Parameter values for a kinetic model of the nuclear replication-division cycle in frog eggs are estimated by fitting solutions of the kinetic equations (nonlinear ordinary differential equations) to a suite of experimental observations. A set of optimal parameter values is found by minimizing an objective function defined as the orthogonal distance between the data and the model. The differential equations are solved by LSODAR and the objective function is minimized by ODRPACK. The optimal parameter values are close to the "guesstimates" of the modelers who first studied this problem. These tools are sufficiently general to attack more complicated problems, where guesstimation is impractical or unreliable.
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into agreement with the data, then the modeler must consider changing the wiring diagram, which changes the governing ODEs and starts the parameter twiddling process anew (von Dassow et al., 2000) . For the most part, the parameter estimation phase is still done by hand, even for quite complex models (Chen et al., 2000; Teusink et al., 2000; Hynne et al., 2001) . The data to be fit are often diverse types and rarely straightforward measurements of dynamical variables as a function of time. Usually, the observations are not repeated enough times for reliable statistical estimates to be made. The observations on which a model is based are often highly variable in quality and reliability. For these reasons, the modeler must often make many mental "tradeoffs" in evaluating the suitability of a model plus parameter values in fitting a set of experiments. While computational biologists were gaining experience with large ODE models of complex regulatory systems, it was reasonable to survey parameter values manually, but eventually hand crafting of models must be replaced-or supplemented-by automatic parameter estimation (Moles et al., 2003) .
We use classical optimization methods to estimate rate constants in a model of the nuclear replicationdivision cycle in frog egg extracts. The model is simple enough to be readily understood yet complex enough to illustrate the many challenges of fitting molecular mechanisms of cell behavior to real biochemical and physiological data. The algorithms we employ are sufficiently powerful and general to attack more challenging and important problems of cell cycle modeling in the future.
The cell cycle is the sequence of events by which a cell replicates all its components and divides them between two daughter cells, so that each daughter has the information and machinery necessary to repeat the process (Murray and Hunt, 1993) . The most important component is the genome, which must be accurately replicated during interphase (each chromosome becoming two identical sister chromatids) and carefully partitioned during mitosis (sister chromatids moving to opposite poles of the mitotic spindle). These basic events, DNA synthesis and mitosis, are triggered in alternating fashion by a complex network of molecular interactions involving cyclin-dependent protein kinases (Cdk). The first 10-12 mitotic cycles of a fertilized egg provide a favorite experimental system for studying this biochemical network because the cycles of DNA synthesis (S phase) and mitosis (M phase) proceed rapidly, without the intervening gaps (G1 and G2) so characteristic of somatic cell cycles. Furthermore, for eggs of the African clawed frog, Xenopus laevis, protocols have been developed for making cell-free extracts that carry out DNA synthesis and nuclear division in a colloidal suspension unhindered by cell membranes.
Twenty-five years of careful biochemical studies have revealed a relatively simple control system for the nuclear division cycle in frog egg extracts ( Fig. 1) , which is only a subset of the reaction network in ✄ ✂ ✁
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intact cells. Novak and Tyson (1993) published a thorough theoretical study of the mechanism, comparing it mostly to qualitative observations of mitotic cycles in egg extracts. At the time, Novak and Tyson postulated a set of rate constants that gave a reasonable, semi-quantitative fit of the model to experimental data on the activation of M-phase promoting factor (MPF, a dimer of Cdk1 and cyclin B). Marlovits et al. (1998) reevaluated the model in light of more quantitative studies on MPF activation in frog egg extracts. By back-of-an-envelope calculations on the available kinetic data, they proposed a refined parameter set, not too much different from the original guesses of Novak and Tyson. In this paper, we present the frog-egg model and the experimental data in full quantitative detail and take on the challenge of finding the parameter set that optimally fits the model to the data. To express the goodness of fit of the model to the data, we use an objective function based on "orthogonal distance" between model predictions and experimental observations. Orthogonal distance allows us to weight independently the likely errors in all measured quantities. To minimize the weighted sum of orthogonal distances, we could use many different methods-local or global, deterministic or nondeterministic. We use an algorithm (Levenberg-Marquardt) for local, gradient-based optimization-the best currently known deterministic local optimization algorithm for nonlinear least-squares problems. Using Marlovits et al. (1998) for an initial parameter set, we show that the Levenberg-Marquardt algorithm converges quickly to a (locally) optimal parameter set not too far away, and the regression error is significantly improved. We also characterize the basin of attraction near this optimal solution.
MODEL
The reaction network in Fig. 1 can be converted into a set of ODEs for the time rates of change of concentrations of all the proteins in the mechanism. Before doing so, we make a number of simplifications FIG. 1. The biochemical control system for MPF activation in frog egg extracts. MPF = mitosis-promoting factor = dimer of a cyclin-dependent kinase, Cdk1 (rectangle), and a B-type cyclin (oval). Rising MPF activity drives an extract through DNA synthesis, nuclear envelope breakdown, chromosome condensation, and alignment of replicated chromosomes on the mitotic spindle. Falling MPF activity allows for sister chromatid separation, nuclear reassembly, and licensing of DNA for another round of replication. Cycles of MPF activation and inactivation are driven by phases of cyclin synthesis and degradation and by phases of Cdk1 phosphorylation (by Wee1) and dephosphorylation (by Cdc25). The newly fertilized egg has a large supply of Cdk1, the enzymes Wee1 and Cdc25, and cyclosomes (the protein complexes that promote cyclin B degradation in the steps labeled 2). The only missing component is Cyclin B. As cyclin is synthesized (step 1), it combines rapidly (step 3) with Cdk1 monomers to form active MPF dimers. The active dimers, however, are rapidly phosphorylated by Wee1 to a less active form. During this phase of the cycle, cyclins are relatively stable because the cyclosome is inactive. For the extract to enter mitosis, the inhibitory phosphate groups must be removed from Cdk1 by Cdc25. Activation of MPF is an autocatalytic process because active MPF activates Cdc25 and inhibits Wee1 (PPase is a phosphatase that opposes MPF in these reactions). As MPF activity rises, nuclei are driven into mitosis and cyclosomes are activated. The cyclosomes promote rapid cyclin degradation, which destroys MPF activity and allows nuclei to finish mitosis and prepare for a new round of DNA replication.
to the mechanism. All the experiments analyzed in this paper are carried out in extracts supplemented with cycloheximide, an inhibitor of protein synthesis. Hence, the extract does not synthesize cyclin from its own store of cyclin mRNA, so we set k 1 = 0 and ignore this reaction. The experimenter adds to the extract a known amount of exogenously produced cyclin. In all cases, the added cyclin protein has been genetically engineered to be resistant to cyclosome-mediated degradation. Hence, k 2 = 0, and we can ignore all the degradation steps in the mechanism. Because cyclin is neither synthesized nor destroyed, the total concentration of cyclin protein in the extract is constant:
where MPF is the active Cdk1:cyclin dimer and preMPF refers to the phosphorylated (low activity) form of the dimer. Next, we make the assumptions (well supported by experiment) that (1) the binding of cyclin monomers and Cdk1 monomers is very fast (k 3 is large) and (2) 
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With these simplifications and assumptions, the mechanism in Fig. 1 can be described by three ODEs,
where
In Equations (1)- (3), time is expressed in minutes, and all concentrations are dimensionless numbers, having been scaled relative to some appropriate reference concentration. In frog egg extracts, [Cdk1] is typically close to 100 nM (Solomon et al., 1990; Wei et al., 2002) . Total concentrations for Cdc25, Wee1, and PPase are unknown, so we set each to 1 AU (arbitrary unit). All vs are pseudo-first-order rate constants (units = time −1 ). All Ks are dimensionless Michaelis constants, i.e., ratios of true Michaelis constants (K, units = concentration) to reference concentrations. The ρs are dimensionless numbers expressing the activity of the phosphatase (PPase, in Fig. 1 (1)- (3), the vs and Ks without hats, are related to
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the fundamental kinetic parameters, thevs andKs, and a "dilution factor" µ. This dilution factor must be included in our calculations, because in some experiments a buffered solution of proteins is added to the frog egg extract, increasing the volume of the extract and thereby diluting all the endogenous proteins in the extract. Dilution changes the values of the scaled parameters from one experiment to the next and must be taken into account when trying to fit the model to real data.
EXPERIMENTS
Our goal is to obtain the "best" estimates of the rate constants in Table 1 from the experimental data presented in Fig. 2 . The figure also presents the best-fitting curves derived from ODEs (1)-(3), and the
✄ ✂ ✁
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optimal parameter values ( Table 2 ). In Table 3 we describe how each experiment is to be simulated by the ✄ ✂ ✁
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model Equations (1) A fundamental proposal of the Novak and Tyson (1993) model of MPF oscillations in frog egg extracts is that the processes of MPF activation (dephosphorylation of preMPF by Cdc25) and MPF inactivation (phosphorylation of MPF by Wee1) are jump transitions on a hysteresis loop. To see this, we solve 
Equations (1)- (3) for the steady-state (ss) concentrations of MPF, Cdc25, and Wee1 and plot M ss as a function of C T (total cyclin added to the extract, a parameter easily controlled by the experimentalist). The graph (Fig. 3) , called a one-parameter bifurcation diagram, shows that, for C I < C T < C A , the MPF control
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system exhibits bistability: two stable steady states (nodes) separated by an unstable steady state (a saddle point). One node has low MPF activity (most Cdk1:cyclin dimers are in the less active, phosphorylated form) and the other node has high MPF activity. The low-activity state corresponds to interphase (when DNA is being replicated) and the high-activity state corresponds to mitosis (when chromosomes are aligned on the mitotic spindle and then sister chromatids are separated). At the limits of the bistable region, the stable steady states are annihilated by coalescence with the unstable steady state (called a saddle-node bifurcation). In a classic experiment, Solomon et al. (1990) prepared an egg extract in interphase (no endogenous cyclin) and supplemented it with exogenous, nondegradable cyclin. They found that if C T < C A , then the extract remains in interphase, with little detectable MPF activity. However, if C T > C A , then the extract will eventually enter mitosis (after a time lag), and the amount of MPF activity generated by the extract will increase with increasing C T . These observations are consistent with the theoretical picture in Fig. 3 .
Novak and Tyson drew two further conclusions from Fig. 3. (1) As C T is lowered toward the threshold (C T → C + A ), the time lag before MPF activation should increase abruptly. (2) There should be a different threshold C I for MPF inactivation in extracts that are transiting from mitosis back to interphase (C T = C I for the inactivation threshold in Fig. 3 ). The inactivation threshold can be measured by supplementing an interphase extract with a combination of exogenously produced, degradable and nondegradable cyclins. Let C T be the total concentration of added cyclin and f be the fraction that is nondegradable. If C T > C A , then the extract will enter mitosis, activate cyclosomes, and destroy the degradable fraction of cyclins. If the amount of cyclin remaining (f C T ) is greater than the inactivation threshold (C I ), then the extract will remain in mitosis. But if f C T < C I , then the extract will exit mitosis and return to interphase.
In a recent paper, Sha et al. (2003) have tested these two predictions of the Novak-Tyson model. Some early experiments (unpublished) from this group are presented in Figs. 2I and 2J. Fig. 2I shows the time lag for MPF activation, which clearly increases as C T decreases. Fig. 2J represents the thresholds for MPF activation and inactivation. These observations placed the activation threshold C A between 0.15 and 0.20 and the inactivation threshold C I about three-fold lower (0.06). Other experiments confirming predictions of the Novak-Tyson model can be found in Sha et al. (2003) and Pomerening et al. (2003) .
METHODS
We use the public domain software package ODRPACK to estimate the parameters of our model by minimizing the weighted sum of orthogonal distances between the experimental data and the predictions of the model. The model equations are integrated by LSODAR, a public domain software package that efficiently solves stiff and nonstiff systems of ODEs.
LSODAR was chosen for its ability to solve stiff ODE systems and find roots. Like most models of molecular regulatory systems, the frog egg extract model is stiff; i.e., it includes reactions that proceed on vastly different time scales. LSODAR performs well on such models because it automatically switches between stiff and nonstiff methods allowing integration to proceed as fast as possible. The root finding capability of LSODAR is also useful for computing timelags (discussed more later).
Orthogonal distance regression (ODR) was chosen to quantify goodness of fit because our data (Fig. 2 ) contain considerable error in the independent variables (abscissa) as well as the dependent variables (ordinate). Carroll, Ruppert, and Stefanski (1995) have argued that ODR is not a reliable method to obtain statistically sound estimates of parameters in cases where the analyst has many replicates of inherently noisy correlations. This is not the case here, where we have few measurements (often crudely taken, because the experiments are technically challenging) of strongly correlated variables, from which we want to derive trends and quantify rate constants. We are not attempting to put error bars on our estimates, which would be unsupportable from the data at hand. We do claim, however, that ODR captures accurately what modelers have in mind by "goodness of fit." By minimizing orthogonal distance, we obtain fits to the data (Fig. 2 ) that anyone would consider improvements over the original "guesstimates" of Marlovits et al. (1998) .
The separate panels of Fig. 2 are especially sensitive to particular rate constants in the model:
Clearly, there is enough data in these figures to estimate these eight rate constants with some reliability. In addition, the "physiological" measurements in Figs. 2I and 2J provide additional constraints on these rate constants. On the other hand, the data does not provide strong constraints on the Michaelis constants (K md , K mdr , K mw , K mwr ). For this reason, we do not try to estimate the Ks from the data.
ODRPACK
In general, a model predicts the values of dependent variables (y) from independent variables (x) and parameter values (β):
where y, x, and β are (in general) all vectors and f i is the model for the ith datum. Suppose the experimental data can be expressed by vectors y i and x i , i = 1, . . . , n. If the model fits the data perfectly, for a specific parameter vectorβ, then y i = f i (x i ;β) for all i. It is always the case that there are discrepancies between the model and observations because of errors in the measurements and/or inadequacies of the model. ODRPACK constructs an objective function that is a scalar measure of the goodness-of-fit of the model to the data and then minimizes this function over a domain of parameter values.
ODRPACK does not assume that all measurement errors are in the dependent variables. Rather, it seeks to minimize the weighted sum of orthogonal distances between the model and the data:
subject to the constraints
In Equation (4), i and δ i are the vectors of residuals for the dependent and independent variables, respectively, and w δ i and w i are matrices of weighting factors for the errors. The weighting factors are used to translate all observables into a common "currency" and to express the user's confidence in the reliability of different observations. The solution of problem (4)- (5) consists ofβ,δ,˜ , E min , giving the optimal 54 ZWOLAK ET AL.
FIG. 2.
Experimental data (•) used for parameter estimation, simulations ( . . . and ) generated by the optimal parameters with Ks fixed and constrained, respectively, and simulations ( ) generated by the Marlovits et al. (1998) parameters. (A) Kumagai and Dunphy (1995) , Fig. 3C . Phosphorylation of MPF during interphase, when Wee1 is more active. (B) Kumagai and Dunphy (1995) , Fig. 3C . Phosphorylation of MPF during mitosis, when Wee1 is less active. (C) Kumagai and Dunphy (1995) , Fig. 4B . Dephosphorylation of preMPF during interphase, when Cdc25 is less active. (D) Kumagai and Dunphy (1995) , Fig. 4B . Dephosphorylation of preMPF during mitosis, when Cdc25 is more active. parameter vector, the minimal discrepancies between model and observations, and a scalar measure of the overall goodness-of-fit. Convergence to the minimum solutionβ,δ,˜ , and E min is achieved by adjusting β and δ, where δ is treated like β-as an independent unknown.
In our problem, all our data points are ordered pairs (x i , y i ) of scalar quantities, and our objective function is simply
In Table 3 , we collect all the information necessary to compute E from the model (Equations (1)-(3) ) and the data (Fig. 2) .
ODRPACK uses a trust region Levenberg-Marquardt method with scaling to minimize E (Boggs et al., 1992) . In doing so, ODRPACK needs to calculate Jacobian matrices (partial derivatives of the weighted vector ( , δ) with respect to β and δ). ODRPACK can calculate these matrices by finite differences or by a user-supplied routine. Finite differences were used here. The ODRPACK code is described in detail in Boggs, Byrd, and Schnabel (1987) . A brief outline is given here that helps explain how the δs are treated and what needs to be calculated to update the parameters. Note that when calculating the Jacobian matrix, the partials with respect to the δs must be calculated and the weighted δs are included in the list of ) generated by the optimal parameters with Ks fixed and constrained, respectively, and simulations ( ) generated by the Marlovits et al. (1998) parameters. (E) Kumagai and Dunphy (1992) , Fig. 10A . Phosphorylation of Cdc25 during mitosis, when MPF is more active. (F) Kumagai and Dunphy (1992) , Fig. 10A . Dephosphorylation of Cdc25 during interphase. (G) Tang et al. (1993) , Fig. 2 . Phosphorylation of Wee1 during mitosis, when MPF is more active. (H) Tang et al. (1993) , remark in text (p. 3430). Dephosphorylation of Wee1 during interphase. (I) Moore (1997) . Time lag for MPF activation. (J) Moore (1997) . Thresholds for MPF activation (↑) and inactivation (↓). Marlovits et al. (1998) , and the final values are our optimal parameter set for fitting the data in Fig. 2 . We present two "optimal" parameter sets: one with fixed Ks (the Michaelis constants are fixed at the values chosen by Marlovits et al. (1998) ), and one with constrained Ks (the Michaelis constants are allowed to vary, but they may not fall below 0.01).
The last row reports the value of the error function E for each of the three parameter sets.
functions to be minimized (along with
n).
The Jacobian matrix of the weighted error vector ( , δ) will have the structure
where G, V , and D are defined in the pseudo-code below.
do until parameters converge, sum of squares converge, or iteration limit reached.
where p is the number of parameters;
calculate the Jacobian matrix like in ordinary least squares.
. . , n ; the partials of f with respect to the δs. Note that f i only depends on δ i . This realization makes ODRPACK very efficient (i.e., the time complexity is reduced from quadratic to linear with respect to n).
. . , n ; the partials of the weighted δs with respect to each δ. Note again that w δ i * δ i depends only on δ i giving a diagonal matrix and a similar reduction in time complexity as with V .
Formulate the linear least squares problem (derived from the linearization of E)
, and solve for s with a QR factorization of the coefficient matrix of s. Note that Boggs, Byrd, and Schnabel (1987) realized the ODR problem can be solved efficiently this way instead of solving the normal equations with the full Jacobian matrix J . t = −P −1 (V T + Dδ + V T Gs); Use s and t to update β and δ, respectively. The Levenberg-Marquardt method starts with the steepest decent method and smoothly changes to Newton's method, where s and t are simply added to β and δ, as the solution is approached. ODRPACK uses a trust region implementation of the Levenberg-Marquardt method which reduces the step size based on the confidence in a model of the objective function. See Moré and Wright (1993) for details on how parameters are updated in the Levenberg-Marquardt algorithm. end do Fig. 2 a,b 
b For experiments C and D, Equations (1)- (3) are supplemented by
c For experiments I and J, µ is considered to be an adjustable parameter. Initially, it is set to 1, and it reaches an optimal value of 1.015. This means that Moore's extracts have effectively the same dilution as Dunphy's. d See Appendix A for a description of how to compute lag times for MPF activation. e See Appendix B for a description of how to compute thresholds for MPF activation and inactivation.
FIG. 3.
Steady-state MPF activity versus total cyclin concentration. This S-shaped curve was computed from Equations (1)- (3) by setting all time derivatives equal to 0 and solving the resulting nonlinear algebraic equations for M as a function of C T . All other parameters in the equations are given the values estimated by Marlovits et al. (1998) ; see Table 1 . C A = activation threshold; C I = inactivation threshold.
LSODAR
All solutions of the ODEs (1)- (3) were computed by LSODAR, a variant of LSODE (Radhakrishnan and Hindmarsh, 1993; Hindmarsh, 1980 Hindmarsh, , 1983 , which automatically switches between stiff and nonstiff methods and has a root finder. LSODAR starts with a nonstiff method and switches to a stiff method if necessary. LSODAR's root finder is used in this application to find the time lag for MPF activation.
For nonstiff problems, LSODAR uses Adams-Moulton (AM) of orders 1 to 12. For stiff problems, LSODAR uses backward differentiation formulas (BDF) of orders 1 to 5. With both methods, LSODAR varies the step size and order. LSODAR switches from AM to BDF when AM is no longer stable for the problem or cannot meet the accuracy requirements efficiently (Petzold, 1983) .
The root finder in LSODAR is based on ZEROIN (Shampine and Allen, 1973) . ZEROIN is based on code by Dekker (1969) . LSODAR detects a root when the sign changes for the user-defined subroutine GEX.
The tolerances are set to 10 −12 for both relative and absolute error. A tolerance of 10 −10 is used when calculating a root for a function of the form M(t) − M root , where M root is the value of the function M(t) for which a time, t, is desired.
Weights
The choice of weights, w i and w δ i , should express the relative reliabilities of the measurements. Ideally, if we have many replicated measurements, we can compute the reliabilities, and hence the weights, from the variance of the measurements. In our case, we don't have this luxury, and we must provide some informal estimate of our confidence in the data. The weights are also used to quantify our assessment of the relative importance of different experiments.
To these ends, we suggest weights of the form
where α i is a dimensionless number that assigns a relative importance to the ith data vector; σ i and σ δ i are constants, carrying the same units as y i and x i , respectively, that reflect our relative uncertainties in the measurements (ideally, they should be estimates of the standard deviation of the measurements).
In our case, we choose α i = 1 for all the weights. Our choices of σ i and σ δ i represent a subjective estimate of the standard deviation of each measurement. In Table 3 , we collect all the information necessary to compute E from the model (Equations (1)- (3)) and the data (Fig. 2) .
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RESULTS
We have fitted the data in Fig. 2 to two different sets of "optimal" parameter values; the results are reported in Fig. 2 and Table 2. In the first set of optimized parameter values, we fixed the four Michaelis constants at the values chosen by Marlovits et al. (1998) . In the second set, we allowed the Michaelis constants to adjust to the data, provided none of them fall below 0.01. Small values for K imply an enzyme with very high affinity for substrate and generate rate laws with sharp "kinks." In our opinion, K < 0.01 is biochemically unrealistic, even though the kinks provide moderately better fits to the data. Whether the Ks are fixed or constrained, the optimal values of the other rate constants are in reasonable agreement amongst themselves and compared with the initial estimates of Marlovits et al. (1998) (Table 2) . By examining the curves in Fig. 2 , one sees clearly that the guesstimates of Marlovits et al. (1998) were pretty good, but ODRPACK was able to find nearby parameter sets that give a better (indeed, optimal) fit of the model to the data.
For both optimization procedures, ODRPACK drove v w to very small values, so we fixed v w = 0 in both cases. In the "fixed K" case, ODRPACK determined that ρ d ≈ ρ w , which gives a simple S-shaped bifurcation curve, as in Fig. 3 . For the "constrained K" case, ODRPACK finds an optimal parameter set with ρ d ≈ ρ w /10, in which case the steady-state bifurcation curve (Fig. 3) is double-S-shaped. This effect can be seen in Fig. 2(J) , at low cyclin concentrations, where there appear to be two jumps in MPF activity. The experimental data is not good enough to distinguish between these two possibilities. For the sake of simplicity, we prefer the "fixed K" parameter values.
To ensure that ODRPACK found a local minimum of the objective function, we calculated E(β) in a neighborhood of β 0 , where β 0 = {p 0 1 , p 0 2 , . . . , p 0 8 } is the set of optimal parameter values. (For fixed K, there are eight parameters to be optimized: the seven adjustable rate constants in Table 2 plus the dilution factor, µ, as described in footnote (3) to Table 3 .) The evaluations were made on a regular grid of points at 0.975p 0 i , 1.0p 0 i , and 1.025p 0 i in each of the eight directions. All 6, 561 evaluations of E satisfied E(β) > E(β 0 ), confirming that ODRPACK had indeed found a local minimum of the objective function.
In addition, we fitted these 6, 561 values of E to a function of the form
The matrix of coefficients, A = [a ij ], is symmetric and, hence, can be diagonalized by an orthogonal matrix Q; furthermore, all the eigenvalues of A are real (Gantmacher, 1977) . That is to say, Q T AQ = = diag(λ 1 , . . . , λ 8 ), where Q T Q = I , λ 1 , . . . , λ 8 are real numbers, and the columns of Q (call them q i ) are the eigenvectors of A. With this information, we can estimate the deviations of E from E(β 0 ) as follows. Let π be a vector whose components are
where χ = Q T π. Hence, the eigenvalues and eigenvectors of A give us useful information about the shape of E in the neighborhood of E(β 0 ) (provided, of course, thatẼ is a good approximation to E). In our case, the eigenvalues and eigenvectors of A are reported in Table 4 . Because all the eigenvalues are positive,Ẽ ✄ ✂ ✁
T4
(considered as a function of π i s) is an eight-dimensional bowl with a local minimum at the origin (π i = 0 for all i). Furthermore, the bowl is very flat (i.e., quality of the fit is not sensitive to modest changes in parameter values), in the following sense.Ẽ changes most rapidly in the direction of the first eigenvector, because λ 1 = 908.7 is the largest eigenvalue. For a 2.5% change in parameter values in the direction of q 1 , we estimate thatẼ − E 0 = 0.57 (Fig. 4) , where E 0 is the error at β 0 . Since E 0 = 9.58, this is only a ✄ ✂ ✁
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6% increase in error. If we dare to extrapolate beyond the dataset, then a 4% change in parameter values (in the direction of q 1 ) would lead to only a 15% increase in error. Hence, we conclude that ODRPACK has indeed found a robust, locally optimal parameter set for this problem. Similar results were obtained for the "constrained K" case. 
FIG. 4.
Absolute changes in the error function with respect to relative changes in the parameters in the direction of q 1 which is the eigenvector corresponding to the maximum eigenvalue. Therefore, this plot represents the maximum change in the error function with respect to the parameters in the neighborhood of the optimal parameters. The solid line ( ) represents the range of the fitted data. The dotted line ( . . . ) represents an extrapolation of the quadratic fit. The error function is plotted for the "fixed K" case (λ 1 = 909). The curve is almost the same for the "constrained K" case (λ 1 = 1168).
DISCUSSION
Computational models of cell growth and division involve mathematical representation of a complex network of biochemical reactions within cells. These reactions can be described by a system of nonlinear ordinary differential equations, according to the principles of biochemical kinetics. Rate constants and binding constants enter as parameters in the differential equations and must be estimated by fitting solutions of the equations to experimental data.
ODRPACK, based on the orthogonal distance between experimental data and the model, is used for the nonlinear regression to estimate the unknown rate constants (ODE parameters). The ability of this algorithm to weight data values arbitrarily and to treat both the abscissa and ordinate as uncertain is crucial, given the sparsity and uncertainty of available biological data. Orthogonal distance conforms well to the modeler's intuition of a good fit to the type of data commonly encountered in this field.
The complete calculation is expensive, because the ODEs are stiff and must be solved numerous times for the nonlinear regression. Also, because of local minima, the nonlinear regression must be done from many starting points to adequately explore the parameter space. There are potential sources for parallelism in multiple starting points for regression and in the multiple experiments being simulated.
To study realistic models of cell cycle control, more components must be added to the model, and other measurable phenomena incorporated in the cost function. As the modeling fidelity is increased, the mathematical and computational complexities of the problem grow rapidly. Efficient and accurate tools for parameter estimation will be needed to build computational models of the complex control networks operating within cells, which is one of the main goals of bioinformatics in the postgenomic era.
