Abstract: Three-dimensional (3-D) models of light propagation in diffuse optical tomography provide an accurate representation of scattering in tissue. Here the use of spectral priors, shown to improve quantification of functional parameters in 2-D, has been extended to 3-D. To make 3-D spectral imaging computationally tractable, a novel technique is presented to deal with the large data set. The basic principle consists of using a dynamic criterion to select optimal data subsets that capture the major changes in the imaging domain. Results from three test cases showed comparable image quality and accuracy with less than 4% difference between the uses of data subset approach versus the entire dataset. Tested on simulated data from two different models, the algorithm was able to discern multiple objects successfully with an average error of 30% in quantifying multiple regions and less than 1% in quantifying the background. 
Introduction
The field of diffuse optical tomography (DOT) has gained considerable momentum over the past two decades due to its ability to provide unique information relating to tissue metabolic status. DOT derives its signal from molecular absorption signatures of dominant tissue chromophores such as oxy-hemoglobin, decoy-hemoglobin and water. Coupled with scattering mechanisms relating to cell organelle, collagen and tissue density, optical tomography offers the possibility for non-invasive functional imaging without extrinsic contrast agents. Future growth in the field is expanding quickly with coupling to MRI, Ultrasound and x-ray tomography all showing applications [1] [2] [3] . The key to all of these functional imaging applications is the need to do multiple wavelengths imaging, such that direct chromophore and scattering reconstruction can be implemented. The more wavelengths that are used, the better the reconstruction that can be achieved, yet there is an added computational burden in this which cannot be ignored. As more wavelengths are added, eventually the problem becomes too large to solve, and this is especially aggravated in 3-D reconstruction. This paper examines one approach to minimizing this memory requirement and making the problem of multispectral reconstruction tractable, by using datasubsets which have the maximum impact upon image reconstruction.
In DOT, near-infrared light is passed through tissue at multiple wavelengths, and using measurements of reflectance and/or transmittance along the surface/periphery of tissue and an appropriate model for light propagation, tissue optical properties can be recovered. The ability to model light propagation and de-couple the contributions of different chromophores from the absorption spectra [4] provides the key to maximal information from the imaging procedure. The functional parameters typically obtained as a result are images of oxyhemoglobin (HbO 2 ), de-ox hemoglobin(Hb) and water concentrations, and scattering, and extended indices such as total hemoglobin concentration ( [13] . In the context of optical imaging for breast cancer, tumors, show a localized increase in total hemoglobin and water arising from neovascularization, separating them from healthy tissue [ 8, 9] . Malignancies can also exhibit an aggressive metabolic status resulting in hypoxic tissue, which can be seen as a decrease in oxygen saturation in the tumors compared to surrounding healthy tissue and benign lesions in optical images [14] . Additional factors such as dense fibrosis and cell proliferation show contrast in scatter [8] ; and water may give a measure of the extravascular space [15] . The current clinical modality of choice is mammography and suffers from high-false positive rates and community practice has shown that approximately 80% of the women undergoing biopsy as a result of screening mammogram-detected abnormality do not have cancer [16] . Overall, NIR may have a niche in the evaluation of cancers, due to its ability to complement information from other modalities such as mammography and MRI, which are structurebased. Recent studies have also indicated that DOT can be used to monitor the response of breast cancer patients to chemotherapy by following the changes observed in the functional parameters [13] .
DOT images present high levels of intrinsic contrast [8, 17] . However due to the dominance of scattering over absorption the resulting images , show poor spatial resolution. The inverse problem leading to reconstructed optical parameters images is inherently illposed. The use of priors reduces the solution space by making it less susceptible to noise in the measured data. Previous studies have shown that priors relating to the tissue structure [17, 18] or spatial information associated with the lesion [19, 20] can improve image quality and accuracy of the recovered optical coefficients. Prior information considered in this work consists of the known absorbance spectrum of the chromophores as well as an empirical power-law for the scattering based on Mie theory. The use of these priors in the inverse problem leads to significant improvements in image quality and accuracy [21] [22] [23] . In this 'spectral' approach multi-wavelength measurements are used simultaneously bypassing recovery of optical coefficients. The concentrations of oxy-hemoglobin, decoy-hemoglobin, water [24, 25] and the scattering parameters [26, 27] are recovered directly. This type of parameter reduction and use of constraints yields reduced cross-talk between chromophores having similar spectral behavior (e.g., HbO 2 and water) and shows a robust response to noisy measurements [23, 28] .
In this paper, the use of these priors has been extended from two-dimensional (2-D) studies, to three-dimensional (3-D) imaging. In a study comparing the use of 2-D and 3-D models [29] using absolute data generated from a 3-D forward model, mimicking measurements by the DOT systems, the images from a 2-D model, while showing higher accuracy in the anomaly region, showed considerable artifacts obscuring detection. The 3-D images were qualitatively superior, and showed accurate localization of inclusions. Other studies using 3-D models [20, 30, 31] have also shown a similar trend. Quantitatively, these studies in 3-D have shown underestimation in reconstructed parameters and illustrated the need for priors [20] . Spectral priors showed a significant improvement in quantitative accuracy in 2-D and a natural extension of the approach is its use to enhance 3-D imaging. However, the use of spectral priors in 3-D is a difficult problem computationally, since the inverse problem involves use of multi-wavelength data simultaneously. In addition, the inversion recovers images of five parameters (chromophore concentrations and scatter) instead of two (optical coefficients at each wavelength) simultaneously. Use of an intermediate mesh for reducing the unknowns (governed by the number of pixels in the 3-d mesh) by interpolating from a fine mesh used for calculation of the forward model to a coarser basis for update of optical coefficients has been used for efficiency [32] . However, the spectral method still requires a coarser basis than the conventional method for a comparable memory requirement. Beyond this, the main issue is the large number of measurements available at each wavelength. Fig. 1(b) shows the source-detector configuration for a slab geometry implemented by ART Inc. in a clinical system currently under multi-center clinical trials [33] , and used in this study which allows up to 5000 scan-points for intensity and meantime each, at four wavelengths. Since the spectral approach uses multi-wavelength measurements simultaneously, this quickly becomes infeasible computationally in the spectral domain without a more systematic way to solve the inverse problem in stages.
Presented here is a novel approach for the spectral 3-D inverse problem, where measurements are selected preferentially based on their information content relating to the major heterogeneities in the tissue. First the measurement-points are separated into slices (see Fig. 3(c) ) and using projection error, a least squares norm that gives the difference between measured data and calculated data from a discretized model on a homogeneous medium, those lines/slice of data corresponding to maximum error are then identified. The projection error is the objective functional minimized in the image reconstruction, and hence this criterion permits using data subsets, rather than all available data, to be used and yet has a maximum effect on the reconstruction. This algorithm has been tested in simulations and is applied here with frequency domain simulations of simple phantom set-ups in the geometry used by ART Inc. for a prototype breast imaging system. The results show that major changes in the tissue can be imaged successfully by using optimal data-subsets, yielding a novel computationally efficient method for 3-d spectral imaging.
Methods

Imaging system geometry
SoftScan
® is a breast imaging clinical device developed by ART Advanced Research Technologies Inc. It is a multi-wavelength transmission system acquiring time-domain signals at 690nm, 730nm, 780nm and 830nm. It uses a raster scan in step-and-shoot mode with a 3mm step size along the x and y directions. The detection geometry consists of one source and five detectors. For a source at (x,y,z)=(0mm, 0mm, 0mm) the relative detector locations are : (-25mm, 5mm, 60mm), (25mm,5mm, 60mm), (0mm, 0mm, 60mm), (-25mm, -15mm, 60mm), (25mm,-15mm, 60mm). This geometry was utilized in the current study. Fig. 1(a) shows (bottom of the slab) the spatial distribution of the detectors relative to a given source location. Fig. 1(b) illustrates the same geometry using a finite-element mesh on a slab with dimensions 96mm × 96mm × 60mm corresponding to a total of 1024 source positions (32 along y by 32 along x). On the same Fig. 5120 detector locations are represented at z = 60mm. Fig. 1(c) shows the separation of the scan points into lines along the x-axis with each line containing all scan points along the y-axis.
Forward diffusion modeling
Light photons undergo absorption and scattering processes when passed through tissue and the diffusion equation approximates the bulk light propagation under the assumption that the diffuse fluence behaves as though the scattering is uniformly isotropic with a reduced scattering coefficient, ' S μ , when measured over long distances [34] . This condition exists under the assumption that scatter dominates over absorption which is true in the case of (a) (b) (c) 
where α incorporates the reflection at the boundary due to refractive index change and n is the outer normal at the boundary at a point γ . In order to approximate differences in the models for obtaining fluence data (typically experimental) and reconstructing optical images, different finite element meshes were used for the forward and inverse problems, varying in size of elements and nodes for the particular problem. It is known that the diffusion approximation holds only for the region far from the boundary and the source(at least one scattering distance away) [34] . For this reason, the source (Gaussian) in the current application is modeled one scattering distance from the boundary and inside the domain so that the scattering in the tissue can be approximated to be isotropic everywhere.
Image reconstruction: spectral imaging
Image reconstruction is an inverse problem, where optical images are obtained using surface measurements from the tissue surface. Typically, this involves the iterative minimization of an objective function based on the difference between the measured and the model data. The reconstruction procedure used here is based on minimization of the standard sum of squared differences between the measured and calculated optical radiance at specific detector locations. This least squares error norm, called the projection error, is given by:
where M is the total number of measurements at each wavelength, and (4) and (5) can be incorporated in the image reconstruction procedure [23, 43] . This allows the recovery of concentrations of the chromophores and scatter parameters directly, using multi-wavelength measurements simultaneously. The use of these priors changes the formation of the inverse problem to minimize a modified functional given by ℑ represent the sensitivity matrices (also known as Jacobian)
of the boundary data to each of the chromophore concentrations (c) and scattering parameters (scatter amplitude A and scatter power b, given by Eq. (5)). The parameter α in equation 7
represents the regularization parameter and has a starting value in the range 100 to 1 and is reduced successively with iterations by a factor 4 10 found empirically from experiments to work well for the set-up.
The spectral method has been applied in 2-D cases and results have shown substantial improvements in image quality as well as quantification of the functional parameters. It is well-known that while a 3-D model provides a more accurate representation of lightpropagation, quantification of absorption and scatter in the past has shown considerable under-estimation in this model. The application of spectral priors into 3-D should extend the same benefits of reduced cross-talk and improved accuracy observed in 2-D. Computationally, the size of the inverse problem depends on the number of measurements, the size of the 3-D mesh and the number of physical parameters targeted for reconstruction.
For the ART Inc. SoftScan ® imaging geometry shown in Fig. 1(b) , a full scan includes 5000 measurements each of amplitude and phase (mean-time was converted to phase) per wavelength. In the spectral method, the Jacobian ( ℑ in Eq. (7)) has a size of MN×CP where M is the total number of measurements including amplitude and phase, and N is the number of wavelengths, C is the number of chromophores and scatter parameters (= 5, for HbO 2 , Hb, water, A and b) and P is the size of the reconstruction basis, the unknowns. For a typical 3-d mesh containing 15,000 tetrahedral nodes (= P above) and measurements at four wavelengths (N = 4) each containing 5000 measurements for amplitude and phase separately (M = 10,000) as shown in Fig. 1(b) , the size of the Jacobian becomes 40,000 x 75,000, requiring a memory of 48GB. If the pixel basis has 5000 nodes (after interpolation), the size of Jacobian is still 40,000 x 25,000, requiring 16GB for storage. Because of the memory requirements and operations associated with the inversion, the spectral method is not computational feasible, in the current manner. It is evident that a more efficient way to handle the computational requirements of the 3-d problem with spectral priors is desired.
Criterion for selecting optimal data subsets
While a large number of data measurements exist; for efficient computation, a smaller subset of data can be chosen based on some criteria relating to information content of the data. In the scheme presented here, the measurements are separated into lines, where each line or slice refers to the data collected by raster-scanning the source along a particular y-direction for a fixed x. Fig. 1(c) shows this separation; multiple lines of data are obtained for varying xposition. Depending on the position of the line relative to changes in the imaging field, its effect on the reconstruction will differ. The image reconstruction is dependent on the minimization of least squares functional of the difference between the measured data and the model data calculated initially for a homogeneous domain with approximately background properties. Hence it is reasonable to assume that if the projection error were calculated individually for each of the slices, the slice with the maximum will correspond to spatial areas of most heterogeneity and will have most effect on the images recovered. In this approach, which will be referred to as the 'data subset' algorithm, the projection error is used as a criterion to select fewer slices or subsets of data which capture the most significant changes in the imaging domain.
In the data subset method as applied to spectral imaging in 3-D, starting with an initial estimate for the imaging parameters, the forward model is solved and the projection error giving the least squares norm of the difference between the measured data and the model data, is calculated for all the slices of data individually. After sorting them in descending order, three slices of data were then chosen based on maximum projection errors in descending order, and used for image reconstruction. The number of slices was chosen arbitrarily and can be increased, as shown in Section 3.3. In a particular iteration, each of the slices is used for calculating the objective function and the unknowns (nodes of the 3-D mesh) for all five NIR parameters are updated everywhere in the 3-D volume in the direction of minimization. In this manner, each of the lines is used successively to update the parameters. The regularization is varied with iteration, and stays constant for all the slices within the iteration. However, the regularization is scaled by the maximum along the diagonal of the Hessian (= T ℑ ℑ in Eq. (7)) which automatically controls the step-size of the update, for each of the slices. Simulations have shown that using 3-12 lines of data (from a total of 32 lines) show reasonable recovery of images. A log file containing the slice numbers used, as well as the regularization factor and the projection error and error change with iteration is stored for each reconstruction. All simulations presented here were carried out by generating measurements of amplitude and phase using the forward solver on a dense finite element mesh with a different sized mesh for image reconstruction. A starting regularization value of 1 was found to work optimally for the simulations. The background values were used as the initial guess and increasing the sampling of the domain by choosing more slices based on the projection error criterion, accommodates errors in initial estimates of the parameters (values up to 10% off could yield similar images and quantification). The stopping criterion for image reconstruction was chosen empirically as the change in projection error for a particular slice to be less than 1% of the previous iteration value. Once this criterion is reached for a particular slice, it is no longer considered in the minimization procedure, for successive iterations.
Results
The results presented here are divided into three sections. The first section deals with image reconstruction using the data subset approach on forward data from an analytic model. Results from comparison of this approach, with use of all available data are presented in Section 2 using three test phantoms. The behavior of the data subset method on a complex phantom geometry is analyzed in Section 3.
Reconstruction using data subset algorithm
In order to test the data subset method for spectral image reconstruction, time-domain simulated data were used. Amplitude and mean-time measurements were obtained from an analytical model [33, 44-46] on a test phantom with dimensions of 96x96x60mm with a single inclusion of size 15×15×20mm centered at (30, 30, 30)mm. The simulated inclusion has a 4:1 contrast in HbO 2 with background concentrations of HbO 2 = 14 µM, Hb = 6 µM, Water = 30%, A = 0.8638 and b = 0.6. The amplitude data was assumed to be at 100MHz, since this was found to be nearly equivalent to the steady state intensity. The mean-time was converted to phase to be compatible with the finite element model used, developed in the frequency domain. Phase was calculated using the relationship:
where f is the frequency (100MHz) and τ is the mean-time. The calibrated log amplitude and phase at 785nm are shown in Figs. 2(a) and (b) for the test phantom with inclusion, compared with data generated using the FEM model on a homogeneous domain with identical background concentrations. The difference between the data-sets or the residual data is illustrated in 2(c) for log amplitude and 2(d) for phase. Figure 2 shows that the general shape and magnitude of the measurements between the two models are comparable. The residual for log Amplitude shows a Gaussian-shape, with center corresponding to the location of the HbO 2 inclusion. The residual of the phase does not show this trend, possibly because phase predominantly contains information relating to scattering, and the inclusion does not contain a contrast in scatter.
For the purpose of image reconstruction, measurement points below a certain threshold (log of amplitude < -16) were considered to be below the noise level and removed from the data before reconstruction. Based on the projection error calculated using measurements shown in Fig. 2 , after separation of the measurement points into slices, the projection errors are plotted for all slices in Fig. 3(a) . The criterion gave a maximum at slice 10, corresponding to position of x = 30mm, since each slice is with a resolution of 3mm along x-axis. This corresponds well with the location of the inclusion. Three slices of data with corresponding magnitudes of the projection errors in decreasing order were chosen and image reconstruction was performed using the data subset method for spectral imaging. A finite element rectangular mesh of corresponding domain size with 56,753 tetrahedral elements and 11,151 nodes was used for reconstruction with second pixel basis of size 15×15×8 for interpolation of the Jacobian before inversion. The initial estimate for the parameters was assumed to have an average of 6% error relative to the true background concentrations. A starting value of 1 was used for regularization, found to be optimal for the slice approach. The reconstruction was terminated when the projection error change between successive iterations for each slice was less than 1% and the algorithm converged in 17 iterations. Images for all five NIR parameters were recovered and Fig. 3(c) shows the recovered image for HbO 2 compared with the true image in Fig. 3(b) . The inclusion is clearly visible in the HbO 2 image in the expected position. The diffuse nature of the recovered image is likely due to dominance of scattering. While object is Fig. 2. (a) Comparison of log of calibrated amplitude data from analytical model versus forward data from finite element model. The analytical model data was generated on a test phantom with a single anomaly containing 4:1 contrast in HbO2 and the FEM data was generated on a homogeneous medium with identical background properties as the former. (b) Same as (a) for phase data, (c) the difference in the log amplitude data between the two models shown in (a), also the residual to be minimized in the image reconstruction (d) the residual for phase. discernible qualitatively, the quantitative accuracy is limited to 30% of expected contrast. All other NIR parameter images were found to be homogeneous as expected with average values within 1.25% of the true values and standard deviation within 2.5% of the mean.
Comparison of data subset approach with regular method
In order to compare the results from using the data subset approach with the use of entire available data (called 'regular' method here), three test simulations were carried out on a phantom with varying inclusion size. The phantom is of size 60×60×60mm, a smaller size than conventionally used, to make the regular method computationally feasible. A spherical inclusion was centered at (20, 20, 20mm) with diameter varying as 10, 15, 20mm for the three test cases. The background had chromophore concentrations of 14µM HbO 2 , 8 µM Hb, 30% water, A = 1.0 and b = 1.0, based on typical concentrations found in normal breast tissue [15] . In order to mimic a typical lesion, the inclusion in all three cases, had nearly 3:1 contrast in HbO 2 (containing 40µM), 2:1 contrast in Hb and scatter amplitude and 60% water. There was 20% contrast in scatter power. The amplitude and phase measurements were generated with the source raster-scanned in 3mm resolution along x and y axis giving 21 source positions along each direction. The forward solver was used with a finite element mesh containing 70,487 tetrahedral elements and 13,946 nodes. A finite element mesh containing 43,182 tetrahedral elements and 8,812 nodes was used for image reconstruction with a pixel basis of 15x15x8 for interpolation. The initial homogeneous estimates for all parameters used in the reconstruction, were set at the background values.
The regular method and the data subset approach were carried out on the generated data. For the latter, the projection error for different lines of data was computed, where each line was at a different value along x-axis. Six slices in the descending order of projection error were used for the slice method for image reconstruction. Both methods used the same meshes and reconstruction basis and value for starting regularization (=1). The stopping criterion was when the change in projection error was less than 1% between successive iterations. The (b) (c) (a) regular method converged in 9 to 11 iterations for the three test cases and the data subset approach involved 11 to13 iterations. In order to illustrate a visual comparison of the images recovered by both method, the HbO2 and Hb images recovered for the second test case (diameter of inclusion = 15mm) are displayed in Fig. 4 . Fig. 4 (a) shows a cross-section of the plane containing the center of the inclusion (labeled as region 1). Fig. 4(b) shows the same cross-section of the reconstructed images for HbO 2 using the data subset approach (on the left) and regular method (on the right) respectively. Fig. 4(c) shows the corresponding images for Hb. The image for HbO 2 is comparable qualitatively in both cases. In the case of Hb, a pseudo artifact is visible in the top right corner of the image from the regular method using all data, (not present in the true crosssection) and is reduced in magnitude using the data subset technique. This is possibly because of the localized use of measurements corresponding to the position of the inclusion, which reduces background heterogeneity. The images for water scatter amplitude and power (not shown here) were comparable with both methods. In order to compare the quantitative values recovered, the maximum in the inclusion is plotted for both methods for each of the three test cases, in Figs. 5(a), (b) and (c).The chromophore concentrations and scatter parameters show comparable values, indicating that use of reduced measurements in the form of subsets, specifically corresponding to areas of maximum heterogeneity successfully capture the imaging domain in the reconstruction procedure. As expected, the quantification improves as the size of the inclusion increases. For all three cases, the regular approach appears slightly better in recovering scatter parameters, but for the 20mm case, the use of a subset of the data shows better quantification of HbO 2 and water. On an average, the percent difference between (a) (c) (b) the two methods was less than 4% for all three test cases. In terms of reconstruction time, the data subset method converged faster taking less than 45% (on an average over the three test phantoms)of the time required for regular approach. The domain used here is smaller than typical domains used in this geometry, which was necessary for using the regular method which was infeasible in larger domains of sizes typically observed in the clinical setting. In future simulations involving larger imaging domains, only the results from the data subset method are shown. (test 3) . The maximum in the region of interest (ROI) is plotted for each of the five NIR parameters. The difference between the two methods was less than 4% overall for all three cases.
Complex test phantom results
Previously, the image reconstruction was applied to test phantoms with a single anomaly. To characterize the behavior of the data subset approach further, a more complicated test phantom having three anomalies, was used to generate amplitude and phase data. The phantom had dimensions of 96×96×60mm, with three spherical inclusions of diameter 20mm. The first inclusion was located at the center of the phantom at (48, 48, 30 mm) and had a contrast in all five NIR parameters with respect to the background. The second inclusion was off-center and closer to the source side, centered at (24, 24, 15mm) and had contrast only in Hb and water. The third inclusion was also off-center and closer to the source side along zdirection centered at (72, 24, 15 mm), and had contrast only in the scatter parameters A and b. This set-up of heterogeneities allows the examination of cross-talk between HbO 2 and water, as well as Hb and scatter, the parameters most susceptible because of their similar spectral shapes. The actual concentrations and contrast in parameters are shown in Table 1 .
Amplitude and phase measurements were generated on a fine mesh having 117,000 tetrahedral elements with 22,715 nodes and a second mesh having 56,753 elements and 11,151 nodes was used for image reconstruction with a pixel basis of 15x15x8 for interpolation. The source positions were divided into 32 slices, for varying x-position in 3 mm resolution. Each slice had the source raster-scanned along 32 positions for y-direction, with five detector positions for each source, giving 160 measurement points for a single slice. The true background properties were given as the initial estimate. The projection error was calculated for all slices and sorted in descending order of magnitude. The images reconstructed using 12 slices are shown in Fig. 6 . The algorithm converged in 6 iterations. The cross-sections from the true phantom along two planes, depicts the inclusions labeled as regions 1, 2 and 3 in Fig. 6(a) with associated concentrations as in Table 1 . The reconstructed image for HbO 2 in Fig. 6(b) shows the central inclusion clearly in the central cross-section as well as in the second cross-section with no visible cross-talk from the other NIR parameters having contrasts in regions 2 and 3. Two inclusions are expected in Hb (Regions 1 and 2) and the cross-sections of the reconstructed Hb image in Fig. 6(c) show both of these inclusions in the expected positions. The central inclusion is well-localized and is not visible on the top of the imaging domain (not shown here). The peak in region 2 is higher in second cross-section as expected, since it is centered lower in z-direction, compared to region 1. The image for water was found to mostly homogeneous (not shown here) with region 1 faintly visible. Regions 1 and 3 have a contrast in scatter amplitude and in the reconstructed scatter amplitude image in Figs. 6(d) , both inclusions are clearly visible in both cross-sections. In addition inclusion labeled region 2 is also visible due to cross-talk from Hb. Table 1 In order to quantify the chromophore concentrations and background values for the different regions, the maximum for each parameter in the three regions as well as the average
in the background was calculated and the difference between the two is plotted for each region in Fig. 7(a) . The HbO 2 increase in region 1 is evident quantitatively, when compared to regions 2 and 3. Contrasts in Hb appear as comparable increases in regions 1 and 2 compared to region 3, which did not posses a contrast in this parameter. Water shows a small increase in region 1, while the quantification in region 2 is comparable to region 3. Scatter amplitude shows an increase in all three regions over the background. Regions 1 and 3 show expected trend, the increase in region 2 is possibly due to cross-talk from de-ox hemoglobin. Scatter power shows a small increase in all three regions over the background, showing similar behavior as scatter amplitude. The mean error in quantifying the parameters with contrast was 42.5% and mean error over all three regions and five parameters was 30%, with the minimum being in the quantification of region 3 (< 15%) containing scatter contrast. Further, for this complex phantom set-up, increasing the number of slices to be used for the image reconstruction was examined by reconstructing using 6, 9 and 12 slices of measurements. Increasing the number of slices will provide more uniform sampling, but increase the computational burden. 12 slices was assumed to provide sufficient sampling of the heterogeneities in the imaging domain. Using the projection error criterion, the slices were sorted in descending order and different number of slices (6, 9 and 12) was chosen for independent spectral reconstructions with all other reconstruction parameters kept constant. To illustrate the trend in quantification, the difference between the maximum of each parameter in region 1 (possessing a contrast in all five NIR parameters) and the corresponding average in the background are plotted in Fig. 7(b) . The quantification of HbO 2 and water clearly improve with increasing number of slices. The recovered values for Hb are comparable for 9 and 12 slices. For scatter parameters, the use of 9 slices shows the best quantification. The mean error over all three regions and five NIR parameters was less than 33%. The quantification of the background was accurate with less 1% mean error overall. Fig. 7. (a) The difference between the maximum in region of interest (ROI) and the average in the background is plotted for each region and each parameter, from reconstructed images shown in Fig. 6 using 12 lines of data. HbO 2 shows an increase in region 1 higher than regions 2 and 3; Hb shows comparable increases in regions 1 and 2 (as expected). Scatter amplitude and power show contrasts in all three regions, with maximum in region 3. (b) Difference between maximum in region 1 and average in background is plotted for all five NIR parameters from images reconstructed using 6, 9 and 12 lines of data separately. Quantification of HbO 2 and water improves with increasing data subsets.
Discussion
Three dimensional imaging in the context of reconstructing optical properties has clearly shown benefits over 2-D imaging [29] , but there is a strong need for priors to improve quantitative accuracy [20] . The use of spatial priors improved quantitative accuracy substantially in 3-D by reducing the size of the problem [20] . However, the sensitivity of the inverse problem to errors in the spatial priors are yet to be investigated in detail and 2-D studies indicate that erroneous perturbations in the spatial priors introduce severe bias in the reconstructed images [47] . Spectral priors offer physiological constraints based on expected behavior of absorbers and scatterers with wavelength and with reasonable assumptions regarding the composition of tissue, they extend the benefits of a parametric-type reconstruction[48] to DOT. Researchers have shown using different types of DOT measurements (CW and frequency domain) that spectral reconstructions were robust to higher levels of noise in measurements [23], possessed lesser cross-talk between parameters [22, 28], and were quantitatively superior to spatial priors [49] . Corlu et al. [28] showed a 3-D application of spectral imaging in clinical data, however their tests regarding the behavior of spectral priors were limited to 2-D situations. Presented here is one of the preliminary studies in the application of spectral priors in 3-D, with a novel technique using an optimal data subset rather than an entire data-set for computational feasibility.
As 3-D imaging advances, research into alternate techniques for solving the inverse problem, preserving qualitative advantages and improving accuracy while placing a premium on efficiency and memory requirements come into place. Arridge et al. [50] presented an alternate approach of using conjugate gradient method instead of Newton's method for inversion to reduce computational costs. We are exploring methods that can be incorporated into our existing solver based on Newton's method, which has been validated in studies previously [37] , hence the need for data subset approach. Schweiger et al. [51] presented an alternate formulation for the Hessian in the Gauss-Newton setting, in order to exclude the explicit computation and storage of the Hessian. Demonstrating in the framework of optical properties recovery without spectral priors, they also acknowledged that the formulation was more efficient when M<P/2 where M is the total number of measurements and P is the total number of unknowns in the reconstruction. The current application is an unlikely scenario for application of this algorithm due to the large dataset available. Dierkes et al. [52] implemented a fast Fourier space method for paraxial data to reduce the computational burden from a large data set. However their method was in the framework of linear reconstruction using Rytov approximation. Eppstein et al.
[53] used a Bayesian approach to 3-D image reconstruction employing a domain decomposition scheme where the entire 3-D volume was assumed to comprise of non-overlapping smaller sub-domains. The complete domain was used for the forward model, but inversion was carried out in the sub-domains successively thus recovering the entire volume. A sub-zone based approach has also been implemented in Magnetic Resonance Elastography (MRE) studies [54, 55] where model-based optimization was performed on small overlapping sub-zones of the total tissue region of interest that are processed in an hierarchical order determined by progressive error minimization. The objective function was recast as the sum of minimizations and results showed recovery of high quality distribution images and robust behavior to noise supported by a significant reduction in processing time. Doyley et al. [56] have presented clinical studies using the algorithm and demonstrate that computational time is linearly related to the number of subzones used during image reconstruction, and accuracy is comparable to full-volume studies if the domain is large enough to negate effects of boundary conditions.
In the algorithm presented here, a similar and yet distinct approach of separating measurements and replacing the objective function to contain a sum of minimizations of optimal lines of data has been offered. At each step of minimization, the global image is updated, instead of sub-zones. The primary computational issue handled here is the large measurement data set; and the projection error criterion offers a potential scheme for selecting optimal data subsets. The algorithm can also handle the minimization of all available lines of data but the use of the particular slices makes the reconstruction efficient by identifying key changes in the imaging domain and reducing redundant information. This translates to a balance of capturing the dominant changes in tissue such as a high contrast tumor, at the cost of smaller less absorbing in-homogeneities, depending on the number of slices chosen. The algorithm can be implemented for any raster-scanning geometry. It can also be used for systems involving multi-plane measurements, so that data from planes closest to the tumor can be used for image reconstruction.
Section 1 dealt with calibration and image reconstruction with the data subset approach, using time domain measurements of mean-time and intensity from an analytical model. After suitable calibration, the projection error criterion when applied on the data, indicated that the optimal subsets to be used were along the lines closest to the inclusion. The reconstructed images using three slices of data and the 3-D spectral method recovered the HbO 2 anomaly in the location expected (Fig. 3(c) ), with the other images remaining homogeneous. Quantitatively, only 30% of the true contrast could be recovered in the inclusion, though the background values were accurate with less than 1.25% error. However, this under-estimation may be due to the raster scanning imaging geometry which limits the angular sampling [57] , rather than the 3-D model. A comparison of the data subset method with use of the entire available dataset (regular method) was analyzed using three test cases in Section 2. The results demonstrated that the images recovered with both methods were comparable both qualitatively and quantitatively. The data subset approach showed suppression of pseudo artifacts in the background of Hb image (see Fig. 4(d) and (e)), possibly due to the selection of the optimal measurements. As the size of the inclusion increased, the quantification improved and for the test case having the 20mm inclusion, the data subset approach showed slightly higher accuracy in HbO 2 and water compared to the regular method. The difference between the two methods was quantified using the maximum in the region of interest, to be less than 4% overall in all three test cases. When applied on a complex test phantom, the use of selected optimal data subsets could recover the multiple anomalies with differing contrasts. HbO 2 contrast was expected only in the central anomaly and the image in Fig. 5 reconstructed this with a localized increase; the absence of cross-talk from the other parameters is encouraging. The reconstructed Hb image showed two regions of contrast in agreement with the expected locations. The scatter images showed accurate recovery in anomaly regions 1 and 3, also showing some cross-talk from Hb in region 2. The cross-talk occurs because the spectrum of Hb is similar in shape to Mie scattering spectra and this can be minimized by the availability of shorter wavelengths. A comparison of the accuracy in the reconstructed images, with different lines of data (6.9 and 12 lines) showed that quantification of HbO 2 and water improved with increasing number of slices.
Conclusions
Overall, use of the projection error criterion in selecting optimal data subsets has made 3-D spectral imaging computationally tractable allowing direct reconstruction of chromophore concentrations and scattering without significant cost on image quality and accuracy in characterization of the main heterogeneities in the imaging domain. This will be employed in future studies to analyze effects of increasing background heterogeneity and applied on clinical data. These spectral priors in 3-D can be coupled with spatial priors relating to structure of the tissue to obtain the best possible images from DOT.
