We consider the evolution of correlation functions in a non-Markov version of the contact model in the continuum. The memory effects are introduced by assuming the fractional evolution equation for the statistical dynamics. This leads to a behavior of time-dependent correlation functions, essentially different from the one known for the standard contact model.
Statistical dynamics of continuous systems
A traditional interpretation of a dynamics is given in terms of trajectories in a phase space of the considered system. This may be formulated as an evolution of microscopic states of the system. However such microscopic dynamics creates naturally an associated evolution of functions on the phase space (observables) and the dual evolution of probability measures on the phase space (macroscopic states). This is a classical triple of evolution equations in the Hamiltonian systems theory where the Newton description of particles dynamics may be reformulated by means of Liouville equations for observables or states.
If we are dealing with Markov stochastic processes, then we have to use the language of random trajectories for the stochastic dynamics in the phase space and there are two related evolution equations. Namely, we have corresponding dynamics of functions given by the Kolmogorov backward equation and related dynamics of measures given by the Kolmogorov forward or Fokker-Planck equation. In all cases, we have evolution equations for probability measures on phase spaces. These measures, or macroscopic states, describe statistical properties of considered systems and we will call corresponding evolution the statistical dynamics associated with the initial (random) dynamical system. This concept has sense even in the case when dynamics in terms of trajectories can not be constructed due a complicated character of considered models. We illustrate this situations in the framework of Markov evolutions of interacting particle systems in the continuum, see e.g. [4] .
The phase space of our systems is the configuration space
where |A| denotes the cardinality of a set A ⊂ R d . This space has natural interpretation as a space of counting measures on R d and is endowed with the vague topology induced from the space of Radon measures on R d . Let L be a Markov pre-generator defined on some set of functions F (Γ) given on the configuration space Γ. The backward Kolmogorov equation on observables reads as:
The duality between observables and states on Γ is given by
Then the forward Kolmogorov, or Fokker-Planck, equation is the dual one for (1.1):
To be able to construct a Markov process for the generator L we need to define transition probabilities P t (γ, dγ ′ ) for this process which correspond to the solution to (1.2) for the initial Dirac measures, i.e., µ 0 (dγ
There appears a principal difference comparing with the classical theory of Markov processes. Namely, we can hope to have the existence of measure evolutions in (1.2) only for special classes of initial states. The latter means that we may have a statistical dynamics for the considered system but a possibility to construct the stochastic evolution remains an open problem.
Moreover, even in such a restricted approach an analysis of Fokker-Planck equations for measures on Γ is a difficult task and at the present time direct methods for the study of such kind evolution equations are absent. There exists a useful technical possibility to transfer evolution problems for measures to their characteristics such as correlation functions.
Let f (n) (x 1 , . . . , x n ) be a compactly supported continuous symmetric function on R d n and µ be a given probability measure on Γ. The correlation function k (n) µ of order n ∈ N for the measure µ is defined by the following
and we put k (0) µ = 1. Of course, the existence of correlation functions needs certain a priori properties of the measure µ. On the other hand, correlation functions reconstruct a measure under proper condition of their positive definiteness and a bound on growth, see [9] .
The Fokker-Planck equation (1.2) in terms of time dependent correlation functions may be rewritten as an infinite system of evolution equations (hierarchical chain)
. In applications to concrete models, the expression for operator L △ is typically easy to obtain from L using combinatoric calculations, c.f. [5] . The approach to the construction and study of statistical Markov dynamics described above was successfully applied in a number of interacting particle models, see, e.g., [4] . But there exists a possibility to apply similar approach to the case of non-Markov evolutions. Namely, in the Fokker-Planck evolution equation (1.2) we may use the Caputo-Djrbashian (CD) fractional time derivative D α t instead of the usual time derivative. For functions f : R + → R the CD fractional derivative provides a fractional generalization of the first derivative through the following formula in the Laplace transform domain
where
Another representation of the CD derivative is
If f is absolutely continuous, then
In this form the CD fractional derivative is often used in physical literature.
The definition above have natural extensions for vector-valued or measurevalued functions on R + . In the case 0 < α < 1 we shall expect that the fractional Fokker-Planck dynamics (if exists) will act in the space of states on Γ, i.e., will preserve probability measures on Γ. Of course, this property shall be stated rigorously for each particular model under consideration. From the analytic point of view, the fractional Fokker-Planck equation
describes a dynamical system with memory in the space of measures on Γ. The corresponding evolution has no longer the semigroup property but we still can try to construct the solution µ t by means of a related hierarchical chain:
In the present paper we illustrate this approach in the case of so-called contact model in the continuum. This model was introduced in [11] as a Markov birthand-death process in Γ and studied in detail from the point of view of statistical dynamics in [10] . The Markov generator for this process on a proper set of observables F : Γ → R is given by
is even and κ > 0. Roughly speaking, the contact process describes branching of points of a configuration in R d in the presence of given constant mortality rate for these points which is independent on the existing configuration. We will see that the use of fractional time derivative will not change the equilibrium states of the model but will lead to essentially different asymptotic for the time dependent correlation functions.
Fractional Cauchy problem
Let us consider the following Cauchy problem
where D (α) is the CD fractional derivative, 0 < α < 1, A is a generator of a C 0 -semigroup T (t) on a Banach space X. If x ∈ X, and the vector-function
is exponentially bounded, then a mild solution of (2.1) is given [1] , [7] by
Here Φ α (z) is the Wright function:
It is known (see [6] ) that
If T is a contraction semigroup, then
More generally, we have [6] 
, n = 0, 1, 2, . . . .
Here E α and E α,α are the Mittag-Leffler function and generalized Mittag-Leffler function respectively:
Here we follow notations from [7] , [8] .
Fractional contact model
Let us consider the hierarchical chain of evolution equations for correlation functions of the contact model in which we use the CD derivative in time instead of usual time derivative as in [10] . It leads to the following Cauchy problem:
Here
is even and κ > 0. Let n ∈ N be arbitrary and fixed. We consider the linear Cauchy problem
in the Banach space X n of bounded measurable functions on (R d ) n . The operator L * n in X n can be written also in another way
is a generator of a Markov process on (R d ) n which describes the jump of the particle placed at the point (x 1 , . . . , x i , . . . , x n ) ∈ (R d ) n into the point (x 1 , . . . , y, . . . , x n ) ∈ (R d ) n with intensity equal to a(x i − y).
n is a bounded linear operator on X n (as well as on L 1 ((R d ) n )). Moreover, for each 1 ≤ i ≤ n, the operator L i a acting in variable x i is a generator of a contraction semigroup on the space of bounded measurable functions (and on L 1 (R d )); see [10] . Then
a is a contraction semigroup on X n (and on
We have T (n) (t) ≤ e n(κ−1)t . By (2.2), the solution to (3.1), (3.2) is
(for n = 1 the second summand is absent). Here S (n) α and P (n) α correspond as above to the semigroup T (n) .
Correlation functions bounds
Our estimates will be based on the identity ([2], page 2)
The second term is absent for n = 1.
Proof. We show (4.2) by induction using the fact that due to (4.1)
Indeed, the inequality (4.2) is obvious for n = 1. Suppose it has been proved for some value of n. Then it follows from the estimates for S (n)
Making the change i = j + 1 of the summation index we see that
while the missing summand corresponding to i = 0 coincides with the expression κAn κ − 1 available in the above estimate. This results in (4.2) with n+1 substituted for n, thus in the estimate (4.2) for any n.
It is known that [2], [8]
By (4.2) and (4.3),
Remark 4.2. The case κ > 1 corresponds to the super-critical regime in the contact model. As in the case of Markov contact model, we may expect that bound (4.4) is exact, i.e., a similar kind of the lower estimate will be valid; see [3] . For a given n ∈ N this bound means an exponential growth of correlation functions for t → ∞ as in the Markov case. But for a given t > 0 we observe much stronger growth of correlations w.r.t. n ∈ N. The second term is absent for n = 1.
Proof.
We proceed by induction, using the fact that by (4.1) for m < n,
(note that the function s → E α (−s) is monotonically decreasing, see [2] , page 6). The inequality (4.5) is obvious for n = 1. Suppose it has been proved for some value of n. Then 
