) constraint if it satisfies the one-dimensional (d1, k1) constraint horizontally and the one-dimensional (d2, k2) constraint vertically. In this paper we examine the region in which the capacity of the constraints is zero or positive in the various models. We consider asymmetric constraints in the diamond model and symmetric constraints in the other models. In particular we provide an almost complete solution for asymmetric constraints in the diamond model.
I. INTRODUCTION
Runlength constraint coding is widely used in digital storage applications, particularly magnetic and optical storage devices [3] , [4] . Recent developments in optical storage -especially in the area of holographic memory -increase recording density by exploiting the fact that the recording device is a surface. In this new model, the recording data is regarded as two-dimensional, as opposed to the track-oriented onedimensional recording paradigm. This new approach, however, necessitates the introduction of new types of constraints which are two-dimensional rather than one-dimensional. While the one-dimensional case has been widely explored, results in the two-dimensional case have been slower to arrive. This is mainly due to the fact that imposing constraints in a few directions makes the coding problem much more difficult.
A one-dimensional binary sequence is said to satisfy a (d, k) constraint if there are at least d zeroes and at most k zeroes between any pair of consecutive ones. A two-dimensional surface is said to satisfy a (d, k) constraint if each direction defined by its connectivity model satisfies a one-dimensional (d, k) constraint (with possibly runs smaller than d on the edges of the array). The two-dimensional capacity of a twodimensional constraint Θ is defined by
where N (n, m | Θ) is the number of n × m arrays satisfying the constraint Θ and rnm is the number of points in an n × m array for the given connectivity model. An array which satisfies the constraint Θ is called Θ constrained or Θ array. Data should be organized on a two-dimensional surface in some order which defines the way in which the data is read. For this purpose four connectivity models are defined. The diamond model, the square model, and the hexagonal model, for constrained codes were considered by Weeks and Blahut [9] , while the triangular model was considered by [8] for constrained codes and other applications in [2] .
The first connectivity model is the diamond model. In this model, a point (i, j) ∈ Z 2 has the following four neighbors:
When (i, j) is an edge point, the neighbor set is reduced to points within the array. In this model the data is organized in the two-dimensional rectangular grid and it is read horizontally and vertically. The second model is called the square model, in which each point (i, j) ∈ Z 2 has eight neighbors:
In this model the data is organized in the two-dimensional rectangular grid and it is read horizontally, vertically, and in the two diagonal directions. The third model is called the hexagonal model. Instead of the rectangular grid, we define the following graph. We start by tiling the plane R 2 with regular hexagons. The vertices of the graph are the center points of the hexagons. These points define the hexagonal lattice. We connect two vertices if and only if their respective hexagons are adjacent.
We will use an isomorphic representation of the model. This representation includes Z 2 as the set of vertices. Each point (i, j) ∈ Z 2 has the following neighboring vertices, 
2 × {1} has the following neighbors
As the vertices are two translates of the hexagonal lattice, one can consider the model as having six directions. We will consider it slightly different. Instead of data stored in the centers of the triangles, the data will occupy the whole area of the triangle. Therefore, there are three directions in this model and an n × m array has 2nm points (see Fig. 10 ).
Let C (d, k) denote the capacity of the (d, k) twodimensional constraint in the diamond model. Kato and Zeger [5] The rest of this paper is organized as follows. In Section II basic techniques to prove zero or positive capacity are presented. In Section III we provide an almost complete solution for the zero/positive capacity region problem for asymmetric constraints in the diamond model. In Sections IV, V, and VI we examine capacities of constraints in the square model, hexagonal model, and triangular model, respectively.
II. BASIC TECHNIQUES
In this section we will present known techniques, used to prove zero capacity and those used to prove positive capacity. The first lemma which appeared in [6] is an immediate consequence from the definition of the (d, k) constraint.
Lemma 1: Let Θ be a constraint with minimum runlength d and maximum runlength k in direction ∆. LetΘ be a constraint with minimum runlengthd ≤ d and maximum runlengthk ≥ k in direction ∆ and the same constraints in the other directions. Then C(Θ) ≤ C(Θ).
A. Positive Capacity
An [n × m, k × ] skeleton tile is a tile which consists of an n × m array from which an k × array was removed from the upper right corner. If = 1 we simply have an [n × m, k] skeleton tile. For two points z 1 = (x 1 , y 1 ) and
i, j ∈ Z} the set of points spanned by z 1 , z 2 . This is the lattice defined by z 1 and z 2 . Note, that by abuse of notation the first coordinate is for the row index and the second is for the column index. The following lemma can be easily verified.
Lemma 2: Let A be an [n × m, k × ] skeleton tile. If we place the bottom leftmost point of A on the points of L((n − k, m − ), (n, − )) then we will obtain a tiling of R 2 with copies of A.
The tiling obtained by Lemma 2 will be called the standard tiling. If A is an n × m array (a skeleton array) then the standard tiling is obtained by substituting k = 0 and = 0 in the skeleton tile of lemma 2. A standard tiling can use a few tiles with the same shape and different labels. In this case each one of the tiles can have any one of the labels. The next lemma is a straight forward generalization of a similar lemma for skeleton arrays, given in [6] .
Lemma 3: Let A and B be two different labels of the same tile and Θ a two-dimensional constraint. If the standard tiling with A and B yields a two-dimensional array which is Θ constrained then C(Θ) > 0.
B. Zero Capacity
Blackburn [1] gave a method to prove zero capacity for specific constraints on both zeroes and ones. But, the method can be formulated to handle general two-dimensional constraints.
Assume we want to show that the capacity of a twodimensional constraint Θ is zero. We consider an (n + r 1 + r 2 ) × (m + t 1 + t 2 ) array A which is Θ constrained, where t 1 , t 2 , r 1 , and r 2 are constants which might depend on the runlength constraints, but do not depend on n and m. Assume further that the labels at positions of the first r 1 rows, the last r 2 rows, the first t 1 columns, and the last t 2 columns, are known. We now scan the other positions of A. We scan the other n rows from bottom to top, and the m positions in a row are scanned from left to right. If each position is determined by the known labels and the positions which are already scanned then the capacity of the constraint Θ is zero. We will call this technique scanning. The strength of scanning is demonstrated by providing a very short proof to the following theorem by Kato and Zeger [5] .
Theorem 1:
We will show that the labels of A are determined by the labels at positions (i, j), where
We will show that for every d + 1 ≤ i, d ≤ j ≤ m − 2, the label X at position (i, j) is determined by labels to the left of it and labels below it (see Fig. 1 ). Assume the contrary that X can be a zero and can be a one. It implies that all the positions marked by A are zeros and either X or Y is a one.
Since Y can be a one, it follows that all positions marked by B are labelled by zeroes. Since X can be a zero it follows by the vertical constraint that C is a one. Similarly, since Y can be a zero, it follows that D is a one, a contradiction to the horizontal constraint. Hence, The technique is generalized as follows.
Theorem 2: Assume the scanning method is applied to the two-dimensional constraint Θ, and in each position (i, j) scanned one of the following three states holds: (s1) The label in position (i, j) is completely determined. (s2) The label in position (i, j) can be either zero or one, but with one of these labels the suffix of the row is completely determined. (s3) The label in position (i, j) can be either zero or one, but the prefix of the row before position (i, j) is a given sequence
The theorem is proved by showing that if the number of positions to be labelled in a row is r then there are at most (r+2)(r−1) 2 different ways to label the row.
III. ASYMMETRIC RUN-LENGTH CONSTRAINED CHANNELS
Kato and Zeger [6] have considered the zero/positive region of C (d 1 , k 1 , d 2 , k 2 ) . They have summarized their results in which seven cases remained unsolved:
Lemma 4:
Proof: Let T n be a (2n − 2) × (2n) array defined as follows. T n (1, 2n−2) = 1 and T n (0, n−2) = 1; if T n (i, j) = 1 then T n (i + 2, j − 1) = 1 provided that i + 2 ≤ 2n − 3. In all other positions T n has zeroes (see Fig. 2 ). 
, H δ,2ρ+1 = * * * * * (
where Lemma 8:
Proof: We distinguish between two cases:
By Lemma 6 we have
By using the scanning method we obtain the following result.
The results in this section produce solutions to most of the seven unsolved cases. (u1) is solved in Lemma 4, (u2), (u3), and (u4) in Proposition 1, (u6) in Lemma 8, and (u7) in Lemma 6. (u5) was solved when k 2 = d 2 +1 in Proposition 1.
The only case which remained unsolved is
IV. THE SQUARE MODEL Let P and Q be the two 5 × 5 permutation arrays given in Fig. 7 . The ones in both arrays occupy the same rows, columns and diagonals. Therefore we have the following lemma.
Lemma 9: If A is an n × n (d, k) array then any exchanges of copies of P with copies of Q in disjoint positions of A will result in a (d − 3, k + 3) constrained array. For
be a set of points in Z 2 . Lemma 10: Let d = 2r, r ≡ 1 (mod 3) be an even integer and let A be an n × n binary array, where
For two arrays A and B let A × B denote the direct product of A and B.
Lemma 11: If A is a (d, d) constrained array then A × P is a (5d + 4, 5d + 4) constrained array.
From Lemmas 3, 9, 10 and 11 we have:
By using two similar 7 × 7 permutation arrays we obtain. Theorem 4:
Some slightly smaller improvements are obtained similarly. By using the scanning method we obtain:
Theorem 5:
V. THE HEXAGONAL MODEL The first result is due to Kukorelly and Zeger [7] , [10] : Theorem 6:
Let A be an n × n hexagonal array. We say that A has n rows, n columns, and n right diagonals.
n is an integer β such that 0 ≤ β ≤ n − 1, and α ≡ β (mod n). An n×n permutation array is called doubly periodic non-attacking semi-queens array if each row, each column, and each right diagonal has exactly one one.
Lemma 12: A standard tiling of a two-dimensional array with a (d + 1) × (d + 1) doubly periodic non-attacking semiqueens array will result in a (d, d) constrained array.
Lemma 13: If n is even then there is no doubly periodic n × n non-attacking semi-queens array.
For even n ≥ 6, (n + 3) × (n + 3) doubly periodic nonattacking semi-queens arrays exist for all n's. We use the following (n + 3) × (n + 3) skeleton array:
where H n is an appropriate n × n permutation array, and P is a 3 × 3 array. Let A n+3 and B n+3 be the two (n +3)× (n +3) arrays obtained from the skeleton array by substituting in P the two 3 × 3 arrays shown in Fig. 8 . If A n+3 and B n+3 are (n + 3) × (n + 3) doubly periodic non-attacking semi-queens arrays then we will have that C (n, n + 4) > 0. In the construction we distinguish between the even values of n modulo 10. Each such value has a different construction. The first two constrained arrays are presented in Fig. 9 . Hence we have the following theorem:
Theorem 7: 
VI. THE TRIANGULAR MODEL
Let A be an n × n triangular array. We say that A has n rows, n right columns, and n left columns. A i,j,s belongs to row i, right column j, left column [i + j + s] n (see Fig. 10 ). An n × n triangular array is called doubly periodic nonattacking triangle queens array if each row, each right column, and each left column has exactly one one. For even n, let T n be an n × n triangular array defined by T n (i, i, s) = 1 if s ≡ i (mod 2), 0 ≤ i ≤ n − 1. All other positions of T n are zeroes. T 6 is illustrated in Fig. 11 . T n is an n×n doubly periodic non-attacking triangle queens array. The standard tiling with T n is an (2n − 1, 2n − 1) constrained array. Any exchanges in this tiling of the leftmost For d ≡ 3 (mod 4) a similar construction cannot work. The proof for zero capacity will be heavily based on the existence of two patterns, Podd and Peven, in the constrained arrays. These patterns are depicted in Figures 13 and 14 . 
