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We study the competition of Coulomb interaction and hybridization effects in the five-orbital An-
derson impurity model by means of continuous time quantum Monte Carlo, exact diagonalization,
and Hartree Fock calculations. The dependence of the electronic excitation spectra and thermody-
namic ground state properties on hybridization strength and the form of the Coulomb interaction
is systematically investigated for impurity occupation number N ≈ 6. With increasing hybridiza-
tion strength, a Kondo resonance emerges, broadens and merges with some of the upper and lower
Hubbard peaks. Concomitantly, there is an increase of charge fluctuations at the impurity site.
In contrast to the single orbital model, some atomic multiplet peaks and exchange split satellites
persist despite strong charge fluctuations. We find that Hund’s coupling leads to a state that may be
characterized as an itinerant single atom magnet. As the filling is increased, the magnetic moment
decreases, but the spin freezing phenomenon persists up to N ≈ 8. When the hybridization is weak,
the positions of atomic ionization peaks are rather sensitive to shifts of the impurity on-site ener-
gies. This allows to distinguish atomic ionization peaks from quasiparticle peaks or satellites in the
electronic excitation spectra. On the methodological side we show that a comparison between the
spectra obtained from Monte Carlo and exact diagonalization calculations is possible if the charge
fluctuations are properly adjusted.
PACS numbers: 71.27.+a, 73.20.At, 73.20.Hb, 75.20.Hr
I. INTRODUCTION
Strongly correlated materials with partially filled d
shells exhibit a range of interesting phenomena1,2 which
cannot be understood within the framework of static
mean-field theories like density functional theory.3,4 The
photoemission spectra of these materials exhibit features
which are reminiscent of atomic multiplets5 coexisting
with quasiparticle bands. A formalism which captures
the dual nature of itinerant and atomic like behavior is
the dynamical mean-field theory6–8 which represents the
solid by a self-consistently determined quantum impurity
model. The impurity corresponds to a correlated multior-
bital atom (d shell) on a given lattice site, and fluctuates
between different quantum states as electrons from neigh-
boring sites hop in and out. Understanding how the spec-
tral features of the isolated atom survive and change in
this hybridized environment is important for the interpre-
tation of calculated spectral functions and photoemission
spectroscopy data. Similar questions arise in the study of
adatom systems, where transition metal atoms are placed
on different metallic surfaces and the spectral functions
or transport properties are measured by photoemission
spectroscopy or scanning tunneling microscopy.9–11 In
this context one also tries to understand the influence
of the hybridization with the substrate on the local elec-
tronic properties.
Theoretically, such transition metal systems can be de-
scribed in terms of the Anderson impurity model.12 The
single orbital variant of this model is well understood
and the dependence of excitation spectra on parame-
ters like hybridization or temperature has been studied
systematically.13 However, much less is known about the
multi-orbital case. Only multi-orbital impurities feature
multiplet effects and it is still unclear how robust these ef-
fects are or how the multiplet features merge into broader
Hubbard bands as the hybridization increases.
Motivated by these considerations, we study the exci-
tation spectra and valence fluctuations of a five-orbital
Anderson impurity model over a range of hybridiza-
tion strengths, from the atomic limit to the strongly
hybridized case. The five-orbital Anderson impurity
model describes transition metal adatom systems and has
been considered in several recent publications. Correla-
tion effects in this multiorbital system lead to nontriv-
ial phenomena, such as orbitally controlled Kondo ef-
fects or Hund’s exchange effects.10,11,14–20 In the present
study, we focus on the occupation N ≈ 6, which corre-
sponds to an Fe2+ impurity, and consider a flat density
of states for the bath. The Fe2+ configuration is very
abundant and occurs in various systems including met-
alorganic molecules like Fe-porpherine,21 Fe impurities
embedded in topological insulators22, and Fe-pnictide
and Fe-chalcogenide superconductors.2 Fe in noble metal
hosts is expected to have a d-electron occupation between
N = 6 and N = 7, which is likely closer to N = 6 than
to N = 7 at least in the case of Fe on Ag surfaces.11 Im-
portantly, the N = 6 configuration leads to the largest
multiplet splittings in the atomic photoemission spectra
in the late 3d row. Thus, N = 6 is particularly suitable
for the study of the competition of atomic multiplet and
charging features with hybridization effects, which is the
2major goal of this article. We will investigate the robust-
ness of multiplet features against charge fluctuations and
investigate if and how they evolve into Hubbard bands
upon increasing hybridization.
We use three complementary techniques to solve the
five-orbital Anderson impurity model: the continuous
time hybridization expansion quantum Monte Carlo
impurity solver (CT-HYB),23,24 exact diagonalization
(ED)6 as well as Hartree Fock (HF) approximation. Both
ED and HF allow a direct calculation of the excitation
spectra. However, ED can only handle few bath levels
per orbital.25,26 HF can account for an arbitrary bath
but neglects all dynamic correlation effects. In Monte
Carlo simulations, on the other hand, the spectral func-
tion must be obtained using a numerically ill-conditioned
analytical continuation.27
We address several points in the discussion of the five-
orbital Anderson impurity model. First, it is not a pri-
ori obvious how the bath parameters in ED should be
chosen in order to enable a direct comparison with CT-
HYB or HF. Here, we propose a strategy which is based
on the measured charge fluctuations. Second, we show
that the amount of charge fluctuations in the ground
state as well as the excitation spectra are strongly af-
fected by the type of Coulomb interaction matrix, even
in the case of density-density interaction terms only. Us-
ing the fully rotationally invariant interaction (ED) and
the density-density component of the rotationally invari-
ant interaction (ED and CT-HYB), we then investigate
the evolution of the impurity spectral function (including
quasiparticle resonance peaks, satellite peaks, and multi-
plet features) as a function of the hybridization strength
V . We demonstrate that the multiplet features can co-
exist with quasiparticles even in situations with strong
charge fluctuations, where Hund’s exchange J can real-
ize a regime of itinerant single atom magnets. We re-
late this observation to the spin-freezing phenomenon in
multi-orbital lattice systems, and analyze the associated
non-Fermi-liquid behavior as a function of filling.
The paper is organized as follows: Section II defines
the Anderson impurity model used in this study. Sec-
tion III describes the computational details for the CT-
HYB, ED, and HF methods. The results are presented
in Section IV, where we discuss the dependence of charge
fluctuations and excitation spectra on the impurity hy-
bridization and different forms of the Coulomb interac-
tion matrix. Finally, concise summary and discussion are
given in Section V.
II. MODEL
The five-orbital Anderson impurity model considered
in this study is described by the Hamiltonian
HAIM =
∑
k
εkc
†
kck +
∑
k,α
(Vkαc
†
kdα +H.c) +Hloc, (1)
and the local impurity term
Hloc =
∑
α
(ǫα − µ)d†αdα +
1
2
∑
αβγδ
Uαβγδd
†
αd
†
βdγdδ. (2)
Here, the α = (σα,mα) denote combined spin and orbital
indices, and the d†α and dα are the corresponding creation
and annihilation operators for impurity electrons. The
impurity level energy ǫα is chosen to be zero (no crystal
field splitting) and for the calculation of impurity spectral
functions, the chemical potential µ is adjusted such that
the total filling is N = 6. The local Coulomb interaction
between the impurity electrons is parametrized by the
average Coulomb interaction U = 4.0 eV and the Hund’s
exchange interaction J = 1.0 eV, which are reasonable
values for typical transition metal atoms in a metallic
environment.
There are two common prescriptions for deriving the
Coulomb interaction matrix elements Uαβγδ from these
parameters. A general and rotationally invariant form of
this four-fermion Coulomb interaction can be obtained
using the Slater parameters F 0 = U , F 2 = 14/(1 +
0.625)J , and F 4 = 0.625F 2:
Uαβγδ = δσα,σδδσβ ,σγ δmα+mβ ,mγ+mδ
×
4∑
k=0
ck(mα;mδ)c
k(mγ ;mβ)F
k, (3)
where ck(mα;mδ) are Gaunt coefficients for angular mo-
mentum l = 2, which are tabulated and explained in
detail in Refs. 28 and 29. For the purpose of comparison,
we will also consider a “Slater-Kanamori” (S-K) type in-
teraction of the form
HS-Kloc =
∑
a,σ
(ǫa − µ)na,σ +
∑
a
Una,↑na,↓
+
∑
a>b,σ
[
U ′na,σnb,−σ + (U
′ − J)na,σnb,σ
]
(4)
with U ′ = U − 2J . Since we neglect the spin-flip and
pair-hopping terms in HS-Kloc , this Hamiltonian is not ro-
tationally invariant. It is worth mentioning that although
Eq. (4) may be used to approximate the Coulomb inter-
action in the t2g or eg manifold, it is not appropriate for
the full d shell.
To mimic the effect of the lattice environment or sub-
strate, the impurity is embedded in a sea of conduction
electrons, which we label by a quantum number k. The
creation and annihilation operators for the conduction
electrons are c†k and ck, and the energy level is εk. Finally,
the coupling between the impurity electrons and the con-
duction electrons is parametrized by the hybridization
strength Vkα. The parameters εk and Vkα define the hy-
bridization function of the impurity model:
∆α(iωn) =
∑
k
V ∗kαVkα
iωn − εk = V
2
∫
dε
ρ(ε)
iωn − ε . (5)
3In this paper, for the sake of simplicity, we assume that
the hybridization function is diagonal and independent of
the orbital. The hybridization strength V is treated as
an adjustable parameter and the bath density of states
(DOS) ρ(ε) is assumed to be normalized. We choose
a flat DOS with full bandwidth W = 20 eV, namely,
ρ(ε) = 1/W . We consider hybridization strengths be-
tween V = 0.0, which represents the atomic limit, and
V = 2.0, which roughly corresponds to 3d-transition
metal impurities in noble metals.15
III. COMPUTATIONAL DETAILS
To solve the model [see Eq. (1)], we use three meth-
ods with complementary strengths and limitations. One
approach is the exact diagonalization.6,25,26 Because of
the Hilbert space constraints, we can only treat a lim-
ited number of bath sites. We restrict the study of the
five orbital impurity model to one bath level per orbital,
which is a very rough representation of the bath with
flat DOS. Nevertheless, this approach can give us valu-
able insights into the hybridization induced changes in
the impurity spectra. The real frequency Green’s func-
tions can be directly obtained from the eigenstates |ψn〉
and eigenenergies En using the Lehmann representation
G(ω + i0+) =
1
Z
∑
n,m
|〈ψn|d†|ψm〉|2
ω + i0+ − En + Em
× (e−Emβ + e−Enβ), (6)
and should be meaningful at least in the limit of weak
hybridization. With a properly adjusted hybridization
strength, the ED spectral function A(ω) = − 1pi ImG(ω +
i0+) also allows us to check and interpret the result ob-
tained from the Monte Carlo calculation.
The CT-HYB method is based on a diagrammatic ex-
pansion of the impurity partition function in powers of
the hybridization function, and a stochastic sampling of
collections of these strong-coupling diagrams.23,24 While
this approach can handle the full Coulomb matrix, and
has for example been used to study the multiorbital
Kondo physics of Co adatoms,15 the numerical effort
in the five orbital case is substantial.30 (For the Slater-
Kanamori interaction, a significant speed-up is possible
using the conserved quantities introduced in Ref. 31.)
On the other hand, a meaningful analysis of spectral fea-
tures based on the maximum entropy (MaxEnt) analyt-
ical continuation27 of imaginary time Green’s functions
requires highly accurate Green’s function data. Faced
with this dilemma we chose for the present study to re-
strict the CT-HYB calculations to the density-density
components of the interaction terms in Eqs. (2) and
(4). With this approximation, the very efficient seg-
ment implementation of the CT-HYB algorithm becomes
applicable.23 We used about 109 Monte Carlo samples
per simulation to obtain accurate results, and employed
the Legendre polynomial representation of G(τ) to filter
the noise and suppress the numerical fluctuations.32 The
CT-HYB spectral functions are then computed via the
MaxEnt procedure, using a Gaussian default model with
a smearing parameter σ = 1.6. The inverse temperature
used in the CT-HYB calculations is set to β = 40, which
corresponds to T = 290 K, while all the ED calculations
are performed at zero temperature.
Finally, we perform HF calculations, which help to
distinguish static mean field from dynamic correlation
effects and which can give valuable insights into ground
state properties in terms of orbital and spin polarizations.
The HF calculations are carried out in the wide band
limit, where the self-consistency condition and the cal-
culation of the impurity DOS can be implemented semi-
analytically.12
IV. RESULTS
A. Valence histograms and charge fluctuations
Since the bath representation in the ED and CT-
HYB/HF calculations is very different, a comparison be-
tween ED and CT-HYB/HF spectra is only possible if the
bath parameters VED and VQMC are correctly matched.
For this purpose, we propose to consider the average
charge fluctuation
√
〈N2〉 − 〈N〉2. In the atomic limit
(V = 0), the impurity is in the N = 6 charge state and
valence fluctuations are absent. As the coupling to the
bath is turned on (V > 0), valence fluctuations occur
and we obtain a probability distribution over different
charge states, which is peaked at N = 6. In Fig. 1
we show the CT-HYB results for the Slater-Kanamori
and rotationally invariant interaction (both restricted to
density-density components), for a range of hybridization
strengths. For weak hybridization (VQMC < 1.0) one
mainly observes fluctuations to the N = 5 and N = 7
states, while for VQMC = 2.0, also the N = 4 and N = 8
charge states gain significant weight. The valence his-
tograms for the Slater-Kanamori and rotationally invari-
ant cases are similar, with the latter exhibiting somewhat
smaller charge fluctuations. The comparison to the his-
togram for the non-interacting impurity (VQMC = 0.5)
shows that the interaction leads to a much more sharply
peaked valence histogram, and thus (for the range of hy-
bridization strengths considered in this study) to sizable
electronic correlations.
Because the width of the valence histogram is an im-
portant number, which characterizes the state of the im-
purity, it is natural to choose the hybridization parame-
ters VED and VQMC such that the two calculations yield
the same average charge fluctuation. For weak hybridiza-
tion, the amount of charge fluctuations can be estimated
perturbatively. To the lowest order in the hybridization,
we find the following expression, which is analogous to
Eq. (8) of Ref. 33:
4〈N2〉 − 〈N〉2 =
∑
k,α
|Vkα|2
(
(1− nk)
〈
d†α
(
1
E0 −Hloc − εk
)2
dα
〉
+ nk
〈
dα
(
1
E0 −Hloc + εk
)2
d†α
〉)
, (7)
where E0 is the ground state energy of the system with-
out hybridization and nk is the occupation number of the
bath state at εk. With the replacement
∑
k →
∫
dερ(ε)
and introducing the average coupling strength V we have
〈N2〉 − 〈N〉2 = |V |2
∑
α
∫
dερ(ε)
(
(1− nε)
〈
d†α
(
1
E0 −Hloc − ε
)2
dα
〉
+ nε
〈
dα
(
1
E0 −Hloc + ε
)2
d†α
〉)
. (8)
In the original model (which is solved by CT-HYB) we
have ρ(ε) = 1/W for −W/2 < ε < W/2 and thus
〈N2〉 − 〈N〉2 ≈ κ 2|V |
2
∆Mott(∆Mott +W )
, (9)
where κ is a numerical prefactor accounting for the or-
bital degeneracy and ∆Mott/2 is the energy required to
excite the impurity from the N = 6 ground state to an
N = 5 or N = 7 state. Our model parameters lead to
W ≫ ∆Mott and thus CT-HYB is expected to yield
〈N2〉 − 〈N〉2 ≈ κ 2|V |
2
∆MottW
= κ
2Im∆α(0)
π∆Mott
. (10)
In the model studied by ED, the bath consists of one site
per impurity orbital directly at the Fermi level and thus
corresponds to the limit W → 0:
〈N2〉 − 〈N〉2 ≈ κ′ 2|V |
2
∆2Mott
. (11)
Eq. (7) assumes a non-degenerate bath ground state,
which is not the case in the limit W → 0. Thus,
the numerical prefactor κ′ in Eq. (11) will differ from
the prefactor κ, which is found in the wide band case,
Eq. (10). Nevertheless, Eqs. (10) and (11) demonstrate
that the amount of charge fluctuations
√
〈N2〉 − 〈N〉2
should scale linearly with VQMC and VED. On the other
hand, this perturbative treatment shows that it is natural
to compare |VED|2/∆Mott to the hybridization function
Im∆α(0)/π used in the CT-HYB calculations, or equiv-
alently compare |VED|/∆Mott to |VQMC|/
√
W∆Mott. We
expect that charge fluctuations in the discrete bath model
solved by ED and the wide band model solved by CT-
HYB will agree with each other up to a prefactor
√
κ′/κ
in this case.
In Fig. 2(a) we plot the charge fluctuations as a func-
tion of VED (VQMC) for ED (CT-HYB), and different ap-
proximations of the Coulomb interaction matrix. This
plot shows that for a given value of VED, the charge fluc-
tuations obtained with the fully rotationally invariant
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FIG. 1. (Color online) Valence probabilities for selected
hybridization strengths VQMC. The data are obtained by
CT-HYB calculations. (a) Results for the Slater-Kanamori
type density-density interaction. (b) Results for the general
density-density interaction. For comparison, we also plot the
valence histogram for the non-interaction case (U = J = 0)
with VQMC = 0.5 in panels (a) and (b).
5Coulomb matrix, Eq. (3), and only the density-density
part of Eq. (3) are comparable. Neglecting non-density-
density terms in the Coulomb interaction matrix has ob-
viously only a minor influence on the amount of charge
fluctuations found at the impurity site. For a given value
of VQMC, in the CT-HYB case, the charge fluctuations are
larger for the density-density part of the Slater-Kanamori
Hamiltonian than for the density-density part of the ro-
tationally invariant Coulomb matrix, Eq. (3). The lower
panel of Fig. 2 plots the pairs of hybridization strengths
(VQMC, VED) which correspond to the same value of
the charge fluctuation. This graph can be used to find
the suitable hybridization strength in an ED calculation,
which allows a comparison to a given VQMC and vice
versa.
It is worth noting that several schemes to obtain the
ED hybridization parameters by fitting the full hybridiza-
tion function [see Eq. (5)] of the Anderson impurity
model on the imaginary or real frequency axis have been
devised.34–37 These schemes typically rely on the defi-
nition of a weighting function which measures the dis-
tance between the full hybridization function and the ED
one. For instance, a frequently employed approach [c.f.
Ref. 34, Eqs. (8) and (15a)] is to minimize the distance
function
d =
nc∑
n=0
|∆full(iωn)−∆ED(iωn)|, (12)
for a given inverse temperature β and cut-off Matsub-
ara frequency ωnc . For VQMC = 1, this procedure yields
0.07 < VED < 0.27 [visualized as a vertical bar in
Fig. 2(b)] for 20 < β < 100 and 5 ≤ nc ≤ 20. The
VED obtained from our prescription of matching charge
fluctuations in ED and QMC falls into this (rather wide)
range, but does not involve any adjustable parameters
like the cut-off nc. In fact, as the results in the following
subsections show, a factor 2 change in the hybridization
parameter can lead to a qualitative change in the spectra.
B. Influence of the Coulomb interaction matrix
In a previous study of Co impurities in Cu hosts, it
has been demonstrated that the approximations on the
Coulomb interaction matrix may have a big influence on
the calculated results.16 In the present study, while ED
can treat the fully rotationally invariant Coulomb matrix,
the QMC calculations are restricted to density-density
interactions. Thus, we have to consider the effect of the
interaction matrix used in the calculations.
Irrespective of whether one treats all the interaction
terms or just the density-density components, it is very
important to start from the rotationally invariant form
[see Eq. (3)] to construct the interaction matrix. We have
already seen in Fig. 2 that the charge fluctuations in the
Slater-Kanamori case are larger than in the rotationally
invariant case. The reason for this difference is that the
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FIG. 2. (Color online) Upper panel: Charge fluctuations√
〈N2〉 − 〈N〉2 for different hybridization strengths VQMC and
VED. Lower panel: Pairs of VED and VQMC which give rise
to the same charge fluctuations. The vertical black bar in
VQMC = 1.0 indicates the range of VED obtained from the
procedure suggested in Ref. 34. The fitting parameters are
20 < β < 100 and 5 ≤ nc ≤ 20.
charge excitation gap in the weakly hybridized case is
much smaller if the Slater-Kanamori interaction is used.
To illustrate this, the CT-HYB results for the filling as a
function of chemical potential µ are plotted in Fig. 3. The
top panel shows CT-HYB results for the Slater-Kanamori
interaction, and the bottom panel CT-HYB results for
the rotationally invariant interaction (only the density-
density components in both cases). If the hybridization
strength is weak, plateaus appear around integer occu-
pations. However, the N = 6 plateau is seen to be signif-
icantly broader in the rotationally invariant calculations.
The width of the “Mott plateau” can be roughly esti-
mated by the formula ∆
(N)
Mott = E(N + 1) + E(N − 1)−
2E(N), where E(N) is the lowest atomic energy of the N
electron state.38 In the Slater-Kanamori case, this gives
∆
(N=5)
Mott = U + 4J (half-filling), and ∆
(N 6=5)
Mott = U − 3J .
The estimate for the rotationally invariant interaction
case is the same for N = 5, but away from half-filling,
65.0
5.5
6.0
6.5
7.0
7.5
8.0
10.0 10.5 11.0 11.5 12.0 12.5 13.0 13.5 14.0
O
cc
up
at
io
n 
nu
m
be
r (
N)
Chemical potential (eV)
N = 5, ∆est.Mott = U + 4J = 8.0
N = 6, ∆est.Mott = U - 3J = 1.0
N = 7, ∆est.Mott = U - 3J = 1.0
∆est.Mott
∆est.Mott
∆est.Mott
(a)
VQMC = 0.5
VQMC = 1.0
VQMC = 2.0
5.0
5.5
6.0
6.5
7.0
7.5
8.0
16.0 18.0 20.0 22.0 24.0 26.0
O
cc
up
at
io
n 
nu
m
be
r (
N)
Chemical potential (eV)
N = 5, ∆est.Mott = U + 4J = 8.0
N = 6, ∆est.Mott = U - 3J/2 = 2.5
N = 7, ∆est.Mott = U - J/2 = 3.5
∆est.Mott
∆est.Mott
(b)
VQMC = 0.5
VQMC = 1.0
VQMC = 2.0
∆est.Mott
FIG. 3. (Color online) The total occupation number N as a
function of chemical potential µ and hybridization strength
VQMC. In the top panel, the Coulomb interaction matrix
takes the Slater-Kanamori density-density form. In the bot-
tom panel, it is extracted from a general Coulomb interaction
matrix by keeping the density-density part. These data were
obtained in CT-HYB simulations with VQMC = 0.5, 1.0, and
2.0, respectively. The red segments mark numerical estimates
of the “Mott plateau” ∆Mott. ∆
est.
Mott is the theoretically esti-
mated value.11
the result differs: ∆
(N=6,9)
Mott ≈ U − 3J/2 and ∆(N=7,8)Mott ≈
U − J/2.11 Thus, for N = 6 and the parameters U = 4.0
eV and J = 1.0 eV, one finds a gap of 1.0 eV in the
Slater-Kanamori case and a gap of 2.5 eV in the rotation-
ally invariant case, which is very close to the calculated
widths of the Mott plateaus. Furthermore, as shown
in Fig. 4 and Fig. 5 the gaps in the electronic excita-
tion spectra for small hybridization strengths are roughly
consistent with this estimate. In the more strongly hy-
bridized case (VQMC = 1.0) the quasiparticle peak in the
Slater-Kanamori calculation becomes much more promi-
nent than that in the rotationally invariant calculation
(see Fig. 4). These large qualitative and quantitative dif-
ferences show that one cannot use the Slater-Kanamori
form of the interaction in the five orbital case. For the
rest of this paper we will therefore only discuss results
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FIG. 4. (Color online) Spectral functions for VQMC = 0.1 and
1.0. The data are obtained by CT-HYB calculations and then
post-processed using the MaxEnt method.
for (the density-density component of) the rotationally
invariant Coulomb interaction.
As a test of the trustworthiness of the features in the
MaxEnt spectral functions and to judge the effect of non-
density-density Coulomb interaction terms, we compare
in Fig. 5 the CT-HYB and ED results for small, medium,
and relatively large hybridizations. The hybridization
strengths used in the CT-HYB and ED calculations have
been adjusted according to the charge fluctuation pre-
scription introduced in the previous subsection. Fig-
ure 5(a) resembles the atomic limit, Fig. 5(b) corresponds
to a moderate hybridization strength, and Fig. 5(c) rep-
resents the strongly hybridized case.
In the ED case, we show spectral functions for both the
fully rotationally invariant and the density-density inter-
action, obtained by truncating the rotationally invariant
one. The former spectral function has less peaks because
of the higher symmetry. The Mott gap is not affected
by reducing the Coulomb interaction to density-density
terms only. The degeneracy of the lowestN = 7 multiplet
is, however, reduced for the density-density interaction,
which leads to a slight reduction of charge fluctuations
in this case [see Fig. 2(a)].
For the comparison of the ED and the CT-HYB Max-
Ent spectrum, we should consider the density-density re-
sult. Overall, the agreement with the CT-HYB spec-
tral function is satisfactory. In particular, for the small
hybridization strength, neither of the spectral functions
features a quasiparticle peak, while for the stronger
hybridization, the weight of the quasiparticle peak is
roughly consistent. Also, the energies of the main spec-
tral features in the MaxEnt spectrum seem to coincide
with multiplet peaks or satellites found in the ED calcula-
tions. For the fully rotationally invariant Coulomb inter-
action, the spectral peak at ω = −1 eV in Fig. 5(a) can be
traced back to an excitation from the N = 6, L = 2, S =
2 impurity ground state to an N = 5, L = 0, S = 5/2
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FIG. 5. (Color online) Comparison of spectral functions ob-
tained by ED and CT-HYB calculations. (a) VED = 0.02 and
VQMC = 0.1. (b) VED = 0.09 and VQMC = 0.6. (c) VED = 0.8
and VQMC = 2.0. The charge fluctuations for the given (VED,
VQMC) pairs are comparable.
high-spin final state, while the excitations at ω < −4 eV
belong to N = 5, S = 3/2 low-spin final states. The
density-density type interactions break spin and orbital
rotation symmetry. Thus, the final states are not neces-
sarily eigenstates of orbital L and spin angular momen-
tum S any more. While the spectral feature at ω = −1 eV
can still be traced back to the N = 5, L = 0, S = 5/2 fi-
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FIG. 6. (Color online) Calculated spectral functions at differ-
ent hybridization strengths VQMC. In the CT-HYB calcula-
tions, we used the density-density component of the general
Coulomb interaction matrix [see Eq. (3)].
nal state, such an assignment is no more possible for the
excitations at ω < −4 eV.
Judging from these results, it seems not unreasonable
to systematically study the evolution of the MaxEnt spec-
tral functions with increasing hybridization strength.
C. Evolution of the spectral functions
The central goal of this section is to study the com-
petition of atomic charging and multiplet features with
hybridization effects. Both manifest themselves in the
one-particle spectral function which can be measured by
photoemission11 or scanning tunneling spectroscopy.39,40
In particular we study the emergence of quasiparticle
peaks and the robustness of atomic multiplets with hy-
bridization.
We first discuss the evolution of the CT-HYB spectral
function upon increasing the hybridization of the impu-
rity with the bath, as shown in Fig. 6. For sufficiently
small hybridizations, VQMC ∼ 0.1, the CT-HYB spec-
tra reveal the multiplet structure of isolated atoms and
solely consist of upper and lower “Hubbard bands”, as
expected. Starting from VQMC ≈ 0.5, however, a quasi-
particle peak close to the Fermi level emerges, which
gains spectral weight with increasing hybridization. At
VQMC ∼ 2.0 the quasiparticle peak is so broad that it can
not be distinguished from the lowest multiplet of the up-
per Hubbard band or the highest multiplet of the lower
Hubbard band any more. The multiplet feature between
−5 and −6 eV slightly shifts and broadens but otherwise
survives the increasing hybridization. In addition, a spec-
tral satellite develops, around −2.4 eV upon increasing
the hybridization.
To gain some insights into the physical origin of this
evolution we compare to HF (see Fig. 7) and ED cal-
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FIG. 7. (Color online) (a) Spectral functions at different hy-
bridization strengths V obtained in the HF approximation.
The results are for a density-density type Coulomb interaction
matrix. (b,c) Illustrations of the HF ground state impurity
occupations at V = 2.5 and in the atomic limit V = 0.0.
culations (see Fig. 8). At small hybridization, the HF
spectra show atomic ionization peaks and qualitatively
agree with the ED and CT-HYB spectra. In this case,
we find a symmetry broken HF ground state, which cor-
responds to an N = 6, L = 2, S = 2 atomic con-
figuration. It is spin- and orbitally polarized, as illus-
trated in Fig. 7(c). Upon increasing the hybridization,
the orbital polarization decreases and vanishes between
V = 2.0 and 2.5 in the HF model, while the spin polar-
ization persists, c.f. Fig. 7(b). Correspondingly, the HF
spectral function evolves from several multiplet peaks at
low hybridization to a two peaks structure at V > 2.0.
The spectral peak around −5.0 eV is associated with the
emission of a majority spin electron from the impurity,
while the peak around the Fermi level stems from the mi-
nority electrons. The robust spectral feature in the CT-
HYB calculations between −5.0 and −6.0 eV can thus be
traced back to spin-exchange splitting and the emission
of (instantaneous) majority spin electrons from the im-
purity. After this emission, the impurity is in a low-spin
state. Also the minority electron spectral features from
the HF approximation find their counterparts in the CT-
HYB calculations both in the case of small hybridization
V . 0.5 as well as for the stronger hybridizations under
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FIG. 8. (Color online) Calculated spectral functions at dif-
ferent hybridization strengths VED. For some selected curves,
the corresponding VQMC is given. (a) Results for the density-
density part of the rotationally invariant interaction matrix.
(b) Fully rotationally invariant interaction matrix.
investigation (V ∼ 2.0). In the case of strong hybridiza-
tion, the spectral features around −6.0 and 0.0 eV can
be explained in terms of a HF picture.
There are, however, several features in the CT-HYB
spectra, which do not have a counterpart in the HF spec-
tra. First, there is no quasiparticle peak at the Fermi
level in the HF calculations at intermediate coupling
0.5 < V < 1.5. Second, in contrast to HF, the CT-
HYB calculations reveal the formation of a satellite peak
at −3.0 eV < ω < −2.0 eV for hybridizations exceeding
V & 1.0. Both features are therefore likely due to dy-
namic correlation effects and should be related to multi-
determinant final or initial states. Here, ED calculations
can provide useful insights since they can capture multi-
determinant effects and yield spectral functions without
the need of analytical continuation.
Figure 8 shows the ED spectra for bath couplings in-
creasing from VED = 0.1 to VED = 1.0. Obviously, the
discrete bath in ED leads to differences between the ED
and the CT-HYB spectra. However, both the occurrence
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FIG. 9. (Color online) Dependence of the ED spectral functions on the chemical potential µ. Top panels: Full rotationally
invariant Coulomb matrix. Bottom panels: Density-density interaction. Spectral functions for the VED = 0.0 atomic limit
(a,d), VED = 0.2 (b,e), and VED = 0.5 (c,f) are shown. Peaks shifting with the chemical potential according to ∂ω/∂µ ∼ 1
(brown dashed lines) can be distinguished from the peaks displaying a small µ-dependence |∂ω/∂µ| ≪ 1 (black dotted lines).
of a quasiparticle feature pinned to the Fermi level at in-
termediate couping as well as the satellite peak between
−2.0 and −3.0 eV are also observable in the ED spectra.
Clearly, neither the quasiparticle feature nor the satellite
peak between −2.0 and −3.0 eV have a counterpart in
the electronic spectra for the N = 6 atomic limit [see
Fig. 5(a)]. Of course, all peaks in the atomic spectra cor-
respond to ionization processes where the electron num-
ber at the atomic site changes by ∆N = ±1. As soon as
there is hybridization, the electron number at the atomic
site fluctuates and spectral peaks can result from pro-
cesses, where the impurity occupation in the initial and
final states remains essentially constant, i.e., |∆N | ≪ 1.
In fact, the ∆N associated with a given spectral feature
can be easily determined by analyzing the variation of
the peak energy with the impurity on-site energies ǫα
or equivalently the chemical potential µ. For the initial
state |i〉 (e.g. the ground state of the system) the energy
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eigenvalue Ei changes with µ according to
−∂Ei
∂µ
= −〈i|∂Hloc/∂µ|i〉 =
∑
α
〈i|d†αdα|i〉 = Ni, (13)
where Ni is the average number of electrons at the im-
purity site in the initial state. Similarly, for every final
state the change of its energy eigenvalue Ef upon vari-
ation of the chemical potential −∂Ef/∂µ = Nf is given
by the average impurity occupancy Nf in that partic-
ular final state. Thus the energy ω = ±|Ei − Ef | of
each peak in the spectral function will shift according to
∂ω/∂µ = ±|Ni −Nf | = ±|∆N |.
Fig. 9 shows the variation of the ED spectra for differ-
ent hybridization strengths with the chemical potential µ.
In the atomic limit, all spectral peaks shift according to
|∂ω/∂µ| = 1, as it must be. As soon as there is hopping
V to the bath orbitals, the additional spectral features
at the Fermi level and around −2.5 eV appear. These
shift much less upon variation of the chemical potential,
|∂ω/∂µ| ≪ 1, which suggests that the impurity occu-
pancy difference between initial and final states is nearly
zero, here: ∆N ≈ 0. The final states associated with
the quasiparticle peak have a large contribution from the
N = 6 impurity ground state multiplet (i.e. spin and or-
bital angular momenta S = 2, L = 2). For the free atom,
the lowest multiplet excitations within the N = 6 sub-
space lead to spin S = 1 states with different total orbital
angular momenta L = 5, 1, 3, 4 (for the rotationally in-
variant interaction) and excitation energies between 2.2
and 2.7 eV. The final states of the satellite features in
the energy range between ω = −2.0 eV and −3.0 eV are
largely derived from these N = 6, S = 1 multiplets (with
a hole in the bath orbitals). We note that the satellite
features are observable in our CT-HYB and ED calcu-
lations up to the highest hybridization strengths under
investigation. They persist even strong charge fluctua-
tions 〈∆N2〉 ∼ 1.
D. Spin freezing and non-Fermi-liquid behavior
In a broader context it is interesting to note that char-
acteristic correlation effects arising from Hund’s coupling
have been identified in multiorbital lattice models.19,41–43
Independent of the details of the interaction matrix, in a
certain doping range away from half-filling, disordered lo-
cal moments appear in the metallic phase, and the Fermi-
liquid coherence temperature becomes very low. This
phenomenon, which has been dubbed “spin freezing”41
or “Hund’s metal”42 is believed to explain the unusual
properties of important classes of correlated materials,
including ruthenates41,44 and iron pnictides.19,20,43
The itinerant atomic magnetism observed in our study
of the five-orbital Anderson impurity model corresponds
to a single atom realization of this spin frozen metallic
state. This can be most directly seen from the imaginary
time dynamic spin-spin correlation function 〈Sz(τ)Sz(0)〉
of the five-orbital impurity. In Fig. 10(a) we plot the
spin-spin correlation functions for different hybridization
strengths VQMC and electron occupation N = 6. We
find that 〈Sz(τ)Sz(0)〉 does not decay to zero at large
imaginary times τ , which indicates “spin freezing”.41 We
also considered the filling dependence of the spin-spin
correlation function [Fig. 10(b)]. As the electron occu-
pation increases, the local magnetic moment decreases,
but the spin-freezing phenomenon persists up to a filling
of about N = 8. When N increased to 9.0, the value of
〈Sz(τ)Sz(0)〉 at large τ approaches zero, which indicates
a crossover to a Fermi-liquid metal state.
To study the crossover from the non-Fermi-liquid
metallic state with frozen local moments to a Fermi-liquid
metal we follow the procedure outlined in Ref. 41. Let
us define C1/2(β) as the value of the spin-spin correla-
tion function at the mid-point of the imaginary-time in-
terval: C1/2(β) = 〈Sz(β/2)Sz(0)〉. The Fermi-liquid or
non-Fermi-liquid behavior can be seen in the tempera-
ture dependence of this quantity, i.e. by plotting the
ratio C1/2(β1)/C1/2(β2) as a function of filling (here we
choose β1 = 20 and β2 = 40.0). The results are shown
in Fig. 10(d). In a Fermi-liquid state, C1/2(β) ∝ 1/β2,
while in the frozen moment phase C1/2(β) becomes tem-
perature independent at sufficiently low T . Fig. 10(d)
clearly shows the crossover from the value 1 expected in
the spin frozen phase (N . 8.0) to the value 4 expected
in the Fermi-liquid metallic phase (N & 9.0). The large
error bars at large electron occupation are mainly caused
by the tiny values of the spin-spin correlator at τ = β/2.
While the existence of local moments in the spin frozen
state can be well understood in a static mean-field pic-
ture (see Fig. 7), the low energy excitations differ from
standard Fermi-liquid quasiparticles. The latter exhibit
vanishing decay rates at low energies and low tempera-
tures, which implies a vanishing imaginary part of the
Matsubara self-energy, ImΣ(iωn → 0) → 0. In our CT-
HYB calculations we find, however, finite scattering rates
ImΣ(iωn → 0) → Γ due to the local impurity moment.
Only at very low temperatures a Fermi-liquid metal with
small quasiparticle weight might emerge. In Fig. 10(c) we
plot the Matsubara self-energy for different fillings. For
N < 8, ImΣ(iωn) at low-energies shows an obvious non-
Fermi-liquid character. However, when N increases to 9,
the scattering rate goes to zero, and the low-frequency
ImΣ(iωn) exhibits roughly a linear behaviour with fre-
quency, which means that the model is in the vicinity of
a Fermi-liquid metallic state.
V. CONCLUSION
In this work, we analyzed the evolution of (thermody-
namic) ground state and excited states properties of the
five-orbital Anderson impurity model from the atomic
limit to hybridization strengths which correspond to typi-
cal metallic environments. A numerically exact CT-HYB
approach was combined with HF and ED calculations to
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pinpoint the physical mechanisms affecting the impurity
spectral function, which can be measured by single par-
ticle spectroscopies like photoemission or scanning tun-
neling spectroscopy.
Since ED works with a discretized bath (in our case
one bath orbital per impurity orbital directly at the Fermi
level), it is a priori unclear how the original hybridization
strength VQMC and the bath coupling in ED, VED, should
be matched. We showed that choosing VED such that it
yields the same average charge fluctuations as the full
model is not only very natural, but also leads to a good
agreement between the ED and the CT-HYB spectral
functions (both for multiplet features and many body
satellite peaks) over an energy range of several eV.
We found that multiplet features are observable in the
entire range of hybridization strengths under investiga-
tion (0.0 ≤ VQMC ≤ 2.0), even if the quasiparticle peak
is so wide at VQMC = 2.0 that it cannot be distinguished
from all Hubbard band features. The impurity magnetic
moment is stabilized by the Hund’s coupling J and can
persist under strong charge fluctuations. A single five-
orbital impurity can thus realize a situation which is
very similar to itinerant bulk magnets or bulk Hund’s
metals.19,41–44 We note that this single impurity “itin-
erant” magnetism is a genuine multiorbital effect, which
cannot be realized in the single orbital Anderson model.
In the latter model, solely the Hubbard U is responsible
for the formation of magnetic moments and strong charge
fluctuations exclude sizable magnetic moments. Conse-
quently, itinerant behavior and Kondo physics mutually
exclude each other in the single orbital model but not nec-
essarily in more realistic five-orbital models of d-electron
systems. On the contrary, genuine many electron features
like the multiplet excitation satellites between −2.0 and
−3.0 eV are largely enhanced in the case of considerable
charge fluctuations in the multiorbital model.
Fe impurities in noble metal environments such as
bulk Au or Ag surfaces are classical examples of multi-
orbital quantum impurity systems45 and are still widely
studied.11,35,39,40,46–49 Fe in Au and Ag displays a low
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temperature resistance minimum, which has been inter-
preted in terms of Kondo physics:13 an impurity spin
couples antiferromagnetically to the conduction electrons
and is screened around the Kondo temperature, which is
here on the order of 5 K - 40 K.39,46,47 Scaling analyses
of weak localization quantum transport experiments46,47
in combination with NRG calculations48,49 showed that
Fe in bulk noble metals appears to realize an effective
spin of S ≥ 3/2. The microscopic nature of this spin has
remained however unclear. Photoemission spectroscopy
(PES) probes energy scales from several 10 meV to a few
eV and has revealed a several 100 meV broad quasipar-
ticle peak near the Fermi level, as well as sizable charge
fluctuations still coexisting with exchange split multi-
plet features for Fe impurities on a Ag surface.11 These
PES experiments and also inelastic scanning tunneling
spectroscopy40 (STS) experiments suggest a rather itin-
erant behavior of Fe impurities in transition metal hosts.
In agreement with PES of Fe on a Ag surface,11 our cal-
culated spectra show multiplet features persisting under
sizable charge fluctuations. At the same time we find
a “spin-freezing” behavior in the spin-spin correlation
functions. Since the spin-frozen state crosses over into
a Fermi-liquid state at very low temperatures, the con-
cept of itinerant single atom magnets and spin-freezing
put forward here may reconcile seemingly contradictory
quantum transport, PES and STS experiments. Future
investigations involving more realistic hybridization func-
tions, crystal fields and spin-orbit coupling will be useful
to clarify this hypothesis further.
The electronic structure of multiorbital impurities is
controlled by a complex interplay of charge, spin and or-
bital fluctuations, which can be very sensitive to the par-
ticular form of the Coulomb interaction matrix assumed
in the model.16 It is, however, not a priori clear how
particular ground state properties or spectral features
are affected by a certain approximation of the Coulomb
interaction matrix. Taken together, our ED and CT-
HYB calculations show that any approximation to the
Coulomb vertex should be constructed such that it leaves
the amount of charge fluctuations in the ground state
unaffected. For instance, the fully rotationally invari-
ant Coulomb vertex, Eq. (3), and its density-density part
lead to very similar charge fluctuations and indeed very
similar spectra (up to some degeneracy lifting) over a
range of several eV. However, the spectra and the amount
of charge fluctuations derived from impurities with the
Slater-Kanamori “U − 3J” interaction, Eq. (4), are qual-
itatively different. The “U −3J” interaction does not re-
produce the Mott gap (effective charging energies) of the
fully rotationally invariant interaction, while the density-
density part of Eq. (3) does.
The neglect of non-density-density terms becomes
problematic wherever a precise description of local degen-
eracies is crucial. This is not so much the case for higher
energy spectral features but clearly for low temperature
or low energy features. We anticipate that quantities
like Kondo temperatures, the shapes of Kondo resonances
or also magnetic anisotropies in rotation symmetry bro-
ken structures can be very sensitive to the non-density-
density terms in the Coulomb vertex.
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