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ABSTRACT 
When A, B and C are given square matrices and C is of rank one, sufficient 
conditions are given for every solution to be nonsingular when solutions exist. When 
C has arbitrary rank, some sufficient conditions are given; and when, additionally, A 
and B have disjoint spectra, necessary conditions are given. 
1. INTRODUCTION 
The matrix equation TA - BT= C, where A, B and C are given, has been 
thoroughly studied, and a considerable literature exists on the subject, for 
example [4-61. In this paper we consider a rather narrow but not unim- 
portant aspect, namely the existence of an invertible solution. The motiva- 
tion lies in the importance of this question in control theory, especially the 
theory of observers for linear systems [8, 10, 111. The problem arises directly 
in the construction of an observer for a linear time invariant system. The 
existence of an invertible solution in the case that C is of rank one plays a 
crucial role in the existence of observers of lower dynamic order and 
essentially arbitrary eigenvalues [8, Theorem 31 and in the existence of 
closed-loop systems with prescribed eigenvalues [8, Theorem 61. Further, 
these theorems are not without mathematical interest. 
For the case that T, A, B and C are linear operators in an arbitrary 
Banach space and C has one-dimensional range, Luenberger [9] has given 
necessary and sufficient conditions for T to be invertible. When the space is 
finite-dimensional this theorem reduces to the following: If A and B have no 
eigenvalues in common, then T is invertible if and only if certain controlla- 
bility conditions (made precise in Theorem 1 of Sec. 3 and denoted by S in 
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the rest of this section) hold. A purely matrix-theoretic proof would be of 
some interest. Luenberger [8] has given a matrix proof, for the case that C is 
of rank one, of the sufficiency of S , but no such proof of the necessity. The 
proof in [8] is complicated, involving details of Jordan form manipulation, 
and draws heavily on the condition that A and B have no eigenvalues in 
common. 
It is shown in Sec. 3, without reference to the spectra of A and B, that if 
there are solutions of TA - BT= C, then S is sufficient for every solution to 
be invertible. Of course, if we impose the condition that A and B have no 
eigenvalues in common, we are insured a unique solution. The first purpose 
of this paper then is a straightforward proof of the sufficiency of S in the 
rank-one case, and this we give in Sec. 3. Secondly, in Sec. 4, we lay down 
some conditions regarding the general case, when the rank of C is arbitrary. 
These conditions sharply illuminate the rank-one situation and in a way 
explain the easy success in that particular case. Finally, in Sec. 5, we give, in 
the general case, necessary conditions for T to be invertible when A and B 
have no eigenvalues in common. We show by counterexample that when A 
and B have at least one eigenvalue in common the conditions are not 
necessary. The results of Sec. 5, taken with those of Sec. 3, furnish a 
surprisingly simple matrix-theoretic proof that when A and B have disjoint 
spectra and C is of rank one, the unique solution is invertible if and only if 
conditions S obtain. 
2. DEFINITIONS AND NOTATION 
We work in the vector space of complex n-tuples. All matrices have 
complex entries. For any matrix M we denote by M*, R (M) and N(M) the 
conjugate transpose, range and null space of M, respectively, and when M is 
square we denote by a(M) the spectrum of M. Given an n-square matrix M 
and an n X m matrix K, we say that (M, K ) is controllable if and only if the 
columns of the matrices K, MK, M2K,. . . , M"-'K collectively span n-space. 
Thus (M, K) is controllable (otherwise not controllable) whenever the M- 
invariant subspace generated by the columns of K is all of n-space, or 
whenever the n x nm matrix [K, MK,. . . , M"-'K] has rank n. If L is m X n, 
we say that (M, L) is observable if and only if the rows of the matrices 
L,LM,LM2 , . . . , LM"-1 collectively span n-space, or if and only if (M*,L*) 
is controllable. These definitions derive from control theory (see, for exam- 
ple, [l], [7], [lS]). Both the concepts and language of controllability and 
observability are becoming common in linear algebra [3, 12, 14, 151. We 
point out two fairly obvious points which we draw upon in what follows. In 
the event that (M, K) is not controllable, there is at least one nonzero vector, 
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p, in N(U*), where U= [K,MK ,..., M”- ‘K 1, and that vector must satisfy 
p*M*K = 0, r > 0. In the event that K is a vector k, then (M, k) cannot be 
controllable if k lies in a proper M-invariant subspace. For, if so and the 
dimension of the subspace is v < n, then at most v of the vectors 
k,Mk,M2k,... can be linearly independent. 
3. THE RANK-ONE CASE 
It is well known that any n-square matrix C of rank r can be factored as 
c= xy*, where X and Y are n X r matrices of rank r. It is then clear that 
(B,C) is controllable if and only if (B,X) is controllable, and that (A,C) is 
observable, that is (A*, C*) is controllable, if and only if (A*, Y) is controlla- 
ble. In particular, if C is of rank one, the assertions that (B,C) and (A*,C*) 
are controllable are equivalent to the assertions that (B, x) and (A*, y) are 
controllable for vectors x and y. It is convenient in the following proof to 
deal explicitly with a basis, x, for R (C) and a basis, y, for R (C*). Further, 
this manner of expressing the controllability conditions is in agreement 
with the existing literature on the rank-one case [S-11]. The controllability of 
(B,x) and of (A*,y) in the following theorem are the conditions S referred 
to in the introduction. 
THEOREM 1. Let A and B be given n-square matrices, and x and y 
given vectors such that (B, x) and (A*, y) are controllable. Then if TA - BT= 
xy* is consistent, every solution is invertible. 
Proof. Let q E N (T). Then TAq = xy*q. There are two possibilities: 
either (i) y*q#O for some qEN(T), or (ii) y*q=O for every qEN(T). We 
show that (i) contradicts the controllability of (B,x) and that (ii) contradicts 
the controllability of (A *, y) unless q = 0. In case (i) it is clear that x E R (T) 
and hence, from BT= TA - xy*, that R (T) is a proper, B-invariant subspace. 
But if this is so, (B, x) cannot be controllable. In case (ii), y*q = 0 for every 
q E N(T) implies that TAq =0 whenever q EN(T). Thus q,Aq,A2q,. . . are 
all in N(T) and thus orthogonal to y. But y*q= y*Aq= y*A2q=. . . 
= y*A n- ‘q = 0 requires q = 0, since (A *, y) is controllable. n 
REMARK. Observe that we have shown that if there is a solution, then it 
has an inverse whenever the controllability conditions hold. Conditions of 
consistency [4, p. 215; 6, p. 5471 that guarantee a solution, or in particular a 
unique solution, have no necessary bearing on the sufficiency of the control- 
lability conditions. 
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4. SOME CONDITIONS FOR THE GENERAL CASE 
In this section we give some conditions, independent of the rank of C, 
sufficient for the invertibility of a solution when such exists. The character of 
the conditions should be carefully noted. They are of this form: If any 
solution enjoys a certain property, and certain conditions obtain among A, B 
and C, then that solution enjoys the property of being nonsingular. Thus the 
conditions are not straightforward restrictions on the coefficient matrices 
which are sufficient for an invertible solution. However, they are of some 
interest in further exploration of the general case-for which, it appears to 
date, there are no known sufficient conditions for an invertible solution. The 
conditions given in the following theorem are also of interest because they 
throw into bold relief the special nature of the rank-one case and furnish an 
alternative proof of Theorem 1. 
THEOREM 2. Let T be a solution of 
TA - BT= C. (1) 
Consider the following conditions: 
(a) R(C)CR(T), (c) N(T)ChJ(C), 
(b) (B, C ) is controllable, (d) (A*, C*) is controllable, 
(e) N(T) is A-invariant, 
(f) N (T*) is B*-invariant, 
(g) rankC=l. 
Then: 
1. If (a) and (b) hold, T-’ exists. 
2. Zf (c) and (d) hold, T -’ exists. 
3. Conditions (a) and (f) are equivalent. 
4. Conditions (c) and (e) are equivalent. 
5. Zf (g) holds, then either (a) or (c) holds. 
6. Zf (b), (d) and (g) hold, T-’ exists. 
Proof. 
1. If (a) holds and p E N (T*), it follows from (1) that B*p EN (T*). From 
this result and (a) we have p*B’C=O for r =0,1,2,. . . ,n - 1. But if (b) holds, 
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we must have p = 0. Since p was any vector in N (T*), the conclusion follows. 
2. If (c) holds and 9 E N(T), we have from (1) that A9 EN(T). From this 
result and (c), we have CA ‘9 = 0 for r = 0, 1,2,. . . , n - 1. But if (d) holds, we 
must have 9 = 0. 
3. From (a) and (1) we have that R (BT) c R (T), and this is (f). Con- 
versely, if (f) holds, we have from (1) that p E N ( T*) implies p E N (C*). Thus 
N (T*) c N (C*), from which (a) follows. 
4. If (c) holds, we have from (1) that 9 EN (7’) implies A9 E N(T), and 
this is (e). Conversely, if (e) holds, we have from (1) that 9 EN(T) implies 
9EN(C), and this is (c). 
5. Let rankC= 1 and (a) be false. Then there can be no 9 EN(T) such 
that TA9 = C9 #O, since in this case (a) would hold. Therefore 9 EN(T) 
must imply 9 EN(C), which is (c). Thus given rankC= 1, if (a) is false, then 
(c) must be true. 
6. Assume (b), (d) and (g). N ow either (a) is true or not. If it is true, we 
are done, by 1. If not, then (c) must be true by 5. In this case the conclusion 
now follows from (2). n 
REMARK. The special nature of the rank-one case is now clear: If we 
assume the controllability conditions (b) and (d), then the assumption that 
rank C= 1 requires at least one of (a) and (c), and either of these [with (b) 
and (d) in force] completes a set of sufficient conditions. The situation pivots 
on the fact that in general, if 9 E N(T), then TA9 = C9, and if C9 #O for 
some 9 E N(T), we can only state that R ( T) n R (C) # 0. But in the rank-one 
case this intersection statement is an inclusion, namely (a). 
5. NECESSARY CONDITIONS IN THE 
GENERAL CASE WHEN a(A) n U(B) = 0 
In this section we show that when a unique solution exists, which is the 
case when and only when a(A) n a(B) = 0, the controllability of both (B, C) 
and (A*, C*) is necessary for that solution to be invertible. [Here a(A) 
denotes the spectrum of the matrix A.] 
THEOREM 3. Let A, B and C be given matrices such that u(A) n u(B) 
= 0, and consider the solution of TA - BT = C. Then the existence of T -’ 
implies the controllability of (B,C) and of (A*,C*). 
Proof. The logical structure of the proof is this: We are going to show 
that if T -’ exists and either (B, C) or (A*, C*) is not controllable, then 
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o(A)n ~(B)#(zI. Assume that T-’ exists. Then, with M= TAT-‘, we can 
write 
M-B=CT-‘. (2) 
Assume further that (B, C) is not controllable. Then there exists a p #0 such 
that p*B%=O, r=0,1,2 ,... . Define the sequence p = pa, pz = &_iB 
= p,*Bk, k > 1. Th en p,! C = 0, r Z 0, and it follows from (2) that p: M = p:+ 1, 
r>O. Thus we have p:=p:M’=piB’, r=O,1,2,..., and hence for an 
arbitrary polynomial f, we can write p*f(M) = p*f(B). We now choose f to 
be the minimum polynomial of A, which is the minimum polynomial of M. 
We then have that f(B) is singular and, by a well-known theorem [2, p. 161; 
13, p. 251, the minimum polynomials of A and B cannot be relatively prime. 
When T -’ exists we can also write 
A-N=T-‘C, (3) 
where N = T -‘BT. If (A*, C*) is not controllable, there exists a q#O such 
that CA ‘q = 0, T > 0. We define the sequence q = qo, qk = Aqk_ 1 = A kqo, 
k > 1. Then Cq,, = 0, I > 0, and from (3) we have Nq,= qr+l, r > 0. Thus 
qr= Nrqo=Arq,,, r=O,1,2 ,..., and it follows as above that the minimum 
polynomials of A and B cannot be relatively prime. n 
We close with an example which shows that if we waive the condition 
a(A) n u(B) = (ZI, we may have a nonsingular solution when both controllabil- 
ity conditions are infringed. 
Let A = diag(a,,as,. . . ,a,,), B = diag( /3i,/Ss,. . . ,p,) and C 
= diag(yr, y2, 0,. . . , O), where c~~#&, cu,# p2, (~l~ = pi for 3 < i < n, and yly2 
#O. Then T=diag(t,,t2,. ..,t,,), with t,= yi/(ai- Pi), t2= y2/(a2-p2) and ti 
arbitrary for 3 < i < n, is a solution of TA - BT = C and clearly may be 
nonsingular. But neither the columns of [C,BC,. . . , B^-‘C] nor those of 
[C,A*C,...,(A*)“-lC] span n-space. 
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