Standard deviation of S(f ).
I. INTRODUCTION

P
REVIOUS works show that the low-frequency (LF) noise performance of modern small-area MOS devices is dominated by random telegraph signal (RTS) fluctuations [1] - [8] . Their origin is the capture and subsequent emission of charge carriers at discrete trap levels near the Si−SiO 2 interface [3]- [9] . For deep-submicrometer devices, the number of traps with energy within a few kT close to the surface Fermi level is small [8] . As both the number of traps and their position over the channel are random variables, noise performance may strongly vary between different devices on one chip and, moreover, even between different operation points of a single device [2] , [8] .
In a previous work by the same authors, an analytical modeling approach, which is based on microscopic instead of distributed quantities, was presented [2] . This paper advances statistical modeling by including Monte Carlo simulation, experimental data, and detailed modeling of noise behavior dependence on circuit bandwidth. Experimental data and Monte Carlo simulations for the dependence of statistical noise behavior on frequency are also presented with comparison to analytical model equations.
This paper is organized as follows: In Section II, the analytical statistical modeling approach presented in [2] is extended to include the frequency dependence of statistical noise behavior. In Section III, Monte Carlo simulations that corroborate the results of the analytical analysis are presented, and the model is compared to experimental data from three different technology nodes. Finally, in Section IV, the paper is concluded.
II. MICROSCOPIC STATISTICAL LF NOISE MODELING
Traps located in the gate oxide near the interface to the silicon capture and reemit some of the carriers responsible for the current flowing between the source and the drain of the device [3] - [10] . The resulting LF noise power spectrum may 0018-9383/$25.00 © 2007 IEEE be written as the summation of the contribution of each one of the N tr traps found in the device [2] , [11] , i.e.,
(1)
The Lorentzian spectrum of each trap corresponds to the Fourier transform of the autocovariance of the time-domain RTS [12] . The parameter f i defines the corner frequency of the Lorentzian spectrum of the ith trap. Please note that A i is the amplitude coefficient of the Lorentzian power spectrum of the ith trap (in frequency domain) and not the amplitude of the voltage δV G or current δI D fluctuation of the time-domain RTS. A i is related to the time-domain RTS parameters amplitude and β = τ c /τ e , where τ c is the electron capture, and τ e is the emission time constant, as discussed in [2] . N = N tr , the average number of traps with corner frequency f i lying between the frequencies f min and f max , which delimit the frequency interval in which RTS is the origin of the LF noise, is then proportional to the active device area W × L and equal to [2] , [8] 
where N dec ln 10 is the trap density per unit area and frequency decade. The LF noise is modeled as the superposition of individual Lorentz spectra that sum up to yield device noise behavior as given by (1) .
The average value of the noise power spectral density S(f ) evaluated by calculating the average value of (1) over A i , f i , and N tr , is [2] 
where
is the average of the squared amplitude coefficients. This equation shows the commonly known 1/f behavior. The details of the derivation are found in [11] .
Evaluation of the standard deviation of S(f ) leads to [2] 
The normalized standard deviation then amounts to
Here, the contributions due to scattering of the parameters A i , N tr , and f i are all taken into account.
As can be seen in (5), the normalized standard deviation of the LF noise power spectral density σ S(f ) / S(f ) depends on variations in the amplitude coefficients A i of individual traps, as given by ( A 4 / A 2 2 ) 0.5 , and on the trap density and device geometry after (N dec W L)
−0.5 . The normalized standard deviation does not depend on frequency f . The dependence on device geometry after (N dec W L) −0.5 is a property of the Poisson statistics. N tr is assumed to be Poisson distributed [2] . The ( A 4 / A 2 2 ) 0.5 dependence shows that variations on the amplitude coefficients A i of the contribution of a trap are relevant for statistical variations in the LF noise behavior. Furthermore, since the amplitude coefficients A i may show strong bias point dependence, the standard deviation of the LF noise power may depend on bias point, as discussed in [2] .
Earlier in this paper, the modeling of noise amplitude at a given frequency f and its standard deviation were presented. However, often, the noise power integrated over the circuit bandwidth np BW and its related standard deviation are of even higher interest to the circuit designer. This parameter is given by the integration of (1) from f L to f H , which are the lower and upper boundaries of the bandwidth of interest in a given circuit design, as follows:
Inserting (1) in (6) leads to
and finally [2] , [11] 
The normalized standard deviation of the noise power spectral density in the frequency band between f L and f H is evaluated as being [2] , [11] 
The integral in the aforementioned equation has no known analytical solution. It is important to note that the last square root in the aforementioned equation, which contains the integral with no analytical solution, contains only terms in frequency f . Hence, the bandwidth dependence is described by the terms in this square root, as will be discussed later in this paper.
In [2] , a simplification was introduced to allow the analytical evaluation of np In this paper, this simplification is removed, and the dependence of noise behavior on circuit bandwidth is discussed in detail. (9) . The squares are the results from the numerical integration of the term with no analytical solution in the last square root on the right-hand side of (9) . The full line is the fitting function g(f H /f L ) for this term (10) . A good agreement between numerical integration and fitting function is found.
The first important observation is that the integral in the square root of (9) does not depend on the absolute values of f L and f H , but only on the ratio f H /f L . Furthermore, this is the only term in (9) that contains dependence on frequency. Therefore, a single variable f H /f L can be introduced to describe the bandwidth dependence. Starting from this observation, curve-fitting techniques may be applied in order to find an appropriate fit for (9) [11] . Hence, we have
Here, the fitting function
c , where b = 0.74 and c = 0.05, describes the dependence on circuit bandwidth. It is a simple power law. This fitting is computationally efficient and suitable for modeling and simulation purposes in integrated circuit design. This power law fit has a fit error of order 10 −3 , compared to a fit error of order 10 −4 for the Boltzmann fit, as discussed in [11] . However, the power law is simpler than the Boltzmann fit, and its accuracy is appropriate for modeling and circuit simulation purposes. Fig. 1 compares the numerical solution of the term with no analytical solution in (9) with the fitting equation g(f H /f L ). A very good agreement between the numerical solution and the analytical fitting equation is found.
III. MONTE CARLO SIMULATIONS AND EXPERIMENTAL RESULTS
In order to explore the LF noise behavior of small-area devices and validate the analytical equations derived in Section II, a comparison of model equations to Monte Carlo simulations and to experimental data is done in this section. The normalized standard deviation of the noise power σ S(f ) / S(f ) depends on A i , N dec , and the transistor area W L. The normalized standard deviation of the integrated noise power σ np / np BW depends on A i , N dec , the transistor area W L, and the frequency bandwidth defined by f H and f L . The dependence of both σ S(f ) / S(f ) and σ np / np BW on N dec and the transistor area W L has been studied in previous works [2] , [11] . In this paper, it is verified by experimental results and Monte Carlo simulation that σ S(f ) / S(f ) does not depend on frequency f . The dependence of σ np / np BW on the frequency bandwidth defined by f H and f L is also verified by experimental results and Monte Carlo simulation. Furthermore, the dependence of σ S(f ) / S(f ) and σ np / np BW on A i is verified by Monte Carlo simulation.
The LF noise behavior of three different CMOS technologies was experimentally characterized. The minimum transistor sizes for the 0.25-µm node are W = 0.30 µm and L = 0.25 µm (t ox = 5 nm, nominal supply voltage V dd = 2.5 V). For the 0.13-µm node, the minimum sizes are W = 0.16 µm and L = 0.13 µm (t ox = 2.2 nm, V dd = 1.5 V), and for the 0.09-µm node, the minimum sizes are W = 0.12 µm and L = 0.09 µm (t ox = 1.6 nm, V dd = 1.2 V). For the experimental results shown here, a total of 127 transistors were measured in the 0.13-µm technology node. For the 0.25-and 0.09-µm technology nodes, a total of 30 and 18 transistors were experimentally characterized, respectively. The details of the measurement setup are described in [13] .
For model parameter extraction, first, the average number of traps per device in the measurement frequency range N tr is extracted, as described in [1] and [2] . For the 0.25-, 0.13-, and 0.09-µm technology nodes, N tr is 9.0, 2.7, and 1.8, respectively. The measurement frequency range for the evaluation of N tr is 1 Hz to 10 kHz.
After the extraction of N = N tr , (N dec W L) 0.5 is calculated using (2). The term (2/π) · ( A 4 / A 2 2 ) 0.5 is then the only unknown term in (5) and (9) and is evaluated to bring model and experimental data into agreement. For the minimumsize transistors in the 0.25-, 0.13-, and 0.09-µm technology nodes, the term (N dec W L) −0.5 is found to be equal to 1.01, 1.85, and 2.26, respectively. The term N dec W L ln 10 is then the average number of number of traps per frequency decade in the device active area. The average number of traps per device in the measurement frequency range is then given by
. Monte Carlo simulation of the LF noise behavior of smallarea MOSFETs as the superposition of different RTS, as given by (1), is performed using the following algorithm. 
7) S(f ) corresponding to each sample is calculated after (1). 8) S(f )
2 and S(f ) 2 are evaluated. 9) σ (S(f )) is then evaluated. 10) Next, the noise power np BW and the squared noise power np 2 BW in each of the 620 samples are numerically integrated over 11 different circuit bandwidths, i.e., for 11 different pairs f L and f H , after (7) In order to verify the correctness of the derived analytical model equations, the dependence of S(f ) , σ S(f ) , np BW , and σ np on the parameters N dec , W , L, A, and f was compared to the Monte Carlo simulation results. A very good agreement between Monte Carlo simulations and the analytical model was found. To keep the paper compact, only the most relevant results are explicitly shown here, together with experimental data. The bias point dependence of LF noise behavior is discussed in [1] and [2] .
For the minimum-size transistors operated in saturation, the experimental value for σ S(f ) / S(f ) at frequency f = 4 Hz is 5.4 for the 0.13-µm technology node and 5.1 for the 0.09-µm technology node. The standard deviation of measurement accuracy is 0.3 and 0.45, respectively. The experimental values for σ np / np at f H /f L = 10 4 Hz/1 Hz are 1.9, 3.6, and 3.5 for the minimum-size transistors of the 0.25-, 0.13-, and 0.09-µm technology nodes, respectively. The respective values for the standard deviation of measurement accuracy are 0.3, 0.3, and 0.45. The factor (2/π) · ( A 4 / A 2 2 ) 0.5 is then evaluated to be equal to 4.02, 4.08, and 3.30 for the 0.25-, 0.13-, and 0.09-µm technology nodes, respectively. Please note that a normalized standard deviation greater than one, as obtained for the minimum-size devices, does not mean that one can get negative noise power, as discussed in [2] . standard deviation of the noise power σ S(f ) / S(f ) is the same at all frequencies f . This behavior, predicted by the model presented in [2] , is now confirmed by experimental data for different frequencies f and Monte Carlo simulations. Despite limited measurement accuracy, the analytical model, Monte Carlo simulation, and experiment show good agreement. Fig. 3 shows model results, Monte Carlo simulation results, and experimental data for the dependence of the normalized standard deviation of noise power integrated over the circuit bandwidth σ np / np BW on circuit bandwidth. The triangles are the experimental results for minimum-size transistors from the 0.13-µm technology node operated in saturation at strong (9) . In order to evaluate (9) , the integral in the square root of this equation was numerically calculated (see Fig. 1 ). A good agreement between experimental data, numerical simulation, and model (9) is found.
Finally, Fig. 4 describes in detail the noise behavior dependence on the amplitude coefficients A i of trap contribution. As described earlier, a random ensemble with the amplitude coefficients A i of the different traps is generated. Different distributions with different standard deviations were assumed for generating the ensembles of random variables A i ; for instance, normal, log-normal, Poisson, and uniformly distributed. This allows studying the dependence on A i independent of hypothesis about the actual distribution of the amplitude coefficients A i . After the random ensembles for A i are generated, the corresponding values of ( A 4 / A 2 2 ) 0.5 are calculated. Results in Fig. 4 [2] , [11] . As an example of possible distributions for A i , Fig. 5 shows a numerically generated lognormal distribution of an ensemble of 1000 values for A i that leads to (2/π) · ( A 4 / A 2 2 ) 0.5 = 4. It is important to notice that A i is not the time-domain RTS amplitude but the amplitude coefficient of the Lorentzian power spectrum.
IV. CONCLUSION
This paper presents a model for the statistical behavior of LF noise performance of CMOS devices in modern technologies. The developed modeling approach includes the modeling of statistically relevant effects based on microscopically discrete quantities. The model is derived from device physics and is therefore scalable with MOSFET scaling. The analytical formulation is validated through comparison to numerical simulation and experimental results, including the analysis of frequency dependence. For the first time, a formulation for the standard deviation of noise power as a function of circuit bandwidth is provided.
