The job-shop scheduling problem is well known for its complexity as an NP-hard problem. We have considered JSSPs with an objective of minimizing makespan while satisfying a number of hard constraints. In this paper, we developed a memetic algorithm (MA) for solving JSSPs. Three priority rules were designed, namely partial re-ordering, gap reduction and restricted swapping, and used as local search techniques in our MA. We have solved 40 benchmark problems and compared the results obtained with a number of established algorithms in the literature. The experimental results show that MA, as compared to GA, not only improves the quality of solutions but also reduces the overall computational time.
processed, on a set of known machines, and where each operation has a known processing time. A schedule is a complete set of operations, required by a job, to be performed on different machines, in a given order. In addition, the process may need to satisfy other constraints such as (1) no more than one operation of any job can be executed simultaneously and (2) no machine can process more than one operation at the same time. The objectives usually considered in JSSPs are the minimization of makespan, the minimization of tardiness, and the maximization of throughput. The total time between the starting of the first operation and the ending of the last operation, is termed as the 'makespan'. In this research, the objective considered is the makespan minimisation as this is more practical than other objectives used in solving JSSPs [2, 4, 5, 17, [25] [26] [27] [28] .
The JSSP is widely acknowledged as one of the most difficult NP-complete problems [7, 8, 16] and is also well known for its practical applications in many manufacturing industries. Over the last few decades, a good number of algorithms have been developed to solve JSSPs. However, no single algorithm is suitable for solving all kinds of JSSP with both a reasonably good solution and within a reasonable computational effort. Thus, there is a scope to analyze the difficulties of JSSPs as well as to design improved algorithms that may be able to solve them effectively.
Over the last few decades, a good amount of research has been reported aiming to solve JSSP by using the genetic algorithms (GAs) and hybrid GAs [3, 5, 6, 17, 18, [26] [27] [28] . The earliest application of GAs for solving JSSPs was reported in the mid-1980s by Lawrence [14] . In recent times, it is a common practice to improve the performance of GA by incorporating different search and heuristic techniques, and this approach is readily applied to solving the JSSP. For example, the hybrid methods proposed by Shigenob et al. [24] , Park et al. [21] , Croce et al. [5] and Ombuki and Ventresca [18] .
In this research, we first develop a traditional genetic algorithm (GA) for solving JSSPs. In this GA, each individual represents a particular schedule and the individuals are represented by binary chromosomes. After reproduction, any infeasible individual is repaired to be feasible. The phenotype representation of the problem is a matrix of m ×n integer numbers where each row represents the sequence of jobs in a given machine. We apply both genotype and phenotype representations to analyze the schedules. The binary genotype is effective for the simple crossover and mutation techniques. After analyzing the traditional GA solutions, we realized that the solutions could be further improved by applying simple rules or local search. The performance of GA was then first improved by incorporating a simple priority rule. That algorithm was tested by solving 14 small test problems [11] . This work was later extended by introducing rules for jobs on bottleneck machines, and gaps left within intermediate solutions [12] . These rules were tested with a set of test problems and compared with a few other existing algorithms [10] . The current paper differs from those publications as follows. We have modified the rules introduced in those papers, tested a few other rules, provided justification for the use of local search, experimented with different combinations of rules, and performed statistical and parametric analysis. We have formally introduced three priority rules here for improving the performance of traditional GA, namely: partial reordering (PR), gap reduction (GR) and restricted swapping (RS). These rules are basically local search techniques which are applied in addition to the genetic operators. The details of these priority rules are discussed in a later section. A GA with local search, which is known as a memetic algorithm (MA), can use one or more local search techniques. For convenience of explanation, in this paper, we have designated them as MA(PR), MA(GR) and MA(GR-RS). To test the performance of our proposed algorithms, we have solved 40 benchmark problems originally presented in Lawrence [15] . The proposed MAs improved upon the performance of traditional GAs solving JSSPs. Among the MAs, MA(GR-RS) was the best performing algorithm. It obtained optimal solutions for 27 out of 40 test problems. The overall performance of MA(GR-RS) is better than many key JSSP algorithms appearing in the literature.
The algorithms proposed by Ombuki and Ventresca [18] and Croce et al. [5] are basically memetic algorithms. Ombuki and Ventresca [18] applied only swapping of jobs with GA, and Croce et al. [5] used traditional priority rules with GA, to improve the performance of their algorithms. Our algorithm has the ability to explore the gaps and bottlenecks, and remove them using the local search schemes, such as: (1) reordering the machines by setting priority to the bottleneck machines, (2) identifying the gaps in the schedule and filling the gaps with the jobs that reduces the makespan and (3) swapping between the adjacent jobs if there is any benefit. The paper is organized as follows: after the introduction, the problem definition is presented in Sect. 2. Section 3 discusses the chromosome representation for JSSPs, and how to handle infeasibility in JSSPs. Section 4 introduces new local search techniques for improving the performance of traditional GA. Section 5 presents the proposed algorithms and implementation aspects. Section 6 provides the experimental results and the parameter analysis. Finally, the conclusions and future research direction are presented.
Problem definition
The standard job-shop scheduling problem makes the following assumptions:
• Each job consists of a finite number of operations.
• The processing time for each operation using a particular machine is defined.
• There is a pre-defined sequence of operations that has to be maintained to complete each job.
• Delivery times of the products are undefined.
• There is no setup or tardiness cost.
• A machine can process only one job at a time.
• Each job is performed on each machine only once.
• No machine can deal with more than one type of task.
• The system cannot be interrupted until each operation of each job is finished.
• No machine can halt a job and start another job before finishing the previous one.
• Each and every machine has full efficiency.
The objective of the problem is the minimization of the total time taken to complete each and every operation, while satisfying the machining constraints and required operational sequence of each job. In this research, we develop three different algorithms for solving JSSPs. These algorithms are briefly discussed in the next three sections.
Job-shop scheduling with memetic algorithm
As indicated earlier, we consider the minimization of makespan as the objective of JSSPs. According to the problem definition, the sequence of machine use (this is also the sequence of operations as any one machine is capable of performing only one type of operation) by each job is given. In this case, if we know either the starting or finishing time of each operation we can calculate the makespan for each job and hence generate the whole schedule. In JSSPs, the main problem is to find the sequence of jobs to be operated on each machine that minimizes the overall makespan. The chromosome representation is an important issue in solving JSSPs using GAs and MAs. We discuss the representation aspect below.
Chromosome representation
In solving JSSPs using either GAs or MAs, the chromosome of each individual usually comprises the schedule. Chromosomes can be represented by binary, integer or real numbers. Some popular representations for solving JSSPs are: operation based, job based, preference-list based, priority-rule based, and job pair-relationship-based representations [23] . We select the job pair-relationship-based representation for the genotype, as in [17, 26] , due to the flexibility of applying genetic operators to it. In this representation, a chromosome is symbolized by a binary string, where each bit stands for the order of a job pair (u, v) for a particular machine m.
For a chromosome C p C p,m,u,v = 1 if the job j u precedes the job j v 0 otherwise (1) This means that for the individual p, the job u must precede the job v in machine m. The job having the maximum number of 1s is the highest priority job for that machine. The length of each chromosome is;
where n stands for the number of jobs, m for the number of machines and the length l is the number of pairs formed by a job with any other job. This binary string acts as the genotype of individuals. It is possible to construct a phenotype which is the job sequence for each machine. This construction is described in Table 1 . The binary representation is helpful if the conventional crossover and mutation techniques are used. We use the binary representation for the flexibility of applying simple reproduction operators. We also use the constructed phenotype as the chromosome on which to apply local search methods. 
In this algorithm, we perform simple two-point crossover and bit flip mutation. The crossover points are selected randomly. After performing crossover and mutation, we map the phenotype directly from the binary string i.e. the chromosome. We apply the following repairing techniques: local and global harmonization in order to make the infeasible solutions into feasible solutions.
Local harmonization
This technique is used during construction of the phenotype (i.e. the sequence of operations for each machine) from the binary genotype. From a chromosome of length l, m tables are formed. Table 1 shows the way to construct the phenotype from the genotype by applying local harmonization. Table 1 .A represents the binary chromosome (for a 3 jobs and 3 machines problem) where each bit represents the preference of one job with respect to another job in the corresponding machine. The third row shows the machine pairs in a given order. The second row indicates the order of the machines for the first job of the pair shown in the third row. The first bit is 1, which means that job j 1 will appear before job j 2 for machine m 1 . Table 1 Table 1 .B.1, the '1' in cell j 1 − j 2 indicates that job j 1 will appear before job j 2 in machine m 1 . Similarly, the '0' in cell j 1 − j 3 indicates that job j 1 will not appear before job j 3 in machine m 1 . In the same Table 1 .B, column S represents the priority of each job, which is the row sum of all the 1s for the job presented in each row. A higher number represents a higher priority because it is preceding many other jobs. So for machine m 1 , job j 3 has the highest priority. If more than one job has equal priority in a given machine, a repairing technique modifies the order of these jobs to introduce different priorities. Consider a situation where the order of jobs for a given machine is j 1 − j 2 , j 2 − j 3 and j 3 − j 1 . This will provide S = 1 for all jobs in that machine. By swapping the content of cells j 1 − j 3 and j 3 − j 1 , it would provide S = 2, 1 and 0 for jobs j 1 , j 2 and j 3 , respectively. Table 1 .C shows the pre-defined operational sequence of each job. In this table, j o1 , j o2 and j o3 represent the first, second and third operation for a given job. According to the priorities found from I.B, the Table 1 .D is generated which is the phenotype or schedule. For example, the sequence of m1 is j 3 j 1 j 2 , because in I.B.1, j 3 is the highest priority and j 2 is the lowest priority job.
In Table 1 .D, the top row (m t1 , m t2 and m t3 ) represents the first, second and third task on a given machine. For example, considering Table 1 .D, the first task in machine m 1 is to process the first task of job j 3 . Further details on this technique can also be found in [17, 26, 28] .
Global harmonization
For an m × n job-shop scheduling problem, there will be (n!) m possible solutions. Only a small percentage of these solutions are feasible. The solutions mapped from the chromosome do not guarantee feasibility. Global harmonization is a repairing technique for changing infeasible solutions into feasible solutions. Suppose job j 3 specifies its first, second and third operation to be processed on machine m 3 , m 2 and m 1 , respectively, and the job j 1 specifies its first, second and third operation on machine m 1 , m 3 and m 2 , respectively. Further assume that an individual solution (or chromosome) indicates that j 3 is scheduled on machine m 1 first as its first operation, followed by job j 1 . Such a schedule is infeasible as it violates the defined sequence of operations for job j 3 . In this case, the swap of places between job j 1 with job j 3 on machine m 1 would allow job j 1 to have its first operation on m 1 as required, and it may provide an opportunity for job j 3 to visit m 3 and m 2 before visiting m 1 as per its order. Usually, the process identifies the violations sequentially and performs the swap one by one until the entire schedule is feasible. In this case, there is a possibility that some swaps performed earlier in the process are required to swap back to their original position to make the entire schedule feasible. This technique is useful not only for the binary representations, but also for the job-based or operation based representation. Further details on the use of global harmonization with GAs (or MAs) for solving JSSPs can be found in [17, 26, 28] .
In our proposed algorithm, we consider multiple repairs to narrow down the deadlock frequency. As soon as a deadlock occurs, the algorithm identifies at most one operation from each job that can be scheduled immediately. Starting from the first operation, the algorithm identifies the corresponding machine of the operation and swaps the tasks in that machine so that at least the selected task disallows deadlock for the next time. For n jobs, the risk of getting into deadlock will be removed for at least n operations.
After performing global harmonization, we obtain a population of feasible solutions. We then calculate the makespan of all the feasible individuals and rank them based on their fitness values. We then apply genetic operators to generate the next population. We continue this process until it satisfies the stopping criteria.
Priority rules and local search
As reported in the literature, different priority rules and local searches are imposed in conjunction with GAs to improve the JSSP solution. Dorndorf and Pesch [6] proposed twelve different priority rules for achieving better solutions for JSSPs. However they suggested choosing only one of these rules while evaluating the chromosome. In this section, we introduce three new priority rules. We propose to use these rules as local search techniques for selected individuals after the fitness evaluation. The action of the local searches will be accepted if and only if it improves the solution. As the improvement is passed to the chromosomes, which can be transferred to the offspring, it follows Lamarckian type learning [19] . The local searches are briefly discussed below.
Partial reordering (PR)
In the first rule, we identify the machine (m k ) which is the deciding factor for the makespan in phenotype p and the last job ( j k ) that is to be processed by the machine m k . The machine m k can be termed as the bottleneck machine in the chromosome under consideration. Then we find the machine (say m ) required by the first operation of job j k . The re-ordering rule then suggests that the first operation of job j k must be the first task on machine m if it is not already scheduled. If we move the job j k from its current lth position to the 1st position, we may need to push some other jobs currently scheduled on machine m to the right. In addition, it may provide an opportunity to shift some jobs to the left on other machines. The overall process helps to reduce the makespan for some chromosomes. Algorithm I and II in the Appendix describe this re-ordering process.
The following explains the re-ordering process with a simple example. In Fig. 1a , the makespan is the completion time Improvement j1 j3 j2 Fig. 1 Gantt chart of the solution (a) before applying the partial reordering and (b) after applying partial reordering and reevaluation of job j 3 on machine m 1 . That means machine m 1 is the bottleneck machine. Here, job j 3 requires machine m 3 for its first operation. If we move j 3 from its current position to the first operation of machine m 3 , it is necessary to shift job j 2 to the right for a feasible schedule on machine m 3 . These changes create an opportunity to move job j 1 on m 3 , j 3 on m 2 and j 3 on m 1 to the left without violating the operational sequences. As can be seen in Fig. 1b , the resulting chromosome is able to improve its makespan. The change of makespan is indicated by the dotted line. Algorithm II in Appendix also shows how the partial reordering can be done.
Gap reduction (GR)
After each generation, the generated phenotype usually leaves some gaps between the jobs. Sometimes, these gaps are necessary to satisfy the precedence constraints. However, in some cases, a gap could be removed or reduced by placing a job from the right side of the gap. For a given machine, this is like swapping between a gap from the left and a job from the right of a schedule. In addition, a gap may be removed or reduced by simply moving a job to its adjacent gap at the left. This process would help to develop a compact schedule from the left and continuing up to the last job for each machine.
Of course, it must ensure no conflict or infeasibility before accepting the move.
The rule is to identify the gaps in each machine, and the candidate jobs which can be placed in those gaps, without violating the constraints and not increasing the makespan. The same process is carried out for any possible shift of jobs to the left of the schedule.
The gap reduction rule, with swapping between gap and job, is explained using a simple example. A simple instance of a schedule is shown in Fig. 2a . In the phenotype p, j 1 follows j 2 in machine m 2 , however, job j 1 can be placed before j 2 , as shown in Fig. 2b , due to the presence of an unused gap before j 2 . A swap between this gap and job j 1 would allow the processing of j 1 on m 2 earlier than the time shown in Fig. 2a . This swapping of j 1 on m 2 creates an opportunity to move this job to the left on machine m 3 (see Fig. 2c ).
Finally, j 3 on m 2 can also be moved to the left which ultimately reduces the makespan as shown in Fig. 2d . Algorithm III in the Appendix gives the step by step GR algorithm.
Restricted swapping (RS)
For a given machine, the restricted swapping rule allows swapping between the adjacent jobs if and only if the resulting 
Time schedule is feasible. This process is carried out only for the job which takes the longest time for completion. Suppose job j takes the longest time for completion as the phenotype p. The algorithm starts from the last operation of j in p and checks with the immediate predecessor operation whether these two are swappable or not. The necessary conditions for swapping are: none of the operations can start before the finishing time of the immediate predecessor operation of that corresponding job, and both operations have to be finished before starting the immediate successive operations of the corresponding jobs. Interestingly, the algorithm does not collapse the feasibility of the solution. It may change the makespan if any of the operations are the last operation of the corresponding machine, but it will also give an alternate solution which may improve the fitness of the solution in successive generations, when the phenotype will be rescheduled. The details of this algorithm are mentioned in Algorithm IV in the Appendix.
This process also allows swapping between two randomly selected individuals. This is done for a few individuals only. As the complexity of this algorithm is simply of order n, it does not affect the overall computational complexity much.
Implementation
First, we implement a simple GA for solving JSSPs. Each individual is represented by a binary chromosome. We use the job-pair relationship based representation as of Nakano and Yamada [17, 26] and Paredis et al. [20] . We use simple two point crossover and bit flip mutation as reproduction operators. We carried out a set of experiments with different crossover and mutation rates to analyze the performance of the algorithm. After the successful implementation of the GA, we implemented three versions of MAs by introducing the priority rules as local search techniques, as discussed in the last section, as follows:
• MA(PR): Partial re-ordering rule with GA • MA(GR): Gap reduction rule with GA and • MA(GR-RS): Gap reduction and restricted swapping rule with GA
In both GA and MA, we apply elitism in each generation to preserve the best solution found so far, and also to inherit the elite individuals more than the rest [9, 13] . In performing the crossover operation, we use the tournament selection that chooses one individual from the elite class of the individuals (i.e. the top 15%) and two individuals from the rest. This selection then plays a tournament between the last two and performs crossover between the winner and the elite individual. We rank the individuals on the basis of the fitness value. A high selection pressure on the better individuals may contribute to premature convergence. In particular, we consider the situation where 50% or more of the elite class are the same solution. In this case, their offspring will be quite similar after some generations. To counter this, when this occurs, a higher mutation rate will be used to help to diversify the population. We carried out experiments by varying the crossover and mutation rates for all the test problems. From the experimental results, the best crossover and mutation rate was identified as 0.45 and 0.35 respectively. Detailed result and analysis are discussed in the next section. We set the population size to 2500 and the number of generations to 1000. Note that JSSPs usually require a higher population size. For example [22] used a population size of 5000 even for 10 × 10 problems. In our approach, GR is applied to every individual. On the other hand, we apply PR and RS to only 5% of randomly selected individuals in every generation. In implementing all local searches, we use the following conditions.
• A change in the individual, due to local search, will be accepted if it improves the fitness value.
• If the fitness value does not improve, the change can still be accepted, if it is better than a certain threshold value.
To test the performance of our proposed algorithms, we have solved the 40 benchmark problems designed by Lawrence [15] and have compared our results with several existing algorithms. The problems range from 10 × 5 to 30 × 10 where n × m represents n jobs and m machines.
Result and analysis
The results for the benchmark problems were obtained by executing the algorithms on a personal computer. Each problem was run 30 times and the results and parameters are tabulated in Tables 2, 3 , and 4. Table 2 compares the performance of four algorithms we implement [GA, MA(PR), MA(GR), and MA(GR-RS)] in terms of the % average relative deviation (ARD) from the best result published in the literature, the standard deviation of % relative deviation (SDRD), and the average number of fitness evaluations required. From Table 2 , it is clear that the performance of the MAs are better than the GA, and MA(GR) is better than both MA(PR) and GA. The addition of RS to MA(GR), which is known as MA(GR-RS), has clearly enhanced the performance of the algorithm. Out of the 40 test problems, both MA(GR) and MA(GR-RS) obtained exact optimal solutions for 23 problems. In addition, MA(GR-RS) obtained optimal solutions for another 4 problems and substantially improved solutions for 10 other problems. In general, these two algorithms converged quickly, which can be seen from the average number of fitness evaluations. As shown in Table 2 , the addition of the local search techniques to GA (for the last two MAs) not only improves the quality of solutions significantly but also helps in converging to the solutions with a lower number of generations and a lower total number of fitness evaluations. However, as the local search techniques require additional computation, the computational time per generation for all three MAs is higher than GA. For example, the average computational time taken per generation by the algorithms GA, MA(PR), MA(GR) and MA(GR-RS) are 0.744, 0.782, 0.775 and 0.817 s, respectively. Interestingly, the overall average computational time per test problem solved, MA(GR) and MA(GR-RS) are much lower compared to the other two algorithms. As of Table 2 , for all 40 test problems, the algorithm MA(GR-RS) improved the average of the best solutions over GA by 2.623%, while reducing the computational time by 40.57% on average per problem.
To analyze the individual contribution of the local search methods, we experiment on a sample of five problems (la21-la25) with the same set of parameters in the same computing environment. For these problems, the individual percentage improvements of PR, GR and RS over GA after 100, 250 and 1000 generations are reported in Table 3 .
The % improvement for a local search (LS) after n generations is
Although all three priority rules have a positive effect, GR's contribution is significantly higher than the other two rules and is consistent over many generations. Interestingly, in case of GR, the average rate of improvement gradually decreases with the generation number increases (8.92% after 100 generations and 6.31% after 1000 generations). The reason for this is that, GR starts with a set of high quality initial solutions. Although PR and RS have no signification effect on the solutions after first evaluation, GR provided 18.17% improvement compared to GA. This is measured by the average improvement of the best makespan after the first evaluation without applying any other genetic operators.
To observe the contribution more closely, we recorded the improvement due to the individual local search in every generation in the first 100 generations. It was observed that GR consistently outperformed the other two local search algorithms. PR is effective only for the bottleneck jobs, whereas GR was applied to all individuals. The process of GR eventually makes most of the changes performed by PR over some (or many) generations. We identified a number of individuals where PR could make a positive contribution. We applied GR on those individuals to compare their relative contribution. For the five problems we considered over 1000 generations, we observed that GR made a 9.13% higher improvement than PR. It must be noted here that GR is able to make all the changes which PR does. That means PR cannot make an extra contribution over GR. As a result, the inclusion of PR with GR does not help to improve the performance of the algorithm. That is why we do not present other possible variants of MAs, such as MA(PR-RS), MA(GR-PR) and MA(GR-RS-PR). We have also tested a number of other priority rules, such as (1) the job with the longest total machining time required under an unconstrained situation gets the top priority, (2) identifying two or more bottleneck machines, and applying the rules simultaneously, and (3) allowing multiple swapping in one go. As these rules do not provide significant benefits, we are reluctant to report them here.
Both PR and RS were applied only to 5% of the individuals. The role of RS is mainly to increase the diversity. A higher rate of PR and RS does not provide significant benefits either in terms of quality of solution or computational time. We experimented with varying the rate of PR and RS individually, for five selected problems, from 5 to 25% and tabulated the percentage relative improvement from GA in Table 4 .
From the above Table, it is clear that the increase of the rate of applying PR and RS does not improve the quality of the solutions. Moreover, it takes extra time to converge. Table 5 presents the best, average, standard deviation, median and worst fitness, with the best known fitness, for 40 test problems, for our four algorithms [GA, MA(PR), MA(GR), and MA(GR-RS)].
As shown in Table 5 , MA(GR-RS) outperformed our other three algorithms. We have compared the performance of our best algorithm MA(GR-RS) with other published algorithms based on the average of relative deviation (ARD) and the standard deviation of the relative deviations (SDRD) as presented in Table 6 . As different authors used different numbers of problems, we have compared the results based on the number of test problems solved by the other. For example, as Ombuki and Ventresca [18] solved 25 (problems la16-la40) out of the 40 test problems considered in this research, we calculated ARD and SDRD for these 25 problems to make a fairer comparison.
As in Table 6 , for 7 selected problems, MA(GR-RS) outperforms Croce et al. [5] For 24 selected problems, MA(GR-RS) also outperforms Adams et al. [2] SB II algorithm. For 25 test problems (la16-la40), our proposed MA(GR-RS) is very competitive with SBGA (60) but much better than Ombuki and Ventresca [18] . When considering all 40 test problems, our MA(GR-RS) clearly outperformed all the algorithms compared in Table 6 .
Our algorithm, MA(GR-RS), works well for most benchmark problems tested. If the distribution of the jobs to all machines is uniform (in terms of the number of jobs requiring a machine) with respect to the time axis, the problem can be managed using GA alone. However, if the concentration of jobs is high on one machine (or on a few machines) relative to the others, within any time window, GA usually fails to achieve good quality solutions. In those cases, our PR rule improves the solution because of its reordering of the tasks to give priority on the bottleneck machines. Our combined GR and RS rules improve the solution by utilizing any useful gaps left in the schedules and by swapping the adjacent jobs on a given machine.
Parameter analysis
In GAs and MAs, different reproduction parameters are used. We performed experiments with different combinations of parameters to identify the appropriate set of parameters and their effect on solutions. A higher selection pressure on better individuals, with a higher rate of crossover, contributes towards diversity reduction hence the solutions converge prematurely. In JSSPs, as a big portion of the population converges to particular solutions, the probability of solution improvement reduces because the rate of selecting the same solution increases. So it is important to find an appropriate rate for crossover and mutation. Three sets of experiments were carried out as follows:
• Experiment 1 Crossover varied from 0.60 to 0.95 with an increment of 0.05, and mutation from 0.35 to 0.00 with a reduction of 0.05. However, the crossover rate plus the mutation rate must be equal to 0.95. The detailed combinations are shown as 8 sets in Table 7 .
• Experiment 2 Experimented by varying crossover while keeping mutation fixed. The value of mutation was taken from the best set of experiment 1.
• Experiment 3 Experimented by varying mutation while keeping crossover fixed. The value of crossover was taken from the best value of experiment 2.
The detailed results for different combinations are graphically shown in this section. Figure 3 represents how the quality of solutions varies with the changing crossover and mutation rates. For the parameter set 2, our algorithm provided the best solution. In the parameter set 2, the crossover rate is 0.65 and the mutation rate is 0.30. In the second set of experiments, we varied the crossover rate from 0.70 to 0.35 with a step size 0.05 while fixing the mutation at 0.30. Figure 4 presents the outcome of the second set of experiments which shows that the crossover rate of 0.45 is the best with mutation rate of 0.30.
In the third set of experiments, we fixed crossover rate at 0.45 and varied the mutation rate from 0.5-0.0. The third set of experiments showed the effect of mutation when the crossover rate was as fixed the best crossover rate found from the second set of experiments. Figure 5 shows that the algorithm performed better as soon as the mutation rate was increased, while the algorithm is outperforming even with the mutation rate of 0.35, which is almost the equal performing best in the first set of experiments.
It can be concluded from the above experiments that the higher mutation rate and the lower crossover rate perform better for this combination of problems and the algorithm.
It is noted that the average relative deviation in the above Figs. 3, 4 , and 5 is around 1.30%, whereas it is 0.97% in Table 6 . This is due to the fact that the results presented in Tables 5 and 6 are based on the individual parameter tuning, and the results provided in the Figs. 3, 4, and 5 are based on the same parameters for all problems.
Conclusion
Although JSSP is a very old and popular problem, still no algorithm can assure the optimal solution for all test prob- Fig. 3 Average relative deviation (ARD) with respect to different parameter sets tabulated in Table 7 0.012 lems, specifically for larger problems appearing in the literature. However, GAs and MAs are gaining popularity due to their effectiveness of solving optimization problems within a reasonable time period. In this paper, we have presented genetic and memetic algorithm based approaches to solve job-shop scheduling problems. After developing a traditional GA with different kind of operations, we have designed and implemented three local searches and three versions of memetic algorithms. All three memetic algorithms provided superior results than the GA for JSSPs. We have solved 40 benchmark problems and have compared results with well-known algorithms appearing in the literature. Our memetic algorithm MA(GR-RS) clearly outperforms all the algorithms considered in this paper. We have also provided a sensitivity analysis of parameters and have also experimented with different parameters and algorithms for analyzing their contributions. Although our algorithm is performing well, we feel that the algorithm requires further work to ensure consistent performance for a wide range of practical JSSPs. We intend to extend our research by introducing constraints such as, machine breakdown, dynamic job arrival, machine addition and removal, and due date restrictions. Moreover, we would also like to test the performance of our algorithm on large scale problems. However, the new memetic algorithm is a significant contribution to the research of solving JSSPs.
