The multiple knapsack problem is to pack some items into given knapsacks, such that the sum of the knapsack profits is maximized. This paper is concerned with a variant of the multiple knapsack problem, called the multiple knapsack problem with compatible bipartite graph (MKPCBG), where two items can be packed into the same knapsack only if their corresponding vertices are adjacent in the given compatible bipartite graph. Under two different objectives, we prove that the MKPCBG problem is strongly N P-hard, design some 1/2-approximation algorithms, and design two optimal algorithms for the special case where all knapsacks have the same capacity.
Introduction
The knapsack problem is a fundamental problem in combinatorial optimization [7, 12, 13] . One interesting generalization is the multiple knapsack problem, where we are given a set I={1, · · · , n} of n items and a set K={k 1 , · · · , k m } of m knapsacks. Each item i ∈ I has a size s i ∈ Q + and a profit value p i ∈ Q + , and each knapsack k j has a capacity c j . The goal of the multiple knapsack problem is to find a subset U ⊆ I of maximum total profit p(U ) = i∈U p i such that U can be packed into the knapsacks in K without exceeding their capacities [1, 9, 10, 11] .
It is well-known that the multiple knapsack problem is N P-hard. Therefore, it is reasonable to design an approximation algorithm to find a feasible solution for the multiple knapsack problem. A polynomial-time algorithm A for a maximization problem is called a ρ-approximation algorithm, for some ρ ∈ (0, 1), if A produces for any input instance I a solution whose value is at least ρ · OP T (I). The factor ρ is called the approximation ratio of the algorithm. A family of algorithms {A | > 0} for a maximization problem is called a polynomial-time approximation scheme (P-TAS), if A produces a (1 − )-approximate solution in time |I| f (1/ ) , for any > 0. An efficient polynomialtime approximation scheme (EPTAS) is a PTAS with running time of the form f (1/ )|I| O (1) .
[14] presented pseudo-polynomial algorithms for three special graph classes, namely trees, graphs with bounded treewidth and chordal graphs. Different from the KCG problem with a single knapsack [14, 22] , we consider a generalization of the multiple knapsack problem, called the multiple knapsack problem with compatible graphs (MKPCG), where two items can be packed into the same knapsack only if their corresponding vertices are adjacent in a given compatible graph G C = (V, E C ). Clearly, when the number of knapsacks is 1, MKPCG is equivalent to the KCG problem with the complementary graph of G C = (V, E C ). This can also be verified by examining the mathematical formulas of the two problems.
The formal definition of the MKPCG problem is described as follows. We are given a set I = {1, . . . , n} of n items, a set K = {k 1 , . . . , k m } of m knapsacks, and an undirected graph G C =(V, E C ) with V = {v 1 , . . . , v n }, where the vertex v i ∈ V represents the item i ∈ I. Two items i and i in I can be packed into the same knapsack only if two corresponding vertices
Each item i ∈ I has a positive size s i and a positive profit value p i , and each knapsack k j ∈K has a positive capacity c j . The profit of knapsack k j is the total profit of the items packed into it. The MKPCG problem is to pack a subset U ⊆ I of items, such that two items i and i in the same knapsack satisfy v i v i ∈ E C , and the total profit of the knapsacks is maximized.
When G C =(V, E C ) is a bipartite graph, the MKPCG problem is called the multiple knapsack problem with compatible bipartite graph (MKPCBG). In this paper, we consider the MKPCBG problem under two different objectives: one is to maximize the minimum knapsack profit, called max-min MKPCBG, and the other is to maximize the sum of knapsack profits, called max-sum MKPCBG.
The following simple lemma is very important to design polynomial-time algorithms. Lemma 1. For any instance of the MKPCBG problem, each knapsack contains at most two items. Proof. Suppose that there is a knapsack containing three items i, j, and k, which implies that the corresponding three vertices v i , v j , and v k form an odd cycle in G C . This contradicts the fact that each bipartite graph has no odd cycle. Hence, the lemma holds.
Clearly, based on Lemma 1, when the number of knapsacks is a constant, the MKPCBG problem can be solved optimally. For example, when m = 1, there are at most n 2 ways to pack items, which implies that an optimal solution can be obtained by trying all possible ways. Therefore, assume that m is an arbitrary number throughout this paper.
The remainder of this paper is organized as follows. In Section 2, we prove that the max-min MKPCBG problem is N P -hard in a strong sense, design a 1/2-approximation algorithm, and present an optimal algorithm in polynomial time for the max-min MKPCBG problem with identical capacities. In Section 3, we obtain the similar results for the max-sum MKPCBG problem. The last section contains the conclusion.
The max-min MKPCBG problem
Given a compatible bipartite graph
Firstly, we prove that the max-min MKPCBG problem is strongly N P-hardness, and cannot be approximated better than 1/2. Then, based on Lemma 1, we present a greedy algorithm with tight approximation ratio 1/2. Finally, we give an optimal algorithm for a special case where all knapsack capacities are equal.
For each item i and each knapsack k j , we introduce a binary variable x ij , where in a feasible solution x ij = 1 only if item i is packed in knapsack k j , and x ij = 0, otherwise. Then, the max-min MKPCBG problem can be formulated as the following 0-1 integer program:
x ij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , m.
Here, the first type of inequalities is the capacity constraint. The second type of inequalities is to ensure that each item is packed at most one time. The fourth type of inequalities is to ensure that the items packed into the same knapsack k j are adjacent in G C = (V, E C ).
N P-hardness
The N P-hardness of the max-min MKPCBG problem is proved by a transformation from the numerical 3-dimensional matching (N3DM) problem [4] , which is defined as follows. Given three sets of nonnegative in-
z k = mB, we are asked whether these 3m integers can be partitioned into m subsets S 1 , · · · , S m such that each subset S i satisfies that
Theorem 1. The max-min MKPCBG problem is N Phard in the strong sense. Proof.
Given an instance I of the N3DM problem, we construct a corresponding instance τ (I) for the max-min MKPCBG problem as follows. The instance τ (I) consists of n = 2m items with profit 1, m knapsacks k 1 , · · · , k m , and a complete bipartite graph
m, the size of item i is x i , and for i = m + 1, · · · , 2m, the size of item i is y i−m . For i = 1, · · · , m, the knapsack k i has a capacity B−z i .
We claim that there exists a feasible solution to instance I of the N3DM problem if and only if the instance τ (I) of the max-min MKPCBG problem has an optimal solution with the objective value 2.
If instance I has a feasible solution (S 1 , · · · , S m ), we can construct a feasible solution for instance τ (I) as follows. For i = 1, · · · , m, assuming S i = {x i1 , y i 1 , z i 1 }, put the two items i 1 and i 1 + m into the knapsack k i 1 with capacity B − z i 1 . Since the two items i 1 and i 1 +m satisfy x i1 +y i 1 +z i 1 = B, we obtain a feasible solution to instance τ (I) with objective value 2. It is easy to find that the optimal value of instance τ (I) is 2, too.
Conversely, if instance τ (I) has an optimal solution with objective value 2, based on Lemma 1, in the optimal solution, each knapsack contains at most two items. Combining the fact that there are only 2m items with profit 1, we find that each knapsack contains exactly two items from two different item sets {1, · · · , m} and {m + 1, · · · , 2m}. For i = 1, · · · , m, assumes that knapsack k i with capacity B −z i contains two items i 1 and i 1 in the optimal solution, where i 1 ∈{1, · · · , m}, and i 1 ∈ {m + 1, · · · , 2m}. Thus,
is a feasible solution for instance I, where
Since the N3DM problem [4] is N P-hard in the strong sense, then the max-min MKPCBG problem is N P-hard in the strong sense, too.
Moreover, we obtain a strong result for the inapproximation of the max-min MKPCBG problem, which is stated as the following corollary. Corollary 1. The max-min MKPCBG problem cannot be approximated better than 1/2, unless P = N P. Proof. Suppose that there is a polynomial-time algorithm A with approximation ratio 1/2+ε for the maxmin MKPCBG problem, where ε > 0. Using the algorithm A to solve instance τ (I) described in Theorem 1, we obtain a feasible solution with objective value OU T for instance τ (I). Clearly, (1/2 + ε)OP T ≤ OU T ≤ 2, where OP T is the optimal value of instance τ (I).
If OU T =2, we have OP T = 2, as OU T ≤ OP T ≤ 2. This implies that instance I has a feasible solution. If OU T = 1, we have OP T ≤ OU T /(1/2 + ε) = 1/(1/2 + ε), which implies that OP T = 1. Moreover, instance I has no feasible solutions. Thus, the algorithm A solves the N3DM problem in polynomial time. A contradiction. Hence, The max-min MKPCBG problem cannot be approximated better than 1/2, unless P = N P.
Approximation Algorithms
In this subsection, the objective is to design an approximation algorithm for the max-min MKPCBG problem. Based on Lemma 1, a simple idea is to pack one item into a knapsack with minimum profit of the knapsacks as large as possible. This is equivalent to the bottleneck assignment (BA) problem or the maximum cardinality bottleneck bipartite matching problem [15] , which is defined as follows. Let G = (V, E) be a bipartite graph with V = V 1 ∪ V 2 . For each edge e ∈ E, let w(e) be a prescribed weight. The BA problem can be stated as
where F is the set of all maximum cardinality matchings in G. It is no hard to verify that the objective is equivalent to the following objective
To the best of our knowledge, the fastest known algorithms to solve the BA problem have a worst-case complexity of O(|V | |V ||E|) [15, 16] .
Without loss of generality, we assume that each knapsack contains at least one item in the optimal solution, which implies that n ≥ m. By utilizing the algorithms in [15, 16] , we design a greedy algorithm A to solve the max-min MKPCBG problem which is described as follows. greedy algorithm A
Step 1. Construct an auxiliary bipartite graph G 1 = (V ∪U, E 1 ; p), where V = {v 1 , · · · , v n } represents the set of n items, and U = {u 1 , · · · , u m } represents the set of m knapsacks. Here, v i u j ∈ E 1 if and only if the size of item i is no more than the capacity of knapsack k j , i.e., s i ≤ c j . For each v i u j ∈ E 1 , p(v i u j ) = p i denotes the profit of knapsack k j , if item i is packed into knapsack k j .
Step 2. Use the algorithms in [15, 16] to find a maximum cardinality matching M in G 1 such that minimum e∈M {p(e)} is maximized.
Step 3. For each v i u j ∈ M , packing item i into knapsack k j , we will obtain a feasible packing where each knapsack contains only one item. Theorem 2. The greedy algorithm A is a polynomial-time algorithm in time O(n 5/2 ) with approximation ratio 1/2 for the max-min MKPCBG problem. Proof. Let OP T (> 0) be the objective value of the optimal solution for the given instance, and OU T the objective value of the solution produced by greedy algorithm A. For any optimal solution, by Lemma 1, there are at most 2 items packed in the knapsack k j . For each knapsack k j , if it contains two items, discarding the item with less profit, we will obtain a feasible packing where each knapsack k j contains only one item i j . It is easy to verify that min j p ij ≥ OP T /2. Consider the bipartite G = (V ∪ U, E ), where E = {e k |e k ∈ E 1 and p(e k ) ≥ min j p ij }. Clearly, the maximumcardinality matching M of G contains m edges. As E ⊆ E 1 , M is also a maximum-cardinality matching of G 1 = (V ∪ U, E 1 ; p). From the construction of the greedy algorithm A, we have OU T ≥ min j p ij , implying that OU T ≥ OP T /2.
Step 1 can done within O(mn);
Step 2 can done within O((m+n) (m + n)mn);
Step 3 can done within O(m). Thus, the running time of the greedy algorithm A is O(mn + (m + n) (m + n)mn + m)=O(n 5/2 ), as m ≤ n.
To design a more efficient algorithm, we relabel the items and knapsacks such that p 1 ≥ · · · ≥ p n for n given items, and c 1 ≤ · · · ≤ c m for m given knapsacks. Clearly, if item i can be packed into knapsack k j (j < m), it can alsobe packed into knapsack k j+1 , which has a higher capacity. Making more careful observations, we obtain the following result, which is easy to be verified. Lemma 2. There is an optimal matching M for G 1 in
Step 2 of the greedy algorithm A, which satisfies that, for two edges v i u j , v i u j ∈ M with i < i , either
is the optimal matching which satisfies the condition.
Based on the above lemma, we find a simple improved greedy algorithm B as follows. improved greedy Algorithm B For i = 1, · · · , n, use the binary method to find the null knapsack k j with minimum index such that s i ≤ c j . If there exists, pack item i into k j . Otherwise, discard item i. Theorem 3. The improved greedy algorithm B is a polynomial-time algorithm in time O(n log m) with approximation ratio 1/2 for the max-min MKPCBG problem. Proof. Let M be a matching described in Lemma 2, where M contains the nodes in V with indices as small as possible. For each v i u j ∈ M , pack item i into knapsack k j . It is no hard to verify that we obtain a feasible solution which is exactly the solution produced by the improved greedy Algorithm B. By Lemma 2, the theorem holds. Clearly, the improved greedy Algorithm B can be done within O(n log m).
The max-min MKPCBG problem with identical capacities
In this subsection, we consider a special case for the max-min MKPCBG problem where all knapsacks have the same capacity c. Fortunately, there is a simple polynomial-time algorithm which can produce an optimal solution as follows.
For each item i, if s i > c, it can not be packed into any knapsack. Thus, discarding item i with size more than c will not change the optimal objective value. For now on, assume that s i ≤ c for each item i. Based on Lemma 1, each knapsack contains at most two items. In the optimal solution, if the knapsack k j contains one item, we pack a "dummy" item with profit 0 into it. This will not change the objective value. Thus, we assume that each knapsack contains exactly two items in the optimal solution.
Our optimal algorithm C for the max-min MKPCBG problem with identical capacities is described as follows. optimal algorithm C
Step 1. Construct an auxiliary bipartite graph G 2 = (V ∪ U, E 2 ; p), where both V = {v 1 , · · · , v n } and U = {u 1 , · · · , u n } represent the set of n items. For i = 1, · · · , n, v i u i ∈ E 2 and p(v i u i ) = p i , which means that the profit of the knapsack containing only one item i is equal to p i . For i, j = 1, · · · , n and i = j, v i u j ∈ E 2 if and only if s i +s j ≤ c and two items i and j can be packed into the same knapsack, i.e., v i v j ∈ E C . For each edge v i u j ∈ E 2 (i = j), p(v i u j ) = p i + p j is the total profit of the knapsack which contains items i and j.
Step 2. Use the algorithms in [15, 16] to find a matching M with cardinality m in G 2 such that minimum e∈M {p(e)} is maximized.
Step 3. For i = 1, · · · , n, if v i u i ∈ M , pack item i into a knapsack. For i, j = 1, · · · , n and i = j, if v i u j ∈ M , pack items i and j into a knapsack. Theorem 4. When all knapsacks have the same capacity c, the optimal algorithm C is an optimal algorithm with running time O(n 5/2 ) for the max-min MKPCBG problem. Proof. Consider an arbitrary optimal solution with objective value OP T for the given instance. We use the following method to construct a matching M with cardinality m in G 2 . In the optimal solution, if two items i and j in the same knapsack, we have s i + s j ≤ c and v i v j ∈ E C , which implies v i u j ∈ E 2 . Add the edge v i u j to M . If the knapsack contain only one item i in the optimal solution, add the edge v i u i into M . It is no hard to verify that M is a feasible matching with cardinality m in G 2 . As the matching M satisfies that minimum e∈M {p(e)} is maximized, the solution produced by the optimal algorithm is OP T .
Step 1 can done within O(n 2 );
Step 2 can done with-
Step 3 can done within O(m). Thus, the running time of the greedy algorithm is O(n 5/2 ), as m ≤ n.
The max-sum MKPCBG problem
In this section, we use the method in the last section to study the max-sum MKPCBG problem. Similarly, the max-sum MKPCBG problem can be formulated as the following 0-1 integer program:
x ij ≤ 1, i = 1, . . . , n;
Here, the first type of inequalities is the capacity constraint. The second type of inequalities is to ensure that each item is packed at most one time. The third type of inequalities is to ensure that the items packed into the same knapsack k j are adjacent in
Similarly to the proof of Theorem 1, we obtain Theorem 5. The max-sum MKPCBG problem is N Phard in the strong sense.
Approximation Algorithms
In this subsection, the objective is to design an approximation algorithm for the max-sum MKPCBG problem. Based on Lemma 1, a simple idea is to pack one item into a knapsack with total profit of the knapsacks as large as possible. This is equivalent to find a maximum weighted matching in a bipartite graph. Based on the classical matching algorithms, we design a greedy algorithm D to solve the max-sum MKPCBG problem which is described as follows. greedy algorithm D
Step 1. Construct an auxiliary bipartite graph G 1 = (V ∪ U, E 1 ; p), as in the Step 1 of greedy algorithm A.
Step 2. Use the algorithms in [3, 18] to find a maximum weighted matching M in G 1 such that e∈M p(e) is maximized.
Step 3. For each v i u j ∈ M , packing item i into knapsack k j , we will obtain a feasible packing where each knapsack contains at most one item.
Theorem 6. The greedy algorithm D is a polynomial-time algorithm in time O(n 2 m) with approximation ratio 1/2 for the max-sum MKPCBG problem.
Proof. Let OP T (> 0) be the objective value of the optimal solution, and OU T the objective value of the solution produced by greedy algorithm D. For any optimal solution, by Lemma 1, there are at most 2 items packed in the knapsack k j . For each knapsack k j , if it contains two items, discarding the item with less profit, we will obtain a feasible packing where each knapsack k j contains at most one item i j . It is easy to verify that
where p ij = 0 if knapsack k j contains nothing in the optimal solution. Consider the matching M = {v ij u j | knapsack k j contains at least one item }. Clearly, M is a matching of G 1 = (V ∪ U, E 1 ; p). From the construction of the greedy algorithm D, we have OU T = e∈M p(e) ≥ e∈M p(e) ≥ OP T /2, following from (1).
Step 2 can done within O(n 2 m) [3, 18] , as m ≤ n in general;
Step 3 can done within O(m). Thus, the running time of the greedy algorithm D is O(n 2 m).
As in the last section, we can use improved greedy algorithm B to find a feasible solution for the maxsum MKPCBG problem. Theorem 7. The improved greedy algorithm B is a polynomial-time algorithm in time O(n log m) with approximation ratio 1/2 for the max-sum MKPCBG problem. Proof. Similarly to the proof of Theorem 3.
The max-sum MKPCBG problem with identical capacities
In this subsection, we consider a special case of the max-sum MKPCBG problem where all knapsacks have the same capacity c. As in the last section, we assume that each knapsack contains exactly two items in the optimal solution. Our optimal algorithm E for the max-sum MKPCBG problem with identical capacities on a bipartite graphis described as follows. optimal algorithm E
Step 1. Construct an auxiliary bipartite graph G 2 = (V ∪ U, E 2 ; p), as in the Step 1 of optimal algorithm C.
Step 2. Use the matching algorithms [3, 18] to find a matching M with cardinality m in G 2 such that e∈M p(e) is maximized.
Step 3. For i = 1, . . ., n, if v i u i ∈ M , pack item i into a knapsack. For i, j = 1, . . ., n and i = j, if v i u j ∈ M , pack items i and j into a knapsack. Theorem 8. When all knapsacks have the same capacity c, the optimal algorithm E is an optimal algorithm with running time O(n 3 ) for the max-sum MKPCBG problem. Proof. Consider an arbitrary optimal solution with objective value OP T . We use the following method to construct a matching M with cardinality m in G 2 . In the optimal solution, if two items i and j in the same knapsack, we have s i + s j ≤ c and v i v j ∈ E C , which implies v i u j ∈ E 2 . Add the edge v i u j to M . If the knapsack contain only one item i in the optimal solution, add the edge v i u i into M . It is no hard to verify that M is a feasible matching with cardinality m in G 2 . Since the matching M satisfies that e∈M p(e) is maximized, we have e∈M p(e) ≥ e∈M p(e), which implies that the solution produced by the optimal algorithm E is OP T .
Step 1 can done within O(n 2 ) time;
Step 2 can done within O(n 3 ) time [3, 18] ;
Step 3 can done within O(m) time. Thus, the running time of the greedy algorithm E is O(n 3 ).
To reduce the running time of the greedy algorithm E, one can use the b-matching algorithm in [6] to find an optimal matching, or the linear-time algorithm in [2] to find an approximate maximum weight matching in Step 2. When G C is a complete bipartite graph, which implies that every vertex in V 1 can be packed with a vertex in V 2 if the total size of two items is no more than c, it is possible to design a more efficient algorithm to find an optimal solution. Theorem 9. When G C = (V, E C ) is a complete bipartite graph and p i = 1 for every item i, the maxsum MKPCBG problem with identical capacities can be solved within O(n log n) time. Proof. Relabel the items in V 1 and V 2 according the sizes, such that s 1 ≤ . . . ≤ s n1 , and s n1+1 ≤ . . . ≤ s n .
Clearly, there are at most m items in V 1 packed in the optimal solution. If the item i < n 1 is not packed and the item i satisfying i < i ≤ n 1 is packed in the optimal solution, we can replace item i by i without decreasing the objective value, following from the assumptions. Thus, we only need to consider the first m 1 = min{m, |V 1 |} vertices in V 1 . For i = 1, . . ., m 1 , use the binary method to find the unpacked vertex v i (n 1 + 1 ≤ i ≤ n) with maximum index such that s i + s i ≤ c. If there exists, pack items i and i into a null knapsack. Otherwise, pack an arbitrary unpacked item into a null knapsack until all the knapsacks are full. It is easy to verify that the running time is O(n log n).
Conclusion
In this paper, we have studied two variants of the multiple knapsack problem, called the max-min MKPCBG problem and max-sum MKPCBG problem. We have presented a tight 1/2-approximation algorithm for the max-min MKPCBG problem. It is interesting to design a polynomial-time algorithm with approximation ratio better than 1/2 for the max-sum MKPCBG problem. Since the bipartite graph has such a special property as stated in Lemma 1, it is challenging to design approximation algorithms for the MKPCG problem on interval graphs, split graphs, and other special graphs.
