The active and inactive state of transcription factors in growing cells is usually directed by allosteric physicochemical signals or metabolites, which are in turn either produced in the cell or obtained from the environment by the activity of the products of effector genes. To understand the regulatory dynamics and to improve our knowledge about how transcription factors (TFs) respond to endogenous and exogenous signals in the bacterial model, Escherichia coli, we previously proposed to classify TFs into external, internal and hybrid sensing classes depending on the source of their allosteric or equivalent metabolite. Here we analyze how a cell uses its topological structures in the context of sensing machinery and show that, while feed forward loops (FFLs) tightly integrate internal and external sensing TFs connecting TFs from different layers of the hierarchical transcriptional regulatory network (TRN), bifan motifs frequently connect TFs belonging to the same sensing class and could act as a bridge between TFs originating from the same level in the hierarchy. We observe that modules identified in the regulatory network of E. coli are heterogeneous in sensing context with a clear combination of internal and external sensing categories depending on the physiological role played by the module. We also note that propensity of two-component response regulators increases at promoters, as the number of TFs regulating a target operon increases. Finally we show that evolutionary families of TFs do not show a tendency to preserve their sensing abilities. Our results provide a detailed panorama of the topological structures of E. coli TRN and the way TFs they compose off, sense their surroundings by coordinating responses.
INTRODUCTION
Organisms multiparty and re-associate their transcriptional regulatory network (TRN) orchestrating numerous transcriptional responses depending on the fluctuations in their internal and external conditions (1, 2) . The cellular components that sense these variations are linked to the transcriptional machinery through the activity of transcription factors (TFs). TFs can respond to specific signals resulting in allosteric modifications that change their affinities to specific DNA-binding sites (operators) or with the rest of the transcriptional machinery (3) . These effector signals can be classified as exogenous or endogenous depending on their origin in the cellular context, i.e. whether the cell can take them from the milieu or produce them in the cytoplasm (4, 5) .
From a network perspective, TRNs have been studied in the following order of simplicity in terms of their topological organization: (i) at a global level TRNs have been shown to possess a multi-layer hierarchical modular structure using either a top-down or a bottoms-up approach for determining hierarchy (6, 7) , (ii) modules, these structures include the activity of several TFs sharing the regulation of related physiological functions (8) (9) (10) (11) and (iii) motifs, which are composed of patterns constituting one or more TFs modulating the activity of a set of target genes (12) (13) (14) . Three motif types were found to be dominant in TRNs, namely feed forward loops (FFLs) in which two TFs control the activity of the target gene with one of the TFs regulating the other, bifans in which two different TFs both control the expression of two target genes and single input modules (SIMs), where a single TF controls a group of target genes. On the other hand, from a genomic perspective, identification of operators in the non-coding regions of DNA responsible for the physical interaction between the DNA-recognition domain of TFs and the promoter zone has been an area of longstanding interest (15) (16) (17) . However, from a signal integration perspective which involves our ability to understand how a simple organism like Escherichia coli can integrate signals from the exterior to the interior and coordinate its responses to changing environments, our knowledge is rather limited. Some recent studies tried to address this question, using publicly available expression data in E. coli and budding yeast, however they have mostly limited their study to understand global dynamics (1, 18) .
In this work, we study how the TFs that sense exogenous and/or endogenous signals [see Supplementary Data; (4, 5) ], constitute and define the behavior of topological structures in the E. coli regulatory network. In addition, we address how the regulatory code is interpreted by this set of TFs at the promoters they act upon. Although two recent studies have addressed certain aspects of combinatorial regulation in TRNs, no systematic in-depth large-scale comparison of the biological classification of TFs (based on the source of their biochemical signals) against different topological structures like motifs and modules has been performed (19, 20) . The results presented in this work enhance our understanding of the logic used by simple cells to sense and respond to environmental changes through the activity of TFs, which coordinate and partition the cell to respond to quotidian changing conditions.
MATERIALS AND METHODS

TFs and their evolutionary families in E. coli
Complete set of E. coli TFs analyzed in this study were obtained from RegulonDB (21) , which is a manually curated database containing information on transcriptional regulation and operon organization in E. coli. Majority of the DNA-binding TFs in bacterial genomes can be classified in to a number of families based on structural homologies (22, 23) . TF families classified based on structural domains of the DNA-binding regions comprise of three folds, the helix-turn-helix, the winged helix and the beta ribbon with the most abundant among TFs being the classical helix-turn-helix domain (24) . Evolutionary families for the complete repertoire of E. coli TFs having a helix-turn-helix domain, have been defined according to a previous study (22) . Only those evolutionary families in which at least two TFs could be associated to a sensing class were considered. All calculations for each family were performed with respect to the total number of TFs which could be classified into a sensing category. A total of 13 families were analyzed for understanding preferences in sensing class distribution.
Data of transcriptional regulatory interactions and sensing classification in E. coli
The currently known network of transcriptional regulatory interactions in the complete genome of E. coli was obtained from RegulonDB (21) . The network contained 1368 nodes and 2773 edges after removing autoregulatory and sigma-mediated interactions. TFs which act as dimers were also taken into account by manual curation to generate the final set of regulatory interactions. The basic unit of transcriptional sensing is composed of a TF and its corresponding effector genes; the former encode for a TF sensing the effector signal produced or obtained by the product of the second gene (4, 5, 25) . The main character of the subclasses of the genetic sensing machinery in E. coli are shown in Supplementary Data and a more complete discussion is presented elsewhere (4) . It was possible to obtain experimental or annotated information for 123 TFs and 324 effector genes. This set of TFs correspond to 41% of about 300 predicted TFs in E. coli (22, 23) .
Identification of motifs and motif subtypes in the TRN
Network motifs are defined as recurring regulation patterns which occur in the TRNs more often than expected by chance (12, 26) . In the regulatory network of E. coli three distinct types of motifs have been found to be predominant, namely (i) FFL, in which a TF regulates the expression of another transcription factor which together modulate the expression of the target gene; (ii) SIM, in which a single TF regulates several genes and is equivalent to a simple regulon (27) ; (iii) bifans in which two different TFs both regulate two target genes and are analogous to complex regulons (27) . FFL appears to be the most abundant motif among the best studied transcriptional networks. To identify different kinds of motifs in the TRN we searched for the respective sub-graphs in the network with the specified topology. Note that for motif identification each gene of an operon would result in a regulatory interaction and hence, if an operon had three genes and was regulated by two TFs, this would lead to three bifans. However, our end results did not vary when an operonbased regulatory network was considered. We identified a total of 865 FFLs, 20480 bifans and 52 SIMs in the transcriptional network of E. coli. However, TFs in only 659 FFLs, 16759 bifans and 35 SIMs could be associated to a sensing class and hence were used for further analysis. Complete set of these network motifs along with the association of their TFs to sensing categories analyzed in this study can be obtained as Supplementary Data. FFLs can be sub-divided into eight different types of motifs depending on the mode of action of each of the two TFs involved in a FFL (28) . Motif sub-types of FFLs were identified by using the mode of action of a TF on its target gene in the regulatory network. If a target gene is known to be both activated and repressed by a TF then each interaction was considered independently for identifying FFL motif-subtypes.
Identification of modules in the network of transcriptional regulatory interactions among TFs
Although there is no general consensus on the definition of a regulatory module (29) , a transcriptional regulatory module is typically defined as a set of genes that are regulated by a common set of TFs. Under this definition, it is intuitive to expect that various cellular processes can be conveniently regulated by discrete and separable modules which can coordinate the activities of many genes and carry out complex functions. Therefore, identifying transcriptional modules is useful for understanding cellular responses to internal and external signals under different cellular conditions. Due to our interest in only TFs forming part of the modules we identified the modules in the regulatory network according to a previously proposed approach (9) . Briefly, we first constructed a distance matrix of the TFs, using the inverse square of the shortest path length between any two nodes and then hierarchically clustered the interactions to obtain modules. A total of eight modules were identified in the regulatory network. The obtained modules were then analyzed for the composition of different sensing classes.
Estimating the significance of enrichment for sensing categories in motifs
To calculate the significance of enrichment of sensing class combinations from different positions of FFL and bifan and to estimate the enrichment for a particular sensing category at a position in motifs, we compared the distribution of sensing classes with tendencies seen in 1000 randomly generated sets of motif structures same in count as the number of motifs seen in the regulatory network. Random motif structures for FFLs were generated by shuffling the labels of TFs between two motifs chosen at random while preserving their position in the motif. This was done to preserve the overall connectivity of the TF while still randomly associating it with a TF from another sensing class in the motif context. Similarly, random motif structures were created by shuffling the labels of TFs between pairs of bifan motifs to preserve the connectivity of a TF while changing its association with the sensing class of the other TF. The total number of random shuffles in the generation of each of the 1000 random sets was equal to two times the number of motifs detected of a given type. Shuffling in the order of the square of number of motifs of a given type did not vary our end results. For SIMs, 1000 sets of 35 TFs were sampled from those which could be classified into a sensing category and tested for enrichment of sensing class. For all observations reported in this study, statistical significance was assessed based on (i) z-score, calculated as the number of SDs the observed value is away from the randomly expected mean. This is obtained as the ratio between the differences of the observed, x, and random expected, m, values to the standard deviation, s i.e. z = (x À m)/s) and (ii) P-values, defined as the fraction of the 1000 random trails which showed a value greater than equal to what was observed in the real dataset. Values of |z-scores| !3.3 and P-value 10
À3
(unless stated) were considered to show a significant difference in comparison to the null model. So in all the figures z-score was used as a parameter to assess significance.
RESULTS
Most FFL motifs co-ordinate their activity using a combination of internal and external sensing TFs Motifs are sub-graphs which occur more frequently than expected by chance in networks. They have been first described in the TRN of E. coli and subsequently found in a variety of complex systems (12, 26) . FFL is a three-node subgraph and is one of the most abundantly found motif in all well characterized TRNs studied so far (14) . This motif comprises of three genes: a regulator X, which regulates Y, and gene Z which is regulated by both X and Y (Figure 1a ). Unlike bifan motifs (see below) FFLs are not symmetric for the positions of the two TFs comprising this motif as the first TF regulates two genes while the second regulates only one. To understand the organization of TFs in FFLs in the context of sensing classification we first identified the complete set of FFLs in the currently known TRN of E. coli (see Materials and Methods section). A total of 659 FFLs could be identified which could be associated to TFs with a classified category of sensing. To address the contributions and enrichment of different classes of sensing for the positions of the two TFs which comprise a FFL, we compared distributions seen to randomly generated FFLs (see Materials and Methods section). We found ISM (Internal Sensing Metabolites class) to be significantly enriched for the first position of the FFL while the sensing classes H (Hybrid; sensing transported and synthesized metabolites), ETC (External sensing Two-Components) and ETM (External sensing Transported Metabolites) are underrepresented in the first position (Table 1) . On the other hand, the second position is overrepresented by TFs from H, ETC and ETM and as expected suppressed for TFs from ISM. Interestingly, the IDB class, comprising of nucleoid-associated proteins responsible for controlling DNA topology and nucleoid organization, were not found to show any significant preference for the first or the second position however they were found to occur in a combinatorial fashion in FFLs (see below and Figure 1b ). We then addressed the enrichment for combinatorial control by sensing classes in the entire pool of FFLs. To study this we compared against 1000 randomly generated FFL sets, same in size as the observed set, by shuffling TFs between pairs of FFLs as described in detail in Materials and Methods section. Figure 1b shows the pair wise combinations of sensing classes that were significantly enriched for positions 1 and 2 in FFLs. It should be noted that individual tendencies for either positions need not be the same as the pair-wise combinations in FFLs. We observed a clear and strong preference for the following series of combinations: ISM-H (P < 0.001), ISM-ETM (P < 0.001), ISM-ETC (P < 0.001), IDB-IDB (P < 0.001) and H-H (P < 0.004), suggesting that the first position of the FFL is preferentially occupied by ISM TFs when the second position is occupied by Hybrid (H) or one of the external class of TFs (ETM or ETC). These observations clearly suggest a strong coordination between the internal and external classes of TFs in FFLs. It is also interesting to note from this heatmap that IDB TFs strongly co-regulate their target promoters with only other of their kind. Similarly H TFs were also found to show this tendency indicating that these classes act independently and form selfconsistent local structures. On the other hand, several other combinations did not show any preference for combinatorial control. In particular, we found that the combinations ISM-ISM, IDB-ISM, H-ISM, ETM-ISM, H-IDB, ETM-IDB, ETC-IDB, ETM-H, ETC-H, H-ETM, H-ETC, ETC-ETM, IDB-ETC and H-ETC were significantly underrepresented (P < 0.001) for the first and second TF positions, reinforcing that, although internal TFs dominantly occupy the first position of the FFL, they do not control their promoters independently but rather in coordination with the help of the external TFs. (30) , are the starting TFs in more than 60% of all the identified TF combinations. These TFs partition the regulatory network through FFLs in two different ways: FNR co-ordinates its activity almost exclusively with ArcA and NarL while CRP forms FFL motifs with TFs either sensing transported metabolites, hybrid or DNA-bending TFs. It is important to note how the external sensing TFs are differentially forming FFL with internal sensing TFs; FNR almost exclusively with two TFs of two-component systems (ArcA and NarL) and CRP forming FFLs mostly with TFs that use transported metabolites. Thus we can say that FNR almost exclusively coordinates the respiration mode through two TFs sensing external compounds for electron receptors while CRP coordinates particularly the uptake of biodegradable carbon sources. DNA-bending TFs and H TFs form FFL motifs entirely constituted by regulators of their own class; the former in a hierarchical order using the TFs IHF, FIS and HNS and the later using the TF combinations tdcR-tdcA, galR-galS and gntR-idnR. In line with these observations, a complex network of tightly co-ordinated interactions among nucleoid associated (IDB) TFs forming interdependent feedback loops is believed to play an important role in DNA supercoiling in enterobacterial genomes possibly explaining the reason for these TFs to form self-consistent local structures (31) .
Congruent and incongruent FFLs show similar sensing class distributions
To unravel the function of the FFLs, one needs to understand how X and Y are integrated to regulate the promoter upstream of Z. Since each of the three regulatory interactions in the FFL can be either activation or repression, there are eight possible structural types of FFL. These eight types can in turn be divided into coherent or incoherent FFLs, depending on whether the sign of the direct path from TF X to output Z is the same as the overall sign of the indirect path through transcription factor Y or the two paths have opposite signs (28) . Previous studies showed that two of these eight motif subtypes, namely coherent type-1 and incoherent type-1, occur much more predominantly in the TRNs of E. coli and yeast (28, 32) . While the former was shown to possess First position corresponds to the TF with two outputs and second position corresponds to the TF with one output, both regulating the expression of a target gene.
the property of producing a delay in the initial response when the input function at the Z promoter is AND, the later was demonstrated to function as response accelerator and pulse generator of the Z promoter (32, 33) . Given these observations and understanding of the motif dynamics we sought to address the composition of the sensing classes for the first and second position of different motif subtypes. Figure 2 shows the distribution of different sensing classes for the first and second position of the eight FFL motif subtypes identified in the TRN of E. coli (see Materials and Methods section). We found that apart from the coherent and incoherent type-1 subtypes of FFLs, coherent type-4 and incoherent type-2 motif subtypes are also dominant in the currently known TRN of E. coli. Although previous theoretical works have shown that increased effective cooperativity of the coherent type-1 FFL could be evolutionarily advantageous and selected for due to its capability to reduce noise propagation associated with the input signal, no strong theoretical rational could be arrived at for the prevalence of incoherent FFLs (28, 34, 35) . Therefore, it is possible that other motif subtypes which are also found to be prevalent in the TRN of E. coli have important functions which are yet to be explored in detail both theoretically and experimentally. It is interesting to note that four motif subtypes, namely coherent and incoherent types 1 and 3 clearly show a preference for IDB TFs in the first position and about 50% of the TFs in their respective second positions are occupied by H and IDB classes put together, consistent with previous observation that IDB TFs frequently coregulate their targets in conjunction with either IDB or H TFs. It is also evident that in only coherent and incoherent types 2 and 4, ETC TFs are mostly found in the first position. Curiously, the same sensing class is also enriched in the second position for these motif subtypes.
From the perspective of the second position, it is worth noting that IDB TFs show a preference to occur in coherent and incoherent type-3 FFLs, given their number of instances while ISM TFs appear more commonly in the coherent and incoherent type-2 motif subtypes. ETM TFs, which sense external transported metabolites and were found to be significantly co-occurring with the ISM TFs in FFLs show a strong tendency to occur in the second position of coherent and incoherent type-1 FFLs. Despite the sensing classification of the TFs, which is based on literature evidence about the physiological role of the TFs and the motif structures, which are based on their non-random occurrence in the TRNs, being very different they still show tendencies for similar distributions in the corresponding coherent and incoherent motif subtypes. For instance, in several cases discussed above similar coherent and incoherent subtypes show very similar preferences for sensing classes in both TF positions, suggesting that the mode of action of the TF (activation or repression) in the second position has little influence in their sensing class distribution. This is especially curious to note given that most TFs occupying the second position of the FFL are not dual regulators but rather one of the other two kinds of regulators. A possible explanation for the observed tendencies is that the second TF (Y) of the FFLs in coherent and incoherent types varies from condition to condition, depending on the available metabolites exterior to the cell. For instance, alternative metabolites to the cell like galactose could be degraded rapidly in the absence of core metabolites using an incoherent system while coherent system with the help of its initial response delay can wait for a persistent external signal to degrade the available metabolites, as has been demonstrated in the case of the arabinose system in E. coli, thereby providing a defined order for the degradation of different substrates (32, 33) . This could also imply that coherent type could be used for uptake of metabolites which are most commonly available in the cell's natural environment as they could have been tuned for low cellular noise due to a persistent signal, while incoherent types could be used for optional metabolites that need to be degraded by the cell under starvation conditions.
Bi-fan motifs
A Bifan motif is composed of two TFs, A and B, which both control the expression of two different target genes C and D (see Figure 3a) . Thus, unlike a FFL motif, the Bifan motif is not hierarchical but rather forms a horizontal layer of interactions. In fact, bifan motifs are a particular subset of complex regulons. A simple regulon being a group of genes regulated by one regulator, and complex regulons, groups of genes regulated by the same set of two or more TFs. The structure of the bifan motif makes the two positions of the TFs symmetric in contrast to the organization of FFLs. Bifan motifs are essential to maintain the network backbone and link it in a horizontal way by connecting across transcriptional regulatory modules (9, 36) . Figure 3b shows the z-score matrix for co-occurrence of TFs from different sensing classes to appear in bifan motifs identified in the TRN of E. coli (see Materials and Methods section 
SIMs are enriched for IDB class
SIMs form yet another class of local network structures which appear more frequently than expected by chance in TRNs (12) . A SIM consists of a very simple pattern in which a transcriptional regulator X regulates a series of target genes Z 1 to Z n . In a strict sense, no other TF regulates any of its target genes in a SIM, however the TF often autoregulates its own activity. The major function of this motif is to allow coordinated expression of a group of genes with related functions. This typically happens by generating a temporal expression program, with a defined order of activation of each of the target promoters. X often has different activation thresholds for each gene, owing to variations in the sequence and context of its binding site in each promoter. So, when X activity rises gradually with time, it crosses these thresholds in a defined order, resulting in a temporal order of expression. This has been demonstrated in the arginine-biosynthesis system in which the repressor ArgR regulates several operons that encode enzymes in the arginine-biosynthesis pathway. The order of activation was found to match the position of the enzymes in the arginine pathway (37) . We found that the TFs from internal sensing classes especially those of IDB showed a preference to form part of SIMs, possibly suggesting that IDB TFs besides coregulating with H TFs in bifans also regulate their targets independently as has been previously observed in FFL organization (Table 2) . However, this observation should be taken with caution, as the network could be under-represented by interactions from local and external class of TFs due to the fact that it is far from complete. Nevertheless, this result is interesting as each protein of the nucleoid associated (IDB) class tends to be preferentially present in some phase of bacterial population growth; e.g. FIS at early exponential, HNS during exponential and IHF during early stationary growth phase (38) . So the sequential expression of genes assisted by these nucleoidassociated proteins in various stages of growth might indicate their temporal expression depending only on nucleoid organization in parallel to those genes depending on the presence of exogenous and endogenous signals. 
Modules are heterogeneous in sensing context
Motifs, topological units in regulatory networks, which control the local dynamic behavior of transcriptional regulation, do not exist in isolation but aggregate into motif clusters or modules (9, 36) . However, little is known about the components which form modules, subsets of genes that integrate cellular responses in a given condition. In several recent works it has been reported that the TRN of E. coli is a scale-free hierarchial network organized into modules with no feedback regulation at the level of transcription, from the bottom to the top of the hierarchy (7, 36, 39) . So we sought to ask if modules show any preferences in their distribution of sensing classes. Figure 4 shows the distribution of sensing classes among the eight modules identified in the regulatory network according to the shortest path distance metric among the TFs (9) (see Materials and Methods section). Although all the modules are shown for completeness, only the modules M1, M2, M3, M4.1 and M4.6 could be associated with at least three TFs of known sensing class. Therefore, we based our observations and discussion based on them.
In all these modules we found that there is a strong coordination between internal and external classes of sensing although the specific classes which dominate and coordinate to work together in each module seem to depend on the physiological role of the module. For instance, the modules M4.1 and M4.6 which were found to be related to 'carbon sources assimilation' showed an integration of ISM and ETM classes with H or IDB TFs, suggesting that in E. coli, carbon sources are mostly transported and degraded with the integration of signals from transported metabolites and internally synthesized metabolites, thereby linking extracellular changing environment with intracellular conditions. Similarly, in stress response conditions which is the physiological function associated with the module M2, there is a coordination between internal TFs, which can sense metabolites synthesized in the interior of the cell with those of TFs, which can sense metabolites transported into the cell. On the other hand, module M3, which is known to have a functional role in chemotaxis, motility and biofilm formation was found to be composed of DNA-bending TFs of internal class and two-component systems which sense external conditions. Module M1, which comprises of TFs playing role in aerobic and/or anaerobic states of the cell was found to show a clear dominance for TFs from external sensing classes, ETM and ETC, implying that aerobic and anaerobic respiration response in E. coli is mostly controlled by TFs which can sense external signals. Based on our results one can speculate that regulatory modules in E. coli are not homogenous in their sensing categories but rather composed of a mix of TFs which can sense signals from both internal and external origin independent of their physiological role.
Distribution of sensing classes in promoter regions which are regulated by more than two TFs
Understanding network motifs, which are topological structures controlling the local expression dynamics in the cell, although is of great interest, studies on them is often limited to combinatorial regulation of a promoter by no more than two TFs. However, to appreciate the effect of the action of multiple TFs on a single promoter in the context of sensing classes, one has to study the frequency distribution of TFs from different sensing classes when promoters are regulated by one or more TFs. Indeed control of transcription by multiple TFs at a promoter has been an area of immense interest in itself due to a variety of possible mechanisms by which TFs can combinatorially control the expression of a gene (3, 19) . As seen in Figure 5a , very few promoters are regulated by four or more TFs suggesting limitations on the number of different binding sites possible in the already short Figure 4 . Distribution of sensing classes in the modules identified in the transcriptional network of E. coli. Modules were identified as described earlier (9), using the regulatory interactions among TFs and clustering the resulting network using the shortest path distance metric. A total of eight modules were identified although not all TFs could be associated to sensing classes. After mapping to the sensing classification modules M4.2, M4.3, M4.5, M5 and M8 comprised of two TFs each, modules M4.1 had 3, M2 and M3 were left with four, while M1 and M4.6 were found to consist of seven and eight TFs, respectively. Other modules (M4.4, M6 and M7) contained only one TF each and hence were bound to be homogenous in sensing context. However most of the modules with atleast four TFs can be seen to be heterogenous in sensing context with a clear combination of internal and external classes.
intergenic regions in prokaryotic organisms. A possible explanation for this limitation could be the structural and functional constraints imposed in the intergenic regions of bacterial genomes due to restrictions on the sizes of the protein complexes formed during transcription. Figure 5b shows the distribution of sensing classes when the promoters are regulated by only one, two, three and four or more TFs. It is evident from this figure that as the number of TFs regulating a promoter increases the proportion of TFs of internal origin remain constant (ISM and IDB taken together form about 50% of the TFs regulating a promoter) while the ETC TFs show an inclination to increase suggesting that promoters with several TFs regulating them could show a propensity for external TFs after a saturation threshold of the number of internal TFs controlling them. This observation implies that certain transcription units with multiple inputs can be used under a variety of exogenous conditions depending on the external TFs which modulate their activity particular to a condition.
Distribution of sensing classes in evolutionary families
Most prokaryotic TFs are multi-domain proteins, typically composed of a DNA-binding domain along with a signaling small molecule-binding domain. Since the majority of the bacterial TFs can be classified into evolutionary families based on their helix-turn-helix DNAbinding domain, we identified a total of 13 evolutionary families of TFs for which sensing classes could be assigned (see Materials and Methods section). One could expect that TFs belonging to a common evolutionary family might be composed of the same sensing class as they might have evolved from a common DNA-binding domain. However, as can be seen from Figure 6 , this does not appear to be the case. Most families which contain at least three TFs are composed of an extensive mix of TFs from different sensing classes indicating that TFs of the same evolutionary family need not belong to the same class of sensing. For example, four major families LacI, LuxR, AraC and GntR in this figure do not clearly show enrichment for one or the other kind of sensing category. These observations can be explained under the premise that the sensing class of a TF could actually depend on its signaling domain rather than its DNA-binding domain and hence, although two TFs can belong to the same evolutionary family they could still correspond to different classes as their ability to respond to the signals will depend on their signaling domain. In addition, it is now well accepted that there are extensive variations and frequent recombinations and rearrangements occurring in the signaling domains of TFs having the same DNAbinding domain, suggesting that unless TFs of an evolutionary family are recent duplicates, in which case they might conserve their signaling domain, it is unlikely that they still preserve their sensing mechanism (23, 24, 40) . It can also be seen from the hierarchical clustering of sensing classes in Figure 6a that the majority of the TF families show a tendency to come from one of the following two combinations of sensing classes: ISM and H appearing with ETM or IDB appearing with ETC in a given family. This suggests a higher order relationship in the evolution of sensing mechanisms in TFs-the former indicating a link among those sensing endogenous and endogenous metabolites and the later linking nucleoidassociated TFs with two-component systems.
DISCUSSION AND CONCLUSIONS
The study presented here provides an understanding of how a simple unicellular model bacterium like E. coli partitions its regulatory network components like motifs and modules in response to changing exogenous and endogenous conditions based on a previously proposed classification of TFs, relying on the location of the origin of the signals, which control the activity of the TFs. We found that although the transcriptional response is mainly coordinated by internal TFs, their participation in various network structures is clearly dependent on their activity; internal global TFs sensing cAMP (CRP) and redox potential (FNR) were found to be initiating most of the FFL motifs while those sensing external signals frequently occupied the second position of the FFLs, indicating a clear partitioning and integration between internal and external sensing TFs. In the most frequently occurring form of FFLs, both TFs and their effector signals should be present to turn on the system avoiding response to transient changes, however the system would quickly shut off when one of the signals is absent or in low levels (33) . The first TF might be responding to persistent or general signals to be turned on and therefore this motif might be designed to respond to a particular or transient conditions sensed by the second TF. Our observations suggest that while FFL motifs integrate internal and external signals, bifan motifs maintain connectivity and cohesion in the network by integrating signals in a horizontal manner across transcriptional modules. It is possible to envisage based on our observations that bifans connect TFs across different members of a layer in the hierarchical structure of the TRN, linking global regulators with other global regulators and local regulators with other local regulators while FFLs connect down the hierarchy connecting globals or other highly connected TFs with local regulators.
Our results hint that long-time cellular memory by means of mainly intracellular global TFs working in concert with short-time memory systems (local TFs sensing environmental conditions) could be a common theme of bacterial TRNs. In other words, one main program might always be working depending on the internal status of the cell while the sporadic ones follow required subroutines (41) . In such an organization, it is possible to envisage the advantages of signal transduction between the signal and the TF gene products by an integrated mechanism with a quick response time, which is feasible in prokaryotes by keeping the gene products of the signal gene and the corresponding TF physically close on the genome (5, 42) . This may contribute to the possibility of having the two gene products spatially close in the cellular compartment which would require lesser concentrations for driving local dynamics. A second major advantage of such a hierarchical organization with local modules, is an ability of a cell to respond quickly to fluctuant extracellular responses using these local modules, while persistent global signals control TFs sensing intracellular conditions.
We found that transcriptional modules and evolutionary families of TFs in E. coli are not homogenous in terms of sensing classes, instead are often comprised of a mix of internal and external sensing TFs, suggesting that most physiological roles of the cell use TFs which sense both internal and external conditions and that the DNAbinding domain of the TF does not govern its sensing class. The later observation indicates the need to understand the sensing ability of TFs when their signaling domains are conserved across TFs, as this would not only aid the prediction of the sensing mode of a TF but also better our understanding on the principles that direct the evolution of sensing mechanisms in TFs. 
SUPPLEMENTARY DATA
