Let G be a graph without isolated vertices and let α(G) be its stability number and τ (G) its covering number. The α v -cover number of a graph, denoted by α v (G), is the maximum natural number m such that every vertex of G belongs to a maximal independent set with at least m vertices. In the first part of this paper we prove that α(G)
A subset W of V is called a clique if any two vertices in W are adjacent. We call W maximal if it is maximal with respect to inclusion. The clique number of a graph G is given by ω(G) = max{|W | | W ⊂ V (G) is a clique in G}.
The complement of a graph G, denoted by G, is the graph with the same vertex set as G, and edges all pairs of distinct vertices that are nonadjacent in G.
Clearly we have that W is a clique of G if and only if W is a stable set of G, therefore ω(G) = α(G).
A subset A ⊂ V is a minimal vertex cover for G if: (i) every edge of G is incident with one vertex in A, and (ii) there is no proper subset of A with the first property. If A satisfies condition (i) only, then A is called a vertex cover of G.
It is convenient to regard the empty set as a minimal vertex cover for a graph with all its vertices isolated. Note that a set of vertices in G is a maximal stable set if and only if its complement is a minimal vertex cover for G.
The vertex covering number of G, denoted by τ (G), is the number of vertices in a minimum vertex cover in G, that is, the size of any smallest vertex cover in G.
Thus we have:
The α v -cover number of a graph, denoted by α v (G), is the maximum natural number m such that every vertex of G belongs to a maximal independent set with at least m vertices. We define ω v (G) as α v (G).
Recall that a set of edges in a graph G is called independent or a matching if no two of them have a vertex in common. A pairing by an independent set of edges of all the vertices of a graph G is called a perfect matching.
B-graphs
A graph is called a B-graph if every vertex belongs to a maximum stable set (that is to a stable set of largest size). This concept was introduced by Berge [1] . A graph is τ -critical if τ (G \ v) < τ (G) for all the vertices v ∈ V (G).
The following theorem is a bound for invariants of the same type as the ones obtained in [2] . We thank N. Alon (private communication) for some useful suggestions in making the proof of this result simpler and more readable. Theorem 2.1 Let G be a graph without isolated vertices, then
Proof. First, fix a minimal vertex cover C with τ (G) vertices. Let v ∈ C, then there exist a maximal stable set M ′ with v ∈ M ′ and |M ′ | ≥ α v (G). Hence there exist a natural number k ≤ τ (G) and T 1 , . . . , T k maximal stable sets with
Since the graph G does not have isolated vertices, then for all v ∈ M there exists an edge e of G with e = {v, v ′ }. Now, as C = V (G) \ M and C is a vertex cover we have that
(1)
Taking
we have that
To finish the proof, we use the inequalities (2) and (3) to conclude that
if and only if G is formed by a clique K τ (G) with each vertex of this clique being the center of a star
, then the graph has a perfect matching.
The graph formed by a clique K τ (G) with each vertex of this clique being the center of a star
be the intersection of all the maximum stable sets and of all the minimum vertex covers of G, respectively.
We have that G is a B-graph if and only if τ core (G) = ∅. Similarly, we have that a graph is τ -critical if and only if α core (G) = ∅. We define
] is both a τ -critical graph as well as a B-graph without isolated vertices.
, proving (i). Hence, we have that G[α core (G)] is a graph without edges, giving (ii). Finally, by definition of B α∩τ we obtain (iii).
2
Remark 2.4
It is easy to see that if v is an isolated vertex, then v ∈ α core (G), note that in a similar way we have that if deg(v) ≥ τ (G), then v does not belong to any stable set with α(G) vertices and therefore v ∈ τ core (G). Note that in general the induced graph G[B α∩τ ] is not necessarily connected.
Example 2.5 To illustrate the previous result consider the following graph:
we have that α(G) = 3, τ (G) = 4 and {v 3 , v 4 , v 5 }, {v 3 , v 4 , v 6 }, {v 3 , v 4 , v 7 } are the maximum stable sets of G, then
Corollary 2.6 Let G be a graph, then
Proof. By Proposition 2.3 we have that
and by applying Theorem 2.1 to G[B α∩τ ] we obtain that
Proof. Recall that a graph is a B-graph if and only if τ core (G) = ∅. Now, by Proposition 2.3(i) we have that if G is a B-graph, then N (α core (G)) = ∅. Since G has no isolated vertices, then α core (G) = ∅ and therefore G is a τ -critical graph. 
Notice that if α(G) ≥ n/2 + k ′ /2, our bound gives,
An application to perfect hypergraphs
An hypergraph H is a pair (V, E) such that V ∩ E = ∅ and E is a subset of the set of all subsets of a finite set V . The maximum cardinality of an edge of H is denoted by r max (H). An hypergraph H is called conformal if for each subset of vertices U of H we have that if each pair of vertices in U is contained in some edge of H, then U is contained in some edge of H. So H is conformal if and only if there exits a graph G on the same vertex set as H such that E consists of the inclusionwise maximal stable sets of G.
The incidence matrix of the hypergraph H is the matrix M given by
A hypergraph H is called perfect if E∈E E = V and all vertices of the polyhedron
are integers.
We can assume without loss of generality that E∈E E = ∅.
Corollary 2.9
Let H be a perfect hypergraph with E∈E E = ∅, then
Proof. By [6, Theorem 82.3] we know that if H is a perfect hypergraph, then it is conformal. Let G the graph such that the maximal stable sets of G are the edges of H. We have that E∈E E = ∅ if and only if α core (G) = ∅ and E∈E E = V if and only if τ core (G) = ∅. Therefore by Corollary 2.6 we have that
Conjectures
Definition 2.10 We define the ω e -clique covering number of G, denoted by ω e (G), as the greatest natural number m so that every edge in G belongs to a clique of size at least m. We also define α e (G) as ω e (G) Conjecture 2.11 Let G be a B-graph without isolated vertices, then
Furthermore, for all maximum stable sets M there exits disjoint sets 12 Let H be a hypergraph with |V | = n, without isolated vertices and with |h| = r ∀h ∈ E. If α v (H) = α(H), then
The last conjecture follows from Conjecture 2.11 by the following argument. Let H be an hypergraph and considerer the graph G(H) on the same vertex set of H in which v 1 , v 2 ∈ G(H) are adjacent if and only if they are adjacent in H. Clearly G(H) has the same number of vertices and the same stability number as H. Also observe that the clique number of G(H) is equal to the greatest cardinality of an edge in H. Moreover G(H) and H have the same α v and ω e covering numbers. Now, applying Conjecture 2.11 to the graph G(H) we have that,
Note that a graph is a B-graph if and only if α v (G) = α(G). The previous invariants of a graph (or hypergraph) satisfy that
Observe that we cannot weaken the hypothesis in Conjecture 2.11, for example we cannot change the invariant ω e (G) by the invariant ω v (G) in the formula of 2.11. To see this consider the following graph:
We have that:
• ω e (G) = 2 because the edge {v 5 , v 6 } is not in a K 3 ,
• ω v (G) = 3 because {v i−1 , v i , v 10−2i } for i = 1, 2, 3 and {v 1 , v 2 , v 5 }, {v 1 , v 4 , v 7 }, {v 3 , v 4 , v 9 } are cliques,
• ω(G) = 4 because and {v 1 , v 2 , v 3 , v 4 } is a clique, and However
A weaker version of Conjecture 2.11 is given in [3] and [4] . In these papers they proved that if G is a graph with n vertices such that every vertex belongs to a clique of cardinality q + 1 and an stable set of cardinality p + 1, then n ≥ p + q + √ 4pq.
The following conjecture differs from the ones given above, in that it stresses the symmetry of the formulas with respect to the complement of a graph.
Conjecture 2.13 Let G be a graph with n vertices and without isolated vertices.
Remark 2.14 The hypothesis in Conjectures 2.11 and 2.13 are necessary. To see this considerer the following graph:
For this graph we have,
• ω v (G) = ω e (G) = 3 because all the edges are in a K 3 , and
However,
Graphs with a minimal number of edges
We will give a lower bound for the number of edges of a graph G as a function of the stability number α(G), the covering number τ (G) and the number of connected components c(G) of G.
We say that a graph G is q-minimal if there is no graph G ′ such that
Hence if G is q-minimal, then either α(G) < α(G − e) (note that α(G) < α(G − e) if and only if τ (G) > τ (G − e)) or c(G) < c(G − e) for all the edges e of G. That is, an edge of a q-minimal graph is either critical or a bridge. Therefore the blocks of a q-minimal graph are α-critical graphs.
In order to bound the number of edges we introduce the following numerical function. Let α and τ be two natural numbers and let
Lemma 3.1 Let α and τ be natural numbers, then
Moreover we have equality if and only if 0 ≤ τ ≤ α − 1.
Proof. (i) The case for α = 1 is trivial. For α ≥ 2 we will use the next result.
Claim 3.2 Let n, m ≥ 1 be natural numbers with n > m + 1, then
Proof. It follows easily, since
where α + τ = r(α) + s with 0 ≤ s < α, then there exist z i 1 and z i 2 with z i 1 > z i 2 + 1. Applying Claim 3.2 we have that
and therefore we obtain the result.
(ii) Let α + τ = αr + s with r ≥ 1 and 0 ≤ s < α, then
where r + s − 1 = (α − 1)l + t with l ≥ 0 and 0 ≤ t < α − 1. Using part (i) and after some algebraic manipulations we obtain that The two first possibilities imply that 0 ≤ τ < α − 1 and τ = α − 1, respectively. The last two cases are not possible.
(iii) Let α + τ − 1 = αr + s with r ≥ 1 and 0 ≤ s < α(G), then
and by (i) we have that
(iv) Follows directly from the definition of Γ(α, τ ).
(v) Let α + τ = αr + s with r ≥ 1 and 0 ≤ s < α(G) then, by (i) we have that The last inequality holds because
2 Theorem 3.3 Let G be a graph, then
Proof. We will use induction on τ (G), the covering number of G.
For τ (G) = 1 it is easy to see that the unique connected graphs with τ (G) = 1 are the stars K 1,n (α(K 1,n ) = n − 1) and the result follows, since
In the same way it is easy to see that the unique graphs G with α(G) = 1 are the complete graphs K n (τ (K n ) = n − 1). Now we have,
and it follows that the family of complete graphs satisfies the result. Moreover the graphs of both families are q-minimal graphs. So we can assume that the result is true for τ (G) ≤ k > 1.
Let G be a q-minimal graph with where G 1 , . . . , G s are the connected components of G, it follows from Lemma 3.1(iv) that we can assume with out loss of generality that G is connected and α(G) ≥ 2.
Let e be an edge of G and considerer the graph G ′ = G−e. We have two possibilities
That is, an edge of G is either a bridge or critical.
Case 1 First assume that G has no bridges, that is, G is a α-critical graph. Let v be a vertex of G of maximum degree. Since any α-critical graph is vertex-critical we have
, moreover as the α-critical graphs are blocks we have that G − v is connected. Now, by induction hypothesis we have that
Using the formula
Now by Lemma 3.1(iii) and (v) we have that
So, if the graph G has an edge that is a bridge, we have that c(G ′ ) = c(G) − 1 = 2.
Let G 1 and G 2 be the connected components of G − e. Case 2 Assume that τ (G 1 ) > 0 or τ (G 2 ) > 0, then τ (G 1 ) ≤ k and τ (G 2 ) ≤ k and by the induction hypothesis we have that
Using the above formulas and Lemma 3.1(iv) we have that
Note that α(G ′ ) = α(G 1 ) + α(G 2 ) and τ (G ′ ) = τ (G 1 ) + τ (G 2 ).
Case 3 Assume that there does not exist a bridge with the above conditions, that is, for all the bridges of G we have that τ (G 1 ) = 0 or τ (G 2 ) = 0. In this case we must have that G is equal to an α-critical graph G 1 with a vertex of G 1 being the center of a star K 1,t . Moreover we have that τ (G) = τ (G 1 ) and α(G) = t + α(G 1 ) because G 1 is vertex-critical and therefore each vertex lies in a minimum vertex cover. Now using Case 1 and Lemma 3.1(ii), we obtain, E(G) = t + E(G 1 ) ≥ t + (α(G 1 ) − 1 + Γ(α(G 1 ), τ (G 1 ))) = α(G) − 1 + Γ(α(G 1 ), τ (G)) ≥ α(G) − 1 + Γ(α(G), τ (G)).
