ABSTRACT: Finding fault elements in linear antenna arrays using bacteria foraging optimization (BFO) is presented. One of the better options of array diagnosis is to perform it by measuring the radiated field, because in this case, removal of the array from its working site is not required and thereby not interrupting its normal operation. This task of fault finding from far-field data is designed as an optimization problem where the difference between the far-field power pattern obtained for a given configuration of failed element(s) and the measured one is minimized w. r. t. the excitations of the array elements. This set of excitations on comparison with the excitations of the original array gives the idea of the fault position and their type, such as either complete fault or partial fault. BFO being relatively new to microwave community when compared with other soft-computing techniques, its performance was observed w. r. t. time of computation and convergence of the iterative process. Possibility of finding the faults from random sample points and use of minimum number of sample points for array fault finding are the novelties of the present work.
I. INTRODUCTION
Diagnosis of faults in a large antenna array is one of the major problems in Antenna Engineering to tackle with. The reason for this is quite straightforward. First of all, in a large array, the possibility of having a fault may be due to fabrication defects or due to some other unforeseen reasons. Second, the fault in an array, that is, presence of antenna elements that are not contributing to radiation, either partly or fully, damages the radiation pattern, mostly in the form of increased side-lobe levels. The problem becomes more severe when the failed element(s) is/are close to the center of the array. Before placing the antenna array in its work place, it is normally tested for its performance. During this testing, the fault in the antenna array is usually located from its near-field measurements [1, 2] . But, the problem arises when the faults develop in the array after installation, and it is not possible to bring the antenna back to the laboratory for measurement. In an active antenna array, it is possible to control the excitations of the array elements remotely [3] . If the defects in the array can be accessed from the control station, then suitable compensation techniques can be applied to recover the pattern of the antenna by changing the excitations of the elements that are functioning properly [4] [5] [6] . This creates the need to locate the fault in an array based on its far-field measurement data.
Array fault finding methods using far-field data have been discussed in the literature [7] [8] [9] [10] [11] . Some of these methods are analytical approaches [7] . In addition to that, various soft-computing-based methods have also been used for this purpose because of the inherent advantages involved in applying these methods [8] [9] [10] [11] .
A critical look at soft-computing-based methods for array fault finding reveals that these methods are based on the fundamental principle that the array factor (AF) is related to the excitation coefficients by a discrete Fourier transform relationship. Accordingly, the diagnosis problem is equivalent to finding a function from the modules of its Fourier transform. This basically needs sampling of the function (far-field radiation pattern) at equidistant points. When the same problem is looked from a practical antenna scenario angle and more specifically from a faulty array point of view, it is not always possible to get a point with sufficient radiated power at equal distance intervals. In this article, we have shown the possibility of finding the fault from the far-field radiation pattern information at random points in addition to the implementation of the same problem with equidistant points. Instead of analytical approaches, bacteria foraging optimization (BFO) was used for the solution. BFO is a robust evolutionary computational technique and is relatively new to microwave community. In some cases, it outperforms other soft-computing techniques such as genetic algorithm (GA) [12] [13] [14] and particle swarm optimization (PSO) [15] .
The rest of the article is organized in the following ways: Section II describes the formulation of the problem, followed by a brief description of the BFO algorithm in Section III. Implementation of the developed methodology for a typical case of fault finding is described in Section IV. A performance analysis of the BFO for different types of faults has been done in Section V, and finally, a conclusion has been drawn from the whole work.
II. PROBLEM FORMULATION
The AF of an N-element linear array, equally spaced, nonuniform amplitude, and progressive phase excitation is given by Ref. [16] AFðhÞ ¼ X N n¼1 a n e jðnÀ1Þðkd cos hþbÞ ;
where a n s are the nonuniform amplitude excitation of elements. The spacing between the elements is d, and b is the progressive phase shift. The patterns of the defected array were formed from Eq. (1) by making amplitude excitation equal to zero to represent a completely fault element and half of the original excitation to represent a partially fault element. Then, the following cost function was minimized using BFO w. r. t. the amplitude excitations of the array:
where M is the number of sample points on the pattern used for approximating the pattern of the array, AF d is the 
III. BFO TECHNIQUE
Over the years, various soft-computing approaches have been gaining popularity among scientists in every branch of engineering [17] . Engineers are trying techniques such as neural networks, GA, PSO, BFO, and its variants for finding an easy solution of their problem. The robustness of these techniques has been tested in problems encompassing every engineering field. In this article, we have used BFO to find a solution for the problem of finding faults in antenna array from its far field. Although this optimizer has already been used in other fields, but, so far, its application is limited in Antenna Engineering [18] [19] [20] [21] [22] . For completeness of the article, here we have briefly described the BFO algorithm.
BFO technique was introduced by Passino [23] in 2002. It is a nongradient optimization problem that is inspired from the imitation of the food-ingesting (foraging) behavior of Escherichia coli bacteria, which are present in our intestines. In this method, a group of bacteria move in search of rich nutrient concentration and away from noxious elements such that they maximize their energy intake per unit time spend in foraging. The BFO proceeds by selecting or eliminating bacteria based on their foraging strategies. The natural selection tends to eliminate animals with poor foraging strategies and favor those having successful foraging strategies. After many generations, the poor foraging strategies are either eliminated or reshaped into the good ones. The foraging strategy is governed by four different steps that include chemotaxis, swarming, reproduction, and eliminationdispersion.
A. Chemotaxis
The movement of E. coli bacteria toward the nutrient-rich area is simulated by an activity called chemotaxis. This process is achieved by swimming and tumbling. In swimming, bacteria move in a predefined direction with fixed swim length. In tumbling, the bacteria position themselves in some random direction in which swimming is performed. Hence, the modes of operation that a bacterium performs in its entire lifetime are that of running (swimming for a period of time), tumbling, or switching between running and tumbling. Suppose y i (j,k,l) represents the position of ith bacterium at jth chemotactic, kth reproductive, and lth elimination-dispersal step, the process of chemotaxis can be represented as:
where U(j) is the random unit vector that is used to define the direction of movement after a tumble. C is termed as ''run length unit.'' C(i) is the size of the step in the direction specified by U(j). If at y i (jþ1,k,l), the cost function is lower than that at y i (j,k,l), another step size C(i) is taken in the same direction.
B. Swarming
It is group behavior or cell-to-cell signaling exhibited by bacteria while moving toward rich nutrient area. It is always desired that the bacterium that has searched the optimum path of food should try to attract other bacteria. This helps them propagate collectively as concentric patterns of swarms with high bacterial density while moving up in the nutrient gradient. Mathematically, swarming is modeled as:
where J cc (y,P(j,k,l)) is the objective function value to be added to the actual cost function to make a time varying objective function. S is the total number of bacteria; p indicates number of design parameters to be optimized.
T is a point in the p-dimensional search space. y 
C. Reproduction
The fitness value for ith bacterium after traveling N c chemotactic steps can be evaluated by
where J i health represents the health of the ith bacterium. The least healthy bacteria constituting half of the bacterial population are eliminated. The other healthy bacteria each split into two bacteria that are placed at the same location. As a result, the population size remains unchanged.
D. Elimination and Dispersal
In this event, bacteria in a region are eliminated or a group is dispersed into a random location due to the local environmental effect. This event changes the life of the bacteria either gradually by consumption of nutrients or suddenly due to some other effect. This event possibly destroys chemotactic progress but in contrast they also assist it, as dispersal may place bacteria near good food source. Elimination and dispersal help in reducing the behavior of stagnation (i.e., being trapped in a premature solution point or local optima). A flowchart for the BFO is shown in Figure 1 .
IV. IMPLEMENTATION
A 24-element linear broadside Chebyshev array with k/2 interelement spacing was taken as the candidate antenna to implement the developed procedure of fault finding using BFO. Standard analytical procedure [16] was applied to find the nonuniform amplitude excitations for a À30 dB side-lobe level in the Chebyshev array as shown in Figure 2 . Random complete and partial faults were created by making their excitations either equal to zero or half of the original value, respectively. The cost function in Eq. (2) was then minimized using BFO w.r.t. the excitations of the elements. Different combinations of faults such as (i) single complete fault, (ii) more than one complete fault, and (iii) combination of partial and complete faults were investigated. Results for a typical case, viz., partial faults in fourth, 10th elements, and complete fault in 17th element, are illustrated in Figures 3 and 4 . Figure   Figure 9 Performance of BFO with random sample points. The bold values correspond to the excitation of failed elements.
3 shows the defected pattern with the position of 35 equidistant sample points. Figure 4 shows the comparison of amplitude excitations of the original array with the defected array obtained with BFO. From this comparison, the position and the nature of the faults can be clearly marked. Figure 5 shows the error minimization plots for the BFO optimizer. The optimizer was subjected to sufficient number of iterations, because kinks were observed in the error minimization plot for initial few iterations.
V. PERFORMANCE ANALYSIS OF BFO
In the process of optimization to locate the defective element position in a failed antenna array, the current amplitude of each antenna element was considered as the optimizing parameter for BFO algorithm. The parameters taken in the optimization process is shown in Table I . The optimizer converges to the correct solution, in the analysis done in the previous section with 35 sample points (samples taken in À90 y 90 range in every 5 ). The process was then tested for the same typical fault situation by taking 50% of the sample points that were taken in the previous analysis. Figure 6 shows the position of the sample points. In this case, the optimizer was also able to provide successful results (Fig. 7) . In the next attempt, we tried to locate the defects with an even smaller number of sample points, and in this process, it was observed that when the sample points were less than 12 in the range À90 y 90 , we were unable to find the location of the defective element in a single attempt. So, there was a reduction in the success rate when a sufficient number of sample points are not available.
In a bid to further explore the fault finding procedure, instead of taking equidistant points, we tried it with random selection of points. The sample points were taken (y
, 74 , and 88 ) as shown in Figure 8 for the same fault situation and the optimizer was put to work to locate the faults. In this case, the optimizer was also able to exactly locate the faults along with their type (Fig. 9) . Table II shows the excitations obtained using the BFO for each of the above-described cases. Because different runs of BFO produce different outcomes, therefore, the mean and standard deviation of the excitation values obtained over a 30 separate runs are given in Table II. Comparison of the obtained excitations with that of the original array shows the level and position of the fault in the defected array. Then, a rigorous time of computation was made. The BFO was run to locate the faults for five random cases of different categories of fault situations and an average time was found out (Tables III-VI) . It was further observed that the computation time increases with the number of failed elements. If the number of faults increases, then the problem becomes more difficult to handle and a large number of samples may provide a better result. In such case, the time required will be longer.
VI. CONCLUSIONS
The task of fault finding in antenna arrays was approached as an optimization problem and was solved using the BFO technique. This evolutionary computing method was used to find the amplitude excitations from the far-field pattern of the defected array that was then compared with the excitations of the original array to find the location and level of fault in the defected array. Partial as well as complete fault cases were considered and located successfully. 
