A generalized Kerdock code is a nonlinear (n; n 2 ; [(q − 1)=q](n − √ n))-code of length n = q m+1 over the ÿeld of q = 2 l elements (l ¿ 1; m is odd). It is a concatenation of some special ( Let us remind that a complete weight enumerator (c.w.e.) of a code K ⊂ n in alphabet is a polynomial over Z of variables {x r : r ∈ } of the form
Let us remind that a complete weight enumerator (c.w.e.) of a code K ⊂ n in alphabet is a polynomial over Z of variables {x r : r ∈ } of the form
where u (r) is the number of coordinates of the word u ∈ K which are equal to r ∈ . If K is a distance invariant code (in particular a linear code over some abelian group ( ; +)) then its c.w.e. is a full enough characteristic of correcting properties of K. Let us ÿx some ordering = {r 1 ; : : : ; r q } of the alphabet and denote = u = ( u (r 1 ); : : : ; u (r q )); x u = r ∈ x u (r) r . Then after reducing the expression we get
We shall call u the type of the (distribution of elements in the) word u and A K ( ) the multiplicity of the type in the code K. So the description of the code K c.w.e. is reduced to the description of possible types of its words and their multiplicities.
Let q = 2 l ; l ¿ 1 and m = 2 + 1 ¿ 3. A generalized Kerdock code K q (m + 1) over the ÿeld GF(q) was constructed in [4 ,5] . It is a nonlinear distance invariant (n; n 2 ; [(q − 1)=q](n − √ n))-code, n = q m+1 . If q = 2 then it is equivalent to the original binary Kerdock code [2] . The Hamming weight enumerator of the code K q (m + 1) was calculated in [13] (see Corollary 3 below). Here we present the full description of the c.w.e. of this code and the related linear code which was announced in [7] . Moreover, we consider the enumerators of analogous codes for even values of m and weight characteristic of linear recurrent sequences connected with them.
Main constructions and results
Let R = GR(q 2 ; 4) be a Galois ring of characteristic 4 and cardinality q 2 with identity e. It is a ÿnite commutative ring with unique nonzero ideal 2R of cardinality q and the residue ÿeld R = R=2R = GF(q) (more detailed description of Galois ring properties see for example in [11] ). The generalized Kerdock code is deÿned as a concatenation [14] of two codes. The ÿrst of them (the outer code) is a linear code K R (m) of length q m over the ring R, it is called the base code. The second one (the inner code) is a linear [q; 2; q − 1]-Reed-Solomon code over GF(q).
Base linear code K R (m) over R: For any positive integer m there exists the unique (up to isomorphism) extension S = GR(q 2m ; 4) of the ring R. It is called the Galois extension of the ring R of degree m and can be constructed as a quotient ring S = R[x]=(F(x)), where F(x) ∈ R[x] is any monic polynomial of the degree m such that its image F(x) over the residue ÿeld R is an irreducible polynomial. So S is a Galois ring with the residue ÿeld S = S=2S = GF(q m ). The subset (S) = {ÿ ∈ S: ÿ q m = ÿ} is called the (Teichm uller) coordinate set of the ring S. It is multiplicatively closed and consists of q m elements. Any element ÿ ∈ S is the unique sum ÿ = ÿ 0 + 2ÿ 1 , where ÿ t = t (ÿ) ∈ (S); t = 0; 1. If we deÿne the operation ⊕ on (S) by the rule u ⊕ v = 0 (u + v) then ( (S); ⊕; ·) is a ÿeld GF(q m ) and (R) = {ÿ ∈ S: ÿ q = ÿ} is the subÿeld GF(q) of (S). Let Tr(x) = Tr S R (x) be the trace-function from S onto R, which is deÿned as Tr S R (x) = (x), where spans the group Aut(S=R) of automorphisms of S over R. It is well known (see for example [10, 11] ) that Tr : S → R is an epimorphism of R-modules.
Let Â be a primitive element of the ÿeld (S). The code K R (m) is the linear code of lengthñ = q m over R consisting of all words u = (u(0) : : : u(ñ − 1)) such that for some ∈ S, c ∈ R
Kerdock code K q (m + 1) over GF(q): Let (R) = {! 0 = 0; ! 1 = e; : : : ; ! q−1 } and * : R → (R) q be the map acting on an element r = r 0 + 2r 1 ∈ R by the rule * (r) = (r 1 ; r 1 ⊕ ! 1 r 0 ; : : : ; r 1 ⊕ ! q−1 r 0 ):
Then * (R) is a [q; 2; q − 1] q Reed-Solomon code over (R) = GF(q) and therefore the map * (R) is called the RS-map [12] . The code K q (m + 1) is a concatenation of the code K R (m) and the code * (R). It is the code of length n = q m+1 , consisting of all words ñ * (ũ) = ( * (u(0)); : : : ; * (u(ñ − 1));ũ ∈ K R (m):
(1.3)
Note that if q = 2, i.e. R = Z 4 , this code is equivalent to the original binary Kerdock code (see [9, 1, 5] ). In the general case it is an (n;
GF(q) [6] . In the paper [13] the description of the Hamming weight enumerator of this code was published. Here we present the description of complete weight enumerators of the codes K q (m + 1) and K R (m) for any m ∈ N ; m¿2. The formulations for even and odd values of m are di erent.
Results for odd values m = 2 +1 ¿ 3 (the case when K q (m+1) is a Kerdock code): Below we ÿx the following simpliÿcations of the notation: P = (R) = GF(q); Q = (S) = GF(q m ). Let us denote I ( ) = P(e + 2 ) for any ∈ P: (1.4) Theorem 1. If m = 2 + 1 ¿ 3 and q¿2 then the c.w.e. of the base code
(1.5)
If q = 2 then R = Z 4 and (see [13] )
Note that in [15] the Lee weight enumerator of the code K Z4 (m) was calculated.
; with the c.w.e.
Corollary 3 (Nechaev and Kuzmin [13] ). If m = 2 + 1 ¿ 3 then Hamming weight enumerator of the code
Let us note for comparison that if q = 2 then in (1.7) the last two sums are combined and we get the well-known Hamming weight function of the binary Kerdock code:
(1.9)
Results for even values m = 2 ¿ 4: In the following, we shall denote by tr(x) = tr q m q (x) the trace-function tr : Q → P from the ÿeld Q = GF(q m ) onto its subÿeld
We shall use also the function tr 
To describe the c.w.e. of the code K q (m + 1) in the considered case we ÿx some element ! ∈ P and a subgroup L¡P with the properties
(1.12)
; with the c.w.e. 
(1.14)
If q = 2 we get the Hamming weight enumerator of the code K 2 (m + 1) for even values of m:
It is interesting to compare the last expression with (1.9): for even values of m the distance of the code K 2 (m + 1) is worse than for odd values, but for such m, more than half of words of the considered code have uniform distribution of elements.
Recursive presentation. Weight parameters of linear recurrences: The base linear code can be described also in the following recursive form. The element Â from (1.1) is a root of a monic reversible polynomial F(x) ∈ R[x] of the degree m such that its period is = q m − 1 = ord Â (see [11, 6] ). We say that 
where c; 0 is the Kronecker delta. In particular we have the following estimation. Let u ∈ L 0; −1 R (F(x)) be a nondegenerate word, i.e., u ≡ 0 mod 2. Then for any r ∈ R
Note that in [3] the trigonometric sums method gives more rough estimation, with the right part equal to q m=2 . The proofs of the presented results are based on the properties of function Tr and on the reduction to quadrics over ÿnite ÿeld of characteristic 2.
Preliminary results
According to (1.1) any word u ∈ K R (m) is uniquely deÿned by elements ∈ S; a ∈ R. Therefore, we shall denote u by u[ ; a] and the type of the word u by [ ; a] = ( ; a (r): r ∈ R). The description of possible types of the words of the code K R (m) is based on formulae for the number N (c) of solutions x ∈ F of the equation
obtained in [13] . Really, (1.1) implies
The second part of the description of the named c.w.e. is the calculation of the multiplicities of possible types of words. It is solved by considering the results of the ÿrst part di erently for even and odd values of m.
To begin with, we state some general preliminary results and the results on the trivial words of the code K R (m).
Under the above notation we can write Tr in the considered c.w.e.. Moreover, the multiplicity of this monomial is evidently equal to the number of di erent pairs ( 1 ; a 1 ) of elements 1 ∈ Q; a 1 ∈ P, i.e. it is equal to q(q m − 1). This family of words gives the second sums in equalities (1.5) and (1.11) .
In all what follows, we consider only one remaining nontrivial case when 0 ∈ P * and ÿx the following notation from [8, 13] :
Proof of the Theorem 1
Here m = 2 + 1 and we use the following result. For a given ∈ {−1; 1} the number D q (m; ) of elements ∈ S * such that ( ) = is
Proof. See Theorem 1(a), (c) of [13] .
Let us present this result in more precise form. Let
Then it is not di cult to see that for any c ∈ R
Now it is easy to deduce Table 1 Conditions on ∈ S * , Conditions on c Values of N (c) = Table 2 Conditions on ∈ S * ; Conditions on r ∈ R Value of ; a (r) = and for a ÿxed a ∈ R all the words u[ ; a] satisfying (3.6) have the same type. Let A( ; ) be the set of all solutions ∈ S * of Eq. (3.6). Then using Corollary 2 and (3.5)
we can write
where = (−1) : Now to prove Theorem 1 it remains to prove Lemma 3. For any ∈ P; ∈ {0; e} the equality
Proof. In view of (2.5) A( ; ) is the set of solutions ∈ S * of the equation system tr( 
holds. Deÿnition (2.4) of Ä, the inclusion d ∈ P and oddness of m imply
Now from (3.2) it follows that
So (3.10) is true. Now we have the injective map : A( ; ) → A( ; ) deÿned by the rule ( ) = +2 0 d, and we can state the inequality |A( ; )| 6 |A( ; )| which implies equality (3.9).
Equality (1) is proved. To conclude we only show that all the monomials in the right part of this equality are di erent (so no cancellation can occur). Here we use Lemma 4. Let h = q=2. Then for any u; v ∈ P the equality 1 (u + v) = (uv) h holds.
Proof. From the equality
On the other hand,
The absence of cancelling terms in (1) Proof. Considered equality has the form a + P(e + 2 ) = b + P(e + 2 ): In view of the identity (e + 2 ) 2 = e it is equivalent to the equality c + P(e + 2Â) = P; c = (a − b)(e + 2 ); Â= ⊕ :
It is necessary to prove that c = Â = 0. Since 0 ∈ P(e + 2Â) the inclusion c ∈ P holds. Therefore, in view of Lemma 4 for any u ∈ P we have
Now from the inclusion c ⊕ u ∈ P it follows that c h u h ⊕ Âu = 0; u∈ P; (3.13)
because P = (R) contains no di erent elements which are congruent modulo 2. Since 1¡h¡q it is possible only if c = Â = 0 -in other case all q elements of the ÿeld P are roots of the nonzero polynomial of the degree h.
Note that if q = 2 and R = Z 4 then h = 1 in (3.13) and this equality is true whenever c = Â: In this case the corresponding simpliÿcations of the right part of (1.5) gives (1.6).
Proof of Theorem 2
The algorithm of constructing the code K q (m + 1) from the code K R (m) (described in Section 1) shows that the c.w.e. W Kq(m+1) (z u : u ∈ P) may be obtained from the c.w.e. W KR(m) (x r : r ∈ R) by the following change of variables:
x 2u → z q u for any u ∈ P; x r → u ∈ P z u for any r ∈ R * : (4.1)
Now for the proof of Theorem 2 it remains to describe the monomials which arise after this substitution from the monomials contained in (1.5) and the multiplicities of these monomials. We can write (1.5) in the following form: it is not di cult to check the following equalities:
Lastly note that for any a ∈ R; ∈ P the set a + I ( ) = a + P(e + 2 ) contains q − 1 invertible elements of R and unique element 2v ∈ 2R for v = a 1 ⊕ a 0 (e + ). So
(4.6) Table 3 Conditions on = Now equality (1.7) follows from the equality
Proof of Theorem 4
In this section m = 2 ¿ 4 and we use the following result. Proof. See Theorem 1(b) of [13] .
This result has the more detailed form given in Table 4 . Actually if under designations (1.10) for some ∈ P; ∈ {0; e} Table 4 .
Now Eq. (2.2) implies
Corollary 7. Let m = 2 ¿ 4. Then for given ∈ S * ; a ∈ R the type [ ; a] of the word u[ ; a] ∈ K R (m) is deÿned from Table 5 . Table 4 Conditions on ∈ S * , Conditions on c Values of N (c) =
c ∈ B( ; e) q m−2 + q −1 Table 5 Conditions on ∈ S * , Conditions on r ∈ R Values of ; a (r) =
Therefore if for a given ∈ P; ∈ {0; e} we denote by B( ; ) the number of the solutions ∈ S * of the equation system (5.2) then we can present the c.w.e. of the code K R (m) as
r0 ∈ P r1 ∈ P xñ =q r 
Proof. The function
is a nondegenerate quadric in m−2 variables over the ÿeld P and according to Theorem 6:32 of [8] the number M g (c) of the solutions x ∈ P m−2 of the equation If ⊕ = e then v(c) = − 1 for all c in the last sum and we get
Now lemma follows from the evident equality C(0; e) + C(0; 0) = q m−1 and Lemma 8.
The statement of the Theorem 4 follows from (5.3) and Lemmas 9 and 10.
To make the picture complete, as in the case of odd m, we need to show that the right part of (1.11) contains no cancelling terms. To do so, as it is easy to see, it is su cient to prove Lemma 11. For any a; b ∈ R; ; ∈ P * ; ; ∈ {0; e}; if q¿2 and a + B( ; ) = b + B( ; ) (5.14)
then a = b; = ; = :
Proof. From the comparison of the both parts of (5.14) modulo 2 we get a 0 ⊕P * = b 0 ⊕ P * . Therefore a 0 = b 0 and we have 2a 1 + B( ; ) = 2b 1 + B( ; ): In view of (1.10) it means that
Now we use the following simple statement.
Lemma 12.
Let L = L 0 (e) = { ∈ P: tr q 2 ( ) = 0} and ! ∈ P; tr
We have the equality of two cosets which is equivalent to the pair of the conditions
The ÿrst of them gives tr q 2 ( x) = tr q 2 ( x) and hence = : Then the second condition turns into the condition
It means that a 1 = b 1 because otherwise we would have |L| = q=2 ¿ |P * | = q − 1, in contradiction with the condition q = 2: Now we get !( ⊕ ) ∈ L: Therefore tr 
Proof of Theorem 5
Here we use the same method as in Section 4. We can present c.w.e. 
:
Let us note that monomials (6.3) for di erent values of triples ( ; a; ) can be equal. In this connection we need Lemma 16. Let ∈ P * ; a ∈ R * ; ∈ {0; e}. Then (1.11) by deleting in the ÿrst sum all items except x n 0 , in the second sum -all items for r 0 = 0, and in other sums -all items for a = 0.
