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We show global existence and boundedness of classical solutions to a virus infection
model with chemotaxis in bounded smooth domains of arbitrary dimension and for
any sufficiently regular nonnegative initial data and homogeneous Neumann boundary
conditions. More precisely, the system considered is
ut = ∆u−∇ · (
u
(1 + u)α
∇v)− uw + κ− u,
vt = ∆v + uw − v,
wt = ∆w − w + v,
with κ ≥ 0, and solvability and boundedness of the solution are shown under the
condition that {
α > 12 +
n2
6n+4 , if 1 ≤ n ≤ 4
α > n4 , if n ≥ 5.
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1 Introduction
In theoretical immunology it is not uncommon to model the evolution of a virus population by
a system of ODEs ([16, 6]). These models already yield key insights into infections ([16]; for
clinical advice based on models of this type, see e.g. [4]), but by their very nature are ill-suited
∗hubingran@foxmail.com
†jlankeit@math.uni-paderborn.de
1
for gaining spatial information concerning the distribution of infected cells. For this reason in an
attempt to better understand the formation of patterns on the onset of an HIV infection, in [17]
the following model was proposed (where κ, α, β, dχ, dv and dw are suitable positive constants):
ut = ∆u− dχ∇ · (u∇v) + κ− (κ− 1)uw − u, (1)
vt = dv∆v + α(uw − v),
wt = dw∆w + β(v − w).
Herein, u and v stand for the population density of uninfected and infected cells, respectively,
and w is used to describe the concentration of virus particles. All three of the populations move
around randomly (i.e. diffuse) and decay. The virus is also produced by infected cells and its
presence causes healthy cells to be converted into infected cells. Healthy cells are, moreover,
produced with a constant rate κ. In addition, in chemotactic response to cytokines emitted by
infected cells healthy cells move toward high concentration of those. The corresponding cross-
diffusive term in (1) is the key contributor to mathematical challenges already the global existence
analysis of (1) poses.
In contrast to the aggregation phenomena described by the famous classical Keller–Segel type
models ([10], see also the surveys [2, 8, 7]), in the present setting a blow-up of solutions is not
to be expected according to the biological observations. Motivated from the desire to hence
exclude the possibility of blow-up, in [17, Sec. 8], the chemotaxis term was substituted by a term
essentially of the form of ∇· ( u1+u∇v). In line with this reasoning, it is the purpose of this article
to investigate whether weaker changes can have a similar consequence: If we employ chemotaxis
terms of the form ∇ · ( u(1+u)α∇v), can we still guarantee (global existence and) boundedness of
solutions? More accurately: for which values of α is it possible?
It seems appropriate to note that weakening the cross-diffusion is not the only possible change
to (1) that can ensure global existence and boundedness of solutions:
In [3], Bellomo and Tao replaced the conversion term uw by the term uw1+au+bw of Beddington–
deAngelis type ([1, 5]) with positive parameters a, b, and succeeded in proving global existence
and boundedness of solutions to the resulting model, as well as their stabilization as t→ ∞ for
small basic reproduction numbers. For a closely related system, see also [19].
From a mathematical perspective, one of the most significant differences between (1) and the
well-studied Keller–Segel type models is the presence of a nonlinear production term (+uw in
the second equation). While also chemotaxis–consumption models (see e.g. [18, 13]), popular
in the context of studies concerning the interaction between chemotactically active bacteria and
their fluid environment (cf. e.g. [12] and references therein), feature a nonlinear term, that
term there only appears as sink, not as source term, thus favourably factoring into boundedness
considerations.
The mathematically most inconvenient difference to the spatially homogeneous setting apparently
lies in the chemotaxis term. Let us briefly contemplate why in its presence the source term of the
second equation seems more troublesome: In the ODE setting, a Lyapunov function has been
found (in [11]), essentially solving questions of boundedness and long-time behaviour. Attempts
to employ a corresponding functional (or even only a functional involving the same term for the
first component) will result in the necessity to deal with a term of the form
∫
Ω
∇u·∇v
u
, which
in part can be estimated by the contribution of the diffusion term, but then requires something
to cancel
∫
Ω |∇v|
2. This we can easily provide by adding
∫
Ω v
2 to the functional, whereupon
the nonlinear production term raises its head as
∫
Ω uvw (cf. (27)) and can barely be controlled
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by −
∫
Ω v
2 and an analogue stemming from the third equation, if u is replaced by a bounded
function, cf. [3], (which basically is what the change to this term in [3] does). Platz ist, is
witnessed by the fact that the proof of [3, Lemma 4.3] relies on smallness of the reproduction
number. If we want to retain the factor u, i.e. the true nonlinearity of the term +uw, which was
originally taken from the standard SIR model (cf. [17, Sec. 2]), however, similar estimates seem
no longer possible.
Moreover, in contrast to the situation of [3, Lemma 3.3], the influence of u on the growth of v
renders us unable to gain a priori boundedness information on v and w in arbitrary Lp(Ω) spaces
as easily as there.
Nevertheless, if the chemotactic effects are lessened in the way suggested in [17, Sec. 8] (but
less severely – in the physically relevant dimensions), it is possible to show global existence and
boundedness of solutions despite the nonlinear source term. More precisely: Considering the
system
ut = ∆u−∇ ·
(
u
(1 + u)α
∇v
)
− uw + κ− u, (2a)
vt = ∆v + uw − v, (2b)
wt = ∆w − w + v, (2c)
∂νu
∣∣
∂Ω
= ∂νv
∣∣
∂Ω
= ∂νw
∣∣
∂Ω
= 0, (2d)
u(·, 0) = u0, v(·, 0) = v0, w(·, 0) = w0 (2e)
with initial data satisfying
u0 ∈ C
0(Ω), (3a)
v0 ∈W
1,∞(Ω), (3b)
w0 ∈ C
0(Ω), (3c)
u0 ≥ 0, v0 ≥ 0, w0 ≥ 0, (3d)
we shall show the following:
Theorem 1.1. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let

α > 12 +
n2
6n+4 , if 1 ≤ n ≤ 4
α > n4 , if n ≥ 5
(4)
and let κ ≥ 0. Then, for every (u0, v0, w0) as in (3), the problem (2) has a global solution which
is bounded in the sense that there exists C > 0 fufilling
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,∞(Ω) + ‖w(·, t)‖L∞(Ω) ≤ C for all t > 0. (5)
Remark 1.2. For simplicity and better readability we have set most coefficients in model (2)
equal to 1. Replacing them by other positive constants would not affect the proofs in any major
way. Realistic parameter values can be found in [17, Sec. 9].
The proof consists of two main parts, corresponding to Sections 2 and 3. In the first of these,
we will establish local existence of solutions and show that in order to obtain boundedness in
the sense of (5), it suffices to bound t 7→ ‖u(·, t)‖Lp(Ω) for some p >
n
2 . The second part will
be devoted to the derivation and use of a quasi-energy inequality, resulting in the confirmation
that such an Lp(Ω)-norm of u can be controlled, which, in light of the first part, will lead to the
conclusion of Theorem 1.1.
3
2 Local existence and a priori estimates
We postpone a sketch of the proof of local existence until Lemma 2.11, where we will be able to
give a more useful extensibility criterion for the solution than would be possible now, and begin
the course of our proofs with the following a priori estimates.
2.1 L1-boundedness of u
The first observation in this direction is that the amount of healthy cells remains bounded.
Lemma 2.1. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let α ≥ 0, κ ≥ 0, T ∈ (0,∞]
and let 0 ≤ u ∈ C0(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) solve (2a), (2d) for some nonnegative w ∈
C0(Ω× [0, T )) and some v ∈ C1(Ω× (0, T )) ∩ C0(Ω× [0, T )) satisfying ∂νv
∣∣
∂Ω×(0,T )
= 0. Then∫
Ω
u(·, t) ≤ e−t
∫
Ω
u(·, 0) + κ|Ω|
(
1− e−t
)
for all t ∈ (0, T ). (6)
Proof. Integrating (2a) and using nonnegativity of uw, one obtains
d
dt
∫
Ω
u(·, t) ≤ κ|Ω| −
∫
Ω
u(·, t) for all t ∈ (0, T )
so that (6) follows.
2.2 L1-boundedness of u+ v and of v
The next step should be the derivation of similar L1 bounds for v. However, the nonlinear
production +uw blocks similarly simple approaches as employed in the proof of Lemma 2.1. We
therefore first turn our attention to the total mass of healthy and infected cells, where the terms
modelling the conversion of healthy to infected cells in each of the respective equations cancel
each other.
Lemma 2.2. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let α ≥ 0, κ ≥ 0, T ∈ (0,∞]
and let the nonnegative functions u, v ∈ C0(Ω× [0, T )) ∩ C2,1(Ω× (0, T )) solve (2a), (2b), (2d)
for some function w. Then∫
Ω
u(·, t) +
∫
Ω
v(·, t) = e−t
(∫
Ω
u(·, 0) +
∫
Ω
v(·, 0)
)
+ κ|Ω|(1− e−t) for all t ∈ (0, T ). (7)
Proof. Adding (2a) and (2b) shows that
(u + v)t = ∆u+∆v −∇ ·
(
u
(1 + u)α
∇v
)
+ κ− (u+ v) in Ω× (0, T )
and integration over Ω leads to the ODE y′(t) = κ|Ω| − y(t), t ∈ (0, T ), for y(t) :=
∫
Ω
u(·, t) +∫
Ω v(·, t), t ∈ (0, T ), immediately resulting in (7).
We now may conclude that also t 7→
∫
Ω v(·, t) is bounded.
Corollary 2.3. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let α ≥ 0, κ ≥ 0, T ∈ (0,∞]
and let the nonnegative functions u, v ∈ C0(Ω× [0, T )) ∩ C2,1(Ω× (0, T )) solve (2a), (2b), (2d)
for some function w. Then∫
Ω
v(·, t) ≤ e−t
(∫
Ω
u(·, 0) +
∫
Ω
v(·, 0)
)
+ κ|Ω|(1− e−t) for all t ∈ (0, T ).
Proof. Nonnegativity of u and Lemma 2.2 imply this statement.
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2.3 Boundedness of w in L
n
n−2
−ε
L1 boundedness of v, which serves as the source term in (2c), already entails some boundedness
for the third solution component w. As preparation for later arguments, we give the following
lemma in a more general form, but note that in light of Corollary 2.3 can immediately apply it
with q = 1 and hence for any r ∈ [1, n
n−2 ).
Lemma 2.4. Let Ω ⊂ Rn be a bounded, smooth domain. Then there is C > 0 such that for
any q ∈ [1,∞), any r ∈ [1,∞] such that r < nq
n−2q if q <
n
2 , r < ∞ if q =
n
2 or r ≤ ∞ if
q > n2 , any T ∈ (0,∞] and any w ∈ C
2,1(Ω× (0, T ))∩C0(Ω× [0, T )) solving (2c), (2d) for some
v ∈ C0(Ω× [0, T )) ∩C2,1(Ω× (0, T )) that satisfies
‖v(·, t)‖Lq(Ω) ≤ K for all t ∈ (0, T )
with some K > 0, we have
‖w(·, t)‖Lr(Ω) ≤ C
(
e−t‖w(·, 0)‖Lr(Ω) +K
)
for all t ∈ (0, T ). (8)
Proof. If we represent w according to
w(·, t) = et(∆−1)w(·, 0) +
∫ t
0
e(t−s)(∆−1)v(·, s)ds, t ∈ (0, T ),
by the variation-of-constants formula, the well-known Lp-Lq-estimates for the (Neumann-)heat
semigroup (see [20, Lemma 1.3 i)]) provide us with a constant k1 > 0 such that
‖w(·, t)‖Lr(Ω) ≤ k1e
−t‖w(·, 0)‖Lr(Ω) +
∫ t
0
e−(t−s)k1
(
1 + (t− s)−
n
2 (
1
q
− 1
r
)
)
‖v(·, s)‖Lq(Ω)ds
≤ C
(
e−t‖w(·, 0)‖Lr(Ω) +K
)
for all t ∈ (0, T ),
where C := max{k1, k1
∫∞
0
e−τ (1+ τ−
n
2 (
1
q
− 1
r
))dτ}, which is finite due to the condition r < nq
n−2q
ensuring −n2 (
1
q
− 1
r
) > −n2 (
1
q
− n−2q
nq
) = −1.
2.4 Conditional regularity of v
Similarly, it is possible to assert boundedness of the second solution component in smaller spaces
than given by Corollary 2.3 – provided that boundedness of w and u is already known. Like
Lemma 2.4, the following lemma will become part of iterative procedures later (in the proofs of
Lemma 2.6 and Lemma 2.9).
Lemma 2.5. Let Ω ⊂ Rn be a bounded, smooth domain. Let p ∈ [1,∞], r ∈ [1,∞] be such that
1
p
+ 1
r
≤ 1 and let q1, q2 ∈ [1,∞] satisfy
1
p
+
1
r
−
1
n
<
1
q1
1
p
+
1
r
−
2
n
<
1
q2
. (9)
Then there is C > 0 such that whenever for some T ∈ (0,∞], the function v ∈ C0(Ω× [0, T )) ∩
C2,1(Ω× (0, T )) satisfies (2b), (2d) for some u,w ∈ C0(Ω× [0, T )) satisfying
‖u(·, t)‖Lp(Ω) ≤ K for all t ∈ (0, T )
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‖w(·, t)‖Lr(Ω) ≤ K for all t ∈ (0, T )
for some K > 0, then
‖∇v(·, t)‖Lq1(Ω) ≤ C(e
−t‖∇v(·, 0)‖Lq1(Ω) +K
2)
‖v(·, t)‖Lq2(Ω) ≤ C(e
−t‖v(·, 0)‖Lq2(Ω) +K
2).
Proof. With ρ ∈ [1,∞] being defined by 1
ρ
= 1
p
+ 1
r
we have that ‖uw(·, t)‖Lρ(Ω) ≤ K
2 for any
t ∈ (0, T ) and invoking a semigroup representation of v and estimates from [20, Lemma 1.3], we
immediately see that for any t ∈ (0, T ) we have
‖v(·, t)‖Lq2(Ω) ≤ k1e
−t‖v(·, 0)‖Lq2(Ω) + k1K
2
∫ ∞
0
e−τ
(
1 + τ
−n2 (
1
ρ
− 1
q2
)
)
dτ
and that
‖∇v(·, t)‖Lq1(Ω) ≤ k1e
−t‖∇v(·, 0)‖Lq1(Ω) + k1K
2
∫ ∞
0
e−τ
(
1 + τ
− 12−
n
2 (
1
ρ
− 1
q1
)
)
dτ
for any t ∈ (0, T ), where k1 > 0 is the constant obtained from [20, Lemma 1.3] and where the
integrals are finite due to (9).
2.5 Boundedness of w
If certain bounds on u are assumed, we are in the following situation: Regularity of w entails
regularity of v (according to Lemma 2.5), and higher regularity of v, in turn, can be used to
further our knowledge concerning regularity of w (Lemma 2.4). Accordingly, we can iterate
application of these two lemmata so as to obtain the following.
Lemma 2.6. Let Ω ⊂ Rn be a bounded, smooth domain. Let p ∈ [1,∞], r ∈ [1,∞] be such that
1
p
+ 1
r
≤ 1 and let p > n4 . Then for every K > 0 there is C > 0 such that the following holds:
Whenever T ∈ (0,∞] and v, w ∈ C0(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) satisfy (2d), (2b) and (2c)
for some u ∈ C0(Ω× [0, T ]) ∩ C2,1(Ω× (0, T )) and
sup
t∈(0,T )
‖u(·, t)‖Lp(Ω) ≤ K,
sup
t∈(0,T )
‖w(·, t)‖Lr(Ω) ≤ K, (10)
‖w(·, 0)‖L∞(Ω) ≤ K,
‖v(·, 0)‖L∞(Ω) ≤ K
are satisfied, then
sup
t∈(0,T )
‖w(·, t)‖L∞(Ω) ≤ C.
Proof. By Lemma 2.5, we have a bound on supt∈(0,T ) ‖v(·, t)‖Lq(Ω) if
1
p
+ 1
r
− 2
n
< 1
q
. According to
Lemma 2.4 this can be turned into a bound on supt∈(0,T ) ‖w(·, t)‖Lr′ (Ω) if
1
r′
> 1
q
− 2
n
. Combining
these conditions, we see that (10) entails supt∈(0,T ) ‖w(·, t)‖Lr′ (Ω) <∞ whenever
1
r′
> 1
p
+ 1
r
− 4
n
.
Since p > n4 , we have that a :=
4
n
− 1
p
is positive. Setting r0 := r and
rk+1 := f(rk) :=
{
2rk
2−ark
, rk <
2
a
,
∞, rk ≥
2
a
,
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for k ∈ N0 (meaning that
1
rk+1
= ( 1
rk
− a2 ) >
1
rk
+ 1
p
− 4
n
), upon iteration of the previous argument,
we obtain Ck(K) > 0 such that supt∈(0,T ) ‖w(·, t)‖Lrk (Ω) ≤ Ck(K). We finally remark that for
some finite k ∈ N we have rk = ∞, because 0 < r < f(r) for 0 < r <
2
a
and f has no fixed
point.
If we account for the bounds on w that we have prepared previously, this lemma immediately
implies boundedness of the third solution component:
Corollary 2.7. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain and let K > 0 and p ∈ (n2 ,∞].
Then there is C > 0 such that the following holds: If α ≥ 0, κ ≥ 0, T ∈ (0,∞] and the functions
u, v, w ∈ C0(Ω× [0, T )) ∩C2,1(Ω× (0, T )) solve (2) with some (u0, v0, w0) as in (3), and if
sup
t∈(0,T )
‖u(·, t)‖Lp(Ω) ≤ K, ‖w0‖L∞(Ω) ≤ K, ‖v0‖L∞(Ω) ≤ K,
then
sup
t∈(0,T )
‖w(·, t)‖L∞(Ω) ≤ C. (11)
Proof. We pick r ∈ [1, n
n−2 ) such that
1
r
+ 1
p
≤ 1, which is possible due to p > n2 . For this r,
Lemma 2.4 together with Corollary 2.3 shows that supt∈(0,T ) ‖w(·, t)‖Lr(Ω) <∞, so that Lemma
2.6 becomes applicable and guarantees (11).
2.6 Improving regularity of u
The previous lemmata require some bounds concerning u. Therefore, our next aim shall be
the improvement of boundedness properties of said component. In a first step we use assumed
boundedness of ∇v to procure estimates of norms of u.
Lemma 2.8. Let Ω ⊂ Rn be a bounded, smooth domain. Let α ≥ 0, κ ≥ 0 and let q0 ∈ [1,∞],
p0 ∈ [1,∞] be such that
p0 ≥
(1− α)+
1− 1
q0
(12)
is satisfied. Moreover, let p ∈ [1,∞] be such that
1
q0
+
(1− α)+
p0
−
1
n
<
1
p
. (13)
Then there is C > 0 such that whenever for some T ∈ (0,∞], the nonnegative function u ∈
C0(Ω × [0, T )) ∩ C2,1(Ω × (0, T )) solves (2d) and (2a) for some v ∈ C1(Ω × (0, T )) and some
nonnegative function w ∈ C0(Ω× [0, T )) and the estimates
sup
t∈(0,T )
‖u(·, t)‖Lp0(Ω) ≤ K
sup
t∈(0,T )
‖∇v(·, t)‖Lq0(Ω) ≤ K (14)
are fulfilled for any K > 0 and (2d) holds, then we have
‖u(·, t)‖Lp(Ω) ≤ C
(
1 +K1+(1−α)+ + e−t‖u(·, 0)‖Lp(Ω)
)
for all t ∈ (0, T ).
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Proof. The assumption (12) ensures that 1 ≥ 1
q0
+ (1−α)+
p0
=: 1
r
so that Hölder’s inequality
becomes applicable and guarantees that, due to (14),
‖
u
(1 + u)α
∇v‖Lr(Ω) ≤ ‖∇v‖Lq0(Ω)‖u
(1−α)+‖
L
p0
(1−α)+ (Ω)
≤ K1+(1−α)+ on (0, T ). (15)
The variation-of-constants representation of u together with nonnegativity of uw and semigroup
estimates ensure that with some k1 > 0, k2 > 0 taken from [20, Lemma 1.3], we obtain
‖u(·, t)‖Lp(Ω) ≤ k1e
−t‖u(·, 0)‖Lp(Ω) + κ(1− e
−t)|Ω|
1
p
+ k2K
1+(1−α)+
∫ ∞
0
e−τ (1 + τ
− 12−
n
2 (
1
q0
+
(1+α)+
p0
− 1
p
)
)dτ for any t ∈ (0, T )
by (15), where the integral is finite due to (13).
2.7 Boundedness
It seems to be a shortcoming of Lemma 2.8 that it has to rely on some known estimates for ∇v.
On the other hand, from Lemma 2.5 we already know how to obtain those, if we may assume
some boundedness of w (which is unproblematic in view of Corollary 2.7):
Lemma 2.9. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain and let α ≥ 0, κ ≥ 0. Moreover
let p0, p ∈ [1,∞] be such that
p0 >
1 + (1− α)+
1 + 1
n
(16)
and
1 + (1 − α)+
p0
−
2
n
<
1
p
, (17)
and let q ∈ [1,∞] fulfil 1
q
> 1
p
− 1
n
. Then for every K > 0 there is C > 0 such that whenever for
some T ∈ (0,∞], the functions u, v ∈ C2,1(Ω× (0, T ))∩C0(Ω× [0, T )) solve (2a), (2b), (2d) for
some function w ∈ C0(Ω× [0, T )) satisfying
sup
t∈(0,T )
‖w(·, t)‖L∞(Ω) ≤ K
and
sup
t∈(0,T )
‖u(·, t)‖Lp0(Ω) ≤ K, ‖u0‖Lp(Ω) ≤ K, ‖∇v0‖L∞(Ω) ≤ K
are satisfied, then
sup
t∈(0,T )
‖u(·, t)‖Lp(Ω) < C (18)
and
sup
t∈(0,T )
‖∇v(·, t)‖Lq(Ω) < C. (19)
Proof. Since (16) ensures that p0 >
(1+α)+
1− 1
p0
+ 1
n
and since (17) is valid, it is possible to find q0 ∈
[1,∞] such that 1
p0
− 1
n
< 1
q0
and p0 ≥
(1−α)+
1− 1
q0
and 1
q0
+ (1−α)+
p0
− 1
n
< 1
p
. Successive application
of Lemma 2.5 (with r =∞) and Lemma 2.8 therefore yield (19) and (18).
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In conclusion, we arrive at the statement that the boundedness of the Lp(Ω)-norm of the first
component for some p > n2 already entails boundedness of the solution.
Corollary 2.10. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain and let α ≥ 0, κ ≥ 0. Let
p ∈ [1,∞] satisfy
p >
n
2
, p >
(1 − α)+n
2
, p >
1 + (1 − α)+
1 + 1
n
.
Then for every K > 0 there is C > 0 such that whenever (u, v, w) ∈
(
C0(Ω× [0, T )) ∩ C2,1(Ω× (0, T ))
)3
solves (2) for initial data as in (3) and
sup
t∈(0,T )
‖u(·, t)‖Lp(Ω) ≤ K,
(
‖u0‖L∞(Ω) + ‖v0‖W 1,∞(Ω) + ‖w0‖L∞(Ω)
)
≤ K,
then
sup
t∈(0,T )
(
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,∞(Ω) + ‖w(·, t)‖L∞(Ω)
)
≤ C.
Proof. According to Corollary 2.7, w is bounded in Ω× (0, T ). By an iterative procedure similar
to that in the proof of Lemma 2.6, repeated application of Lemma 2.9 shows boundedness of u
and of ∇v.
We close this section with the local existence and extensibility statement we have been working
towards:
Lemma 2.11. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let α ≥ 0, κ ≥ 0. For every
(u0, v0, w0) as in (3) there are Tmax > 0 and a triple of functions
u ∈ C0(Ω× [0, Tmax)) ∩C
2,1(Ω× (0, Tmax)),
v ∈ C0(Ω× [0, Tmax)) ∩C
2,1(Ω× (0, Tmax)),
w ∈ C0(Ω× [0, Tmax)) ∩C
2,1(Ω× (0, Tmax))
such that (u, v, w) solves (2) and that
Tmax =∞ or lim
tրTmax
‖u(·, t)‖Lp(Ω) =∞ (20)
for any p > n2 and such that u, v and w are nonnegative in Ω× (0, Tmax).
Proof. Standard reasoning along the lines of e.g. [9, Thm. 3.1], with Banach’s fixed point
theorem residing at its core, yields the existence result and shows that
either Tmax =∞ or lim
tրTmax
(
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,∞(Ω) + ‖w(·, t)‖L∞(Ω)
)
=∞.
(21)
An application of Corollary 2.10 allows us to replace (21) by (20).
3 Preparations for a quasi-energy inequality
The main part in the analysis of solutions to (2) will be played by a quasi-energy inequality, a
differential inequality for the function∫
Ω
up +
∫
Ω
v2 +
∫
Ω
|∇w|2.
In the first subsections, we will, step by step, prepare differential inequalities for the summands
separately.
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3.1 Estimating
∫
Ω
u
p
We begin with estimates for a power of u. In the end, we will have to use this for some exponent
greater than n2 – since this is part of the assumptions in Corollary 2.10 and (20). It is apparent,
at least for n > 2, that merely integrating the ODE Lyapunov functional ([11]) over the domain
could not possibly entail sufficient boundedness information on u, – and in any case this approach
would not account for the chemotaxis term, as discussed in the introduction.
Lemma 3.1. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3).
Suppose that α ≥ 12 , k ≥ 0. Then for all p ∈ [1, 2α], there is C1 > 0 such that the solution of
(2) satisfies
1
p
d
dt
∫
Ω
up +
1
p
∫
Ω
up ≤
p− 1
4
∫
Ω
|∇v|2 −
∫
Ω
upw + C1 (22)
on (0, Tmax).
Proof. Multiplying equation (2a) by up−1 and integrating over Ω by parts, using Young’s in-
equality, we deduce that
1
p
d
dt
∫
Ω
up = −(p− 1)
∫
Ω
up−2|∇u|2 + (p− 1)
∫
Ω
up−1
(1 + u)α
∇u · ∇v
+ κ
∫
Ω
up−1 −
∫
Ω
up −
∫
Ω
upw
≤
p− 1
4
∫
Ω
up
(1 + u)2α
|∇v|2 −
1
p
∫
Ω
up −
∫
Ω
upw + C1
≤
p− 1
4
∫
Ω
|∇v|2 −
1
p
∫
Ω
up −
∫
Ω
upw + C1
holds on (0, Tmax), where
up
(1+u)2α ≤ 1 due to p ≤ 2α and where we have set C1 :=
κp
p
|Ω|.
3.2 Estimating
∫
Ω
v
2
Before we derive a differential inequality for
∫
Ω
v2, in Lemmata 3.2 and let us prepare estimates
that will allow us to transform the term +
∫
Ω uvw on its right-hand side into terms we can
control.
Lemma 3.2. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3).
Let q ∈ (1,∞] be such that q ≤ ∞ if n = 1, q <∞ if n = 2 and q < 2n
n−2 if n ≥ 3. Then for any
ε1 > 0, there exists C(ε1) > 0 such that the solution of (2) satisfies∫
Ω
wq(·, t) ≤ ε1
∫
Ω
|D2w(·, t)|2 + C(ε1) (23)
for all t ∈ (0, Tmax)
Proof. Thanks to Lemma 2.4 in conjunction with Corollary 2.3 we know that
sup
t∈(0,Tmax)
∫
Ω
wρ(·, t) <∞ for ρ ∈ [1,
n
n− 2
) (24)
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and hence only need to discuss the case of q ≥ n
n−2 . The Gagliardo-Nirenberg inequality provides
us with C2 > 0 such that∫
Ω
wq = ‖w‖q
Lq(Ω) ≤ C2‖D
2w‖aq
L2(Ω) · ‖w‖
(1−a)q
Ls(Ω) + C2‖w‖
q
Ls(Ω) on (0, Tmax)
where a =
1
s
− 1
q
1
s
+ 2
n
− 12
∈ (0, 1) and s ∈ (1, n
n−2 ). That the exponent aq satisfies aq < 2 is guaranteed
by the restriction q < 2n
n−2 . Then, due to (24) with ρ = s, the proof is complete after applying
Young’s inequality.
Lemma 3.3. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3). Let
r ∈ (1, 2+ 2
n
). Then for any ε2 > 0, there exists C(ε2) > 0 such that the solution of (2) satisfies∫
Ω
vr ≤ ε2
∫
Ω
|∇v|2 + C(ε2) on (0, Tmax). (25)
Proof. We can obtain inequality (25) in a way very similar to Lemma 3.2: We note that the
condition on r ensures that a :=
1− 1
r
1
2+
1
n
satisfies a ∈ (0, 1) and ar < 2 and conclude (25) from
Gagliardo–Nirenberg’s inequality showing that with some C3 > 0∫
Ω
vr = ‖v‖rLr(Ω) ≤ C3‖∇v‖
ar
L2(Ω)‖v‖
(1−a)r
L1(Ω) + C3‖v‖
r
L1(Ω) on (0, Tmax)
and from an application of Young’s inequality together with Lemma 2.3.
Lemma 3.4. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3).
Let p > 1 + n
2
3n+2 . There exists C4 > 0 such that the solution of (2) satisfies
1
2
d
dt
∫
Ω
v2 +
∫
Ω
v2 +
1
2
∫
Ω
|∇v|2 ≤
2
p+ 3
∫
Ω
upw +
2
p+ 3
∫
Ω
|D2w|2 + C4 (26)
on (0, Tmax)
Proof. Testing equation (2b) against v and integrating by parts over Ω, we obtain that
1
2
d
dt
∫
Ω
v2 = −
∫
Ω
|∇v|2 −
∫
Ω
v2 +
∫
Ω
uvw on (0, Tmax). (27)
Planning to deal with the last term on the right, we observe that p > 1+ n
2
2n+2 entails
p
p−1 ·
2n
n−2
2n
n−2−1
<
2+ 2
n
and fix q ∈ (1, 2n
n−2 ) such that r :=
p
p−1 ·
q
q−1 ∈ (1, 2+
2
n
). By twofold application of Young’s
inequality, ∫
Ω
uvw ≤
2
p+ 3
∫
Ω
upw + C5
∫
Ω
v
p
p−1w
≤
2
p+ 3
∫
Ω
upw +
∫
Ω
wq + C5C6
∫
Ω
vr on (0, Tmax), (28)
where C5 :=
p−1
p
· ( 2p
p+3 )
− 1
p−1 , C6 :=
q−1
q
· q−
1
q−1 .
Having chosen q such that r ∈ (1+2+ 2
n
), we are able to make use of Lemma 3.2 and Lemma 3.3
to estimate the last two terms of (28). That, by letting ε1 :=
2
p+3 and ε2 :=
1
2C5C6
and denoting
C4 := C(ε1) + C5C6C(ε2), yields (26).
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3.3 Estimating
∫
Ω
|∇w|2
The third ingredient for the final inequality is the following:
Lemma 3.5. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3).
There is C7 > 0 such that the solution of (2) satisfies
d
dt
∫
Ω
|∇w|2 +
∫
Ω
|∇w|2 +
∫
Ω
|D2w|2 ≤
∫
Ω
|∇v|2 + C7 (29)
on (0, Tmax)
Proof. Recalling the identity ∆|∇v|2 = 2∇v · ∇∆v + 2|D2v|2, using Young’s inequality, we
differentiate the third equation (2c) to obtain
1
2
d
dt
∫
Ω
|∇w|2 =
∫
Ω
∇w · ∇(∆w − w − v)
=
1
2
∫
Ω
∆|∇w|2 −
∫
Ω
|D2w|2 −
∫
Ω
|∇w|2 −
∫
Ω
∇v · ∇w
≤
1
2
∫
∂Ω
∂|∇w|2
∂ν
−
∫
Ω
|D2w|2 −
1
2
∫
Ω
|∇w|2 +
1
2
∫
Ω
|∇v|2 on (0, Tmax) (30)
Aiming at controlling the boundary integral, we first use the one-sided pointwise inequality
∂|∇w|2
∂ν
≤ C8|∇w|
2 on ∂Ω (31)
which with some domain-dependent constant C8 > 0 holds for any bounded smooth domain
Ω ⊂ Rn, n ∈ N, and w satisfying ∂w
∂ν
= 0 on ∂Ω,(see [15, Lemma 4.2]). With the help of the
embeddings W
1
2 ,2(Ω) →֒ L2(∂Ω) (see [14, Thm. 9.4]) and W 1,2(Ω) →֒→֒ W
1
2 ,2(Ω) →֒ L2(Ω)(see
[14, Thm. 16.1]) and Ehrling’s lemma, for any ε3 > 0 one can find C9(ε3) > 0 such that∫
∂Ω
ϕ2 ≤ ε3
∫
Ω
|∇ϕ|2 + C9(ε3)
∫
Ω
ϕ2 for all ϕ ∈ W 1,2(Ω).
Applying this to ε3 :=
1
2C8
and ϕ := ∇w, we deduce that
C8
2
∫
∂Ω
|∇w|2 ≤
1
4
∫
Ω
|D2w|2 +
C8C9(ε3)
2
∫
Ω
|∇w|2 on (0, Tmax). (32)
In fact, the term
∫
Ω
|∇w|2 in (32) can be controlled by
∫
Ω
|D2w|2: Invoking Lemma 2.4 together
with Corollary 2.3, the Gagliardo-Nirenberg inequality and Young’s inequality, we have that for
ε4 :=
1
2C8C9(ε3)
> 0, there exists C10(ε4) such that∫
Ω
|∇w|2 ≤ ε4
∫
Ω
|D2w|2 + C10(ε4) on (0, Tmax). (33)
Inserting (31), (32) and (33) into (30), we obtain
1
2
d
dt
∫
Ω
|∇w|2 ≤−
1
2
∫
Ω
|∇w|2 −
(
1−
1
4
−
C8C9(ε3)ε4
2
)∫
Ω
|D2w|2
+
1
2
∫
Ω
|∇v|2 +
C8C9(ε3)C10(ε4)
2
on (0, Tmax),
where denoting C7 := C8C9(ε3)C10(ε4), we conclude (29).
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3.4 The quasi-energy inequality. Proof of Theorem 1.1
Without further ado, let us collect the results of the previous subsections:
Lemma 3.6. Let Ω ⊂ Rn, n ∈ N, be a bounded, smooth domain. Let (u0, v0, w0) satisfy (3).
Let 2α ≥ p > 1 + n
2
3n+2 . There exists C11 > 0 such that the solution of (2) satisfies
d
dt
{1
p
∫
Ω
up +
p+ 3
4
∫
Ω
v2 +
∫
Ω
|∇w|2
}
+
{1
p
∫
Ω
up +
p+ 3
2
∫
Ω
v2 +
∫
Ω
|∇w|2
}
≤ C11 (34)
on (0, Tmax).
Proof. (34) results from a simple linear combination of (22), (26), (29), where C11 := C1 + C4 ·
p+3
2 + C7.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Upon an ODE comparison principle, (34) yields that there exists C12 > 0
such that the solution of (2) satisfies∫
Ω
up(·, t) ≤ C12 for all t ∈ (0, Tmax). (35)
In view of the extensibility criterion in Lemma 2.11, (35) asserts that Tmax =∞. We shall further
check the restrictions (4) on α, which indeed imply that 2α > max{1+ n
2
3n+2 ,
n
2 ,
(1−α)+n
2 ,
1+(1−α)+
1+ 1
n
}
for n ∈ N. Therefore, it is possile to find some suitable p to make Lemma 3.6 and Corollary 2.10
applicable at the same time so that the global boundedness properties therein hold.
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