[1] Geomagnetically induced currents (GICs) can disrupt power grid operations, causing significant interference for many people; therefore, predictions of ground-based magnetic perturbations and their time derivatives are quite important. This study quantifies how well the University of Michigan's Global MHD code predicts approximately 150 ground-based magnetometer traces for a number of storm-time intervals. It is found that in order to accurately represent the magnetic perturbation, Biot-Savart integrals over the entire hemisphere are needed, especially when calculating the vertical component. The 4 May 1998 storm is examined in detail. The code compares well with some stations, quantified by a normalized root mean squared error and cross correlation, while missing even the general trends for other stations. When multiple magnetometer station perturbations are averaged together, the model does an adequate job in the north and vertical components but reverses the trends in the eastward component. The code does significantly better when comparing an AL-like index but does not have as strong a variation as the actual data. Comparison of dB/dt in a wide window rather than simultaneously shows better model performance in capturing events but worse in yielding false alarms. It is further found that the MHD code models the magnetic perturbations better in the summer hemisphere than in the winter hemisphere.
Introduction
[2] Magnetic disturbances caused by solar activity can disrupt electric power grids. Geomagnetically induced currents (GICs) are induced by time-varying magnetic field external to the Earth when shocks due to sudden and violent magnetic storms subject part of the Earth's surface to fluctuations in its normally stable magnetic field [Kappenman et al., 1997] . The GICs can reach the order of tens to hundreds of amperes during the geomagnetic storm [Kappenman, 2004] , which end up flowing through transformers, power system lines, and grounding points. Under normal conditions, even the largest transformer requires only a few amperes of alternating current excitation to energize its magnetic circuit. GIC levels of only 1 --10 amperes can initiate magnetic core saturation in an exposed transformer, causing extremely large and highly distorted alternating currents to be drawn from the power grid and posing risk to the power networks [Kappenman, 2004] . These magnetic disturbances can be considered as a proxy of aurora activity, being a measure of the energy flowing from the magnetosphere to the ionosphere, which has impacts on ground-based infrastructures when geomagnetic storms happen. A now-casting and forecasting capability, which would provide regional assessment of the storm progression, may allow more protective strategies.
[3] Magnetohydrodynamics (MHD) codes can predict the global state of the entire magnetosphere-ionosphere system, instead of just the ionosphere, like other techniques, such as empirical models (e.g., the models presented by Weimer [1996] and Papitashvili et al. [1999] which are based on statistical averages of large quantities of data) and data inversion techniques (e.g., the techniques described by Ruohoniemi and Greenwald [1996] and Ridley et al. [2000] , which use assimilated data to produce now-casts of the ionospheric convection pattern). Additionally, the MHD models have the ability to predict the long-term state of the magnetosphere and ionosphere system, since they can be coupled with similar interplanetary models that describe the propagation of coronal mass ejections and other solar phenomena from the Sun to the Earth. These Sun-to-Earth models have the prospect of giving many hours to many days forward prediction, although this capability is still in the future.
[4] In order to determine whether MHD codes can be used for space weather prediction, researchers have conducted numerous validation studies. Larson et al. [2006] compared the electrodynamics quantities simulated with the Open Geospace General Circulation Model (OpenGGCM) with the observations from ground-based magnetometers and drift meter satellites and magnetometer measurements from the Defense Meteorological Satellite Program (DMSP). They showed that field-aligned currents and cross polar cap potential can be successfully simulated on the dayside with global MHD by utilizing three events with steady IMF driving conditions. Raeder et al. [2001] compared 37 subauroral, auroral, and polar cap magnetometer stations with their global simulation results of the Bastille Day geomagnetic storm, suggesting its predictions of the fluctuation spectrum in the 0 --3 mHz range for the subauroral and high-latitude regions are good, while at auroral latitudes, the predicted fluctuations are slightly too high. By using the output of the ionospheric currents from the Lyon-Fedder-Mobarry Global MHD code, which was applied to the 10 January 1997 magnetic storm, Shao et al. [2002] calculated the perturbed magnetic field at some ground-based magnetometer sites by utilizing Biot-Savart's integrals. They showed that perturbed magnetic fields on the ground from the simulation are in reasonable agreement with the observation. Ridley et al. [2001] examined the prediction of groundbased magnetometers during quiet times by using quasisteady-state solutions of the magnetosphere for similar IMF conditions to quantitatively assess the accuracy of the University of Michigan MHD code. The comparison between the MHD code results and ground magnetometers data during the relatively steady IMF time periods indicated that the model results within the polar cap and lower latitudes were reproducing the global structure of the region 1 currents accurately, but discrepancy existed within the relatively dynamic aurora region. Pulkkinen et al. [2007] obtained geomagnetically induced current (GICs) from the output of the University of Michigan MHD model and tested its performance for 24 --29 October 2003. They showed that some central features of the overall ionospheric current fluctuations associated with GICs were captured by the modeling process.
[5] While Pulkkinen et al. [2007] investigated the capability of the global model of reproducing the GIC-related ionosphere current and magnetic field fluctuations through one single geomagnetic event on 24 --29 October 2003, and Weigel et al. [2003] and Wintoft et al. [2005] studied the coupling of solar wind parameters to the ground magnetic field perturbations and their time derivatives through empirical mapping or neural network models that are driven by solar wind data, this study examines more events and use the University of Michigan's MHD code, investigating the performance of the code on predicting the ground-based magnetic perturbations and their time derivatives, utilizing over 150 magnetometers. In this simulation, magnetic events with dynamic IMF conditions are chosen and the model is driven utilizing measured upstream solar wind conditions instead of approximating the system using a single steady-state simulation as in the work of Ridley et al. [2001] . Table 1 lists the magnetic storms applied in this study, including the minimum AL index (from classical 17 magnetometers) and Dst index, as well as the minimum southern interplanetary magnetic field during the modeled periods.
Methodology
[6] The Block-Adaptive Tree Solar wind Roe-type Upwind Scheme (BATS-R-US) code, which is the model used in this study, solves the equations of ideal MHD. A detailed description of the University of Michigan MHD model can be found in the work of Powell et al. [1999] . The coupling between the magnetosphere and ionosphere is fully described by Ridley et al. [2004] . The runs that are performed in this study are aimed at examining how the model performs using nominal resources (32 processors) and running in close to real time. This means that there is a relatively low-resolution grid compared to more scientific investigations, such as Ridley [2007] . These results are what would be expected in an operational-type of setting.
[7] Figure 1 displays the locations of magnetometer stations located at latitudes higher than 50°of both hemispheres on 4 May 1998, 0200 UT, where we denote three main regions for our study: polar cap (!80°), aurora (60 --80°), and subauroral (50 --60°) regions. This plot represents the approximate station distribution for each of our results. While some stations may be added or removed from the different chains, the distribution is similar. It should be noted that the station distribution rotates with the Earth. Figure 2 shows snapshots of ionospheric output from the MHD code in the northern hemisphere ionosphere on 4 August 2001, with the Hall current vectors super positioned on the electric potential. The Hall currents are derived from the ionospheric potential and Hall conductance. The triangle symbolizes the magnetometer station IVA rotating with the Earth. With the upstream solar wind conditions as the input to the model, the timedependent ionospheric output shows the dynamical variation of electric potential as well as the Hall currents. This plot shows that the station IVA, located at 65°magnetic latitude, is on the edge of the potential pattern most of the time, sometimes under strong Hall currents and sometimes equatorward of the current system. The figure indicates that using realistic time-dependent drivers allows the pattern to undulate under the station, giving a mixture of both time-dependent current structures and rotational effects, due to the station being fixed on the Earth.
[8] We have chosen to examine the three regions (polar cap, auroral, subauroral) since they have different responses to solar inputs. The polar cap is directly coupled to the IMF through reconnection, and therefore it is expected that the solution should be modeled quite accurately, while the subauroral stations typically do not have very much ionospheric current overhead, except during storms. Since our lower-latitude boundary of the MHD/ ionosphere code is at around 60°latitude (due to the placement of the inner boundary of the MHD model), there are never currents below this latitude, and therefore the stations may be inaccurately modeled in our approximations. The aurora latitude stations measure the loading and unloading of the tail and may measure very strong currents that onset quite quickly. It is expected that the MHD code will not reproduce these unloading events accurately, since reconnection physics is not explicitly included in ideal MHD.
[9] The field-aligned currents in the MHD code are primarily closed by the ionospheric Pedersen currents, but the ground-based magnetometers measure primarily the Hall currents, which are used in our study to derive the ground magnetic field perturbation. It is understood that the Pedersen and field-aligned currents can contribute to the ground-based magnetic perturbation in regions in which the magnetic field is nonvertical and the conductance is nonuniform. In this study, though, only the Hall current is utilized. This is an approximation that we use to simplify the calculation and make it more computationally efficient. In addition, at subauroral latitudes, the curvature of the field lines allows the field-aligned current to strongly affect the measured perturbation [Clauer et al., 2006] . Therefore, the subauroral latitude stations may be modeled incorrectly, due to the assumptions used to calculate the magnetic perturbations from the modeling results. Biot-Savart integrals are completed for each station at 5 min increments (instant values, not average values) as the station rotates with the Earth under the varying current patterns (e.g., Figure 2 ). Owing to the length of time for each event and large number of stations, it requires significant computational time to compute all of the magnetic field perturbations on the ground for all of the around 160 stations.
[10] Magnetometers are considered to be ''integrating devices,'' since the Biot-Savart integral takes into account currents that can be far away. In order to determine whether the Biot-Savart integral can be limited to a certain area to save computational resources and to investigate Figure 1 . The distribution of magnetometer stations inside the circle of magnetic latitude 50°in both north and south hemispheres, at 4 May 1998, 0200 UT in magnetic latitude, magnetic local time coordinates.
how far away the magnetometers measure, the integration radius is systematically increased from 110 km (i.e., little computational resources needed, assuming only overhead currents contributed to the magnetic field) to the entire hemisphere (more computational resources needed, and having no assumption on the spatial limitation of the contribution to the magnetic field). Figure 3 illustrates this point for three magnetometer stations that are located in the polar cap (NRD), aurora zone (KTN), and subauroral zone (ABK). These figures show the magnetic perturbation derived from the Biot-Savart integral using currents from the ionospheric model output, driven by the MHD code. Each trace represents a different radius to which the BiotSavart integral is limited. The dotted line includes only the grid point above the station, while the solid line includes the entire hemisphere.
[11] Interestingly, for each type of station (polar cap, aurora, and subauroral), the horizontal magnetic perturbations are a significant fraction of the hemispheric integral when distances up to 1000 km are considered (expect the northern component in the high-latitude station, NRD). For the vertical component, there can be significant differences from distances of 2000 km up to the entire hemisphere.
[12] Figure 4 quantifies the effect of increasing the integral size. Each point on the plot is the average percentage difference between the limited region Biot-Savart integral and the whole hemisphere integral for the 4 May 1998 time period. Specifically, each point is
where DB L is in the limited region, DB H is the hemispheric integral, and the ratio is time-averaged. To avoid the effect of division by zeros, those times with an absolute value of the perturbed magnetic field less than 5 nT in the hemispheric integral are neglected. The ratio should decrease to zero as more integrating volume is included. It is shown that for the eastward magnetic perturbation component, stations in all of the three regions need a small integration size, i.e., smaller than approximately 1000 km for a relative ratio of less than 0.2 (meaning that these values are 80% of Figure 2 . Hall current vector field in the ionosphere plotted over the electric potential contours.
The arrows denote the current vector, the color contours the electric potential and the triangle is where the magnetometer station IVA is located. These plots are such that the north magnetic pole is at the center and the outer circle is 50°north magnetic latitude. The top of each plot is magnetic local noon, while the right side is dawn. The yellow color is the contour of positive electric potential, while blue is for the negative. the hemispheric values); while for the northward component, stations in the auroral region and polar cap need a much larger integration size, up to distances of 2500 km for the same ratio. Even larger sizes are needed in the BiotSavart integral for the vertical component at each station. In this case, distances of approximately 4000 km give a ratio of 0.2. In this work, the Biot-Savart integral is carried over the entire hemisphere to ensure that the effect of all of the Hall currents are included.
[13] The ground magnetic field perturbations caused by the global Hall currents in the ionosphere are computed and then compared to the actual measured magnetic perturbation. In order to quantify the agreement between the model output and data, the root mean square (RMS) Figure 4 . Relative ratio between the difference distances that the Biot-Savart integral is limited to and the entire hemisphere integral result for magnetic perturbation. The positions chosen for integration here are the same as Figure 3 , represented by three different symbols. Three magnetic perturbation components are all considered. Top to down: northern, eastward, and downward perturbations.
difference is calculated for the three components (i.e., northern, eastward, downward) in the three regions. The RMS for each station is then normalized by comparing it to the RMS variation of the data:
where RMS n denotes the normalized root mean square error, and DB is the magnetic field perturbation for the data (DB d ) or model (DB m ). The role of the normalized RMS is to assess the agreement of the model to the data by comparing to one: less than one indicating that the model and the data are trending together, with little offset between them, while an RMS n greater than one implies that the data and the model may possibly have opposite trends or large offsets between them.
[14] Another metric used in this paper is the prediction efficiency (PE), which is defined as
where s d 2 is the variance of the data measurement. One main feature of PE is its relation to the mean value of the data: PE of zero indicates that the model performance is as good as that of a model that uses only the average value of the field as a predictor. It should be noted that the PE and 1 À RMS n are quite similar and that 1 is a perfect value for the PE, while 0 is a perfect value for the RMS n .
[15] The time variation of the magnetic field dB/dt, which is the driver of the geomagnetically induced currents, is derived and compared with the data. To determine how well the model captures time periods with high variation of the magnetic field, events are searched for in both the data and the model. An event is recorded when the absolute dB/dt exceeds 0.5 nT/s. When an event occurs, the corresponding time in the model (or data) is examined to determine if an event occurred there also. This way a hits/misses table is created to determine how well the model performs at actually modeling events.
Results
[16] The solar wind and IMF upstream boundary conditions for the MHD code for 4 May 1998 are shown in Figure 5 , including the variations of interplanetary magnetic field, solar wind density, and speed. The data are obtained from the ACE satellite located at the L1 point between the Sun and the Earth. These data have been propagated from L1 to X = 32 Re, which is the upstream boundary position for the model. The remarkable feature demonstrated in the figure is the jump of the solar wind speed V x and magnetic field components around 0300 UT, when the magnetic field B z decreases to À30 nT for more than 2 h, while the solar wind speed increases to 700 km/s and successively grows up to 900 km/s. At the same time, the solar wind density increases to 20/cm 3 . One more noticeable feature in the observational data is the large enhancement of density at 0530 UT when the solar wind speed is 700 --800 km/s, resulting in a high ram pressure.
[17] Figures 6 and 7 show good and bad examples of comparison of the magnetic field perturbations in six ground-based magnetometer stations from the three regions during the magnetic storm on 4 May 1998. The normalized root-mean-square errors and cross correlation coefficients as well as PE are labeled on the right for each magnetic perturbation component in each station. Those in Figure 6 show that the MHD simulated magnetic perturbations agree well with the observed perturbations or that the normalized RMS error is less than one. The incoming solar wind depicted in Figure 5 has significant variations in two periods as mentioned above: the magnetic field turns southward, strengthening up to À30 nT, associated with a speed increase up to 800 km/s at around 0300 UT, while the density increases more than a factor of four at around 0530 UT. Both the model results and data subsequently respond to these two dynamical periods: obvious perturbations appear at 0300 UT as well as at 0530 UT, as expected. In the whole storm period, both the model and the data show similar trends, which can be interpreted by the cross correlation close to 1 for a number of the components of the different stations. For further clarification, the horizontal magnetic perturbation vectors are compared between the model and the data (Figure 6 , lower right). The three stations (polar cap, auroral, subauroral) are symbolized by a diamond, triangle, and square, respectively. Both the vectors and stations, as well as the Hall current vectors, are plotted over the potential pattern. The vertical dashed lines in the line comparison plots are chosen with an equal time interval of 1 1/2 h, corresponding to the vectors plots. As can be seen, the magnetic perturbation vectors from simulation (solid line) and from measurements (dashed line) have similar lengths and most have an angular difference of less than about 30 degrees. It appears that there may be an issue with the model not having the correct magnitude of the magnetic perturbation, though. For example, the northward and eastward magnetic perturbation components in station GHC (see Figure 6 , upper right): There exists an approximate factor of 1.5 between the data and the simulation results around 0300 UT and 0600 UT, while the subauroral station LER has even more significant magnitude differences. Whether such a discrepancy is attributed to the systematic offset, meaning that the simulated Hall currents have the correct geometry but incorrect magnitude, will be investigated when discussing the averaged perturbation, shown below in Figure 8 .
[18] Some of the worst comparisons between magnetometer data and model results are shown in Figure 7 . In these cases, the model results tend to lose the basic features of magnetometer perturbations, such as the dynamical response at the storm time onset, i.e., 0300 UT (especially the aurora zone station TRO). In order to investigate such inconsistencies, the magnetic perturbation vectors in three ground based magnetometer stations and Hall current vectors in the ionosphere are plotted over the potential patterns in the northern hemisphere (see Figure 7 , lower right). During the storm time (0300 UT to 0600 UT), the station TRO (triangle symbol) is rotating on the dayside under significant southward directed Hall currents. General inconsistency between the magnetic field perturbation vectors from the data and the model is indicated not only in direction but also the magnitude. The measurements show an approximately 90°rotation away from the modeled values. In addition, as can be observed in the line plots, the magnetometer measurements contain much more structure than the model results, reaching values of 3000 nT at isolated times. At 0530 UT, the northward perturbation from magnetometer station TRO shows an impulse up to 2000 nT, suggesting a localized enhancement of Hall current. However, the model cannot match such localized detail. Similar problems will be discussed below in the ''AL'' index comparison.
[19] Because there are over 150 stations, it is difficult to quantify how the Hall patterns compare on a global scale. This has been attempted by averaging each of the magnetometer traces in the three zones (polar cap, auroral, and subauroral) for both the data and the model. While this is obviously of limited value, it gives an idea of, overall, how the model is doing globally in each zone. These traces are shown in Figure 8 . The solid (dashed) line represents the averaged simulation (measured) magnetic field perturbation over all the stations. Normalized RMS errors and cross-correlations are marked near the right axis. Generally, the model results agree well with the observational data except in the eastward magnetic field perturbations. The northward component of the magnetic perturbation has a relatively good match between the data and simulation, as quantified by the RMS n being lower than 1 and the cross-correlations being somewhat strong, except that the magnitude of the simulation results are smaller than the magnetometer data, which was indicated when studying the individual stations. The same issue occurs with the other two components as well. The eastward magnetic field perturbation displays a significant discrepancy at the beginning of this simulation period, including having a completely opposite response of the magnetic field during 0300 UT to 0600 UT and up to 250 nT magnitude difference. The vertical component has the largest cross-correlation of the three components, while the RMS n in the auroral and subauroral station vertical component is better than the other two components. These facts indicate that the code may be getting the location of the current relatively well, since the sign of the vertical component observed at the station is very sensitive to the location of the currents with respect to the station, because the horizontal current creates the vertical magnetic field oppositely on either side of the current.
[20] It has been noted earlier that the magnetic perturbations predicted by the model appear to be systematically too low in magnitude. If this were true, the magnetic perturbations from the model could be multiplied by some (constant) number greater than one, uniformly increasing their magnitude, to improve the over all performance of the predictions. The result of this experiment is shown in the top row of Figure 9 . For all of the curves, except the subauroral downward component, as the multiplication factor increases, the RMS n increases. This shows that the model is not simply systematically misrepresenting the magnitude of the magnetometer perturbations but is distorting the pattern in some way also. The lower row in Figure 9 shows a similar test: a constant offset is added to each model magnetometer trace. In this case, it is clear that there are some systematic offsets. For example, the northward component in each of the three zones needs to be offset by 50 --100 nT. This tendency can be observed in the average magnetometer traces in Figure 8 . For the auroral zone and subauroral zone traces, the solid line is consistently above the dashed line, indicating the need for a shift. The need for a additional negative northward perturbation indicates that there may be a relatively strong circular (clockwise directed) Hall current throughout the region that is not being captured by the model. This is consistent with a circular positive potential cell in the center of the polar cap, driven by a B y negative IMF condition, which is what is occurring in the first part of the storm, where the differences (at auroral and subauroral latitudes) are the largest. These results indicate that the model may not be representing the IMF B y contribution to the electric potential (and therefore Hall currents) adequately. It should be noted that there may be other causes for the differences, including but not limited to inclusion of only the Hall currents in the Biot-Savart integral and the treatment of the magnetometer data (i.e., removing the background magnetic field from the ground-based magnetometer data.).
[21] To determine whether the model results are capturing localized or small-scale structures in the global ionospheric state, a pseudo-AL index is derived from model results and then compared to the data. This is done for the polar cap, aurora zone, and low-latitude region. The reason for calculating an AL-like index is that we want to determine whether there are simulated currents (or magnetic perturbations) that are as strong as the measured currents. The AL-like index is calculated for each of the zones by taking the minimum value of the magnetic perturbations, measured (or simulated) by the stations shown in Figure 1 . We have chosen to examine the ''ALlike index'' in the three regions to determine how the code is operating in each of these regions. The middle traces in Figure 10 are a more typical representation of AL, since it only includes the auroral zone stations, although it is calculated with all of the magnetometers within the zone, instead of the classic 17 stations. Figure 10 shows the . Modified normalized RMS errors in the three regions for each perturbation component (northern: solid, eastern: dotted, downward: dashed). The upper panels give the normalized RMS error when simulated perturbations are multiplied by factors (refer to the x axis), while the lower panels are normalized RMS errors when simulation perturbations are shifted, e.g., negative difference shifted (see X axis) means the northern perturbation component becomes less northern, i.e., the negative shift leads three components (north, east, down) to their opposite directions, and positive shift to the notified directions.
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YU AND RIDLEY: VALIDATION OF SWMF observational AL (dashed line) and the AL index from model output (solid line) for the three regions. An interesting discovery is that most of the model AL-like indices trace along with the data but have a smaller magnitude and variation during the storm time (0300 UT to 0630 UT), where the data shows a sudden and very large decrease (especially in the auroral and subauroral regions). Since the AL index is chosen from the lowest magnetic perturbation among the hemispheric stations, the extreme impulses (such as the one near 0400 UT shown in the bottom panel) are most likely due to highly localized current systems that are not captured by the model. While the data has many dynamical features after the storm, the model does not have the ability to follow these fast but short-lived features, especially in the auroral and subauroral stations. In the polar cap, the traces are quite consistent in shape, but the measured perturbations are larger than the modeled perturbations.
[22] To verify the speculation that these huge impulsive perturbations are highly localized, histograms of the northern hemispheric magnetometers at 0416 UT on 4 May 1998 are compared in Figure 11 . The two histograms are respectively from the northern hemispheric measured magnetic perturbations (Figure 11 , top) and corresponding modeled magnetic perturbation at the same locations (Figure 11 , bottom). Clearly seen from the distribution of stations with respect to the perturbation, fewer than five magnetometers measure huge magnetic perturbations ( À1000 nT), while most stations have much smaller measurements. As expected, the model simulation generally produces moderate perturbations, incapable of catching the extremely intense perturbations.
[23] The time variation of magnetic field perturbation on the ground is the cause of GICs which create a number of dangers to the ground/ionosphere application system [Kappenman, 2004] . It is useful to examine the capability of the model in capturing this driver. Figure 12 shows the absolute value of the time variation of the horizontal magnetic perturbation on 4 May 1998 event, in the three regions. They are based on the globally averaged magnetic perturbations shown in Figure 8 . The time resolution of the data is 5 min; therefore the unit in the y axis is the magnetic field variation in 5 min. The normalized RMS, PE, and correlation coefficient are labeled to the right axis. The model does not capture many of the exact peaks, which results in a low correlation coefficient. However, a better method for determining the performance of the model is to determine whether it has the capability of capturing ''events,'' i.e., when the dB/dt of a station goes above a certain threshold. While during the whole simulation time there may be some time points/periods when jdB/dtj exceeds the threshold. The time in which jdB/dtj exceeds the threshold is termed an event, instead of a midpoint of a period in which jdB/dtj is elevated, because long time-periods of elevated jdB/dtj are relatively rare within this event. In this study, the critical value of 0.5 nT/s is chosen. While this is a relatively low value, it allows approximately 15% of the data to be flagged as ''events.''
[24] Table 2 gives a hit/misses table for the model and the data. When the data measures an ''event'' (i.e., dB/dt at that region goes above 0.5 nT/s), it is recorded in the data hit box, while any time period in which the dB/dt of the region is less than 0.5 nT/s is marked in the miss box. The Figure 11 . Histograms from both simulation and observation of northern magnetic perturbation at 0416 UT, 4 May 1998 when observed ''AL'' index appears more than 4 times larger than simulated ''AL,'' y axis states the number of stations distributed on the various perturbations. The bin size is 100 nT. last subtable shows results when the exact times are compared in the auroral region (i.e., is there an event at the exact same time in both the data and model?). It is clear that the model performs quite poorly, capturing only 151 events. If the simultaneity of the events is loosened, such that if an event is observed in the data, an event in the model within ±15 min is counted as a hit, the model improves dramatically (the rest of the table shows these results in the three regions). This shows that the timing in the model may be wrong, which could be due to something as simple as the propagation of the solar wind from L1 to the boundary condition of the model at 32Re [Ridley, 2000] . On the other hand, the model hits more events where the data misses, which is expected to occur after expanding the time region in the model. This indicates the model performs worse in giving false alarms.
[25] While it is quite insightful to examine how a model compares to data for a single event, it is also illustrative to determine how the model compares to data for a large number of events. While examining a large number of storms in such detail would be impractical for such a study, it is within the bounds to examine how the RMS n in the three zones behaves for many time periods, such as those listed in Table 1 . The RMS errors of the three components for each event in each region of both hemispheres Figure 12 . The absolute time variations of horizontal magnetic field perturbations jdB/dtj in the three regions during 4 May 1998. They are obtained from the average of various stations in certain regions. Tables 3 and 4 . Both normalized and unnormalized RMS errors and are included. The zeros in the southern hemisphere mean no magnetometer stations recorded in that region on that day. The RMS n errors are put into graphical form in Figure 13 , which shows how the RMS n varies as the month of the year for the Northern and Southern Hemispheres. By investigating the errors in this way, a general conclusion can be made: the model is reproducing the summer ionospheric current system better than the winter ionospheric current system. Since we do not have events for each month, the tendency for root mean square error versus months from our data series indicates a rough trend. Figure 13 displays a trough in the RMS n through the summer months, while the winter season has much larger normalized RMS errors in the northern hemisphere. For example, in the month of November, there are extremely large errors; contrarily, most summer months experience smaller RMS errors, most of which are below 1, suggesting the model is generally doing the simulation work better in the summer season. Nevertheless, more events are still needed to further examine this point of view. Owing to the much less number of magnetometers in the Southern Hemisphere, little conclusion can be made so far.
[26] Figure 14 shows the RMS n errors as a function of the Dst index, in order to examine whether the simulation prediction is dependent on the strength of the activity. The figure indicates that the model error has little dependence on the level of activity because relatively quiet magnetic time periods can have both small and large RMS n errors (see the RMS n errors in the range of À100 --0 nT). It is clear that in order to prove this, more events are needed, since there is significant scatter in the seven events.
Summary
[27] This study has examined how well the University of Michigan's MHD code reproduces ground-based magnetometer Figure 13 . Normalized root mean square error as a function of months in both hemishperes. The three lines denote different magnetic field perturbation directions: northward (dashed line), eastward (dash-dotted line), and downward (dash-dot-dotted line). Only the errors in the months of the events we studied are displayed.
perturbations driven only by the upstream solar wind and IMF data. Seven time periods are studied in both the northern and southern hemispheres. Using the modeled ionospheric electric potential and Hall conductance, the Hall current is calculated. This is then used to determine the magnetic field perturbation (DB) at ground locations corresponding to a wide array of actual magnetometer stations by applying Biot-Savart integrals. Comparison results have been grouped in three regions: polar cap (!80°magnetic latitude), auroral zone (60°--80°magni-tude latitude), and subauroral (50°--60°magnetic latitude). Normalized RMS (compared to the measurement RMS) and prediction performance are computed as a criterion to quantify the agreement between the model and the data. When the normalized RMS error has a value greater than 1, it means the model results may have an opposite trend to the data; while an RMS n less than 1 indicates that the model is capturing the trends of the data. The PE is characterized by its relation to the mean value of the data: a value of zero for PE indicates the model is performing as well as the model if using the average value as a predictor.
[28] It was shown that the Biot-Savart integral needs to be relatively large to capture all of the DB that could be produced from the modeled Hall current system. It is very clear that only considering the current just above the station is unacceptable. Including a circular region with a radius of 2000 km in the Biot-Savart integral may be adequate for the horizontal components, but the vertical component is affected by currents at much larger distances, indicating that the entire hemisphere should really be included. The Pedersen and field-aligned currents were ignored in this study, due to the computational time it would take to include them. There are few studies that quantitatively show the possible errors that may result from neglecting these currents in realistic conductance with inclined magnetic fields. This may be a source of error within the results.
[29] For a large amount of the data, the actual measured magnetic field perturbations had larger magnitudes than the modeled values. This discrepancy was not systematic, though, such that we could not simply multiply the currents by a fixed value to correct the modeled perturbations. It was possible that the patterns themselves may have been a different shape. We have found that during the 4 May 1998 storm, the differences between the model and data suggest that the model was not capturing the correct strength of the B y driven potential cell. Comparison with a global AL-like index shows that the model can reproduce the strongest currents relatively well in the beginning of a magnetic storm (although the magnitude is too small), but not for time periods in which there are frequent substorms. When comparisons are made to the AL index, it performs relatively poorly, missing the Figure 14 . The same format as Figure 13 ; however, the normalized RMS errors are displayed as a function of Dst. localized features. Although the model does show some localization of strong currents, the magnitudes are significantly smaller than observations show.
[30] The time derivatives of the magnetic field perturbations are more practical, as a driver of the GICs which are significantly effecting power systems. The capability of the model of capturing the highly dynamically events (over 0.5 nT/s) is shown to be poor if comparing the simultaneous event; however, the performance is improved significantly when the 30 min window is applied to the model results, i.e., an event in the model within ±15 min is considered as a hit if there is an event in the data the specific time. The examination of seven events through normalized RMS errors indicates that there is a seasonal dependence for the model performance. The summer events in the model are reproduced better than those in the winter. Additionally, there seems to be no relation with the level of the geomagnetic activity.
[31] It is clear that the model does well at times and not great at other times. One of the purposes of this study is to quantify exactly how well the model does, so that when the physics within the model is altered to make it more physically realistic, the code can be directly compared to a standard to determine whether the modifications improve the model performance. Some of the issues that will be addressed within the model are (1) the aurora will be improved, such that it will have both a diffuse and discrete component, driven self-consistently by different model parameters; (2) reconnection will be investigated to determine whether an anomalous resistivity or some other physically motivated resistivity should be added; and (3) resolution will be added in regions in which may make a significant difference, such as in the tail. These are a small sampling of the code improvements that are currently being addressed.
