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COMPARISON ESTIMATES FOR LINEAR FORMS IN
ADDITIVE NUMBER THEORY
MELVYN B. NATHANSON
Abstract. Let R be a commutative ring R with 1R and with group of units
R×. Let Φ = Φ(t1, . . . , th) =
∑h
i=1 ϕiti be an h-ary linear form with nonzero
coefficients ϕ1, . . . , ϕh ∈ R. Let M be an R-module. For every subset A of M ,
the image of A under Φ is
Φ(A) = {Φ(a1, . . . , ah) : (a1, . . . , ah) ∈ A
h}.
For every subset I of {1, 2, . . . , h}, there is the subset sum sI =
∑
i∈I ϕi. Let
S(Φ) = {sI : ∅ 6= I ⊆ {1, 2, . . . , h}}.
Theorem. Let Υ(t1, . . . , tg) =
∑g
i=1 υiti and Φ(t1, . . . , th) =
∑h
i=1 ϕiti be
linear forms with nonzero coefficients in the ring R. If {0, 1} ⊆ S(Υ) and
S(Φ) ⊆ R×, then for every ε > 0 and c > 1 there exist a finite R-module M
with |M | > c and a subset A of M such that Υ(A ∪ {0}) = M and |Φ(A)| <
ε|M |.
1. The problem
In 1973, Haight [2] proved that for all positive integers h and ℓ there exist a
positive integer m and a subset A of Z/mZ such that
A−A = Z/mZ
but the h-fold sumset hA omits ℓ consecutive congruence classes. Ruzsa [5], refining
Haight’s method, recently proved that, for every positive integer h and every ε > 0,
there exist a positive integer m and a subset A of Z/mZ such that
A−A = Z/mZ and |hA| < εm.
The difference set A−A is the image of A under the linear form Υ(t1, t2) = t1− t2
and the h-fold sumset hA is the image of A under the linear form Φ(t1, t2, . . . , th) =
t1 + t2 + · · · + th. Equivalently, Ruzsa constructed a subset A of the Z-module
M = Z/mZ such that
Υ(A) = M and |Φ(A)| < ε|M |.
This is a significant result in additive number theory. In this paper, we extend
Ruzsa’s theorem to a large class of pairs of linear forms Υ and Φ.
Let R be a commutative ring with multiplicative identity 1R 6= 0. We denote the
group of units in R by R×. Associated to every sequence (ϕ1, . . . , ϕh) of nonzero
Date: August 8, 2018.
2010 Mathematics Subject Classification. 05A17, 11B13, 11B30, 11B75, 11P99.
Key words and phrases. Sumsets, difference sets, linear forms, additive number theory.
Supported in part by a grant from the PSC-CUNY Research Award Program.
1
2 MELVYN B. NATHANSON
elements of R is the h-ary linear form
Φ(t1, . . . , th) =
h∑
i=1
ϕiti.
For every subset I of {1, 2, . . . , h}, we define the subset sum
sI =
∑
i∈I
ϕi.
Note that s∅ = 0 and s{i} = ϕi for i = 1, . . . , h. Let
S(Φ) = {sI : ∅ 6= I ⊆ {1, 2, . . . , h}}
be the set of all nonempty subset sums of the sequence of coefficients of Φ.
For example, if Φ(t1, . . . , th) = t1 + t2 + · · · + th, then S(Φ) = {1, 2, . . . , h}. If
Υ(t1, t2) = t1 − t2, then S(Υ) = {−1, 0, 1}.
Let M be an R-module. The linear form Φ induces the function Φ : Mh → M
defined by
Φ(x1, . . . , xh) =
h∑
i=1
ϕixi
for all (x1, . . . , xh) ∈Mh. For every subset A of M , the image of A under Φ is
Φ(A) = {Φ(a1, . . . , ah) : (a1, . . . , ah) ∈ Ah}.
In this paper we investigate the problem of classifying the pairs of R-linear forms
(Υ,Φ) with the property that, for every ε > 0, there exist a finite R-module M and
a subset A of M such that Υ(A) =M and |Φ(A)| < ε|M |.
A related problem for binary linear forms was previously investigated by Nathanson,
O’Bryant, Orosz, Ruzsa, and Silva [4].
2. Results
Let R be a commutative ring, and let M be an R-module. If M 6= {0}, then
|M | ≥ 2 and so limk→∞ |Mk| = limk→∞ |M |k = ∞. Thus, if there is a nonzero
finite R-module, then there are arbitrarily large finite R-modules. For R = Z, the
finite Z-modules are the finite abelian groups. For the finite field Fq, the finite
Fq-modules are the finite-dimensional vector spaces over Fq. However, a nonzero
vector space over an infinite field is infinite, and so an infinite field has no nonzero
finite modules. In this paper we consider only commutative rings, like Z and Fq,
for which nonzero finite modules exist.
Theorem 1. Let Υ and Φ be linear forms with nonzero coefficients in the ring R.
If
(1) {0, u} ⊆ S(Υ) for some u ∈ R×
and if
(2) S(Φ) ⊆ R×
then, for every ε > 0 and c > 1, there exist a finite R-module M with |M | > c and
a subset A of M such that
(3) Υ(A ∪ {0}) = M and |Φ(A)| < ε|M |.
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If R is a finite field, the surjectivity condition Υ(A∪{0}) = M can be replaced with
Υ(A) = M .
The construction of the R-module M and the set A depend only on the linear
form Φ and not on the linear form Υ.
Theorem 2. Let Υ and Φ be linear forms with nonzero integer coefficients. If
(4) 0 ∈ S(Υ) and 0 /∈ S(Φ)
then, for every ε > 0 and c > 1, there exist an integer m > c and a subset A of
Z/mZ such that
(5) Υ(A) = Z/mZ and |Φ(A)| < εm.
The construction of the integer m and the set A depend only on the linear form Φ
and not on Υ.
For example, let R = Z and let Υ(t1, t2) = t1 − t2 and Φ(t1, . . . , th) =
∑h
i=1 ti.
We have 0 ∈ S(Υ) = {−1, 0, 1} and 0 /∈ S(Φ) = {1, 2, . . . , h}, and so Υ and Φ
satisfy the conditions of Theorem 2. This gives Ruzsa’s result. Similarly, the linear
forms Υ(t1, t2) = t1−t2 and Φ(t1, t2) = 2t1−t2 satisfy the conditions of Theorem 2.
The linear forms Υ(t1, t2) = t1 − t2 and Φ(t1, . . . , th) = 2t1 +
∑h
i=2 ti also satisfy
the conditions of Theorem 2. This answers a question in [3].
We can extend Theorems 1 and 2 to sets of three or more linear forms. For
k ∈ {1, . . . ,K}, let
Φk(t1,k, . . . , thk,k) =
hk∑
i=1
ϕi,kti,k
be a linear form in hk variables with nonzero coefficients ϕi,k in R. The sum of
these linear forms is the linear form χ =
∑K
k=1 Φk:
χ(t1,1, . . . , thK ,K) =
K∑
k=1
Φk(t1,k, . . . , thk,k) =
K∑
k=1
hk∑
i=1
ϕi,kti,k.
Thus, χ is a linear form in
∑K
k=1 hk variables with nonzero coefficients in R.
Theorem 3. Let Υ1, . . . ,ΥJ , and Φ1, . . . ,ΦK be linear forms with nonzero coeffi-
cients in a ring R, and let χ =
∑K
k=1 Φk. If, for each j ∈ {1, . . . , J}, there exists
uj ∈ R× such that {0, uj} ⊆ S(Υj), and if S(χ) ⊆ R×, then, for every ε > 0 and
c > 1, there exist a finite R-module M with |M | > c and a subset A of M such that
Υj(A ∪ {0}) =M
for all j = 1, . . . , J , and
|Φk(A)| < ε|M |
for all k = 1, . . . ,K. If R is a finite field, the surjectivity condition Υj(A∪{0}) = M
can be replaced with Υj(A) = M for all j = 1, . . . , J .
Theorem 4. Let Υ1, . . . ,ΥJ , and Φ1, . . . ,ΦK be linear forms with nonzero integer
coefficients, and let χ =
∑K
k=1 Φk. If 0 ∈ S(Υj) for all j ∈ {1, . . . , J} and if
0 /∈ S(χ), then, for every ε > 0 and c > 0, there exist an integer m > c and a
subset A of Z/mZ such that
Υj(A) = Z/mZ
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for all j = 1, . . . , J , and
|Φk(A)| < εm
for all k = 1, . . . ,K.
The linear forms
Υ(t1) = t1 and Φ(t1, t2) = t1 + t2
satisfy
0 /∈ S(Υ) = {1} and S(Φ) = {1, 2}.
Let 0 < ε < 1. For every R-module M 6= {0}, if A is a subset of M with Υ(A ∪
{0}) = M , then A = M or M \ {0}. It follows that Φ(A) =M and |Φ(A)| > ε|M |.
Thus, the conclusion (3) of Theorem 1 does not necessarily apply to linear forms
Υ and Φ if 0 /∈ S(Υ).
Let R = Z, and consider the linear forms
Υ(t1, t2) = t1 + t2 and Φ(t1) = t1
with
0 /∈ S(Υ) = {1, 2} and S(Φ) = {1}.
For every positive integer m, there is a unique integer d such that
√
m ≤ d < √m+ 1.
Let
A0 = {0, 1, 2, . . . , d− 1} ∪ {qd : q = 1, 2, . . . , d− 1} ⊆ Z.
Every integer n can be written uniquely in the form n = qd + r, where q ∈ Z and
r ∈ {0, 1, 2, . . . , d − 1}. If n ≥ 0, then q ≥ 0. Because d2 ≥ m, if 0 ≤ n ≤ m − 1,
then 0 ≤ q ≤ d− 1. It follows that
{0, 1, 2, . . . ,m− 1} ⊆ A0 +A0 = Υ(A0).
We also have Φ(A0) = A0 and so
|Φ(A0)| = 2d− 1 < 2
√
m+ 1.
In the finite Z-module M = Z/mZ, let
A = {r +mZ : r = 0, 1, 2, . . . , d− 1} ∪ {qd+mZ : q = 1, 2, . . . , d− 1} ⊆ Z/mZ.
We have
Υ(A) = Z/mZ and Φ(A) = A.
Let ε > 0. For all sufficiently large m, we have
|Φ(A)| ≤ 2d− 1 < 2√m+ 1 < εm.
Thus, conditions (1) and (2) of Theorem 1 and condition (4) of Theorem 2 are not
necessary, and the conclusions of Theorem 1 and 2 may also apply to a pair of linear
forms (Υ,Φ) with 0 /∈ S(Υ).
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3. Surjectivity conditions
The following lemma proves the surjectivity result for the linear form Υ in The-
orem 1 and the linear forms Υj in Theorem 3.
Lemma 1. Let M be an R-module. For every function f : M → M , where f is
not necessarily an R-module homomorphism, let
A = A(M, f) = {f(x) : x ∈M} ∪ {f(x) + x : x ∈M}.
Let
Υ(t1, . . . , tg) =
g∑
i=1
υiti
be a g-ary linear form with nonzero coefficients υ1, . . . , υg in R such that there
exist nonempty subsets I and J of {1, 2, . . . , g} with sI = 0 and sJ ∈ R×. If
I ∪ J 6= {1, 2, . . . , g}, then
Υ(A ∪ {0}) =M.
If I ∪ J = {1, 2, . . . , g} or if R is a field, then
Υ(A) = M.
Proof. The subset sum sJ is a unit in R, and so we can define the linear form
Υ′(t1, . . . , tg) = s
−1
J Υ(t1, . . . , tg) =
g∑
i=1
s−1J υiti =
g∑
i=1
υ′iti
where υ′i = s
−1
J υi for i ∈ {1, . . . , g}. We have the subset sums
s′I =
∑
i∈I
υ′i = s
−1
J
∑
i∈I
υi = s
−1
J sI = s
−1
J · 0 = 0
and
s′J =
∑
j∈J
υ′j = s
−1
J
∑
j∈J
υj = s
−1
J sJ = 1.
Because Υ′(A) = M if and only if Υ(A) = M , we can assume that sJ = 1.
For x ∈M , let
xi =


f(x) if i ∈ I \ J
f(x) + x if i ∈ I ∩ J
x if i ∈ J \ I
0 if i ∈ {1, . . . , g} \ (I ∪ J).
We obtain
Υ(x1, . . . , xg) =
∑
i∈I\J
υixi +
∑
i∈I∩J
υixi +
∑
i∈J\I
υixi +
∑
i/∈I∪J
υixi
=
∑
i∈I\J
υif(x) +
∑
i∈I∩J
υi(f(x) + x) +
∑
i∈J\I
υix
=
∑
i∈I
υif(x) +
∑
i∈J
υix
= sIf(x) + sJx
= 0 · f(x) + 1 · x
= x.
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It follows that Υ(A ∪ {0}) = M . If I ∪ J = {1, . . . , g}, then Υ(A) = M .
Let R be a field. We have 0 6= υ1 = s{1} ∈ R×. If υ∗ =
∑g
i=1 υi = 0, then
we can choose I = {1, . . . , g} and J = {1}. If υ∗ 6= 0, then υ∗ ∈ R× and we can
choose I such that sI = 0 and J = {1, . . . , g}. In both cases, I ∪ J = {1, . . . , g}
and Υ(A) =M . This completes the proof. 
The following result gives the surjectivity parts of Theorems 2 and 4.
Lemma 2. For every function f : Z/mZ → Z/mZ, where f is not necessarily a
group homomorphism, let
A = A(Z/mZ, f) = {f(x) : x ∈ Z/mZ} ∪ {f(x) + x : x ∈ Z/mZ}.
Let
Υ(t1, . . . , tg) =
g∑
i=1
υiti
be a g-ary linear form with nonzero integer coefficients such that 0 ∈ S(Υ). If
gcd(s,m) = 1 for all s ∈ S(Υ) \ {0}, then
Υ(A) = Z/mZ.
Proof. Let
υ∗ =
g∑
i=1
υi ∈ Z.
If υ∗ = 0, let I = {1, 2, . . . , g} and let J = {1}. Then sI = υ∗ = 0 and sJ = υ1 6= 0.
If υ∗ 6= 0, let J = {1, 2, . . . , g} and let I be a subset of {1, 2, . . . , g} such that sI = 0.
Then sI = 0 and sJ = υ
∗ 6= 0.
In both cases, we have sI = 0, sJ 6= 0, and I ∪ J = {1, 2, . . . , g}. Because
gcd(sJ ,m) = 1, it follows that sJ is a unit in the ring R = Z/mZ. With M =
Z/mZ, we have Υ(A) = Z/mZ by Lemma 1. This completes the proof. 
4. Admissible pairs of functions
Consider the linear form
Φ(t1, . . . , th) =
h∑
i=1
ϕiti
with nonzero coefficients ϕ1, . . . , ϕh ∈ R. Throughout this section we assume that
0 /∈ S(Φ).
Let h and ℓ be positive integers with ℓ ≤ h. Let
(6) {1, 2, . . . , h} = I1 ∪ I2 ∪ · · · ∪ Iℓ
is a partition of {1, 2, . . . , h} into ℓ pairwise disjoint nonempty sets. For j = 1, . . . , ℓ,
let
(7) Ij = Ij,0 ∪ Ij,1 and Ij,0 ∩ Ij,1 = ∅.
We do not assume that both sets Ij,0 and Ij,1 are nonempty.
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For j = 1, . . . , ℓ, we have the subset sums
sIj,0 =
∑
i∈Ij,0
ϕi
sIj,1 =
∑
i∈Ij,1
ϕi
sIj =
∑
i∈Ij
ϕi = sIj,0 + sIj,1 .
Let M be an R-module. A pair of functions (α, β), where
α :M → S(Φ) ∪ {0}
and
β :M → S(Φ) ∪ {0},
is admissible if, for positive integers ℓ ≤ h, there is a set {y1, . . . , yℓ} of ℓ distinct
elements of M and a partition of the set {1, . . . , h} of the form (6) and (7) such
that, for all x ∈M ,
(8) α(x) =
{
sIj,0 if x = yj for some j ∈ {1, . . . , ℓ}
0 if x /∈ {y1, . . . , yℓ}
and
(9) β(x) =
{
sIj,1 if x = yj for some j ∈ {1, . . . , ℓ}
0 if x /∈ {y1, . . . , yℓ}.
Let M be an R-module, let f : M →M be a function, and let
(10) A = A(M, f) = {f(x) : x ∈M} ∪ {f(x) + x : x ∈M}.
If
w ∈ Φ(A)
then there exist sequences
(x1, . . . , xh) ∈Mh and (λ1, . . . , λh) ∈ {0, 1}h
such that
(11) w = Φ(f(x1) + λ1x1, . . . , f(xh) + λhxh) .
This representation of w by the linear form Φ has level ℓ if
ℓ = |{x1, . . . , xh}|.
Note that an element w ∈ Φ(A) can have many representations. For example, let
R = Z and M = Z/10Z. If f(x) = 0, then A = Z/10Z. Choosing Φ = t1 + t2 + t3,
we have
9 + 10Z = Φ(3 + 10Z, 3 + 10Z, 3 + 10Z)
= Φ(1 + 10Z, 4 + 10Z, 4 + 10Z)
= Φ(2 + 10Z, 3 + 10Z, 4 + 10Z).
These are representations of 9 + 10Z of levels 1,2, and 3, respectively.
Let w ∈ Φ(A) have the representation (11) of level ℓ, and let
{x1, . . . , xh} = {y1, . . . , yℓ}.
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For j = 1, . . . , ℓ, let
Ij = {i ∈ {1, . . . , h} : xi = yj}
Ij,0 = {i ∈ Ij : λi = 0}
Ij,1 = {i ∈ Ij : λi = 1}.
We obtain a partition of the set {1, . . . , h} of the form (6) and (7), with the asso-
ciated subset sums sIj,0 , sIj,1 , and sIj . It follows that
w = Φ(f(x1) + λ1x1, . . . , f(xh) + λhxh)
=
h∑
i=1
ϕi (f(xi) + λixi)
=
ℓ∑
j=1
∑
i∈Ij
ϕi (f(yj) + λjyj)
=
ℓ∑
j=1

∑
i∈Ij,0
ϕif(yj) +
∑
i∈Ij,1
ϕi (f(yj) + yj)


=
ℓ∑
j=1
(
sIj,0f(yj) + sIj,1 (f(yj) + yj)
)
=
ℓ∑
j=1
(α(yj)f(yj) + β(yj) (f(yj) + yj))
=
∑
x∈M
(α(x)f(x) + β(x)(f(x) + x))
where the functions α and β are defined by (8) and (9), and the pair of functions
(α, β) is admissible.
Conversely, let (α, β) be an admissible pair of functions associated with a parti-
tion of {1, . . . , h} of the form (6) and (7) and a subset {y1, . . . , yℓ} of M of cardi-
nality ℓ. Define
xi = yj if i ∈ Ij
and
λi =
{
0 if i ∈ Ij,0
1 if i ∈ Ij,1.
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For every function f :M →M we have
w =
∑
x∈M
(α(x)f(x) + β(x)(f(x) + x))
=
ℓ∑
j=1
(α(yj)f(yj) + β(yj)(f(yj) + yj))
=
ℓ∑
j=1
(
sIj,0f(yj) + sIj,1(f(yj) + yj)
)
=
ℓ∑
j=1

∑
i∈Ij,0
ϕif(xi) +
∑
i∈Ij,1
ϕi(f(xi) + xi)


=
ℓ∑
j=1
∑
i∈Ij
ϕi(f(xi) + λixi)
=
h∑
i=1
ϕi(f(xi) + λixi)
∈ Φ(A(M, f))
where A(M, f) is the subset of M defined by (10). Thus, every admissible pair of
functions (α, β) with support {y1, . . . , yℓ} inM determines a representation of level
ℓ of an element w ∈ Φ(A(M, f)).
Lemma 3. Let M ′0,M
′
1, . . . ,M
′
n be finite R-modules, and let
M =
n⊕
i=0
M ′i = {x = (x0, x1, . . . , xn) : xi ∈M ′i for i = 0, 1, . . . , n}.
Define the R-linear projection π0 :M →M ′0 by π0(x) = x0.
Let f :M →M and f0 :M ′0 →M ′0 be functions such that π0(f(x)) = f0(π0(x))
for all x ∈M . Equivalently, the diagram
M M
M ′0 M
′
0
f
π0 π0
f0
commutes. Let
A = A(M, f) = {f(x) : x ∈M} ∪ {f(x) + x : x ∈M}
and
A0 = A(M
′
0, f0) = {f0(x0) : x0 ∈M ′0} ∪ {f0(x0) + x0 : x0 ∈M ′0}.
Let Φ :Mh →M be the h-ary linear form defined by
Φ(t1, . . . , th) =
h∑
i=1
ϕiti
with nonzero coefficients ϕ1, . . . , ϕh ∈ R. Then
(i)
π0(Φ(A)) = Φ(A0).
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(ii) Let w ∈ Φ(A) be represented by the admissible pair of functions (α, β) on
M . Define functions α∗ and β∗ from M ′0 to S(Φ) ∪ {0} by
α∗(x0) =
∑
x∈M
π0(x)=x0
α(x)
and
β∗(x0) =
∑
x∈M
π0(x)=x0
β(x)
for all x0 ∈M ′0. The pair (α∗, β∗) is admissible and represents π0(w).
(iii) If (α, β) has level ℓ and support {y1, . . . , yℓ}, then (α∗, β∗) has level ℓ∗ ∈
{1, . . . , ℓ} and support {z1, . . . , zℓ∗} = {π0(y1), . . . , π0(yℓ)}.
Proof. Let w ∈ Φ(A). There exist (x1, . . . , xh) ∈ Mh and (λ1, . . . , λh) ∈ {0, 1}h
such that
w = Φ(f(x1) + λ1x1, . . . , f(xh) + λhxh) =
h∑
i=1
ϕi(f(xi) + λixi).
For all i = 1, . . . , h and j = 0, 1, . . . , n, there exist elements xi,j ∈M ′j such that
xi = (xi,0, xi,1, . . . , xi,n) ∈
n⊕
j=0
M ′j =M
and
π0(w) = π0
(
h∑
i=1
ϕi(f(xi) + λixi)
)
=
h∑
i=1
ϕi (π0f(xi) + λiπ0(xi))
=
h∑
i=1
ϕi (f0π0(xi) + λixi,0)
=
h∑
i=1
ϕi (f0(xi,0) + λixi,0) ∈ Φ(A0).
Therefore, π0(Φ(A)) ⊆ Φ(A0).
Conversely, let w0 ∈ Φ(A0). There exist (x0,1, . . . , x0,h) ∈ (M ′0)h and (λ1, . . . , λh) ∈
{0, 1}h such that
w0 = Φ(f0(x0,1) + λ1x0,1, . . . , f0(x0,h) + λhx0,h) =
h∑
i=1
ϕi(f0(xi,0) + λixi,0).
For i = 1, . . . , h, let
xi = (xi,0, 0, . . . , 0) ∈
n⊕
j=0
M ′j = M
and
w = Φ(f(x1) + λ1x1, . . . , f(xh) + λhxh) =
h∑
i=1
ϕi(f(xi) + λixi).
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It follows as above that
w0 =
h∑
i=1
ϕi (f0(x0,i) + λix0,i) = π0(w) ∈ π0(Φ(A))
and so Φ(A0) ⊆ π0(Φ(A)). This proves (i).
If w ∈ Φ(A) is represented by the admissible pair (α, β), then
w =
∑
x∈M
(α(x)f(x) + β(x)(f(x) + x))
and so
π0(w) = π0
(∑
x∈M
(α(x)f(x) + β(x)(f(x) + x))
)
=
∑
x∈M
(α(x)π0f(x) + β(x)π0(f(x) + x))
=
∑
x∈M
(α(x)f0π0(x) + β(x)(f0π0(x) + π0(x)))
=
∑
x0∈M ′0



 ∑
x∈M
π0(x)=x0
α(x)

 f0(x0) +

 ∑
x∈M
π0(x)=x0
β(x)

 (f0(x0) + x0)


=
∑
x0∈M ′0
(α∗(x0)f0(x0) + β
∗(x0)(f0(x0) + x0)) .
Associated with the admissible pair (α, β) are partitions
{1, . . . , h} = I1 ∪ · · · ∪ Iℓ and Ij = Ij,0 ∪ Ij,1
and a set {y1, . . . , yℓ} of ℓ distinct elements of M . Let
{π0(y1), . . . , π0(yℓ)} = {z1, . . . , zℓ∗} ⊆M ′0
where ℓ∗ ∈ {1, 2, . . . , ℓ} and the elements z1, . . . , zℓ∗ are distinct.
For k ∈ {1, . . . , ℓ∗}, we define
Qk = {j ∈ {1, . . . , ℓ} : π0(yj) = zk}
and
I∗k =
⋃
j∈Qk
Ij = {i ∈ {1, . . . , h} : π0(xi) = zk}.
It follows that
{1, . . . , ℓ} = Q1 ∪ · · · ∪Qℓ∗
and
{1, . . . , h} = I∗1 ∪ · · · ∪ I∗ℓ
are partitions into pairwise disjoint nonempty sets. Let
I∗k,0 =
⋃
j∈Qk
Ij,0 and I
∗
k,1 =
⋃
j∈Qk
Ij,1.
We have
I∗k = I
∗
k,0 ∪ I∗k,1 and I∗k,0 ∩ I∗k,1 = ∅.
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The partition {1, . . . , h} = I∗1 ∪ · · · ∪ I∗ℓ and the set {z1, . . . , zℓ∗} determine an
admissible pair of functions (αˆ, βˆ) from M ′0 into S(Φ) ∪ {0} as follows: For all
x0 ∈M ′0,
αˆ(x0) =
{
sI∗
k,0
if x0 = zk for some k ∈ {1, . . . , ℓ∗}
0 if x0 /∈ {z1, . . . , zℓ∗}.
and
βˆ(x0) =
{
sI∗
k,1
if x0 = zk for some k ∈ {1, . . . , ℓ∗}
0 if x0 /∈ {z1, . . . , zℓ∗}.
For k ∈ {1, . . . , ℓ∗}, we have
αˆ(zk) = sI∗
k,0
=
∑
i∈I∗
k,0
ϕi =
∑
i∈
⋃
j∈Qk
Ij,0
ϕi
=
∑
j∈Qk
∑
i∈ Ij,0
ϕi =
ℓ∑
j=1
π0(yj)=zk
sIj,0
=
ℓ∑
j=1
π0(yj)=zk
α(yj) =
∑
x∈M
π0(x)=zk
α(x)
= α∗(zk)
and so
αˆ(x0) = α
∗(x0).
Similarly,
βˆ(x0) = β
∗(x0)
for all x0 ∈ M ′0. Therefore, π0(w) ∈ Φ(A0), and (α∗, β∗) is an admissible pair
of functions on M ′0 of level ℓ
∗ and with support {z1, . . . , zℓ∗}. This completes the
proof. 
5. Proof of Theorem 1: The initial step
We must prove that there exist M and A such that |Φ(A)| < ε|M |, where
Φ = Φ(t1, . . . , th) =
h∑
i=1
ϕiti
is an h-ary linear form with nonzero coefficients ϕi ∈ R and subset sums S(Φ) ⊆ R×.
Let ℓ ∈ {1, 2, . . . , h}. For every subset A of an R-module M , we define
Φ(ℓ)(A) = {w ∈ Φ(A) : w has a representation of level at most ℓ}.
Because Φ is a function of h variables, we have Φ(h)(A) = Φ(A).
Let ε > 0, and choose ε1, . . . , εh such that
0 < ε1 < ε2 < · · · < εh < ε.
For all ℓ ∈ {1, 2, . . . , h}, we shall construct a finite R-module Mℓ and a function
fℓ :Mℓ →Mℓ such that the set
Aℓ = A(Mℓ, fℓ) = {fℓ(x) : x ∈Mℓ} ∪ {fℓ(x) + x : x ∈Mℓ}
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satisfies
|Φ(ℓ)(Aℓ)| < εℓ|Mℓ|.
Choosing M =Mh and A = Ah, we obtain
|Φ(A)| = |Φ(h)(Ah)| < εh|Mh| < ε|M |.
From Lemma 1, we have Υ(Aℓ∪{0}) =Mℓ for all ℓ = 1, . . . , h, and so Υ(A∪{0}) =
M .
The proof is by induction on ℓ. We begin with the case ℓ = 1 and the construction
of the module M1 and the function f1 :M1 →M1.
For every finite R-module M , function f :M →M , and subset A = A(M, f) of
M , we have w ∈ Φ(1)(A) if and only if there exist x ∈M and (λ1, . . . , λh) ∈ {0, 1}h
such that
w =
h∑
i=1
ϕi(f(x) + λix)
=
(
h∑
i=1
ϕi
)
f(x) +
(
h∑
i=1
λiϕi
)
x
= ϕ∗f(x) + sIx
where
ϕ∗ =
h∑
i=1
ϕi
I = {i ∈ {1, 2, . . . , h} : λi = 1}
and
sI ∈ S(Φ) ∪ {s∅} = S(Φ) ∪ {0}.
For all s ∈ S(Φ) ∪ {0}, let M ′s be a finite R-module such that
(12) |M ′s| > max
( |S(Φ)| + 1
ε1
, c
)
and let
M1 =
⊕
s∈S(Φ)∪{0}
M ′s.
Note that the construction of the finite module M1 depends only on the set of
subset sums of the linear form Φ, and not on the linear form Υ.
If x ∈ M1, then x = (xs)s∈S(Φ)∪{0}, where xs ∈M ′s. For all s ∈ S(Φ) ∪ {0}, we
define the projection πs :M1 →M ′s by
πs(x) = xs
and we define the function gs : M1 →M ′s by
(13) gs(x) = − s
ϕ∗
πs(x) = − s
ϕ∗
xs.
This is possible because ϕ∗ ∈ S(Φ) ⊆ R×.
Consider the function f1 :M1 →M1 defined by
(14) f1(x) = (gs(x))s∈S(Φ)∪{0} =
(
− s
ϕ∗
xs
)
s∈S(Φ)∪{0}
and let
A = A(M1, f1) = {f1(x) : x ∈M1} ∪ {f1(x) + x : x ∈M1}.
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If w ∈ Φ(1)(A), then there exist x ∈M1 and sI ∈ S(Φ) ∪ {0} such that
w = ϕ∗f1(x) + sIx.
For all s ∈ S(Φ) ∪ {0}, we have
πs(w) = ϕ
∗πs(f1(x)) + sIπs(x) = ϕ
∗
(
− s
ϕ∗
xs
)
+ sIxs = (sI − s)xs.
Choosing s = sI , we obtain πsI (w) = 0. Thus, every element w ∈ Φ(1)(A) has at
least one zero coordinate.
For every sI ∈ S(Φ) ∪ {0}, the number of elements x ∈M1 with πsI (x) = 0 is∏
s∈(S(Φ)∪{0})\{sI}
|M ′s| =
|M1|
|M ′sI |
and so the number of elements x ∈ M1 with πsI (x) = 0 for some sI ∈ S(Φ) ∪ {0}
is at most
∑
sI∈S(Φ)∪{0}
|M1|/|M ′sI |. It follows that
|Φ(1)(A)| ≤
∑
sI∈S(Φ)∪{0}
|M1|
|M ′sI |
< |M1|
∑
sI∈S(Φ)∪{0}
ε1
|S(Φ)|+ 1 = ε1|M1|.
This completes the initial step of the induction.
6. Proof of Theorem 1: The inductive step
Assume that ℓ ∈ {1, 2, . . . , h− 1} and that there exist a finite R-module Mℓ and
a function fℓ :Mℓ →Mℓ such that the set
Aℓ = A(Mℓ, fℓ) = {fℓ(x0) : x0 ∈Mℓ} ∪ {fℓ(x0) + x0 : x0 ∈Mℓ}
satisfies
|Φ(ℓ)(Aℓ)| < εℓ|Mℓ|
where Φ(ℓ)(Aℓ) is the set of all w0 ∈ Φ(Aℓ) that have a representation of level at
most ℓ.
For every w0 ∈ Φ(Aℓ), there is an admissible pair of functions (α, β) of level at
most ℓ such that
w0 =
∑
x0∈Mℓ
(α(x0)fℓ(x0) + β(x0)(fℓ(x0) + x0)).
Because Mℓ and S(Φ) ∪ {0} are finite sets, there exist only finitely many functions
fromMℓ to S(Φ)∪{0}, and only finitely many admissible pairs of functions fromMℓ
to S(Φ) ∪ {0}. Let n be the number of admissible pairs of functions on Mℓ of level
exactly ℓ+ 1 with respect to Φ. We denote these pairs by (αi, βi) for i = 1, . . . , n.
Let M ′0 =Mℓ and, for i = 1, . . . , n, let M
′
i be a finite R-module with
|M ′i | >
n
εℓ+1 − εℓ .
Let
Mℓ+1 = Mℓ ⊕
n⊕
i=1
M ′i =
n⊕
i=0
M ′i .
If the module Mℓ depends only on the linear form Φ and not on Υ, then the module
Mℓ+1 also depends only on Φ and not Υ.
For
x = (x0, x1, . . . , xn) ∈Mℓ+1
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and i ∈ {0, 1, . . . , n}, we define the projection πi :Mℓ+1 →M ′i by
πi(x) = xi.
Define the function
g0 :Mℓ+1 →M ′0 = Mℓ
by
g0(x) = fℓ(π0(x)) = fℓ(x0).
For i ∈ {1, . . . , n}, we construct the function
gi :Mℓ+1 →M ′i
as follows. If
αi(π0(x)) + βi(π0(x)) = 0
then
gi(x) = 0.
Recall that S(Φ) ⊆ R×. If
αi(π0(x)) + βi(π0(x)) 6= 0
then there is a nonempty subset Ij of {1, . . . , h} such that
αi(π0(x)) + βi(π0(x)) = sIj ∈ R×.
In this case, let
gi(x) = −
(
βi(π0(x))
αi(π0(x)) + βi(π0(x))
)
xi.
Define the function fℓ+1 :Mℓ+1 →Mℓ+1 by
fℓ+1(x) = (g0(x), g1(x), . . . , gn(x)) = (fℓ(x0), g1(x), . . . , gn(x))
where x0 = π0(x). The diagram
Mℓ+1 Mℓ+1
Mℓ Mℓ
fℓ+1
π0 π0
fℓ
commutes. As usual, we consider the set
Aℓ+1 = A(Mℓ+1, fℓ+1)
= {fℓ+1(x) : x ∈Mℓ+1} ∪ {fℓ+1(x) + x : x ∈Mℓ+1}.
Let
w ∈ Φ(ℓ+1)(Aℓ+1).
There is an admissible pair of functions (α, β) of level at most ℓ + 1 such that
w =
∑
x∈Mℓ+1
(α(x)fℓ+1(x) + β(x)(fℓ+1(x) + x)).
Applying Lemma 3 with M = Mℓ+1, M
′
0 = Mℓ, f = fℓ+1, and f0 = fℓ, we obtain
an admissible pair of functions (α∗, β∗) on Mℓ of level ℓ
∗ ∈ {1, 2, . . . , ℓ + 1} that
represents the element π0(w) ∈ Φ(Aℓ). If ℓ∗ ≤ ℓ, then π0(w) ∈ Φ(ℓ)(Aℓ). Because
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the number of elements in Φ(ℓ)(Aℓ) is less than εℓ|Mℓ|, it follows that the number
of elements w ∈ Φ(ℓ+1)(Aℓ+1) such that π0(w) ∈ Φℓ)(Aℓ) is less than
εℓ|Mℓ|
n∏
i=1
|M ′i | = εℓ|Mℓ+1|.
If the admissible pair (α∗, β∗) has level ℓ∗ = ℓ + 1, then (α∗, β∗) = (αi, βi) for
some i ∈ {1, . . . , n}. Moreover, the admissible pair (α, β) must also have level ℓ+1.
If {y1, . . . , yℓ+1} is the support of (α, β) inMℓ+1 and if zj = π0(yj) for j ∈ {1, . . . , ℓ+
1}, then {z1, . . . , zℓ+1} = {π0(y1), . . . , π0(yℓ+1)} is the support of π0(w) in Mℓ. For
each zj ∈ {z1, . . . , zℓ+1}, there is a unique n-tuple (x1,j , . . . , xn,j) ∈
⊕n
i=1M
′
i such
that
yj = (zj , x1,j , . . . , xn,j).
Therefore,
αi(zj) = α(yj) and βi(zj) = β(yj)
and
αi(zj) + βi(zj) = α(yj) + β(yj) 6= 0
for all i ∈ {1, . . . , n} and j ∈ {1, . . . , ℓ+ 1}. We have
w =
ℓ+1∑
j=1
(α(yj)fℓ+1(yj) + β(yj)(fℓ+1(yj) + yj)
and
πi(w) =
ℓ+1∑
j=1
(α(yj)πifℓ+1(yj) + β(yj)πi(fℓ+1(yj) + yj))
=
ℓ+1∑
j=1
(αi(zj)gi(yj) + βi(zj)(gi(yj) + xi.j))
=
ℓ+1∑
j=1
((αi(zj) + βi(zj))gi(yj) + βi(zj)xi.j))
=
ℓ+1∑
j=1
((αi(zj) + βi(zj))
(
− βi(zj)
αi(zj) + βi(zj)
)
xi,j + βi(zj)xi.j))
= 0.
The number of elements w ∈ Φℓ+1)(Aℓ+1) such that πi(w) = 0 is
n∏
i′=0
i′ 6=i
|M ′i′ | =
|Mℓ+1|
|M ′i |
<
εℓ+1 − εℓ
n
|Mℓ+1|.
If w ∈ Φ(ℓ+1)(Aℓ+1), then either π0(w) ∈ Φ(ℓ)(Aℓ) or πi(w) = 0 for some i ∈
{1, 2, . . . , n}, and so
|Φ(ℓ+1)(Mℓ+1| < εℓ|Mℓ+1|+
n∑
i=1
εℓ+1 − εℓ
n
|Mℓ+1|
= εℓ+1|Mℓ+1|.
This completes the induction and the proof of Theorem 1.
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7. Proof of Theorem 2
As usual, if c is a positive integer, then in the ring R we denote c · 1R by c and
−(c · 1R) by −c. Thus, c is a unit in R if c · 1R ∈ R×. For example, 2 is a unit in
R = Z/3Z.
In the statement of Theorem 2, the sequences of nonzero integral coefficients of
the linear forms Υ and Φ satisfy 0 ∈ S(Υ) and 0 /∈ S(Φ). There is an infinite set
M of positive integers m such that gcd(s,m) = 1 for all s ∈ S(Υ) \ {0} and for all
s ∈ S(Φ). It follows that if m ∈ M and R = Z/mZ, then S(Φ) ⊆ R×. Moreover,
every coefficient of Υ is a unit in R, and so {0, u} ⊆ S(Υ) for some u ∈ R×.
The proof of Theorem 2 is essentially the same as the proof of Theorem 1. In
the initial step of the inductive proof of Theorem 1, which was the case ℓ = 1, we
constructed a module M1 =
⊕
s∈S(Φ)∪{0}M
′
s, where the cardinality condition (12)
was the only constraint on the choice of the finite R-modules M ′s. In the proof of
Theorem 2, we choose a subset
{m′s : s ∈ S(Φ) ∪ {0}} ⊆ M
whose elements are pairwise relatively prime and satisfy
m′s > max
( |S(Φ)|+ 1
ε1
, c
)
.
Let
M1 =
⊕
s∈S(Φ)∪{0}
Z/m′sZ
∼= Z/m1Z
where
m1 =
∏
s∈S(Φ)∪{0}
m′s.
We again use formulae (13) and (14) to construct the functions gs :M1 → Z/m′sZ
and f1 :M1 →M1.
Similarly, in the inductive step, we start with the module Mℓ = Z/mℓZ and a
function fℓ : Mℓ → Mℓ. Choosing a set {m′′1 , . . . ,m′′n} of pairwise relatively prime
integers in M such that gcd(m′′i ,mℓ) = 1 for i ∈ {1, . . . , n}, we let
Mℓ+1 = (Z/mℓZ)⊕
n⊕
i=1
Z/m′′i Z
∼= Z/mℓ+1Z
where
mℓ+1 = mℓ
n∏
i=1
m′′i .
We complete the proof by constructing functions gi and fℓ+1 exactly as in the proof
of Theorem 1.
8. Proof of Theorems 3 and 4
To prove Theorem 3, we consider the linear form χ =
∑K
k=1 Φk. Applying
Theorem 1, we obtain a finite R-module M and a subset A of M such that
|χ(A)| < ε|M |.
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For every a∗ ∈ A and k ∈ {1, . . . ,K}, we have
Φk(A) +
K∑
k′=1
k′ 6=k
Φk′(a
∗, . . . , a∗) ⊆ χ(A)
and so
|Φk(A)| ≤ |χ(A)| < ε|M |.
For all j ∈ {1, . . . , J} we have {0, uj} ⊆ S(Υj) for some uj ∈ R×, and so Υj(A ∪
{0}) = M . This completes the proof of Theorem 3.
Using the same argument, we deduce Theorem 4 from Theorem 2.
9. Open problems
Problem 1. Theorem 1 gives a sufficient condition on a pair of linear forms Υ and
Φ to compel the existence of a module M and subset A of M such that Υ(A∪{0}) =
M and |Φ(A)| < ε|M |. Is there a corresponding necessary condition? Is there a
necessary and sufficient condition?
We can ask the analogous questions for each of Theorems 2–4.
Problem 2. For every prime number p and positive integer n, let Fpn be the finite
field with pn elements. Let R = Z or Fpn . Let Υ be a g-ary linear form with
nonzero coefficients in R and with 0 ∈ S(Υ). Let Φ be an h-ary linear form with
nonzero coefficients in R and with 0 /∈ S(Φ). Let ε > 0. We say that a finite
R-module M has property (Υ,Φ, ε) if M contains a subset A such that
(15) Υ(A) =M and |Φ(A)| < ε|M |.
Let R = Z. What is the smallest integer m = m(Υ,Φ, ε) such that the finite
module Z/mZ has property (Υ,Φ, ε)? If M = Z/mZ has this property, describe the
set
{|A| : A ⊆ Z/mZ and A satisfies (15)}.
Problem 3. Do there exist infinitely many prime numbers p such that the finite
field Fp = Z/pZ has property (Υ,Φ, ε)? Does Fp have property (Υ,Φ, ε) for all
sufficiently large primes p?
Problem 4. Let p be prime number. Does there exist a positive integer n such that
the finite field Fpn has property (Υ,Φ, ε)? Does the finite field Fpn have property
(Υ,Φ, ε) for infinitely many n, or for all sufficiently large n?
Problem 5. The linear forms Υ = t1−t2 and Φ = 2t1−t2 are an interesting special
case. We have 0 ∈ S(Υ) = {−1, 0, 1} and 0 /∈ S(Φ) = {−1, 1, 2}. Let ε = 1/2.
Compute the smallest integer m such that a subset A of M = Z/mZ satisfies (15).
If m is a positive integer such that there exists A ⊆ Z/mZ satisfying (15), compute
the size of the largest set A that satisfies (15).
Problem 6. Haight [2] applied his congruence theorem to construct a set E of
positive real numbers such that E − E = R but the sumset hE has zero Lebesgue
measure for all positive integers h. Let Φ(t1, t2) = 2t1 − t2. Does there exist a set
E of positive real numbers such that E−E = R but the set Φ(E) has zero Lebesgue
measure?
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Problem 7. For every finite subset A of an abelian group, we have the Freiman-
Pigaev [1] inequality
|A+A|3/4 ≤ |A−A| ≤ |A+A|4/3
Equivalently, with Υ(t1, t2) = t1 − t2 and Φ(t1, t2) = t1 + t2, we have
3
4
≤ log |Υ(A)|
log |Φ(A)| ≤
4
3
.
Let Υ and Φ be linear forms with integer coefficients such that 0 ∈ S(Υ) and
0 /∈ S(Φ). By Theorem 2, for every ε such that 0 < ε < 1, there exist infinitely
many positive integers m and subsets A of Z/mZ such that
log |Υ(A)|
log |Φ(A)| >
log |M |
log |M | − log(1/ǫ) .
Can the Haight-Ruzsa method improve estimates for log |Υ(A)|/ log |Φ(A)|?
The next problem is suggested by the following result.
Lemma 4. Let M1, . . . ,Mn be finite R-modules. If Mj has property (Υ,Φ, εj) for
all j = 1, . . . , n, then the R-module M1 ⊕ · · · ⊕Mn has property (Υ,Φ, ε1 · · · εn).
Proof. For j = 1, . . . , n, let Aj be a finite subset of Mj such that Υ(Aj) =Mj and
|Φ(Aj)| < ε|Mj |. Let x = (x1, . . . , xn) ∈M1⊕· · ·⊕Mn, and let (a1,j , . . . , ag,j) ∈ Agj
satisfy
xj = Υ(a1,j , . . . , ag,j) =
g∑
i=1
υiai,j .
Let A = A1 ⊕ · · · ⊕An. We have
(x1, . . . , xn) = (Υ(a1,1, . . . , ag,1), . . . ,Υ(a1,n, . . . , ag,n))
=
(
g∑
i=1
υiai,1, . . . ,
g∑
i=1
υiai,n
)
=
g∑
i=1
υi (ai,1, . . . , ai,n)
∈ Υ(A)
and so Υ(A) = M1 ⊕ · · · ⊕Mn.
Similarly, x = (x1, . . . , xn) ∈ Φ(A) if and only if xj ∈ Φ(Aj) for all j = 1, . . . , n.
It follows that
Φ(A) = Φ(A1)× · · · × Φ(An)
and so
|Φ(A)| = |Φ(A1)| · · · |Φ(An)| < ε1|A1| · · · εn|An| = ε1 · · · εn|A|.
This completes the proof. 
Problem 8. Suppose that the finite R-modules M1 and M2 have property (Υ,Φ, ε).
Does there exist ε′ > 0 (with ε′ depending only on ε) such that the tensor product
M1 ⊗M2 has property (Υ,Φ, ε′)?
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