Decentralized optimization algorithms have received much attention as fueled by the recent advances in network information processing and the tremendous amount of data that is generated by human activities. However, conventional decentralized algorithms based on projected gradient descent are incapable of handling high dimensional constrained problems, as the projection step becomes computationally prohibitive to compute. To address this problem, we adopt a projection-free optimization approach, a.k.a. the Frank-Wolfe (FW) or conditional gradient algorithm. We first develop a decentralized FW (DeFW) algorithm from the classical FW algorithm. The convergence of the proposed algorithm is studied by viewing the decentralized algorithm as an inexact FW algorithm. Using a diminishing step size rule and letting t be the iteration number, we show that the DeFW algorithm's convergence rate is O(1/t) for convex objectives; is O(1/t 2 ) for strongly convex objectives with the optimal solution in the interior of the constraint set; and is O(1/ √ t) towards a stationary point for smooth but non-convex objectives. We then show that a gossip-based implementation meets the above guarantees with two communication rounds per iteration. Furthermore, we demonstrate the advantages of the proposed DeFW algorithm on two applications including low-complexity robust matrix completion and communication efficient sparse learning. Numerical results on synthetic and realistic data are presented to support our findings.
Introduction
This paper considers decentralized algorithm for tackling a constrained optimization problem whose objective function can be expressed as an average of N functions, i.e., min θ∈R d F (θ) s.t. θ ∈ C, where F (θ) :
where f i (θ) is a continuously differentiable (possibly non-convex) function held privately by the ith agent and C is a closed and bounded convex set in R d . Typically C corresponds to some constraints imposed on the parameter θ such as sparsity or low rank of an array of values. In fact, Problem (1) covers a number of applications in signal processing and machine learning, such as matrix completion [5] and distributed LASSO [6, 7] . As a standard assumption in decentralized optimization, the private functions f i (θ) are not sharable among the agents due to data privacy and dimensionality concerns. The agents communicate on a network that is described by a graph G = (V, E), where V = {1, ..., N } is the set of agents and E ⊆ V × V describes the connectivity. As G is not fully connected, it is useful to apply decentralized algorithms capable of performing in-network computations. Various authors proposed decentralized optimization algorithms to solve (1) that are built on the gossip-based average consensus protocol [8, 9] . Examples of prior works include [10, 11] which studied the decentralized counterparts of projected gradient descent (PGD) methods; [12, 13] which considered the decentralized primal-dual/ADMM algorithms; [14, 15] which considered the successive convex approximation methods. The convergence properties and the performance of these algorithms were investigated extensively, especially when the objective is convex, see [4, [10] [11] [12] [16] [17] [18] [19] ; for non-convex objectives, some recent results have been reported in [13, 15, [20] [21] [22] . A common trait found in the existing methods on the subject is that each iteration of these algorithms require at least one projection operation onto the constraint set C. When the size of the problem is moderate and C is structured, this projection step can be computed efficiently. When the problem involves a high dimensional parameter, i.e., d
0, the projection step may be computationally prohibitive, rendering most existing methods impractical.
This paper focuses on developing a decentralized projection-free optimization algorithm. Specifically, we extend the Frank-Wolfe (FW) algorithm [23] to operate in a decentralized setting. The FW algorithm has been recently popularized due to its efficacy in handling high-dimensional constrained problems. Examples of its applications include matrix completion [24] , image and video colocation [25] , electric vehicle charging optimization [26] and traffic assignment [27] ; see the overview article [28] . From the algorithmic perspective, the FW algorithm replaces the costly projection step in PGD-based algorithms with a constrained linear optimization, which often admits an efficient solution, e.g., when the constraint set is a trace-norm ball or a polytope.
Our contributions are as follows. We first describe abstractly the proposed algorithm as a variation of FW algorithm operating on inexact iterates and gradients, with the latter operations computed by in-network operations. We then analyze its convergence -for convex objectives, the sub-optimality (of the objective values) of the iterates produced by the proposed algorithm is shown to converge as O(1/t) with t being the iteration number, and is O(1/t 2 ) for strongly convex objectives if the optimal solution is in the interior of C; for non-convex objectives, we demonstrate that the proposed algorithm has limit points that are stationary points of (1), and they can be found at the rate of O( 1/t). We show that a gossip-based implementation of the proposed algorithm with fixed number of communication rounds achieves all the above guarantees. To our knowledge, this is the first application of FW algorithm in a decentralized setting and the convergence rate in the non-convex setting is comparable to that of a centralized PG method [29] . Lastly, we present examples where the proposed algorithm can be applied, including a communication-efficient decentralized LASSO solver and decentralized matrix completion.
The rest of this paper is organized as follows. Section 2 develops the DeFW algorithm. We summarize the main theoretical results of convergence for convex and non-convex objective functions. Several implementation related issues will also be discussed. A gossip-based implementation of the DeFW algorithm will then be presented in Section 3. Applications of the DeFW algorithm are discussed in Section 4. Finally, in Section 5, numerical results are shown to support our theoretical findings.
Notations & Mathematical Preliminaries
For any d ∈ N, we define [d] as the set {1, ..., d}. We use boldface lower-case letters to denote the vectors and boldfaced upper-case letters to denote matrices. For a vector x (or a matrix X), the notation [x] i (or [X] i,j ) denotes its ith element (or (i, j)th element). The vectorization of a matrix X ∈ R m 1 ×m 2 is denoted by vec(X) = [x 1 ; x 2 ; . . . ; x m 2 ] ∈ R m 1 m 2 such that x i is the ith column of X. The vector e i ∈ R d is the ith unit vector such that [e i ] j = 0 for all j = i and [e i ] i = 1. For some positive finite constants C 1 , C 2 , C 3 , C 4 with C 3 ≤ C 4 and non-negative functions of t, f (t), g(t) , the notations f (t) = O(g(t)), f (t) = Ω(g(t)) and
for sufficiently large t, respectively.
Let E be a Euclidean space embedded in R d and the associated Euclidean norm is denoted by · 2 . The binary operator ·, · denotes the inner product on E. In addition, E is equipped with a norm · and the corresponding dual norm · . Let G, L, µ be some non-negative constants. Consider a function f :
the function f is L-smooth if for all θ, θ ∈ E
note that the above is equivalent to ∇f
notice that if µ = 0, the above definition reduces to that of stating that f is convex. Consider Problem (1), its constraint set C ⊆ E is convex and bounded with the diameter defined as:
note that ρ is defined with respect to (w.r.t.) the dual norm · whileρ is defined w.r.t. the Euclidean norm. When the objective function F is µ-strongly convex with µ > 0, the optimal solution to (1) is unique and denoted by θ , we also define
where ∂C is the boundary set of C. If δ > 0, the solution θ is in the interior of C. Consensus: obtain the average parameter:
4:
Aggregating: obtain the average gradient:
.
5:
Frank-Wolfe Step: update
for all agent i ∈ [N ] and γ t ∈ (0, 1] is a step size.
6: end for
2 Decentralized Frank-Wolfe (DeFW)
We develop the decentralized Frank-Wolfe (DeFW) algorithm from the classical Frank-Wolfe (FW) algorithm [23] . A main advantage of the FW algorithm is that it is projection-free. In particular, let t ∈ N, t ≥ 1 be the iteration number and the initial point θ 0 ∈ C be feasible, the centralized FW algorithm for (1) proceeds by:
The scalar γ t ∈ (0, 1] is a step size to be determined. Observe that θ t is a convex combination of θ t−1 and a t−1 , therefore θ t ∈ C since C is a convex set. Here, the linear optimization (LO) (7b) can often be solved efficiently depending on the structure of C, as we remark at the end of this section. Moreover, when we choose the step size as γ t = 2/(t + 1), the FW algorithm is known to converge at a rate of O(1/t) if F is L-smooth and convex [28] . Our plan is to extend the FW algorithm to a decentralized setting via mimicking (7) with innetwork operations. We first offer a high-level description of the proposed DeFW algorithm -let θ i t denotes the parameter kept by agent i at iteration t. Define the average parameter:
Also, we denoteθ i t as an approximate of the network average parameter. To mimic the FW algorithm (7), we require the local approximate averageθ i t to trace the network averageθ t with an increasing accuracy. We assume that: H 1 Let {∆p t } t≥1 be a non-negative, decreasing sequence, we have
To compute the LO, each agent has to have access to the global gradient ∇F (θ t ). However from the local average parameterθ i t , only the local gradient ∇f i (θ i t ) is available. To this end, we let ∇ i t F be the approximate of the global gradient kept by agent i, that traces the network average gradient,
We assume that:
H 2 Let {∆d t } t≥1 be a non-negative, decreasing sequence, we have
Naturally, the ith agent can locally compute the update direction a i t := arg min θ∈C ∇ i t F , θ using the local approximation ∇ i t F . We can summarize the proposed DeFW algorithm in Algorithm 1. Notice that the subroutine NetAvg i t (·) indicates that the vectorsθ i t and ∇ i t F are both to be computed using in-network operations, e.g., the gossip-based consensus protocol described in Section 3.
Under H1 and H2, for each agent i ∈ [N ], line 5 in the DeFW algorithm can be regarded as performing the FW updates (7) onθ t in an inexact manner. Below we characterize the convergence of the DeFW algorithm. For convex objective functions, we have:
Theorem 1 Set the step size as γ t = 2/(t + 1). Suppose that each of f i is convex and L-smooth. Under H1, H2 with ∆p t = C p /t, ∆d t = C g /t, we have
for all t ≥ 1, where θ is an optimal solution to (1). Furthermore, if F is µ-strongly convex and the optimal solution θ lies in the interior of C, i.e., δ > 0 (cf. (6)), we have
for all t ≥ 1.
The proof can be found in Appendix A. Since F (θ) is convex in the above, the conditions (12), (13) imply that the iterate sequence {θ t } t≥1 converges to an optimal solution of (1). For non-convex objective, we study the convergence of the FW/duality gap, defined as g t := max θ∈C ∇F (θ t ),θ t − θ . Also, define the set of stationary point to (1) as:
and we assume that H 3 The function F (θ) takes a finite number of values in C , i.e., the image set F (C ) = {F (θ) : θ ∈ C } is finite.
Theorem 2 Set the step size as γ t = 1/t α for some α ∈ (0, 1]. Suppose that each of f i is L-smooth and G-Lipschitz (possibly non-convex). Under H1, H2 with ∆p t = C p /t α , ∆d t = C g /t α and C p , C g are finite, then -1. The following hold for all T ≥ 6 that are even, if α ∈ [0.5, 1), we have
if α ∈ (0, 0.5), we have
2. Under H3, if α ∈ (0.5, 1], then the sequence of objective values {F (θ t )} t≥1 converges, the sequence {θ t } t≥1 has limit points and each of the limit point θ is in C .
The proof can be found in Appendix B. From the definition, when the FW gap is zero, g t = 0, then the iterateθ t is a stationary point to (1) . Therefore, we can regard g t as a measure of the stationarity of the iterateθ t . From (15) , setting α = 0.5 gives the convergence rate of
The theorems above require the consensus error, max i∈[N ] θ i t −θ t 2 , to decay to zero as t → ∞, as such, the local iteratesθ i t converge to an optimal/stationary solution of (1). Before concluding this section, we remark that the DeFW algorithm requires each agent to solve the LO (7b) independently at each iteration. As we have mentioned, this can be done efficiently for several interesting cases of the constraint set C. For example:
• When C is the 1 ball, i.e., C = {θ ∈ R d : θ 1 ≤ R},
The solution above to (7b) corresponds to finding the coordinate of the gradient vector with the maximum magnitude. Importantly, this solution is only 1-sparse. Consequently, the tth iterate θ t is at most t-sparse. The worst-case complexity of computing a t is O(d); in comparison, the worst-case complexity for the projection into an 1 ball is O(d log d) 1 .
• When C is the trace norm ball, i.e., C = {θ ∈ R m 1 ×m 2 : θ σ,1 ≤ R}, let u 1 , v 1 be the top left/right singular vector of ∇F (θ t ), we have
i.e., it can be computed as the principal component of ∇F (θ t ). Importantly, at a target solution accuracy of δ, the top singular vectors can be computed with a complexity of O(max{m 1 , m 2 } log(1/δ)) using the power or Lanczos method [31] if vec(∇F (θ t )) 0 = O(max{m 1 , m 2 }), while the projection counterpart requires a complexity of O(max{m 1 m 2 2 , m 2 m 2 1 } log(1/δ)) for computing the full SVD of a m 1 × m 2 matrix.
The above examples are relevant to the two applications described in Section 4. More recently, efficient implementations are found when C admits additional structure such as being the convex hull of all perfect matchings of a bipartite graph; see [28] for an overview.
Gossip-based DeFW algorithm
To guarantee convergence for the DeFW algorithm in both Theorem 1 & 2, the averages' approximation errors ∆p t , ∆d t converge to zero at a polynomial rate of t. In this section, we enforce this by employing the gossip-based average consensus (GAC) protocol [8, 9] with a fixed number of update/communication rounds for the NetAvg i t (·) subroutine. Specifically, the following discussions are based on the static GAC; note that it is possible to extend the protocol to a randomized setting for time-varying networks (e.g., with random link failures), see [32] . To fix idea, assume that the graph G is undirected and we define a non-negative weight matrix W ∈ R N ×N + that describes the local communication between the N agents. The matrix satisfies that W ij := [W ] ij > 0 if and only if (i, j) ∈ E. It is also symmetric and doubly stochastic, i.e., W 1 = W 1 = 1. We assume that |λ 2 (W )| < 1, i.e., the second largest eigenvalue of W is strictly less than one, note that the existence of such matrix W is guaranteed if G is connected. For each round of the GAC update, the agents take a weighted average of the values from its neighbors according to W . We first state the following fact regarding the non-negative weight matrix W .
Fact 1 Let x 1 , ..., x N ∈ R d be a set of N vectors and x avg := N −1 N i=1 x i be their average. Suppose W is a doubly stochastic, non-negative matrix. The output after performing one round of GAC update:
where λ 2 (W ) is the second largest eigenvalue of W .
The fact above can be verified from linear algebra. As λ 2 (W ) < 1, the above implies that each GAC update (19) moves the vectors closer to the network average. Repeatedly applying (20) shows the well known fact that GAC computes the network average at a geometric rate. Let us consider the in-network computation ofθ i t in line 3 of the DeFW algorithm. Here, the NetAvg i t (·) subroutine in the consensus step is implemented by:
i.e., we perform one round of the GAC update. Since W ij = 0 if (i, j) / ∈ E, the above operation is implemented using message exchanges among the neighbors of agent i. Now, for some α ∈ (0, 1], we define t 0 (α) as the smallest integer such that
Notice that t 0 (α) is upper bounded by:
The following lemma can be easily proven:
Lemma 1 Set the step size γ t as 1/t α in the DeFW algorithm for some α ∈ (0, 1], thenθ i t in (21) satisfies H1 with
The proof is postponed to Appendix C, which relies on using the fact that θ i t is a linear combination ofθ i t−1 and a i t−1 , i.e., iterates from the previous iteration. In particular,θ i t−1 is already O(1/(t − 1) α )-close to the network average from the last iteration and the update direction a i t−1 has to be weighted by the decaying step size γ t−1 .
In comparison to what we were able to establish above, the in-network computation of ∇ i t F in line 4 of the DeFW algorithm is less straightforward. Unlike the computation ofθ t , computing
to an accuracy of O(1/t α ) by communicating the local gradient ∇f i (θ i t ) requires Ω(log t) rounds of updates when the GAC protocol is employed. One of the main technical issues is that the local gradient ∇f i (θ i t ) computed by the ith agent is in general different from the local gradient computed at the other agent, even whenθ i t is close toθ j t for j = i. We adopt an approach that is inspired by the fast stochastic average gradient (SAGA) method [33] which re-uses the gradient approximate ∇ i t−1 F from the last iteration. Specifically, define the following surrogate of local gradient at iteration t:
. Similar to (21) , the NetAvg i t (·) subroutine in the aggregating step is implemented by:
i.e., using just one round of the GAC update on ∇ i t F . Below we show that the average gradient is preserved by ∇ i t F and ∇ i t F has an approximation error similar to Lemma 1:
Lemma 2 Set the step size γ t as 1/t α in the DeFW algorithm for some α ∈ (0, 1]. Suppose that each of f i is L-smooth,θ i t is updated according to (21) , then ∇ i t F in (26) satisfies
and H2 with
where
The proof can be found in Appendix D. Similar intuition as in Lemma 1 was used in the proof. In particular, we observe that
Remark 1 It is possible for the agents to repeat the updates in (21), (26) for multiple rounds. Mathematically, this is equivalent to replacing W ij in the above mentioned equations by [W ] ij . As |λ 2 (W )| = |λ 2 (W )| , the constants t 0 (α), C p , C g can be greatly reduced.
Finally, observe that the conditions on ∆p t , ∆d t required by Theorem 1 & 2 can be satisfied by the NetAvg i t (·) subroutine implemented with the GAC protocol in (21) & (26). This results in the following corollary. In other words, the gossip-based DeFW algorithm converges for both convex and non-convex problems, while using a constant number of communication rounds per iteration. Lastly, the DeFW algorithm is not limited to the gossip-based implementation. In fact, any average consensus protocols which produce in-network averages satisfying H1, H2 with the desirable rates on ∆p t , ∆d t can be applied. For example, when the graph G of the communication network is directed, one may apply the average consensus algorithm in [34] .
Remark 2 As we recall from Theorem 2, for non-convex objectives, the best theoretical rate of convergence can be achieved when if we set α = 0.5 as the learning rate. However, from Lemma 1 & 2, we notice that the approximation error also decays the slowest when α = 0.5. From our numerical experience, we find that the approximation error ∆p t , ∆d t indeed play an important role in the practical performance of the DeFW algorithm. Therefore, we shall set α to be higher than 0.5 for better performance.
Applications of DeFW Algorithm
In this section, we study two applications of the DeFW algorithm in signal processing and machine learning problems. 
Example I: Decentralized Matrix Completion
To recover a low-rank θ true , we consider the following trace-norm constrained matrix completion (MC) problem:
where f i : R 2 → R is a loss function picked by agent i according to the observations he/she received. Similar MC problems have been considered in [35] [36] [37] [38] , where [35] studied a consensus-based optimization based similar to ours and [36] [37] [38] studied the parallel computation setting where the agents are working synchronously in a fully connected network. Compared to our approach, these works assume that the rank of θ true is known in advance and solve the MC problem via matrix factorization. In addition, [35, 36] required that each local observation set Ω i to only have entries taken from a disjoint subset of the columns/rows only. Our approach does not require any prior knowledge or restrictions above.
We consider two different observation models. When Z k,l is the i.i.d. Gaussian noise of variance σ 2 i , we choose f i (·, ·) to be the square loss function, i.e.,
This yields the classical MC problem in [5] . The next model considers the sparse+low rank matrix completion in [39] , where the observations are contaminated with a sparse noise. Here, we model Z k,l as a sparse noise in the sense that there are a few number of entries in Ω i where Z k,l is non-zero. We choose f i (·, ·) to be the negated Gaussian loss, i.e.,
where σ i > 0 controls the robustness to outliers for the data obtained at the ith agent. Here, f i (·, ·) can be seen as a smoothed 0 loss [40] and gives enhanced robustness to outliers in the data. Notice that f i (·, ·) is non-convex and the resultant MC problem (31) is also non-convex. Note that (31) is a special case of Problem (1) with C being the trace-norm ball. The gossipbased DeFW algorithm can be applied on (31) directly. The projection-free nature of the DeFW algorithm leads to a low complexity implementation (31), especially when m 1 , m 2 0. Lastly, the communication cost in the DeFW algorithm is analyzed below:
is supported on Ω i , whereθ i t is defined in (21). In the above, e k (e l ) is the kth (lth) canonical basis vector for R m 1 (R m 2 ) and f i (θ, y) is the derivative of f i (θ, y) taken with respect to θ. Consequently, the in-network average
, the amount of information exchanged during the aggregating step (Line 4 in DeFW) is low.
• The update direction a i t is a rank-one matrix composed of the top singular vectors of ∇ i t F (cf. (18)). Since every iteration in DeFW adds at most N distinct pair of singular vectors tō θ t , the rank ofθ i t is upper bounded by t · N if we initialize byθ i 0 = 0. We can reduce the communication cost in the consensus step (Line 3 in DeFW) by exchanging these singular vectors. Note that we are exchanging (tN ) · (m 1 + m 2 ) entries instead of m 1 · m 2 .
• When the agents are only concerned with predicting the entries of θ true in the subset Ξ ⊂
, instead of propagating the singular vectors as described above, the consensus step can be carried out by exchanging only the entries of θ i t+1 in Ξ∪ ∪ N i=1 Ω i without affecting the operations of the DeFW algorithm. In this case, the communication cost is |Ξ ∪ ∪ N i=1 Ω i |.
Example II: Communication Efficient DeFW for LASSO
Our next example considers applying the DeFW algorithm on a decentralized LASSO problem. Let (y i , A i ) be the available data tuple at agent i ∈ [N ] such that A i ∈ R m×d and y i ∈ R m . The data y i is a corrupted measurement of some unknown parameter θ true , following the model:
where z i ∼ N (0, σ 2 I) are independent noise vectors. Furthermore, we assume m d such that the matrix A i A i is rank-deficient. However, the parameter θ true is s-sparse such that s = θ true 0 d.
This motivates us to consider the following distributed LASSO problem:
Notice that the above is a special case of (1) with f i (θ) = (1/2) y i − A i θ 2 2 and C is the 1 -ball in R d . We assume that (36) has an optimal solution θ that is sparse.
A number of state-of-the-art PGD-based decentralized algorithms are easily applicable to (36) . For example, the D-PG algorithm in [10] can be described by the following simple recursion -at iteration t, we do
where α t ∈ (0, 1] is a diminishing step size and W ij is the weight matrix described in the last section.
As (36) is convex, the D-PG algorithm (37) is guaranteed to converge to an optimal solution θ of (36) at a rate of O(1/t). During each iteration of the D-PG algorithm, the ith agent exchanges its current iterate θ i,P G t with the neighboring agents. Although θ is sparse, we notice that θ i,P G t computed in the D-PG recursion above is likely to be dense for any finite t. The per-iteration communication complexity/cost, i.e., defined as the number of non-zero real numbers exchanged per agent, for the D-PG algorithm is as high as Θ(d). This renders the D-PG algorithm unsuitable when the communication network between agents is limited in bandwidth. Despite the drawback of high communication complexity, we note that the (worst-case) per-iteration computation complexity of (37) is O(d log d) [30] . When d 0, both the communication cost and computational complexity of D-PG may be high. We notice that [6, 7] have considered distributed sparse recovery algorithm with focus on the communication efficiency. However, their algorithms are based on the iterative hard thresholding (IHT) formulation that requires a-priori knowledge on the sparsity level of θ true .
The gossip-based DeFW algorithm in Section 3 can be applied directly to (36) . However, we notice that similar issue as the D-PG algorithm may arise during the GAC update in the aggregating stage, since the gradient surrogate (25) is also dense. As a remedy, we propose a modified gossip-based DeFW algorithm for solving (36) in a communication efficient manner. The modified algorithm applies a 'sparsification' procedure to reduce the communication cost involved in the aggregating step and exploits the structure of the DeFW algorithm when the constraint set C is an 1 -ball. Moreover, the flexible nature of our analysis allows us to analyze the performance of the modified DeFW algorithm.
In the modified DeFW algorithm, the consensus step in the gossip-based DeFW will be unchanged as this step has a low communication cost. Particularly, from (17) and (21), we see that θ i t is at most (t − 1)N + 1-sparse since a i t is always a 1-sparse vector 2 (cf. (17)). As such, the communication cost of this step is always bounded by t · N .
We then focus on the aggregating step. Observe that a naive implementation requires a communication cost of Θ(d) as the gradient surrogate in (25) is dense in general. However, we recall from (17) that only the largest magnitude coordinate in ∇ i t F is sought when computing a i t alone.
Therefore, as long as the largest magnitude coordinate in ∇ i t F is preserved, the operation of the gossip-based DeFW algorithm will be unaffected. This motivates us to 'sparsify' the gradient information at each iteration before exchanging them with the neighboring agents. Let Ω t ⊆ [d] be the coordinate set whose gradient information is exchanged by the agents via the GAC protocol:
and denotes the Hadamard/element-wise product. Notice that a sparsified gradient (38) is used in the above in lieu of the SAGA-like gradient surrogate (25) . This is necessary as the selected coordinate set Ω t changes with the iteration number and the full average gradient ∇ i t−1 F from the previous iteration is unavailable.
Let t = C l + log(t)/ log |λ −1 2 (W )| where C l is some finite constant and λ 2 (W ) is the second largest eigenvalue of the weight matrix W , the modified gossip-based DeFW algorithm computes the approximate gradient average ∇ i t F in line 4 of Algorithm 1 by:
It is important to remark that (39) requires t rounds of GAC updates to be performed at iteration t, i.e., a logarithmically increasing number of rounds of GAC updates. The update directions a i t can then be computed using the ∇ i t F computed in (39). Furthermore, as ∇ i t F is at most |Ω t |-sparse, solving the LO (7b) requires a worst-case complexity of O(|Ω t |).
We pick our coordinate set Ω t in a decentralized manner. Consider the following decomposition:
where Ω t,i ⊂ [d] is picked by agent i at iteration t. The coordinate set Ω t needs to be known by all agents before (39), this can be achieved with a low communication overhead, e.g., by forming a spanning tree on the graph G and broadcasting the required indices in Ω t to all agents; see [41] . Set p t as the maximum desirable cardinality of Ω t,i , agent i chooses the coordinate set using one of the following two schemes:
• Random Co-ord. (rand) -each agent chooses Ω t,i by selecting p t coordinates from [d] by sampling uniformly with replacement.
• Extreme Co-ord. (extreme) -each agent chooses Ω t,i as the p t largest magnitude coordinates of the local gradient vector ∇f i (θ i t ). For the random coordinate selection scheme, the following lemma shows that the gradient approximation error can be controlled at a desirable rate with an appropriate choice of p t . Let
Lemma 3 Set > 0 and t = C l + log(t)/ log |λ −1 2 (W )| . Let p t = Ω(t). With probability at least 1 − π 2 /6, the following holds for all θ ∈ C:
for all t ≥ 1 and i ∈ [N ].
The proof can be found in Appendix E.
It is important to note that the above result is given in terms of ξ −1 t ∇ i t F instead of ∇ i t F . However, the result remains relevant as the LO subproblem (7b) in the FW step of the DeFW algorithm is scale invariant, i.e., arg min a∈C ∇ i t F , a = arg min a∈C α∇ i t F , a for any α > 0. In other words, performing the FW step with ∇ i t F is the same as doing so with ξ
, H2 is satisfied with ∆d t = O(1/t) and the convergence results in Theorem 1 and 2 apply.
The analysis for extreme coordinate selection scheme depends on the statistics of the gradient vector ∇f i (θ i t ) and does not lead to an insightful expression without imposing further assumptions. Nevertheless, intuitively the scheme may perform better than the uniform randomized scheme as the maximum magnitude coordinate of N −1 N i=1 ∇f i (θ i t ) is likely to be included in Ω t . This intuition will be confirmed by our numerical examples. Finally, we conclude that Corollary 2 The modified gossip-based DeFW algorithm using rand coordinate selection, i.e., with line 4 & 3 in Algorithm 1 replaced by (39) & (21), respectively, generates iterates that satisfy the guarantees in Theorem 1 (with high probability). Under strong convexity and interior optimal point assumption, the communication complexity is Θ(N · (1/δ) · log(1/δ)) to reach a δ-optimal solution to (36).
The first statement above is a consequence of Lemma 3. The second statement can be verified by noting that reaching a δ-optimal solution requires Θ(1/ √ δ) iterations and the communication cost is Θ(N t log t) at iteration t, as the agents exchange an Θ(t · N )-sparse vector for Θ(log t) times.
Numerical Experiments
We perform numerical experiments to verify our theoretical findings on the DeFW algorithm. The following discussions will focus on the two applications described in the previous section and are verified using synthetic and real datasets. In this section, to simulate the decentralized optimization setting, we artificially construct a network of N = 50 agents, where the underlying communication network G is an Erdos-Renyi graph with connectivity of 0.1. For the GAC steps (21), (26) & (39), the doubly stochastic matrix W is calculated according to the Metropolis-Hastings rule in [42] .
Decentralized Matrix Completion
This section considers the decentralized matrix completion problem, where the goal is to predict the missing entries of an unknown matrix through corrupted partial measurements.
Consider two datasets -the first dataset is synthetically generated where the unknown matrix θ true is rank-K and it has a dimension of m 1 = 100 and m 2 = 250; the matrix is
. N (0, 1) entries and different settings of K will be experimented. The second dataset is taken from the movielens repository [43] , where we consider the movielens100k dataset. Here, the unknown matrix θ true records the movie ratings of m 1 = 943 users on m 2 = 1682 movies; and a total of 10 5 entries in θ true are available as integers ranging from 1 to 5. We divide the dataset into a training and testing sets and evaluate the mean square error (MSE) on the testing set as: whereθ denotes the estimated θ produced by the algorithm.
For the synthetic dataset, the training (testing) set contains 0.5 × 10 4 (2 × 10 4 ) entries which are selected randomly. For movielens100k, the training (testing) set contains 80 × 10 3 (20 × 10 3 ) entries. The training data of the two datasets are equally partitioned into N = 50 parts, i.e., for the synthetic dataset, each agent holds 100 entries; for movielens100k, each agent holds 1600 entries. We compare the performance of the proposed gossip-based DeFW algorithm with square loss and negated Gaussian loss, as described in Section 4.1. Unless otherwise specified, we fix the number of GAC rounds applied at = 1 such that the agents only exchange information once per iteration. As the negated Gaussian loss is non-convex, we set the step size as γ t = 1/t 0.75 . The centralized FW algorithm for both losses will also be compared (cf. (7)); as well as the consensus based algorithm proposed in [35] (labeled as 'Qing et al.' in the legends).
Our first example considers the noiseless synthetic dataset with K = 5 and the results are shown in Fig. 1 . Here, for the DeFW algorithms, we set the trace-norm radius to R = 1.2 θ true σ,1 ; and the algorithm in [35] is supplied with the true rank K of θ true . Notice that for this set of data, the minimum of (31) can be achieved by θ = θ true ∈ C with a zero optimal objective value. From the left figure, for the DeFW algorithm applied to the convex square loss function, we observe an O(1/t 2 ) trend for the objective values, corroborating with our analysis in Theorem 1; for the nonconvex Gaussian loss function, the objective value and the duality gap g t = max θ∈C ∇F (θ t ),θ t −θ in Theorem 2 also decays with t, indicating the convergence to a stationary point. Moreover, the consensus error ofθ i t for DeFW applied to the two objective functions decay at the rate predicted by Lemma 1. On the other hand, the right figure compares mean square error (MSE) of the predicted matrix θ for the testing set. Here, we also compare the result with the decentralized MC algorithm in [35] . We observe that the MSE performance of the DeFW algorithms approach their centralized counterpart as the iteration number grows, yet the algorithm in [35] achieves the best performance in this setting, notice that the true rank of θ true is provided to this algorithm. However, as we shall see next, the algorithm in [35] may not be robust enough when the observations are contaminated with noise or the rank of θ true increases.
The second example considers adding noise to the observations. In particular, we adopt the same setting as the previous example but include a sparse noise in the observations -here, each Z k,l = p k,l ·Z k,l where p k,l is Bernoulli with P (p k,l = 1) = 0.2 andZ k,l ∼ N (0, 5) (cf. (30)). The convergence results are compared in Fig. 2 . For the left figure, we observe similar convergence behaviors for the DeFW algorithms applied to different objective functions as in the previous example. On the right figure, we observe that the DeFW algorithm based on the Gaussian loss achieves the best MSE performance, demonstrating its robustness to outlier noise. We also see that the algorithm in [35] performs poorly on this dataset, i.e., the MSE achieved is greater than the MSE achieved by DeFW by an order of magnitude.
Another interesting discovery is that the algorithm in [35] seems to fail when the rank of θ true is high, even when the true rank is known and the observations are noiseless. In Fig. 3 , we show the MSE against iteration number of the algorithms when the synthetic data is noiseless and generated with K = 10. As seen, the algorithm in [35] fails to produce a low MSE, while the DeFW algorithm offers a reasonable performance. We suspect that this is due to the difference in the optimization problem formulation, as a trace-norm constrained formulation (31) Lastly, we consider the dataset movielens100k. We set R = 10 5 and focus on the MSE evaluated on the testing set against the iteration number for the proposed DeFW algorithm applied to different loss functions. The numerical results are presented in Fig. 4 , where we also compare the case when we apply multiple ( = 1, 3) rounds of GAC updates per iteration to speed up the algorithm. The left figure considers the noiseless scenario. As seen, the proposed DeFW algorithm applied on different loss functions converge to a reasonable MSE that is attained by the centralized FW algorithm. We see that the DeFW with Gaussian loss has a slower convergence compared to the square loss which is possibly attributed to the non-convexity of the loss function. Moreover, the algorithms achieve much faster convergence if we allow = 3 GAC rounds of network information exchange per iteration. On the other hand, the right figure considers when the observations are contaminated with a sparse noise following the same model in Fig. 2 . Here, we observe that the Gaussian loss implementations attain the best MSE as the non-convex loss is more robust against the outliers in the training data. Interestingly, the DeFW algorithm with = 3 GAC rounds has even outperformed its centralized counterpart. We suspect that this is caused by the DeFW algorithm converging to a different local minima in the non-convex problem.
We remark that the DeFW algorithm applied to (31) has a noticeable computational advantage over the PGD-based algorithm such as D-PG [10] . Taking the movielens100k dataset as an example (with m 1 = 943, m 2 = 1682), the FW step in line 5 of the DeFW algorithm takes about ∼ 3 × 10 −2 seconds 3 to complete on each agent since only the principal singular vectors are required. On the other hand, each iteration of D-PG requires computing a full SVD for a dense matrix, which takes ∼ 0.8 seconds to complete on each agent for the considered problem size. The complexity gap is further widened when we consider larger problems.
Communication-efficient Sparse Learning
This section conducts numerical experiments on the decentralized sparse learning problem. We focus on the modified DeFW algorithm in Section 4.2 that has better communication efficiency. We evaluate the performance of DeFW on both synthetic data and benchmark dataset. elements (cf. (35) ) and θ true is a random sparse vector with θ true 0 = 50 such that the non-zero elements are also N (0, 1). The observation noise z i has a variance of σ 2 = 0.01. We also apply the DeFW algorithm on sparco7 [44] , which is a commonly used dataset for benchmarking sparse recovery algorithms. For sparco7, we have A i ∈ R 12×2560 as the local measurement matrix and θ true is a sparse vector with θ true 0 = 20.
The modified DeFW algorithm is implemented with p t = 2 + α comm · t , t = log(t) + 1 with extreme or random coordinate selection. We compare the algorithms of PG-EXTRA [11] , D-PG [10] and BHT [6] . DeFW, PG-EXTRA and D-PG are set to solve the convex problem (36) with R = 1.1 θ true 1 . BHT is a communication efficient distributed implementation of IHT and is supplied with the true sparsity level in our simulations. The first example in Fig. 5 shows the convergence of the algorithms on the synthetic dataset, where we compare the objective value against the number of iterations and the communication cost, i.e., total number of values sent during the distributed optimization. We set α comm = 0.05 for the DeFW algorithms. From the left figure, we observe that DeFW and PG-EXTRA algorithms have similar iteration complexity while 'DeFW (rand)' seems to have the fastest convergence. Meanwhile, BHT requires a high number of iterations for convergence. On the other hand, in the right figure, the DeFW algorithms demonstrate the best communication efficiency at low accuracy, while they lose to BHT at higher accuracy. We speculate that this is due to the geometric convergence rate offered by the IHT algorithm [45] . Moreover, 'DeFW (extreme)' achieves a better accuracy at the beginning of the iterations (i.e., less communication cost paid) but is overtaken by 'DeFW (rand)' as the communication cost grows.
We then compare the performance on sparco7, where we show the convergence of objective value against the communication cost in Fig. 6 . We set α comm = 0.025 for the DeFW algorithms. From the figure, we observe that at low accuracy, the DeFW algorithms offer the best communication cost-accuracy trade-off, i.e., it performs the best at an accuracy of above ∼ 10 −2 . Moreover, 'DeFW (extreme)' seems to be perform better than 'DeFW (rand)' in this example. Nevertheless, the BHT algorithm achieves the best performance when the communication cost paid is above 3 × 10 5 .
Lastly, we comment that although BHT seems to require the lowest communication cost at the high accuracy regime, its computational complexity is generally high as BHT requires a much larger number of iterations to reach a reasonable accuracy (as evidenced in Fig. 5 (Left) ). In light Objective value DeFW (extreme) DeFW (rand) D-PG PG-EXTRA BHT Figure 6 : Convergence of the objective value against the communication cost on LASSO with sparco7 dataset. In the legend, 'DeFW (extreme)' refers to the extreme coordinate selection and 'DeFW (rand)' refers to the random coordinate selection scheme.
of this, the modified DeFW offers a better balance between the communication and computation complexity.
Conclusions & Open Problems
In this paper, we have studied a decentralized projection-free algorithm for constrained optimization, which we called the DeFW algorithm. Importantly, we showed that the DeFW algorithm converges for both convex and non-convex loss functions and the respective convergence rates are analyzed. The efficacy of the proposed algorithm is demonstrated through tackling two problems related to machine learning and signal processing, with the advantages over previous state-of-theart demonstrated through numerical experiments. Future directions of study on projection-free algorithm for decentralized optimization include an asynchronous version of the DeFW algorithm.
A Proof of Theorem 1
The proof of Theorem 1 follows from our recent analysis on online/stochastic FW algorithm [46] . Using line 5 of Algorithm 1, we observe that:
Define h t := F (θ t ) − F (θ ) where θ is an optimal solution to (1) . From the L-smoothness of F and the boundedness of C, we have:
whereρ was defined in (5) . Observe the following chain for the inner product: for each i ∈ [N ], we have
where we have added and subtracted ∇ i t F in the first inequality; and used the fact a i t = arg min a∈C a, ∇ i t F in the second inequality. Recalling that ∇ t F = N −1 N i=1 ∇f i (θ i t ), we observe
where the third inequality is due to the L-smoothness of {f i } N i=1 . Recalling that ∆p t = C p /t, ∆d t = C g /t and substituting the results above into the inequality (44) implies:
for some C < ∞ that depends on L and the scaling constants of ∆p t , ∆d t , whereā t ∈ C is the minimizer of the linear optimization (7b) using ∇F (θ t ), i.e.,
Case 1: When F is convex, we observe
where the first inequality is due to the optimality ofā t and the last inequality stems from the convexity of F . Plugging the above into (47) yields
As γ t = 2/(t + 1), from a high-level point of view, the above inequality behaves similarly to
. Consequently, applying [47, Lemma 4] yields a O(1/t) convergence rate for h t . In fact, this is a deterministic version of the case analyzed by [46, Theorem 10] . In particular, setting α = 1, K = 2 in [46, (56) ] and using an induction argument yield
Case 2: For the case when F is µ-strongly convex and θ lies in the interior of C with distance δ > 0 (cf. (6)). Using [46, Lemma 6] , we have
Plugging the above into (47) gives
Compared to the case analyzed in (50) , when h t is decreased, the decrement in h t+1 is increased, leading to a faster convergence. This is a deterministic version of the case analyzed in [46, Theorem 7] . Setting α = 1, K = 2 in [46, (48) ] and using an induction argument yields
B Proof of Theorem 2
B.1 Convergence rate
To facilitate our following discussions, let us define the following FW gap:
where the last equality is due to (48) from the previous proof. For simplicity, we shall assume that T is even in the following. From the L-smoothness of F , we have:
We observe that:θ
As a i t ,θ i t ∈ C, we have θ t+1 −θ t 2 ≤ γ tρ . Using (45) and (46) from the previous proof of Theorem 1, the inequality (56) can be bounded as:
From the definition, we observe that g t ≥ 0. Now, summing the two sides of (58) from t = T /2 + 1 to t = T gives:
Canceling duplicated terms in the first term of the right hand side above gives:
As g t , γ t ≥ 0, we can lower bound the left hand side as:
and observe that for all T ≥ 6 and α ∈ (0, 1),
Define the constant C := Lρ 2 /2 + 2ρ(C g + LC p ). When α ≥ 0.5, using the fact that γ t = t −α , ∆p t = C p /t α , ∆d t = C g /t α , the right hand side of (60) is bounded above by:
note that the series is converging as we are summing from t = T /2 + 1 to t = T . Dividing the above term by the lower bound (62) to T t=T /2+1 γ t yields (15) . On the other hand, when α < 0.5, we notice that
Therefore, the right hand side of (60) is bounded above by
Dividing the above term by the lower bound (62) to T t=T /2+1 γ t yields (16).
B.2 Convergence to stationary point of (1)
Recall that the set of stationary points to (1) is defined as:
We state the following Nurminskii's sufficient condition:
Theorem 3 [48, Theorem 1] Consider a sequence {θ t } t≥1 in a compact set C. Suppose that the following hold 4 :
A1. lim t→∞ θ t+1 −θ t = 0.
A2. Let θ be a limit point of {θ t } t≥1 and {θ st } t≥1 be a subsequence that converges to θ. If θ / ∈ C , then for any t and some sufficiently small > 0, there exists a finite s such that θ s −θ st > and s > s t . A3. Let θ be a limit point of {θ t } t≥1 and {θ st } t≥1 be a subsequence that converges to θ. If θ / ∈ C , then for any t and some sufficiently small > 0, we can define
where τ t is finite. Also, there exists a continuous function W (θ) that takes a finite number of values in C with lim sup
Then the sequence {W (θ t )} t≥1 converges and the limit points of the sequence {θ t } t≥1 belongs to the set C .
Our plan is to apply the above theorem to prove that every limit point of {θ t } t≥1 are in C . First of all, A1 can be easily verified since
and γ t → 0 as t → ∞.
As C is compact, there exists a convergent subsequence {θ st } t≥1 of the sequence of iterates generated by the DeFW algorithm. Let θ be the limit point of {θ st } t≥1 and θ / ∈ C . We shall verify A2 by contradiction. In particular, fix a sufficiently small > 0 and assume that the following holds:
As {θ st } t≥1 converges to θ, the assumption (70) implies that for some sufficiently large t and any s > s t , we haveθ s ∈ B 2 (θ), i.e., the ball of radius 2 centered at θ. Since θ / ∈ C , the following holds for some δ > 0,
In particular, we have ∇F (θ s ),ā s −θ s ≤ −δ, where we recall thatā s = arg min a∈C ∇F (θ s ), a . On the other hand, from (58) and using H1, H2, it holds true for all t ≥ 1 that:
To arrive at a contradiction, we let s > s t and sum up the two sides of (72) from t = s t to t = s and consider the following chain of inequality:
where the first inequality is due to the fact that γ 2 Lρ 2 /2 = γ O( −α ) and the second inequality is due to (71). Rearranging terms in (73), we have
for some C < ∞. As 1 ≥ α > 0.5, we have lim s→∞ s =st −2α < ∞ on the left hand side and lim s→∞ s =st −α → +∞ on the right hand side. Letting s → ∞ on the both side of (74) implies
This leads to a contradiction to (71) since F (θ) is bounded over C. We conclude that A2 holds for the DeFW algorithm. The remaining task is to verify A3. We notice that the indices τ t in (67) are well defined since A2 holds. Take W (θ) = F (θ) and notice that the image F (C ) is a finite set (cf. H3). By the definition of τ t , we haveθ s ∈ B (θ st ) for all s t ≤ s ≤ τ t − 1. Again for some sufficiently large t, we haveθ s ∈ B (θ st ) ⊆ B 2 (θ) and the inequality (73) holds for s = τ t − 1. This gives:
On the other hand, we haveθ τt / ∈ B (θ st ) and thus
The above implies that τt−1 =st γ > /ρ > 0. Considering (76) again, observe that O( −α ) decays to zero, for some sufficiently large t, we have −δ + O( −α ) ≤ −δ < 0 if ≥ s t . Therefore, (76) leads to
Taking the limit t → ∞ on both sides leads to (68). The proof for the convergence to stationary point in Theorem 2 is completed by applying Theorem 3.
C Proof of Lemma 1
For simplicity, we shall drop the dependence of α in the constant t 0 (α). It suffices to show that for all t ≥ 1,
We observe that for t = 1 to t = t 0 , the above inequality is true sinceθ i t ,θ t ∈ C and the diameter of C is bounded byρ. For the induction step, let us assume that
Using Fact 1, we observe that,
whereã t = N −1 N i=1 a i t and we have usedθ t+1 = (1 − t −α )θ t + t −αã t . The right hand side can be bounded by
where we have used the boundedness of C in the first inequality, the norm equivalence N j=1 |c j | ≤ √ N N j=1 c 2 j in the second inequality and the induction hypothesis in the third and fourth inequalities. Consequently, from (22), we observe that for all t ≥ t 0 ,
and the induction step is completed. Finally, Lemma 1 is proven by observing that (79) implies (24) .
D Proof of Lemma 2
We prove the first condition (27) using a simple induction. The condition is obviously true for the base step t = 1. For the induction step, suppose that (27) is true up to some t, we observe that
Note that the first term on the right hand side is zero due to the induction hypothesis. Thus, the induction step is completed and we conclude N −1 N i=1 ∇ i t F = N −1 N i=1 ∇f i (θ i t ) for all t ≥ 1. Then, we prove the second condition (28) . For simplicity, we drop the dependence of α in the constant t 0 (α). Recall ∇ t F := N −1 N i=1 ∇ i t F . It suffices to prove:
for all t ≥ 1 using induction. For t = 1 to t = t 0 , the inequality can be easily proven using the boundedness of the gradients. For the induction step, we suppose that
C g /t α for some t ≥ t 0 . Define the slack variable δf i t+1 := ∇f i (θ i t+1 ) − ∇f i (θ i t ) and observe that ∇ i t+1 F = δf i t+1 + ∇ i t F . Using Fact 1, we have
Similarly, let us define δF t+1 := ∇ t+1 F − ∇ t F = N −1 N i=1 δf i t+1 . We can upper bound the right hand side of (86) as
where the first inequality is obtained by expanding the squared 2 norm and applying CauchySchwartz inequality.
Observe that for all i ∈ [N ], we have the following chain:
where the last inequality is due to the convexity of 2 norm, the update rule in line 5 of Algorithm 1 and the results from Lemma 1. Using the triangular inequality, we observe that
Finally, applying the induction hypothesis, the right hand side of Eq. (87) can be bounded by
where we have used the fact that
in the first inequality above. Invoking (22) , we can upper bound the right hand side of (86) by C 2 g /(t + 1) 2α for all t ≥ t 0 . Taking square root on both sides of the inequality completes the induction step. Consequently, (28) can be implied by (86).
E Proof of Lemma 3
We begin the proof by applying the triangular inequality:
where 1 denotes the all-one vector.
For the first term in the right hand side of (91), observe that ∇ i t F is obtained by applying the GAC updates on the sparsified local gradients ∇f i (θ i t ) 1 Ωt for t = C l + log(t)/ log |λ 
for some B < ∞ since the gradients are bounded. For the second term in the right hand side of (91), we first apply the inequality N −1 N i=1 ∇f i (θ i t ) (ξ −1 [49] . Now, the probability that coordinate k is included is given by:
and that E[1 Ωt ] = ξ t 1. Then, observing that each element in ξ t ] and applying the Hoefding's inequality [50] , the following holds true for all x > 0:
where we have applied a union bound argument to take care of the ∞ -norm.
Setting x = ξ −1 t (log(2dt 2 ) − log )/2 and applying another union bound show that with probability at least 1 − (π 2 /6), the following holds for all t ≥ 1:
As d 0, we have ξ
. Recalling p t = Ω(t) yields the desired result in Lemma 3.
