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REMARKS ON THE DERIVED MCKAY CORRESPONDENCE FOR
HILBERT SCHEMES OF POINTS AND TAUTOLOGICAL BUNDLES
ANDREAS KRUG
Abstract. We study the images of tautological bundles on Hilbert schemes of points on
surfaces and their wedge powers under the derived McKay correspondence. The main obser-
vation of the paper is that using a derived equivalence differing slightly from the standard
one considerably simplifies both the results and their proofs. As an application, we obtain
shorter proofs for known results as well as new formulae for homological invariants of tau-
tological sheaves. In particular, we compute the extension groups between wedge powers of
tautological bundles associated to line bundles on the surface.
1. Introduction
Let G be a finite group which acts on a smooth variety M . The McKay correspondence
is a principle describing the relationship between the geometry of certain resolutions of the
singularities of the quotient M/G and the representation theory of G. Probably the most
important example of the McKay correspondence in higher dimensions is the case where
M = Xn is a power of a smooth surface with the symmetric group G = Sn permuting the
factors. In this case, a crepant resolution of the quotient singularities is given by the Hilbert
scheme X [n] of points on X which is a fine moduli space of zero-dimensional subschemes of
X. The McKay correspondence can then be expressed as an equivalence of derived categories
D(X [n]) ∼= DSn(X
n) of (Sn-equivariant) coherent sheaves; see [BKR01, Hai01].
Besides being a very interesting theoretical result, the derived McKay correspondence can
be used as a computational tool for the study of vector bundles, or, more generally, sheaves
and complexes thereof, on the Hilbert schemes of points on surfaces. Concretely, given a
vector bundle on X [n], the derived McKay correspondence D(X [n]) ∼= DSn(X
n) can be used
to translate this bundle into a complex in DSn(X
n). Then, the homological invariants of the
vector bundle agree with those of the associated equivariant complex but the computations
are often easier for the latter.
A very interesting class of vector bundles on X [n] is given by the tautological bundles
E[n]. They are associated to vector bundles E on the surface X by means of the universal
family of the Hilbert scheme; see Definition 2.5 for details. These bundles were intensively
studied for various reasons. First of all, it seems natural to consider tautological bundles if
one is interested in the geometry of Hilbert schemes of points on surfaces. Furthermore, they
have applications in the description of the cup product on the cohomology of the Hilbert
scheme [Leh99, LS01, LS03], enumerative geometry [KST11, Ren12], and the strange duality
conjecture for line bundles on moduli spaces of sheaves [Dan00, MO08]. Recently, they have
also been considered as a source of examples of stable bundles in higher dimension; see
[Sch10, Wan14, Wan16, Sta16].
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In [Sca09a], Scala began to use the derived McKay correspondence to study tautological
bundles and tensor powers thereof. In particular, he explicitly computed equivariant com-
plexes in DSn(X
n) corresponding to the tautological sheaves. This has been further exploited
in [Sca09b, Sca15a, Kru14a, Kru14c, Mea15, MM15]. In the present paper, we consider an
equivalence D(X [n])
∼=
−→ DSn(X
n) which differs slightly from the one used in [Sca09a] and the
subsequent papers. The main observation is that this considerably simplifies the description
of the images of tautological bundles and their wedge powers under the equivalence as well
as the proofs of these descriptions. As an application, we get new formulae for extension
groups and Euler characteristics of bundles on the Hilbert scheme as well as simplified proofs
of known formulae.
Let us describe the results of this paper in more detail. The main point in establishing
the derived McKay correspondence D(X [n]) ∼= DSn(X
n) is the identification, due to [Hai01],
of the Hilbert scheme X [n] of points on X with the fine moduli space of Sn-clusters on X
n.
These Sn-clusters are, roughly speaking, scheme-theoretic generalisations of free Sn-orbits;
see Subsection 2.4 for some more details. In particular, there is a universal family of Sn-
clusters Z ⊂ X [n] ×Xn together with the projections
X [n]
q
←− Z
p
−→ Xn .
Then the ’usual’ derived McKay correspondence, as considered in [BKR01, Sca09a, Sca09b,
Sca15a, Kru14a, Kru14c, Mea15, MM15], is the equivalence of derived categories
Φ := Rp∗ ◦ q
∗ : D(X [n])
∼=
−→ DSn(X
n) .
In [Sca09a], the image of a tautological bundle under the derived McKay correspondence is
described by the formula
Φ(F [n]) ∼= C•F .(1)
Here, C•F is a complex of Sn-equivariant coherent sheaves on X concentrated in degree zero
with
C
0
F =
n⊕
i=1
pr∗i F
where pri : X
n → X is the projection to the i-th factor; see Subsection 2.6 for details on
the higher degree terms of C•F . The formula (1) has been used in [Sca09a, Sca09b, Sca15a,
Kru14a, Kru14c, Mea15, MM15] in order to prove many interesting consequences. However,
the proofs are often computationally involved, mainly due to the higher degree terms of the
complex C•F .
The main observation exploited in this paper is that it has benefits to consider the derived
McKay correspondence in the reverse direction
Ψ := ( )Sn ◦ q∗ ◦ Lp
∗ : DSn(X
n)→ D(X [n])
instead. The functor Ψ is again an equivalence, but not the inverse of Φ; see Proposition 2.9.
The technical main result is that, if we replace Φ by Ψ−1, the higher order terms of C•F vanish
and we get a similarly simple description for the images of wedge powers of tautological
bundles associated to line bundles on the surface.
Theorem 1.1 (Theorem 3.6, Theorem 3.9).
(i) For every coherent sheaf F ∈ CohX, we have Ψ(C0F )
∼= F [n].
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(ii) For every line bundle L ∈ PicX and 0 ≤ k ≤ n , we have
Ψ(Wk(L)) ∼= ∧kL[n] where Wk(L) =
⊕
I⊂{1,...,n}
|I|=k
pr∗I(L
⊠k) .
Here, prI : X
n → Xk is the projection to the I-factors and Wk(L) carries a Sn-
linearisation by permutation of the direct summands together with appropriate signs;
see Definition 3.4 for details.
Objects of the form Wk(L) play an important role in the construction of exceptional se-
quences [KS15] and a categorical Heisenberg action [CL12, Kru15b] on the equivariant derived
category DSn(X
n). Hence, Theorem 1.1 can be seen as a step towards a geometric interpre-
tation of these categorical constructions in terms of D(X [n]); see Remark 3.12 for a few more
details on this point of view.
However, we will mainly use Theorem 1.1 as a tool to compute homological invariants of
tautological bundles and their wedge powers. We are able to give proofs of most of the known
results on the cohomology and extension groups of these bundles which are much simpler than
the original ones of [Sca09a, Sca09b, Kru14a]. Furthermore, we obtain new formulae such as
Theorem 1.2 (Corollary 4.2). For K,L ∈ PicX there are functorial isomorphisms
Ext∗(∧kK [n],∧ℓL[n])
∼=
min{k,ℓ}⊕
i=max{0,k+ℓ−n}
Si Ext∗(K,L) ⊗ ∧k−iH∗(K∨)⊗ ∧ℓ−iH∗(L)⊗ Sn+i−k−ℓH∗(OX) .
In Proposition 5.1 and Corollary 5.2 we observe that it can be very useful for the computa-
tion of tensor products of bundles on the Hilbert scheme to have descriptions of their images
under both, Φ and Ψ−1. As an application, we prove the formula
∞∑
n=0
χ(F [n] ⊗ ΛuL
[n])Qn =
(1 + uQ)χ(L)
(1−Q)χ(OX)
·
∞∑
p=1
(−1)p+1χ
(
F ⊗ (Lp−1up−1 + Lpup)
)
Qp
for a generating function of the Euler characteristics where F ∈ CohX and L ∈ PicX; see
Theorem 5.5 and Remark 5.6. Here, for a vector bundle E of rank r and a formal parameter
t, we use the notational convention ΛtE :=
∑r
i=0(∧
iE)ti as a sum in the Grothendieck group.
Theorem 1.2 is a generalisation and strengthening of the formula for the Euler bicharac-
teristics
∞∑
n=0
χ(Λ−vL
[n],Λ−uL
[n])Qn = exp
(
∞∑
r=1
χ(Λ−vrL,Λ−urL)
Qr
r
)
(2)
of [WZ14]; see Appendix A for details. In loc. cit. formula (2) is conjectured to hold in greater
generality. In Section 6, we give some restrictions to this conjecture showing that it does not
hold if we replace the surface X by a curve, neither if we replace the line bundle L by a vector
bundle of higher rank. In Proposition 6.3, we also do some further computations concerning
tautological bundles on Hilbert schemes of points on curves.
Acknowledgements. The author thanks Jo¨rg Schu¨rmann for interesting discussions and
So¨nke Rollenske for comments on the text.
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2. Preliminaries
2.1. General conventions. All our varieties are connected and defined over the complex
numbers C. For M a variety, D(M) := Db(Coh(M)) denotes the bounded derived category of
coherent sheaves. We do not distinguish in the notation between a functor between abelian
categories and its derived functor. For example, if f : X → Y is a morphism, we will write
f∗ : D(Y )→ D(X) instead of Lf∗ for the derived pull-back.
2.2. Equivariant sheaves and derived categories. Let G be a finite group acting on a
variety M . We denote by CohG(M) the abelian category of equivariant coherent sheaves and
by DG(M) := D
b(CohG(M)) its bounded derived category. In this section, we collect some
facts about equivariant categories and functors that we need later. We refer to [BKR01, Sect.
4] or [Ela14] for further details.
LetH ⊂ G be a subgroup. The forgetful (also called restriction) functor ResHG : CohG(M)→
CohH(M) has a both-sided adjoint, namely the induction functor Ind
G
H : CohH(M)→ CohG(M).
Concretely, for E ∈ Coh(M), we have IndGH(E) = ⊕g∈G/Hg
∗E equipped with a G-linearisation
which combines the H-linearisation of E with appropriate permutations of the direct sum-
mands.
In our case, the group G will usually be the symmetric group Sn. We denote its non-trivial
character by a or an. We get an autoequivalence ⊗ a : CohSn(M) → CohSn(M) given by
changing the sign of the linearisations appropriately (of course, there is also an endofunctor
⊗ ̺ : CohG(M)→ CohG(M) for an arbitrary representation ̺ of a finite group G).
Let G act on a second smooth variety N and let f : M → N be a G-equivariant morphism.
Then pull-backs and push-forwards of equivariant sheaves inherit canonical linearisations
so that we get functors f∗ : CohG(N) → CohG(M) and, if f is proper, f∗ : CohG(M) →
CohG(N). Furthermore, there are equivariant tensor products and homomorphism sheaves.
Restriction, induction, and tensor products by representations commute with equivariant
pull-backs and push-forwards which means that we have the following isomorphisms of func-
tors
Res f∗ ∼= f∗ Res , Res f∗ ∼= f∗ Res , Ind f
∗ ∼= f∗ Ind , Ind f∗ ∼= f∗ Ind ,
f∗( ⊗ ̺) ∼= f∗( )⊗ ̺ , f
∗( ⊗ ̺) ∼= f∗( )⊗ ̺ .
(3)
All the functors discussed above induce functors on the level of the derived categories. We
write these induced functors in the same way as the functors between the abelian categories,
e.g. we write f∗ : DG(M)→ DG(N) instead of Rf∗ : DG(M)→ DG(N).
For two objects E,F ∈ DG(M), we denote the graded Hom-space by
Hom∗G(E,F ) := ⊕i∈ZHom
i
G(E,F ) where Hom
i
G(E,F ) := HomDG(M)(E,F [i]) .
We often suppress the restriction functor in the notation writing E := ResE ∈ D(M) for
E ∈ DG(M). The Hom-space Hom
i(E,F ) := HomD(M)(ResE,ResF [i]) has a canonical G-
action induced by the G-linearisations of E and F and the invariants under this action are
the Hom-spaces in the equivariant category:
Hom∗G(E,F )
∼= Hom∗(E,F )G .(4)
If G acts trivially on M , a G-equivariant sheaf E is simply a sheaf together with a group
action. Hence, we can take the invariants of E(U) for every open subset U ⊂ X, which gives
a functor ( )G : CohG(M) → Coh(M). If f : M → N is a morphism between varieties on
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which G acts trivially, we have
( )Gf∗ ∼= f∗( )
G , ( )Gf∗ ∼= f∗( )G .(5)
Let G act on a variety S and let π : S → T be a G-invariant morphism of varieties. In other
words, π is G-equivariant when we consider G acting trivially on T . Then we write
πG∗ := ( )
G ◦ π∗ : CohG(S)→ Coh(T ) .
Furthermore, we simply write π∗ : Coh(T ) → CohG(S) for the functor which first equips
every sheaf with the trivial G-action and then applies the equivariant pull-back.
Lemma 2.1. Let π : M →M/G be the quotient of a smooth variety by a finite group. Then
we have πG∗ π
∗ ∼= id as endofunctors of the subcategory of perfect complexes Dperf(M/G) ⊂
D(M/G).
Proof. By definition of the quotient variety, we have πG∗ OM
∼= OM/G. Now, the assertion
follows by the (equivariant) projection formula. 
Remark 2.2. We need to restrict the pull-back to the category of perfect complexes since,
if the quotient M/G is not smooth, π∗ does not preserve the bounded derived category.
Let G act trivially on M . The following is a straight-forward generalisation of Frobenius
reciprocity; compare [Dan01, Lem. 2.2] or [Kru14b, Sect. 3.5].
Lemma 2.3. There is an isomorphism of functors ( )G IndGU
∼= ( )U : DU (M)→ D(M).
Remark 2.4. One direct consequence of the lemma is the following. Let E = ⊕i∈IEi ∈ D(X)
be a finite direct sum. Assume E has a G-linearisation λ and there is a G-action on I such
that λg(Ei) = Eg(i). We say that λ induces the action on the index set I. Let {i1, . . . , ik} be
a set of representatives of the G-orbits of I and set Gj := stabG(ij) for j = 1, . . . , k. Then
EG ∼=
k⊕
j=1
E
Gj
ij
.
2.3. Hilbert schemes of points and tautological sheaves. Throughout the text, X will
be a smooth quasi-projective surface. For a non-negative integer n ∈ N, we denote by X [n]
the Hilbert scheme of n points on X. It is the fine moduli space of closed zero-dimensional
subschemes of length n of X. Hence, there is a universal family Ξ ⊂ X [n] ×X which is flat
and finite of degree n over X. The Hilbert scheme X [n] is smooth of dimension 2n; see [Fog68,
Thm. 2.4].
The symmetric group Sn acts on the cartesian power X
n by permutation of the factors.
We call the quotient X(n) := Xn/Sn the n-th symmetric power of X. We write the points
of X(n) as formal sums of points of X. More concretely, x1 + · · · + xn ∈ X
(n) is the point
lying under the Sn-orbit of (x1, . . . , xn) ∈ X
n. The Hilbert scheme is a resolution of the
singularities of the symmetric power via the Hilbert–Chow morphism
µ : X [n] → X(n) , [ξ] 7→
∑
x∈ξ
ℓ(Oξ,x) · x .
which sends a zero-dimensional subscheme to its weighted support.
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Definition 2.5. Let prX : Ξ→ X and prX[n] : Ξ→ X
[n] be the projections from the universal
family. We define the tautological functor by
( )[n] := prX[n]∗ pr
∗
X : D(X)→ D(X
[n]) .
Equivalently, ( )[n] ∼= FMOΞ can be written as the Fourier–Mukai transform along the struc-
ture sheaf of the universal family. For F ∈ D(X), its image F [n] ∈ D(X [n]) under the
tautological functor is called the tautological object associated to F .
Let E be a vector bundle on X which we may consider as a complex concentrated in
degree zero. Then, since prX[n] : Ξ → X
[n] is flat and finite of degree n, the object E[n] is a
vector bundle (identified with a complex concentrated in degree zero) of rankE[n] = n ·rankE.
More generally, if E ∈ Coh(X) is a coherent sheaf, its image E[n] is again concentrated in
degree zero; see [Sca09b, Prop. 3]. Accordingly, we will also speak of tautological bundles and
tautological sheaves.
2.4. Derived McKay correspondence. Let G be a finite group acting on a smooth quasi-
projective variety M . A G-cluster on M is a zero-dimensional G-invariant closed subscheme
Z ⊂ M such that O(Z) is given by the regular representation C[G] of G. Every free G-
orbit, viewed as a reduced subscheme, is a G-cluster. But there are also G-clusters whose
support is a non-free G-orbit. These G-clusters are necessarily non-reduced. We denote by
G-Hilb(M) the fine moduli space of G-clusters. The scheme G-Hilb can be reducible and we
denote by HilbG(M) ⊂ G-Hilb(M) the irreducible component containing all the points which
correspond to free orbits. We call HilbG(M) the G-Hilbert scheme. There is a morphism
τ : HilbG(M) → M/G, called the G-Hilbert–Chow morphism, which sends G-clusters to the
orbits on which they are supported. Let Z ⊂ HilbG(M) be the universal family of G-clusters.
We have a commutative diagram
Z
p
//
q

M
π

HilbG(M)
τ
// M/G
where p and q are the projections and π is the quotient morphism.
Theorem 2.6 ([BKR01]). Let ωM be a locally trivial G-bundle, which means that for every
x ∈M the stabiliser subgroup Gx ≤ G acts trivially on the fibre ωM(x). Furthermore, assume
that
dim
(
HilbG(M)×M/G Hilb
G(M)
)
≤ dimM + 1
where the fibre product is defined by the G-Hilbert–Chow morphism τ : HilbG(M) → M/G.
Then τ : HilbG(M)→M/G is a crepant resolution and
Φ := p∗q
∗ : D(HilbG(M))→ DG(M)
is an equivalence of triangulated categories.
In this paper, we consider the case that M = Xn is the cartesian power of a smooth
quasi-projective surface X and G = Sn acts by permutation of the factors.
Theorem 2.7 ([Hai01]). There is an isomorphism X [n] ∼= HilbSn(Xn) which identifies
µ : X [n] → X(n) and τ : HilbSn(Xn)→ X(n).
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In particular, we get a commutative diagram
Z
p
//
q

Xn
π

X [n]
µ
// X(n)
(6)
where Z ⊂ X [n] ×Xn is the universal family of Sn-clusters on X
n.
One can easily check that ωXn is locally trivial as a Sn-sheaf. Furthermore, by [Bri77], the
Hilbert–Chow morphism µ : X [n] → X(n) is semi-small which means that
dim(X [n] ×X(n) X
[n]) = dimXn = 2n .
Hence, the assumptions of Theorem 2.6 are satisfied which gives
Corollary 2.8. The functor Φ = p∗q
∗ : D(X [n])→ DSn(X
n) is an equivalence.
Proposition 2.9. The functor Ψ := pSn∗ q
∗ : DSn(X
n)→ D(X [n]) is an equivalence too.
Proof. The equivalence Φ: D(X [n]) → DSn(X
n) is the equivariant Fourier–Mukai transform
with kernel OZ ∈ DSn(X
[n] × Xn); see [Plo07, KS15] for details on equivariant Fourier–
Mukai transforms. In general, a Fourier–Mukai transform is an equivalence if and only if the
Fourier–Mukai transform with the same kernel in the reverse direction is an equivalence (but
these two equivalences are usually not inverse to each other); see [Huy06, Rem. 7.7]. In our
case, the Fourier–Mukai transform with kernel OZ in the reverse direction is Ψ: DSn(X
n)→
D(X [n]). 
2.5. Combinatorial notations. Whenever we write intervals, they are meant as subsets of
the integers. Concretely, for a, b ∈ Z with a ≤ b, we have [a, b] := {a, a + 1, . . . , b} ⊂ Z.
Furthermore, for n ∈ N a positive integer, we set [n] := [1, n] = {1, . . . , n}. For a subset,
I ⊂ [n], we write SI ≤ S[n] for the subgroup of permutations fixing every element of [n] \ I.
Clearly, SI ∼= S|I|. We write aI for the alternating representation of SI .
2.6. Scala’s theorem. Scala [Sca09a, Sca09b] computed the image of tautological sheaves
under the McKay correspondence Φ: D(X [n])
∼=
−→ DSn(X
n). We describe his result in this
subsection.
Let F ∈ Coh(X) be a coherent sheaf on the surface X. Note that the projection pr1 : X
n →
X to the first factor is Sn−1-invariant, where Sn−1 ∼= S[2,n] acts by permutation of the last
n − 1 factors of Xn. Hence, the pull-back pr∗1 F carries a canonical Sn−1-linearisation. We
set
C
0
F := Ind
Sn
Sn−1
pr∗1 F
∼=
n⊕
i=1
pr∗i F ∈ CohSn(X
n) .
For I ⊂ [n], we define the I-th partial diagonal as the reduced subvariety
∆I :=
{
(x1, . . . , xn) | xi = xj ∀i, j ∈ I
}
⊂ Xn .
We have an isomorphism ∆ ∼= X × Xn−|I| where the first factor X stands for the diagonal
on the I-components. We denote by ιI : X ×X
n−|I| →֒ Xn the embedding of the I-th partial
diagonal and by pI : X ×X
n−|I| → X the projection to the first factor. Then ιI∗p
∗
IF carries
a canonical SI ×S[n]\I -linearisation and we set
FI := ιI∗p
∗
IF ⊗ aI ∈ CohSI×S[n]\I (X
n)
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and, for 1 ≤ p ≤ n− 1,
C
p
F := Ind
Sn
Sp+1×Sn−p−1
F[p+1] ∼=
⊕
I⊂[n], |I|=p+1
FI ∈ CohSn(X
n) .
For I ⊂ J , we have ∆J ⊂ ∆I . Hence, there are morphisms FI → FJ given by restriction
of local sections. Using appropriately alternating sums of these morphisms, we get Sn-
equivariant differentials dp : CpF → C
p+1
F ; see [Sca09a, Rem. 2.2.2] for details. Hence we have
defined a complex C•F ∈ DSn(X
n).
Theorem 2.10 ([Sca09a, Sca09b]). For F ∈ Coh(X), there are functorial isomorphisms
Φ(F [n]) ∼= C•F in DSn(X
n).
Remark 2.11. Note that the definition of the CpF still makes perfect sense as an object in
DSn(X
n) if we replace the sheaf F ∈ Coh(X) by a complex F ∈ D(X). Also, for F ∈ D(X),
there are still morphisms dp : CpF → C
p+1
F in DSn(X
n). This allows us to define C•F , for F ∈
D(X), as a Postnikov system; for this notion which, roughly speaking, generalises the notion
of complexes from abelian to triangulated categories, see e.g. [Orl03]. With this definition
of C•F , the statement of Theorem 2.10 remains true for F ∈ D(X) instead of F ∈ Coh(X).
Another way to phrase this is that there is an isomorphism of functors
Φ ◦ ( )[n] ∼= C•( ) : D(X)→ DSn(X
n)
where C•( ) = FMK• is the Fourier–Mukai transform along the Sn-equivariant complex
K• =
(
0→
n⊕
i=1
ODi →
⊕
|I|=2
ODI → · · · → OD[n] → 0
)
on X ×Xn. Here, the DI are the reduced subvarieties given by DI := ∩i∈IDi where
Xn ∼= Di =
{
(x, x1, . . . , xn) | x = xi
}
⊂ X ×Xn .
3. Tautological bundles under the derived McKay correspondence
In this section, we proof Theorem 1.1. For this purpose, we introduce various families
related to tautological bundles over the Hilbert scheme and discuss their geometry.
3.1. Various universal families and their geometry. We define Ξ(n, k) ⊂ X [n] ×Xk as
the k-fold fibre product
Ξ(n, k) := Ξ×X[n] Ξ×X[n] · · · ×X[n] Ξ .
It is the reduced (see [Sca09a, Sect. 1.4]) subvariety of X [n] ×Xk given by
Ξ(n, k) =
{
(ξ, x1, . . . , xk) | xi ∈ ξ ∀ i = 1, . . . , k
}
.
We denote the projections by ek : Ξ(n, k)→ X
[n] and fk : Ξ(n, k)→ X
k.
Lemma 3.1. For E ∈ D(X) and k ∈ N, we have natural isomorphisms
∧k(E[n]) ∼= e
Sk
k∗ f
∗
k (E
⊠k ⊗ ak) .
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Proof. By flat base change along the cartesian diagram
Ξ(n, k)
δ′
//
ek

fk
((
Ξk
prk
X[n]

prk
X
// Xk
X [n]
δ
// (X [n])k
where δ is the diagonal embedding, we get
(E[n])⊗k ∼= δ∗((E[n])⊠k) ∼= δ∗ prkX[n]∗ pr
k∗
X (E
⊠k) ∼= ek∗f
∗
k (E
⊠k) .
The isomorphism (E[n])⊗k ∼= ek∗f
∗
k (E
⊠k) is Sk-equivariant with Sk acting on both sides by
permutation of the tensor factors. Hence, taking Sk-anti-invariants on both sides gives the
assertion. 
In [Hai01], a morphism HilbSn(Xn) → X [n] (which is then shown to be an isomorphism)
is constructed as follows. Let Z ⊂ HilbSn(Xn) ×Xn be the universal family of Sn-clusters.
One shows that id× pr1(Z) ⊂ Hilb
Sn ×X is flat of degree n over HilbSn(Xn) which results
in the classifying morphism HilbSn(Xn)→ X [n].
A posteriori, once the inverse morphism X [n] → HilbSn(Xn) and hence the identification
X [n] ∼= HilbSn(Xn) is established, one can interpret this as follows. Let Z ⊂ X [n] ×Xn be
the universal family of Sn-clusters and Ξ ⊂ X
[n] × X be the universal family of length n
subschemes of X. Then id× pr1(Z) = Ξ and we have Ξ
∼= Z/Sn−1 with id× pr1 being the
quotient morphism.
More generally, let k ∈ [n] and denote by pr[k] : X
n → Xk the projection to the first k
factors. We consider the closed subvariety
Ξ
(
n
k
)
:= id× pr[k](Z) = {(ξ, x1, . . . , xk) | µ(ξ) ≥ x1 + · · ·+ xk} ⊂ X
[n] ×Xk
where the inequality µ(ξ) ≥ x1+ · · ·+ xk means that every point occurs in the left-hand side
with at least the same multiplicity as in the right-hand side. Note that Ξ
(n
1
)
= Ξ. We denote
the restriction of the projection id× pr[k] by qk : Z → Ξ
(n
k
)
.
Proposition 3.2. The projection qk : Z → Ξ
(
n
k
)
is the S[k+1,n]-quotient of Z.
Since Z is the universal family of Sn-clusters, the proposition follows from this
Lemma 3.3. Let J ⊂ C[x1, y1 . . . , xn, yn] be the vanishing ideal of a Sn-cluster on (A
2)n.
Then, for k ≤ n, the inclusion C[x1, y1, . . . , xk, yk] →֒ C[x1, y1, . . . , xn, yn] induces an isomor-
phism
C[x1, y1, . . . , xk, yk]/(J ∩ C[x1, y1, . . . , xk, yk])
∼=
−→ (C[x1, y1, . . . , xn, yn]/J)
Sn−k .
Proof. For k = 1, the proof can be found in [Hai99, Sect. 4] and it works the same for arbitrary
k. We reproduce the argument for completeness sake. For a finite set of variables {xi, yi}i∈I
and non-negative integers h, k ∈ N, we consider the SI -invariant power sum polynomial
ph,k({xi, yi}i∈I) =
∑
i∈I
xhi y
k
i .
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By definition of a Sn-cluster, C[x1, y1, . . . , xn, yn]/J is given by the regular representation.
In particular, its Sn-invariants are one-dimensional. Hence, every power sum polynomial
ph,k(x1, y1, . . . , xn, yn) is congruent to a constant ch,k modulo J . By a theorem of Weyl,
C[x1, y1, . . . , xn, yn]
Sn−k is generated by the power sums ph,k(xk+1, yk+1, . . . , xn, yn), as a
C[x1, y1, . . . , xk, yk]-algebra; see e.g. [Dal99, Thm. 1.2]. We have
ph,k(xk+1, yk+1, . . . , xn, yn) = ph,k(x1, y1, . . . , xn, yn)− ph,k(x1, y1, . . . , xk, yk)
≡ ch,k − ph,k(x1, y1, . . . , xk, yk) mod J .
This shows that the inclusion
C[x1, y1, . . . , xk, yk]/(J ∩ C[x1, y1, . . . , xk, yk])→ (C[x1, y1, . . . , xn, yn]/J)
Sn−k
is also surjective. 
3.2. Tautological objects under the derived McKay correspondence.
Definition 3.4. We consider the functor
C := IndSn
Sn−1
pr∗1 : D(X)→ DSn(X
n) .
Furthermore, for 1 ≤ k ≤ n and F ∈ D(X), we set
W
k(F ) := IndSn
Sk×Sn−k
(pr∗[k](L
⊠k ⊗ ak)) ∼=
⊕
I⊂[n]
|I|=k
pr∗I(L
⊠k)⊗ aI ∈ DSn(X
n) .
Note that C(F ) ∼= C0F
∼= W1(F ). We also set W0(F ) := OXn (the structure sheaf equipped
with the canonical linearisation).
We denote by e′k : Ξ
(
n
k
)
→ X [n] and f ′k : Ξ
(
n
k
)
→ X [n] the projections.
Proposition 3.5. There are isomorphisms, functorial in F ∈ D(X),
Ψ(Wk(F )) ∼= e
′Sk
k∗ f
′∗
k (F
⊠k ⊗ ak) .
Proof. We consider the commutative diagram
Z
p
//
qk

q

Xn
pr[k]

Ξ
(n
k
) f ′
k
//
e′
k

Xk
X [n] .
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We get
Ψ(Wk(F )) ∼= qSn∗ p
∗
Ind
Sn
Sk×Sn−k
pr∗[k](F
⊠k ⊗ ak)
(3)
∼= ( )Sn IndSn
Sk×Sn−k
e′k∗qk∗q
∗
kf
′∗
k (F
⊠k ⊗ ak)
2.3
∼= ( )Sk×Sn−ke′k∗qk∗q
∗
kf
′∗
k (F
⊠k ⊗ ak)
(5)
∼= e
′Sk
k∗ q
Sn−k
k∗ q
∗
kf
′∗
k (F
⊠k ⊗ ak)
2.1+3.2
∼= e
′Sk
k∗ f
′∗
k (F
⊠k ⊗ ak) . 
Theorem 3.6. There is an isomorphism of functors ( )[n] ∼= Ψ ◦ C.
Proof. Since Ξ
(n
1
)
= Ξ, this is the case k = 1 of the previous proposition. 
Using the language of equivariant Fourier–Mukai transforms, we can write Lemma 3.1 and
Proposition 3.5 as
∧k(F [n]) ∼= FMOΞ(n,k)(F
⊠k ⊗ ak)
Sk and Ψ(Wk(F )) ∼= FMO
Ξ(nk)
(F⊠k ⊗ ak)
Sk ,
respectively. Since Ξ
(
n
k
)
⊂ Ξ(n, k) we get a morphism OΞ(n,k) → OΞ(nk)
between the Fourier–
Mukai kernels given by restriction of local regular functions.
Lemma 3.7. The restriction map OΞ(n,k) → OΞ(nk)
induces an isomorphism on the level of
anti-invariants
ek∗(OΞ(n,k) ⊗ ak)
Sk ∼= e′k∗(OΞ(nk)
⊗ ak)
Sk .
Proof. The universal family Z ⊂ X [n] ×Xn is irreducible of dimension 2n; see [Hai01, Prop.
3.3.2]. Thus, the same holds for the quotient Ξ
(
n
k
)
∼= Z/Sn−k. Hence, Ξ
(
n
k
)
is an irreducible
component of Ξ(n, k) as the latter is also finite over X [n] and consequently of dimension 2n.
Since both, Ξ
(n
k
)
and Ξ(n, k), are reduced, it is sufficient to show that every Sk-anti-invariant
function f ∈ OΞ(n,k) vanishes on the complement of Ξ
(n
k
)
.
Every point p ∈ Ξ(n, k) \ Ξ
(n
k
)
is of the form p = (ξ, x1, . . . , xk) where xi = xj for at
least one pair 1 ≤ i < j ≤ n. Set τ = (i j) ∈ Sk. Then τ(p) = p. It follows that every
Sk-anti-invariant function satisfies f(p) = −f(p), hence f(p) = 0. 
Corollary 3.8. For L ∈ PicX and 0 ≤ k ≤ n, we have
∧k(L[n]) ∼= FMO
Ξ(nk)
(L⊠k ⊗ ak)
Sk ∼= e′k
Sk
∗ f
′
k
∗
(L⊠k ⊗ ak) .
Proof. This follows from Lemma 3.1 together with Lemma 3.7. 
Theorem 3.9. For L ∈ Pic(X) and 0 ≤ k ≤ n, we have Ψ(Wk(L)) ∼= ∧k(L[n]).
Proof. This follows from Proposition 3.5 together with Corollary 3.8. 
Remark 3.10. The k = 0 case of Theorem 3.9 says that Ψ(OXn) ∼= OX[n] . The k = n
case gives Ψ(OXn ⊗ an) ∼= detO
[n] ∼= O(−B/2) where B ⊂ X [n] is the effective divisor
parametrising non-reduced length n subschemes of X.
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Remark 3.11. Using the commutative diagram (6), one can easily show that the functor
Ψ: DSn(X
n) → D(X [n]) is OX(n)-linear, which means that, for A ∈ D
perf(X(n)) and B ∈
DSn(X
n), we have functorial isomorphisms Ψ(π∗A⊗B) ∼= µ∗(A)⊗Ψ(B). Hence, Theorem 3.6
and Theorem 3.9 actually give descriptions for the image of objects under the derived McKay
correspondence for a much larger class than only tautological objects and wedge powers of
tautological bundles. In particular, let M ∈ PicX be a line bundle. Then the equivariant
line bundle M⊠n ∈ PicSn(X
n) descends to the line bundle M (n) := πSn∗ (M
⊠n) ∈ PicX(n).
Set DM := µ
∗(M (n)). Then, for L ∈ PicX and F ∈ D(X), we get
Ψ(C(F )⊗M⊠n) ∼= F [n] ⊗DM , Ψ(W
k(L)⊗M⊠n) ∼= ∧k(L[n])⊗DM .
Remark 3.12. For Y a smooth projective variety, the equivariant derived category DSn(Y
n)
has some interesting features. For example, if D(Y ) carries a (full, strong) exceptional col-
lection one can construct a (full, strong) exceptional collection on DSn(Y
n). The same holds
for semi-orthogonal decompositions and tilting bundles; see [KS15, Sect. 4]. Furthermore,
there is always an action of a Heisenberg algebra on the category DSn(Y
n); see [CL12] and
[Kru15b]. If Y = X is a surface, there is the McKay equivalence D(X [n]) ∼= DSn(X
n). Hence,
abstractly, we know that the derived category D(X [n]) carries all the above features too. How-
ever, it would be interesting to understand the constructions (of exceptional sequences, the
Heisenberg action, etc.) concretely in geometric terms on the Hilbert scheme. Theorem 3.9
can be seen as a step into that direction as the objects Wk(E) play an important role in all
these constructions on DSn(X
n).
Remark 3.13. For n = 2, the autoequivalence ΦΨ of DSn(X
n) can be computed as
ΦΨ ∼= Ma T
−1
δ∗
Ma ;(7)
see [KPS17, Sect. 4.6]. Here, Ma ∈ Aut(DS2(X
2)) is the tensor product by the non-trivial
character of S2 and Tδ∗ ∈ Aut(DS2(X
2)) is the twist along the push-forward along the
diagonal δ∗ : D(X)→ DS2(X
2) which is a spherical functor; see [Kru15a]. Concretely,
T
−1
δ∗
= cone
(
id
ε
−→ δ∗δ
∗( )S2
)
as a cone of Fourier–Mukai transforms where ε is the unit of adjunction which, in this case,
is given by restriction of sections to the diagonal followed by projection to the invariants.
Using this, one can compute directly that, for n = 2, we have ΦΨ(C(F )) ∼= C•F which explains
the difference between Theorem 2.10 and Theorem 3.6. Conversely, for n > 2, the difference
between C•F and C(F ) allows to guess how the autoequivalence ΦΨ ∈ Aut(DSn(X
n)) could
look like in general. Namely, one can hope that (7) still holds with δ∗ replaced by a spherical
functor DSn−2(X ×X
n−2)→ DSn(X
n) whose image is supported on the big diagonal in Xn;
see [Kru14b, Sect. 5.9] for some speculation on these kind of spherical functors.
Remark 3.14. Let X = A be an abelian surface. Then there is the generalised Kummer
variety, which is the subvariety Kn−1A ⊂ A
[n] parametrising length n subschemes of A whose
weighted support adds up to 0 ∈ A. It is smooth of dimension 2(n− 1). We also consider the
Sn-invariant subvariety
Nn−1A = {(a1, . . . , an) | a1 + · · · + an = 0} ⊂ A
n .
We denote the embeddings by i : Kn−1A →֒ A
[n] and j : Nn−1A →֒ A
n, respectively. The
equivalence Ψ: DSn(A
n)
∼=
−→ D(A[n]) restricts to a functor ΨK : DSn(Nn−1A)
∼=
−→ D(Kn−1A)
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which is again an equivalence and satisfies
ΨKj
∗ ∼= i∗Ψ .(8)
This follows from [Che02, Lem. 6.1 & Prop. 6.2], see also [Mea15, Lem. 6.2] for details of the
analogous argument for Φ: D(A[n]) → DSn(A
n) instead of Ψ. Again, we get a tautological
functor Kn−1 : D(A) → D(Kn−1A) by means of the Fourier–Mukai transform along the uni-
versal family of the generalised Kummer variety. It satisfies Kn−1 ∼= i
∗( )[n]. Hence, using
(8), Theorem 3.6, and Theorem 3.9, we get an isomorphism of functors Kn−1 ∼= ΨKj
∗
C and
∧k(Kn−1(L)) ∼= ΨK(j
∗
W
k(L)) for L ∈ PicA and 0 ≤ k ≤ n− 1.
Remark 3.15. Let F : D(X)→ D(X [n]) be the Fourier–Mukai transform along the universal
ideal sheaf IΞ (recall that, in contrast, the tautological functor ( )
[n] is the Fourier–Mukai
transform along OΞ). If X is a K3 surface, F is a P
n−1-functor which means in particular
that the composition with its right-adjoint is given by
FRF ∼= idD(X)⊕[−2]⊕ [−4]⊕ · · · ⊕ [−2(n− 1)] ;
see [Add16] where this result is proved using incidence subschemes of the products X [n] ×
X [n+1]. Shorter proofs using the derived McKay correspondence and Scala’s result Theorem 2.10
were given in [MM15, Mea15]. These proofs can be simplified further using Theorem 3.6 in-
stead of Theorem 2.10. Furthermore, Theorem 3.6 explains the occurrence of the ’truncated
universal ideal functors’ of [KS15, Sect. 5].
4. Extension groups
Using the results from the previous section, we can derive various formula for the coho-
mologies and extension groups of tautological objects. For this we need the following general
formula for the graded Hom-spaces in the equivariant derived category DSn(X
n) between the
objects given by the constructions of Definition 3.4.
Proposition 4.1. Let E,F ∈ D(X) and 0 ≤ e, f ≤ n. Then
Hom∗G(W
e(E),Wf (F ))
∼=
min{e,f}⊕
i=max{0,e+f−n}
SiHom∗(E,F ) ⊗ ∧e−iH∗(E∨)⊗ ∧f−iH∗(F )⊗ Sn+i−e−f H∗(OX) .
Proof. The proof is an application of Remark 2.4 together with (4). Recall that, for the
underlying non-equivariant objects, we have
W
e(E) ∼=
⊕
I⊂[n], |I|=e
pr∗I E
⊠e ;
see Definition 3.4. Hence,
Hom∗(We(E),Wf (F )) ∼=
⊕
(I,J)∈I
Hom∗(pr∗I E
⊠e,pr∗J F
⊠f )
where I = {(I, J) | I, J ⊂ [n], |I| = e, |J | = f}. The linearisations of We(E) and Wf (F )
induce on I the action σ · (I, J) = (σ(I), σ(J)). A set of representatives of the orbits under
this action is given by the pairs of the form
Pi := ([e], [i] ∪ [e+ 1, e + f − i]) for i ∈ [max{0, e + f − n},min{e, f}] .
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The stabiliser of Pi is Gi := Si ×Se−i ×Sf−i ×Sn−e−f+i ≤ Sn. By the Ku¨nneth formula,
we see that Hom∗(pr∗[e]E
⊠e,pr∗[i]∪[e+1,e+f−i]F
⊠f ), as a Gi-representation, is given by
Hom∗
(
pr∗[e](E
⊠e ⊗ ae),pr
∗
[i]∪[e+1,e+f−i](F
⊠f ⊗ af )
)
∼=Hom∗(E,F )⊗i ⊗ (H∗(E∨)⊗e−i ⊗ ae−i)⊗ (H
∗(F )⊗f−i ⊗ af−i)⊗H
∗(OX)
⊗n+i−e−f .
Hence, its Gi-invariants are given by
SiHom∗(E,F ) ⊗∧e−iH∗(E∨)⊗ ∧f−iH∗(F )⊗ Sn+i−e−f H∗(OX)
and Remark 2.4 together with (4) give the result. 
Corollary 4.2. For E,F ∈ D(X), K,L ∈ Pic(X) and k, ℓ ∈ [n], we have natural isomor-
phisms
H∗(F [n]) ∼= H∗(F )⊗ Sn−1H∗(OX ) ,(9)
H∗((E[n])∨) ∼= H∗(E∨)⊗ Sn−1H∗(OX) ,(10)
Hom∗(E[n], F [n]) ∼=
Hom∗(E,F ) ⊗ Sn−1H∗(OX)
⊕H∗(E∨)⊗H∗(F )⊗ Sn−2H∗(OX) ,
(11)
H∗(∧kL[n]) ∼= ∧kH∗(L)⊗ Sn−kH∗(OX) ,(12)
Hom∗(E[n],∧kL[n]) ∼=
Hom∗(E,L) ⊗ ∧k−1H∗(L)⊗ Sn−k H∗(OX)
⊕H∗(E∨)⊗ ∧k H∗(L)⊗ Sn−k−1H∗(OX) .
(13)
Hom∗(∧kL[n], F [n]) ∼=
Hom∗(L,F )⊗ ∧k−1H∗(L∨)⊗ Sn−k H∗(OX)
⊕ ∧k H∗(L∨)⊗H∗(F )⊗ Sn−k−1H∗(OX) ,
(14)
Hom∗(∧kK [n],∧ℓL[n])
∼=
min{k,ℓ}⊕
i=max{0,k+ℓ−n}
SiHom∗(K,L) ⊗ ∧k−iH∗(K∨)⊗ ∧ℓ−iH∗(L)⊗ Sn+i−k−ℓH∗(OX ) .
(15)
Proof. Since Ψ: DSn(X
n)→ D(X [n]) is an equivalence, we have
Hom∗(Ψ(E),Ψ(F)) ∼= Hom∗Sn(E ,F) for every E ,F ∈ DSn(X
n).
Using this, all the formulae follow from Theorem 3.6, Theorem 3.9, and Proposition 4.1.
Concretely, to obtain the formulae as special cases of Proposition 4.1 we have to set
for (9): E = OX , e = 0, f = 1 , for (10): F = OX , e = 1, f = 0 , for (11): e = 1, f = 1 ,
for (12): E = OX , F = L, e = 0, f = k , for (13): F = L, e = 1, f = k ,
for (14): E = L, e = k, f = 1 , for (15): E = L,F = K, e = ℓ, f = k . 
Remark 4.3. Using Remark 3.11, one can easily generalise Corollary 4.2 to formulae involv-
ing tensor products by the natural line bundles DM . For example, (13) becomes
Hom∗(E[n] ⊗DM ,∧
k(L[n])⊗DN )
∼=Hom∗(E ⊗M,L⊗N)⊗ ∧k−1Hom∗(M,L⊗N)⊗ Sn−k Hom∗(M,N)
⊕Hom∗(E ⊗M,N)⊗ ∧kHom∗(M,L⊗N)⊗ Sn−k−1Hom∗(M,N) .
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Remark 4.4. Using Remark 3.14, one can derive formulas, similar to those of Corollary 4.2,
for the cohomology and extension groups of bundles on the generalised Kummer varieties;
compare [Mea15, Thm. 6.9].
Formula (9) has been proved in different levels of generality in [Dan01, Sca09a, Sca09b].
The formulae (10) and (11) are proved in [Kru14a] and formula (12) is proved in [Sca09a].
To the best of the authors knowledge, (13), (14), and (15) are new. They generalise and
strengthen the results of [WZ14] on the Euler bicharacteristic of wedge powers of tautological
bundles associated to line bundles on the surface as we see in the following.
Definition 4.5. For k ∈ N and χ ∈ Z we define
λkχ :=
1
k!
χ(χ− 1) · · · (χ− k + 1) , skχ :=
1
k!
(χ+ k − 1)(χ+ k − 2) · · ·χ .
If χ ∈ N, we have λkχ =
(χ
k
)
and skχ =
(χ+k−1
k
)
. It follows that, for a finite dimensional
graded vector space V ∗, we have
χ(∧kV ∗) = λkχ(V ∗) , χ(SkV ∗) = skχ(V ∗)
where χ(V ∗) =
∑
i∈Z(−1)
i dim(V i) is the Euler characteristic and the wedge and symmetric
powers are formed in the graded sense, i.e. they take into account signs coming from the
grading.
Corollary 4.6. If X is projective, we have
χ(∧kK [n],∧ℓL[n]) =
min{k,ℓ}∑
i=max{0,k+ℓ−n}
siχ(K,L) · λk−iχ(K∨) · λℓ−iχ(L) · sn+i−k−ℓχ(OX)
for every L,K ∈ PicX and k, ℓ, n ∈ N non-negative integers. In terms of generating functions
this can be expressed equivalently as
∞∑
n=0
χ(Λ−vK
[n],Λ−uL
[n])Qn = exp
(
∞∑
r=1
χ(Λ−vrK,Λ−urL)
Qr
r
)
(16)
where for a vector bundle E of rank r and a formal parameter t, we use the convention
ΛtE =
∑r
i=0(∧
iE)ti as a sum in the Grothendieck group.
Proof. The first formula follows directly from (15). The equivalence of the two formulae is
shown in Appendix A. 
We will further discuss the formula for the Euler bicharacteristic in Section 6.
5. Tensor products and their Euler characteristic
5.1. Invariants of tensor products under the McKay correspondence. For the com-
putation of extension groups of sheaves or objects F ∈ D(X [n]) on the Hilbert scheme, we can
either use a description of Φ(F ) or one of Ψ−1(F ) and we have seen that the latter is often
more convenient. For the computation of the cohomology of tensor products, however, it can
be useful to have both descriptions at the same time due to the following
Proposition 5.1. For E ∈ D(X [n]) and F ∈ DSn(X
n) there are functorial isomorphisms
µ∗(E ⊗Ψ(F )) ∼= π
Sn
∗ (Φ(E)⊗ F ) .
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Proof. This follows from the commutativity of the diagram
Z
p
//
q

Xn
π

X [n]
µ
// X(n)
together with the projection formula:
µ∗(E ⊗Ψ(F )) ∼= µ∗(E ⊗ q
Sn
∗ p
∗F ) ∼= µ∗q
Sn
∗ (q
∗E ⊗ p∗F ) ∼= πSn∗ p∗(q
∗E ⊗ p∗F )
∼= πSn∗ (p∗q
∗E ⊗ F )
∼= πSn∗ (Φ(E) ⊗ F ) . 
Corollary 5.2. E ∈ D(X [n]) and F ∈ DSn(X
n) there are functorial isomorphisms
H∗(X [n], E ⊗Ψ(F )) ∼= H(X(n), πSn∗ (Φ(E) ⊗ F ))
∼= H∗Sn(X
n,Φ(E)⊗ F ) .
where H∗Sn(X
n,Φ(E) ⊗ F ) denotes the equivariant cohomology, i.e.
H∗Sn(X
n,Φ(E) ⊗ F ) ∼= Hom∗Sn(OXn ,Φ(E)⊗ F )
∼= H∗
(
Xn,Res(Φ(E)⊗ F )
)Sn .
5.2. Euler characteristic of tensor products of tautological bundles. In addition to
the description of Φ(F [n]) of [Sca09a, Sca09b] for F ∈ D(X) we now have a description of
Ψ−1(∧kL[n]) for L ∈ PicX by Theorem 3.9. Hence, as an application of the observation made
in the previous subsection, we can compute the Euler characteristic of objects of the form
F [n] ⊗ ∧kL[n].
Proposition 5.3. For F ∈ D(X), L ∈ PicX, and 0 ≤ k ≤ n, we have natural isomorphisms
µ∗(F
[n] ⊗ ∧kL[n]) ∼= πSn∗ (C
•
F ⊗W
k(L))
with πSn∗ (C
p
F ⊗W
k(L)) = 0 for p > k. Furthermore, πSn∗ (C
p
F ⊗W
k(L)) is given by
p = 0 :
{
π
Sk−1×Sn−k
∗
(
pr∗1 F ⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
⊕π
Sk×Sn−k−1
∗
(
pr∗k+1 F ⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
p ∈ [k − 1] :
{
π
Sp+1×Sk−p−1×Sn−k
∗
(
F[p+1] ⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
⊕π
Sp×Sk−p×Sn−k−1
∗
(
F[p]∪{k+1} ⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
p = k : π
Sk×Sn−k−1
∗
(
F[k+1] ⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
.
Proof. The assertion µ∗(F
[n] ⊗ ∧kL[n]) ∼= πSn∗ (C
•
F ⊗W
k(L)) follows from Proposition 5.1 to-
gether with Theorem 2.10 and Theorem 3.9.
The rest is again an application of Remark 2.4: We have
C
p
F ⊗W
k(L) ∼=
⊕
(I,J)∈I
FI ⊗ pr
∗
J(L
⊠k ⊗ ak) , I = {(I, J) | I, J ⊂ [n], |I| = p+ 1, , |J | = k} .
The Sn-action on C
p
F ⊗W
k(L) induces the action σ · (I, J) = (σ(I), σ(J)) on the index set I.
Hence, the stabiliser subgroups are given by
S(I,J) = SI∩J ×SI\J ×SJ\I ×S[n]\(I∪J) .
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Every transposition in SI\J acts by −1 on FI ⊗ pr
∗
J(L
⊠k ⊗ ak). Hence, the SI\J -invariants
of FI ⊗ pr
∗
J(L
⊠k ⊗ ak) vanish for |I \ J | ≥ 2. 
Remark 5.4. For k = 1, the statement of Proposition 5.3 remains valid if we replace the
line bundle L by an arbitrary object E ∈ D(X); compare Theorem 3.6. Hence, we recover
[Sca09a, Thm. 3.2.2] and [Sca09b, Thm. 32].
Theorem 5.5. Let F ∈ D(X), L ∈ PicX, and 0 ≤ k ≤ n. If X is projective,
χ(F [n] ⊗ ∧kL[n]) =
sn−k−1χ(OX) ·
( k∑
p=0
(−1)pχ(F ⊗ L⊗p) · λk−pχ(L)
)
− sn−kχ(OX) ·
( k∑
p=1
(−1)pχ(F ⊗ L⊗p) · λk−pχ(L)
)
.
Proof. By Proposition 5.3, we have H∗(F [n]⊗∧kL[n]) ∼= H∗(πSn∗ (C
•
F ⊗W
k(L))). The assertion
follows now from a straightforward computation of the Euler characteristics of the terms of
πSn∗ (C
•
F ⊗W
k(L)). For example, for p ∈ [k − 1], the Ku¨nneth formula gives
H∗
(
π
Sp+1×Sk−p−1×Sn−k
∗
(
F[p+1] ⊗ pr
∗
[k](L
⊠k ⊗ ak)
))
∼=H∗(F ⊗ L⊗p+1)⊗∧k−p−1H∗(L)⊗ Sn−kH∗(OX) ,
hence
χ
(
π
Sp+1×Sk−p−1×Sn−k
∗
(
F[p+1]⊗pr
∗
[k](L
⊠k⊗ak)
))
= χ(F⊗L⊗p+1)·λk−p−1χ(L)·sn−kχ(OX). 
Remark 5.6. Again, it is possible to express Theorem 5.5 as an equality of generating func-
tions, thus organising the formulae for varying n and k in one equation:
∞∑
n=0
χ(F [n] ⊗ ΛuL
[n])Qn =
(1 + uQ)χ(L)
(1−Q)χ(OX )
·
∞∑
p=1
(−1)p−1χ
(
F ⊗ (Lp−1up−1 + Lpup)
)
Qp .
Remark 5.7. We consider the special case that F = L. There is the Schur decomposition
L[n] ⊗ ∧kL[n] ∼= ∧k+1L[n] ⊕ S(2,1,...,1)L
[n] ;
see e.g. [FH91, eq. (6.9)]. We obtain a formula for the Euler characteristic χ(S(2,1,...,1)L
[n]) of
the Schur construction on the Hilbert scheme in terms of Euler characteristics of line bundles
on the surface. Indeed,
χ(S(2,1,...,1)L
[n]) = χ(L[n] ⊗ ∧kL[n])− χ(∧k+1L[n])
and we have such formulae for both terms on the right-hand side; see Corollary 4.6 and
Theorem 5.5. We can also obtain something slightly stronger, a description of µ∗(S(2,1,...,1)L
[n]).
Namely, one can check that, under the isomorphism of Proposition 5.3, the direct summand
µ∗(∧
k+1L[n]) of µ∗(L
[n] ⊗ ∧kL[n]) corresponds to π
Sk+1×Sn−k−1
∗ (pr
∗
[k+1](L
⊠k+1 ⊗ ak+1)) em-
bedded as a direct summand of π
Sk×Sn−k−1
∗
(
pr∗k+1 L⊗ pr
∗
[k](L
⊠k ⊗ ak)
)
⊂ πSn∗ (C
0
L⊗W
k(L)).
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6. Further remarks
Setting K = L in (16) recovers the formula
∞∑
n=0
χ(Λ−vL
[n],Λ−uL
[n])Qn = exp
(
∞∑
r=1
χ(Λ−vrL,Λ−urL)
Qr
r
)
(17)
which was shown in [WZ14]. If we replace the surface X by a quasi-projective variety Y
of arbitrary dimension, one can still associate to every vector bundle E on Y a tautological
bundle E[n] on the Hilbert scheme Y [n] of n points on Y by means of the Fourier–Mukai
transform along the universal family. In loc. cit. formula (17) is conjectured to generalise
to smooth projective varieties of arbitrary dimension (instead of the surface X) and vector
bundles of arbitrary rank (instead of the line bundle L). In the following, we give some
restrictions to this conjecture. Namely, we prove that it does not hold if we replace X by
a smooth curve neither if we replace L by a vector bundle of higher rank. For tautological
bundles L[n] associated to line bundles on a smooth variety Y with dimY > 2, however, the
conjecture still seems reasonable; see Remark 6.5. In this case, one can also hope that the
slightly more general formula (16) still holds.
6.1. Tautological bundles on Hilbert schemes of points on curves. For C a smooth
curve, the Hilbert–Chow morphism µ : C [n] → C(n) is an isomorphism. Under the identifica-
tion C [n] ∼= C(n), the role of the universal family of n-points is played by Ξ ∼= C × C(n−1) ∼=
Cn/Sn−1. We define the reduced subscheme D ⊂ C × C
n as the polygraph
D =
{
(x, x1, . . . , xn) | x = xi for some i = 1, . . . , n
}
.
It is invariant under the Sn-action on C × C
n given by the permutation action on Cn.
Lemma 6.1. There is an isomorphism D/Sn ∼= Ξ.
Proof. We have Ξ ∼= Cn/Sn−1. The irreducible components of D are given by
Cn ∼= Di =
{
(x, x1, . . . , xn) | x = xi
}
⊂ C × Cn
for i = 1, . . . , n. For I ⊂ [n], we set DI := ∩i∈IDi. Since the components intersect trans-
versely, exactly as in the surface case, we get an Sn-equivariant resolution
0→ OD →
n⊕
i=1
ODi →
⊕
|I|=2
ODI → · · · → OD[n] → 0(18)
of OD; see [Sca09a, Rem. 2.2.1] or Remark 2.11 for details. The linearisations of the terms of
this complex are given in such a way that, for |I| ≥ 2, every transposition (i j) with i, j ∈ I
acts by −1 on ODI . Hence, the Sn-invariants of the higher degree terms of (18) vanish and,
if we denote the quotient morphism by g : D → D/Sn, we have g
Sn
∗ OD
∼= gSn∗ (⊕
n
i=1ODi). By
Remark 2.4, we get
gSn∗ OD
∼= g
Sn−1
∗ OD1
∼= g
Sn−1
∗ OCn .(19)
There is a natural bijection between the Sn-orbits of D and the Sn−1-orbits of C
n. Together
with (19), this shows that D/Sn ∼= C
n/Sn−1 ∼= Ξ. 
Lemma 6.2. Let F = Ξ×C[n] C
n be the fibre product defined by the projection Ξ→ C [n] and
the Sn-quotient morphism C
n → C [n]. Then there is an isomorphism F ∼= D.
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Proof. The fibre product F is flat over the smooth variety Ξ = C × C(n−1), hence Cohen–
Macauley. It follows that F is reduced since it is generically reduced. As a subset, the fibre
product F ⊂ C × C(n−1) × Cn is given by
F =
{
(x, x2 + · · ·+ xn, y1, . . . , yn) | x+ x2 + · · · + xn = y1 + · · ·+ yn
}
.
Hence, the projection C × C(n−1) × Cn → C × Cn induces a morphism F → D which is
a bijection. We get the inverse morphism by applying the universal property of the fibre
product to the projection D → Cn and the Sn-quotient morphism D → Ξ. 
In complete analogy to the surface case, we define tautological objects using the Fourier–
Mukai transform along the universal family as F [n] := FMOΞ(F ) ∈ D(C
[n]) for F ∈ D(C). We
also define the Sn-equivariant objects C
•
F ,C(F ),W
k(F ) ∈ DSn(C
n) in the same way as in the
surface case; see Subsection 2.6 and Definition 3.4. Let π : Cn → C(n) denote the quotient
morphism. Since the Hilbert–Chow morphism is an isomorphism in the curve case, we can
interpret the functor πSn∗ : DSn(C
n)→ D(C(n)) as playing the role of Ψ: DSn(X
n)→ D(X [n])
from the surface case. Also, π∗ : D(C(n)) → DSn(C
n) plays the role of Φ: D(X [n]) →
DSn(X
n). However, these two functors are not equivalences in the curve case, but π∗ : D(C(n))→
DSn(C
n) is still fully faithful; see Lemma 2.1.
Proposition 6.3. For E,F ∈ D(C) and L ∈ PicC, we have
π∗F [n] ∼= C•F ,(20)
πSn∗ C(F )
∼= F [n] ,(21)
πSn∗ W
k(L) ∼= ∧kL[n] ,(22)
E[n] ⊗ F [n] ∼= πSn∗ (C(E)⊗ C
•
F ) ,(23)
Hom(E[n], F [n]) ∼= πSn∗ Hom(C
•
E ,C(F ))
∼= πSn∗ Hom(C(E),C
•
F ⊗an) ,(24)
F [n] ⊗ ∧kL[n] ∼= πSn∗ (C
•
F ⊗W
k(L)) ,(25)
Hom(E[n],∧kL[n]) ∼= πSn∗ Hom(C
•
E ,W
k(L)) ,(26)
Hom(∧kL[n], F [n]) ∼= πSn∗ Hom(W
k(L),C•F ⊗an) .(27)
Proof. By the previous lemma, we have a cartesian diagram
D //

Cn
π

Ξ //

C [n] = C(n)
C .
Hence, by flat base change, we get π∗F [n] ∼= FMOD(F ). Now, the proof of (20) can be done
using the resolution (18) in the same way as in the surface case; see [Sca09a, Thm. 2.2.3] or
[Sca09b, Thm. 16] or Remark 2.11.
For the verification of (21), we use the commutative diagram
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Cn
pr1
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
q1

π
((
Ξ = C × C(n−1) prC
//
pr
C[n]

C
C [n]
where q1 is the Sn−1-quotient morphism and imitate the proof of Proposition 3.5.
Similarly, the proof of (22) can be done in analogy to the proof of Theorem 3.9 as given in
Subsection 3.2.
Formula (23) follows from (21), the equivariant projection formula, and (20):
E[n] ⊗ F [n] ∼= πSn∗ C(E) ⊗ F
[n] ∼= πSn∗ (C(E) ⊗ π
∗F [n]) ∼= πSn∗ (C(E)⊗ C
•
F ) .
The verification of the first isomorphism of (24) is basically the same. For the second iso-
morphism, note that the equivariant relative canonical bundle of the quotient is given by
ωπ ∼= OCn ⊗ a; see [KS15, Lem. 5.10]. Hence, by equivariant Grothendieck duality, we get
Hom(E[n], F [n]) ∼= Hom(πSn∗ C(E), F
[n]) ∼= πSn∗ Hom(C(E), π
!F [n])
∼= πSn∗ Hom(C(E),C
•
F ⊗an) .
The verifications of (25), (26), and (27) are analogous to those of (23) and (24) using (22)
instead of (21). 
Now, we can apply the global section functor to both sides of the formulae of Proposition 6.3
to obtain formulae for the homological invariants of tautological sheaves on C [n] in terms of
homological invariants on the curve C. The formulae for the cohomologies and their Euler
characteristics are exactly the same as in the surface case. The reason is that (21) paral-
lels Theorem 3.6, (22) parallels Theorem 3.9, (23) parallels Remark 5.4, and (25) parallels
Proposition 5.3. The formulae for the extension groups and their Euler (bi-)characteristics,
however, differ from the surface case.
Proposition 6.4. For E,F ∈ D(C), we have
χ(E[n], F [n]) = χ(E,F )
(n−1∑
p=0
(−1)pλn−1−pχ(OC)
)
+ χ(E∨)χ(F )
(n−2∑
p=0
(−1)pλn−2−pχ(OC)
)
.
Proof. For I ⊂ [n], we denote by F+I the SI×S[n]\I-equivariant object ιI∗p
∗
IF with SI acting
trivially (recall that SI acts on FI by aI ; see Subsection 2.6). Using Remark 2.4, we compute
the degree p terms of πSn∗ (C(E),C
•
F ⊗a)
∼= Hom(E,F ) as
p = 0 : π
Sn−1
∗
(
pr∗1Hom(E,F ) ⊗ a[2,n])
)
⊕ π
Sn−2
∗
(
pr∗1E
∨ ⊗ pr∗2 F ⊗ a[3,n])
)
,
p ∈ [n− 2] :
{
π
Sp×Sn−p−1
∗
(
pr∗1E
∨ ⊗ F+[p+1] ⊗ a[p+2,n])
)
⊕π
Sp+1×Sn−p−2
∗
(
pr∗p+2E
∨ ⊗ F+[p+1] ⊗ a[p+3,n])
)
,
p = n− 1 : π
Sn−1
∗
(
pr∗1E
∨ ⊗ F+[n]
)
.
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We can compute the cohomology of these terms in order to get the asserted formula for the
Euler characteristic. For example, we have
H∗
(
π
Sp×Sn−p−1
∗ (pr
∗
1E
∨ ⊗ F+[p+1] ⊗ a[p+2,n])
)
∼= Hom∗(E,F ) ⊗∧n−p−1H∗(OC) . 
Remark 6.5. The formula of Proposition 6.4 differs from the one of the surface case which,
by (11), reads
χ(E[n], F [n]) = χ(E,F )sn−1χ(OX) + χ(E
∨)χ(F )sn−1χ(OX) .
As mentioned in the introduction, taking E = F = L ∈ PicC, this implies that [WZ14,
Conj. 1], which is known to be true in the surface case, cannot hold for curves. However,
in [WZ14, Sect. 6], there is some evidence given for the conjecture to hold for tautological
bundles on the Hilbert scheme Y [n] for Y smooth of dimension dimY > 2. We can add a
further small piece of evidence to this as follows. We consider the case n = 2. Then the
Hilbert square Y [2] is smooth for Y of arbitrary dimension. Furthermore, for dimY > 2,
the functor Ψ: DS2(Y
2) → D(Y [2]) is still fully faithful (but not an equivalence any more);
see [KPS17]. Note that, for n = 2, we have Z ∼= Ξ ∼= Ξ
(2
2
)
. Using this, one can check that
Theorem 3.6 and Theorem 3.9 remain valid for dimY > 2 and n = 2. Concretely, this means
that Ψ(OY 2) ∼= OY [2] , Ψ(C(F ))
∼= F [2] for F ∈ D(X), and Ψ(L⊠2⊗a) ∼= detL[2] for L ∈ PicY .
Hence, by the fully faithfulness of Ψ, the formulae of Corollary 4.2 remain valid for n = 2
and dimY > 2.
6.2. Wedge powers of tautological bundles of higher rank. In [WZ14, Sect. 2.3], it
is conjectured that formula (17) generalises from line bundles to vector bundles of arbitrary
rank. The following example shows that this cannot hold, even in the surface case. Indeed,
if rankF is odd, formula (17) with L replaced by F predicts that χ(detF [2]) = λ2χ(detF ).
However, we have the following
Proposition 6.6. Let X be a smooth projective surface and F = O⊕3X . Then
χX[2](detF
[2]) = λ2χ(OX)− χ(ΩX) .
Proof. By [Sca15b], we have Φ(detF [2]) ∼= I3∆ ⊗ a. Using the short exact sequences
0→ I i+1∆ → I
i
∆ → I
i
∆/I
i+1
∆ → 0 ,
we get
χ(detF [2]) = χ(I3∆ ⊗ a) = χ(OX2 ⊗ a)− χ(OX2/I∆ ⊗ a)− χ(I∆/I
2
∆ ⊗ a)− χ(I
2
∆/I
3
∆ ⊗ a) .
where the terms on the right-hand side are the Euler characteristics of the equivariant
cohomology. Since the natural action of S2 on I
i
∆/I
i+1
∆ is given by a
i, the invariants
πS2∗ (OX2/I∆ ⊗ a) and π
S2
∗ (I
2
∆/I
3
∆ ⊗ a) vanish. Accordingly, also the terms χ(OX2/I∆ ⊗ a)
and χ(I2∆/I
3
∆ ⊗ a) vanish and we get the assertion. 
Appendix A. Computations with power series
Given a power series F (Q), we denote by F (Q)|Qn the coefficient of Q
n. With this notation,
the verification that the two formulae of Corollary 4.6 are equivalent comes down to the
following
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Proposition A.1.
(−1)k+ℓ exp
(
∞∑
r=1
χ(Λ−vrK,Λ−urL)
Qr
r
)
|vkuℓQn
=
min{k,ℓ}∑
i=max{0,k+ℓ−n}
siχ(K,L) · λk−iχ(K∨) · λℓ−iχ(L) · sn+i−k−ℓχ(OX)
For the proof, we use two simple auxiliary lemmas.
Lemma A.2.
exp
( ∞∑
r=1
1
r
Qr
)
=
1
1−Q
.
Proof. One way to see this is to apply the logarithm to both sides. 
Lemma A.3. For k ∈ N and χ ∈ C, we have
(i) skχ = (−1)kλk(−χ),
(ii) (1 +Q)χ
|Qk
= λkχ,
(iii) (1−Q)−χ
|Qk
= skχ.
Proof. The verification of (i) is a direct computation using Definition 4.5 of the numbers skχ
and λkχ. Part (ii) is the binomial coefficient theorem. Part (iii) follows from (i) and (ii). 
Proof of Proposition A.1. We have
χ(Λ−vrK,Λ−urL)Q
r = χ(K,L)(vuQ)r − χ(K∨)(vQ)r − χ(L)(uQ)r + χ(OX)Q
r .
Hence, by Lemma A.2, we get
exp
(
∞∑
r=1
χ(Λ−vrK,Λ−urL)
Qr
r
)
= (1− vuQ)−χ(K,L)(1− vQ)χ(K
∨)(1−uQ)χ(L)(1−Q)−χ(OX).
Now, the assertion follows using Lemma A.3. 
The verification of Remark 5.6 is very similar.
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