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Introduction
In this paper, we are concerned with efficient numerical methods for solving systems of second-order stochastic where M(ξ ) ∈ R n×n , K(ξ ) ∈ R n×n and C(ξ ) ∈ R n×n denote the stochastic mass, stiffness and damping matrices, respectively, u ∈ R n is the displacement vector, t ∈ [0, T] denotes time (T < +∞) and n is the total number of degrees of freedom (d.f.). The external force f(ξ , t) ∈ R n is assumed to be a time-dependent stochastic process. We denote the probability space by the triplet (Ω, F , P), where Ω ⊂ R q is the sample space, F is the σ -algebra associated with Ω and P : F → [0, 1] is a probability measure. The components of the vector ξ = (ξ 1 , ξ 2 , . . . , ξ N ) T : Ω → R N are assumed to be a set of independent random variables whose joint probability density function (PDF) can be written as the product of its marginal densities, i.e. ρ(ξ ) = 2)
The equations considered here are essentially the semi-discrete form of the governing equations in the time-domain obtained by spatial and random field discretization of stochastic partial differential equations (SPDEs) encountered in linear elastodynamics. The model structure considered is fairly general and allows for the consideration of uncertainties arising from constitutive model parameters, geometry, initial conditions, boundary conditions, forcing functions, etc. It is worth noting that the solution of (1.1) is parametrized in terms of the same set of random variables used in the parametrization of the matrices and the source term. Indeed, from an SPDE point of view, it follows from the Doob-Dynkin's lemma [1] that when the SPDE coefficients and/or the source term depend on ξ ∈ R N , then the SPDE solution can be described using the same set of random variables.
A commonly used approach to solve (1.1) is the Monte Carlo simulation (MCS) technique and its variants [2, 3] . Even though simulation methods are versatile and general purpose in scope, their convergence rate is low and they can become computationally very expensive for systems with a large number of degree of freedom (d.f). This has motivated research into alternative approximation methods that can provide computational cost savings (see, for example, [4] [5] [6] [7] [8] [9] and the references therein). There is also a wide body of literature in dynamics of uncertain structural systems that focuses on non-parametric uncertainty models [10] [11] [12] [13] [14] and situations where a non-probabilistic model of uncertainty is more appropriate [15, 16] . The focus of this paper is on parametric uncertainty models wherein the joint PDF of the random vector ξ is specified and it is sought to approximate the statistics of the dynamic response, u(ξ , t), as a function of time.
In 1991, Ghanem & Spanos [17] proposed the application of polynomial chaos (PC) expansions in conjunction with Galerkin projection to solve a range of stochastic operator equations. In the context of equation (1.1), this approach involves approximating the solution using a PC expansion as follows
where u i (t) ∈ R n are undetermined vector functions of time and ϕ i (ξ ), i = 0, 1, 2, . . . , P denotes a set of orthonormal PC basis functions, i.e. ϕ 0 = 1, ϕ i ϕ j = δ ij , where · = Γ ·ρ(ξ ) dξ and δ ij denotes the Kronecker delta [17] . In the original work of Ghanem & Spanos [17] , Hermite polynomials were used as basis functions in conjunction with Galerkin projection. As shown later by Xiu & Karniadakis [18] , orthogonal polynomials from the Askey family can be used to construct a generalized PC (gPC) expansion. The number of terms in the expansion is given by order. The undetermined coefficients in (1.3) can be calculated by applying the stochastic Galerkin projection scheme, which involves the enforcement of the following orthogonality conditions
The preceding orthogonality conditions lead to a coupled system of n(P + 1) deterministic ODEs that can be integrated using a standard time marching scheme to estimate the undetermined coefficients in (1.3). This approach has been shown to provide good approximations with computational effort significantly lower than simulation methods for a large class of problems [19] [20] [21] [22] . However, the computational cost associated with solving the equations arising from stochastic Galerkin projection can become prohibitive when employing high-order gPC expansions for large-scale systems even with a modest number of random variables. This has motivated research into alternative decomposition strategies that can be more efficient than gPC-based stochastic Galerkin methods; see, for example, sparse gPC expansions [23] , the generalized spectral decomposition (GSD) technique and its variants [24] [25] [26] [27] , and dynamically orthogonal field equation methods [28, 29] . These approaches are yet to be applied in the context of stochastic structural dynamics, the only exception being the work of Chevreuil & Nouy [30] , which proposes a proper generalized decomposition scheme for frequency domain analysis of structural systems. Another function decomposition scheme that has been widely studied in various fields is the Hoeffding functional analysis of variance (ANOVA) representation [31] [32] [33] [34] . This approach has been successfully applied within both non-intrusive [35] [36] [37] [38] and intrusive settings [39, 40] to solve uncertainty quantification problems. More recently, Audouze & Nair [40] proposed the anchored ANOVA Petrov-Galerkin (AAPG) projection scheme for solving high-dimensional parabolic SPDEs. In this work, it was shown that by using an anchored ANOVA decomposition in conjunction with an appropriate test space, the original high-dimensional weak form can be decoupled into low-dimensional subproblems that can be solved independently of each other. As a result, the AAPG projection scheme holds significant potential for alleviating the curse of dimensionality that is inevitable when applying gPC-based stochastic Galerkin projection schemes to stochastic operator equations. Theoretical analysis and numerical studies conducted so far suggest that AAPG schemes provide accuracy comparable to the gPC-based stochastic Galerkin projection scheme while offering significant computational cost savings for high-dimensional SPDE models.
The focus of this paper is to formulate an AAPG projection scheme to efficiently solve highdimensional SODEs encountered in linear stochastic structural dynamics. We shall show that by considering the weighted residual form of (1.1) along with an anchored functional ANOVA decomposition of the solution and suitable test functions, it becomes possible to decouple the original high-dimensional equation into a set of decoupled low-dimensional subproblems. Numerical studies will be presented for a set of problems to illustrate the efficacy of the proposed approach and comparisons will be made against the classical gPC-based stochastic Galerkin projection scheme and a GSD scheme.
The remainder of this paper is organized as follows: §2 outlines the anchored ANOVA decomposition scheme and some of its theoretical properties. Section 3 provides the derivation of the AAPG projection scheme [40] in the special context of linear stochastic structural dynamical systems. This is followed by §4 where we present numerical results obtained using MCS, gPC, GSD and AAPG schemes for two case studies providing accuracy and performance comparisons. Section 5 concludes the paper and outlines some directions for future work. 
Anchored ANOVA decomposition
We begin with approximating the solution of (1.1) using a Hoeffding functional ANOVA decomposition [31] [32] [33] [34] of the form
The first term u 0 (t) in the decomposition is the zero-order component function which is a deterministic function of time. The first-order component function u j 1 is the independent contribution to u(ξ , t) by the random variable ξ j 1 acting alone. The second-order component function u j 1 j 2 denotes the pair correlated contribution to the solution by ξ j 1 and ξ j 2 . Similarly, the higher-order terms in (2.1) denote higher-order contributions by subsets of random variables. Note that all the component functions in the decomposition are functions of time.
The Lth-order functional ANOVA decomposition can be compactly rewritten as follows:
The main advantage of using a functional ANOVA decomposition arises from the fact that in various practical applications, higher-order interactions between random variables can be neglected, meaning that a small truncation order can be used in (2.2). In a wide range of high-dimensional problems, this feature can be exploited to design highly efficient numerical schemes [34] . Several examples are examined in reference [34] showing that in practice the truncation order L is generally small in applications such as molecular dynamics simulations or statistics (typically 2 ≤ L ≤ 4). However, for data mining applications, the higher-order interactions may need to be considered (L ≥ 7) [41] . We shall later show via numerical studies that a second-order functional ANOVA decomposition (L = 2) can provide good accuracy for a set of case studies in stochastic structural dynamics.
To ensure the uniqueness of the ANOVA decomposition, the following orthogonality constraints are imposed on the component functions
Here, ·, · μ denotes the L 2 inner product with respect to a certain measure dμ(ξ ), i.e. w 1 ,
The preceding orthogonality constraints are equivalent to imposing null integral constraints of the form
In an anchored functional ANOVA decomposition, dμ(ξ ) is taken to be a Dirac product measure of the form [33, 34] 
or more generally, (2.7) with
, where ξ i , i ∈ I k are active random variables and ξ i = ξ a i for i ∈ I k . In addition, the null integral constraints (2.4) using the Dirac product measure (2.5) become
The above property will be used later in the proof of theorem 3.1.
We shall next devise a stochastic Petrov-Galerkin projection scheme to set up equations that govern the evolution in time of the component functions in (2.2).
Anchored ANOVA Petrov-Galerkin projection scheme
Here, we introduce the stochastic-weighted residual form of (1.1) and show that by defining an appropriate test space, the original high-dimensional problem can be decoupled into stochastic low-dimensional subproblems that can be solved independently of each other. This is an important property of AAPG projection schemes that enables the development of parallel numerical implementations that scale very well to high-dimensional problems [40] .
(a) Approximating the weighted residual solution of second-order stochastic ordinary differential equations
In order to solve (1.1), we introduce the following stochastic weighted residual form
where U and V denote the trial and test spaces, respectively. The inner product ·, · is defined as
Typically, U can be defined as the space of square integrable vectorial functions on Γ with respect to the PDF measure,
To approximate the solution using an anchored ANOVA decomposition, the space of trial functions denoted by U ANOVA can be defined as follows [40] : 
and so on. 1 j spans constant functions with respect to the jth coordinate ξ j and W ξ ,j = {w :
In practical computations, we shall use the following Lth-order ANOVA space
instead of the full ANOVA expansion in (3.3). The test space V that we shall use was originally proposed in reference [40] in the context of parabolic SPDEs. The main difference compared with reference [40] is that because we are dealing with SODEs, the trial and test spaces do not depend on spatial coordinates. The space of test functions corresponding to the Lth-order truncated ANOVA decomposition is defined as
In summary, when using the Lth-order truncated ANOVA approximation (2.2) for the solution of the weighted residual form (3.1), the resulting (Petrov-Galerkin) weighted residual form can be stated as
where U L ANOVA , V L are defined by (3.5) and (3.6), respectively. Initial conditions for u L andu L can be expressed in terms of Z 0 and Z 1 evaluated at the anchor point using (1.2), (2.6) and (2.7) as follows 
Next, we shall show that using an Lth-order anchored functional ANOVA decomposition of u(ξ , t) along with the test space defined earlier leads to a system of decoupled low-dimensional subproblems. 
with the initial conditions
The higher-order ANOVA component functions 
with the initial conditionsũ
Proof. The proof uses ideas from theorem 1 in reference [40] , which presents a similar result for parabolic SPDEs. For simplicity of notation, we first rewrite (3.8) 
where
Hence, the weighted residual form (3.14) can be written as
To prove (3.11), we consider test functions v ∈ V L ∩ V 0 = V 0 of the form v(ξ ) = wδ(ξ − ξ a ), with deterministic vectors w ∈ R n . Because the ANOVA component functions satisfy the null integral property (2.8), we have
As a result, (3.16) becomes the deterministic weighted residual equation 
The first-order terms in (3.16) can be written as
and similar conditions hold for the derivativesu j 1 andü j 1 . Hence, (3.19) reduces to the following summation with k terms:
Similarly, the second-order terms in (3.16) are given by
which simplify to the following summation with k(k − 1)/2 terms
because the null integral constraints (2.8) lead to the conditions: (3.20) and (3.22) , using the fact that c j 1 ···j k = 0 and introducing the auxiliary variableũ j 1 ···j k defined in (3.12), we recover the following low-dimensional stochastic-weighted residual form:
which implies the strong form (3.13). The initial conditions, for u 0 ,u 0 andũ
follow from the combination of (2.6), (2.7), (3.12) and (1.2). For example, we have
). (3.27) This completes the proof.
It is worth noting that the low-dimensional stochastic subproblems governing the auxiliary variablesũ 
we formally deduce thatũ j 1 coincides with u(ξ a j 1 , t). Hence, the component function u j 1 recombined using (3.12) satisfies the null integral constraint. Finally, the approximate solution u L can be post-processed for its statistical moments or other metrics of interest (see §3b(ii) for more details). This completes the derivation of the AAPG scheme when considering SODEs of the form (1.1).
(b) Computational and implementation aspects
Here, we outline how the subproblems (3.13) arising in the AAPG scheme can be solved using gPC-based stochastic Galerkin schemes and how these solutions can be post-processed to calculate the mean and variance of the response approximation.
(i) Solution of low-dimensional subproblems
The low-dimensional subproblems (3.13) can be solved using the classical gPC method [17] . First, the random matrices M(ξ ), K(ξ ), C(ξ ) and the random vector f(ξ , t) are expanded using gPC basis functions as follows
with M m , K m , C m ∈ R n×n , and f(ξ , t) ≈ N f m=0 f m (t)ϕ m (ξ ) with f m (t) ∈ R n . The orthonormal gPC basis functions are chosen from the Askey family [18] .
The gPC expansion of the solution of each subproblem (3.13),ũ j 1 ···j k , can be written as follows:
where β
. . , P k , are undetermined expansion coefficients. The number of terms in the expansion (3.30) is a function of the number of active random variables (k) in the subproblem and the gPC expansion order (p), i.e. P k + 1 = (k + p)!/k!p! It can be seen that P k increases rapidly with respect to k, especially when high gPC expansion order p is required to ensure good accuracy. However, this is not an issue in the AAPG formulation, because k is less than or equal to the functional ANOVA expansion order L, which in turn is significantly smaller than the total number of random variables, N.
Applying the stochastic Galerkin projection scheme [17] to the subproblem (3.13)
leads to a system of P k + 1 coupled deterministic ODEs which govern the coefficients β j 1 ···j k i . Writing the stochastic Galerkin conditions for the initial conditions of (3.13) aŝ 33) leads to the following initial conditions for the gPC expansion coefficients in (3.30) 
that can be used to solve the deterministic ODEs arising from (3.31).
(ii) Post-processing for response statistics
Here, we present explicit formulae for the mean and variance of u L when L = 2. Assuming that the low-dimensional subproblems are solved using the classical gPC Galerkin projection scheme as outlined earlier in §3b(i), the second-order ANOVA approximation can be written as
with
for j 1 = j 2 and i ∈ A, 0 f o rj 1 = j 2 and i ∈ A.
(3.38)
Note that for simplicity of notation, the first-and second-order gPC basis and coefficients in (3.36) are collectively written as ϕ i (ξ j 1 , ξ j 2 ) and λ j 1 j 2 i (t), respectively. The mapping i ∈ {0, 1, . . . , P 1 } → I(i) ∈ A ⊂ {0, 1, . . . , P 2 } is introduced to express the first-order gPC terms in the form of second-order gPC terms. Using (3.36), the mean and the variance of u L are explicitly given by
Similar expressions can be derived for the statistics of the velocity and acceleration vectors.
Numerical studies
Numerical studies are presented for two-and three-dimensional model problems in linear stochastic structural dynamics. The Young modulus in both case studies is treated as a random field and discretized using a Karhunen-Loève (KL) expansion scheme [43] .
(a) Two-dimensional beam example figure 1a , where the total number of d.f. is n = 88. This relatively coarse mesh is used for validating the proposed AAPG formulation (a more refined FE mesh will be used in the next example). We study the dynamic response over the time interval 
(i) Random field discretization
In this case study, the Young modulus is modelled as a random field E(x, ω), where x = (x 1 , x 2 ) T denotes the spatial coordinates and ω ∈ Ω. The covariance function is chosen to be
where y = (y 1 , y 2 ) T , σ is the standard deviation of the field and c 1 and c 2 are the correlation lengths in x 1 -and x 2 -directions, respectively. In this test-case, we set σ = 0.1 and c 1 = c 2 = 1. Various techniques exist for discretizing random fields in terms of a set of independent random variables, such as KL expansions [43] and orthogonal series [44] . In this study, we employ the KL expansion scheme for discretizing E(x, ω); a detailed description of the convergence properties of this expansion scheme can be found in reference [45] . The truncated KL expansion of the random field E(x, ω) can be written as for the specified boundary conditions result in the following expansion for the global stiffness matrix
where K 0 ∈ R n×n , K m ∈ R n×n are deterministic matrices. In the case studies considered in this work, the mass and damping matrices are assumed to be deterministic. In the following sections, the gPC-based stochastic Galerkin projection scheme, GSD and AAPG methods are applied for solving the model problem described earlier with N = 5 uniform random variables. The average acceleration Newmark integration scheme [46] is chosen as the time-marching scheme for all methods. We shall compare the accuracy of different numerical schemes for approximating the statistics of the displacement component in the x 2 -direction at the upper right tip of the beam (figure 1a). MCS with a sample size of M = 10 6 is used to generate benchmark results against which the accuracy of other methods are evaluated (the CPU time required by MCS is 1.96 × 10 5 s for this model problem).
(ii) Application of the generalized polynomial chaos projection scheme
The mean and standard deviation of solutions obtained using gPC-based stochastic Galerkin projection with gPC order p = 1, 2, 3 are compared with MCS results in figures 2 and 3. It can be observed that the higher-order gPC approximations are in good agreement with those obtained using MCS. The CPU time required by the gPC-based stochastic Galerkin projection scheme with p = 1, 2, 3 are 0.22, 3.93 and 50.33 s, respectively. It is to be noted that the computational cost will be significantly higher when the gPC expansion order is increased for systems with larger number of degrees of freedom. For example, when the gPC scheme is applied to the three-dimensional hex example later in §4b, using p = 3 can be computationally much more demanding. Henceforth, the gPC scheme with p = 2 will be used as the reference solution in the following sections when comparing the performance of different schemes.
(iii) Application of the generalized spectral decomposition scheme
We consider here a subspace iteration version of Nouy's GSD scheme [24, 25] for this model problem. The GSD decomposition of the response can be written as where λ k (ξ ), k = 1, 2, . . . , K, denote undetermined random scalars and φ k (t) ∈ R n are undetermined time-dependent vectors. Starting with an initial guess chosen randomly for φ k (t), k = 1, 2, . . . , K, the following two-step iterative procedure can be used to compute λ k (ξ ) and φ k (t):
The residual error is defined as
, wherê u is given by (4.6). To ensure that the expansion in (4.6) is unique, the modified Gram-Schmidt procedure is applied to orthogonalize λ k (ξ ) and φ k (t) before applying steps 1 and 2, respectively. In practice, the accuracy of the GSD method depends on the number of modes (K) and the optimal value of this user defined parameter needs to be carefully chosen to trade off between accuracy and computational efficiency. In addition, the performance of GSD method will depend as well on the stopping criterion used to terminate the iterations. In the numerical studies presented here, the GSD iterations are stopped when the difference between two successive residual norms (the residual norm being defined as figures 4 and 5. The corresponding errors for the second-order gPC scheme are also included as a reference. It can be observed that approximation errors for the GSD scheme decrease when increasing the number of modes (K). When K = 20, the accuracy of GSD is comparable to the second-order gPC method. The CPU time required by GSD with K = 10, 15 and 20 are 215, 372 and 559 s, respectively. For this particular problem, subspace iteration version of GSD turns out to be less efficient than the second-order gPC method which required 3.93 s. This is probably a consequence of the relatively small number of d.f. (n = 88) for this simple test-case and the termination criterion we used.
(iv) Application of the AAPG scheme
We now present results obtained using the first-and second-order AAPG schemes for this model problem, i.e. u L with L = 1, 2 in (2.2). The low-dimensional subproblems of the form (3.13) are solved sequentially using a second-order gPC-based stochastic Galerkin projection scheme; see §3b(i). The anchor point ξ a used in (2.5) is set to ξ a i = ξ i = 0, i = 1, . . . , N. Because the mean and standard deviation of the response calculated using AAPG and MCS are very close to each other, they are not shown separately here. The absolute error in mean and standard deviation of the displacement at the upper right tip of the beam computed using the AAPG schemes are presented in figures 6 and 7. The errors corresponding to the second-order gPC scheme are also included as a reference. It can be seen from figures 6 and 7 that the first-order AAPG scheme has a higher level of error compared with the second-order gPC method, whereas the second-order AAPG scheme provides accuracy levels comparable to the second-order gPC method. The computational time required by the second-order AAPG scheme is 2.62 s, whereas the full second-order gPC method requires 3.93 s. It is to be noted that in our current implementation the AAPG subproblems are solved sequentially.
(b) Three-dimensional hex example
In this three-dimensional test-case, we consider a hex-shaped linear structure with two cylindershaped holes as shown in figure 8 . Spatial discretization is carried out using second-order (10 node) tetrahedral elements leading to a total of 4446 d.f. Mass proportional damping is considered (C = 10M) and the material properties are taken to be the same as in the two-dimensional beam example (see §4a). One face of the structure is clamped at x = 0. A time-dependent deterministic force f(t) of the form considered in the previous example with net magnitude of 10 5 N is evenly applied to another face (x = 10) in the y-direction, with a = 3/T, b = 20π/T. The dynamic response over the interval [0, T], T = 1 s, is considered with zero initial conditions for the displacement and velocity.
Similar to the two-dimensional example, the Young modulus is treated as a random field with mean value E 0 = 70 GPa and a covariance function of the form Second-order gPC, GSD with K = 10 modes and sequential versions of first-and secondorder AAPG schemes are applied to this problem. The anchor point ξ a for AAPG schemes is taken as
The absolute errors in the mean and standard deviation of the displacement at the node (x, y, z) = (10, 2, 1) are shown in figures 9 and 10, respectively. Results obtained using MCS with sample size M = 100 000 are used as reference solutions while calculating the errors. It can be seen that the error in the mean response computed using the different schemes are comparable ( figure 9 ). By contrast, the errors in the standard deviation computed using GSD with K = 10 modes and first-order AAPG are one order of magnitude higher compared with second-order gPC and second-order AAPG (figure 10).
The CPU times required by the different schemes are listed in table 1. Sequential second-order AAPG turns out to be faster than second-order gPC while providing similar level of errors. For different values of K, GSD is computationally more expensive than gPC and AAPG schemes for this particular test-case. However, it is worth noting that it may be possible to speed up the GSD scheme using a different numerical procedure for estimating the component functions [26] . In addition, using another stopping criterion to terminate the GSD iterations could also lead to computational cost reductions. For this particular test-case, the second-order AAPG scheme offers the best efficiency while providing the same level of accuracy compared with the second-order gPC method. We also conducted some additional numerical studies to examine the performance of the AAPG schemes when the number of random variables is increased, i.e. for N = 5, 10, 15, 20. Figure 11 shows the time-averaged relative error in the response variance approximation and the CPU time of the first-and second-order AAPG schemes as a function of N. Similar trends for the first-order gPC scheme are included for comparison. The computational cost and memory requirements of the second-order gPC and GSD schemes are much higher and not presented in these figures. Figure 11a shows that the level of L 2 error for the second-order AAPG scheme is about one order of magnitude lower than the first-order AAPG and gPC schemes. The CPU times shown in figure 11b are for a sequential implementation. For systems with a large number of spatial and stochastic degrees of freedom, the decoupled subproblems arising in the AAPG scheme will need to be solved in parallel to achieve further reductions in CPU time.
Concluding remarks
In this paper, we have proposed AAPG projection schemes for solving a class of stochastic ordinary differential equations encountered in linear stochastic structural dynamics. The main idea of the proposed formulation is to approximate the dynamic response using a Hoeffding functional ANOVA decomposition along with appropriate constraints to ensure the uniqueness of the decomposition. We showed that when the test functions in the weighted residual form are chosen appropriately, the original high-dimensional stochastic problem can be decoupled into a sequence of low-dimensional stochastic subproblems that can be solved independently of each other.
Numerical studies on a set of linear stochastic structural dynamical systems suggest that the AAPG scheme with second-order truncation provides accuracy that is comparable to the classical gPC-based stochastic Galerkin approach and the iterative GSD scheme, while incurring lower computational cost. For large-scale systems, the AAPG projection scheme will be significantly faster compared with existing methods, because the low-dimensional subproblems arising in this scheme are decoupled and can be solved in parallel independently of each other. The AAPG projection scheme is expected to perform very well for systems where the dynamic response has a low-effective dimension (i.e. when a low-order ANOVA truncation is sufficient to capture the response statistics). Another advantage offered by the AAPG formulation is that it is a non-iterative scheme in contrast to the GSD approach. Ongoing work is focusing on parallel implementation aspects for solving high-dimensional stochastic problems with a larger number of stochastic and spatial degrees of freedom. Various other computational aspects of the proposed approach also remain to be investigated further, such as using adaptivity metrics based on Sobol sensitivity indices [36] to achieve further improvements in efficiency, decompositions with multiple anchor points and the application of AAPG schemes to nonlinear stochastic structural dynamics.
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