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Abstract
Modern astrophysical analysis requires increasing higher resolution laboratory spectra over a
broader spectral range. The advances in ground- and space-based telescopes are highlighting
the deficiencies in the current laboratory spectral database. This thesis reports on the research
carried out on the high resolution laboratory measurements of the spectrum of neutral vanadium
and the associated lifetime measurements to calculate transition probabilities.
New measurements of radiative atomic lifetimes were made for 25 levels between 24648 cm 1
and 37518 cm 1 at the Lund Laser Center, Sweden, using the time resolved Laser-induced
Fluorescence method.
High Resolution Fourier Transform (FT) Spectroscopy is used to observe the hollow cathode
lamp spectrum of neutral vanadium in the range 2000 cm 1 - 35000 cm 1. This range was
covered using two high resolution FT Spectrometers in Imperial College London and Lund
University (Sweden) with a resolving power of approximately 2 million and 1 million respec-
tively. This resolving power enables line profiles to be fully resolved to the Doppler width.
The high resolution spectra were used to measure the branching fractions of levels of interest
which were then used in combination with the lifetime measurements to calculate the oscillator
strengths. Across the UV, visible and IR spectral regions, radiative lifetimes and oscillator
strengths for 208 lines between 3040 A˚ and 20000 A˚ from 39 upper energy levels are reported.
13 of these oscillator strengths have not been reported previously.
Additionally new measurements were made of hyperfine structure splitting factors for 3 odd
levels of V I lying between 24700 cm 1 and 28400 cm 1.
i
ii
Acknowledgements
I would like to thank my supervisor, Juliet Pickering, who was supportive and encouraging
throughout all my trials during my time at Imperial College. I would also like to thank Richard
and Hampus in Lund who were supportive during my time in Sweden and always had time. I
would like to thank Gil and Ali who were more than just the technical support. Finally thanks
to my father who read through this for me many times despite not knowing the subject at all
and will always have more faith in me than I do.
iii
Declaration
I herewith certify that, to the best of my knowledge, all of the material in this dissertation
which is not my own work has been properly acknowledged. The research described has been
done either in collaboration with Juliet Pickering or on my own.
The copyright of this thesis rests with the author and is made available under a Creative
Commons Attribution Non-Commercial No Derivatives licence. Researchers are free to copy,
distribute or transmit the thesis on the condition that they attribute it, that they do not use it
for commercial purposes and that they do not alter, transform or build upon it. For any reuse
or redistribution, researchers must make clear to others the licence terms of this work.
Charlotte Emma Holmes
18th December 2015
iv
Contents
Abstract i
Acknowledgements iii
1 Introduction 1
1.1 Advances in Astronomical Telescope Capabilities . . . . . . . . . . . . . . . . . 2
1.2 Astrophysically Important Elements . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Atomic Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Previous Studies of Neutral Vanadium, V I . . . . . . . . . . . . . . . . . . . . . 9
2 Atomic Theory 14
2.1 Atomic Structure Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 Central Field Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 LS Coupling, Spin Orbit E↵ect and Transition Selection Rules . . . . . . 18
2.2 Transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.1 Line Emission and Absorption . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Einstein A and B Coe cients . . . . . . . . . . . . . . . . . . . . . . . . 21
v
vi CONTENTS
2.2.3 Transition Probabilities, Level Lifetimes and Oscillator Strengths . . . . 23
2.2.4 Theoretical Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.5 Forbidden Lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.6 Wavelengths and Units . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Other E↵ects: Line Broadening . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Isotope Shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Hyperfine Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Atomic Level Lifetime Measurements 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Technique of Laser-Induced Fluorescence Lifetimes Measurements . . . . . . . . 30
3.3 Level Lifetime Measurements: Experimental Details . . . . . . . . . . . . . . . . 31
3.4 Lifetime results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Fourier Transform Spectroscopy Theory 42
4.1 The Ideal Interferometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 The Real Interferometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.1 Finite Entrance Aperture . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Finite Path Di↵erence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.3 Digital Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.4 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Spectral Measurements with Fourier Transform Spectroscopy . . . . . . . . . . 53
CONTENTS vii
4.3.1 High Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.2 Linear Wavenumber Scale . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.3 Large Free Spectral Range . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.4 Slowly Varying Photometric Response . . . . . . . . . . . . . . . . . . . 56
4.3.5 Disadvantages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 FT Spectrometry at Imperial College London . . . . . . . . . . . . . . . . . . . 56
5 Measurement of Intensity Calibrated Vanadium Spectra 58
5.1 FT Spectrum Measurements for Branching Fraction Determinations . . . . . . . 59
5.1.1 Light Source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Experimental Set Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.1 IR - Visible Spectral Measurements at Lund University . . . . . . . . . . 65
5.2.2 Visible - UV Spectral Measurements at Imperial College London . . . . . 68
5.2.3 Summary of the FT Spectroscopy Measurements . . . . . . . . . . . . . . 69
5.3 Phase Correction and Fourier Transform . . . . . . . . . . . . . . . . . . . . . . 72
6 Methodology for Determining Oscillator Strengths 75
6.1 Creation of Spectral Linelists and Fitting of Lines . . . . . . . . . . . . . . . . . 76
6.2 Intensity Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3 Details of Response Curves used in Intensity Calibration . . . . . . . . . . . . . 82
6.4 Applying the Intensity Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.5 FAST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.6 Line Selection for Branching Fractions . . . . . . . . . . . . . . . . . . . . . . . 88
6.7 Missing Lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.8 Connecting Spectral Regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.9 Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7 Results: New Oscillator Strengths 95
7.1 Blended Lines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.1.1 Line Blend at 22677 cm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.1.2 Line Blend at 26215 cm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2 Results: New Oscillator Strengths in V I . . . . . . . . . . . . . . . . . . . . . . 107
8 Conclusion 118
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.2.1 Further Laboratory Studies . . . . . . . . . . . . . . . . . . . . . . . . . 120
viii
List of Tables
2.1 Spectroscopic notation and number of electrons in 2(2l+1) filled subshells . . . . 18
3.1 New measured Radiative lifetimes for V I levels with some additional measured
lifetimes used in this work for log(gf) values reported in Section 7.1.2 [50]. . . . 38
5.1 Table of spectra measured on the Lund IR FTS and Imperial VUV FTS, includ-
ing all important parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.1 V I new and known hyperfine structure splitting factors used in fitting of the
22677 cm 1 feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2 V I new and known hyperfine structure splitting factors used in fitting of the
26215 cm 1 feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3 V I new and previously published hyperfine structure splitting factors, Ahfs and
Bhfs used in fitting of the 22677 and 26215 cm 1 blended features. . . . . . . . . 105
7.4 Experimental log(gf) values for 208 lines of V I from this study sorted by upper
level energy. 13 of these values have not previously been reported. . . . . . . . . 109
7.5 Comparison between log(gf) values from Lawler et al. (2014) and those from
this study and from Whaling et al. (1985) in the region of 9000± 100 A˚ . . . . . 116
ix
x
List of Figures
1.1 High dispersion spectrum of the chemically peculiar star,  -Lupi, obtained with the In-
ternational Ultraviolet Explorer (IUE) satellite (top), and with the GHRS/HST(bottom)
Solid curves are the observations, dashed curve is a theoretical synthetic spectrum [3]
from a private communication with Charles Pro tt at the NASA/Goddard Space Flight
Center. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 This diagram illustrates the relative abundances of the elements present in the Sun,
the ‘iron peak’ can clearly be seen (numerical data from [13]) . . . . . . . . . . . . . 6
1.3 The gross structure of the normal system of configurations, 3d4(ML)nl, in V I relative
to the term structure of the parent configuration 3d4 in V II. [15] . . . . . . . . . . . 7
1.4 The system of doubly-excited configurations, 3d3(ML)nln’l’ in V I, based on grandparent
terms (ML) in V III [15] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Atomic structure of a 4p4d configuration for LS coupling approximation (the splittings
are not to scale) [37] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 A schematic description of electron decay from an excited upper level, and the corre-
sponding emission line spectrum that would be observed [39]. . . . . . . . . . . . . . 20
2.3 Diagram of the possible transitions between two energy levels as derived by Einstein. . 22
2.4 The transitions from upper level 3d4 (5D) 4p 6P5/2 of V I to lower levels, showing all
branches with calculated log (gf)   -3. . . . . . . . . . . . . . . . . . . . . . . . . . 25
xi
xii LIST OF FIGURES
3.1 Experimental set-up for time-resolved LIF measurements of vanadium. Schematic dia-
gram showing the main components of the TR-LIF apparatus used in this study. Solid
lines between components indicate electrical connections and dashed lines represent
light paths. The names of components with abbreviated labels are given in full in the
text [50]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Example of a measured lifetime decay curve for the y4G5/2 upper energy level in V I.
Laser Excitation time is 10.7 ns, lifetime, ⌧ = 72 ± 4 ns . . . . . . . . . . . . . . . 40
4.1 Diagram of interferometer light paths in a Fourier transform Spectrometer using cats-
eye retroflectors [37] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 The o↵-axis ray for a finite entrance aperture with path di↵erence xcos✓ [52] . . . . . 47
4.3 The e↵ect of (a) an infinite scan and (b) a finite scan on a monochromatic light source,
the numbers on the spectrum represent the resolution widths positioned at 1/2L cm 1
(numbers 1- to 4 are the positions the sinc function crosses the x axis) [53] . . . . . . 50
4.4 Diagram showing sampling and signal aliasing a. under-sampled (greater than Nyquist
sampling interval): signal duplicates overlap. b. Nyquist-sampled: signal duplicates
repeat directly after each other. c. over-sampled (less than Nyquist Sampling Interval):
separation between signal duplicates. d. continuous sampling would result in a single
signal, no duplicates [53]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.5 Schematic diagram of the FT spectrometer layout at Imperial College London [3] . . . 57
5.1 Cross-section of the double-sided hollow cathode lamp used at Lund Observatory. (Cour-
tesy of U. Litze´n and from Aldenius PhD Thesis [65]) . . . . . . . . . . . . . . . . . 60
5.2 Hollow Cathode Lamp used at Imperial College [Ru↵oni - private communication] . . 61
5.3 Diagram of light paths of HCL and calibration lamps to the FT spectrometer at both
Imperial and the Lund Observatory . . . . . . . . . . . . . . . . . . . . . . . . . . 63
LIST OF FIGURES xiii
5.4 Photograph of Hollow Cathode Lamp and Tungsten halogen calibration lamp arrange-
ment. The lamps are at 90   to each other with a double mirror acting as a folding
mirror which directs the light down before directing it into the FT spectrometer (Lund).
When the Blackbody radiator is also added for calibration purposes the lamps are ar-
ranged between 0o-90o to the aperture but all at equal distances away from the aperture. 64
5.5 Two tungsten spectra overplotted illustrating the e↵ects of the notch filter on the signal
strength. Black - notch filter included, Red - no notch filter included.). . . . . . . . . 71
5.6 Schematic diagram showing the calibrated spectral ranges of each measured spectrum.
Where there is more than one spectrum recorded for the same region this will be at
di↵erent currents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.1 Section of vanadium spectrum (with neon as carrier gas) with a transition at 22455 cm 1,
from the upper level 3d4 (3H) 4p 4I15/2. This line displays clear hyperfine structure
(HFS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 An example CoG fit to a hyperfine split line. The total intensity of the line is the
shaded area, which is the integrated intensity of the spectrum between two markers.
These markers were placed on each side of the line at the point where the intensity was
perceived to drop below the spectral noise. . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 This graph shows how the response function of a system, RT , is found from the mea-
sured calibration spectrum (W Spectrum) and the standard lamp calibration (Rstan
radiance). This example is for the calibration of Spectrum D. . . . . . . . . . . . . . 81
6.4 Spectrometer response functions for the seven spectra listed in Table 5.1 and in
Figure 6.5. The plotted region in each panel corresponds to the spectral region
that was used for analysis i.e. the region where accurate intensity calibration
could be obtained. The response functions for spectra B and C were identical
within noise and are overplotted in the same panel. . . . . . . . . . . . . . . . . 82
xiv LIST OF FIGURES
6.5 This graph shows the overlap process for the tungsten and blackbody derived lamp
response functions. A large overlap region where the two response functions were
consistent with each other was selected. This is the response for Spectrum A . . . . . 84
6.6 This graph shows the matching process for the tungsten and deuterium derived lamp
response functions. A matched region where the two response functions had the same
gradient was selected. This is for Spectrum G . . . . . . . . . . . . . . . . . . . . . 85
6.7 This graph is a expanded view of Figure 6.6 in which the matched region in the stan-
dard lamp derived response curves is visible and show the similar gradients of the two
response curves on either side of the matched region. This is the response for Spectrum
G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.1 The blended feature at 22677 cm 1 observed in spectrum G of vanadium hollow
cathode lamp run in argon at pressure 0.3 mbar, current 300 mA ,with the two
fitted transitions contributing to the blend. . . . . . . . . . . . . . . . . . . . . . 98
7.2 Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74]. 99
7.3 Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D3/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74] 100
7.4 Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D5/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74]. 100
7.5 Observed and fitted transition (5D)4s a6D3/2   (5D)4p y6F1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F1/2, hfsA factor for e6D1/2 is from [73]. 101
7.6 Observed and fitted transition (5D)4p y6F1/2   (5D)5s e6D1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F1/2, Ahfs factor for e6D1/2 is from [74]. 101
7.7 The blended feature at 26215 cm 1 observed in spectrum F of vanadium hollow
cathode lamp run in argon at pressure 0.3 mbar, 500 mA current, with the two
fitted transitions contributing to the blend. . . . . . . . . . . . . . . . . . . . . . 103
7.8 Detail of blended feature at 26215 cm 1 observed in spectrum F of vanadium
hollow cathode lamp run in argon at pressure 0.3 mbar, current 500 mA, with
the two fitted transitions contributing to the blend. . . . . . . . . . . . . . . . . 104
7.9 Observed and fitted transition (5D)4s a6D5/2  (5P )4s4p x6D3/2 with Ahfs factor
(units of 10 3 cm 1) found for level x6D3/2 Ahfs factor for a6D1/2 is from [73]. 105
7.10 Observed and fitted transition (5D)4s a6D1/2  (5P )4s4p x6D3/2 with Ahfs factor
(units of 10 3 cm 1) found for level x6D3/2, Ahfs factor for a6D1/2 is from [73]. 106
7.11 A comparison between BF values from this work and theoretical values of Kurucz
[40] (left panel) and Wang et al [36] (right panel). . . . . . . . . . . . . . . . . . 108
7.12 A comparison between log (gf) values from this work and those already in the
literature. The left panel shows the comparison with results from Whaling et al
[32] (W85) and Doerr et al [31] (D85), and the right panel, with results from
Lawler et al [77]. Results that do not agree within twice the combined experi-
mental uncertainty (2 ) are shown as solid symbols and are discussed further in
this Chapter [50]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.13 A comparison between log (gf) values from this work and partial or wholly theo-
retical values already in the literature. The left panel shows the comparison with
the theoretical Kurucz values [40], and the right panel, with results from Wang
et al [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
xv
xvi
Chapter 1
Introduction
Most of the information known about the sun and other stars is found by analysing the light
radiated by them. The spectrum of each star not only gives information on which elements
are present in stellar outer atmospheres and surrounding environments but also the elemental
abundances and ionisation states they are in. Many other parameters can be calculated from
spectral analysis such as stellar temperature and density, and synthetic spectrum calculations
[1] can be run to simulate the chemical composition and atmospheric environment of the star.
Since Newton demonstrated how to separate all the di↵erent colours of visible light from sunlight
using a prism, sunlight and the solar spectrum have been studied. It was not until the 19th
century that the studies of the solar spectrum really advanced when Fraunhofer first made
observations of absorption lines in the spectrum [2].
Research into absorption lines present in stellar spectra and the elements causing them has
increased our knowledge in many fields of research, including astronomy, atomic and molecular
theory and plasma fusion. The existence of helium was predicted from observations of the solar
spectrum before it was found on Earth, and the idea of nuclear fusion was advanced by the
research into the solar power source.
Using transition wavelengths and oscillator strengths astronomers can not only identify which
elements are present, but also gain information about the stellar elemental chemical abundances,
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rotation of the star, age, metallicity, temperature and pressure within the stellar atmospheres.
Originally, stellar spectra were limited to the transparent wavelength regions of the Earth’s
atmosphere, as observations could only made with ground based telescopes. With the advent
of space based telescopes and high resolution ground based spectrographs, new demands have
been placed on laboratory data as the ultraviolet and infrared regions have been opened up for
astronomical research. Such high resolution and wavelength accuracy achieved with modern
space-based spectrographs means laboratory data currently used by astronomers has been found
to be insu ciently complete or accurate enough for spectral line identifications and elemental
abundance determinations.
The atomic database of transition lines experimentally measured for vanadium was lacking for
support of ground- and space-based astrophysical observations. Astronomers are requesting
increased numbers of experimentally measured transition probabilities and oscillator strengths
[M. Bergmann, Max Planck Institute, Heidelberg - Private communication]. Vanadium, as with
other transition metals, is important to identify when analysing astrophysical spectra. Due to
their complex atomic structure they exhibit a large number of transition lines. These large
numbers of lines could be blended with and obscure other transition lines in the spectra so
need to be correctly identified and in the observed astrophysical spectra. Furthermore this
complex energy level structure makes theoretical predictions of the transition lines di cult to
produce accurately so experimentally measured transitions are desirable.
This thesis addresses this deficiency, presenting accurate new atomic data for astrophysics
applications.
1.1 Advances in Astronomical Telescope Capabilities
Over the past 30 years the advances in space borne and ground based spectrographs have
yielded astrophysical spectra which have increased in resolution by orders of magnitude. These
great advances are highlighting the inadequacies of the existing laboratory atomic database;
this has left astronomers without the atomic data necessary to fully interpret the stellar spectra.
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These new high resolution spectrographs are redefining the requirements for laboratory spectra.
Figure 1.1 demonstrates the huge improvement in astrophysical spectral resolution, despite this
example dating back to the 1990’s, it clearly illustrates the progress being made in telescope
spectral resolution, which the laboratory measurements need to match or ideally surpass.
Figure 1.1: High dispersion spectrum of the chemically peculiar star,  -Lupi, obtained with the Inter-
national Ultraviolet Explorer (IUE) satellite (top), and with the GHRS/HST(bottom) Solid curves are
the observations, dashed curve is a theoretical synthetic spectrum [3] from a private communication
with Charles Pro tt at the NASA/Goddard Space Flight Center.
Before space-based telescopes, the spectral range for astrophysical analysis was limited to the
transparent regions of the Earth’s atmosphere, near-UV to near-IR. The analysis of this region
could easily be carried out at low resolution, 1 : 105.
The launch of the Hubble Space Telescope (HST) in 1990 provided a great leap forward in
resolution, with the Goddard High Resolution Spectrograph (GHRS) which was later replaced
with the Space Telescope Imaging Spectrograph (STIS) [4].
The GHRS [5], operational 1990–1997, o↵ered a high resolution mode of 0.012 A˚ at 1200 A˚
(R ⇠ 80000) in the region 1050 A˚–3200 A˚. This was replaced on Hubble in 1997 by STIS, opera-
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tional 1997–present, and STIS records over a wider range of wavelengths (1150 A˚–10000 A˚) with
a resolving power of R ⇠ 99300 114000, achievable in the range 1150 A˚–1700 A˚ corresponding
to a maximum resolution of 0.01 A˚ at 1200 A˚.
These resolution capabilities eclipsed that of the earlier International Ultraviolet Explorer
(IUE), operational 1978–1996, which when running in high resolution mode had a resolution of
⇠ 0.2 A˚ at 1200 A˚, equivalent to a resolving power of R ⇠ 6000. These advances in resolution
can be clearly seen in Figure 1.1, showing a section of spectrum from the star  -Lupi. As can
be seen in the figure, the top solid line is from the IUE and the solid line beneath is from the
GHRS, this lower solid line clearly has a far higher resolution and shows the huge increase in
detail that can be seen in the spectrum with higher resolution. Additionally the dashed line
shows the synthetic spectrum which shows problems where atomic data were missing or poor
quality with disagreement in observed and synthetic spectra.
Furthermore there have been advances in ground based telescopes such as the High Resolution
Echelle Spectrometer (HIRES) [6] on the KECK 1 telescope in Hawaii which can observe in the
range 3200 A˚–8000 A˚ with a limiting resolving power of R ⇠ 67000. The Gemini Observatory
consists of two 8.1 m telescopes in Hawaii and Chile and has a target maximum resolving power
of R ⇠ 125000. Also the CRyogenic high-resolution InfraRed Echelle Spectrograph (CRIRES)
[7] on the Very Large Telescope (VLT) in the infrared region, provides a resolving power of up to
105, in the spectral range from 1 to 5µm. While there are a wide variety of atomic lines in this
wavelength region the main objective of CRIRES is to observe molecular rotational-vibrational
transitions, although atomic lines in IR are important to identify so they are not mistaken as
molecular transitions within stellar spectra and they can be helpful in classifying cool stars,
[8, 9].
The European Space Agency’s (ESA) Gaia mission [10] has a photometric instrument (grating
spectrometer) with a maximum resolution (r =  /  ) of ⇠ 11500 over the spectral region 330
– 1050 nm (30300 - 9500 cm 1), which is coupled with a ground based survey Gaia-ESO [11, 12]
which is using visible spectra and ties in with the satellite measurements. The main aim for
Gaia is to create a precise 3 dimensional map of one billion stars down to 20th magnitude in
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the Galaxy. Other science goals include understanding Galactic evolution, stellar evolution and
multiple stellar system studies. Although the Gaia spectrograph has a very narrow wavelength
range it is rich in spectral lines of H, Ca, Fe, Mg, Si and Ti for late-type stars, although for
early-type stars this region is poorer. Only a few previous studies have been performed in this
wavelength region with di culties including poorly determined laboratory oscillator strengths
of the spectral lines and strongly present non-local thermodynamic equilibrium e↵ects. This
mission can improve our understanding of the sun and other stars in this wavelength region
but will need more laboratory data in the infrared region.
These advances in the capabilities of spectrographs, giving higher resolution astrophysical spec-
tra, not only increase the need for higher resolution laboratory data, but also the need for atomic
data in previously unobserved spectral regions.
1.2 Astrophysically Important Elements
Although more accurate and complete laboratory atomic data is needed for most elements,
some elements are described as ‘astrophysically important’ as these elements are responsible
for the majority of the opacity or spectral features in an astrophysical spectrum such as a stellar
spectrum.
Transition elements, particularly the 3d group, have long been important for astrophysics. Most
of the opacity we observe in stellar spectra is due to the transition elements despite their lower
abundance than the lighter elements. This is due to the rich line spectra they provide, eg for
Fe I up to 10,000 lines can be observed in the laboratory from the IR to VUV region.
The large number of lines in transition element spectra is due to the complex structure of
these atoms compared to lighter elements. The Fe group elements have partially filled 3d shells
leading to multiple parent terms for transitions and overlapping in energy with the same parity
resulting in the rich line spectra observed. The lanthanides and actinides have even more
complex spectra than the transition elements due to their partially filled f-shells, however these
have a much lower relative abundance so do not dominate the stellar spectra like the transition
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Figure 1.2: This diagram illustrates the relative abundances of the elements present in the Sun, the
‘iron peak’ can clearly be seen (numerical data from [13])
.
metals. However atomic data for heavier elements are important for example, when analysing
the spectra of chemically peculiar stars and hot stars which have enhanced abundances of rare
earth elements. A broad atomic database is important for synthetic spectrum calculations for
models and having relatively high abundance means that the rich line spectra of 3d transition
group elements are responsible for some of the strongest lines and many weak lines observed in
the Solar spectrum, as well as in other stellar spectra.
1.3 Atomic Data
Knowing the abundances of di↵erent elements in a stellar photosphere gives valuable informa-
tion as to the processes occurring within the star, such as nuclear burning of heavier elements.
In some cases such as metal poor stars, which are believed to have formed in the early Galaxy,
elemental abundances give information on processes which occurred before the star formed as
their chemical compositions are living records of the nucleosynthesis processes that preceded
their formation [14].
Without accurate laboratory spectra and energy levels stellar transition lines cannot be identi-
fied as the individual elemental spectra are not known to a high enough accuracy. In addition
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there are many processes within stars and e↵ects between the star and us which can influence or
distort the spectra observed, such as interstellar dust adding extra absorption lines to spectra
or rapidly rotating stars whose lines profiles are broadened. Information on these processes can
be learnt from the stellar spectra if accurate laboratory spectra are known first.
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Figure 1.3: The gross structure of the normal system of configurations, 3d4(ML)nl, in V I relative to
the term structure of the parent configuration 3d4 in V II. [15]
The three main parameters needed for accurate analysis of stellar spectral lines are wavelength
with knowledge of energy level structure, oscillator strength and line broadening e↵ects such as
hyperfine structure or isotope shifts.
Transition wavelengths are a fundamental parameter for astronomers used for identifying
the species and energy levels involved in a transition. Analysis of modern high resolution
astrophysical spectra requires wavelengths to be known to within 1 part in 107. Although there
is need for spectra throughout the whole electromagnetic spectrum for di↵erent astronomical
purposes, the spectral regions of interest in our studies are the IR, visible and UV, as these are
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Figure 1.4: The system of doubly-excited configurations, 3d3(ML)nln’l’ in V I, based on grandparent
terms (ML) in V III [15]
the region where most of the transition metal lines occur and where most of the solar and most
other stars’ energy output occurs. In atomic physics, transition wavelengths are not only used
to identify the transition lines in a spectrum but also to determine the energy level structure
for the corresponding atom or ion through “term analysis” [15]. This term analysis also makes
it possible to determine wavelengths via level energy di↵erences of transitions falling outside
the spectral range experimentally observed, as well as ‘forbidden lines’ which may be seen in
astrophysical spectra and not in the laboratory due to the long lifetimes of the levels involved.
Such term analyses have been done in recent years for 3d iron group elements for example Fe II
[16], V I [15] and V II [17]. The complexity of the V I term system can be seen in Figures 1.3
and 1.4 and a full description of the energy level structure can be found in Thorne et al [15]
and will not be repeated here.
Oscillator strength is a dimensionless quantity that expresses the strength of a transition
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[2]. It provides a relative measure of population analogous to the intensity of a transition line
and is required to determine stellar elemental abundances. To determine oscillator strengths,
measurements of branching fractions and level lifetimes are combined and the uncertainties of
laboratory obtained oscillator strengths depend on technique, see Chapter 3. For astronomi-
cal purposes uncertainties of the order of ⇠ 10% are targetted [18]. Oscillator strengths are
discussed further in Chapters 2 and 7 and this thesis focuses on their measurement.
Line broadening e↵ects include Hyperfine Structure (HFS) and shifts due to the presence of
multiple isotopes. These can cause the line profile to broaden, the peak intensity to decrease,
and the line may appear asymmetric and no longer be described by a simple Voigt profile. These
e↵ects were frequently not taken into account in the past due to lack of knowledge, however
with spectrometers now more fully resolving many features in stellar spectra, it is important
to understand these, to prevent wavelength errors and miscalculating the oscillator strength in
the laboratory. For example in HFS there is not a single line representing a transition but a
group of component lines, a line HFS pattern, which must all be considered when determining
the oscillator strength in the laboratory. Also the centre of gravity wavelength so may not be
at the centre of the line pattern. When these line broadening e↵ects are not accounted for in
stellar spectra, which are very complex with lines close together or blended, peaks could be
incorrectly assigned and the line strength underestimated [19].
1.4 Previous Studies of Neutral Vanadium, V I
Vanadium is a line rich, astrophysically significant transition group element for which atomic
data was needed. The aim of this work was to improve on the current measurements of vanadium
oscillator strengths and to extend the experimentally measured spectral region of transition lines
into the infrared. The number of transition lines with published laboratory measurements of
log (gf)s in the IR region is extremely low, [18].
The term analysis of neutral vanadium has recently been investigated by Thorne, Pickering
and Semeniuk [15] so this work was timely to be supported by the term analysis.
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Understanding the spectrum of neutral vanadium, a 3d transition group element, has benefitted
from term analysis in recent years giving an order of magnitude improvement in accuracy of
wavelengths and energy levels [15].
The work at Imperial College London on the spectrum and term analysis of neutral vanadium
[15], found 88 new levels, and wavenumbers and classifications are given for 3130 V I lines with
the highest wavenumber accuracy to date. The spectral region covered was 1492–28600 A˚ (67000
- 3500 cm 1) and the first accurate term analysis for vanadium.
Early work however started from 1926 to 1947, with studies into the spectrum of vanadium
undertaken with the spectrum being ‘completely analysed’ by Meggers and Russell in 1936 [20].
From this analysis lines of astrophysical importance were selected by Moore (in 1945) [21] as
the “Revised Multiplet Table of Astrophysical Interest”.
The early work on oscillator strengths dates back to the 1940s notably with King (1947) [22]
who carried out an extensive study of neutral vanadium measuring relative log (gf) values for
471 lines in 100 multiplets using electric furnace absorption spectra and a grating spectrograph
in the region of 3043 – 6812 A˚ (approximately 32800 - 14680 cm 1).
Ostrovskii and Penkin (1958) [23] employed the Hook Method (a dispersion technique which
determines the oscillator strength of a line from the anomalous dispersion at its edges [2]) also
determining relative oscillator strengths like King [22]. In 1962 Corliss and Bozman [24] and
quickly followed in 1964 by Morozova and Startsev [25] employed a current arc method to
determine absolute f-values to a moderate accuracy. Mie and Richer, 1973, [26] determined
absolute f-values for 5 V I lines using an atomic beam absorption method to verify the scales
obtained by low current arc methods. They found their results in agreement within uncertainties
with f-values derived from beam foil measurements [27].
Roberts et al in 1973 [27] did extensive measurements of atomic lifetimes and branching ratios
of V I and V II and calculated both relative and absolute oscillator strengths for these. Roberts
et al. employed the beam-foil technique for the lifetime measurements and a gas-flow stabilised
arc for the branching ratios and estimated the uncertainties of the oscillator strengths to be
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between 10 - 25%.
In 1978 NIST (then National Bureau of Standards) [28] critically evaluated and compiled all
the atomic transition data for vanadium using all available data sources [22, 23, 26, 27]. It was
found that although di↵erent measurement techniques were used it was possible to normalise
the data to an absolute scale and there was agreement between sources. However this agreement
was within 50% and most of the uncertainties of the published oscillator strengths from these
sources were 50% or greater, which is very large and not suitable for modern astrophysical
analysis. Despite this, oscillator strengths and lifetimes measured by Roberts et al [27], and to
some extent King [22], were still used as a basis for many future studies and calculations until
very recently.
Accurate measured branching fractions and accurate lifetime measurements are needed for the
calculation of oscillator strengths. Rudolph and Helbig, 1982 [29] measured the lifetimes of 9
atomic levels of V I, y4Fo3/2, y
4Fo5/2, z
2Go7/2, y
4Fo7/2, y
4Fo9/2, y
4Do1/2, y
4Do3/2, y
4Do5/2 and y
4Do7/2.
Selective pulsed laser excitation of the atoms in an atomic beam was used to measure the
lifetimes, which are given with an uncertainty of 7%.
The increasing need for accurate linelists for solar and stellar spectra prompted Kurucz and
Peytremann [30] to publish an extremely extensive list of semi-empirical log (gf) values in
1975. The values were calculated semi-empirically by using scaled Thomas-Fermi-Dirac radial
wavefunctions and eigenvectors found through least-squares fits to observed energy levels. This
was a huge step forward in the understanding of transition elements as now there was a very
comprehensive set of theoretical gf-values to use in place of, and to compare to, experimentally
determined gf-values values.
In 1985 Doerr et all [31] used a combination of methods (Hook measurements, selective laser
excitation of an atomic beam and hollow cathode emission measurements) to obtain oscillator
strengths for 105 V I lines in the spectral range 2800 – 6000 A˚ (35700 - 1670 cm 1). The lifetimes
measured were for y4D1/2, 3/2, 5/2, 7/2 , y6P3/2, 5/2, 7/2 and y6D1/2, 3/2, 5/2, 7/2, 9/2 levels. The
absolute f-values have an uncertainty of 12% on average and the theoretical oscillator strengths
of Kurucz were in good agreement with these, although there was seen to be a shift compared
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to the NIST normalised data [28].
Whaling et al [32] extended the wavelength range measured for vanadium also in 1985, where
they determined absolute transition probabilities for 208 lines in the range 3180 - 16,400 A˚ (31400
- 6100 cm 1), with uncertainties of the transition probabilities typically between 5% - 1% which
is considered very good. They measured the radiative lifetimes of 39 levels in V I using laser
induced fluorescence, and branching fractions with FT spectrometer emission spectra from
a hollow cathode discharge. The lifetime measurements were in very good agreement with
Rudolph and Helbig [29] and Doerr et al [31] but di↵er somewhat from the beam-foil exper-
iments of Roberts et al [27] where it seems likely the measurements were influenced by line
blending in the rich beam-foil spectrum. The transition probabilities, calculated from the emis-
sion branching ratios, were also within uncertainties with Doerr at al [31] although di↵ered
from the NBS compilation [28].
More recently the lifetime measurements by Xu et al in 2006 [33] give radiative lifetimes of
10 odd parity V I levels (3d34s4p and 3d44p configurations) as well as V II lifetimes. These
were measured by time resolved fluorescence spectroscopy (LIF) and were found to be in good
agreement with the Biemont et al V II lifetimes using LIF [34] but not with Roberts et al [27]
which was expected from previous literature.
Although many studies of V I oscillator strengths have been undertaken there are still parts
of the spectrum where measured oscillator strengths are lacking. The widest wavelength range
measured was by Whaling et al [32] extending from the near-UV through the visible to the
infrared (IR). Although this is a very wide spectral range there are relatively few transitions
observed in the IR or UV regions, with about 14% of the 208 transitions coming from either
region. Further to this, although the typical uncertainties for the oscillator strengths are very
good for these measurements, 5 - 10%, the uncertainties of about a third of the IR transitions
are in the region of 50%. As these are the only measurements of oscillator strengths in the IR
for V I, this region is in need of more investigation. Also, although the UV region has been
investigated by both Doerr et al [31] and Whaling et al [32] it is now possible to measure to
the VUV (VUV is 200 nm and shorter, and at Imperial. the lower wavelength limit is 140 nm)
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much shorter than either paper was able to measure to (2800 A˚ and 3180 A˚ respectfully, or
35700 cm 1 and 31500 cm 1).
Concurrent to my work, and unbeknown to me, were studies of oscillator strengths undertaken
at the University of Wisconsin and in China. Very recently three papers have been published
with new lifetime and oscillator strengths. Den Hartog et al (2014) [35] present new lifetime
LIF measurements for 168 levels in V I (with energy level range 18086 - 47702 cm 1) and
these are combined with branching fraction measurements made with a FT spectrometer and
an echelle spectrometer to give oscillator strengths for 836 lines in V I. Wang et al (2014) [36]
report radiative lifetimes for 79 levels in the range (26604 - 46862 cm 1 and combine these with
theoretically calculated branching fractions to give oscillator strengths, giving semi-empirical
transition probabilities for 784 V I transitions.
In this thesis I report new V I lifetime measurements for 25 levels in the energy range 24648
- 37518 cm 1 combining these with FT spectrometer branching fraction measurements giving
oscillator strengths for V I, for lines in the range 300 - 20000 A˚ (5000 - 32900 cm 1). In this
thesis I will compare my new results with those in the literature. 13 of my new oscillator
strengths have not been previously published.
Chapter 2
Atomic Theory
In 1913 Niels Bohr was able to derive a theoretical description of the spectrum of hydrogen
leading to a unified theory of atomic structure and spectra, built on Rutherford’s model of
the atom and quantised nature of radiation. Atomic spectra are used in a wide range of
applications and the spectral lines observed have applications as wide reaching as giving details
of stellar atmospheres to the identification of materials for forensic purposes and detection of
contaminates in the air or water.
It was Newton in 1704 who first systematically worked on the spectrum of light, and published
this work in “Opticks”. Using prisms he was able to show that white light was made of a
spectrum of colours. Fraunhofer extended this work at the beginning of the 19th century, when
he discovered that light from the sun was not only a rainbow continuum of colours but that
there were also dark lines within the spectrum. He meticulously recorded the lines, naming
the strongest. This was the first recorded astronomical spectrum, and many of the line names
he gave are still used today. Ironically this discovery occurred when he was searching for
monochromatic light for uses in calculating optical densities so no further work on spectral
lines was carried out until Kircho↵ and Bunsen some 50 years later. Kircho↵ and Bunsen were
studying the emitted light from metals burnt in a flame and found some spectra similar to lines
observed by Fraunhofer. These experiments demonstrated the lines Fraunhofer observed were
caused by the composition of elements in the sun and the Earth’s atmosphere. Although this
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led to the identification of many lines in the Fraunhofer spectrum and to the measurement of
elemental composition of stars, how these lines were generated was still unknown until Bohr’s
work and the development of quantum mechanics.
The links between astrophysics and atomic theory have remained strong and have resulted
in tools being created for many other branches of science. This long history has a↵ected
the terminology within the discipline, for instance the spectral ‘lines’ are named after their
shape as first observed, these are more accurately named transitions due to their cause. Most
spectroscopic techniques now display these as curves showing the intensity distribution as a
function of wavelength.
In this chapter I give an overview of atomic theory relevant to this PhD thesis.
2.1 Atomic Structure Theory
Quantum mechanics can be employed to provide a full understanding of the energy level struc-
ture of atoms and a reasonably good qualitative description over a wide wavelength region.
For a one-electron system the Schro¨dinger equation can be solved exactly and is quantitatively
very close to observations. For two-electron systems no exact solution exists as it constitutes a
three body problem, but still quantitatively similar results to observations can be gained given
some approximations. However for more complex systems this theoretical treatment becomes
increasingly deviant from observations, although does give a good basis for understanding of
the structure. A complex system is such named not because of the complex series of transition
lines but because of the complex atomic structure. The splitting of a configuration into terms
in the LS coupling approximation, and into levels by the spin-orbit interaction, is shown in
Figure 2.1 [37] and discussed in detail in [38, 2].
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Figure 2.1: Atomic structure of a 4p4d configuration for LS coupling approximation (the splittings
are not to scale) [37]
2.1.1 Central Field Model
In order to begin approximating atomic structure, a simplified model must be employed and
then layers of complexity added in. First to determine the allowed energy state the time-
independent Schro¨dinger equation must be solved where  is the wavefunction from which the
properties of the system can be determined:
H (r) = E (r) (2.1.1)
Where H is the Hamiltonian operator and E is the energy of the system. For a many electron
system H is defined as:
H =
NX
i=1
✓
  ~
2
2m
r2i  
Ze2
4⇡"0ri
◆
+
NX
i<j=1
e2
4⇡"0rij
+
NX
i=1
⇠(ri)(li · si) (2.1.2)
Where Z is the atomic number of the atom, N is the number of electrons, m is the electron
mass, ri is the electron-nucleus distance, rij is the electron-electron distance, and ⇠ represents
the spin-orbit interaction strength. The l and s are the orbital angular momentum and spin
respectively. The first sum represents the kinetic and potential energy for each electron in the
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presence of the electrostatic field generated by the nucleus. The second sum is the electrostatic
repulsion between the electrons, and the third sum is the spin-orbit interaction energy. This
cannot be solved due to the non-central components in the second and third sums. The first
approximation is to neglect the spin-orbit component which will be considered again later.
Then the electrostatic repulsion of the electrons can be separated into central and non-central
components, with the non-radial components being neglected, giving rise to the central field
approximation:
Each electron moves independently of all the others in a field created by the nucleus and the
average e↵ect of the other electrons. The combined field created is spherically symmetric giving
the central field.
This then gives N one-electron equations of the form:
H =
✓
  ~
2
2m
r2i + V (ri)
◆
 (~ri) = ✏i (~ri) (2.1.3)
Where
 =
X
| i(rj)| (2.1.4)
V (ri) is the central potential and  (~ri) and ✏i are the individual electron wavefunction and
energies. Comparisons to a one-electron system solution show that the angular functions are
the same as for hydrogen but the radial part di↵ers due to V (ri) no longer being the potential
energy in a Coulomb field. As with hydrogen each electronic state is described by the quantum
numbers n, l,ml and ms. Each solution to a one-electron function is referred to as an orbital,
and in the central field potential the energy eigenvalues depend on both n and l unlike in
hydrogen when the Coulomb field only depends on n. The physical explanation for this is
that in an averaged field the inner electrons slightly shield the other electrons from the nuclear
charge. An energy eigenvalue in the central field approximation is always described by a set of
quantum numbers nili and such a set is referred to as an ‘electron configuration’ and is written
in spectroscopic notation, see Table 2.1.
Electrons with the same n are said to be in the same shell, and those with the same nl are
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l Notation 2(2l+1)
0 s 2
1 p 6
2 d 10
3 f 14
4 g 18
5 h 22
Table 2.1: Spectroscopic notation and number of electrons in 2(2l+1) filled subshells
in the same subshell. The number of electrons in each subshell is written as an exponent, for
example 1s22p has 2 electrons with n = 1 and l = 0 and one electron with n = 2 and l = 1.
According to the Pauli exclusion principle no two electrons can be in the same state, and thus
have the same set of quantum numbers n, l,ml and ms. It is known that there are 2(2l+1)
values of ml [2]:
ml =  l, ( l + 1), ... , (l   1), l (2.1.5)
and ms = ±1/2 (2.1.6)
Therefore there are 2(2l+1) states for every combination of nl. This shows that a filled subshell
will show special characteristics as all components of angular momentum will cancel out and
only electrons outside the filled shell will have any influence over the parity of the atom. It is
this atomic shell structure which leads to the regularities in the periodic table.
2.1.2 LS Coupling, Spin Orbit E↵ect and Transition Selection Rules
The central field approximation only considers the central components of the electrostatic
interaction where the energy only depends on the electronic configuration. Now the non-central
components must be considered; the non-central electrostatic electron-electron interaction and
the spin-orbit interaction.
The LS-coupling or Russell-Saunders coupling assumes the non-central electrostatic interaction
is much stronger than the spin-orbit interaction. This enables the individual orbital angular
momenta li to be coupled to form the total orbital angular momentum, L, and similarly the
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individual spin angular momenta, si to be coupled to give the total spin angular momentum,
S. Configurations are then split into ‘terms’ 2S+1L.
Then consideration of the smaller spin-orbit interaction leads to the coupling of L and S to
give the total angular momentum, J:
J = L+ S (2.1.7)
Where the corresponding levels are denoted 2S+1LJ where 2S+1 is the multiplicity of the term
and the 2S+1L is the LS coupling term, see Figure 2.1.
To distinguish the di↵erent terms formed it is common practice to label the terms with a lower
case letter. Even parity terms start at a and progress through the alphabet, and odd parity
terms start at z and progress back through the alphabet. For example z4I15/2, a2H11/2.
A summary of the selection rules for electric dipole transitions in the LS coupling approximation
are below, the parity must change for a dipole transition:
 J = ±1, 0 except J = 09 J 0 = 0
 L = ±1, 0 except L = 09 L0 = 0
 S = 0
LS coupling is more accurate for atoms with lower atomic numbers however for heavy elements
there are significant deviations for which other coupling approximations are more appropriate,
such as JJ coupling. In this thesis the LS coupling approximation is used.
2.2 Transitions
QuantumMechanics can lead to very good theoretical calculations of the transition line strengths
and wavelengths, however due to the level interactions or ‘mixing’, which occur in more complex
atoms such as vanadium, and the resulting di culty in calculations, it is desirable to have ex-
perimentally measured transition strengths and wavelengths. When experimentally measuring
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the transitions the transition wavelengths and strengths can be found from the experimentally
recorded spectra.
All atoms have a fixed set of discrete quantised energy levels. The lowest possible energy level
is usually called the ground state and all higher states are called excited states and extend
towards the ionisation limit where an electron escapes the atom, leaving the atom ionised. A
transition occurs when an electron jumps between two of these energy levels either absorbing
or emitting light of the exact energy di↵erence, E, between the levels. The light will have the
corresponding wavelength,  , to this energy according to the Planck relationship:
E = h⌫ =
hc
 
(2.2.1)
where h is the Planck constant, ⌫ is the frequency of the light and c is the speed of light. Each
atom and ionisation stage of each atom has a unique set of energy levels, and because each
spectral line (or transition) in an atomic spectrum is related to a di↵erence between two of
these energy levels they can be used to identify the atom like a fingerprint, see Figure 2.2.
Figure 2.2: A schematic description of electron decay from an excited upper level, and the correspond-
ing emission line spectrum that would be observed [39].
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2.2.1 Line Emission and Absorption
Atoms can either absorb light and move up to a higher energy level, or emit light and drop
down to a lower energy level. All atoms in excited states will eventually decay to lower energy
levels and after su cient time and no external interference, end up in the ground state. To
be excited up to a higher energy level requires light of precisely the wavelength of the energy
di↵erence  E between the energy levels. As not all transitions are equally likely, an important
factor is also the probability of that transition occurring, as well as the precise wavelength of
the photon.
Radiative transitions can be described as interactions between the atoms and an electromagnetic
field. There are three di↵erent types of radiative transition: absorption; stimulated emission,
and spontaneous emission. For absorption and stimulated emission the field can be described by
electromagnetic theory and the atomic states are described by quantum mechanics and in these
situations mathematically it is a perturbation in the Hamiltonian due to the field that causes
the transition. However for spontaneous emission no field is present, so a full treatment in
this case requires quantum electrodynamics (QED). In practice the Einstein relations between
the three di↵erent types of transition provide everything we need to understand spontaneous
emission.
Therefore transition probabilities can be calculated directly if the relevant wavefunctions are
known, however these theoretically calculated transition probabilities have uncertain reliabil-
ities, particularly for complex atoms where level mixing can be significant, so experimental
methods for determining transition probabilities are preferred, although these are limited in
terms of the number of lines that can be measured.
2.2.2 Einstein A and B Coe cients
Although spontaneous emission is independent of a field being present it is related to the
absorption. The relations were derived by Einstein using thermodynamics using a two energy
level system.
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Figure 2.3: Diagram of the possible transitions between two energy levels as derived by Einstein.
Consider, as in Figure 2.3, two energy levels, E2 the upper level and E1 the lower level, populated
with populations of n2 and n1 respectively, and E2 - E1 = h⌫12, from equation 2.2.1. The three
possible transitions are displayed: spontaneous emission; absorption, and stimulated emission.
Firstly spontaneous emission, where an atom spontaneously decays from energy level 2 to level
1, and when this occurs a photon is emitted of energy h⌫12. The probability of this occurring
in unit time is given by the Einstein coe cient A21, and the number of transitions per second
is therefore A21n2. Secondly an atom in energy level 1 can absorb energy of h⌫12 and move
up to energy level 2 when in the presence of radiation of density ⇢ = ⇢(⌫12). The number of
transitions per second is given by B12n1⇢. Finally in the presence of radiation of density ⇢(⌫12)
an atom in energy level 2 can be stimulated to decay to level 1 with the emission of energy
h⌫12. The transitions per second of this type of transition are given by B21n2⇢. The relations
between the coe cients can be found by assuming the atoms are in thermodynamic equilibrium
in a blackbody cavity at temperature T [2]. In equilibrium all transitions up to level 2, 1!2,
must equal all transitions down to 1, 2!1.
A21n2 +B21⇢(⌫12)n2 = B12⇢(⌫12)n1 (2.2.2)
Rearranging this gives:
⇢(⌫12) =
A21n2
B12n1   B21n2 =
A21
B12(n1/n2)  B21 (2.2.3)
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The Boltzmann equation tells us when (E2   E1) = h⌫12:
n1/n2 = (g1/g2)e
h⌫12/kT (2.2.4)
Substituting this into 2.2.3 gives:
⇢(⌫12) =
A21
B12(g1/g2)eh⌫12/kT   B21 (2.2.5)
Comparing this to the Planck blackbody equation for density of radiation of a solid or gas in
thermodynamic equilibrium:
⇢(⌫, T ) =
8⇡h⌫3
c3
1
eh⌫/kT   1 Jm
 3Hz 1 (2.2.6)
Where g1 and g2 are statistical weights, also known as degeneracies of energy level 1 and 2
respectively, and k is the Boltzmann constant. For Equation 2.2.5 to be true for all values of
T then:
g1B12 = g2B21 (2.2.7)
A21 = (8⇡h⌫
3
12/c
3)B21 (2.2.8)
The Einstein coe cients are intrinsic properties of the atom and are not dependant on environ-
ment. Therefore a generalised equation for A21 the spontaneous emission transition probability
can be written as:
A21 =
8⇡h⌫3
c3
g1
g2
B12 (2.2.9)
2.2.3 Transition Probabilities, Level Lifetimes and Oscillator Strengths
Oscillator strengths are independent of environmental e↵ects so astronomers can use these to
determine elemental abundances in astrophysical objects amongst other parameters, such as
temperature and densities.
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In this work, transition probabilities, A (meaning A21) are found using experimentally de-
termined branching fraction and level lifetimes. Considering the lifetime of a level decaying
radiatively by spontaneous emission the lifetime of an upper level i:
⌧i =
1
⌃jAij
(2.2.10)
where ⌃jAij is the sum of all the transition probabilities of allowed transitions from an upper
level (see Figure 2.4) to lower levels j. A Branching fraction is defined as the probability of a
particular transition (Aij) over the sum of all the transition probabilities from the upper level
i, ⌃jAij giving the fraction of transitions from a upper level to a particular lower level:
BFij =
Aij
⌃jAij
(2.2.11)
Therefore the transition probability for a line can then be defined in terms of BFij and ⌧i
Aij =
BFij
⌧i
(2.2.12)
⌧i and BFij are measured experimentally in this thesis work, as described in Chapters 3 and 5
respectively.
Oscillator strength that expresses the strength of a transition which is frequently quoted instead
of transition probability. Oscillator strengths are fundamentally important when calculating
abundances of elements in solar and stellar photospheres, but also have applications in plasma
physics, fusion research and laser chemistry. Oscillator strengths originated from the classical
explanation of absorption and dispersion, as forced, damped oscillations of atomic oscillators
driven by an electromagnetic wave. Its convenience as a simple dimensionless number and
its proximity to unity for a strong resonance transition has kept it in wide use. The terms
‘transition probabilities’ and ‘oscillator strengths’ are often used interchangeably, this is because
either can be found from the other:
Aji =
gj
gi
2⇡e2⌫2
"0mc3
fij (2.2.13)
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where the upper and lower levels are i and j respectively, gi,j is the degeneracy of each level
and fij is oscillator strength of the transition from i to j [2]. The emission oscillator strength
value fij is related to the absorption value fji by:
fji =   gi
gj
fij (2.2.14)
Figure 2.4: The transitions from upper level 3d4 (5D) 4p 6P5/2 of V I to lower levels, showing all
branches with calculated log (gf)   -3.
It is common practice for astronomers to use oscillator strengths in the form of ‘gf values’,
or ‘log (gf)’ values which are frequently used in astronomy, so they can be applied to either
emission or absorption.
In a few cases atomic level lifetimes can directly give transition probabilities, when there is only
one significant transition from an upper energy level. In all other cases the relative intensity
for all significant transitions from an energy level needs to be measured to find the branching
fractions. As can be seen in Figure 2.4 all significant transitions (in this case those with a
theoretically predicted log (gf)   -3) can be quite numerous and spread over a wide energy
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range, in this case from the IR to the visible. Atomic lifetimes are discussed further in Chapter 3
and Chapter 7 and the branching fraction measurements in Chapter 5.
2.2.4 Theoretical Calculations
Theoretical analyses of atomic spectra usually use computer models to calculate the energy level
structure of all levels of configurations. Theoretical neutral vanadium calculations have been
done by Kurucz [40] using the Cowan code. This Cowan code is a semi-empirical method using
the Hartree-Fock method. Additionally Thorne et al. [15] also made extensive calculations, to
find energy level eigenvector compositions to aid their term analysis.
In this thesis work, theoretical calculations of Kurucz have been used to identify all significant
transitions expected from upper levels analysed to give branching fractions.
2.2.5 Forbidden Lines
Where there are transition lines which do not obey the LS coupling selection rules outlined
in Section 2.1.2, these are called ‘forbidden lines’. These lines are observed mostly due to
level mixing which arises from the quantum mechanical nature of the wavefunctions. In reality
configurations can show considerable mixing of di↵erent wavefunctions. This leads to seemingly
forbidden transitions being seen to occur. In observations of 3d transition group element
spectra, level mixing leads to transitions being observed in experimental spectra that break the
 S = 0 selection rule, and very occasionally the  L = 0,±1 rule. However the  J = 0,±1
and parity rules are not broken for spectral transitions observed in this thesis.
2.2.6 Wavelengths and Units
Transition wavelengths are a fundamental parameter for astronomers used for identifying the
species and energy levels involved in a transition. Spectral lines obtained by FT spectroscopy
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are reported in vacuum wavenumber units   (cm 1), which are related to wavelength by:
  = ⌫/c = 1/ vac (2.2.15)
where  vac is the wavelength in a vacuum.
The SI units of wavelength are metres however in the infrared, visible, and ultraviolet units of
µm, nm or A˚ (10 6, 10 9 and 10 10m respectively) are used. Again in SI units the wavenumber
should be in m 1 however is usually measured in cm 1.
Vacuum wavenumbers and wavelengths can be easily converted between using this relation  
(cm 1) = 107 /  vac (nm).
In this thesis most transitions will be identified using wavenumbers (cm 1). Wavelengths will
be given in nm or A˚, where 10 A˚= 1 nm, and are given as air wavelengths.
2.3 Other E↵ects: Line Broadening
So far the nucleus has been treated as a point charge, however there are properties of the nucleus
which a↵ect the electronic energy levels. The e↵ects are generally small but not insignificant
so must be properly accounted for as they change the shape and position of the spectral lines.
2.3.1 Isotope Shifts
Isotope shifts occur due to the existence of di↵erent isotopes of an element, the di↵erent isotopes
contribute to an observed spectral line at slightly di↵erent wavelengths broadening the line. In
lighter elements the di↵erences in mass of the isotopes gives rise to line shifts, with the isotope
of greater mass being at a larger wavenumber [41]. For heavier elements shifts are also present
but are due to the changes in the nuclear size, volume shifts.
However as vanadium has one stable isotope, 51V, and one radioactive isotope, 50V, with only
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⇠ 0.25% of the naturally occurring abundance, isotope shifts will be unlikely to a↵ect the
vanadium spectra, and indeed are not seen [42].
2.3.2 Hyperfine Structure
As the resolution of observed atomic spectra is increased very narrowly split components of
spectral lines are observed for some species. This splitting was described by Pauli to be orig-
inating from the total angular momentum of the nucleus. Just like the electrons considered
earlier, the individual protons and neutrons have intrinsic spins which combine to give the
nucleus a resultant angular momentum, I, the nuclear spin. The hyperfine splitting observed
is due to the magnetic coupling of the nucleus and orbiting electrons. This coupling splits
the fine structure levels 2S+1LJ into further hyperfine structure, with total angular momentum
F = I + J, with F hyperfine quantum number taking (2F+1) values from | I - J |, .... I + J.
Only a nucleus with an odd mass number will have a net nuclear angular moment, also the
magnetic e↵ect from electrons only occurs in un-filled shells, as the sum of ml and ms in filled
shells is zero. Furthermore as the nuclear dipole moment is key, configurations with electrons
with higher probability of being found near the nucleus will be expected to display the largest
splitting. Vanadium, with nuclear moment µ = 5.149 [42] and spin I = 7/2 [42], exhibits
hyperfine structure, and this needed to be taken into account in this work.
This chapter has given an overview of atomic theory relevant to this thesis work.
Chapter 3
Atomic Level Lifetime Measurements
3.1 Introduction
Atomic level lifetimes are fundamental parameters of atomic energy levels and are used in the
determination of oscillator strengths of atomic transitions.
There are three important di↵erent experimental methods of measuring the lifetimes of excited
states: atomic beam-foil measurements, Hanle E↵ect and Delay-time measurements. Atomic
beam foil measurements involve a beam of ions colliding with a thin foil of the material of
interest causing a range of ions to emerge in various di↵erent ionisation states, travelling with
the same beam velocity. The ions decay from excited states as they travel downstream from
the foil and the lifetime of any given state can be found as a function of distance from the foil
and rate of decrease of intensity of the line. The Hanle e↵ect is the polarisation of resonance
fluorescence from atoms of the material of interest, which is subjected to external magnetic
fields. The resulting Voigt profile of magnetic induction vs. intensity can be used to measure
radiative atomic lifetimes. Delay-time measurements involve selectively exciting the material
of interest to a single excited level, the exponential decay curve of these ions is measured and
the lifetime found from the time constant of the curve.
Beam measurements su↵er a number of di culties: cascading from higher levels to the level
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of interest artificially changing the intensity; low light intensities as only a small number of
ions are in each excited state, and Doppler broadening due to the high velocity of the beam.
However many of these e↵ects can be overcome to some extent with various methods. The
strength of the beam method is the ability to measure much higher ionisation states than the
other methods. Hanle E↵ect measurements are much more complex than the other methods
and involve helium cooling. The strength of this technique is in its ability to give details of
Zeeman and hyperfine splitting. It is frequently used in spintronics to determine spin lifetimes
[43]. Delay-time measurements are simpler and have proven to be a reliable way to directly
measure radiative lifetimes for neutral, singly and doubly ionised atoms. However they also
su↵er from a number of problems: again cascading from higher levels to the level of interest,
although improvements in tuneable lasers are reducing this problem, and levels with longer
lifetimes could be ‘quenched’ by being depopulated due to collisions which can be alleviated by
using low density samples. Finally the sample must be contained in the field of view throughout
the experiment by employing di↵erent kinds of ion traps [43, 2, 44].
In a few cases level lifetimes can directly give transition probabilities; when there is only
one significant transition from an energy level. In all other cases the relative intensities of all
significant transitions from an upper energy level need to be measured (as seen in equation 2.2.12
and see Figure 2.2). As the levels of interest are of neutral vanadium the delay-time method is
appropriate and laser-induced fluorescence was employed to measure the lifetimes of the levels
of interest. A description of the method is given below.
3.2 Technique of Laser-Induced Fluorescence Lifetimes
Measurements
Excited-state lifetimes can be measured by the Laser-Induced Fluorescence (LIF) technique
with high accuracy and without dependence on any form of equilibrium in the population
distribution over di↵erent levels, and independently of number density [2].
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A pure sample of metal plasma is excited by a tuneable laser to the desired excited level. These
atoms will decay exponentially giving the intensity of the decay line, I(t), observed [2]:
I(t) / A21n2(t) = A21n2(0)e( t/⌧2)
where A21is the Einstein probability coe cient of spontaneous decay from level 2 to level 1 by
photon emission in unit time, n2 is the population of the excited upper level, t is time and ⌧2
is the lifetime of level 2 which is the desired quantity (see Figure 2.3 and section 2.2.2).
Tunable lasers select only a single upper level and significantly increase the population of that
level compared to other methods. Despite this a monochromator is usually used to exclude
background and scattered light as well as any light coming from other upper levels unintention-
ally excited. The exciting wavelength is usually also filtered out. The limiting factor on lifetime
measurements comes down to the shortest of exciting laser pulses and how short the time in-
tervals can be on the electronics recording the decay signal. The wavelength range available is
limited to the range available to the tuneable laser.
3.3 Level Lifetime Measurements: Experimental Details
For this thesis work the technique of time resolved laser induced fluorescence was used during
June 2009, at the Lund Laser Centre (LLC) , Sweden, the work being funded by the European
Union and Laserlab-Europe 1. Full details of this technique can be found in many published
works including [45, 46, 47, 48] and [49] so only a brief summary is given here.
The experimental set up used for the lifetime measurements is shown schematically in Figure 3.1,
and consists of two laser systems, the vacuum chamber and the output analysis system [50].
Free neutral vanadium atoms are produced by laser ablation. A pure vanadium foil is placed
on a rotating target in a vacuum chamber with 10 6-10 5 mbar pressure which is irradiated
perpendicularly by ablation laser pulses from the ablation laser system. The pulses enter the
top of the vacuum system through a fused-silica window, and are focused vertically onto the
1Website is http://www.laserlab-europe.net/access/userinfo.html, (Project ID llc001508)
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surface of the rotating vanadium foil. The produced plasma contains neutral as well as ionised
atoms in di↵erent ionisation stages which expand into the centre of the vacuum chamber. The
position in the centre of the chamber is referred to as the interaction zone and is about 10 mm
above the foil. Since the ions move much faster than the neutral atoms, after a short time
delay the ions have left the interaction zone and the plasma contains only neutral vanadium
atoms. This plasma can then be intersected at right angles by an excitation laser beam from
the tuneable laser system. This is a linearly polarised, pulsed laser beam tuned to the resonant
transition of the upper state of interest, exciting the neutral vanadium atoms in the plasma
to the desired upper level. Fluorescence from the spontaneous decay of these excited levels is
focused on to a monochromator to select the desired fluorescence line and block stray light. A
photomultiplier tube is employed to detect the fluorescent light.
The ablation laser system consists of a Nd:YAG laser (Continuum Surelite) of 532 nm wave-
length, and optics to focus the beam onto the foil target. The laser produces a pulse with 10 ns
duration at a repetition rate of 10 Hz and has a variable pulse energy of 2 - 10 mJ.
Figure 3.1: Experimental set-up for time-resolved LIF measurements of vanadium. Schematic diagram
showing the main components of the TR-LIF apparatus used in this study. Solid lines between compo-
nents indicate electrical connections and dashed lines represent light paths. The names of components
with abbreviated labels are given in full in the text [50].
The tuneable laser system consists of an injection-seeded and Q-switched Nd:YAG laser (Con-
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tinuum NY-82), an SBS (Stimulated Brillouin Scattering) compressor, a dye laser (Continuum
Nd-60), a potassium dihydrogen phosphate (KDP) crystal, a retarding plate, a  -barium borate
(BBO) crystal and an SSRS (Stimulated Stokes Raman scattering) cell.
The seeder laser, produces a 8 ns pulse with 400 mJ pulse energy at 532 nm and a repetition
rate of 10 Hz. The temporal compressor is used to shorten the laser pulse and includes a SBS
phase-conjugated reflector, a polarisation beam isolator and a beam expander. Two glass tubes,
filled with pure water and sealed with anti-reflection coated windows, serve as an amplifier
and a generator. The pulse duration of the output from the SBS temporal compressor is
approximately 1 ns and the loss in pulse energy is about 50%.
The compressed pulse is used to pump a dye laser, operated with a DCM dye. DCM (4-
Dicyanomethylene-2-methyl-6-p-dimethylaminostyryl-4H-pyran) is a type of organic molecule
dissolved in a solvent and used as a lasing medium as it can perform the subsequent non-linear
processes in order to obtain the required short wavelength radiation.
The radiation from the dye laser can be frequency doubled with a KDP crystal, and then mixed
with the fundamental frequency in a BBO crystal to produce the third harmonic of the dye laser
frequency. The use of these non- linear crystals for frequency doubling and mixing produces
tuneable pulses and extends the wavelength limits available.
The tuneable range of the exciting laser was expanded by focusing the second or the third
harmonic of the dye laser beam into a hydrogen gas cell at 10 bar, in which di↵erent orders of
stimulated Stokes and anti-Stokes Raman scattering were obtained in the SSRS cell.
Depending on the excitation requirement, the appropriate beam component was selected with
a CaF2 Pellin-Broca prism. The appropriate excitation light passes through two apertures and
is sent horizontally into the vacuum chamber and crossed with the expanding laser-induced
plasma.
The two laser systems are controlled externally by a digital delay generator (Stanford Research
Systems Model 535), which is used to adjust the delay time between the excitation and ablation
lasers.
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When the atoms move into the centre of the vacuum chamber, the excitation beam interacts
with the vanadium atoms. Fluorescence from the spontaneous decay of the excited levels is
focused by a fused-silica lens onto the entrance slit of a 1/8 m monochromator which is used
as a filter to choose a desired fluorescence line and block stray light. A Hamamatsu 1564U
micro-channel-plate (MCP) photomultiplier tube (200 ps rise time and 200-600 nm spectral
response region) was employed to detect the fluorescent light selected by the monochromator.
The photomultiplier is connected to a digital transient oscilloscope (Tektronix Model DSA 602),
which is triggered by a photo-diode (Thorlabs SV2-FC with a 120 ps rise time), driven by a
reflection from the excitation laser beam. The signals are averaged and then transferred to a
computer where the evaluation of the lifetimes is performed. A smooth fluorescence decay curve
can be obtained for lifetime evaluation by averaging fluorescence photons from 1000 pulses in
order to obtain a su ciently high signal-to-noise ratio. Approximately 10-20 curves are recorded
for each level under study, under di↵erent experimental conditions and the averaged lifetime
value was adopted as the final result. The uncertainty in the values represents one standard
deviation in the lifetime values.
The longer lifetimes, those longer than 10 ns, were evaluated by fitting a single least-square
exponential decay fitting procedure, and a background function, to the region after the pulse
had expired. However, for the short-lived excited states, when the excitation laser pulse may
still be present, such as those from the w4F levels with lifetimes of 3.1 ns, the temporal shape of
the exciting laser pulses was recorded after the ablation beam was blocked. The decay curves
were analysed by deconvoluting the observed signal and the laser pulse using the computer
program DECFIT [48].
Lifetime measurements were performed under di↵erent conditions to avoid systematic errors.
These systematic influences on the lifetime measurements can a↵ect the accuracy of the mea-
sured lifetimes. In these experiments special attention has been given to all possible systematic
e↵ects, such as flight-out-of-view e↵ects, radiation trapping and collisional e↵ects, on fluores-
cence decay curves, by adjusting a variety of experimental conditions discussed below.
A static magnetic field of about 100 Gauss, provided by a pair of Helmholtz coils, is employed to
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eliminate potential Zeeman quantum beats e↵ects for long-lived states. Quantum beats occur
when there is a coherence established between non-degenerate energy eigenstates of an atom.
Several sublevels can be populated simultaneously by the short excitation laser pulse if the
frequency pulse is larger than the energy separation between these sublevels. Short lifetimes
are measured in a near-zero residual magnetic field and long lifetimes in a high field to smear
out Zeeman beats.
Flight-out-of-view e↵ects refer to error in the measured lifetime due to motion of excited atoms
relative to the system. If a significant fraction of the excited atoms leaves the detection region
before radiating the earlier occurring decays will be e↵ectively oversampled and the measured
lifetime will be shortened. Flight-out-of-view e↵ects are important in lifetime measurements,
especially for long lifetimes. Therefore, the position and width of the entrance slit of the
monochromator and the delay times between the ablation and the excitation pulses were ad-
justed during the experiment in order to identify and eliminate possible influences of such
e↵ects.
Radiative trapping can occur in a system where radiation emitted can be absorbed before leav-
ing the system. This is a problem when measuring lifetimes as this radiation is not recorded
from the initial emission but may be recorded after subsequent emissions and artificially in-
crease the lifetime recorded. To make sure that the experimental lifetimes were not a↵ected by
collisions and radiative trapping, the intensity of the ablation pulse and the delay time were
changed, i.e. the atomic density and temperature were changed. The signal intensities were
varied, but the lifetime values were found to be constant, which implied that the collisional
quenching and radiation trapping e↵ects were negligible.
When the delay time is short, the radiation trapping can possibly influence the lifetime values.
When the delay time gets longer, the concentration of atoms and ions decreases and the radia-
tion trapping e↵ects can be neglected. The measurements were carried out at delay times t =
2.8 - 5.5 µs. At these values of the delay, no e↵ect of radiation trapping was observed.
To ensure a linear response of the detection system and to avoid the saturation e↵ect, the
fluorescence signals were detected with di↵erent neutral density filters inserted in the exciting
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laser light path. The errors quoted in the lifetimes in this work include the statistical scattering
between the di↵erent recordings and di↵erent curve fittings, as well as any remaining systematic
e↵ects.
3.4 Lifetime results
Table 3.1 displays 44 neutral vanadium level lifetimes of which 25 are measured in this work
using Laser-Induced Fluorescence at the Lund Laser Center, and of these 25, 21 were previously
unmeasured at the time of this thesis work. However, since my measurements were made, two
recent publications Den Hartog et al [35] and Wang et al [36] have also reported experimental
lifetime measurements, and for completeness, values of these are given where we measured the
same levels or where we subsequently used these lifetimes in the transition probability work of
this thesis.
Table 3.1 lists the level lifetimes, in increasing energy of the level energy and grouped according
to their terms. The level energy from [15] is listed in the fourth column with the energy level
configuration, term and J value listed in the first three columns. The lifetimes obtained in this
work are listed in column five with the uncertainties in ns. Other published experimentally
measured lifetimes are listed in the final columns with their uncertainties in ns.
For 25 of these levels, we provide new lifetime values from our LIF measurements, which agree
with the previous work of Whaling et al [32], Doerr et al [31], or Den Hartog et al [35], where
those studies overlap. The close agreement we observe with the recent study of V I lifetimes
by Den Hartog [35] is expected given the maturity of the LIF experiments at the University
of Wisconsin (USA) and at Lund University (Sweden). It is noted that the two independent
studies of lifetimes for these levels produced consistent results.
Four previously published lifetimes were re-measured for levels y6D9/2, y4D7/2, z4P1/2 and
y4G5/2. These were selected due to their range of lifetime values (at 7.9, 12.5, 24 and 74 ns),
and because y6D9/2, y4D7/2 and z4P1/2 lifetimes were measured in the previous publications of
primary comparison for this work, Whaling et al (1985) [32]. The y4G5/2 lifetime was previously
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measured by Xu et al (2006) [33] and was found to deviate substantially from the predicted
value in Kurucz calculations [30]. This was re-measured to confirm experimentally this lifetime
value.
Overall the new lifetimes of this thesis are in close agreement with the recent results of Den
Hartog et al [35], providing an independent set of measurements of comparable accuracy.
The Kurucz calculated theoretical lifetime values quoted in this work are from his website from
a list dated 13th August 2011 [40].
The previous measurements cited in the final column of Table 3.1 used a variety of di↵erent
experimental techniques to obtain the lifetimes quoted, a full discussion of previous work on
level lifetimes can be found in section 1.4.
Younger et al (1978) [28] is a NIST critical evaluation of previous work on vanadium normalising
the data from a number of sources onto an absolute scale. Roberts et al (1973) [27] employed
the beam-foil technique for lifetime measurements. In the Doerr et al (1985) [31] work calcu-
lations of level lifetimes were made from other published experimentally measured transition
probabilities (from Younger et al (1978) [28] and Corliss and Bozman (1962) [24]) and do not
have stated uncertainties. All other previous work, Xu et al (2006) [33], Whaling et al (1985)
[32], Rudolph and Helbig (1982) [29] except Doerr et al (1985) [31] employed Laser-Induced
Fluorescence, which is the same technique employed in this work. Doerr et al employed the
hook absorption method.
As mentioned earlier the level lifetimes measured for y6D9/2, y4D7/2 have previously been mea-
sured and presented in publications enabling a comparison between measurements.
For the y6D9/2 level the new measured level lifetime agrees within uncertainties with the previous
LIF measurements, and although it is about 15% lower than the Roberts et al [27] beam foil
measurement it is within the uncertainties of that measurement. It is not in agreement with one
of the calculated lifetime values (calculated in [31] from the measured transition probabilities of
[28]). The value from this source for the level lifetime of y4D7/2 is also significantly higher than
the measured value in this work. This could indicate a systematic error in the calculation of
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Table 3.1. New measured Radiative lifetimes for V I levels with some additional measured
lifetimes used in this work for log(gf) values reported in Section 7.1.2 [50].
Measured lifetimes, ⌧ (ns)
Configuration Term J Energy (cm 1)a This Study Kuruczk Whalingb Den Hartogc Other LIF Values
3d3 (4F) 4s4p (3P) z6D 1/2 18085.952 275 390 ± 40 407.0 ± 20.4
3d3 (4F) 4s4p (3P) z6D 3/2 18126.250 291 395 ± 40 411.0 ± 20.6
3d3 (4F) 4s4p (3P) z6D 5/2 18198.091 321 395 ± 40 410.0 ± 20.5
3d3 (4F) 4s4p (3P) z6D 7/2 18302.280 380 385 ± 40 406.0 ± 20.3
3d3 (4F) 4s4p (3P) z6D 9/2 18438.044 407 370 ± 40 393.0 ± 19.7
3d3 (4F) 4s4p (3P) z4D 1/2 20606.467 64.9 86 ± 3 84.7 ± 4.2
3d3 (4F) 4s4p (3P) z4D 3/2 20687.769 66.2 83 ± 3 86.4 ± 4.3
3d3 (4F) 4s4p (3P) z4D 5/2 20828.481 68.0 89 ± 3 88.6 ± 4.4
3d3 (4F) 4s4p (3P) z4D 7/2 21032.503 69.9 92.5 ± 3 91.3 ± 4.6
3d4 (5D) 4p z6P 3/2 24648.114 27.3 ± 1.5 28.4 28.4 ± 1.4
3d4 (5D) 4p z6P 5/2 24727.841 27.4 ± 1.5 28.5 28.2 ± 1.4
3d4 (5D) 4p z6P 7/2 24838.578 26.6 ± 1.5 29.0 28.1 ± 1.4
3d4 (5D) 4p z4P 1/2 24770.673 23.3 ± 1.0 21.8 24 ± 1 24.7 ± 1.2
3d4 (5D) 4p z4P 3/2 24915.151 21.8 24 ± 1 25.6 ± 1.3
3d4 (5D) 4p z4P 5/2 25131.002 21.6 25 ± 1 25.4 ± 1.3
3d4 (5D) 4p y6F 1/2 24789.401 9.2 ± 0.3 7.9 9.4 ± 0.5
3d4 (5D) 4p y6F 3/2 24830.221 8.9 ± 0.3 7.9 9.2 ± 0.5 12.1 ± 3.0 h
3d4 (5D) 4p y6F 5/2 24898.804 8.8 ± 0.3 7.9 9.1 ± 0.5 12.1 ± 3.0 h
3d4 (5D) 4p y6F 7/2 24992.909 8.8 ± 0.3 7.9 9.1 ± 0.5 11.9 ± 3.0h
3d4 (5D) 4p y6F 9/2 25111.473 8.9 ± 0.3 7.8 9.1 ± 0.5
3d4 (5D) 4p y6F 11/2 25253.457 8.7 ± 0.3 7.8 9.0 ± 0.5
3d4 (5D) 4p y4D 1/2 26182.637 9.6 12.3 ± 0.5 12.4 ± 0.6 12.3 ± 0.7e; 12.7 ± 0.9d
3d4 (5D) 4p y4D 3/2 26249.476 9.7 12.3 ± 0.5 12.5 ± 0.6 11.9 ± 0.7e; 12.9 ± 0.9d
3d4 (5D) 4p y4D 5/2 26352.634 9.8 12.4 ± 0.5 12.5 ± 0.6 12.4 ± 0.7e; 13.3 ± 0.9d
3d4 (5D) 4p y4D 7/2 26480.286 12.3 ± 0.5 9.9 12.5 ± 0.5 12.6 ± 0.6 12.2 ± 0.7e; 13.8 ± 1.0d
3d4 (5D) 4p y6D 1/2 26397.633 7.4 7.7 ± 0.6 8.2 ± 0.4 8 ± 0.4e
3d4 (5D) 4p y6D 3/2 26437.754 7.4 7.8 ± 0.5 8.1 ± 0.4 8.1 ± 0.4e
3d4 (5D) 4p y6D 5/2 26505.953 7.4 7.9 ± 0.5 8.1 ± 0.4 7.9 ± 0.4e
3d4 (5D) 4p y6D 7/2 26604.807 7.4 7.8 ± 0.5 8.0 ± 0.4 8 ± 0.4e; 7.8 ± 0.5f
3d4 (5D) 4p y6D 9/2 26738.323 7.9 ± 0.4 7.5 7.9 ± 0.5 8.0 ± 0.4 7.8 ± 0.4e; 9.3 ± 1.4 h
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Table 3.1 (cont’d)
Measured lifetimes, ⌧ (ns)
Configuration Term J Energy (cm 1)a This Study Kuruczk Whalingb Den Hartogc Other LIF Values
3d3 (4P) 4s4p (3P) x6D 1/2 28313.626 35.5 ± 2.0 19.6 35.6 ± 1.8 36.4 ± 2.5f
3d3 (4P) 4s4p (3P) x6D 3/2 28368.753 36.5 ± 2.0 19.6 35.9 ± 1.8 36.5 ± 2.6f
3d3 (4P) 4s4p (3P) x6D 5/2 28462.177 37.0 ± 2.0 19.4 36.6 ± 1.8 37.7 ± 2.6f
3d3 (4P) 4s4p (3P) x6D 7/2 28595.637 37.5 ± 2.0 19.2 37.7 ± 1.9 38.7 ± 2.7f
3d3 (4P) 4s4p (3P) x6D 9/2 28768.142 40.0 ± 2.0 19.0 39.5 ± 2.0 39.7 ± 2.8f
3d3 (2G) 4s4p (3P) y4G 5/2 30635.580 72.0 ± 4.0 18.0 72.4 ± 3.6 76.4 ± 4.2f; 74 ± 5.0g
3d3 (4F) 4s4p (1P) w4F 3/2 32738.130 4.6 ± 0.3 3.1 4.5 ± 0.2
3d3 (4F) 4s4p (1P) w4F 5/2 32846.822 4.1 ± 0.3 3.1 4.1 ± 0.2
3d3 (4F) 4s4p (1P) w4F 7/2 32988.845 4.4 ± 0.3 3.1 4.2 ± 0.2
3d3 (4F) 4s4p (1P) w4F 9/2 33155.331 4.1 ± 0.2 3.1 4.0 ± 0.2
3d4 (3H) 4p z4I 9/2 37285.057 14.2 ± 2.0 † 11.6 25.8 ± 1.3
3d4 (3H) 4p z4I 11/2 37315.932 13.5 ± 0.8 10.3 14.3 ± 0.7 15.0 ± 2.3 h
3d4 (3H) 4p z4I 13/2 37404.329 11.9 ± 0.8 10.0 12.5 ± 0.6 13.7 ± 2.1 h
3d4 (3H) 4p z4I 15/2 37518.445 11.6 ± 0.8 9.9 12.3 ± 0.6 11.6 ± 1.7 h
aThorne et al. (2011) [15]
bWhaling et al. (1985) [32]
cDen Hartog et al. (2014) [35]
dRudolph & Helbig (1982) [29]
eDoerr et al. (1985) [31]
fWang et al. (2014) [36]
gXu et al. (2006) [33]
hRoberts et al. (1973) [27]
kKurucz (Theoretical Values) [40]
†calculated in the work
the lifetime from the transition probabilities or of this method which is from data with greater
uncertainties. The measured value of this y4D7/2 lifetime in this work is in agreement with the
other LIF measured lifetimes previously measured.
The level lifetime for z4P1/2 measured in this work is in agreement, within uncertainties, with
the previous measurement in [32].
The Kurucz calculated value of the y4G5/2 lifetime is an order of magnitude di↵erent from
the measured lifetime in this work, although the new measurement does agree with the other
experimentally measured lifetimes for this level within the experimental uncertainties [33, 35, 36]
This can happen due to the atomic theory model which Kurucz employs in these calculations
which may not always correctly calculate the e↵ects of level mixing in complex atoms and the
significant deviations from LS coupling. It is also possible that an alternative level was excited
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instead of the desired y4G5/2 level, especially as the independent measurements were using the
same experimental method so both measurements may have been a↵ected.
Figure 3.2: Example of a measured lifetime decay curve for the y4G5/2 upper energy level in V I.
Laser Excitation time is 10.7 ns, lifetime, ⌧ = 72 ± 4 ns
In figure 3.2 the decay curve for the y4G5/2 upper level lifetime measurement and the laser
excitation pulse are plotted against time. The laser excitation pulse can be seen (red) as a
very sharp peak falling away rapidly and the lifetime decay curve as the second peak (black)
falling away much more slowly. The intensity scale is the number of counts recorded, which is
proportional to the number of photons counted. Long lifetimes (relative to the excitation pulse
lifetime) like this were evaluated using a least-square exponential fitting procedure where 3–5
di↵erent fits were taken with di↵erent parameters to find the average.
The fluorescence transition used to attempt to measure the 3d4 (3H) 4p z4I 9/2 level lifetime was
too weak for accurate measurement of a decay curve. There were insu cient photons for the
fluorescence to be detected within the time constraints. All lifetimes from levels in the z4I term
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were challenging to measure due to low SNR of the observed decay curves. However, decay
curves measured for the other three levels of z4I gave su cient SNR and consistent derived
lifetimes with 11, 10 and 10 measurements for decay curves for z4I 15/2, z4I 13/2 and z4I 11/2
respectively.
Although the 3d4 (3H) 4p z4I 9/2 lifetime was unable to be experimentally measured, an estimate
for its value could be calculated from its predicted theoretical lifetime and those of the three
levels of 3d4 (3H) 4p z4I term, and the measured lifetimes of these.
The three measured levels, z4I 11/2, z4I 13/2, z4I 15/2, all have measured lifetimes slightly higher
than the theoretically calculated lifetimes. By finding the fractional di↵erence in the measured
and theoretical lifetimes a scaling factor of 0.8186 was calculated by which the predicted lifetime
could be scaled to find an estimate of the actual lifetime. A value of 14.2 ns for the z4I 9/2 level
lifetime is thus estimated. The uncertainty in the lifetime estimate was calculated:
 u =
p
(L%err)2 + (STD%err)2 (3.4.1)
where  u is the uncertainty of the lifetime, L%err is the mean of the uncertainties of the life-
times of the three other levels as a percentage and STD%err is the standard deviation of the
percentage di↵erence between the predicted and the measured lifetimes, which have been added
in quadrature to give the calculated uncertainty in the calculated lifetime.
The estimated lifetime for z4I 9/2 is found as a result to be 14.2 ± 2.0 ns.
This di↵ers significantly from that of Den Hartog et al [35] who did manage to measure the
z4I9/2 lifetime experimentally. It may well be that there is significant level mixing not accounted
for in the Kurucz calculation of the z4I9/2 level lifetime. z4I9/2 is omitted from my oscillator
strength measurements in Chapter 7.
The lifetimes of this thesis in Table 3.1 and for levels not measured by me, the ⌧ with the lowest
uncertainty from Whaling et al [32] or Den Hartog et al [35] are used in the oscillator strength
calculations of Chapter 7.
Chapter 4
Fourier Transform Spectroscopy
Theory
Spectrometers can be divided into two main types; dispersive spectrometers, such as prisms and
grating spectrometers, and interferometric, such as Fabry-Perot and Fourier Transform Spec-
trometers. Dispersive spectrometers spread wavelengths out spatially, whereas interferometric
instruments impose a wavelength-dependant modulation on the undispersed signal which en-
ables di↵erent wavelengths to be distinguished. The di↵erences cause practical consequences
which have led to Fourier Transform instruments becoming the preferred spectrometers for the
work of this thesis. The distinction is otherwise rather arbitrary as all the instruments work
by the superposition of light rays in di↵erent phases (for example infinite rays in prisms or two
beams in FT spectrometers).
A Fourier Transform Spectrometer is based on a Michelson Interferometer, with an output
signal, interferogram, as a function of the path di↵erence x between two light beams which
is the Fourier transform of the spectrum. The spectrum can be recovered unambiguously by
taking the inverse Fourier transform of the measured interferogram.
Throughout this chapter the theory behind Fourier Transform spectrometers will be discussed
with comparison to other spectrometer types.
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4.1 The Ideal Interferometer
In an idealised interferometer the incoming light beam is incident upon a beamsplitter which
reflects half and transmits the other half of the light, these two halves of the light beam are
then reflected o↵ two mirrors and sent back towards the beamsplitter which recombines the
beams. One mirror is stationary (M1) while the other moves (M2) and a compensating plate is
added to the optical path of the light which is reflected first to equate the optical paths through
the same thickness of beamsplitter material.
The path di↵erence is created by one of the mirrors slowly moving parallel to the light beam
direction back and forth about the point where the mirrors are equal distance apart. This
position is called the zero path di↵erence. The two light beams interfere on recombination
depending upon the di↵erence in paths the light beams experienced travelling to and from the
mirrors.
The input spectrum B( ) passes through the interferometer and is converted into an interfero-
gram I(x) and is detected at the output. The interferogram contains all the original information
about the light source which can be extracted by inverse Fourier transform to obtain the spec-
trum.
FT spectrometer designs can also use catseye retroflectors, as seen in Figure 4.1, and a second
beamsplitter so the returning light beams are on di↵erent paths to the incoming beams which
allows a second output to be collected (OP1 and OP2). There are then two outputs at the second
beamsplitter, where the transmitted part of one beam will interfere with the reflected part of
the other (and vice-versa). Catseye-retroreflector combinations have two main advantages, first
they are easier to align than plane mirrors. Second, by using this configuration the second
output, OP2 in Figure 4.1 is separated from the input signal and can be observed separately
which e↵ectively doubles the obtainable signal.
A schematic diagram of Fourier Transform spectrometer using catseye retroflectors is shown in
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Figure 4.1: Diagram of interferometer light paths in a Fourier transform Spectrometer using catseye
retroflectors [37]
.
Figure 4.1, where:
r1 and r2 = amplitude reflection coe cients at beamsplitter and recombiner respectively
t1 and t2 = amplitude transmission coe cients at beamsplitter and recombiner respectively
rm1 and rm2 = amplitude reflection coe cients at catseye mirrors
rs1 and rs2 = amplitude reflection coe cients at secondary mirrors
M1 and M2 = Fixed mirror and moving mirror respectively
OP1 = Balanced output
= both beams experience a reflection and transmission
OP2 = Unbalanced output
= one beam experiences 2 reflections, and the other experiences 2 transmissions
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Considering in the first instance the case of monochromatic light; a monochromatic plane wave
has incident amplitude represented by ei!t [51]. Therefore the amplitude at the output OP1 is
[51]:
AOP1 = A0e
i!t[r1r
2
m1rs1t2e
 i2⇡ x1 + r2r2m2rs2t1e
 i2⇡ x2 ] (4.1.1)
where Ao is the maximum amplitude of the wave and for an ideal interferometer:
r1 = r2 = r (4.1.2)
rm1 = rm2 = rm (4.1.3)
rs1 = rs2 = rs (4.1.4)
t1 = t2 = t (4.1.5)
and the total reflection coe cient of the catseyes can be expressed as rm.rs = rc. This leads to:
AOP1 = A0rrcte
i!t[e i2⇡ x1 + e i2⇡ x2 ] (4.1.6)
Multiplying this by its complex conjugate A⇤OP1 gives the intensity at OP1:
I = AOP1A
⇤
OP1 (4.1.7)
= 2A20r
2r2c t
2[1 + cos2⇡ (x2   x1)] (4.1.8)
= I  + I  cos 2⇡ (x2   x1) (4.1.9)
where the path di↵erence is x = (x2   x1) and the sole I  term is a constant which only
contributes to the noise of the final spectrum so the intensity at OP1 can be written as:
I / cos2⇡ x (4.1.10)
If the moving mirror moves at a constant velocity of v/2 the path di↵erence will vary as x = vt,
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and then
I / B( 0)cos2⇡ vt (4.1.11)
where B( 0) is the intensity of the incident light at a wavenumber  0.
Now consider polychromatic light which consists of many spectral elements. We must consider
a spectral element d  at wavenumber frequency   so the energy detected would be B( )d .
The corresponding interferogram dI(x) is the energy detected at optical path di↵erence x, and
would be:
dI(x) = 2r2r2c t
2B( )d  cos(2⇡ x) (4.1.12)
Integrating over the frequency variable,   in the range 0     1 gives the energy detected
at path di↵erence x:
I(x) = 2r2r2c t
2
Z 1
0
B( )[1 + cos(2⇡ x)]d  (4.1.13)
Where r, rc and t can be taken to vary only a negligible amount over the spectral range and
the term independent of x can be neglected as it gives no information about the spectral
distribution.
I(x) =
Z 1
0
B( )cos(2⇡ x)d  (4.1.14)
The spectrum can then be recovered by taking the inverse Fourier transform of I(x).
The output interferograms will look di↵erent depending upon the input source [51]. For example
a monochromatic source input has a single spectral line so will have an interferogram of a single
cosine wave, a close approximation to this is a He-Ne laser. A spectrum containing a large
number of lines will result in an interferogram which is a superposition of all the individual
interferograms of all the individual input spectral elements. The interferogram of a continuous
spectrum will theoretically be a delta function, but in reality is just a close approximation to
4.2. The Real Interferometer 47
it.
4.2 The Real Interferometer
A real interferometer is a↵ected by many non-ideal features of the FT Spectrometer, the three
most prominent being the finite entrance aperture, finite optical path di↵erence and digital
sampling. I will discuss each of these below:
4.2.1 Finite Entrance Aperture
The idealised case assumes the entrance aperture to be a point source with only on-axis rays
radiating from it. To obtain an observable amount of radiation at the detector a finite and
sometimes large aperture diameter is necessary. In the Imperial College FT spectrometers (IC
FTS) a range of 0.7 – 8 mm in aperture diameter is available, depending on the resolution
required. Therefore it is necessary to take account of o↵-axis rays.
Figure 4.2: The o↵-axis ray for a finite entrance aperture with path di↵erence xcos✓ [52]
The path di↵erence for light at angle ✓ compared to on-axis light is x cos ✓, as seen in figure 4.3.
If one assumes monochromatic radiation and input aperture to have a small solid angle d⌦ then
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the interferogram obtained, dI(x), is given by:
dI(x) = d⌦cos(2⇡ xcos✓) (4.2.1)
If ✓ is assumed to be small then:
cos✓ ' 1  ✓
2
2
(4.2.2)
which when substituted into the equation for dI(x) becomes:
dI(x) = d⌦cos(2⇡ x(1  ✓
2
2
)) (4.2.3)
If ⌦ is the solid angle subtended by the input optics at angle ✓, then it can be said that
✓2/2 = ⌦/2⇡ and thus the interferogram from the whole input aperture can be found by
integrating from 0 to ⌦max which is the maximum solid angle
I(x) =
Z ⌦max
0
dI(x) =
Z ⌦max
0
d⌦cos(2⇡ x(1  ✓
2
2
)) (4.2.4)
= ⌦maxsinc(
 x⌦max
2⇡
)cos(2x⇡ (1  ⌦max
4⇡
)) (4.2.5)
From this it can be seen that the idealised theory can be adapted by two changes to include
the finite aperture. The first is a change in scale:
from x to x(1  ⌦max/4⇡)
or   to  (1  ⌦max/4⇡)
which requires a wavenumber correction of the order of 0.010 cm 1 at 10000 cm 1.
The second e↵ect is to modulate the interferogram by a sinc function, and as this function
depends on   the e↵ect will vary with wavenumber. For a broadband spectral source, because
of the dependence of the sinc function on  , there is no unique condition for the size of ⌦max.
A standard criterion used in practise is that of maximum fringe amplitude for the highest
wavenumber,  max, at the longest path di↵erence.
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Then the modulation term from ⌦max in the interferogram is:
⌦maxsinc(
 maxx⌦max
2⇡
) (4.2.6)
The sinc modulation is maximised at xmax = L and ⌦max, which is:
 maxL⌦max
2
=
⇡
2
(4.2.7)
or
⌦max =
⇡
L max
(4.2.8)
This means the spectrum is convolved with a top-hat function of width    where
   =
 max⌦max
2⇡
(4.2.9)
(4.2.10)
When combined with Equation 4.2.8:
   =
1
2L
(4.2.11)
So if the input aperture is set to receiving half a modulation fringe of the maximum frequency
at the maximum optical path di↵erence then the spectral resolving width arising from the finite
input aperture matches that due to the limit on optical path di↵erence [52]:
⌦max =
2⇡  
 max
=
2⇡
R
(4.2.12)
where R is the resolving power, and since ⌦ = ⇡✓2:
R =
2
✓2max
(4.2.13)
It can be seen that the angle of the incident light influences the resolving power of the spec-
trometer, so there is a trade-o↵ between resolution and through-put.
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4.2.2 Finite Path Di↵erence
The finite path di↵erence is a physical limitation of the interferometer; the moving mirror can
only move over a finite distance. For a path di↵erence x limited to ± L, this has an e↵ect on
the interferogram equivalent to multiplying the interferogram by a top hat function:
Iobs(x) = 2 cos(2⇡ 0x)
Yh x
2L
i
(4.2.14)
As can be seen in Figure 4.3 in the spectral domain this is equivalent to a convolution with a
sinc function:
Bobs( 0) =  (     0) ⇤ sinc(2⇡L ) (4.2.15)
Figure 4.3: The e↵ect of (a) an infinite scan and (b) a finite scan on a monochromatic light source,
the numbers on the spectrum represent the resolution widths positioned at 1/2L cm 1 (numbers 1- to
4 are the positions the sinc function crosses the x axis) [53]
In an experimental spectrometer in practice the negative side lobes, or ringing, in the spectrum
can e↵ectively be removed if the path di↵erence chosen is greater than the coherence path
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length, as the ringing then falls inside the Doppler profile of the spectral line.
4.2.3 Digital Sampling
It is impractical to make a continuous measurement of the interferogram as the analogue tech-
nique involved is too slow and such high resolution is not required. Therefore the discrete
Fourier transform technique is employed. There are many di↵erent algorithms but the most
e cient is the Fast Fourier Transform (FFT).
For the FFT the sampling interval  x must be equally spaced and constant throughout the
interferogram. Also the Nyquist sampling theorem [51] states that the maximum sampling
interval is given by:
 x =
1
2 max
(4.2.16)
In practice the spectrum is usually oversampled, see Figure 4.4c.
The sampled interferogram Is(x) is then equivalent to the continuous interferogram I(x) and a
comb (SHAH) function III(x/ x), see Figure 4.4.
Is(x) = I(x).III(x/ x) (4.2.17)
The Fourier transform of a SHAH function III (x/ x), is another SHAH function III (  x)
and the resulting spectrum is a convolution of the SHAH function III (  x) and the discrete
spectrum B( ):
S( ) = B( ) ⇤ III(  x) (4.2.18)
where B( ) is the spectrum and III (  x) governs the spacing of the B( ) replicas, see Fig-
ure 4.4.
In practise due to sampling the interferogram aliasing occurs, which is where the desired spec-
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Figure 4.4: Diagram showing sampling and signal aliasing a. under-sampled (greater than Nyquist
sampling interval): signal duplicates overlap. b. Nyquist-sampled: signal duplicates repeat directly
after each other. c. over-sampled (less than Nyquist Sampling Interval): separation between signal
duplicates. d. continuous sampling would result in a single signal, no duplicates [53].
trum is replicated with the spacing given by    = 1/ x in wavenumbers. This is, as seen
above, due to the spectrum being convolved with a comb of delta functions with the same
spacing, due to the sampling.
In the oversampled case (Figure 4.4c) the aliased spectra are clearly separated on the wavenum-
ber scale, this easily allows for a single replication of the spectrum to be selected by multiplying
by a rectangle function, thus selecting one of the alias copies. Filter and detector combinations
are carefully selected to avoid observing ghosts that would be caused by any spectrum signal
detected outside the range of the alias limits selected [51].
The sampling system of the Imperial FT spectrometer is based on the approach of J.W. Brault
[54].
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4.2.4 Noise
For FT instruments the photon noise is distributed evenly throughout the spectrum. Photon
noise is a fundamental statistical lower limit on the noise, and is caused by random fluctuations
in the rate of photon arrivals. For np photons arriving at the detector in a set time the noise
contribution would be ±pnp.
Additionally there is source noise. This is di cult to remove as source noise is chromatically
dependant. In practise only very stable light sources are used, in this work a Hollow Cathode
Lamp (HCL), and the photon noise dominates, with the source noise being negligible.
To improve the SNR in a spectrum many measurement scans of the interferogram are taken
and then added together, called co-adding. Co-adding N spectra together improves the SNR
by
p
N as the noise is added incoherently due to its random nature [51]. Also the Fourier
transform of white noise, is white noise and thereby is distributed uniformly throughout the
spectrum. When scans are co-added together the signal of the spectral lines will add coherently
and the noise will not, thus giving an improved SNR.
4.3 Spectral Measurements with Fourier Transform Spec-
troscopy
“The wide spectral range and good resolution and luminosity of FTS make it a particularly
suitable technique for measuring branching fractions.” [55]
Over the last 20 years FT spectroscopy has become the established technique to measure atomic
transition lines, not only in the IR and Visible but now in the UV and into VUV spectral regions,
with the short wavelength limit currently at 140 nm [3].
Originally FT spectrometry was used in the IR due to its multiplex and throughput advantages
over grating spectroscopy, and noise was detector limited [51]. The multiplex advantage is
the time advantage achieved by the instrument simultaneously measuring signal over a range
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of frequencies to obtain a given SNR. Noise in an FT instrument is not proportional to the
intensity, unlike in a grating instrument, which is a great advantage in the IR region which is
mainly detector noise limited. In the UV it is mainly photon noise limited so the ‘multiplex
advantage’ is mostly lost. The throughput advantage results from the very restricted entrance
and exit slits required for grating instruments compared to interferometer instruments which
are only limited by the diameter of the collimated beam from the source.
FT spectroscopy can, in an instrument a fraction of the size of a large grating spectrometer, yield
Doppler limited resolving power and a linear wavelength scale needing, in principle, a single
reference line for wavelength calibration. The slowly varying photometric response makes it
suitable for relative intensity measurements, although the multiplex and throughput advantages
over grating spectroscopy are not relevant in the UV. Summarised below are the chief advantages
of FT spectroscopy.
4.3.1 High Resolution
The spectral resolution of an FT spectrometer is determined by the maximum path di↵erence,
and is given by:
Resolution    = 1/(2L) (4.3.1)
Resolving Power < = 2L/  (4.3.2)
For example the Imperial FT spectrometer has a maximum path di↵erence of 20 cm which
corresponds to a maximum resolving power of 2x106 at 50 000 cm 1 (200 nm). The line widths
of iron group element transitions in the emission spectrum for a hollow cathode lamp discharge
are typically a few tenths of a wavenumber in the visible region so this resolving power is capable
of fully resolving such lines. Thus FT spectroscopy provides Doppler limited resolving power
in an instrument a fraction of the size of a large grating spectrograph (typically 6-10 m focal
length). This high resolution allows studies of hyperfine structure (HFS) and isotope shifts to
be carried out, for example as was done for Co I and Co II [56, 57, 58] as well as for Mn I
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[59, 60, 61].
4.3.2 Linear Wavenumber Scale
The wavenumber scale of an FT spectrometer is linear due to the properties of the Fourier trans-
form and is derived from the sampling intervals of the interferogram. Although the sampling
intervals are determined from the fringes of a stabilised He-Ne laser small angular di↵erences
between the source and laser beams through the instrument means that absolute wavenumber
calibration cannot be taken from the laser wavelength. In grating spectroscopy, for comparison,
a set of reference wavelengths are needed which are distributed throughout the spectral region.
The wavenumber accuracy of a line in a FT spectrum is given by the uncertainty in the wave-
length calibration and by the statistical uncertainty of the measurement of the line position.
The uncertainty in the measurement of the line position of a well resolved symmetric line of
width FWHM is [3, 51]:
Uncertainty = FWHM/(2 ⇤ SNR) (4.3.3)
So for example, a strong unblended line with SNR of 100, Doppler width of 0.2 cm 1 (typical
of a hollow cathode lamp emission line in the UV), the wavenumber uncertainty would be
approximately 0.002 cm 1, but does depend on wavelength region.
This high wavelength accuracy easily matches that needed for analysis of stellar spectra.
4.3.3 Large Free Spectral Range
The FT Spectrometer has a unique combination of large free spectral range (many thousands of
wavenumbers) and high resolution compared to other spectrometers. With a grating spectrom-
eter the wavelength range may be large however the resolution is not as high as that of an FT
spectrometer. Also Laser and Fabry-Perot spectroscopic techniques surpass FT spectroscopy
in resolution but are unsuitable for studying spectra consisting of thousands of lines covering a
broad spectra range, they are very much line by line techniques.
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4.3.4 Slowly Varying Photometric Response
FT spectroscopy is suited to making reliable measurements of relative intensities and branching
ratios due to its wide free spectral range, high resolution, as well as its slowly varying photo-
metric response. As an interferogram is a measurement of all spectral elements simultaneously,
any small drifts in source intensity will not lead to large errors in branching ratios, although
careful calibration needs to be undertaken.
4.3.5 Disadvantages
The main disadvantages of using FT spectrometers are their short wavelength limit and the
inability to use a pulsed or unstable light source that may be needed to excite energy levels
or states of ionisation above the first or second ionisation state. Also some weak lines seen
in grating spectra are not present in FT spectra, this is in part due to the uniform frequency
distribution of ‘white noise’ generated in the Fourier transform caused by the stronger lines,
which results in weak lines being below the noise level.
4.4 FT Spectrometry at Imperial College London
As new astronomical spectrographs were operating in the UV and VUV it was necessary to
extend the uses of FT spectrometry in the IR and visible out to the VUV to enable large scale
analysis of the entire spectral region.
The Imperial FT spectrometer [62] overcame the challenges of higher optical and mechanical
tolerances necessary at shorter wavelengths. Initially, the short wavelength cut o↵ was at
178 nm and was limited by the use of a silica beamsplitter, but this was then been extended
down to 140 nm due to the use of a MgF2 beamsplitter, which is the current short wavelength
limit for FT spectrometers of this type [63]. A schematic diagram of the IC FTS is shown in
Figure 4.5 [3].
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Figure 4.5: Schematic diagram of the FT spectrometer layout at Imperial College London [3]
FT spectroscopy can now cover the whole IR to visible and into the VUV spectral range (with
a 140 nm limit) and is thus ideally suited to studies of spectra of neutral, singly and doubly
ionised transition group elements, as well as to studies of molecular species.
The use of FT spectrometers to measure the relative line intensities of this work is described
in Chapter 5.
Chapter 5
Measurement of Intensity Calibrated
Vanadium Spectra
The current standard method of measuring atomic transition probabilities and oscillator strengths
is through a combination of measurements of absolute level lifetimes and branching fractions
[64, 55].
As described in Chapter 3 excited-state lifetimes can be measured by the Laser-Induced Fluores-
cence (LIF) technique with high accuracy and without dependence on any form of equilibrium
in the population distribution over di↵erent levels, and independently of number density [2].
The measured branching fractions are found from relative observed line intensities. Over the
last 20 years Fourier Transform Spectroscopy has become the established technique for measur-
ing branching fractions covering the spectral region from IR to VUV, with the short wavelength
limit for FT emission spectroscopy currently at 140 nm [3].
The transition probability of a transition is calculated by combining the lifetime of the upper
level and the relative strength of the transition to that of all the other transitions from that
upper level, the branching fraction as seen in equation 2.2.12.
Figure 2.4 shows all the branches with a calculated log (gf)   -3 from an example upper level,
3d4 (5D) 4p 6P5/2 of V I. Ideally all transitions from a particular upper level would be measured
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however weaker lines (with theoretically predicted log (gf)  -3) contribute only a small amount
to the overall branching fraction sum and are unlikely to be seen in an experimentally measured
spectrum. For this upper level the relative intensities of the lines in the near-IR (⇠13000 cm 1)
and visible (⇠ 22000 cm 1) need to be compared to the line in the IR (⇠ 4000 cm 1) so
there needs to be a spectrum covering either the entire spectral region, from IR to visible, or
multiple spectra overlapping in wavenumber range which requires placing these spectra on the
same relative intensity scale by using some of these same transitions to connect the spectra, see
section 5.2.3. The lifetime of this upper level can be measured and combined with the branching
fractions to give the transition probability. Uncertainties of ⇠ 10% in oscillator strengths are
achievable and su cient for most astrophysical applications [37].
In a few cases level lifetimes can directly give transition probabilities, when there is only one
significant transition from an upper energy level. In all other cases the relative intensity for all
significant transitions from an energy level needs to be measured.
5.1 FT Spectrum Measurements for Branching Fraction
Determinations
To measure the branching fractions in this work two Fourier Transform (FT) spectrometers
were employed. The Imperial College Vacuum ultraviolet Fourier Transform spectrometer (IC
VUV FTS) was manufactured by Chelsea Instruments based on the prototype built at Imperial,
and has a short-wavelength limit of 135 nm. The Lund Observatory (Sweden) infrared Fourier
Transform spectrometer (Lund IR FTS) manufactured by Bruker (Bruker model IFS 125HR)
has a short wavelength limit of 200 nm. The light source used with both instruments was a
hollow cathode lamp (HCL).
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5.1.1 Light Source
The light source employed was a hollow cathode lamp (HCL) filled with argon or neon as a
carrier gas and is water cooled. Although the two lamps used are of slightly di↵erent designs
the basic features are similar.
Figure 5.1: Cross-section of the double-sided hollow cathode lamp used at Lund Observatory. (Cour-
tesy of U. Litze´n and from Aldenius PhD Thesis [65])
The lamp consists of a central cathode section where the cylindrical hollow cathode of pure
(99.9%) source metal, in this work vanadium, approximately 20 mm long is inserted into the
centre. This section has water flowing through it to cool the cathode and prevent it from
melting, as this is where the high voltage connected. The high voltage is attached to the
cathode and causes the metal atoms to become excited and form a plasma. The water cooling
reduces Doppler width broadening e↵ects on the lines in the resulting spectra. The lamp has
ba✏es on the inside of the HCL near the windows to reduce the amount of sputtered metal
depositing on the windows which could reduce the output signal and would then give erroneous
intensity calibration. This was also avoided by changing the lamp window of the HCL each
day, replacing it with a new clean window.
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The lamp and tubing connecting to the gas cylinder (argon or neon) are first evacuated using a
rotary pump to ensure no air particles remain in the system prior to introducing the carrier gas.
The carrier gas is then pumped continuously through the HCL. The gas flows from the front of
the lamp and exits at the rear to protect the front window by taking away any sputtered metal
from the front window during operation.
Ideally spectra with both argon and neon carrier gases would be observed so if any of the carrier
gas lines are blended with vanadium lines in one spectrum the vanadium lines would probably
be free of blends in the spectrum where the other gas was present. However it was found that
for vanadium the HCL when using argon as a carrier gas was di cult to run smoothly for the
duration of a measurement and became unstable.
Figure 5.2: Hollow Cathode Lamp used at Imperial College [Ru↵oni - private communication]
The main di↵erences between the lamp design at Lund and the newer version at Imperial
College (IC HCL) are improvements purely for safety and convenience, and do not change the
operation of the lamp, and are detailed here. HCL design has evolved over time with successive
lamps being built with improvements on previous models. The new IC HCL was built in 2011
and was constructed to be of similar design to the Lund HCL. The main improvements were
a more robust and thus safer high voltage connection with built-in earth connections, this is a
fixed permanent connection whereas the Lund HCL has a detachable connection. Furthermore,
minor changes such as how the lamp is held together have improved the convenience of use,
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as the windows of the IC HCL can be removed at either end by simply unscrewing either end
plate. The Lund HCL requires dismantling of the whole lamp to change any window or glass
section as the whole lamp is held under compression with two long screws attached to both end
plates.
Common to both lamps, in this type of HCL lamp, two end sections (anodes) are separated from
the central cathode section by two cylindrical glass insulators. The cathode is water cooled and
also connected to the high voltage power supply with both the two anodes grounded. These
glass sections act as insulation and also have the added e↵ect of permitting a greater view into
the lamp to observe both its performance and plasma containment.
The front window on the Lund HCL was sapphire, and the rear window was fused silica. The
IC HCL had both front and rear windows of silica. This di↵erence was due to the wavenumber
regions under investigation, as sapphire transmits more light in the IR wavenumber range
whereas silica transmits more in the visible, rather than a di↵erence of design.
A range of lamp currents between 0.15 A and 0.9 A were utilised. The lower currents are
important to avoid self-absorption in the peaks of some of the stronger lines which would
change the shape of the line and reduce the line height, and would lead to erroneous relative
line intensities. Self absorption can be observed in strong lines, when emitted photons are
intercepted before they leave the lamp so are not detected in the FT spectrometer. Instead
they are absorbed by another vanadium atom or ion present in the lamp. The e↵ect observed
in the line spectra is for the transition line to be weaker than it should be as a small percentage
of the signal has been lost. Self-absorption tends to be highest when there is a large number
of atoms emitting, of high atomic weight, at lower gas temperatures, longer wavelengths, and
higher oscillator strengths [66]. The higher currents however do enable weaker lines to be seen
above the noise level. Vanadium lines were not observed in the spectra taken at currents any
lower than 0.15 A and at 0.9 A the sputter rate was too high to keep the lamp and the lamp
pressure stable so spectra were unable to be taken.
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5.2 Experimental Set Up
Several spectra are usually needed due to the large spectral range, requiring di↵erent intensity
calibration lamps to cover the whole range, and the need to run the lamp at di↵erent currents.
A calibration standard lamp, a continuum light source, is used as it has a known output and
the response of the FT spectrometer can be observed when compared to this known output
and response curve obtained.
Figure 5.3: Diagram of light paths of HCL and calibration lamps to the FT spectrometer at both
Imperial and the Lund Observatory
Figure 5.3 demonstrates the lamp arrangement in both Imperial and Lund although the exact
set ups were slightly di↵erent and will be detailed. As each vanadium spectrum needs intensity
calibration and lamp spectra to be recorded in the same conditions, all lamps are set up together
with only a folding mirror rotated or removed between vanadium measurements and calibration
standard lamp measurements.
In Lund the folding mirror was placed in front of and above the FT spectrometer aperture and
the lamps (HCL, tungsten and blackbody radiator) are positioned at the same distance from
the mirror but at di↵erent angles. The folding mirror, in this case folds, the light downwards
to a lower plane and into the FT spectrometer aperture (through a filter in some cases), see
64 Chapter 5. Measurement of Intensity Calibrated Vanadium Spectra
the photograph in Figure 5.4 to see how the folding mirror works. Between measurements the
top section of mirror is rotated manually so the signal from each lamp is maximised, the lower
section is stationary and directs the light into the FT spectrometer aperture. Due to the shape
of the FT spectrometer the lamps must be placed between 0o-90o from the aperture, this means
Figure 5.3 has the angles exaggerated for clarity, see Figure 5.4 to see a photograph of the Lund
lamp setup.
In Imperial the lamps were also positioned at the same distance from the input mirror, however
the angles were the same as in Figure 5.3. In all measurements the mirror is rotated manually
between HCL and tungsten standard lamp, with the mirror held in place with stops as well as
the signal maximised each time. When a deuterium calibration standard lamp was also used
the folding mirror was lifted up and removed from the light path between measurements.
Figure 5.4: Photograph of Hollow Cathode Lamp and Tungsten halogen calibration lamp arrangement.
The lamps are at 90   to each other with a double mirror acting as a folding mirror which directs the
light down before directing it into the FT spectrometer (Lund). When the Blackbody radiator is also
added for calibration purposes the lamps are arranged between 0o-90o to the aperture but all at equal
distances away from the aperture.
Although many spectra were taken with each combination of beamsplitter, filters and detector
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and with additional combinations, only the most useful spectra were selected during analysis
of the branching fractions, and the analysis of this work is based on those shown in Table 5.1.
5.2.1 IR - Visible Spectral Measurements at Lund University
Vanadium spectra A to C (see Table 5.1) were measured in the IR to Visible light range at the
University of Lund, Sweden. The full intensity calibrated spectral range measured was 2000 -
22000 cm 1.
The Lund IR Fourier Transform Spectrometer is a Bruker IFS 125HR with a wavelength range
of 2000 A˚to 5 µm and a resolving power of R = 106 at 5 µm, and the lamp was run at currents
of up to 500 mA in a neon atmosphere of between 220 and 230 Pa pressure. Each of the three
spectra was constructed from up to 20 repeated measurements, coadded together to improve
the SNR of lines of interest. This FT spectrometer can measure into the IR spectral region so
high resolution IR spectra of vanadium were recorded.
In spectrum B many target lines were observed to be very strong (SNR & 1000). Spectrum
C was thus taken across the same spectral range, but at a lower lamp current of 200 mA, to
verify that these strong lines were free from any self-absorption.
A tungsten calibration spectrum was recorded for each di↵erent configuration of detector, beam-
splitter and filter used in the vanadium measurements, and at the beginning of every day, so the
instrument response for each combination was known, as the response of this FT spectrometer
was so stable. On less stable FT spectrometers more frequent calibration lamp measurements
are necessary.
The calibration lamp used in the Lund measurements was a standard tungsten strip lamp
calibrated by the Swedish Physical Laboratory, operated at 15 A, with spectral radiance known
to ±3 % between 400 and 800 nm, and ±5 % between 800 and 2500 nm.
A calibrated blackbody radiator was used as a calibration standard lamp for the IR region.
It was calibrated on 2nd May 2007 to the manufacturer’s specifications using standards hav-
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ing traceability to the National Institute of Standards and Technology (NIST, USA). It was
calibrated over the temperature range 50 - 1200oC and was seen to be stable for 4 hours.
A folding mirror comprising of 2 mirrored sections was employed to direct light into the FT
spectrometer aperture, the lower section was fixed while the upper section could be adjusted
to direct light from either lamp into the fixed lower mirror and then reflected directly into the
FT spectrometer aperture. The lamps were positioned at the same distance from the centre
of the folding mirror but at less than 90o apart (see Figure 5.3), and at the same height, such
that the light path for both lamps was the same. The mirror was rotated and positioned so the
entrance aperture was fully illuminated by the incoming light and is centred on the aperture.
To ensure the light entering the FT spectrometer was at the correct angle and position, a full
alignment of the FT spectrometer was carried out. An external laser was used for the rough
alignment then the instrument was brought up to atmospheric pressure and the optics sections
opened. A LED was positioned in front of the detectors and the light tracked through the
FT spectrometer to the entrance aperture and all mirrors, filters and lenses were checked for
alignment depending on the position of this light falling on them. Then the HCL and calibration
lamp in turn were switched on and their light tracked back to the detectors though the FT
spectrometer. A ‘bullseye’ piece was inserted in front of the detectors so the light could be
aligned to the centre cross which is the centre of the detector. This alignment means that when
the aperture is fully illuminated by the HCL or calibration lamp the light will travel correctly
and centrally through all the FT spectrometer optics, should this not be done there would be a
reduced signal reaching the detector (a similar alignment procedure had also been carried out
for the IC VUV FTS).
The large spectral range, IR - visible, was split into overlapping spectral regions defined by filter
and detector combinations. The di↵erent combinations have their maximum instrumental re-
sponse centred at di↵erent wavelengths, so by selecting combinations with maximum responses
spaced throughout the spectral range of interest a much higher overall response and increased
SNR can be achieved. Lines from the same upper level but in di↵erent spectral regions are
related using lines in the overlap region to provide a scaling factor for placing the di↵erent
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spectra on the same intensity scale.
The Lund IR FTS is controlled by proprietary software called OPUS developed by Bruker.
Using this software all the spectral acquisition parameters could be set as well as all the optical
parameters, such as aperture, detector, resolution and co-adds. In addition, the OPUS software
was used to transform the interferogram.
The OPUS software used to operate the FT spectrometer also enabled the signal strength to be
observed before a run began and also a low resolution interferogram and spectrum be observed.
This provided the ability to check that there was su cient signal at the detector and that there
was nothing unexpected a↵ecting the spectra. This ability to check the interferogram before
running the FT spectrometer is advantageous as a variation of the signal with time would be
seen and action taken to stop the e↵ect before taking a scan, e↵ects like this would decrease
the SNR.
There is a filter wheel inside the Bruker FT spectrometer which is able to hold 8 filters which
are selected using the OPUS software. Any further filters used in combination with the inter-
nally mounted ones must be mounted outside the FT spectrometer before the light enters the
aperture. These filters are mounted in a filter mount at the entrance of the FT spectrometer
and aligned so the light enters through the centre of the filter, see Figure 5.3.
Due to the instrument construction of the Lund IR FTS a significant level of scattered laser light
is observed by the detectors that are sensitive to visible light. To prevent this from saturating
the detector a notch filter is used which blocks light in a narrow (10 nm) wavelength region
centred on the HeNe laser light at 632.8 nm or 15798 cm 1. This filter is mounted inside the
FT spectrometer and is selected using the software.
Scan times were about 1 minute, however several interferograms were co-added together to
improve the signal-to-noise ratio, which improves with the square root of the number of co-
added interferograms. Most scans had 10–20 co-adds, although some had 60, so total scan
times took 10 - 60 minutes, see Table 5.1 for full details of the spectra used in this thesis.
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5.2.2 Visible - UV Spectral Measurements at Imperial College Lon-
don
Measurements of HCL spectra from the visible to ultraviolet were taken at Imperial and cover
a spectral range 13000 - 35000 cm 1.
Spectra D to G (see Table 5.1) were measured at Imperial College London, UK, on a Chelsea
Instruments FT spectrometer based on an Imperial prototype design [63, 62] but was adapted
to have a short-wavelength limit of 140 nm. Again the HCL was operated at currents of up to
500 mA, and in an argon atmosphere of 30 Pa pressure.
Spectrum F contained many target lines with SNR & 1000, so, as with the Lund measurements,
spectrum G was acquired under similar conditions, but with a lower lamp current of 300 mA,
to allow any e↵ects from self-absorption to be avoided.
Intensity calibration measurements are taken before and after each vanadium HCL spectrum
measurement. The calibration standard lamps are mounted at similar distances from the en-
trance aperture so see the same path as the source lamp. Any spectra where the drift between
the calibration spectra taken before and afterward showed significant variation had to be dis-
carded as there would be some temporal variance which would a↵ect the relative intensities of
the lines observed.
The spectrometer response function for spectra D and E was obtained from a calibrated tung-
sten lamp, measured before and after each HCL measurement. Uncertainties in the relative
spectral radiance of the tungsten lamp used at Imperial, and calibrated by the UK National
Physical Laboratory (NPL), do not exceed ±1.4% between 410 nm and 800 nm, and rise to
±2.8% at 300 nm. Spectra F and G extended too far into the ultraviolet to be calibrated
from the measurement of a tungsten standard lamp alone. For these spectra, an additional
measurement was made of a deuterium lamp before and after each HCL measurement. This
lamp was calibrated by Physikalisch-Technische Bundesanstalt (PTB), Germany, and has a
relative spectral radiance known to ±7% between 170 and 410 nm. The spectrometer response
function obtained from this lamp was combined with that from the tungsten lamp such that
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the final response function used to calibrate the vanadium line spectrum was defined at longer
wavelengths by the tungsten lamp, and at shorter wavelengths by the deuterium lamp.
As already described, the large spectral range is split into overlapping regions defined by filter
and photomultiplier tube combinations, given in Table 5.1.
FT spectrometer scans are controlled on the IC VUV FTS by software called ‘Alice’ which allows
all the acquisition parameters, such as resolution and co-adds, to be controlled by the connected
computer. The optical parameters, such as aperture and detector, are set and changed manually.
The filter wheel in this system is mounted externally from the FT spectrometer at the PMT
detectors, 5 filters can be mounted and manually selected. When the laser blocking notch filter
was also required as well as another filter these were mounted together in the filter wheel. No
filters were required to be mounted before the FT spectrometer aperture in this set up.
Interferogram scan times are usually a few minutes, and are co-added to improve the signal-
to-noise ratio (SNR). Overall the SNR increases by
p
N (N being the number of coadds) as
discussed in Section 4.2.4. Therefore there is a limit to the number of coadds that can be
taken before the length of time for an experiment becomes impractical for the small increase
in SNR and the instrument response may have changed. Total scan times, including intensity
calibration took up to 2 hours for high resolution and 16 coadds, see Table 5.1 for full details
of the spectra used in this thesis.
5.2.3 Summary of the FT Spectroscopy Measurements
As the two Fourier Transform Spectrometers in Imperial and Lund measure in di↵erent spectral
regions the strategies for deciding which spectral regions to measure were very di↵erent. This
was mostly due to the Lund IR FTS measuring using alias 1, whereas the IC VUV FTS measures
using alias 2 which limits the spectral range to shorter ranges compared to the Lund IR FTS.
All spectral ranges have to be limited using the detector and filter combinations, to prevent any
light from outside this range being ‘folded’ back into the spectrum due to the Fourier transform
sampling process described in Chapter 4 which would result in ‘ghosts’ in the spectrum. This
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means all light from outside the selected spectral region must be blocked from the detector.
This can be done by taking advantage of the detector limits and filters. Filters can either only
allow a certain wavelength range to pass through them (band pass) or block light higher or lower
than a certain wavelength (low and high pass filters). In the Lund IR FTS the beamsplitter
also needed to be changed depending on the spectral region, this is not changed to limit the
spectral range but the beamsplitter material needs to be matched to the spectral region to
ensure it allows good light transmission. Also di↵erent HCL currents were employed to avoid
self-absorption.
As can be seen in Table 5.1 at Imperial three spectral ranges which overlap were measured. The
lower wavenumber measurements have shorter spectral ranges due to using the second alias.
For example the spectral range for spectrum D was 11111 - 22222 cm 1 however the calibrated
region is narrower still because the signal has been reduced falling to zero near the alias limits
and can be seen in Table 5.1. All these measurements were limited using a combination of
filter and detector. Some measurements needed a HeNe notch filter to also be added, this
was due to the spectral range including the wavelength of the HeNe laser used within the FT
spectrometer for monitoring the optical path di↵erence. The notch filter is specifically designed
to only exclude a short wavelength region around the laser wavelength. Any spectra where a
notch filter was employed cannot be used for observing vanadium lines close to this wavelength
due to the reduced signal in this region. It was also seen in spectrum E that a secondary ‘notch’
in signal was seen at ⇠23260 cm 1 due to the notch filter. Kaiser Optical who manufacture
these notch filters claim there could be these secondary e↵ects observed at higher wavenumbers
but as the filters were not designed to be used at such high wavenumbers they had limited
information on these e↵ects. This was not a large problem as this wavenumber region was also
observed in spectra F and G without the notch filter and thus without this e↵ect. The e↵ect can
be seen in Figure 5.5, which has two spectra overplotted, one using the notch filter (black) and
one without the notch filter (red). As can be seen there is an unexpected reduction in signal at
⇠23260 cm 1 as well as the desired reduction in signal at around ⇠15800 cm 1. These spectra
have an arbitrary intensity scale. In Lund, as the first alias is employed much larger spectral
ranges could be achieved which were mostly limited by the available range of the detectors.
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Figure 5.5: Two tungsten spectra overplotted illustrating the e↵ects of the notch filter on the signal
strength. Black - notch filter included, Red - no notch filter included.).
Filters were used to select smaller ranges to observe groups of weaker lines which may not have
been seen with stronger lines at higher wavenumber regions included in the same range due to
the noise being included from these strong lines and hence masking weaker lines. Other spectra
were recorded with very large ranges so lines in other spectra in higher wavenumber regions
could be linked to those at low wavenumbers, such as spectrum A. The noise levels observed in
these measurements was low enough to enable these large spectral ranges to be viable.
Table 5.1. Table of spectra measured on the Lund IR FTS and Imperial VUV FTS,
including all important parameters.
Spectrum Spectral Lamp I Detector Filter Resolution Spectrum Filename
Range (A˚) (mA) (cm 1)
A (Lund) 50000  2000 500 InSb None 0.02 V09120416 (4 Dec 09)
B (Lund) 8696  4505 500 R1477-06 PMT N⇤ 0.03 V0911271 (27 Nov 09)
C (Lund) 8696  4505 200 R1477-06 PMT N⇤ 0.03 V0911273 (27 Nov 09)
D (IC) 7692  4651 500 R928 PMT GG475, N⇤ 0.037 V130520A, scans 4 to 57 (20 May 13)
E (IC) 5952  3509 500 R11568 PMT WG335, N⇤ 0.037 V130517A, scans 28 to 49 (17 May 13)
F (IC) 4808  2899 500 R11568 PMT BG3 0.037 V130516, scans 2 to 16 (16 May 13)
G (IC) 4808  2899 300 R11568 PMT BG3 0.037 V130516, scans 17 to 32 (16 May 13)
⇤Holographic notch filter blocking light in a 10 nm region centred at 632.8 nm (15798 cm 1). This removes scattered light from
the He-Ne laser used to measure the di↵erence in optical path length of the two branches of the FTS.
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Figure 5.6: Schematic diagram showing the calibrated spectral ranges of each measured spectrum.
Where there is more than one spectrum recorded for the same region this will be at di↵erent currents.
5.3 Phase Correction and Fourier Transform
Initially the measured output interferograms are transformed and phase corrected to recover
the real line spectrum [51]. This is a standard procedure and is not described here in detail.
Further details can be found in Brault [67] and Learner et al [68].
As a Fourier Transform Spectrometer has an output signal interferogram that is a function
of the path di↵erence x between two light beams, the first stage is to Fourier transform the
output interferogram to recover the spectrum. The spectrum can be recovered unambiguously
by taking the inverse Fourier transform of the output, or interferogram which was done using
software designed for this purpose. In Imperial the analysis software, XGREMLIN (written
by Nave 1997, with further additions and improvements [69] was employed, and in Lund the
OPUS software was used.
XGREMLIN was designed for the purpose of transforming and analysing FT spectra. It was
written by U. Griesmann and G. Nave (NIST) and was based on a earlier MS DOS programs
decomp and Gremlin written by J.W. Brault for analysing FT spectra. For the Lund IR FTS
the OPUS software is used to control the Lund IR FTS as well as transformation and phase
correction of the spectra.
Phase correction is necessary as the transform will be a complex Fourier Transform with a
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non-zero imaginary part [67, 68]. We know the actual spectrum is real and positive represented
by a symmetric function and symmetric interferogram, however the interferogram we actually
observe is not real and symmetric due to limitations, so is asymmetric. The imaginary spectrum
can be due to several causes such as not having a point exactly at the centre of the interfero-
grams, the interferogram has not been sampled symmetrically, the interferogram is asymmetric
due to slight di↵erence in the alignments of the optics or possibly varying wavelength dependant
delays in the optics and electronics. The net result is the position of the zero path di↵erence
for each cosine wave in the interferogram depends on its frequency. Phase correction aims to
reduce the imaginary part of the spectrum to as close to zero as possible.
The Fourier Transform and phase correction are carried out in the same step using either OPUS
or XGREMLIN software [69]. The important parameters are the exact position of the centre
of the interferogram, the number of terms to include in the phase-fit polynomial, 3 terms were
used in this work.
In XGREMLIN the phase shift for each line is found and a polynomial fit is applied to these
points to produce a phase correction for the whole spectrum. A low polynomial of order 3 was
su cient and used for all line spectra. The phase is calculated for all lines above a chosen
intensity discriminator, typically ⇠ 1% of the strongest line. This is to reduce the uncertainty
in the phase shift by excluding all the low signal-to-noise spectral lines. The discriminator was
set for each spectrum by minimising the  2 in the polynomial fit. Once the phase correction
has been applied the spectrum can be checked for any ghosts or phase flips and any corrections
in the points can be made. Then the interferogram can be Fourier transformed and the real
part of the spectrum is used for subsequent analysis.
The spectra of the calibration standard lamps are not line spectra but continua. Therefore
the phase correction must be carried out in an alternative way as there are no discrete lines to
find the phase shift with. A much simpler phase correction procedure is employed, with points
taken at regular intervals in the spectrum to measure the phase.
The OPUS software automatically transforms the interferograms immediately after they are
measured by the FT spectrometer. All the parameters are saved so can be reviewed and if di↵er-
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ent parameters are required to those automatically selected by the software the interferograms
can be transformed again with these new parameters. XGREMLIN requires the parameters to
be manually input but then the transform is completed by the software.
The OPUS software does not perform any further analysis and the spectra will be further
analysed with XGREMLIN [69], FAST [39] and other software in the same way as the spectra
measured at Imperial.
The data files OPUS creates cannot be read directly by XGREMLIN so a conversion program
was written to create separate data and header files in the correct required format. After
the conversion with the software written by H. Nilsson of Lund University (Nilsson - Private
Communication 2011) the spectra are treated identically.
Once the vanadium spectra and intensity calibration standard lamp spectra were recorded these
were then analysed to yield branching fractions, as described in Chapter 6.
Chapter 6
Methodology for Determining
Oscillator Strengths
This chapter describes the process of producing intensity calibrated linelists for the transitions
observed in the measured FT spectra of vanadium.
The spectral transition line measurements give line wavenumber, SNR, FWHM and also details
of the equivalent width, relative intensity and any structure in the line. From these linelists
the branching fractions (BFs) of the upper levels of interest can be determined.
Standard calibration lamps of known radiance are used to obtain the spectral response of the
FT spectrometer system which is used to intensity calibrate the vanadium spectra. The lines
observed are fitted carefully to obtain their Centre of Gravity (CoG) which is a measure of line
position, area beneath the line profile (also known as equivalent width), as vanadium exhibits
hyperfine splitting. These fitted lines make up a linelist from which the transition lines from
the upper levels of interest can be selected.
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6.1 Creation of Spectral Linelists and Fitting of Lines
In a FT spectrum the noise level is approximately constant throughout the spectrum and the
relative intensity of the lines is set on an arbitrary scale. It is useful to set the scale such that
the noise level is unity and then the resulting line peak heights are the signal-to-noise ratio
(SNR). The noise can be estimated by calculating the RMS deviation from the mean between
two points in the spectrum. A number of positions in the spectrum were selected between
which there were no transition lines present, so the signal is assumed to just be noise and the
RMS deviation was found, and then an average calculated. This value then used as a scaling
factor which the intensity of the spectrum is divided by at all points resulting in the noise being
set to equal 1 throughout the spectrum. The next stage in the spectrum analysis involves line
fitting.
Prior to fitting spectral lines their shape should be considered as it can be influenced by the
instrument profile if the resolution is too low, and is also a consequence of naturally occurring
processes in the excitation environment. Accurate knowledge of the lineshape allows greater
accuracy in the fitting of the lines, and hence reliable extraction of the line parameters such
as wavelengths and relative line intensities from the integrated area under the line profile (also
known as equivalent widths, EW).
XGREMLIN [69] has a function to find and fit lines above a certain signal strength automati-
cally. This function searches for any lines above the user defined signal strength and fits a Voigt
profile to them, then saves all the lines to an output line file. Lines can be visually inspected
and the output file can be manually added too or lines removed from it.
A Voigt profile is the convolution of Lorentzian and Gaussian functions. Spectral line profiles
are usually formed from the resultant of natural, pressure, and Doppler broadening which
combine to take the form of a Voigt profile, and this line shape is appropriate for symmetric
emission lines, such as those in chromium (see Smilie [37]).
In the idealised situation a spectral line would be a perfectly straight line with no width, (a
delta function) however in reality there are a number of broadening e↵ects which cause the
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spectral lines to have a width and a shape to their profiles. These include natural broadening
which is due to the lifetime of the upper level of the transition, pressure broadening, which
is due to the perturbations arising from the interactions between the particles, and Doppler
broadening from the thermal motion of the atoms in the light source and results in a spread of
velocities and is dependent on the temperature of the source, wavelength of the line, and the
mass of the atoms. For a gas in thermodynamic equilibrium there is a Maxwell distribution
of velocities, this can be reduced by cooling the light source. The Doppler broadening has a
Gaussian profile, and pressure broadening has a Lorentz profile, so when combined give a Voigt
profile, which is why Voigt profiles are employed to fit spectral lines.
Figure 6.1: Section of vanadium spectrum (with neon as carrier gas) with a transition at 22455 cm 1,
from the upper level 3d4 (3H) 4p 4I15/2. This line displays clear hyperfine structure (HFS)
However, vanadium lines exhibit hyperfine structure (HFS) describes the hyperfine splitting of
the fine structure energy levels due to the interaction between the magnetic field generated at
the nucleus by the orbiting electrons and the intrinsic magnetic moment of the nucleus caused
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by the spin of the nucleons. HFS may lead to asymmetric line profiles, so when fitting the
vanadium lines this needs to be accounted for. Figure 6.7 shows an example of an observed
line in the V I spectrum exhibiting HFS splitting. So all lines can not be assumed to just have
Voigt profiles even though some may appear to be or may actually be.
In the case of lines having hyperfine structure a Voigt fit will not fit to the line profiles so a
centre of gravity (CoG) line fit is used.
CoGline =
R
 Iline( )d R
Iline( )d 
(6.1.1)
This calculates the area under the line profile using the relative intensity of the profile (Iline)
and sets the line position in wavenumber ( ) at the wavenumber where the area is equal on
both sides. For this thesis work, the area under the line profile is the quantity of interest, as
this gives the integrated intensity of the line, also known as equivalent width, an example is
shown in Figure 6.2.
Figure 6.2: An example CoG fit to a hyperfine split line. The total intensity of the line is the shaded
area, which is the integrated intensity of the spectrum between two markers. These markers were placed
on each side of the line at the point where the intensity was perceived to drop below the spectral noise.
In XGREMLIN the CoG fit to a line is calculated by a marker being placed at both edge
positions of the line where it reaches the noise level. Care must be taken over the selection
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of these edge positions as for low SNR lines the splitting could be similar to the background
noise due to the line shape. This results in the line position being uncertain and the accuracy
decreased.
The uncertainty in wavenumber CoG fitted lines is analogous to that of a Voigt profile, which
is:
U =
FWHM
S/N
p
n
(6.1.2)
where n is the number of points in the line width, which does assume the line is symmetric and
for an asymmetric line uncertainty may di↵er. In practise the uncertainty in line position of a
hyperfine split line is only a↵ected when a line has a low intensity and elements of the line fall
below the noise. CoG fits were used for the fitting of all spectral transition lines in this work, in
particular to find the area under the line profiles as a measure of relative intensity. An example
is shown in Figure 6.2. The linelist at this stage of the analysis consists of wavenumber, SNR
and uncalibrated line intensity.
6.2 Intensity Calibration
The observed line intensities in the FT spectra are a product of the original line radiance
and the intensity response of the spectrometer and optical system. Therefore all measured
line intensities need to be divided by the instrument response to yield the actual relative line
intensities. The instrument response is dependent on the properties of the optics and detectors
used. Once calibrated these line intensities are accurate relative intensities but are not absolute
intensity values due to the non-thermal equilibrium plasma conditions of the hollow cathode
lamp.
The instrument response can be found by measuring a calibrated standard continuum lamp
spectrum in the same conditions as the vanadium spectrum, as described in Chapter 5, and
then comparing the measured calibration spectrum, Lobs, to the certified reference spectrum
for the calibration lamp Lstan. The response RT must be found to correct the measured line
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intensities to give the actual line intensities.
RT =
Lobs
Lstan
(6.2.1)
Where L is the radiance measured in W cm 2 sr 1 nm 1. The output signal of a photomultiplier
tube is proportional to number of photons received, not the radiative power. Therefore the
observed calibration lamp spectra must first be weighted by wavelength before the response
can be calculated. There are many stages to this calibration process as the calibration spectra
have to be prepared carefully for the response to be applied to the vanadium spectra to intensity
calibrate the lines.
The calibration standard lamp spectra are continuum spectra which need to be smoothed
(filtered) to improve the SNR and reduce the noise. The SNR in this measured calibration
standard lamp spectrum should be measured as it adds to the uncertainties in the line intensities
after intensity calibration.
In the ideal situation a measured standard lamp spectrum would be a smooth curve with no
noise, however in the real spectra there will be noise, and this could suggest there is more
structure in the response curve than is actually present. For intensity calibration the observed
standard lamp spectra are filtered to match the resolution of the measurement in their certified
calibration, which has the e↵ect of improving the SNR. If any erroneous structure remains in the
response curve when it is applied to the vanadium spectrum lines observed in an unsmoothed
region then they would have their intensities artificially raised or lowered due to noise structure
which could dramatically impact the final branching fractions and resulting log (gf) values.
The calibration curves are truncated to remove any strong features at the edges of the spectra
due to the very low spectrum signal recorded in those regions, and then filtered using a boxcar
filter. The filtering is done twice so the resulting filter is a triangle as it is the convolution of the
two boxcar filters. Careful treatment of the filtering is necessary and the filter parameters need
to be fit individually for each spectrum as they depend on the resolution. A balance needs to
be struck between smoothing out all the noise and retaining the details of important features,
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such as the notch filter. Therefore it is important to ensure the correct filter parameters are
chosen to exactly match the resolution of the original calibration of the standard lamp.
An example of a response curve together with observed continuum spectrum and its certified
radiance is shown in Figure 6.3, for spectrum D (see Table 5.1 and Figure 6.5).
Figure 6.3: This graph shows how the response function of a system, RT , is found from the measured
calibration spectrum (W Spectrum) and the standard lamp calibration (Rstan radiance). This example
is for the calibration of Spectrum D.
Applying this response intensity calibrates the spectra so that the line intensities will be inde-
pendent of spectrometer response. After intensity calibration the integrated area of each line is
proportional to its intensity Iij. When calculating branching fractions allowance must be made
for missing lines in the total sum of branching fractions and the Kurucz [40] calculations can be
used to estimate the contribution made by the missing lines. This is discussed further later in
this chapter. The intensity calibration means it is possible for the transition line intensities to
be compared to lines in di↵erent measured spectra which will have di↵erent spectral response
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Figure 6.4: Spectrometer response functions for the seven spectra listed in Table 5.1 and in
Figure 6.5. The plotted region in each panel corresponds to the spectral region that was used
for analysis i.e. the region where accurate intensity calibration could be obtained. The response
functions for spectra B and C were identical within noise and are overplotted in the same panel.
curves.
6.3 Details of Response Curves used in Intensity Cali-
bration
In the visible - ultraviolet region at Imperial two standard lamps were used, a tungsten halogen
lamp for the visible and a deuterium lamp for the ultraviolet regions. In the IR - visible region
at Lund two standard lamps were also used, another tungsten lamp and a blackbody radiator
for the IR region. The derived response curves in this work are shown in Figure 6.4.
In some cases two standard lamps were used in certain spectral regions where neither standard
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lamp was calibrated for the entire spectral region observed.
For the IR - visible region in Lund there was a large wavenumber region where the tungsten
and blackbody radiator spectra overlapped around a peak in intensity in the spectra at about
8000 cm 1. For the Lund spectra the observed region was cut into three sections: Blackbody
only response curve (2000 - 6400 cm 1), combined response curves of blackbody radiator and
tungsten (6400 - 9000 cm 1), and tungsten only response curve (9000 - 16000 cm 1). Figure 6.5
illustrates a combined response curve with the three sections outlined by the dashed lines. Sharp
edges are seen in the response curves where the observed spectrum extend past the edge of the
certified calibrated region. To obtain the central section of the combined response curve the
tungsten derived response curve was multiplied by a scaling factor so the peaks of both response
curves at 8000 cm 1 are at the same intensity e↵ectively matching the response curves found
using both the blackbody and the tungsten standard lamps. Response curves are scaled to have
the maximum intensity normalised to be 1, as the maximum intensity is in the blackbody region
the tungsten response needs to be rescaled to be aligned with the blackbody derived response.
Then the intensities of the two lamp responses were averaged over this region, as there is little
change in response over this region. The central combination region limits were selected as
points where the two response curves were at the same response values so no discontinuities
in the curves were formed in this process, see Figure 6.5. The blackbody derived response
can be seen rising much more steeply than the tungsten response at wavenumbers greater
than 10000 cm 1 this is an artificial artefact caused in the process of creating the response
curve. As the blackbody is not expected to have much signal detected in this region the small
amount of signal, mostly noise, that was detected simulates that of greater response here than
there is in reality, and the response curve derived using the blackbody radiator is unreliable at
wavenumbers greater than 10000 cm 1.
The response curves, derived using tungsten and deuterium standard lamps for the visible -
ultraviolet regions at Imperial were also combined. The deuterium derived response curve was
scaled to match the tungsten derived response as the maximum response lies in the tungsten
calibrated region. To do this an overlap region where both response curves had roughly the same
gradient and value was selected and a scaling factor found for the deuterium response curve.
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Figure 6.5: This graph shows the overlap process for the tungsten and blackbody derived lamp response
functions. A large overlap region where the two response functions were consistent with each other
was selected. This is the response for Spectrum A
The central point of this overlap region was taken at which both spectra had the same value so
no discontinuities were formed in the combined spectrum. Unlike the IR combination, there was
no central section as the overlap region was much smaller than the IR matching region (Visible
overlap region was ⇠ 200 cm 1 wide and the IR overlap region was ⇠ 5000 cm 1 wide). The
deuterium lamp spectra had more structure than the tungsten so deviated from the tungsten
on the small scale, see Figure 6.6. The structure in the deuterium lamp spectra is due to the
properties of the deuterium lamp itself, the structure is documented in the certified calibration
documents, this region should not be used for calibration which is why the response curve cuts
o↵ so sharply in Figure 6.6 at wavenumbers lower than 24000 cm 1. Despite this being the low
wavenumber limit of the certified calibration region for the deuterium lamp, it is also at the
high wavenumber limit of the tungsten spectral range so both lamps are necessary.
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Figure 6.6: This graph shows the matching process for the tungsten and deuterium derived lamp
response functions. A matched region where the two response functions had the same gradient was
selected. This is for Spectrum G
6.4 Applying the Intensity Calibration
Intensities can be corrected in a vanadium spectrum once the associated response function
is calculated for a given spectral region and optical system combination. This is done by
multiplying the relative line intensities (the integrated intensity of the line) in the vanadium
spectrum linelist by the associated response. When this is applied to the vanadium linelist the
spectral lines have been intensity calibrated.
To enable comparison of line intensities, from di↵erent spectral ranges the lines from each
spectrum linelist must be placed on one single relative intensity scale. This is achieved by
using lines in the overlap regions of two spectra and finding a ‘transfer ratio’ [55]. Although
this could be done from the outset, in this work any comparison between two or more spectra
was done only when necessary for particular upper levels of interest. This way only lines
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Figure 6.7: This graph is a expanded view of Figure 6.6 in which the matched region in the standard
lamp derived response curves is visible and show the similar gradients of the two response curves on
either side of the matched region. This is the response for Spectrum G
from a single upper level of interest are used in the calculation of the transfer ratio. This is
essential as the HCL was run under a range of currents and pressures, and the population of
a particular upper level would vary depending on the lamp conditions and the plasma is not
in thermodynamic equilibrium. Lines from di↵erent upper levels may have relative intensities
that vary in di↵erent spectra. However the relative intensities of lines from the same upper
level will be unchanged relative to each other even if the HCL current and pressure vary.
After intensity calibration the linelists include wavenumber, SNR, and calibrated relative in-
tensity information for each fitted line. These are then used in the process of determining the
transition probabilities, the theory of this is fully described in Section 2.2.3.
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6.5 FAST
As previously mentioned new analysis software, FT Atomic Spectrum Tool (FAST), has been de-
veloped to help with the calculation of branching fractions, transition probabilities and log (gf)
values, by Ru↵oni (Imperial) [39]. The software has a visual user interface and does all the
calculations of branching fractions (BFs), log (gf)s and associated uncertainties.
FAST requires [70]:
• A target upper energy level with a list of theoretically calculated spectral transitions
from a specific upper level. In this thesis work FAST was used with calculated data from
Kurucz [40].
• The vanadium spectral data files and associated header files. These give the software the
details of the spectrum such as the wavenumber range and resolution, and also allow the
lines to be displayed in the visual user interface, to help with selection of good lines for
BF calculations and identification if lines are close or blended with other lines.
• The output linelist files associated with the di↵erent spectra, these give the software all
the information about the lines which have been fitted and are the source of the data
needed for the BF calculations, specifically the integrated line intensities, SNR and line
wavenumber.
• The spectral response curves of the FT spectrometer for each spectrum used. FAST
applies the intensity calibration to the linelists.
• A “unity file” contains all the uncertainties of the standard lamp calibrations, two unity
files were created, one for Lund and one for Imperial. Each unity file covers the whole re-
gion for all standard lamps employed at each institution. The file lists all the documented
uncertainties of the standard lamps and the wavelength ranges these uncertainties apply
to. It also has a table of wavelengths covering the range the unity file covers, with a
second column giving the certified spectral radiance of the particular standard lamp.
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6.6 Line Selection for Branching Fractions
Once the spectra have been intensity calibrated there are individual linelists for each spectral
region as already described. By combining these individual lists a full linelist of observed
spectral lines can be compiled. As all spectral regions have overlaps with other spectral regions
many lines are observed in more than one spectrum, however as each spectrum is observed
under di↵erent conditions with di↵erent spectral regions not every line is appropriate for use
in branching fraction calculations.
For example a line may be seen at the wavenumber limit of one spectrum where the signal is
weak, as the spectral response is low, so it will have a larger uncertainty due to its low SNR
compared to the same line observed in a spectrum where the line may lie near the peak in
response. Therefore it is vital to assess which spectrum to use for each line from a particular
upper level.
A factor in the consideration of which spectra to use would be considering the calibration
spectra from those regions. Each spectral region has an associated ‘calibrated spectral region’,
see Figure 6.5, which is the region within the full spectral range where the measured calibration
standard lamp spectrum signal is greater than 10% of its peak signal.
FAST gives a visual image of the line so the user can observe how well defined the line is in
each spectrum and aids easy comparison between spectra. The priorities in selecting which
spectrum to use for lines from a particular upper level are:
• A spectrum which contains all lines from that upper level within the calibrated spectral
range is ideal, this removes the need for a transfer ratio and associated transfer error.
• Spectra where the lines of interest are central to the spectrum and close to the peak
response of that spectral range. Lines close to the edges of spectra have a decreased SNR
which increases the uncertainty on that line, and may be outside the calibrated region.
• Spectra with the greatest SNR for the lines of interest. However, very strong lines may
be self-absorbed so should be compared with low current measurements.
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• When using more than one spectrum the comparison lines (the lines seen in both spectra
which are used to put all the lines in those spectra on the same relative scale) should have
a good SNR to reduce the error in the ‘transfer ratio’ and the more comparison lines that
the two spectra share the more reliable the transfer ratio will be.
Spectra B and F were preferred over spectra C and G, respectively, for lines in those spectral
regions, as the higher HCL running current produced lines of greater SNR. To ensure that lines
used in the branching fraction calculations do not exhibit any self absorption, ratios were taken
of the possible self absorbed line and a weaker line close by from the same upper level and
in the same observed spectrum. By comparing these ratios in high current and low current
spectra any self absorption would be evident by the ratios not being consistent. If there was
any self absorption then the line in the low current spectrum was used that is una↵ected by
self absorption.
6.7 Missing Lines
The branching fraction sum:
BFij =
Aij
⌃jAij
(6.7.1)
requires all the branches to be included from the upper level. To find the contribution of the
unobserved branches the theoretical predictions for the transition probabilities of these branches
are used [70]. In complex spectra such as vanadium theoretically predicted transition lines are
not always observed in the experimentally measured spectra. There are a number of reasons
why this can happen, for instance they can be missing because they are at a wavenumber
which is outside the spectral range measured. They could also be quite weak lines which are
not observed as they are below the noise level. They could be blended with other lines or
doubly identified. Lines below the noise level could be given a maximum branching fraction
calculated from the resolution and noise level, the rest of the missing lines form a correction
factor:
BFi =
Ii
⌃iIi + Imissing
(6.7.2)
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where Imissing is the sum of predicted integrated intensities for the unobserved branches.
If the sum of these missing lines is not negligible, a systematic error will be introduced, unless
they can be included through calculation. The sum of the missing intensities can be estimated
by theoretical methods, such as a calculation with the Cowan code. For the levels in this work
the Kurucz database [40] has been employed.
In this work, lines which were too weak to be observed, typically those predicted by Kurucz
[40] to contribute less than 1 % of the total, were not considered, as were lines that were either
blended or outside the measured spectral range. Their predicted contribution to the total
branching fraction was assigned to a ‘residual’ value, which was used to scale the sum over l of
Iul.
6.8 Connecting Spectral Regions
Of the 39 upper energy levels for which I have calculated transition probabilities in this thesis,
25 linked to lower energy levels through transitions entirely contained within the range of a
single spectrum listed in Table 5.1. For the remaining levels, the spectral lines spanned at least
two spectra due to the limitations of the experimental set up. In these cases, the intensity of
lines observed in regions of overlap between any two spectra were compared, and the intensity
scale of all required spectra adjusted to match the spectrum that contributed most to the total
upper level branching fraction.
A transfer ratio is needed to scale spectral transition lines in one spectrum to the same intensity
scale as another, so all lines are on the same relative intensity scale. This is calculated by using
lines present in both spectra from the same upper level. If there are no common transition
lines to both spectra then there can be no link except with special treatment. The ratio is
found by comparing the measured intensities of the lines and finding a scaling factor from the
first spectrum to the second spectrum, and by definition the transfer ratio from the second
spectrum to the first is the inverse of the first to the second. The uncertainty in this transfer
ratio comes from adding the uncertainties in quadrature of the intensities of lines used for the
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ratio, if more than one line is used for the ratio their contribution to the ratio and uncertainty
is weighted depending on their strength.
This process of intensity calibration of several spectra overlapping in wavelength is given in
more detail in [71] and [55].
6.9 Uncertainties
The uncertainties in the final oscillator strength calculations come from many sources and
all need appropriate treatment. There has been much work done to establish the correct
and consistent method of treatment for these uncertainties in the determination of transition
probabilities from lifetime and branching fraction laboratory measurements.
As the FAST software was employed for analysis this discussion outlines and follows the uncer-
tainty explanation from the FAST software documentation [39, 70] which references previous
uncertainty discussions [55, 64].
Initially the uncertainties in the branching fractions can be calculated. It has been shown
previously in Section 2.2.3 that the BFij of a particular transition from an upper level i is
given by:
BFij =
Aij
⌃jAij
(6.9.1)
For an intensity calibrated spectrum this equation can be written in terms of relative intensities
Iij rather than the transition probabilities:
BFij =
Iij
⌃jIij
(6.9.2)
Where Iij is the calibrated relative intensity sometimes referred to as equivalent width (EW)
of the line i. The uncertainties which contribute to the uncertainty in the relative intensity of
a line include:
• Ui(S/N)l - the uncertainty in the measured line intensity. This is often the largest error
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contribution to a relative line intensity, and thus branching fraction (BF), comes from
the 1/SNR from the measured SNR of the line. This is greater for weaker lines [70].
• Ui(S/N)s - the uncertainty in the measured intensity of the standard lamp spectrum at the
wavenumber position of line i. This is the inverse of the signal-to-noise ratio of the mea-
sured standard lamp spectrum, this will increase for lines near the edge of the measured
spectral region. However in reality this is a very small percentage of the uncertainty in
the calibration of the standard lamp.
• Ui(cal) - The stated uncertainty of the spectral radiance in the standard lamp calibration
documents of the standard lamps at the wavenumber position of line i. The uncertainty
in the calibration of the standard lamp varies over the wavelength range of the lamp as it
increases at the long and short wavelength limits of the calibrated region for the standard
lamps. This is why alternative lamps were used for di↵erent wavelength regions as this
can occasionally be the largest error particularly for stronger lines.
• Ui(Trans) - the uncertainty in scaling the intensity of line i to the same intensity scale as
lines in another measured spectrum. To be able to directly compare intensities of lines
from multiple spectra a transfer ratio from one spectrum to another must be calculated
and a reference spectrum chosen from these which all others are compared to. Any lines
not in the reference spectrum are multiplied by this ratio so it is directly comparable to
the reference spectrum. This will be zero if a single measured spectrum is used for all
lines, so it is ideal to use a single spectrum or otherwise use a reference spectrum which
can directly transfer lines to all other spectra used. This transfer ratio is calculated from
the intensities of lines in both the reference and comparison spectra from the same upper
level. A weighted average of this ratio from all lines from the same upper level and
observed in both spectra is found together with the associated uncertainty that arises.
The total percentage error, Ui, in the intensity of line i can be found by adding in quadrature
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the contributing uncertainties of line i
Ui =
s
U2i(S/N)l + U
2
i(S/N)s +
✓
Ui(cal)p
2
◆2
+ U2i(Trans) (6.9.3)
The factor of 1/
p
2 has been ascribed to Ui(cal) as we are concerned with relative intensities
and this factor ensures that the uncertainty in the ratio of any two lines equates to the stated
calibration uncertainty in the standard lamp calibration documentation. From Ui the absolute
uncertainty in the integrated intensity under each line profile Ii (which is in the same units as
the integrated intensity) can be found:
 Ii = Ii ⇥ Ui (6.9.4)
In order to find the uncertainty in branching fraction first all the  Ii from the selected upper
level are summed:
 Itotal =
sX
i
BF 2i U
2
i (6.9.5)
which gives the total uncertainty in integrated intensity of all the lines from the particular
upper level. From this it follows that the uncertainty in the branching fraction of a line can be
expressed as:
 BFi =
q
 I2total + (1  2BFi)U2i (6.9.6)
A further uncertainty is incorporated in the calculation of the uncertainty in transition proba-
bility
•  ⌧i - the absolute uncertainty in the lifetime of the upper level i in ns
To calculate the absolute uncertainty in the transition probability ( Ai which is in s 1) the
uncertainty in the BF ( BFi) is combined with the uncertainty in the lifetime of the upper
level ( ⌧i) in the standard combination of uncertainties:
✓
 Ai
Ai
◆2
=
✓
 BFi
BFi
◆2
+
✓
 ⌧i
⌧i
◆2
(6.9.7)
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to give:
 Ai =
s
 BF 2i +
✓
 ⌧i
⌧i
◆2
(6.9.8)
Finally, for the uncertainty in the log (gf)i value it can be calculated that:
 log(gf)i(dex) = log[(gf)i + (1 + Ai)]  log[(gf)i] (6.9.9)
the uncertainty in log (gf) is given in the unit dex, which is the decimal exponent, so for x dex
= 10x. This means a value of 0.3 roughly corresponds to an uncertainty of a factor of 2.
Chapter 7 gives the results of the analysis of the vanadium FT spectra, combining the branching
fractions and level lifetimes using FAST to yield transition probabilities.
Chapter 7
Results: New Oscillator Strengths
In this chapter I present results of the analysis of my level lifetime and branching fraction
measurements to give transition probabilities. Accurate experimental log (gf) values can be
obtained by combining the radiative lifetime of a level, ⌧ , with radiative transition branching
fractions derived from the relative intensity of all spectral lines emanating from transitions
linked to that level [72]. V I emission line spectra measured by Fourier transform spectrometry
in several overlapping regions between 2000 cm 1 and 34500 cm 1 (between 5000 nm and
290 nm), listed in Table 5.1, were used to measure relative intensities (also known as equivalent
widths), and hence to calculate branching fractions. These have in turn been combined with
level lifetime measurements to produce oscillator strengths. As given in Chapter 2:
Aij =
BFij
⌧i
(7.0.1)
The ⌧i used are from Chapter 3 and detailed in Table 3.1.
Section 7.1 gives details for some cases where blended lines needed special treatment, involving
hyperfine structure splitting analysis. The main results of the new log (gf)s of this thesis are
presented in Section 7.1.2.
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7.1 Blended Lines
In complex spectra, such as vanadium presented here, there are a large number of transition
lines as well as any carrier gas transition lines present. Due to the large number some transition
lines will inevitably overlap and thus their shapes blend to form a single feature.
During the analysis it was found that for three upper levels (y6F3/2, y6F1/2 and y4D5/2 ), it
was possible to find transition probabilities for transition lines that were blends with other V I
transitions, by fitting the observed hyperfine structure (HFS) of the lines involved in the blends
using the HFS Ahfs splitting factor of each energy level involved in the transition. The blends
were:
• 4408 A˚ (22677 cm 1) with blended transitions (5D)4s a6D3/2 (5D)4p y6F3/2 and (5D)4s a6D1/2 
(5D)4p y6F1/2
• 3813 A˚ (26215 cm 1) with transitions expected to contribute significantly to the blend
3d34s2 a4F5/2   (5D)4p y4D5/2 and (5D)4s a6D3/2   (4P )4s4p x6D3/2, and very weak
possible contribution from 3d34s2 a2G9/2   (3H)4p z4I11/2.
Initially in each case only one of the two Ahfs factors involved in a transition was known, and
so in order to estimate the relative intensity of each transition in the blend, the unknown Ahfs
factor had to be found. Following methods in [56] and [59] new HFS Ahfs factors were found
by analysing other spectral lines observed involving the same level. The Ahfs factors together
with their uncertainties that were used to find the branching fractions of the 3 transitions are
shown in Table 7.3 at the end of this section.
Below I give details of the two blended features observed which include transition lines from
upper levels evaluated in this work and their treatment to calculate the equivalent widths.
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7.1.1 Line Blend at 22677 cm 1
There is a blended feature observed at 22677 cm 1. Two lines are predicted to lie at 22677 cm 1
by Kurucz [40] using energy levels from Thorne et al [15]:
• transition (5D)4s a6D3/2   (5D)4p y6F3/2 at 22677.000 cm 1 with log (gf) -0.13
• transition (5D)4s a6D1/2   (5D)4p y6F1/2 at 22677.119 cm 1 with log (gf) -0.29.
This is an important feature to investigate as the two transitions predicted to contribute to it
are both from upper levels of interest to this work. Furthermore the transition lines included
in this feature are the strongest transitions from these two upper levels so are vital transitions
to know accurate relative intensities (equivalent widths EW) for the branching fractions from
these two upper levels.
The relative contribution of each transition to the observed blend was estimated by fitting
the line profiles using the predicted transition wavenumber and HFS splitting factors. For
the spectrum being considered, a low current run (300 mA), spectrum G, the EW of the
a6D3/2 y6F3/2 transition was found to be 1.43± 0.03 times that of the EW of the a6D1/2 y6F1/2
transition. The fit of these transitions is shown in Figure 7.1.
Details of the Fitting of blended feature at 22677 cm 1
To fit the two transition lines which contribute to this feature the hyperfine Ahfs and Bhfs
factors of the upper and lower levels need to be known. In Table 7.1 the Ahfs and Bhfs factors
used in fitting of the 22677 cm 1 feature are detailed.
The Ahfs and Bhfs factors for the a6D3/2,1/2 levels were taken from [73], and the Ahfs factors
of the y6F3/2,1/2 levels were found in this work as described below, as there were no values
reported in the literature at the time of this thesis work.
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Figure 7.1: The blended feature at 22677 cm 1 observed in spectrum G of vanadium hollow
cathode lamp run in argon at pressure 0.3 mbar, current 300 mA ,with the two fitted transitions
contributing to the blend.
The following observed transitions were analysed to find the hyperfine splitting (HFS) A factors
for the y6F3/2 and y6F1/2 levels. In each transition the Ahfs factor of the other level of the
transition was already reported in the literature.
• (5D)4p y6F3/2   (5D)5s e6D1/2, with Ahfs = -21.25(6) for e6D1/2 [74]
• (5D)4p y6F3/2   (5D)5s e6D3/2, with Ahfs = -3.50(4) for e6D3/2 [74]
• (5D)4p y6F3/2   (5D)5s e6D5/2, with Ahfs = -0.51(1) for e6D5/2 [74]
• (5D)4s a6D3/2  (5D)4p y6F1/2, with Ahfs = 13.5309(1), Bhfs = -0.2330(4) for a6D3/2 [73]
• (5D)4p y6F1/2   (5D)5s e6D1/2, with Ahfs = -21.25(6) for e6D1/2 [74]
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Level Level energy Ahfs factor Bhfs factor source
cm 1 10 3 cm 1 10 3cm 1
(5D)4s a6D1/2 2112.282 25.0685 ±0.0002 0 [73]
(5D)4s a6D3/2 2153.221 13.5309 ±0.0001 -0.2330 ±0.0004 [73]
(5D)4p y6F1/2 24789.401 28.3 ±0.4 0 new
(5D)4p y6F3/2 24830.221 7.1 ±0.2 0 new
Table 7.1: V I new and known hyperfine structure splitting factors used in fitting of the
22677 cm 1 feature
The fits of the above transitions and the hyperfine components are given in Figures 7.2 - 7.6.
The resulting Ahfs factors and uncertainties found for y6F3/2 and y6F1/2 are listed in table 7.1.
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Figure 7.2: Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74].
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Figure 7.3: Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D3/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74]
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Figure 7.4: Observed and fitted transition (5D)4p y6F3/2   (5D)5s e6D5/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F3/2, Ahfs factor for e6D1/2 is from [74].
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Figure 7.5: Observed and fitted transition (5D)4s a6D3/2   (5D)4p y6F1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F1/2, hfsA factor for e6D1/2 is from [73].
12327.1 12327.2 12327.3 12327.4 12327.5 12327.6 12327.7
0.0
0.2
0.4
0.6
0.8
1.0
observed spectrum
  ---   hfs fit
N o
r m
a l i
z e
d  
i n t
e n
s i t
y
Wavenumber  cm-1
!
!
"
"#$%&&'
#
(
$%&!!!
&)&&&&!
"
"#*+&&,
#
"
$%&
&
-&.&/01/&2&31/&&&&&&&&&-&.&4/51/*&2&3136&&
&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&789:&;<=>&
Figure 7.6: Observed and fitted transition (5D)4p y6F1/2   (5D)5s e6D1/2, with Ahfs factor
(units of 10 3 cm 1) found for level y6F1/2, Ahfs factor for e6D1/2 is from [74].
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7.1.2 Line Blend at 26215 cm 1
One of the transitions from upper level (4P )4s4p x6D3/2 appeared to be part of a blended line
feature. To estimate the equivalent width of the a6D3/2   x6D3/2 transition a careful fit of the
line blend at 26215 cm 1 was needed.
Three lines are predicted to lie at 26215 cm 1 by Kurucz [40] using energy levels from Thorne
et al [15]:
• strong transition 3d34s2 a4F5/2   (5D)4p y4D5/2 at 26215.251 cm 1 with log (gf) -0.81
• weak transition 3d34s2 a2G9/2   (3H)4p z4I11/2 at 26215.336 cm 1 with log (gf) -2.67
• transition (5D)4s a6D3/2   (4P )4s4p x6D3/2 at 26215.532 cm 1 with log (gf) -2.436
By considering the relative intensities of the other observed transitions from upper level z4I11/2,
it was reasonable to neglect the contribution of a2G9/2   z4I11/2 to the blend at 26215 cm 1 as
this would be expected to be so weak it would be beneath the noise level. Thus there remains
just two main components of the 26215 cm 1 line blend feature.
The relative contribution of each transition to the observed blend was estimated by fitting
the line profiles using the predicted transition wavenumber and HFS splitting factors. For the
spectrum being considered, a high current run, spectrum F, the EW of the a4F5/2   y4D5/2
transition was found to be 47.8 ± 0.9 times that of the EW of the a6D3/2   (4P )4s4p x6D3/2
transition. The fit of these transitions is shown in Figure 7.7 with details of the analysis given
below.
Details of the Fitting of blended feature at 26215 cm 1
Table 7.2 gives the hyperfine Ahfs and Bhfs factors used in fitting of the 26215 cm 1 feature.
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Figure 7.7: The blended feature at 26215 cm 1 observed in spectrum F of vanadium hollow
cathode lamp run in argon at pressure 0.3 mbar, 500 mA current, with the two fitted transitions
contributing to the blend.
The Ahfs and Bhfs factors for the a6D3/2 and a4F5/2 levels were taken from [73], Ahfs values
for y4D5/2 from [75]. However, the Ahfs factor for the x6D3/2 level was found in this work as
described below, as there was no values reported in the literature at the time of this thesis
work.
The following observed transitions were analysed to find the hfs Ahfs splitting factor for the
x6D3/2 level. In each transition the Ahfs factor of the other level of the transition was already
reported in the literature.
• (5D)4s a6D5/2  (5P )4s4p x6D3/2, with Ahfs = 12.4596(6) and Bhfs =-0.9 for a6D5/2 [73]
• (5D)4s a6D1/2   (5P )4s4p x6D3/2, with Ahfs = 25.0685(2) and Bhfs =0 for a6D1/2 [73]
The observed lines (in low current run G), together with fits of the above transitions and
the hyperfine components are given in figures 7.9 and 7.10. The resulting Ahfs factors and
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Figure 7.8: Detail of blended feature at 26215 cm 1 observed in spectrum F of vanadium hollow
cathode lamp run in argon at pressure 0.3 mbar, current 500 mA, with the two fitted transitions
contributing to the blend.
Level Level energy Ahfs factor Bhfs factor source
cm 1 10 3 cm 1 10 3cm 1
(5D)4s a6D3/2 2153.221 13.5309 ±0.0001 -0.2330 ±0.0004 [73]
(5D)4p y4D5/2 26352.634 0.51 ±0.03 0 [75]
3d34s2 a4F5/2 137.383 10.7159 ±0.0001 0.132 ±.001 [73]
(4P )4s4p x6D3/2 28368.753 22.5 ±0.2 new
Table 7.2: V I new and known hyperfine structure splitting factors used in fitting of the
26215 cm 1 feature
uncertainties found for x6D3/2 level are listed in table 7.2.
The value for level x6D3/2 has not previously been published and is new. The new measurements
of Ahfs for levels y6F1/2 (Ahfs = 28.3 ± 0.4) and y6F3/2 (Ahfs = 7.1 ± 0.2) are compared with
those recently published by [76], that were measured concurrently to this thesis work, which
are y6F1/2 (Ahfs = 27.9 ± 0.6) and y6F3/2 (Ahfs = 6.7 ± 0.1) so are found to have reasonable
agreement considering the given experiment uncertainties.
Table 7.4 contains new branching fractions and log (gf) values for 208 lines, 13 of which have
not been reported previously. The uncertainties are presented as percentages except for the
uncertainty in log (gf) which is given in dex. The values are sorted by transition wavelength
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Figure 7.9: Observed and fitted transition (5D)4s a6D5/2   (5P )4s4p x6D3/2 with Ahfs factor
(units of 10 3 cm 1) found for level x6D3/2 Ahfs factor for a6D1/2 is from [73].
Table 7.3. V I new and previously published hyperfine structure splitting factors, Ahfs and
Bhfs used in fitting of the 22677 and 26215 cm 1 blended features.
Level Level energy Ahfs Bhfs Source
(cm 1) (⇥10 3 cm 1) (⇥10 3 cm 1)
3d34s2 a4F5/2 137.383 10.7159 ±0.0001 0.132 ±.001 CPGC
(5D)4s a6D1/2 2112.282 25.0685 ±0.0002 0 CPGC
(5D)4s a6D3/2 2153.221 13.5309 ±0.0001 -0.2330 ±0.0004 CPGC
(5D)4p y6F1/2 24789.401 28.3
†±0.4 0 new
(5D)4p y6F3/2 24830.221 7.1
†±0.2 0 new
(5D)4p y4D5/2 26352.634 0.51 ±0.03 0 PBAG
(4P )4s4p x6D3/2 28368.753 22.5 ±0.2 0 new
Note. — Source column: source of published hyperfine structure splitting factors:
CPGC, [73]; PBAG, [75], and ”new” indicates newly found in this work. † We note
that [76] also report new values of Ahfs of 27.9 ±0.6 ⇥10 3 cm 1 for level 24789 cm 1
and 6.7 ±0.1 ⇥10 3 cm 1 for the level at 24830 cm 1.
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Figure 7.10: Observed and fitted transition (5D)4s a6D1/2   (5P )4s4p x6D3/2 with Ahfs factor
(units of 10 3 cm 1) found for level x6D3/2, Ahfs factor for a6D1/2 is from [73].
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7.2 Results: New Oscillator Strengths in V I
and grouped together by upper level energy such that all transitions from a given upper level
appear together. Also included are the previously published log (gf) values reported by Lawler
et al [77], Whaling et al [32], or Doerr et al [31], where they overlap with this study.
When this work was completed, of the 208 lines, 56 had not been reported previously, however
even with recent publications taken into account since the original submission of this thesis in
November 2013, there are still 13 log (gf)s being reported for the first time. Many of these
newly measured transition lines are strong IR transition lines which have been able to be linked
to visible and UV lines from the same upper level by using the combination of FT spectrometers
at Imperial College London and Lund University.
Branching fraction measurements were attempted for all levels listed in Chapter 3 and com-
pleted for 39 of them. This includes 21 levels for which we measured new lifetimes and an
additional 18 levels of similar configuration and/or energy, which were measurable from our
FT spectra. These branching fractions were then combined with the level lifetimes from this
study, where they existed, or the lifetimes with the lowest uncertainty from either [32] or [35]
in all other cases, to produce the log (gf) values reported in Table 7.4. The remaining 5 levels
in Table 3.1 were omitted from the log (gf) determinations because one or more important
lines were blended or observed with only a very low SNR, or because important lines spanned
more than one spectrum listed in Table 5.1 but were too far separated to be put on a common
intensity scale.
The predicted branching fractions of [40] are used as these were found to be more reliable than
the recent calculations of Wang et al [36]. Figure 7.11 shows comparisons of my measured BF s
with those of [40] and [36].
For the majority of levels for which I report BF s, the residuals are less than 1%, with the
least complete set being 94%. The completeness can be found by summing the given BF’s for
a particular upper level in Table 5.1.
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Figure 7.11: A comparison between BF values from this work and theoretical values of Kurucz
[40] (left panel) and Wang et al [36] (right panel).
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Table 7.4. Experimental log(gf) values for 208 lines of V I from this study sorted by upper
level energy. 13 of these values have not previously been reported.
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
5527.618 18085.952 0.5 0.000 1.5 -3.99 ± 0.03 -4.00± 0.07
6258.571 18085.952 0.5 2112.282 0.5 29.8 1.3 -2.07± 0.02 -2.06 ± 0.02 -2.04± 0.04
6274.652 18085.952 0.5 2153.221 1.5 69.8 0.5 -1.69± 0.02 -1.70 ± 0.02 -1.67± 0.05
5515.329 18126.250 1.5 0.000 1.5 -3.96 ± 0.03 -3.93± 0.06
5557.450 18126.250 1.5 137.383 2.5 0.58 8.3 -3.47± 0.03 -3.45 ± 0.02 -3.43± 0.04
6242.822 18126.250 1.5 2112.282 0.5 44.4 0.8 -1.60± 0.02 -1.59 ± 0.02 -1.55± 0.03
6285.160 18126.250 1.5 2220.156 2.5 49.5 0.7 -1.55± 0.02 -1.54 ± 0.02 -1.51± 0.03
5535.344 18198.091 2.5 137.383 2.5 0.49 10.6 -3.54± 0.05 -3.57 ± 0.03 -3.61± 0.04
5592.960 18198.091 2.5 323.432 3.5 0.74 7.7 -3.24± 0.03 -3.21 ± 0.03 -3.23± 0.04
6230.798 18198.091 2.5 2153.221 1.5 49.0 0.7 -1.38± 0.02 -1.37 ± 0.02 -1.34± 0.03
6256.900 18198.091 2.5 2220.156 2.5 11.2 1.3 -2.04± 0.03 -2.02 ± 0.02 -2.01± 0.04
6292.824 18198.091 2.5 2311.369 3.5 38.4 0.9 -1.47± 0.02 -1.49 ± 0.02 -1.47± 0.04
5560.547 18302.280 3.5 323.432 3.5 -3.63 ± 0.04 -3.62± 0.04
5632.454 18302.280 3.5 552.955 4.5 0.55 9.6 -3.29± 0.04 -3.23 ± 0.03 -3.22± 0.05
6216.364 18302.280 3.5 2220.156 2.5 40.4 0.8 -1.34± 0.02 -1.33 ± 0.02 -1.29± 0.04
6251.823 18302.280 3.5 2311.369 3.5 36.7 0.8 -1.37± 0.02 -1.37 ± 0.02 -1.34± 0.04
6296.491 18302.280 3.5 2424.809 4.5 21.9 1.0 -1.59± 0.02 -1.61 ± 0.02 -1.59± 0.04
5589.698 18438.044 4.5 552.955 4.5 -3.85 ± 0.05 -3.85± 0.04
6199.191 18438.044 4.5 2311.369 3.5 23.5 1.2 -1.46± 0.02 -1.46 ± 0.03 -1.29± 0.05†
6243.107 18438.044 4.5 2424.809 4.5 76.4 0.4 -0.95± 0.02 -0.94 ± 0.02 -0.98± 0.05
4851.490 20606.467 0.5 0.000 1.5 82.7 0.8 -1.17± 0.02 -1.14 ± 0.02 -1.14± 0.02
8198.865 20606.467 0.5 8413.009 0.5 5.8 5.2 -1.87± 0.03 -1.91 ± 0.07 -2.26± 0.17†
8241.599 20606.467 0.5 8476.234 1.5 5.7 4.7 -1.87± 0.03 -1.90 ± 0.06 -1.90± 0.04
9037.613 20606.467 0.5 9544.635 0.5 4.1 8.4 -1.94± 0.04 -2.12 ± 0.05† -2.01± 0.18
9113.744 20606.467 0.5 9637.039 1.5 0.37 19.5 -2.80± 0.08 -2.70± 0.18
20230.568 20606.467 0.5 15664.801 1.5 0.28 14.3 -2.41± 0.06
4832.424 20687.769 1.5 0.000 1.5 18.4 3.3 -1.51± 0.02 -1.50 ± 0.02 -1.51± 0.02
4864.730 20687.769 1.5 137.383 2.5 62.6 1.4 -0.97± 0.02 -0.96 ± 0.02 -0.96± 0.02
8144.560 20687.769 1.5 8413.009 0.5 3.2 4.6 -1.87± 0.03 -1.90 ± 0.05 -1.87± 0.04
8186.728 20687.769 1.5 8476.234 1.5 4.7 4.6 -1.64± 0.03 -1.70 ± 0.06 -1.68± 0.08
8255.896 20687.769 1.5 8578.542 2.5 4.0 5.4 -1.70± 0.04 -1.75 ± 0.07 -1.73± 0.04
8971.673 20687.769 1.5 9544.635 0.5 1.9 8.8 -1.98± 0.05 -2.13 ± 0.05† -1.95± 0.10
9046.693 20687.769 1.5 9637.039 1.5 2.9 8.9 -1.79± 0.05 -2.02 ± 0.05† -1.88± 0.17
9202.913 20687.769 1.5 9824.626 2.5 -1.99± 0.18
17822.409 20687.769 1.5 15078.387 0.5 0.27 11.9 -2.23± 0.06
18454.726 20687.769 1.5 15270.582 1.5 0.17 11.9 -2.39± 0.06
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Table 7.4 (cont’d)
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
19998.913 20687.769 1.5 15688.862 2.5 0.17 13.1 -2.33± 0.06
4799.777 20828.481 2.5 0.000 1.5 1.2 4.2 -2.57± 0.02 -2.58 ± 0.02 -2.58± 0.02
4831.646 20828.481 2.5 137.383 2.5 17.0 3.3 -1.40± 0.02 -1.38 ± 0.02 -1.38± 0.02
4875.486 20828.481 2.5 323.432 3.5 64.0 1.3 -0.81± 0.02 -0.79 ± 0.02 -0.81± 0.02
5398.909 20828.481 2.5 2311.369 3.5 0.032 18.8 -3.90± 0.08 -4.10± 0.22
8093.468 20828.481 2.5 8476.234 1.5 2.7 5.5 -1.76± 0.03 -1.76 ± 0.06 -1.77± 0.03
8161.062 20828.481 2.5 8578.542 2.5 7.3 4.2 -1.31± 0.02 -1.37 ± 0.06 -1.37± 0.03
8253.506 20828.481 2.5 8715.747 3.5 2.1 7.8 -1.84± 0.04 -1.85 ± 0.07 -1.81± 0.03
8932.947 20828.481 2.5 9637.039 1.5 3.3 7.2 -1.58± 0.03 -1.74 ± 0.05† -1.56± 0.04
9085.231 20828.481 2.5 9824.626 2.5 1.5 10.5 -1.91± 0.05 -2.08 ± 0.05† -1.90± 0.05
17987.498 20828.481 2.5 15270.582 1.5 0.44 7.1 -1.84± 0.03
19019.068 20828.481 2.5 15572.035 2.5 0.19 11.7 -2.16± 0.05
19586.162 20828.481 2.5 15724.229 3.5 0.21 9.9 -2.09± 0.04
4784.469 21032.503 3.5 137.383 2.5 0.63 5.8 -2.73± 0.05 -2.67 ± 0.03 -2.67± 0.02
4827.453 21032.503 3.5 323.432 3.5 10.7 3.6 -1.49± 0.02 -1.47 ± 0.02 -1.48± 0.01
4881.557 21032.503 3.5 552.955 4.5 70.7 1.1 -0.66± 0.02 -0.64 ± 0.02 -0.66± 0.02
5372.627 21032.503 3.5 2424.809 4.5 0.040 19.3 -3.82± 0.08 -3.75 ± 0.06 -3.86± 0.24
8027.366 21032.503 3.5 8578.542 2.5 1.7 6.5 -1.86± 0.05 -1.85 ± 0.05 -1.86± 0.02
8116.789 21032.503 3.5 8715.747 3.5 11.0 4.0 -1.03± 0.03 -1.07 ± 0.05 -1.06± 0.03
8919.847 21032.503 3.5 9824.626 2.5 4.6 5.7 -1.33± 0.03 -1.49 ± 0.06† -1.30± 0.04
18308.449 21032.503 3.5 15572.035 2.5 0.48 5.2 -1.68± 0.03
19000.026 21032.503 3.5 15770.789 4.5 0.19 6.2 -2.04± 0.03
4436.132 24648.114 1.5 2112.282 0.5 28.3 1.0 -0.91± 0.02 -0.93 ± 0.02
4444.206 24648.114 1.5 2153.221 1.5 41.7 0.8 -0.74± 0.02 -0.76 ± 0.02
4457.470 24648.114 1.5 2220.156 2.5 26.9 1.0 -0.93± 0.02 -0.94 ± 0.02
6181.862 24648.114 1.5 8476.234 1.5 -2.45 ± 0.04
6221.220 24648.114 1.5 8578.542 2.5 -2.25 ± 0.04
6619.163 24648.114 1.5 9544.635 0.5 -2.97 ± 0.07
4428.510 24727.841 2.5 2153.221 1.5 11.2 1.2 -1.14± 0.02 -1.14 ± 0.02
4441.680 24727.841 2.5 2220.156 2.5 37.2 0.9 -0.62± 0.02 -0.62 ± 0.02
4459.754 24727.841 2.5 2311.369 3.5 48.8 0.7 -0.50± 0.02 -0.50 ± 0.02
6190.506 24727.841 2.5 8578.542 2.5 -2.53 ± 0.04
6708.110 24727.841 2.5 9824.626 2.5 -2.63 ± 0.05
4412.137 24770.673 0.5 2112.282 0.5 8.9 5.7 -1.65± 0.03 -1.58 ± 0.04 -1.59± 0.02
6111.651 24770.673 0.5 8413.009 0.5 40.4 1.7 -0.71± 0.02 -0.74 ± 0.02 -0.72± 0.02
6135.365 24770.673 0.5 8476.234 1.5 35.9 1.7 -0.76± 0.02 -0.76 ± 0.02 -0.75± 0.02
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Table 7.4 (cont’d)
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
6565.883 24770.673 0.5 9544.635 0.5 1.6 6.3 -2.05± 0.03 -2.05 ± 0.04 -2.07± 0.02
6605.974 24770.673 0.5 9637.039 1.5 8.8 2.5 -1.31± 0.02 -1.34 ± 0.03 -1.32± 0.02
4032.843 24789.401 0.5 0.000 1.5 0.20 16.6 -3.01± 0.07 -2.84 ± 0.04
4408.493 24789.401 0.5 2112.282 0.5 75.6 0.8 -0.32± 0.01‡ -0.33 ± 0.02
4416.466 24789.401 0.5 2153.221 1.5 23.5 2.4 -0.83± 0.02 -0.83 ± 0.02
4400.572 24830.221 1.5 2112.282 0.5 31.9 1.8 -0.38± 0.02 -0.39 ± 0.02
4408.516 24830.221 1.5 2153.221 1.5 55.6 1.3 -0.14± 0.02‡ -0.15 ± 0.02
4421.567 24830.221 1.5 2220.156 2.5 12.1 2.2 -0.80± 0.02 -0.81 ± 0.02
4419.934 24838.578 3.5 2220.156 2.5 3.2 2.2 -1.55± 0.03 -1.54 ± 0.02
4437.830 24838.578 3.5 2311.369 3.5 22.8 1.7 -0.69± 0.03 -0.71 ± 0.02
4460.291 24838.578 3.5 2424.809 4.5 72.2 0.6 -0.19± 0.02 -0.21 ± 0.02
4384.181 24915.151 1.5 2112.282 0.5 0.82 8.3 -2.41± 0.04 -2.40 ± 0.05 -2.43± 0.03
4392.067 24915.151 1.5 2153.221 1.5 2.1 9.4 -2.01± 0.04 -1.92 ± 0.04 -1.93± 0.02
4405.021 24915.151 1.5 2220.156 2.5 1.7 12.2 -2.08± 0.05
6058.142 24915.151 1.5 8413.009 0.5 4.7 2.6 -1.37± 0.02 -1.40 ± 0.03 -1.37± 0.02
6081.442 24915.151 1.5 8476.234 1.5 27.8 2.0 -0.59± 0.02 -0.61 ± 0.02 -0.58± 0.02
6119.528 24915.151 1.5 8578.542 2.5 50.1 1.3 -0.33± 0.02 -0.36 ± 0.02 -0.32± 0.02
6504.165 24915.151 1.5 9544.635 0.5 5.0 2.7 -1.28± 0.02 -1.28 ± 0.03 -1.23± 0.02
6543.504 24915.151 1.5 9637.039 1.5 2.1 3.7 -1.66± 0.02 -1.71 ± 0.03 -1.66± 0.02
6624.845 24915.151 1.5 9824.626 2.5 5.0 2.7 -1.26± 0.02 -1.30 ± 0.03 -1.27± 0.02
4052.448 24992.909 3.5 323.432 3.5 0.05 31.6 -2.97± 0.12 -3.03 ± 0.05
4389.979 24992.909 3.5 2220.156 2.5 63.6 0.6 0.22± 0.02 0.22 ± 0.02 0.27±0.05
4407.634 24992.909 3.5 2311.369 3.5 34.2 1.0 -0.04± 0.02 -0.07 ± 0.02
4429.789 24992.909 3.5 2424.809 4.5 2.0 2.0 -1.27± 0.02 -1.28 ± 0.02
4384.713 25111.473 4.5 2311.369 3.5 81.6 1.3 0.42± 0.02 0.41 ± 0.02
4406.638 25111.473 4.5 2424.809 4.5 18.1 5.5 -0.23± 0.03 -0.25 ± 0.02
6097.463 25111.473 4.5 8715.747 3.5 -2.55 ± 0.08
4029.889 25131.002 2.5 323.432 3.5 0.15 25.8 -2.74± 0.07 -2.83 ± 0.05 -2.84± 0.02
4350.807 25131.002 2.5 2153.221 1.5 0.47 9.6 -2.50± 0.04 -2.41 ± 0.04 -2.47± 0.02
4363.519 25131.002 2.5 2220.156 2.5 1.3 7.6 -2.05± 0.06 -2.00 ± 0.04 -2.02± 0.02
4380.960 25131.002 2.5 2311.369 3.5 -2.54± 0.02
6002.624 25131.002 2.5 8476.234 1.5 2.0 2.7 -1.59± 0.02 -1.57 ± 0.03 -1.58± 0.02
6039.726 25131.002 2.5 8578.542 2.5 16.6 2.3 -0.66± 0.02 -0.65 ± 0.02 -0.65± 0.02
6090.208 25131.002 2.5 8715.747 3.5 64.4 0.9 -0.07± 0.02 -0.07 ± 0.02 -0.06± 0.03
6452.344 25131.002 2.5 9637.039 1.5 4.5 3.9 -1.18± 0.02 -1.22 ± 0.03 -1.21± 0.02
6531.421 25131.002 2.5 9824.626 2.5 10.2 2.5 -0.82± 0.02 -0.85 ± 0.03 -0.84± 0.02
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Table 7.4 (cont’d)
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
4379.230 25253.457 5.5 2424.809 4.5 100.0 0.0 0.60± 0.02 0.58 ± 0.02 0.55±0.05
3818.241 26182.637 0.5 0.000 1.5 79.5 1.2 -0.55± 0.02 -0.53 ± 0.02 -0.53± 0.02 -0.58±0.05
4153.317 26182.637 0.5 2112.282 0.5 0.82 23.5 -2.46± 0.11 -2.52 ± 0.04 -2.55± 0.02
4160.393 26182.637 0.5 2153.221 1.5 -3.08± 0.12
5626.018 26182.637 0.5 8413.009 0.5 8.5 4.6 -1.18± 0.06 -1.26 ± 0.04 -1.24± 0.02
5646.107 26182.637 0.5 8476.234 1.5 9.7 4.5 -1.12± 0.06 -1.21 ± 0.04 -1.19± 0.02
6008.673 26182.637 0.5 9544.635 0.5 0.43 12.0 -2.42± 0.08 -2.43 ± 0.06 -2.34± 0.07
3808.519 26249.476 1.5 0.000 1.5 17.9 15.0 -0.90± 0.07 -0.90 ± 0.02 -0.89± 0.02 -0.90±0.05
3828.557 26249.476 1.5 137.383 2.5 61.4 6.1 -0.36± 0.03 -0.34 ± 0.02 -0.33± 0.02 -0.32±0.05
4141.816 26249.476 1.5 2112.282 0.5 0.28 18.8 -2.63± 0.08 -2.70 ± 0.05 -2.76± 0.05
4148.853 26249.476 1.5 2153.221 1.5 0.41 17.3 -2.46± 0.07 -2.52 ± 0.03 -2.54± 0.03
5604.935 26249.476 1.5 8413.009 0.5 4.3 9.8 -1.18± 0.05 -1.26 ± 0.06 -1.28± 0.02 -1.19±0.05
5624.874 26249.476 1.5 8476.234 1.5 6.8 9.8 -0.98± 0.05 -1.05 ± 0.05 -1.06± 0.02 -0.97±0.05
5657.440 26249.476 1.5 8578.542 2.5 7.6 9.8 -0.92± 0.05 -1.00 ± 0.05 -1.02± 0.03 -0.93±0.05
5984.631 26249.476 1.5 9544.635 0.5 0.23 15.6 -2.40± 0.10 -2.44 ± 0.05 -2.44± 0.02
6017.920 26249.476 1.5 9637.039 1.5 0.26 11.8 -2.34± 0.05 -2.39 ± 0.05 -2.36± 0.02 -2.28±0.08
8949.222 26249.476 1.5 15078.387 0.5 -2.10 ± 0.09
3793.610 26352.634 2.5 0.000 1.5 0.99 10.5 -1.93± 0.06 -1.99 ± 0.02 -1.99± 0.03
3813.491 26352.634 2.5 137.383 2.5 15.7 4.6 -0.74± 0.05 -0.76 ± 0.02 -0.81± 0.10
3840.749 26352.634 2.5 323.432 3.5 60.7 1.8 -0.16± 0.02 -0.16 ± 0.02 -0.14± 0.03 -0.25±0.0†
4131.166 26352.634 2.5 2153.221 1.5 0.20 20.0 -2.76± 0.08 -2.69 ± 0.06 -2.70± 0.03
4142.625 26352.634 2.5 2220.156 2.5 0.27 16.6 -2.62± 0.07 -2.57 ± 0.04 -2.67± 0.03
5592.415 26352.634 2.5 8476.234 1.5 4.3 3.4 -1.16± 0.04 -1.11 ± 0.05 -1.14± 0.03
5624.605 26352.634 2.5 8578.542 2.5 11.1 3.3 -0.74± 0.04 -0.69 ± 0.05 -0.71± 0.04
5668.362 26352.634 2.5 8715.747 3.5 5.3 3.4 -1.05± 0.04 -1.01 ± 0.05 -1.10± 0.05
5980.781 26352.634 2.5 9637.039 1.5 0.52 5.1 -2.02± 0.04 -2.01 ± 0.04 -2.00± 0.04
6048.661 26352.634 2.5 9824.626 2.5 0.16 12.5 -2.52± 0.06 -2.60 ± 0.05 -2.60± 0.04
3787.143 26397.633 0.5 0.000 1.5 -3.46± 0.14
4116.547 26397.633 0.5 2112.282 0.5 21.8 13.8 -0.87± 0.06 -0.85 ± 0.02 -0.83± 0.03
4123.499 26397.633 0.5 2153.221 1.5 77.1 4.0 -0.32± 0.03 -0.32 ± 0.02 -0.29± 0.03 -0.44±0.07
5578.373 26397.633 0.5 8476.234 1.5 -2.58 ± 0.06
4109.758 26437.754 1.5 2112.282 0.5 39.2 10.8 -0.31± 0.05 -0.33 ± 0.02 -0.30± 0.03 -0.30±0.05
4116.686 26437.754 1.5 2153.221 1.5 1.2 16.0 -1.81± 0.07 -1.83 ± 0.03 -1.85± 0.03
4128.064 26437.754 1.5 2220.156 2.5 59.2 7.2 -0.13± 0.04 -0.13 ± 0.02 -0.10± 0.03 -0.13±0.06
5565.912 26437.754 1.5 8476.234 1.5 0.13 18.5 -2.53± 0.07 -2.58 ± 0.08 -2.58± 0.06
5597.797 26437.754 1.5 8578.542 2.5 0.12 26.6 -2.57± 0.10 -2.42 ± 0.08 -2.50± 0.05
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Table 7.4 (cont’d)
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
3791.317 26505.953 2.5 137.383 2.5 -2.76 ± 0.03
4105.157 26505.953 2.5 2153.221 1.5 39.0 9.0 -0.14± 0.05 -0.14 ± 0.02 -0.23±0.06
4116.472 26505.953 2.5 2220.156 2.5 17.9 12.8 -0.47± 0.06 -0.48 ± 0.02
4131.991 26505.953 2.5 2311.369 3.5 42.7 9.9 -0.09± 0.04 -0.09 ± 0.02 -0.05±0.06
5544.858 26505.953 2.5 8476.234 1.5 0.079 13.5 -2.57± 0.06 -2.56 ± 0.05
5576.502 26505.953 2.5 8578.542 2.5 0.094 17.5 -2.49± 0.07 -2.45 ± 0.07
5619.510 26505.953 2.5 8715.747 3.5 0.076 24.7 -2.57± 0.10 -2.59 ± 0.06
3777.156 26604.807 3.5 0.000 1.5 -2.87± 0.10
3803.896 26604.807 3.5 323.432 3.5 0.45 9.2 -2.01± 0.04 -2.04 ± 0.03 -2.03± 0.03
4099.783 26604.807 3.5 2220.156 2.5 30.8 11.3 -0.11± 0.05 -0.10 ± 0.02 -0.08± 0.03 -0.06±0.05
4115.177 26604.807 3.5 2311.369 3.5 45.1 8.6 0.06± 0.04 0.05 ± 0.02 0.07± 0.03 0.05±0.06
4134.484 26604.807 3.5 2424.809 4.5 23.1 11.7 -0.23± 0.05 -0.23 ± 0.02 -0.23± 0.03 -0.15±0.05
5545.921 26604.807 3.5 8578.542 2.5 0.28 18.1 -1.89± 0.07 -1.84 ± 0.06 -1.86± 0.03
5588.457 26604.807 3.5 8715.747 3.5 0.11 24.8 -2.30± 0.10 -2.25 ± 0.06 -2.28± 0.06
3784.669 26738.323 4.5 323.432 3.5 -2.63 ± 0.04 -2.14± 0.04
3817.843 26738.323 4.5 552.955 4.5 0.92 10.9 -1.60± 0.05 -1.60 ± 0.03 -1.59± 0.03
4092.683 26738.323 4.5 2311.369 3.5 17.9 15.2 -0.24± 0.07 -0.25 ± 0.02 -0.24± 0.03 -0.18±0.06
4111.779 26738.323 4.5 2424.809 4.5 79.8 3.6 0.41± 0.03 0.40 ± 0.02 0.41± 0.03 0.39±0.06
5547.056 26738.323 4.5 8715.747 3.5 1.1 11.4 -1.20± 0.05 -1.25 ± 0.06 -1.27± 0.03
3815.515 28313.626 0.5 2112.282 0.5 23.2 3.2 -1.54± 0.03 -1.56 ± 0.02
3821.486 28313.626 0.5 2153.221 1.5 76.5 1.0 -1.03± 0.02 -1.02 ± 0.02 -1.04±0.08
3807.504 28368.753 1.5 2112.282 0.5 39.4 1.1 -1.03± 0.02 -1.01 ± 0.02 -0.94±0.03
3813.450 28368.753 1.5 2153.221 1.5 1.6 16.9 -2.42± 0.07‡
3823.212 28368.753 1.5 2220.156 2.5 58.6 0.8 -0.85± 0.02 -0.84 ± 0.02 -0.87±0.05
3799.908 28462.177 2.5 2153.221 1.5 40.7 0.9 -0.85± 0.02 -0.84 ± 0.02 -0.83±0.05
3809.601 28462.177 2.5 2220.156 2.5 18.2 1.3 -1.19± 0.02 -1.18 ± 0.02 -1.11±0.06
3822.889 28462.177 2.5 2311.369 3.5 40.7 0.9 -0.84± 0.02 -0.83 ± 0.02 -0.87±0.06
3790.324 28595.637 3.5 2220.156 2.5 32.2 1.0 -0.83± 0.02 -0.83 ± 0.02 -0.72±0.0†
3803.477 28595.637 3.5 2311.369 3.5 45.6 0.8 -0.68± 0.02 -0.68 ± 0.02 -0.53±0.0†
3819.964 28595.637 3.5 2424.809 4.5 21.9 1.2 -0.99± 0.02 -0.99 ± 0.02 -0.79±0.0†
3778.677 28768.142 4.5 2311.369 3.5 18.5 1.4 -1.00± 0.02 -1.00 ± 0.02
3794.949 28768.142 4.5 2424.809 4.5 81.2 0.3 -0.36± 0.02 -0.35 ± 0.02
3053.654 32738.130 1.5 0.000 1.5 60.8 2.4 -0.13± 0.03 -0.12 ± 0.02 -0.15±0.05
3066.523 32738.130 1.5 137.383 2.5 16.6 5.8 -0.69± 0.04 -0.68 ± 0.02
4109.817 32738.130 1.5 8413.009 0.5 13.2 3.7 -0.53± 0.03 -0.50 ± 0.04
4120.527 32738.130 1.5 8476.234 1.5 7.03 4.2 -0.89± 0.06 -0.91 ± 0.04
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Table 7.4 (cont’d)
 air (A˚) Upper Level Lower Level BF UBF (%) log(gf) Values
E (cm 1) J E (cm 1) J This study This Study Lawler Whaling Doerr
4137.976 32738.130 1.5 8578.542 2.5 -2.20 ± 0.09
5496.207 32738.130 1.5 14548.816 2.5 -2.07 ± 0.08
6374.485 32738.130 1.5 17054.924 2.5 -1.33 ± 0.10
3043.549 32846.822 2.5 0.000 1.5 9.5 6.7 -0.71± 0.05 -0.73 ± 0.02 -0.89±0.0†
3056.333 32846.822 2.5 137.383 2.5 51.2 3.6 0.02± 0.03 0.05 ± 0.02 0.04±0.06
3073.817 32846.822 2.5 323.432 3.5 14.8 6.0 -0.51± 0.04 -0.53 ± 0.02
4102.149 32846.822 2.5 8476.234 1.5 16.1 11.6 -0.23± 0.06 -0.28 ± 0.04
4119.443 32846.822 2.5 8578.542 2.5 6.4 12.4 -0.62± 0.06 -0.70 ± 0.04
4142.866 32846.822 2.5 8715.747 3.5 0.40 23.5 -1.83± 0.10
4307.316 32846.822 2.5 9637.039 1.5 0.36 14.8 -1.84± 0.07
5826.583 32846.822 2.5 15688.862 2.5 0.25 10.4 -1.74± 0.05 -1.77 ± 0.07
6355.572 32846.822 2.5 17116.947 3.5 -1.42 ± 0.08
3043.119 32988.845 3.5 137.383 2.5 8.6 6.2 -0.67± 0.04 -0.65 ± 0.02 -0.70±0.07
3060.452 32988.845 3.5 323.432 3.5 58.7 2.4 0.18± 0.03 0.21 ± 0.02 0.25±0.06
3082.110 32988.845 3.5 552.955 4.5 8.6 6.1 -0.65± 0.04 -0.63 ± 0.02
4095.475 32988.845 3.5 8578.542 2.5 18.4 3.4 -0.08± 0.03 -0.11 ± 0.04
4118.625 32988.845 3.5 8715.747 3.5 4.2 4.0 -0.71± 0.03 -0.76 ± 0.04
5790.588 32988.845 3.5 15724.229 3.5 -1.53 ± 0.08
6324.654 32988.845 3.5 17182.073 4.5 -1.25 ± 0.08
3044.933 33155.331 4.5 323.432 3.5 5.2 7.5 -0.76± 0.04 -0.75 ± 0.03 -0.68±0.05
3066.370 33155.331 4.5 552.955 4.5 71.1 1.6 0.39± 0.02 0.42 ± 0.02
4090.568 33155.331 4.5 8715.747 3.5 22.3 4.0 0.13± 0.03 0.10 ± 0.03
5750.642 33155.331 4.5 15770.789 4.5 -1.29 ± 0.09
6282.330 33155.331 4.5 17242.070 5.5 -1.05 ± 0.08
4469.703 37315.932 5.5 14949.359 4.5 87.4 0.2 0.37± 0.03 0.35 ± 0.02
4480.035 37315.932 5.5 15000.937 5.5 10.2 1.7 -0.57± 0.03 -0.57 ± 0.02
4500.778 37315.932 5.5 15103.784 4.5 0.79 12.2 -1.67± 0.06 -1.69 ± 0.03
4452.005 37518.445 7.5 15062.959 6.5 100.0 0.0 0.61± 0.03 0.59 ± 0.02
Note. — Columns are as follows:  air, transition wavelength calculated from the quoted energy levels using the standard index of air from
Peck & Reeder (1972); E (cm 1), J, upper and lower energy levels of the transition and the level J quantum number, where energy level
values are from Thorne et al. (2011) [15]; BF and UBF (%) the measured branching fraction as % and its % uncertainty from this work; and
the remaining columns contain measured log(gf) values from this work, and that of other authors, Lawler et al. (2014) [77], Whaling et al.
(1985) [32], and Doerr et al. (1985) [31] together with the uncertainty in log(gf) in dex.
†The disagreement between these log(gf) values and those obtained in the present study is discussed in the text.
‡This transition line is blended with another V I line and the BF was found by fitting the hyperfine structure of the lines comprising the
blended feature, discussed in the text.
The previously published values of Whaling et al [32], Doerr et al [31] and also the newer
work of Lawler et al [77] are quantitatively compared to the log (gf) values from this work in
Figure 7.12. In most cases, the di↵erence between the new log (gf) values of this thesis and those
previously published is less than the combined experimental uncertainty, indicating agreement
within 1 . Those few that do not agree within 1  typically agree to well within 2 , and should
still be considered acceptable. Comparison of the new log (gf) values with theoretical values of
Kurucz [40] and values obtained with theoretical BF s and measured level lifetimes of Wang et
al [36] is shown in Figure 7.13. The improved accuracy of laboratory measured log (gf) values
over theoretical values is clearly seen.
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Figure 7.12: A comparison between log (gf) values from this work and those already in the
literature. The left panel shows the comparison with results from Whaling et al [32] (W85) and
Doerr et al [31] (D85), and the right panel, with results from Lawler et al [77]. Results that do
not agree within twice the combined experimental uncertainty (2 ) are shown as solid symbols
and are discussed further in this Chapter [50].
For a small number of lines, the new log (gf) value from our study does not agree with the
previously published value within 2 . These are marked in Figure 7.12 by filled symbols.
As discussed in [50], for those lines lacking 2  agreement with either Whaling et al [32] or
Doerr et al [31] (7 in total), the log (gf) value from this study is in extremely close agreement
with a corresponding value from Lawler et al [77]. In these cases, I suggest that it is the value
from Whaling et al [32] or Doerr et al [31] that is erroneous. For the 5 lines lacking agreement
with Doerr et al [31] I suggest the discrepancy may be due to incorrectly quantified populations
for some upper levels in that study. This is especially true for the log (gf) values of lines at
3790.324 A˚, 3803.477 A˚, and 3819.964 A˚, which are all connected to the 28595.637 cm 1 upper
level, and which deviate from the values in this study and that of Lawler et al [77] by a similar
amount. For the lines at 6199.191 A˚ and 8198.865 A˚, where there is disagreement with values
of Whaling et al [32] the source of the discrepancy is less clear, but may be due to incorrect
line intensity measurements by Whaling et al [32].
For those lines with log (gf)s that do not agree within uncertainties with those of Lawler et al
[77] one line is very weak and the disagreement is therefore not significant, and the remaining
lines (6 in total) all lie at wavelengths within approximately ±100 A˚ of 9000 A˚, as shown in
Table 7.5. In all cases the di↵erence in log (gf) value compared to this study for these 6 lines
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Figure 7.13: A comparison between log (gf) values from this work and partial or wholly theo-
retical values already in the literature. The left panel shows the comparison with the theoretical
Kurucz values [40], and the right panel, with results from Wang et al [36].
Table 7.5. Comparison between log(gf) values from Lawler et al. (2014) and those from this
study and from Whaling et al. (1985) in the region of 9000± 100 A˚
 air (A˚)
a Upper Level Lower Level log(gf) Values Di↵erence
E (cm 1)b J E (cm 1)b J TSc Wd Le L   TS
8919.847 21032.503 3.5 9824.626 2.5 -1.33 ± 0.03 -1.30 ± 0.04 -1.49 ± 0.06 -0.16
8932.947 20828.481 2.5 9637.039 1.5 -1.58 ± 0.03 -1.56 ± 0.04 -1.74 ± 0.05 -0.16
8949.222 26249.476 1.5 15078.387 0.5 -2.10 ± 0.09
8971.673 20687.769 1.5 9544.635 0.5 -1.98 ± 0.05 -1.95 ± 0.10 -2.13 ± 0.05 -0.15
9037.613 20606.467 0.5 9544.635 0.5 -1.94 ± 0.04 -2.01 ± 0.18 -2.12 ± 0.05 -0.19
9046.693 20687.769 1.5 9637.039 1.5 -1.79 ± 0.05 -1.88 ± 0.17 -2.02 ± 0.05 -0.23
9085.231 20828.481 2.5 9824.626 2.5 -1.91 ± 0.05 -1.90 ± 0.05 -2.08 ± 0.05 -0.18
Mean Di↵erence -0.18
Standard Deviation 0.03
aWavelengths calculated from the quoted energy levels using the standard index of air from Peck & Reeder (1972)
bEnergy levels from Thorne et al. (2011) [15]
cThis study
dWhaling et al. (1985) [32]
e Lawler et al. (2014) [77]
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is of a similar magnitude, averaging to 0.18 ± 0.03 dex, irregardless of the upper level. Taken
as a whole this does not suggest a problem with individual branching fraction calculations or
lifetime measurements, but rather it suggests a possible issue with the intensity calibration of
the FT spectra in Lawler et al [77] in the region around 9000 A˚. The FT spectra of this thesis
work were intensity calibrated using standard lamps, as described in Section 6.3 and 6.2. This
approach calibrates an entire spectrum in a single step, giving consistency over a wide spectral
range. An error in a standard lamp measurement would therefore a↵ect an entire spectrum.
By contrast, this error in these 6 lines a↵ects only the region immediately surrounding 9000 A˚.
It is therefore most likely that the source of error lies with one or more of the argon lines that
Lawler et al [77] used to intensity calibrate spectra measured on the NSO 1 m FT spectrometer
at Kitt Peak Observatory [51]. Furthermore the log (gf) values obtained in my work in the
region 9000 ± 100 A˚ agree well with those from Whaling et al [32]. A correction factor of
0.18 ± 0.03 dex is suggested to be applied to all log (gf) values in the region 9000 ± 100 A˚ in
Lawler et al [77] to bring them into agreement with the values from this study and the study
of Whaling et al [32].
Chapter 8
Conclusion
The aim of this work was to improve on the current measurements of vanadium oscillator
strengths and to extend the experimentally measured spectral region of transition lines into the
infrared. The number of transition lines with published laboratory measurements of log (gf)s
in the IR region is extremely low, [18]. The atomic database of transition lines experimentally
measured for vanadium was lacking for support of ground- and space-based astrophysical ob-
servations. Vanadium, as with other transition metals, is important to identify when analysing
astrophysical spectra due to its complex atomic structure as it exhibits a large number of tran-
sition lines. This large number of lines could blend with and obscure other transition lines
in the astrophysical spectra so needs to be correctly identified in the observed astrophysical
spectra. Furthermore the complex atomic structure of vanadium makes theoretical predictions
of the transition lines di cult to produce accurately so experimentally measured transitions
are desirable.
The term analysis of neutral vanadium has recently been investigated by Thorne, Pickering
and Semeniuk [15] so this work was timely to be supported by the term analysis.
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8.1 Summary
All the upper levels for which sets of log (gf)s have been investigated in this work were requested
by Maria Bergmann (Max Planck Institute for Astronomy, Heidelberg, Germany), in a private
communication, as they included transition lines which were of interest to astronomers.
To calculate transition probabilities and oscillator strengths both atomic lifetimes and branching
fractions are required. The spectra were measured using high resolution FT spectrometers at
Lund University and Imperial College London. Level lifetimes were measured by time resolved
LIF at the Lund Laser Center, Sweden.
This work provides new lifetimes for 25 levels in neutral vanadium, measured with time resolved
LIF, and 208 new log (gf) values, measured for transitions linked to 21 of the levels for which
we measured new lifetimes, and an additional 18 levels of similar configuration or energy. 13 of
these log (gf) values have not previously been reported, and 9 of them are at wavelengths longer
than 1.6 µm for the first time. Also during this study hyperfine structure splitting factors for
3 odd levels of V I were also measured.
The lifetimes of this thesis are in very close agreement with the recent results of Den Hartog et
al [35], providing an independent set of measurements of comparable accuracy. Additionally,
a quantitative comparison of the new log (gf) values of this thesis, and those of Whaling et al
[32], Doerr et al [31], and Lawler et al [77] was performed. In general, good agreement is found
between all data sets. However, two clear discrepancies are noted.
1. Some upper level populations may have been incorrectly quantified by Doerr et al [31],
leading to systematic o↵sets between a number of their log (gf) values compared to other
studies.
2. For lines in the region of 9000 ± 100 A˚, the log (gf) values of Lawler et al [77] are
systemically smaller than those of this study and the study of Whaling et al [32]. The
most likely explanation is an error in the intensity calibration of these lines in Lawler et
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al [77]. A correction factor of 0.18 ± 0.03 dex is suggested be applied to these lines in
Lawler et al [77] to bring them into agreement with other studies.
There are direct applications for this work in the analysis of astrophysical spectra as well
as alternative applications in fluorescence and detection. With the new, accurate log (gf)s,
vanadium abundances can be more accurately estimated in astrophysical objects. For example
V I and V II have been observed in metal poor stars [78, 79, 80]. These stars were believed to
be earliest stars formed so should give information on nucleosynthesis processes that occurred
before they formed.
8.2 Future Work
8.2.1 Further Laboratory Studies
There is always a great desire for further experimentally measured transition probabilities from
the astronomical community and as research progresses di↵erent atoms may become of interest,
and new accurate log (gf) measurements are also required for other 3d transition group elements.
There are many improvements in astrophysical techniques and instrumentation being made for
which this data is required, examples of which will be detailed here.
• Non-Local Thermodynamic Equilibrium Stellar spectra not only give information
about stellar chemical composition, they also give valuable information on the history
of the cosmos. The composition of the interstellar medium from which a star formed
from can be deduced by calculating the elemental abundances in an active star, and in
turn what the interstellar medium it was created from was composed of. Therefore these
abundances are vital in understanding stellar, Galactic and cosmic evolution. Information
can also be gained about the origins of the elements; as elements heavier than iron cannot
be created by fusion reaction in stars, and heavier elements, such as radioactive elements
like uranium, are thought to be created in supernovae explosions. This can then be related
to the formation and evolution of galaxies, stars and planets.
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However the calculation of accurate elemental abundances is not simple and requires re-
alistic models of stellar atmospheres as well as accurate atomic data. The calculated
abundances are therefore never more accurate then the models they are based on. The
spectral resolution and high signal-to-noise achieved with the modern astronomical spec-
trographs means the uncertainties in abundances tend to come from systematic errors due
to inaccuracies in the model, inaccurate stellar parameters used, and the input atomic
and molecular physics, rather than observational errors.
These models are usually based on the assumptions of Local Thermodynamic equilibrium
(LTE) which assumes that although variation is occurring in time and space, this happens
at a slow rate, such that any point can be considered to be in equilibrium with the sur-
rounding neighbourhood. However these models give large deviations from abundances
observed and it is now thought that stars should be modelled with Non-Local Thermo-
dynamic Equilibrium (NLTE) as well as 3D hydrodynamical model atmospheres, not just
1D. Very hot stars are already modelled with NLTE but this is due to the quite di↵erent
approach needed to model them and their intense radiation fields and departures from
LTE have been known for a long time. NLTE and 3D atmosphere models can a↵ect the
estimation of e↵ective temperature and surface gravity, and new models incorporating
these features have shown promising results so far [81]. As more stellar atmospheres are
modelled in this new way they require the atomic and molecular input data to improve
alongside the models so that accurate abundances can be calculated.
• APOGEE The main aims of the APO Galaxy Evolution Experiment, also known as
APOGEE [82], are to explore the formation history of the Milky Way by measuring the
motions of stars and the abundances of chemical elements that they contain currently.
The survey will mainly target cool stars, particularly red giant stars, throughout the
multiple components of the Milky Way: the thin disk, thick disk, bulge and halo. There
is also a collaboration with the NASA Kepler mission to find exo-planets, to measure the
abundances of carbon, oxygen, nitrogen and iron in planet-hosting stars, to study the role
that these elements play in the formation of terrestrial planets.
The survey is ground-based and includes observations from the Apache Point site in New
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Mexico, and from the 2.5-meter du Pont Telescope at Las Campanas Observatory in
Chile.
APOGEE spectra are quite di↵erent from previous Sloan Digital Sky Survey (SDSS)
spectra. They are obtained in the infrared portion of the electromagnetic spectrum and
taken at relatively high spectral resolution, 10 times higher than the SDSS optical spectra.
This higher resolution enables a more detailed look at the light emitted by stars, and
allows the derivation of more accurate radial velocities and more precise information about
the chemical compositions as well as the physical conditions prevailing in the atmospheres
of the survey stars.
A main goal of the APOGEE survey is to get chemical abundances of multiple elements
for the survey sample of stars. To determine chemical abundances of di↵erent elements,
the stellar atmospheric parameters must be known and good atomic data is needed. New
atomic data is required in the H-band (1.4 - 1.7 µm) for APOGEE, with first results
published for Fe I [83]. Other 3d transition group element data are urgently needed.
• Gaia-ESO
Gaia-ESO is a spectroscopic survey providing the first homogeneous overview of the dis-
tributions of kinematics and elemental abundances covering all major components of the
Milky Way, from halo to star forming regions. Targetting over 105 stars this alone will
revolutionise knowledge of Galactic and stellar evolution. When combined with Gaia as-
trometry the survey will quantify the formation history and evolution of young, mature
and ancient Galactic populations. The scale of the challenge of mapping the chemical ele-
ments, spatial distributions and kinematics of distinct Galactic populations is enormous.
Stars record the past in their ages, compositions, and in their kinematics, and studying
open clusters at di↵erent ages and chemical compositions is crucial to understanding
fundamental issues in stellar evolution, the star formation process, and the assembly and
evolution of the Milky Way thin disc [84].
While Gaia is remarkable, like all spacecraft it leaves for large ground-based telescopes
what those do best. The ground-based Gaia-ESO spectroscopy complements and com-
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pletes Gaia astrometry, and vice versa. Each project is intrinsically exciting, and each
benefits from synergy with the other. The VLT survey delivers the data to support a
wide variety of studies of stellar populations, the evolution of dynamical systems, and
stellar evolution. Gaia is complemented by using GIRAFFE + UVES to find detailed
abundances for at least 12 elements (Na, Mg, Si, Ca, Ti, V, Cr, Mn, Fe, Co, Sr, Zr, Ba) in
more than 105 field stars and for several other elements (including Li) for more metal-rich
cluster stars. Depending on target SNR, and astrophysical parameters the fundamental
nucleosynthetic channels are probed: nuclear statistical equilibrium (V, Cr, Mn, Fe, Co),
and -chain (Si, Ca, Ti). The survey also supplies homogeneously determined chemical
abundances, rotation rates and diagnostics of magnetic activity and accretion, for large
samples of stars in clusters with precise distances, which can be used to challenge stellar
evolution models. Some work targetting data for Gaia-ESO has already been published
using lifetimes measured at the group of Lawler and Den Hartog at the University of
Winconsin, USA, and branching fractions at Imperial for Fe I [85]. Further atomic data
for log (gf)s for other 3d transition group elements is also required [11].
There are many avenues this research could continue down:
• The work on singly ionised vanadium is now quite comprehensive. Further work on
the hyperfine structure of vanadium could be undertaken with the aid of the new term
analysis of V I which would allow an increased number of transition probabilities to
be determined but also to allow improved identification of V I lines in stellar spectra
and improved identification of other observed lines which may also be blended in stellar
spectra.
• There have also been requests from astronomers working on solar spectra for V II tran-
sition probabilities which would be a large project but with the new term analysis of
vanadium would be made more achievable. Although transition probabilities for many el-
ements are required in new higher resolution space surveys. As improvements in space and
ground based spectrometers and telescopes are made, the atomic and molecular spectral
data must also improve and the spectral range extended.
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Further experimentally measured transitions for other 3d transition group elements are required
across a broad spectral range, as already discussed in the previous section for astrophysical
applications. These can be measured by the techniques used in this thesis, LIF lifetimes mea-
surements combined with branching fractions found using high resolution Fourier transform
spectroscopy. Much remains to be measured.
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