ABSTRACT Gait phase detection is an important procedure in the application of many lower limb auxiliary robots. The gait phase detection algorithms that utilize surface electromyography (sEMG) signals have been developed to overcome unnatural walking. However, traditional studies mostly consider precise gait walking events when the subject is focusing only on walking, and the accuracy of traditional algorithms is susceptible to more realistic gait scenarios, such as walking with cognitive tasks. In this paper, the gait phase detection is considered in more realistic and challenging scenarios, in which the subject is walking while performing cognitive tasks. A kernel linear discriminant analysis (LDA)-based nonlinear fusion model is proposed for gait recognition, which can effectively reduce the error caused by cognitive tasks, making it an ideal model for gait phase detection while cognitive tasks are performed in the process of walking. Furthermore, the Internet of Things (IoT) framework is incorporated to reduce the gait phase detection algorithm's process time by offloading the data from local sEMG sensors to the IoT server with powerful computation capability. The experiments have been conducted to validate our proposed algorithms, demonstrating that the boundaries between the stance period and swing period are more blurred when walking with cognitive tasks.
I. INTRODUCTION
A surface electromyography (sEMG) signal is the comprehensive effect of electromyography (EMG) and nerve stem electrical activity on the skin surface of shallow muscle, which can reflect neuromuscular activity to a certain extent. Recently, sEMG signals have been widely used in the provinces of bionic legs and walking assist robots [1] , [2] . The movement state of the lower limb is complex, and the human gait cycle is divided into stance and swing phases [3] , [4] . Usually, corresponding to specific events, the aforementioned gait phases can be subdivided into at least four stages: initial contact, mid-stance, propelling, and swing [5] .
Traditional gait phase detection uses mechanical sensors (e.g. inertial and force sensors), or mechanical sensors
The associate editor coordinating the review of this manuscript and approving it for publication was Jun Wu. with sEMG. However, mechanical sensors are required to be placed on the lower part of the shank [6] and the foot [7] as they are closer to the ground, and cannot reflect the intention of the subject motion. In many prosthetic control studies, physical sensors and EMG signals are used, and it has been found that EMG signals provide much useful information [4] , which provides the possibility for gait phase detection by sEMG signals. Moreover, most of the traditional research objectives are for non-amputee or amputee subjects with mechanically passive devices [8] , and the key effect lies in the initiative and passivity of the subject in the course of motion. Therefore, gait detection using sEMG signals is necessary for a walking assist robot to work smoothly with the subject's walking process.
The first important procedure for gait phase detection through sEMG signals is to extract the valuable information from sEMG signals, which is called feature extraction. It's important to find the features of strong spatial comparability, strong robustness under different walking scenes and low computational complexity in the gait phase detection. A sEMG signal is a complex biological signal, and the feature extraction of sEMG is usually divided into methods in the time, frequency, and time-frequency domains. The time-domain analysis is the most commonly used method because it is easy to calculate by signal amplitude [9] , via, for instance, variance (Var), mean absolute value (MAV), Willison amplitude (Wamp), waveform length (WL), and zero crossing (ZC). For frequency-domain features, two fixed mean and median frequencies are representatives of robust features [10] . The time-frequency domain can describe different frequency information over different time periods and provide much information for non-stationary signals [11] . It is worth mentioning that in recent years the wavelet transform (WT) has been proved to be more suitable for short pulse strings or long-time slow signals, which can characterize high-frequency signals [12] . It is particularly important to select the appropriate wavelet to extract timefrequency-domain features, and research has been found that the Daubechies wavelets can be used to effectively analyze the sEMG signal [13] , [14] . In the study of gait phase detection through sEMG, it is found that there are many redundant features. It is important to choose the best feature set for efficient gait phase identification [15] . In feature selection of sEMG recognition and other human body signal recognition, the best choices are time-domain and time-frequency-domain features [16] , and the optimal feature set is also dependent on the actual application scenario.
The second important procedure for gait phase detection through sEMG signals involves the gait phase recognition algorithms. One of the traditional detection methods, linear discriminant analysis (LDA), is a kind of classification algorithm based on projection, which is computationally efficient and is not prone to overfitting [17] . Some applications in human biological signals [18] , [19] show that LDA can achieve an 80%-90% recognition rate. Furthermore, combining multiple classifiers and using classifier fusion methods have shown a better accuracy than any single classifier. The authors of [20] , [21] studied a linear ensemble learning model utilizing combination methods called majority voting and weighted combination. They showed the effectiveness of classifier fusion on torso motion identification through sEMG signals. However, the traditional linear fusion decision model is more sensitive to noise. It is suggested that nonlinear, iteratively trained models are needed to achieve better performance of classifier fusion methods [22] . In recent years, the use of softmax regression in neural networks with nonlinear fusion of the output of linear models has shown to have a good effect on multi-classification problems [23] .
Furthermore, an Internet of Things (IoT) framework is incorporated to reduce the gait phase detection algorithm's process time by offloading the data from local sEMG sensors to an IoT server with powerful computation capability [24] , [25] . In traditional studies, the sEMG sensors' data are collected by a local computer, and the gait phase detection algorithm is executed on the local computer. The process time may be long due to the limited computation capability of the local computer. Therefore, the data from sEMG sensors are sent to an IoT server with powerful computation capability, and the computation task is then offloaded from the local computer to an IoT server, which can reduce the gait phase detection algorithm's process time [26] , [27] . Furthermore, this approach provides the possibility of increasing the accuracy of the algorithm by combining data from different users' sEMG sensors.
In this paper, a kernel LDA-based nonlinear fusion model is proposed for gait phase recognition. To the best of our knowledge, traditional studies do not consider walking in the case of imprecise events, but in actual scenarios walking is usually accompanied by some cognitive tasks [28] . Therefore, two scenarios of walking, i) walking without cognitive tasks and ii) walking with action, are considered. The contributions of this paper are summarized as follows:
• We compare and analyze more realistic gait scenarios, in which the subject is i) walking without cognitive tasks and ii) walking with cognitive tasks.
• A kernel LDA-based nonlinear ensemble learning model is proposed for gait phase detection, which effectively reduces the negative impact of cognitive tasks, and improves the robustness of the gait phase detection algorithm to a certain extent.
• An IoT framework is incorporated to reduce the gait phase detection algorithm's process time by offloading the data from local sEMG sensors to an IoT server.
• The experiments with 15 participants in three different age groups were conducted to validate the proposed gait detection algorithms under the two different gait scenarios.
The rest of this paper is organized as follows. In Section II, we briefly illustrate the data collection and data preprocessing aspects of the experiment. In Section III, we introduce the methods for feature extraction and the proposed LDA-based nonlinear ensemble learning model in detail. In Section IV, IoT assisted data processing is introduced. In Section V, we discuss the difference between two scenarios and the evaluation results of the proposed classifier. Finally, conclusions are drawn in Section VI.
II. EMG DATA ACQUISITION
We recruited 15 participants in different age groups to participate in the actual experiments. The experimental protocol, experimental devices, how the database is formulated, and how the data are pre-processed are introduced in detail in this section.
A. EXPERIMENTAL PROTOCOL
The experiment includes the following two walking scenarios:
1) Walking without performing cognitive tasks: walking straight at a speed of 4 km/h. VOLUME 7, 2019 2) Walking while performing cognitive tasks: walking while holding a stack of books at a speed of 4 km/h.
In this study, experimental data were acquired from healthy adults. We chose the muscle groups of the thigh to record muscle activity at the surface of the skin. The sEMG electrodes were placed on the right limbs at the rectus femoris, vastus lateralis, vastus medialis and biceps femoris, which have been identified [7] , [29] as the key muscles of the gait process. Fig.2(a) shows the sEMG electrode positions. The center spacing of the electrodes is about 3 cm.
The human gait cycle can be divided into a stance phase and swing phase. The stance phase contains pre-stance, midstance, and terminal-stance phases, while the swing phase contains pre-swing, mid-swing, and terminal-swing phases. Generally, 60% of a gait cycle is in the stance phase and 40% of a gait cycle in the swing phase. Fig.1 shows the different phases of a gait cycle. 
B. EXPERIMENTAL DATABASE
The experimental database recorded the sEMG signal data in both walking with and without cognitive tasks during a series of experiments. Fifteen adults of nominal physical and mental health were recruited to participate in the experiments. All subjects gave their informed consent for inclusion before participating in the study. The study was conducted in accordance with the ethical approval of confidential research involving human participants, and the protocol was approved by University of Electronic Science and Technology of China, Zhongshan Institute (Project identification code is 2016A020220003). The physical features of the participants are shown in Table. 1. 
C. EXPERIMENTAL DEVICES
The experimental setup featured three main parts for data collection: a sEMG sensor, treadmill, and camera; the specific experimental details are shown in Fig.2 . The sEMG signals were collected with a Myomove EMG sensor, which provided 16-bit resolution. A 50-meter wireless local area network was used for transmission, and the sEMG signal sampling frequency was 1024 Hz.
The camera (Canon EOS5D4 24-105, USM lens) was positioned to the right-hand side of participants and recorded videos with a resolution of 800*480 at 120 fps, which provided a reference for each point in the actual gait phase.
D. DATA PRE-PROCESSING
The sEMG signals comprise a kind of weak electrical signal. Research has shown that the amplitude of sEMG signals are in the range 0-8 mV and the frequency of valuable sEMG signals is in the range 10-500 Hz. The main noise of the sEMG signal acquired by the medical device is ECG noise and hardware frequency noise, and the noise mainly focuses on the frequency band near 50 Hz. In order to effectively reduce the aliasing of useful signals and noise, suppress periodic noise, in this paper, as the first step, comb filter was selected and used to filter out the noise near the 50 Hz band of the signal. The intention of filtering was to offset the noise of the 50 Hz frequency band and the delayed noise by accumulation. The comb filter was designed based on the 50 Hz noise frequency and 512 Hz sEMG Nyquist frequency, the ratio of which was approximately 0.1 as a normalized parameter. The corresponding low-cut and high-cut values were set to 0.07 and 0.13, respectively. The second step was filtering by an IIR bandpass filter between 10 and 500 Hz to remove abnormal extreme values from the normalized signals.
III. ALGORITHM DESCRIPTION
Here, six feature-extraction methods are introduced first in subsection III-A. Then, the proposed kernel LDA-based nonlinear ensemble learning model is introduced in subsection III-B for gait phase detection.
A. FEATURE EXTRACTION
In the research of existing sEMG signal pattern recognition, it has been shown that the average classification accuracy rate ranges from 87% to 95% when the selected feature number increased from one to five. The accuracy of recognition increases with the number of selected features. Feature extraction methods of mean absolute value (MAV), slope sign change (SSC), and waveform length (WL) could achieve similar recognition effects like more feature extraction methods used, as there are much more redundant features. Therefore, for a specific usage scenario, one should select the appropriate combination of features accordingly. In the work described in this paper, we used the Davies-Bouldin (DB) index and scattering criterion method to evaluate the comparability of features. To take into account the computational complexity of the features [30] from many mainstream time-domain features and time-frequency-domain features, through the quantitative analysis and comparison of more than twenty sEMG signal features, finally the features enumerated below were selected as the optimal feature groups for gait phase detection.
In the following formula, where x i and N denote the ith sEMG sample and the number of samples, respectively, sgn(·) is sign function.
(1) Mean absolute value (MAV) MAV is the absolute mean of the amplitude value of the discrete sEMG signal [15] , and the formula is expressed in Eq. (1):
(2) Variance and logarithm of variance (Var and Logvar) In the stochastic process, the variance is used to measure the discrete degree of the random variable [15] . Var is defined in Eq. (2):
We also consider the logarithm of variance, and Logvar is defined as the natural logarithm of Var. 
where T represents the threshold. The parameter T is optimized by experimental comparison, and we obtained the optimized T value of 5 mV, which is the indicator for muscle contraction level. (4) Slope sign change (SSC) SSC is a feature of a reaction frequency information in sEMG signals [31] , and represents the number of the positive and negative slopes of sEMG signals. The definition is given in Eq. (4):
where
. We set the threshold T to 5 mV as the same in Eq. (3). (5) Waveform length (WL) Waveform length is a feature to measure the complexity of sEMG signals [3] . The definition is given in Eq. (5):
(6) Wavelet Transform (WT) Wavelet transform is a local short-time Fourier transform that is commonly used in time-frequency-domain analysis. The mathematics of the feature extraction of the data by a continuous wavelet transform is expressed in Eq. (6):
where C denotes coefficients generated by the wavelet transform, ϕ(·) is the wavelet base, τ the translation parameter, and a the transformation scale. Usually, the scale a is assumed as
. For the selection of wavelet bases, we considered the values of the 1-, 4-, and 7-dB wavelets in the gait of lower limbs [21] , [32] .
B. PROPOSED LDA-BASED GAIT DETECTION
The essence of gait phase detection is a nonlinear classification problem, in which the label of the dataset for objects generated by the walking process for supervised learning and the objects themselves can be defined by a set of features, attributes, or measurements. The objective here was to construct a discriminant or prediction rule to assign labels to objects. Among contemporary research approaches, various discriminant analysis models are appealing because of their low computational complexity and the fact that they are purely based on samples. Fisher's linear discriminant analysis is one of linear discriminants used to seek the maximum distance between different objects, and it minimizes the variance of the dataset, which is proved to be an ideal model in the recognition and application of sEMG signals. LDA was used to seek ω, which maximizes
where x is the project data and k the number of classes. The projection vector is ω, N i represents the number of samples in each class, m i is defined as the sample average for each class, and m is the mean of the overall sample. The purpose of maximizing the J (ω) function is to find a projection direction to make the sample more separable. Because of the fuzziness of walking task to data, we attempted to use the kernel technique (the advantage of kernel technique) to process the extracted features, aimed at mapping the features to high-dimensional space by the dotproduct, which can effectively improve the comparability of samples [33] . Kernel techniques are described as follows:
When input space χ exists, a mapping that makes all x, x i ∈ χ, and function K (x, x i ) satisfies
where φ(·) satisfies the transformation of feature space to Hilbert space; K (x, x i ) is the kernel function. After mapping the original dataset to high-dimensional space, to find the projection direction ω which maximizes 8) and Eq. (9), except that the data they calculate are the data after the mapping.
Regarding the choice of kernel function, we chose the Laplace kernel technique, a legal kernel, which can guarantee the semi-positive-definite of the converted Gram matrix; this is a method with moderate computational complexity and is not very sensitive to kernel function parameters. The formula is expressed as follows:
The specific algorithm flow is described in [33] , and the parameter σ is an important parameter that determines the mapping amplitude of the Gaussian distribution. It is displayed in the Table. 3, where σ i represents the ith baseclassifier's σ value. Furthermore, the ensemble method of ensemble learning was selected in the design of the algorithm, because research shows that the effect of a multi-classifier is better than that of any single classification. Considering the generalization ability of nonlinear models, it is possible to have stronger robustness; therefore, the stacking method is selected as the fusion algorithm of the model. Stacking [34] , [35] is an ensemble learning method, also known as stacked generalization. The process is shown in Fig. 3 , in which several base classifiers are combined by a meta-classifier that learn the base classifiers' outputs. The base classifier in the figure represents a weak classifier used for decision fusion, the Pi in the figure represents the output of the ith base classifier, and the output of the base classifier is used as the input of the meta-classifier to obtain the final classification result Pf . The base classifiers in this work are all kernel LDAs for each selected feature, and the number of base classifiers is five. The five sets of features selected in this work were used as input to five base classifiers separately, and the meta-classifier used here selects softmax regression [36] , and eventually the results of the classification decision is obtained. The softmax regression has a good effect in solving the problem of multi-classification, and in the neural network it also has a wide range of applications. The formula is expressed as follows: (13) where k represents the total number of categories, i the class currently being calculated, and η i generalized linear models, where η i = θ T i x, x is the input of the model and θ is the parameter of model. In the stacking method, x is the output of each base classifier and S i represents the final calculation of the various categories of scores, the largest fraction of the categories in which they are divided.
After designing the model, both the kernel LDA and softmax regression need to be trained. The training data are randomly divided as follows: 60% for training, 20% for validation, and 20% for testing. Moreover, the comparison between the improved and traditional algorithms in actual performance was also studied.
IV. IoT-ASSISTED DATA PROCESSING
Although the proposed nonlinear model has better robustness, there are defects in computational efficiency of the proposed algorithm since the operation time is much longer than that of traditional methods. The application in this study requires extremely high real-time computing resources since the gait process is already short, and it is important to complete the recognition of each phase cycle quickly. Therefore, an IoT framework is incorporated.
The IoT is a model of connecting ''possible things'' through the current Internet. With the help of an IoT framework, the data can be collected by ''things'' equipped with sEMG sensors in a distributed manner. The data can be transferred through the networks and processed in a centralized manner. There are two merits of this kind of IoT framework: (1) the process time can be short when the IoT server has powerful computation capability, and (2) the result may be more accurate if data from different users' devices are combined. In this work, the sEMG signal data generated by the sensors were sent to an IoT server, and the process time of the gait phase detection was thereby shortened.
How to combine the data from different users' devices to improve the algorithm's accuracy is left to planned future work.
V. RESULTS AND DISCUSSION

A. DIFFERENCES BETWEEN THE TWO EXPERIMENTAL SCENARIOS
To understand the difference between walking with and without tasks, the raw data produced by the muscles and the features extracted by these data were analyzed.
In a gait cycle, from lifting the legs and the heel off the ground, the initial production of movement involves the most critical muscle, rectus femoris, and then vastus medialis and vastus lateralis begin to assist the force, driving the knee movement. Biceps femoris then contract inward, and when the leg starts to move, the back foot follows the ground. The process of leg lift plays a supporting role. Fig.4 shows sEMG signals diagram measured in two scenarios, in which the data plots of four channels represent four muscles: rectus femoris, vastus lateralis, vastus medialis and biceps femoris, respectively. It can be seen from the figure that walking without a task has a more obvious distinction between the support period and swing period than walking with a task, according to the data measured by the same experimenter in both experimental scenarios. In most cases, the measurement data for the first and third channels are more obvious, and most of the fuzzy boundaries appear in the pre-swing and pre-stance phases.
Next, feature extraction in the two scenarios was analyzed. We selected the slope sign change (SSC), Wilson amplitude (Wamp), waveform length (WL), logarithm of variance (Logvar), and mean absolute value of the DB7 wavelet decomposition coefficients (DB7-MAV) as the optimal feature set after the quantitative analysis of feature extraction. It is worth mentioning that the DB7-MAV is based on DB7 wavelet decomposition coefficients within the range 50-100 Hz.
The distribution of five features in the two scenarios at six phases is shown in Fig.5 , in which 1 denotes walking without a task and 2 denotes walking with a task. For the sake of convenience, the data in Fig.5 are feature values obtained by standardizing five eigenvalues. The box diagram describes the overall distribution of the features extracted by the two gait scenarios. The two scenarios are roughly evenly distributed, but there are still differences that cannot be ignored. The number of digits shown in the box diagram shows the resistance of the data, indicating a slight difference in walking with a task, which has a larger number of outliers. The range of features in walking while performing a task is less than that in walking without performing one. The feature of walking while performing a task, due to the cognitive task of walking, results in a decrease in the degree of distinction between intervals, especially during the exchange phase of the swing and stance periods, which is consistent with the results of the original data image reaction. These differences lead to traditional algorithms that are susceptible to more realistic walking scenes.
B. ACTIVITIES RECOGNITION RESULTS
In this section, we use a statistical procedure to analyze the recognition effects of features in two gait scenarios and to VOLUME 7, 2019 show the effect after applying the ensemble learning model. First, a single kernel LDA was run on each of the features shown in Fig.6 to classify the six phases of a gait. It is worth mentioning that all that features were four-channel data from the four key muscles mentioned earlier. Because the experimental data presented in this paper are balanced data and multi-classification data on the whole, we selected the Macro F1 value to evaluate the performance of the model in the model-selection process [37] . The evaluation of n classifications is split into N two-classification evaluations, with the F1 score of each two classifications calculated, and the average of F1 score is macro F1, which provides a better assessment of multi-classification issues. The higher the Macro F1 value, the higher the recognition accuracy of the model.
Classifiers in a group do not have identical accuracy, and the same feature also has different classification accuracies at different gait stages. It can be observed that the average accuracy of some better features can reach 75%-85%, while the average accuracy of some poorer features are only approximately 50%. Each selected feature has a good ability to recognize some phases of the gait; for example, the SSC feature has good recognition ability in the mid-stance and terminal-swing phases, but in other phases the recognition effect is general. In the same way, the DB7-MAV feature has good performance in the pre-swing phase. Complementary functions can be achieved between different features, which is why the ensemble learning model is chosen. Then, to analyze the performance of the features in the two chosen scenarios, the recognition rate of walking while performing a task is generally lower than that of walking without performing one, because the phase-dividing line of walking while performing a task is fuzzier than that of walking without performing one. The LDA algorithm based on a Laplace kernel exhibits a better level of improvement than the traditional LDA algorithm, which may be due to the data of the feature space being mapped so that the input of the algorithm is more divided. Next, a multi-class classifier was implemented and evaluated.
In this paper, the comparison between nonlinear fusion models and traditional models was studied. A traditional algorithm was used to analyze the sEMG signal in the torso pattern to identify the successful algorithm. Simple majority voting fusion based on LDA (SV-LDA) and weighted majority voting fusion based on LDA(WV-LDA) were used. In the proposed sEMG pattern recognition application [21] , a recognition accuracy rate of approximately 95% was achieved. Comparing the two traditional models, linear decision fusion and nonlinear decision fusion, proposed in this paper, the gait phase detection performance of both gait phase scenarios is presented in Table. 2. Among them, simple majority voting fusion based on kernel LDA and weighted majority voting fusion based on kernel LDA are methods that have been successfully applied in the field of sEMG signal pattern analysis. As shown in the table, the effect of the fusion model is much higher than that of the single classifier. It can be further observed that the SV-LDA can promote a certain degree of system performance; the average accuracy of the SV-LDA is nearly 89%. In contrast, the WV-LDA exhibits a noticeable improvement in classification, since the average accuracy of the WV-LDA is nearly 92%. The ST-LDA exhibits even better performance, the accuracy being nearly 93.5%.
Next, we compared and analyzed the effects of walking while performing cognitive tasks using three methods. It can be seen from the table that the traditional linear fusion method is still relatively susceptible to influences, since the accuracy of the SV-LDA was reduced to nearly 84.5% and that of the WV-LDA to 87%. Compared to these results, the nonlinear model fusion method (ST-LDA) exhibited an accuracy of nearly 92%, and can still maintain a high gait phase detection accuracy for walking while performing cognitive tasks. The identification by three methods for two scenarios is shown in Fig. 7 , in which 1 represents walking without an action and 2 walking with an action. Walking with an action has a great influence on the recognition accuracy of traditional algorithms, which is close to 5%, but the nonlinear fusion model proposed in this paper has a small influence, only 2%. The parameter generalization of the final algorithm is given in Table. 3, which shows that the nonlinear fusion model is more suitable for gait phase detection in the more realistic scenarios. The reason may be that the nonlinear model has stronger generalization ability. The softmax function is sensitive to small variations in the value of a range, amplifying subtle differences within a range to achieve high-accuracy classification.
Finally, the computational efficiency of the above three methods was analyzed. Computational complexity is an important aspect of the real-time application. In the current study, the calculation used a I5-3230M, 2.6-GHz CPU with 4G RAM and a Spyder IDE. The traditional linear fusion model is based only on the base model of voting, and compared with a nonlinear fusion model it is equivalent to one layer less operation, but the ST-LDA proposed in this paper is based on a classic multi-classification algorithm and softmax regression, which has the characteristics of fast calculation speed and good fitting effect. According to the results in Table. 3, the ST-LDA takes approximately 90 ms of calculation time to achieve the detection of gait phases, which is slightly slower than the traditional methods, but on the whole it is the more ideal model for real-time gait phase detection.
VI. CONCLUSIONS
Gait phase detection utilizing sEMG signals in a walking assist robot was studied. The aim of the study was to achieve robust, fast, efficient, and accurate gait phase detection. We compared and studied two scenarios of walking: walking without an action and walking with an action. Five features, slope sign change (SSC), waveform length (WL), Wilson amplitude (Wamp), logarithm of variance (Logvar), and mean absolute value of DB7 wavelet decomposition coefficients (DB7-MAV), that are most conducive to gait phase detection were selected, and for situations that are closer to real-world situations, i.e., walking with action, a nonlinear fusion model based on the kernel LDA classifier was proposed. We also incorporated an IoT framework for fast data processing with the proposed gait phase detection algorithm. The network selection for data transmission, privacy and security are also important [38] - [40] , and these points will be considered in the future work.
The results show that the difference between the two walking scenarios is that sEMG signals of walking with an action were fuzzier than those of walking without an action at all gait phases. In terms of differences of features, the range of features in walking with an action is smaller than walking without an action. The feature of walking while performing an action, due to the cognitive task of walking, resulted in a decrease in the degree of distinction between intervals. In addition, while traditional algorithms show vulnerability to cognitive tasks while walking, the comparative analysis showed that the kernel LDA-based ensemble learning methods were robust and can achieve an accuracy rate of nearly 92.5% in walking while performing an action. Therefore, the proposed kernel LDA-based gait phase detection algorithm can effectively improve the recognition rate and can satisfy the application in more realistic gait scenarios.
