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Résumé
Bien que des méthodes de filtrage basées sur les
coûts existent depuis peu pour les problèmes d’arbres
couvrants sous incertitudes [2, 5], elles ne permettent
pas la prise en compte de restrictions additionnelles.
Nous présentons dans cet article une contrainte d’opti-
misation pour les problèmes d’arbres couvrants de poids
optimal sous restrictions fondée sur les travaux de [13].
Nous améliorons tout d’abord la contrainte d’opti-
misation proposée par [2, 5] pour les problèmes d’arbres
couvrants en mettant en évidence l’analogie entre re-
cherche de cycles, recherche de ponts et calcul de rem-
plaçants. Puis nous décrivons les problèmes posés par
l’ajout de restrictions lors de l’utilisation de ce type d’al-
gorithme pour proposer ensuite, grâce aux travaux de
Sellmann, une nouvelle contrainte d’optimisation basée
sur une relaxation Lagrangienne.
Nous fournissons une première expérimentation de
cette contrainte sur un problème d’arbre couvrant sous
restriction de degré.
Abstract
Cost-based filtering algorithms already exist [2, 5]
for robust spanning tree problems, but they can not
handle additionnal restrictions. This article describes a
cost-based filtering algorithm, founded on the work of
[13], for optimal constrained spanning tree problems.
In a first step, we improve the algorithm of [2, 5] for
the optimal spanning tree problem using the similarity
between cycles detection, bridges detection and repla-
cements computation. After that, we use the work of
Sellmann to define the difficulty of tacking into account
additionnal restrictions for this kind of algorithms. Due
to this definition, we propose a Lagrangian-based filte-
ring algorithms for constrained spanning tree problem.
We conclude by testing this algorithm on the degree-
constrained spanning tree problem.
1 Introduction
L’ajout de restrictions additionnelles1 à un problème
d’arbre couvrant rend la recherche de l’arbre de coût
minimal NP-difficile. De plus, les contraintes d’opti-
misation existantes ne peuvent prendre directement en
compte les restrictions sur la forme de l’arbre.
Nous adapterons dans cet article la méthode propo-
sée par Sellmann pour résoudre des problèmes d’arbres
couvrants sous restrictions grâce à une méthode hy-
bridant programmation par contraintes et relaxation
Lagrangienne.
1.1 Contexte
Le succès de la résolution de problèmes d’optimi-
sation par programmation par contraintes vient en
grande partie de l’hybridation de ces méthodes avec
des algorithmes provenant de la recherche opération-
nelle.
En effet, on peut observer une complémentarité
entre la programmation par contraintes, raisonnant en
terme de faisabilité, et les méthodes de recherche opé-
rationnelle, se basant sur la notion d’optimalité. Ne
considérer que la faisabilité d’une affectation ne per-
met pas de capturer les variations de coût comme le
font les algorithmes de recherche opérationnelle. Ce-
pendant, l’utilisation des informations fournies par les
algorithmes de recherche opérationnelle, associée à des
méthodes de filtrage complexes, permet de réduire
considérablement le temps d’exécution en améliorant
l’élagage de l’arbre de recherche.
La définition de contraintes globales incluant des al-
gorithmes de recherche opérationnelle est la réponse la
1Par soucis de clarté, nous appellerons les contraintes,
au sens programmation linéaire, des “restrictions”. Le terme
“contrainte” désignera les algorithmes de filtrage.
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plus courante à ce problème d’intégration. L’existence
de structures simples et très étudiées, comme le plus
court chemin ou l’arbre couvrant de poids optimal,
permet de calculer en temps polynomial des informa-
tions de variation de coût. Cependant, l’inconvénient
majeur de ces méthodes est qu’elles ne permettent pas
de prendre en compte l’ajout de restrictions addition-
nelles et ne fournissent donc que des informations par-
tielles en cas de résolution de problèmes avec restric-
tions.
L’utilisation de la relaxation Lagrangienne [13] a
permis de répondre à cette difficulté en offrant la possi-
bilité d’améliorer les algorithmes de filtrage grâce aux
informations duales fournies par les coefficients de La-
grange. Cette méthode a été appliquée avec succès à
des problèmes tels que le plus court chemin avec res-
trictions de capacité [8] et nous allons, dans cet article,
l’appliquer aux problèmes d’arbres couvrants de poids
optimal sous restrictions.
1.2 Démarche
Nous présenterons dans la première partie de cet
article (section 2) les deux types d’information de va-
riation des coûts traditionnellement utilisées lors de
la création d’une contrainte d’optimisation. En effet,
bien que les méthodes dites “duales”, comme le sim-
plexe, sont très souvent employées, l’existence d’algo-
rithmes de calcul de déviations [10] permet d’exploiter
des informations structurelles, dite “primales”.
Cela nous permettra d’introduire (section 3) la
contrainte d’optimisation primale existante pour le
problème de l’arbre couvrant de poids optimal, défi-
nies dans [2, 5]. Après avoir rappelé le concept de calcul
des remplaçants, nous proposerons une simplification
de l’algorithme de filtrage grâce à la correspondance
entre recherche de cycles, recherche de ponts et calcul
des remplaçants.
Fig. 1 – Schéma général de l’algorithme de filtrage.
Nous verrons par la suite (section 4) les problèmes
que pose l’ajout de restrictions supplémentaires au
problème initial lors de l’utilisation d’un algorithme
primal. Nous rappellerons la solution apportée par
Sellmann [13], appliquée avec succès sur un problème
de plus court chemin sous restrictions [12], et l’ap-
pliquerons aux problèmes d’arbres couvrants de poids
optimal en décrivant la procédure de filtrage retenue,
schématisée figure 1. Nous justifierons cette approche
par une première expérimentation (section 5), appli-
quée aux problèmes des arbres couvrants sous restric-
tion de degré.
2 Valuation des coûts de changement en
programmation par contraintes
Selon la terminologie de [9] et l’appellation usuelle
de la recherche opérationnelle, les informations éva-
luant la variation des coûts recensées ici utilisent
des relaxations, dans le sens où elles se fondent sur
une simplification du problème original, souvent NP-
difficile. Ces techniques de recherche opérationnelle
fournissent une estimation de la borne de la fonction
objectif et de l’évolution de celle-ci en cas de modifica-
tion d’une variable. Ces informations sont minorantes
pour pouvoir garantir la complètude de la recherche.
Il est possible de classer les relaxations utilisées pour
la création de contraintes globales d’optimisation en
deux types dépendant des informations utilisées pour
filtrer le domaine de ces variables.
2.1 Relaxations duales
Les relaxations les plus utilisées pour mesurer la va-
riation des coûts se fondent sur la théorie de la dua-
lité en utilisant des algorithmes tels que le simplexe,
les méthodes de points intérieurs ou les méthodes de
décompositions. Ce genre de méthodes simplifie en gé-
néral le problème original grâce au relâchement des
restrictions d’égalité ou grâce à une résolution itéra-
tive de sous-problèmes polynomiaux.
Elles évaluent, avec l’aide des variables du problème
dual, les variations du coût de la solution dûes aux res-
trictions du problème. La théorie de la dualité certifie
que ces méthodes offrent des informations minorantes,
permettant ainsi de garantir la complètude.
2.2 Relaxations primales
Il est possible pour quelques problèmes, tels que le
plus court chemin ou l’arbre de poids optimal, de cal-
culer en temps polynomial le coût minimum nécessaire
pour rétablir la structure en cas de modification des
données du problème, appelé coût de remplacement
par [10].
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En prenant l’exemple d’un problème de plus court
chemin, la suppression d’une arête appartenant à la so-
lution optimale nécessite le re-calcul du nouveau plus
court chemin. La différence entre l’ancienne et la nou-
velle solution donne le coût minimal nécessaire pour
retirer cette arête de l’ensemble des arêtes potentielles.
Pour les relaxations utilisant ce type d’information,
la complètude est garantie par le fait que les coûts
de remplacement sont calculés grâce à une solution
minorante.
3 Relaxation primale pour les arbres cou-
vrants pondérés
Le problème de l’arbre couvrant de poids optimal
consiste à trouver un arbre2 reliant tous les nœuds du
graphe et dont la somme du coût des arêtes est mini-
male ou maximale. Ce problème, très étudié, peut être
résolu en temps polynomial grâce à des algorithmes
tels que celui de Kruskal. La structure simple de ce
problème permet le calcul d’informations primales à
partir desquelles ont été définies des contraintes d’op-
timisation [2, 5].
Dans cette section, nous présenterons puis simpli-
fierons ces contraintes grâce au principe de calcul des
remplaçants, à l’origine des informations primales.
Nous utiliserons dans la suite de cet article, les
conventions suivantes :
G = {V, E, cost} est le graphe pour lequel on
cherche à trouver un arbre de poids optimal. V dé-
signe l’ensemble des nœuds, E l’ensemble des arêtes et
cost : E → R+ la fonction de coût. T est l’arbre cou-
vrant non contraint de poids minimal de G et x(i,j)
est la variable binaire désignant si l’arête (i, j) est pré-
sente ou non dans la solution optimale. Nous ne nous
intéresserons qu’à un problème de minimisation.
3.1 Calcul des remplaçants
Le calcul des remplaçants a été défini pour la pre-
mière fois par [6] pour calculer les k plus petits
arbres couvrants. Ce calcul peut être effectué en temps
pseudo-linéaire grâce à des algorithmes tels que [14].
Ce calcul se base sur la définition structurelle d’un
arbre, à savoir un graphe ne possédant qu’un seul che-
min entre chaque paire de nœuds. Gabow introduit
dans son article la notion d’échange admissible (e, f)
où e ∈ T et f = (i, j) 6∈ T tels que e appartienne
au cycle formé dans T par f . Pour toute arête e,
les échanges admissibles (e, f) définissent l’ensemble
des arêtes f permettant la re-connections de l’arbre
en cas de retrait de e. De même, pour toute arête
f , les échange admissibles (e, f) définissent l’ensemble
2C’est à dire un sous-graphe acyclique et connexe.
des arêtes e permettant d’éliminer le cycle formé par
l’ajout de f . Cela a permis à Gabow de définir deux
théorèmes permettant l’évaluation du coût minimal de
remplacement d’une arête.
Théoreme 3.1.1 Pour toute arête e = (i, j) ∈ T , si
x(i,j) = 0, alors le coût minimal d’un arbre de G−e est
de cost(T )− cost(e)+ cost(f), où f est l’arête de coût
minimal telle que (e, f) soit un échange admissible.
Théoreme 3.1.2 Pour toute arête f = (i, j) 6∈ T , si
x(i,j) = 1, le coût minimal d’un arbre de G contenant
f est de cost(T )− cost(e)+ cost(f), où e est l’arête de
coût maximal telle que (e, f) soit un échange admis-
sible.
Le théorème 3.1.1 peut être illustré par la figure
2. Lors du retrait d’une arête e, en pointillé noir, les
seules arêtes f permettant de reconnecter l’arbre ap-
partiennent à la coupe formée par T − e et définissent
un échange admissible (e, f). La différence entre le coût
de e et celui de la plus petite arête de cette coupe dé-
finie le coût de remplacement de l’arête e. Pour cette
figure, ce coût est de 1.
Fig. 2 – Illustration du théorème 3.1.1.
De même, le théorème 3.1.2, illustré figure 3, indique
que, lors de l’ajout dans l’arbre de l’arête f = (i, j) en
pointillé gris, l’élévation minimum du coût passe par le
retrait de l’arête e 6= f de coût maximum appartenant
au cycle formé par l’ajout de f , en pointillé noir. Pour
cette figure, ce coût est de 3.
Fig. 3 – Illustration du théorème 3.1.2.
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3.2 Travaux existants
Comme spécifié en introduction, deux travaux se
sont basés sur cette notion pour définir des méthodes
de filtrage pour un problème d’arbre couvrant sous in-
certitude. Ils traitent de problèmes de robustesse, où le
coût d’une arête est définie par un intervalle mesurant
les coûts probables de cette arête. Dans [5], les graphes
à partir desquels sont calculés les arbres peuvent égale-
ment être variables. La méthode proposée dans cet ar-
ticle offre la possibilité de définir des nœuds variables.
Nous ne considérerons pas ce cas particulier par la
suite, les auteurs ayant démontré qu’assurer la consis-
tance de borne est NP-difficile, par réduction à un
problème d’arbre de Steiner.
Ces algorithmes [2, 5] utilisent des bornes majo-
rantes pour filtrer les variables des domaines. Étant
donnés un arbre minorant T et une solution majorante
T ′, si le coût d’échange d’une arête e ∈ T entrâıne un
arbre minorant T−e de coût supérieur à T ′, alors cette
arête appartient à la solution optimale3.
Ces deux travaux appliquent, avant d’effectuer le fil-
trage par coût de remplacement, un algorithme de re-
cherche de cycles et de ponts.
Un pont est une arête obligatoirement présente dans
toute solution car son retrait entrâıne une partition du
graphe. De plus, une arête f = (i, j) 6∈ T est obliga-
toirement absente de toute solution si elle forme un
cycle, c’est à dire si, pour toutes les arêtes e du che-
min entre i et j de T , x(i,j) = 1. La recherche de ces
cycles et ces ponts peut s’effectuer en temps linéaire
grâce notamment à des algorithmes de recherche en
profondeur d’abord.
On peut résumer l’algorithme de filtrage de ces ar-
ticles de la manière suivante :
1. Recherche des cycles et des ponts.
2. Retirer de l’ensemble des arêtes potentielles
chaque arête formant un cycle.
3. Ajouter aux arêtes obligatoires chaque arête for-
mant un pont.
4. Calculer les coûts de remplacement.
5. Affecter les arêtes dont le coût de remplacement
entrâıne un dépassement de borne.
3.3 Amélioration proposée
3.3.1 Cycles, ponts et remplaçants
La notion de ponts et de cycles est très semblable à
la notion d’échanges admissibles utilisée pour le calcul
3Le raisonnement est symétrique pour les arêtes n’apparte-
nant pas à T .
des coûts de remplacement et il est possible de simpli-
fier l’algorithme de filtrage grâce aux deux remarques
que nous formulons ci-dessous :
Remarque 3.3.1 Si, pour toute arête (i, j) telle que
x(i,j) = 1, cost(i, j) = −∞, alors une arête f forme
un cycle si et seulement si elle a pour remplaçant une
arête de coût −∞.
Remarque 3.3.2 Si, pour toute arête (i, j) telle que
x(i,j) = 0, cost(i, j) = ∞, alors une arête e est un pont
si et seulement si elle a pour remplaçant une arête de
coût ∞.
Ces remarques, illustrées figure 4, se démontrent as-
sez naturellement :
Si, pour une arête f = (i, j) 6∈ T , il existe sur le
chemin entre i et j de T une arête non affectée, cette
arête aura un coût supérieur au coût des arêtes affec-
tées et sera donc désignée comme remplaçant pour f .
Par contre, si toutes les arêtes sur ce chemin sont af-
fectées, le remplaçant de f aura un coût de −∞, ce
qui démontre 3.3.1.
De même, si une arête e de T ne forme pas un pont,
il existera obligatoirement une arête de sa coupe de
coût inférieur à ∞. À l’inverse, si elle forme un pont,
son remplaçant aura un coût de ∞, ce qui démontre
la remarque 3.3.2.
Fig. 4 – Illustration des remarques 3.3.1 et 3.3.2.
3.3.2 Filtrage des cycles et des ponts par les coûts
Ces deux remarques rendent inutile la recherche de
cycles et de ponts, car elles permettent leur détection
grâce à leur coût de remplacement.
En effet, l’affectation par les coûts de remplacement
pour les arêtes e ∈ T et f 6∈ T se base sur l’équation
suivante, où T ′ est la borne supérieure sur la solution
optimale4 :
cost(T ) + cost(f) − cost(e) > cost(T ′)
4À noter qu’une telle borne peut toujours être calculée, en
prenant par exemple l’arbre de coût maximum.
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Si le coût de remplacement cost(f) − cost(e) d’un
pont e ou d’un cycle f est supérieur à cost(T ′) −
cost(T ), il est possible de les affecter correctement par
le filtrage primal. Cela permet de garantir la consis-
tance de borne de la contrainte [5] sans nécessiter au-
cun calcul complémentaire.
4 Restrictions additionnelles
Jusqu’à maintenant, la contrainte primale d’arbre
couvrant n’a été appliquée qu’à des problèmes de
robustesse. Cependant, de nombreuses applications
nécessitent l’ajout de restrictions supplémentaires,
comme par exemple des restrictions sur le degré des
nœuds ou sur la longueur du plus court chemin.
Ces restrictions rendent NP-difficile la recherche d’un
arbre de poids optimal et gênent la création d’un fil-
trage primal prenant en compte leur effet. De plus,
cet ajout pose des problèmes lors de l’application de
contraintes primales tels que celle présentée précédem-
ment.
Nous allons, dans cette section, appliquer les travaux
de Sellmann à la contrainte d’arbre couvrant pour faire
face à ces difficultés.
4.1 Problématique
Les particularités structurelles sur lesquelles se
fondent les méthodes primales rendent difficile la prise
en compte de restrictions. En effet, bien que les in-
formations fournies par la recherche de remplaçants
restent exploitables, car minorantes, le fait qu’elles ne
prennent pas en compte les interactions entre la struc-
ture arborescente et les restrictions supplémentaires
nuit à l’efficience du filtrage.
Il est possible d’ajouter une deuxième méthode de
filtrage dual, prenant en compte la variation des coûts
dûe à la violation des restrictions mais la coopération
de ces deux méthodes n’est possible que si la borne
fournie par la méthode duale respecte la structure sur
laquelle est établie la méthode primale.
Les méthodes duales de décomposition peuvent of-
frir une solution à ce problème à la condition qu’elles
permettent l’exploitation des coûts duaux. Il est éga-
lement souhaitable de pouvoir utiliser la vaste littéra-
ture de recherche opérationnelle traitant des problèmes
d’arbres couvrants sous restrictions.
4.2 Filtrage par relaxation Lagrangienne
Sellmann, dans [13], propose une réponse possible
à ces exigences grâce à l’utilisation de la relaxation
Lagrangienne.
En effet, cette méthode offre suffisamment de sou-
plesse pour permettre la combinaison d’un filtrage pri-
mal et de l’utilisation d’informations duales.
4.2.1 Relaxation Lagrangienne
La relaxation Lagrangienne est une méthode consis-
tant à dualiser la partie compliquante des restrictions
dans la fonction objectif. Le but est de tirer profit de
la structure principale du problème grâce à une dé-
composition se basant sur la résolution itérative d’un
problème plus simple, et en général resoluble en temps
polynomial.
À l’instar de la relaxation linéaire, cette méthode
fournit à chaque itération des informations duales pour
les restrictions transférées dans la fonction objectif.
Cependant son intérêt réside dans le fait que, contrai-
rement à la relaxation linéaire, la borne inférieure
qu’elle fournie respecte la structure du sous-problème.
De manière plus concrète, posons le problème sui-
vant :
min CX (1)
AX ≤ A′ (2)
BX ≤ B′ (3)
∀x ∈ X x ∈ {0, . . . , k} (4)
Relaxer les restrictions (2) par relaxation Lagran-
gienne revient à les pénaliser, au niveau de la fonction
objectif grâce aux coefficients de Lagrange λ :
min CX + λ(AX − A′) (5)
BX ≤ B′ (6)
∀x ∈ X x ∈ {0, . . . , k} (7)
Trouver la meilleure borne inférieure consiste à
maximiser les coefficients λ. La théorie de la dualité
de Lagrange stipule que la solution optimale du pro-
blème dual est une borne inférieure pour tout vecteur
λ ≥ 0. De plus, ces vecteurs définissent une informa-
tion de valuation duale valide permettant le filtrage de
X .
4.2.2 Méthodes primales et coefficients de La-
grange
Sellmann s’est appuyé sur ces propriétés pour dé-
finir une base théorique permettant l’utilisation des
coefficients de Lagrange pour la prise en compte de
restrictions additionnelles lors du filtrage primal.
Supposons que la dualisation de la restriction com-
pliquante AX ≤ A′ dans le problème précédent abou-
tit à un sous-problème pour lequel il existe un algo-
rithme primal de filtrage par les coûts. Il est alors pos-
sible d’utiliser, pour tout λ ≥ 0, cet algorithme avec
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les coûts modifiés C + λA sans perdre l’exactitude de
la recherche à condition de soustraire au coût global
de la solution duale la partie constante −λA′.
Pour une utilisation efficace de ces informations, il
est nécessaire de rappeler quelques remarques de Sell-
mann :
Premièrement, les coefficients de Lagrange opti-
maux ne sont pas nécessairement ceux permettant le
plus de filtrage. Bien que la borne inférieure augmente
au fur et à mesure de la résolution itérative, les coeffi-
cients de Lagrange évoluent de manière non monotone.
Comme, de plus, la borne majorante s’améliore tout au
long de la recherche, il est préférable d’utiliser les infor-
mations inférées5 sous la forme de contraintes locales
valides pour un sous-arbre de l’arbre de recherche.
Deuxièmement, les méthodes incrémentales de cal-
cul des coefficients de Lagrange ne garantissent pas
toutes la validité de ces coefficients en cas d’affecta-
tion de variables au cours de la résolution. Il est donc
important d’éviter d’affecter les variables sans précau-
tion préalable.
4.2.3 Calcul des remplaçants
Différentes méthodes permettent le calcul des rem-
plaçants. Soit le calcul est effectué dynamiquement.
À chaque fois que le coût d’une arête est modifié ou
qu’une arête est affectée, les arêtes dont le remplaçant
a potentiellement changé sont recherchées et mises à
jour. Le calcul des remplaçants peut également être
calculé de manière statique grâce à des algorithmes
calculant, pour un arbre et un graphe donnés, l’en-
semble des remplaçants.
Il peut à première vue sembler intéressant d’utili-
ser une méthode dynamique évitant les mises à jours
inutiles. Cependant, l’utilisation d’une relaxation La-
grangienne entrâıne une forte variation des coûts, et
il s’avère préférable d’utiliser un algorithme statique.
En effet, les algorithmes dynamiques ont une com-
plexité théorique de O(|E| log |V |) pour les arêtes de
l’arbre, alors que celle des algorithmes statiques est
de O(|E|α(|E|, |V |)) pour le calcul de l’ensemble des
remplaçants de toutes les arêtes du graphe6.
Tarjan [14] fut le premier à proposer un algorithme
statique permettant le calcul de l’ensemble des rem-
plaçants, pour toutes les arêtes du graphe, grâce à
la recherche du plus petit ancêtre commun. Comme
l’illustre la figure 5, le plus petit ancêtre commun a de
deux nœuds i et j est le premier nœud commun des
chemins définis par i ou j et la racine. Seules les arêtes
5Ces informations sont les coûts de remplacement et la borne
minorante pour laquelle ces coût sont valides.
6α(|E|, |V |) est la fonction inverse de Ackermann, de crois-
sance inférieure à un logarithme.
comprises entre i, j et a appartiennent au chemin entre
i et j.
Fig. 5 – Plus petit ancêtre commun.
La solution proposée par Tarjan est de constituer,
en O(|E|α(|E|, |V |)), un graphe orienté acyclique pos-
sédant O(|E|α(|E|, |V |)) nœuds représentant les liens
de remplacement entre e ∈ T et f 6∈ T , comme illustré
figure 6.
Dans ce graphe, chaque arête f est représentée par
un nœud n’ayant pas d’arc rentrant et chaque arête e
par un nœud n’ayant pas d’arc sortant. Des nœuds in-
termédiaires, de degré deux, permettent de relier une
arête f à une arête e si (e, f) définie un échange admis-
sible. Il suffit, une fois ce graphe calculé, de le parcou-
rir pour trouver l’ensemble des échanges admissibles
et ainsi, calculer les remplaçants.
Fig. 6 – Graphe de lien de remplacement.
4.3 Algorithme de filtrage proposé
4.3.1 Algorithme dual
En nous basant sur les remarques de Sellmann,
nous proposons l’algorithme 1, décrivant l’hybridation
d’une contrainte primale par relaxation Lagrangienne.
Les données fournies à cette procédure sont :
– Les dernières informations calculées, représentées
par la borne inférieure Sol et les coûts duaux λx.
– La borne de la solution optimale, pour laquelle
DSol.min et DSol.max représentent respective-
ment la meilleure borne inférieure et la meilleure
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Algorithme 1 : Contrainte duale par relaxation
Lagrangienne pour le problème d’arbre couvrant.
Data :
Sol : Dernier arbre couvrant calculé
λx : Coûts duaux pour x
DSol : Bornes de la solution optimale
pour chaque arête (i, j) faire1
si x(i,j) == 1 alors2
cost(i, j) = −∞;3
sinon si x(i,j) == 0 alors4
cost(i, j) = ∞;5
fin6
fin7
Initialisation();8
tant que Sol s’améliore faire9
pour chaque arête (i, j) faire10
si x(i,j) 6= 0 et x(i,j) 6= 1 alors11
cost(i, j) = cost(i, j) +
∑
i λiai;12
fin13
fin14
Sol = Kruskal();15
cost(Sol) = cost(Sol) −
∑
i λibi;16
PropagationPrimale(Sol,DSol,λx) ;17
MiseAJourCoefficients(Sol,DSol,λx) ;18
fin19
borne supérieure trouvées. DSol.min est une in-
formation locale. Par contre, DSol.max est une
information globale, représentant le coût de la
meilleure solution trouvée jusqu’à maintenant
dans tout l’arbre de recherche.
Cet algorithme commence, lignes (1) à (6), par fixer
“à l’infini” les coûts des arêtes affectées. Cette opéra-
tion permet la recherche des cycles et des ponts. En-
suite, les informations nécessaires aux calculs des λ
sont re-initialisées. Cela permet d’assurer que les af-
fectations d’arêtes effectuées depuis le dernier appel
soient correctement prises en compte. Pour garantir
la complètude, il est suffisant de réinitialiser les co-
efficients λ à “zéro” pour recommencer une nouvelle
relaxation Lagrangienne.
Commence alors, tant que la borne inférieure
converge suffisamment rapidement, l’itération de la
relaxation. Les coûts des arêtes sont modifiées, ligne
(12), en fonctions des λ. Cela permet, lignes (15) et
(16), le re-calcul d’une solution minorante. Les coûts
duaux étant pris en compte par la modification du coût
des arêtes et de la borne inférieure, l’appel à l’algo-
rithme primal, ligne (17), permet un filtrage hybride.
Enfin, les coefficients sont mis à jour ligne (18) grâce
à la nouvelle solution minorante.
Algorithme 2 : Nouvelle contrainte primale pour
l’arbre couvrant pondéré.
Data :
Sol : Dernier arbre couvrant calculé
DSol : Bornes de la solution optimale
δvx : Coût de remplacement pour x = v
nbLibres = 0;1
DSol.min ≥ cost(Sol);2
Rep = CalculRemplaçant(Sol);3
pour chaque arête (i, j) faire4
si (i, j) ∈ Sol alors5
δ0x = max(δ
0
x, cost(Sol) − cost(i, j) +6
cost(Rep(i, j));
nbLibres+1;7
mise à jour de la contrainte8
δ0x ≤ DSol.max
∨
x = 1 ;
sinon9
δ1x = max(δ
1
x, cost(Sol) + cost(i, j) −10
cost(Rep(i, j));
si x(i,j) 6= 0 alors11
nbLibres+1;12
fin13
Mise à jour de la contrainte14
δ1x ≤ DSol.max
∨
x = 0 ;
fin15
fin16
si nbLibres < |V | − 1 alors17
Echec();18
fin19
4.3.2 Algorithme primal
L’algorithme primal que nous proposons, dont le
pseudo-code est illustré par l’algorithme 2, prend en
entrée :
– La borne inférieure Sol et la borne optimale DSol.
– Les meilleurs coûts de remplacement trouvés δvx.
Cette méthode commence, ligne (1), par initialiser
la variables nbLibres comptant le nombre d’arêtes non
affectées à “zéro”. Le test, ligne (17), effectué grâce à
cette variables offre la possibilité de détecter plus ra-
pidement l’infaisabilité dû à un nombre d’arêtes insuf-
fisant pour former un arbre. Cette condition est néces-
saire car, si elle n’est pas vérifiée, le calcul des ponts
et des cycles devient erroné à cause d’arêtes affectées
à “zéro” mais, malgré tout, présentes dans la borne
inférieure.
Enfin, les informations inférées sont mises à jour et
postées de manière locale dans le sous-problème consi-
déré, lignes (8) et (14). Cela permet de prendre en
compte l’évolution non-monotone des coûts de rem-
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placement. Il faut cependant à ce niveau s’assurer que
les affectations découlant de ces informations ne seront
effectuées qu’à la fin de la relaxation Lagrangienne.
5 Expérimentations
Cette section présente les premiers résultats expéri-
mentaux de la contrainte présentée dans cet article.
Pour ce faire, nous avons choisi d’utiliser un pro-
blème d’arbre couvrant sous restriction de degré, où le
nombre d’arêtes connectées à un nœud doit être infé-
rieur à une limite D.
Nous vérifions l’utilité de la coopération entre infor-
mations duales et primales en comparant la contrainte
”Primale/Duale” par rapport à la contrainte primale
seule et à une contrainte duale simple, n’utilisant pas
la structure arborescente de la solution.
5.1 Description du prototype
Le prototype utilisé pour effectuer les tests a été im-
plémenté sous Gecode [7] version 1.3.1. La relaxation
Lagrangienne et l’algorithme de Tarjan ont été déve-
loppés en C++ et le programme a été compilé sous
Debian 4.0 grâce à g ++ version 4.1.2 avec le drapeau
d’optimisation −O3 activé. Nous avons choisi d’effec-
tuer nos tests sur une restriction de degré fixée à 3.
5.1.1 Instances
Les graphes de test ont été générés aléatoirement
comme indiqué dans [3] grâce au générateur Erdöos-
Renyi de la librairie Boost version 1.33.1.
Pour chaque instance de n nœuds, un graphe a été
généré en fonction d’un paramètre p indiquant, pour
chaque pair de nœuds, la probabilité qu’une arête
existe pour ces nœuds. Ce paramètre détermine la
connexité du graphe résultant. À chaque arête est as-
socié un coût tiré aléatoirement de manière uniforme
entre 1 et 1000.
Tous les résultats fournis dans cette section ont été
générés sur des graphes dont le nombre de nœuds varie
de 100 en 100 entre 100 et 700 et dont la probabilité
p varie de 0, 5 à 1(graphe complet) de 0, 25 en 0, 25.
5.1.2 Contrainte supplémentaire
À chaque algorithme testé dans cette expérimenta-
tion, nous avons décidé d’ajouter une contrainte gcc
exprimant la restriction de degré. Cette contrainte, is-
sue de [11], assure une consistance de borne pour la
restriction de degré en O(n1,5).
5.1.3 Relaxation Lagrangienne et restriction de
degré
D’autres limitations que le problème de l’arbre cou-
vrant sous restriction de degré, comme celle portant
sur la profondeur de l’arbre [4], peuvent être résolues
par ce type de méthode. Cependant, cette restriction a
été choisie pour effectuer les expérimentations car elle
est naturellement résolue par relaxation Lagrangienne
du fait de sa faible complexité.
Nous utiliserons pour calculer les informations
duales la relaxation proposée par Andrade [1] et four-
nissant à ce jour les meilleurs résultats de convergence.
La relaxation est re-initialisée à chaque appel et le cri-
tère d’arrêt vérifie si la borne inférieure s’est améliorée
depuis les n dernières itérations. Dans ce contexte de
validation de l’approche, ce paramètre a été fixé à 5.
Il pourrait cependant être intéressant, dans un soucis
de performance, d’étudier l’impact du critère d’arrêt.
Nous utiliserons également à chaque itération de
la relaxation la méthode ”KRUSKALX sans amélio-
ration” proposée par [1] dans ce même article pour
calculer une borne supérieure.
5.2 Résultats
5.2.1 Méthode duale simple
Pour pouvoir comparer l’apport de la combinaison
des informations duales et primales, il a été nécessaire
d’utiliser une méthode simple de filtrage par les coûts
duaux.
Nous avons choisie pour cela d’utiliser une mesure
basée sur le nombre nécessaire d’arêtes d’un arbre cou-
vrant. En effet, tout arbre couvrant d’un graphe de n
nœuds possède n − 1 arêtes. Cela permet d’inférer la
présence des arêtes de la manière suivante :
Soient une solution minorante Sol et les coûts cmax
de l’arête de coût maximum appartenant à l’arbre et
cmin de l’arête hors de l’arbre de coût minimum. Pour
toute arête e ∈ T , le coût de remplacement de e est
supérieur ou égal à cost(Sol)−cost(e)+cmin car l’arête
permettant de reconnecter le graphe ne peut qu’avoir
un coût supérieur ou égale à cmin. De même, pour
toute arête f 6∈ T , le coût de remplacement de f est
supérieur ou égal à cost(Sol) − cmax + cost(f).
5.2.2 Description des méthodes
Pour effectuer les expérimentations, trois méthodes
différentes sont été testées :
CDS pour ”Contrainte Duale Seule”. Cette contrainte
n’utilise que très partiellement la structure arbo-
rescente grâce à la méthode d’inférence décrite
dans la sous-section précédente.
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CPS pour ”Contrainte Primale Seule”. Cette
contrainte n’utilise aucune information duale,
seule la contrainte primale basée sur les coûts de
remplacement est appelée.
CPD pour ”Contrainte Primale/Duale”. Cette
contrainte utilise les informations fournies par la
relaxation dans la méthode primale basée sur les
coûts de remplacement.
Les résultats de ces exécutions sont donnés par le
tableau 1 page 320. Ce tableau présente, pour chaque
méthode et pour chaque taille de graphe, la moyenne
du temps de calcul total, la moyenne du nombre échecs
total et le pourcentage d’échecs dû à la contrainte gcc.
Différents commentaires peuvent être faits à la vue
de ce tableau.
5.2.3 Prise en compte des restrictions
La première hypothèse sur laquelle s’est fondée cet
article est qu’une méthode primale perd de son effica-
cité en cas d’ajout de restrictions supplémentaires.
La comparaison entre contrainte duale simple et
contrainte primale simple tend à la vérifier. En ef-
fet, on observe que le nombre moyen d’échecs pour
la contrainte primale simple est légèrement inférieur
à la contrainte duale simple. Cela signifie donc que la
prise en compte de la structure primale seule ne suffit
pas à capturer correctement la variation des coûts, car
une méthode duale basique permet de faire légèrement
mieux, pour un temps d’exécution légèrement plus ra-
pide, dû à la simplicité du code permettant l’inférence.
5.2.4 Hybridation
Si l’on compare l’apport de la collaboration entre in-
formations duales et primales, on observe qu’elle per-
met un gain de calcul très important.
La complexité de calcul d’une propagation est supé-
rieure à celle des deux autres contraintes. Cependant
on observe un nombre d’échecs beaucoup moins im-
portant pour la contrainte hybride. Cela permet à la
méthode hybride d’être plus efficace et montre que les
informations prises en compte par elle sont beaucoup
plus riches.
6 Conclusion
Nous avons présenté dans cet article une nouvelle
contrainte d’optimisation pour les problèmes d’arbres
couvrants sous restrictions. Cette contrainte s’appuie
sur une simplification de la contrainte primale, propo-
sée par [2], et permet d’effectuer la détection des cycles
et des ponts grâce à l’inférence sur les coûts de varia-
tion donnés par la structure d’arbre couvrant. En nous
appuyant sur les travaux de Sellmann, nous avons pu
également proposer une méthode hybride permettant
la prise en compte de restrictions supplémentaires.
Les premières expérimentations, effectuées sur un
problème d’arbre couvrant sous restriction de degré,
montrent l’importance de la prise en compte des res-
trictions additionnelles dans l’algorithme de filtrage.
En effet, l’utilisation de ces informations a permis,
pour ce problème, de réduire considérablement le
temps de calcul par rapport à des méthodes primales
ou duales ne prenant en compte qu’une partie des in-
formations disponibles.
Cependant, de nombreux points restent à éclaircir :
La notion de coût de remplacement semble porteuse
d’informations intéressantes qu’il serait utile de parta-
ger. Des résultats préliminaires semblent montrer que
l’utilisation de ces coûts comme stratégie de branche-
ment permet d’améliorer l’élagage de l’arbre de re-
cherche.
De plus, Sellmann a montré que l’efficacité du fil-
trage par relaxation Lagrangienne ne dépend pas obli-
gatoirement de la vitesse de convergence ni des coeffi-
cients de Lagrange optimaux. Il semble donc intéres-
sant d’explorer les différentes relaxations utilisées à ce
jour pour des problèmes d’arbres couvrants sous res-
trictions pour rechercher celle permettant le meilleur
filtrage des variables.
Enfin, le calcul des remplaçants tient une très grande
part dans le temps de calcul de la contrainte. Bien que
les méthodes de mises à jour dynamiques classiques
ont été écartées à cause de leur complexité, l’appari-
tion récente de nouvelles structures de données [15]
peuvent permettre de combiner algorithmes statiques
et dynamiques.
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