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Abstract 
The capacity for voluntary action lies at the heart of human nature. Healthy adults typically 
feel that they can exercise voluntary control over their actions, and thus change their 
physical and social environment. This feeling of autonomous control over one’s own action is 
a foundational concept for most human societies. However, neuromechanistic models of this 
ubiquitous experience remain unclear. This thesis explores the neural mechanisms 
underlying voluntary action control in the human brain and the experiences associated with it 
such as the experience of agency. After operationalizing voluntary action in a novel 
behavioural paradigm, we show that self-initiated actions are preceded by a specific 
preparatory process in the brain. Later experiments suggest that the experience of agency 
might be a metacognitive readout of this precursor process: a study of a patient with anarchic 
hand syndrome shows that precursor processes for voluntary action contribute to the sense 
of agency over outcomes of action. We then provide new causal evidence that the 
experiences of voluntary action could be influenced by modulating specific parts of the brain 
that may host these precursor processes such as parietal and frontal areas. Finally, we show 
that by pairing voluntary actions of one hand with involuntary movements of the other hand, 
key aspects of agency experience can transfer from voluntary to involuntary movements 
after repeated association. This later finding suggests that the experiences of voluntary 
action are not hardwired, but could be acquired through associative learning. This thesis 
concludes by proposing that a dedicated system in the human brain contributes to the 
preparation and execution of self-initiated voluntary actions and the characteristic subjective 
experiences associated with it. 
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1.1. Introduction 
Actions are the essential content of our daily life. Without actions we could not obtain food, 
we could not run away from dangers, and we could not reproduce or obtain any other goal in 
life. They are so essential to our existence that some argue our brains have evolved to serve 
the demands of action rather than cognition (Llinas, 2002). Traditionally, human actions have 
been categorised into reactions: actions that happen in response to some kind of external 
stimuli, sometimes automatically, and voluntary actions that are generated endogenously at 
a time of our own free choice, are free from external constraints and are associated with 
specific subjective experiences (‘it just feels like that it was my decision’). Most of our daily 
actions fall somewhere on the spectrum between fully reactive to fully volitional actions. For 
example pressing the brake pedal in response to a red light when we are driving a car has 
elements of both types of actions: it is voluntary because the action belongs to us and we 
may consciously decide to slow down in good time. At the same time it is a reaction, 
because we initiate the action in response to an external signal. 
The capacity for voluntary action is a critical component of what defines us as humans. We 
typically feel fully in control of our actions. We are able to make changes in our environment.  
We hold people responsible for their actions. We punish them for making the wrong action. 
Interestingly, even though we experience these feelings in our everyday life and have a 
strong sense of freedom, the capacity in freely choosing between different courses of action 
has been challenged since earliest times. Epicurus is known to be the first thinker to 
recognise the ‘free will problem’ when he said: “Necessity destroys responsibility and chance 
is inconstant; whereas our own actions are autonomous, and it is to them that praise and 
blame naturally attach” (Reale, 1985). Even though the ‘hard problems’ of free will have 
concerned philosophers for the last 25 centuries, the recent advancements in neurosciences 
have opened new opportunities to illuminate empirical aspects of this problem. Importantly, 
scientific investigations on the mechanisms underlying voluntary action control in the human 
19 
 
brain not only reshape current understanding of how the human brain works, but could also 
have major implications for scientific understanding of society generally.  
 
1.2. What is volition? 
1.2.1. Action as the final output 
As Sherrington pointed out in one of his lectures “to move things is all that mankind can do, 
for such the sole executant is muscle, whether in whispering a syllable or in felling a forest” 
(Bynum, 1980). After processing sensory information from the environment, the motor 
system sends neural commands that cause coordinated, purposeful movements. These 
movements generally seem to occur automatically, outside our conscious attention. 
However, even simple actions consist of a complicated integration of brain’s several motor 
systems. The final purpose of this elaborate information processing is to enable us to interact 
with our environment. 
It is generally believed that motor system is organised in a functional hierarchy. Imagine a 
familiar movement like typing on a keyboard. At the highest level that requires prefrontal 
cortex, the intention and desire to type is formed. This would be followed by a complex 
interaction with our current states and past memories to decide what word to type, when to 
start typing or whether to start typing at all (Haggard, 2008). The next level, which is 
concerned with the formation of a motor plan, involves interaction between the premotor 
cortex and sensory information from the parietal areas, as well as input from basal ganglia. 
The information in the parietal cortex about the environment and position of the body in the 
space serve to precisely adjust the internal representation of the motor plan in the premotor 
cortex. This information from action preparation processes are then converges on the 
primary motor cortex (M1) to execute motor commands by transmitting them to the spinal 
cord and to the muscles. The lowest level of the hierarchy thus involves spatiotemporal 
20 
 
details of the muscle contractions needed to execute the planned movement, which is 
passed thorough primary motor cortex as the ‘final common path’ (Sherrington, 1906). 
Interestingly, new evidence suggest that many of these processes can occur in parallel 
(Cisek, 2007). However, the ease with which we type words on a keyboard masks the true 
complexity of the processes involved. In normal conditions, we are not aware of the actual 
joint motion, muscle contractions and the action preparation processes. The true complexity 
becomes evident when we try to build machines than can perform human-like control of 
movement with the dexterity of a six-year-old child. 
1.2.2. What makes an action voluntary? 
Traditionally, movements have been divided into reflexes and those associated with 
voluntary actions. At the turn of the 19th century, Sherrington was the first to describe the 
reflexes as the basic units for movement. He proposed that reflexes are stereotypical 
movements that are generated in a linear, orderly fashion. Sensory inputs, by activating 
receptors in skin or muscle, automatically trigger a set of motor actions (output). For 
example, the most studies spinal reflex is the stretch reflexes: stretching a muscle activates 
receptors (muscle spindle), which in turn excites the muscles that contain it, through a spinal 
pathway. 
In contrast to reflexes, volitional movements are the result of cognitive processes that enable 
the agent to exert some action on the outside world. The capacity of voluntary action control 
has enabled mammals to interact in sophisticated ways with their environment and to 
increase their chances in locating food, finding mate and avoiding predators. This capacity in 
humans, specifically, along with the fine anatomy of their hands and arms, has enabled them 
to change their environment and to create tools, giving them a distinct advantage over all 
other species. 
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Voluntary movements differ from reflexes in several important ways: 
a)  Voluntary actions are initiated by an internal decision to act and are not automatically 
triggered by external stimuli. In other words, the agent decides ‘what’ to do and 
‘when’ to act internally, in the absence of any external cue to specify the action 
(Passingham et al., 2010a).  
b)  Voluntary actions are responsive to reasons: we often deliberate and consider 
reasons before performing a particular course of action (Anscombe, 2000). Even 
when we do not explicitly deliberate, we can give a reason to explain why we acted 
as we did. 
c)  The type, form and timing of voluntary actions are not directly determined by an 
external stimulus. They are thus ‘free from immediacy’ (Gold and Shadlen, 2007). 
d)  Voluntary actions often involve choices between alternatives, involving deciding 
whether to act or not. Thus, they have clear counterfactuals (Pereboom, 2011). 
e)  Once an intention to perform a voluntary action is formed it does not need to be 
executed immediately. A voluntary action could be prepared but hold to achieve 
some goal in the near or distant future. One can control whether, how and when to 
act. 
f)  Voluntary actions have context dependent association with sensory inputs. While 
specific external triggers always induce the same reflexive movement, same objects 
can invoke different voluntary responses depending on the context. Therefore, from a 
third person perspective, properties of a voluntary action are often unpredictable.   
g)  Compared to the fixed nature of reflexes, voluntary movements often improve with 
experience. We can always learn new skills and improve the ones we have already 
acquired. 
While some voluntary movements such as self-initiated endogenous actions meet all the 
above criteria, some other, like pressing the brake pedal in response to a red light, show 
some properties of both voluntary and reflexive movements. 
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1.2.3. Volition and ‘free will’ 
These mentioned properties of a voluntary action, altogether, generate a specific subjective 
experience: we feel that our voluntary actions are under our conscious control and that 
intention precedes action. This brings a dualistic view of endogenous causation. 
Neurobiology, on the other hand, treats actions as being the direct and determined 
consequences of specific states and processes in the nervous system, particularly in the 
frontal and prefrontal cortex of the brain. The problem of whether we are in control of how we 
act, and what this control involves, is what is called the ‘free will’ problem and is one of the 
oldest and hardest problems in philosophy and psychology. Most of us are natural 
incompatibilists, we believe that we do possess control over how we act and we assume that 
this is not compatible with our actions being causally determined in advance by factors out of 
our control (Pink, 2004). We naturally experience the strong subjective feeling that we could 
have chosen to act otherwise. But how can we be free to act in a deterministic system? 
A system is said to be deterministic if given a full description of all its elements and laws at t1, 
only one possible state can follow at t2. This means that its future state is entirely defined by 
its initial conditions. The belief in causal determinism gained momentum in the 17th and 18th 
centuries with rapid advances in science and Newtonian physics. Since then the world has 
been pictured as a deterministic physical system which can be explained and predicted by 
mathematical equations. The generalization of this mechanistic system to human actions, 
however, has been challenged in at least two ways. Modern quantum physics has identified 
some events that are demonstrably indeterminate. Further, as regards determinism in human 
behaviour, neuroscientific studies with high-performance brain-computer interface have 
largely failed to identify the specific mechanisms causing human action. 
On one view, these challenges are no threat to plausibility of causal determinism in human 
action for two reasons: Firstly, based on quantum theories the motion of sub-atomic particles 
are not predetermined and are to some degree probabilistic and chancy. However, chance 
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alone does not constitute freedom and it’s all about randomness. Thus, it is not clear how a 
random motion can justify freedom in action. Secondly, we usually fail to distinguish between 
a ‘deterministic’ and a ‘chaotic’ system. A system is chaotic if it displays extreme sensitivity 
to initial conditions, a response popularly defined as ‘butterfly effect’. A weather system is a 
classic example of a chaotic system. It is important to remember that a system can be both 
deterministic and chaotic: a system can completely obey physical rules but be impossible to 
predict either because we don’t have access to all the data needed to do the calculation, or 
we have all the data and resources but the computations are difficult. Likewise, we have 
largely failed to exactly predict human behaviour, even though we are dealing with a 
deterministic system. 
Classical incompatibilists believed that freedom over actions is not compatible with causal 
determinism and therefore we are free. However, a new form of incompatibilism is emerging, 
similarly claiming that freedom over actions is not compatible with causal determinism, while 
concluding that freedom is impossible. The ‘free will’ problem becomes even more significant 
when we look at the place of freedom in morality and society, in general. 
1.2.4. Volition and society 
One of the major consequences of believing in ‘free will’ is the idea of moral responsibility. 
We hold people accountable for their actions and we punish them for wrong doing. We feel 
regret and guilt when we do things we were not supposed to do. Interestingly, we don’t have 
the same feeling for our feelings or desires (Pink, 2004). We don’t usually feel guilty for 
having a feeling of hostility toward someone as long as we don’t hurt them. This is because 
we don’t feel in control of our feeling but we strongly feel in control of our actions. The idea of 
being a free agent lies at the heart of our moral thinking. 
Importantly, ‘voluntary action condition’ underlies most systems of law. Standard common 
law hold one responsible for their actions if they perform the crime’s ‘guilty act’ (actus reus) 
in combination with ‘guilty mind’ (mens rea). However, for a person to be guilty, the acteus 
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reus must include a voluntary act. If I do a faulty act during an epileptic seizure I wouldn’t be 
hold accountable for it. As required by law, an action is guilty if it is preceded by conscious 
intention to act. Unfortunately, even though these concepts are tightly linked with our 
understanding of the brain, very little is known about the brain basis of criminal responsibility 
(Maoz and Yaffe, 2014). As we will see in the next chapters, it has been shown that specific 
activity in the brain can be detected hundreds of millisecond before individuals become 
conscious of their intention to act (Libet et al., 1983). Another set of experiments showed that 
stimulating specific areas of the brain triggers an intention to move without actually causing 
the action (Desmurget et al., 2009). Even though these examples do not establish the 
inadequacy of the law, they suggest that neuroscience can inform our understanding of 
criminal responsibility.  
1.2.5. Disorders of volition 
The feeling of control over our actions is not only central to idea of moral responsibility but 
many neurological and psychological disorders involve abnormalities of volition. Here I will 
briefly review some the main neurological disorders of volition (Kranick and Hallett, 2013): 
Tics are sudden repetitive movements and when multiple forms of them are present in 
patient they are called Tourette syndrome. Patients with tic/Tourette syndrome often feel 
their ticks are willed, but in response to an urge. However, patients often acknowledge that 
they are responsible for their actions. Interestingly, patients with strong urge before their tics 
show later conscious intention of their voluntary actions compared to a healthy control group 
(Ganos et al., 2015). 
Lack of volition is hallmark of schizophrenic patients with delusion of control. These patients 
make normal movements but claim that their movement are not controlled by their own will 
but by an external agent. Compared to tic disorders, patients with delusion of control both 
deny willing the movement and responsibility for it. Computational models of motor control 
and sense of agency have been mainly successful in explaining positive symptoms of 
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schizophrenia (Fletcher and Frith, 2009; Voss et al., 2010). These models will be briefly 
described later in this chapter. 
Alien hand syndrome is a rare neurological disorder in which patients often deny having 
control over the actions of one of their arms (usually the left arm). They report that the 
affected hand is ‘alien’ or is ‘having a mind of its own’. Three main variants of AHS have 
been distinguished in the neuropsychological literature: frontal, callosal and posterior. The 
most common pathologies underlying AHS are corticobasal syndrome, stroke and 
Creutzfeldt-Jakob disease (Hassan and Josephs, 2016). This symptom will be important in 
Chapter 3. 
Previous examples all included disorders with loss of volition. However, in some rare cases, 
patients have hyper volition. Anosognosia of hemiplegia is one of those rare cases that 
usually occur after a stroke in the right hemisphere. Patients are unable to move their arm 
due to hemiplegia, but once asked to try to move their arm, patients will insist that they are 
moving it and claim agency for the movement (Kranick and Hallett, 2013). 
 
1.3. Brain circuits for voluntary action 
1.3.1. Measuring volition 
In this chapter I will review neural mechanisms underlying voluntary action control. 
Importantly, like any other scientific topic, studying volition in the laboratory requires 
appropriate tools for manipulating it, and methods for measuring it. However, unlike most 
experimental studies we cannot investigate the voluntary action system by giving it an input 
and measuring the output, because by definition voluntary actions are stimulus-independent 
(Haggard, 2008). Therefore, the classic techniques of system identification engineering 
cannot be readily applied. 
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Most previous studies on voluntary action consist of explicitly asking participants to perform 
an action (pressing a key) when they ‘feel like it’ or ‘voluntarily’, or to choose between 
several action alternatives at a specific time. These studies have been criticized for failing to 
capture volition and relying on paradoxical instructions to “be volitional in your action”. This 
may encourage participants to demonstrate an artificial randomness in their behaviour 
(Jahanshahi and Dirnberger, 1999), simply because folk psychology associates volition with 
randomness. Recently, we developed a novel operational definition of voluntary actions by 
embedding endogenous “skip” responses that terminate unpredictable waiting for a 
perceptual decision. These are compared to a control block where participants are 
occasionally instructed to skip by an unpredictable visual cue (Chapter 2). 
Despite limitations in methodology, recent neuroscientific evidence has suggested that 
human voluntary actions are special not just because of the experiences associated with it 
but because of their distinct neural mechanism. 
1.3.2. One action system or two? 
Classically, two cortical systems have been distinguished in driving actions (Passingham, 
1987; Haggard, 2008; Passingham et al., 2010a). A parietal-premotor circuit that is involved 
in stimulus-driven actions and a fronto-median circuit that is responsible for voluntary 
actions. This ‘volitional’ subsystem includes a circuit starting from multiple sites in the brain, 
gets filtered in basal ganglia, outputs to the frontal cortex, especially supplementary motor 
areas (SMA) and pre-supplementary motor areas (pre-SMA), and finally ending in primary 
motor cortex (M1). Passingham (1987) did one of the pioneering studies in this field by 
showing that monkey premotor areas direct actions based on information from external 
environment, while SMA directs actions based proprioceptive cues concerning animal's own 
actions. This was confirmed in another electrophysiological study in monkeys that found 
more cells firing in SMA compared to premotor cortex in self-initiated compared to externally-
driven actions (Okano and Tanji, 1987). Interestingly, lesioning pre-SMA and SMA bilaterally 
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affected self-initiated movements in monkeys but not the externally-triggered movements 
(Thaler et al., 1995). Later papers on primate motor system challenged the idea of M1 as the 
‘final common pathway’ and suggested that premotor areas are differentially involved in 
specific aspects of motor behaviour (Dum and Strick, 2002). While some are specialized in 
movement preparation, others are engaged in visually-cued movements. 
A study by Deiber et al., (1999) was the first fMRI study in humans to dissociate these 
cortical circuits. Participants were asked to make self-initiated and visually-triggered 
movements in separate blocks. The authors observed extensive activity in frontomesial 
motor areas during self-initiated condition, including pre-SMA, rostral cingulate zone (RCZ) 
and the caudate cingulate zone (CCZ), suggesting functional specialization of these areas in 
self-initiated actions. Another neuroimaging study in humans with PET contrasted self-
initiated with externally-cued movements (Jenkins et al., 2000). Similar to previous 
experiment, extensive activity was reported in SMA and cingulate cortex in the self-initiated 
condition. Further activation was found in dorsolateral prefrontal cortex (DLPFC). 
Interestingly, by using a similar paradigm, Cunnington et al., (2002) found no difference in 
overall activity in SMA and cingulate cortex between movement conditions. However, the 
timing of the hemodynamic response was significantly earlier in the pre-SMA for self-initiated 
compared to externally-triggered actions. 
More evidence of a neurofunctional dissociation between intentional and stimulus-based 
actions comes from a study by Obhi and Haggard (2004). The authors measured 
electromyogram (EMG) during three keypress conditions: internally generated, externally-
triggered and a truncation condition in which subjects were unpredictably instructed by a cue 
to make a keypress during an internally-generated condition. Reaction time (RT) to the 
external cue was significantly higher in the truncated compared to the externally-triggered 
condition. However, there was no effect of truncation on the EMG activity. They concluded 
that subjects were switching between two forms of actions preparation rather than modifying 
an ongoing action, suggesting an independent representation for internally and externally 
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guided actions. Functional dissociation between these two types of actions has also been 
reported in other behavioural experiments (Waszak et al., 2005; Welchman et al., 2010). 
Recent evidence, however, suggests that the dichotomy between internally and externally-
driven actions may not be as evident as previously thought, suggesting some level of 
interaction between the two. Nachev et al., (2008) argued that the reported functional 
dichotomy may be due to the more complex nature of self-initiated tasks. By nature, self-
initiated actions contain conflict and therefore higher levels of complexity compared to 
externally-triggered actions, thus it is incorrect to assume a clear contrast between internally 
and externally-guided actions. This is incompatible with Passingham et al., (2010) who 
suggested that medial frontal cortex is crucially involved in self-generated action (see also 
Nachev and Husain, 2010; Passingham et al., 2010b). The distinction between voluntary and 
stimulus-driven actions was also questioned in a study by Hughes et al., (2011). Participants 
prepared a voluntary action with either left or right hand. While preparing the action, they 
were occasionally interrupted by stimulus requiring either left or right hand action. The 
authors found increased voluntary motor preparation in congruent trials where participants 
were preparing the same hand as the one required by the stimulus compared to incongruent 
trials. These findings show that the externally-driven system has access to voluntary system 
in medial frontal areas, suggesting an interaction between the two systems. These results 
are inconsistent with the findings of Obhi and Haggard, (2004) who showed that activation of 
the volitional system interferes with the stimulus-driven system. 
Despite clear disagreements, there is a general consensus that SMA and pre-SMA have a 
key role in preparation of voluntary actions (Passingham, 1995; Cunnington et al., 2005; 
Krieghoff et al., 2011). Scalp recording in humans from this area has revealed a slow rising 
negativity that begins 1 s or more before the onset of endogenous actions (Kornhuber and 
Deecke, 1965; Deecke and Kornhuber, 1978). Since this ‘readiness potential’ does not occur 
before involuntary movements, it has been endorsed as the electro-physiological sign of 
planning, preparation, and initiation of voluntary actions (Kornhuber and Deecke, 1990). The 
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first strong evidence to suggest that this RP comes from SMA was an EEG source 
reconstruction study by Ball et al. (1999), which showed activity in mesial frontal areas up to 
2 s before action onset. The role of SMA and pre-SMA in preparation and initiation of 
voluntary self-initiated movement and as a source of RP was further supported by an fMRI 
study during a self-initiated sequential finger to thumb movement (Cunnington et al., 2003). 
1.3.3. The Bereitschaftspotential: a marker for voluntary action? 
The Bereitschaftspotential or readiness potential (RP) was first described by Kornhuber and 
Deecke (1965). They recorded EEG signal while participants were asked to perform a 
spontaneous finger flexion at a time of their own choice. After averaging the recorded signal 
over many trials, time-locked to the moment of action onset, they observed an ongoing 
negativity staring around 1.5 - 2 seconds prior to the action onset. This readiness potential is 
maximal at the midline centro-parietal area and is derived from slow changing electrical brain 
potential with frequencies below 1 Hz. The origins, properties and the role of this signal in 
voluntary action generation have since been investigated in numerous studies (Shibasaki 
and Hallett, 2006; Jahanshahi, 2013). 
One of the most famous of these studies is the so called Libet experiment (Libet et al., 1983). 
Similar to the original experiment of Kornhuber and Deecke, they asked participants to flex 
their finger at a time of their free choice. Additionally, participants were required to report the 
time when they first felt the urge or desire to move. Analysis of the readiness potential 
showed that it rises in the brain well before participants become conscious of their intention 
to move. Although this experiment has been widely criticized (Verbaarschot et al., 2015), its 
controversial results have since been cited as a pioneering evidence against the human 
capacity for free will (Bode et al., 2014). 
The RP is distinguishable into two components: an early RP (RP1) that starts bilaterally and 
is best recorded at central electrodes like Cz. Scalp negativity increases sharply around 400 
ms prior to action, making a boundary between the early and late components. This late 
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component (RP2) is more specific for the site of movement and is maximal over the 
contralateral central area. While RP1 reflects higher order factors such as movement 
preparation and intention, RP2 is more reflective of movement execution. In pathological 
conditions, RP1 is abnormal in Parkinson Disease and RP2 in hemiparesis (Shibasaki and 
Hallett, 2006). The specificity of the late RP in motor preparation has been studied as the 
lateralized readiness potential (LRP). LRP is measured by subtracting the potential recorded 
at C3 from that of C4 for both left and right hand actions separately. In one of those 
innovative studies, Haggard and Eimer (1999) investigated the causal relation between RP 
and action awareness. They found a positive relation between LRP latency and the 
perceived time of voluntary action (W time), suggesting that processes underlying LRP, but 
not RP, may cause our awareness of movement initiation. However, another study with 
larger sample size failed to replicate this finding (Schlegel et al., 2013). 
Since then, numerous studies have investigated the causal origins of the conscious intention 
to move in the human brain and its relation with RP. Patients with damage in parietal cortex 
are unable to report the time when they become aware of their intention to move (Sirigu et 
al., 2004; see also Desmurget et al., 2009). Further, attention to the intention rather than 
movement increases activity in pre-SMA (Lau et al., 2004). Strikingly, in an fMRI experiment, 
the brain activity in these fronto-parietal areas were used to predict the outcome of a 
decision up to 10 s before subjects become aware of their decisions (Soon et al., 2008). In 
the only single neuron study of human volition, Fried et al., (2011) showed that a small group 
of neurons in the medial frontal cortex show a gradual ramp-like increase in firing rate before 
voluntary action that resembles RP in EEG. Interestingly, this increase in firing rate emerges 
1.5 s before subjects become aware of their intention to move. These results are in general 
agreement with previous findings from EEG RP and previous reports that the experience of 
volition is based on readouts of brain activity in frontal areas. More recently it has been 
shown that amplitude of RP is correlated with haemodynamic response in the premotor 
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cortex (Zama and Shimada, 2015), and single trial analysis of RP-like signals has also been 
attempted (Schultze-Kraft et al., 2015). 
Single trial analysis of RP is usually not feasible due to low signal-to-noise ratio in single-trial. 
Participants usually make several free actions, repetitively, choosing for themselves when to 
act each time. RP is then measured by averaging potentials over many trials. This method 
assumes that there is a single endogenous signal that gives rise to the classical ramp-like 
negativity of the mean RT but is covered by noise at single-trial level. Based on this 
interpretation, if one could control all external factors, RP could be recovered from single-trial 
EEG and would show a fixed onset and amplitude across all trials. This has been supported 
by a previous study by Dirnberger et al., (2008): Close to zero skewness showed that 
increase of negativity preceding a self-initiated action has a symmetrical distribution across 
trials. This suggests a fixed-onset model of RP, where the gradually rising negativity 
represents a fixed neural event prior to voluntary actions. 
Having discussed the evidence in favour of classical interpretations of such RPs as 
biomarkers of a specific cognitive process, I now turn into new models showing that RPs 
could simply reflect stochastic fluctuations in neural activity. Two studies in particular, one 
using EEG in humans (Schurger et al., 2012) and the other using single-unit recording in rats 
(Murakami et al., 2014), involve a radical revision of the interpretation of the RP by showing 
that integration to bound models offer a plausible explanation for the gradual build-up shape 
of RP.  
Evidence accumulation models have been traditionally used in perceptual decision making 
task. In these models sensory evidence and internal noise are integrated over time until a 
fixed threshold-level firing rate is reached, at which point the decision is made. Schurger et 
al., showed that the precise moment of an action onset can be explained by stochastic 
accumulator models. However, in the case of self-initiated voluntary actions, that are not 
externally cued, what drives the model is not sensory evidence but ongoing random 
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fluctuations in the neural activity. Hence, RP is simply a by-product of cross-trial averaging of 
autocorrelated noise. Precursor brain activity would not reflect goal-directed causes of 
action, but simply a by-product of constantly fluctuating neural activity. The same stochastic 
accumulator model was used to explain a spontaneous self-initiated action, in which rats 
decide when to abort waiting for delayed tone (Murakami et al., 2014). In line with this 
evidence, crayfish was also shown to demonstrate a gradual build-up activity prior to 
spontaneous transition to foraging (Kagaya and Takahata, 2010). 
Consistent with this account Jo et al., (2013) showed that RP emerges through an unequal 
ratio of negative and positive slopes of slow cortical potentials prior to a voluntary action. 
They rejected that idea of RP as a neural marker of voluntary action preparation suggesting 
that it reflects spontaneous neural activity during the task. Further, it has been noted that 
technical details of how to analyse RPs are crucial to interpretation of the Libet-style 
experiments (Verbaarschot et al., 2015). For example, RP recordings are conventionally 
baseline-corrected using a baseline 2.5 until 2 s before action. This involves the implicit 
assumption that RPs begin only in the 2 s before action onset, but this assumption is rarely 
articulated explicitly, and is in fact questionable. I address this issue in more details in 
chapter 2. Recently, Alexander et al., (2015) revealed that RP is not uniquely related to 
motor activity and can be observed even in the absence of motor related processes. They 
suggested that RP may reflect a general anticipation effect rather than a specific marker of 
action preparation. In this regard, it has been shown that stimulus anticipation is preceded by 
a cortical negative wave, the contingent negative variation (CNV) (Walter et al., 1964). The 
CNV has been associated with expectation and temporal processing (Casini and Vidal, 2011; 
Van Rijn et al., 2011). Similarly, the stimulus preceding negativity (SPN) precedes an 
anticipated stimulus that provides task relevant information (Damen and Brunia, 1987; Brunia 
and Damen, 1988). Both CNV and SPN can occur for purely cognitive tasks in the absence 
of any concomitant movement. 
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Two theoretical papers have recently discussed the neural correlates of voluntary action in 
the light of the current research on RP.  Moutard et al., (2015) distinguish two modes of 
cortical dynamics in the brain: a fast, high-amplitude ignition that is associated with stimulus-
driven activations and an ultra-slow (<0.1 Hz), low-amplitude, resting-state activity. During 
sensory stimulation the system enters the active mode, where an increase in sensory 
parameters is associated with a nonlinear increase in neuronal response. The system 
passes a threshold; the signal is amplified and remains active for a while. In the absence of 
external stimuli, e.g., in the case of voluntary action, ultra-slow stochastic fluctuations 
accumulate gradually up to the threshold level and may spontaneously cross the threshold at 
a random time initiating a rapid signal amplification and action execution. Interestingly, based 
on this model, participants only become aware of their intention to act once the signal passes 
the ignition threshold.  
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Figure 1.1.A. In response to external stimuli system enters the active mode. B. In the 
absence of sensory stimuli the system remains in resting-state demonstrating ultra-slow 
random fluctuations. C. These slow fluctuations may gradually accumulate and 
spontaneously cross the threshold. Adapted from Moutard et al., (2015). 
In ‘Action-related slow cortical potential sampling hypothesis’, Schmidt et al., (2016) argue 
that RP reflects neither movement preparation, as suggested by the classical accounts of 
RP, nor decision processes, as suggested by Schurger et al. Instead they suggest that slow 
cortical potential can only increase/decrease the probability to initiate a voluntary action. 
Importantly, as evident from single trials that are preceded by a positive RP, these slow 
fluctuations do not integrate and do not need to cross a threshold for an action to happen. 
These fluctuations only mediate action initiation by giving rise to an urge to move, which itself 
is not action specific. The urge increases one’s likelihood to initiate an action, but is not a 
necessary condition. Based on this argument one may wonder why self-initiated actions 
happen during some negative fluctuation but not others. They complete their hypothesis by 
suggesting that the necessary condition for voluntary action is not cortical potentials with 
negative fluctuations or an urge to move but one’s conscious decision. However, they do not 
explain what this conscious decision is if not a readout of cortical activity preceding a 
voluntary action. 
As discussed there is emerging evidence that electrophysiological signals prior to voluntary 
actions simply reflect ebb and flow of background neuronal noise, rather than outcome of a 
specific neural event. But what do we mean by neural noise and how can we differentiate it 
from desired signals? 
1.3.4. Noise in the motor system 
Noise is defined in Oxford English Dictionary as “random or unpredictable fluctuations and 
disturbances that are not part of a signal”. Although noise affects every level of the nervous 
system, its role in neuronal computation and variability in behaviour has been widely ignored. 
There are several sources of noise in the nervous system (Faisal et al., 2008). The most 
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widely studies source of noise is sensory noise. Any noise at this level can be amplified by 
sensory receptors and increase the overall level of noise in the system. Therefore, animals 
spend a lot of energy to reduce noise at this level. At the next level there is cellular noise. 
There are different sources of noise at cellular level such as ion channels, synaptic vesicles 
and binding of signalling molecules to receptors (Faisal et al., 2008). Interestingly, different 
type of neurons in different regions show different levels of variability (Shadlen and 
Newsome, 1998). Finally, at the effector level there is motor noise, which is derived from 
noise in motor neurons and muscles. 
Even though these sources of noise are mainly at microscopic level, they can affect the 
system at macroscopic level and even at the behavioural level. Therefore, the nervous 
system uses different strategies to minimise the negative consequences of noise in the 
nervous system such as averaging and prior knowledge (Faisal et al., 2008). However, it is 
not desirable to completely cancel out noise as it has been shown that optimal levels of noise 
can have positive consequences. For example, while at low level of noise the sensory signal 
may not reach the threshold, at higher optimal levels, noise helps a threshold-crossing event 
by increasing the overall level of activity in the system (Shu et al., 2003).  
Importantly, regulating the level of noise and holding it at optimal levels is very costly for the 
central nervous system, both from a metabolic point and also the amount of time required to 
complete a task (Faisal et al., 2008). For example, it has been shown that performance 
accuracy in a task is inversely related with the average duration of response, because fast 
responses are more noisy (Fitts, 1954). Interestingly, performing a voluntary action in a 
spontaneous manner is usually not an easy task. Participants often find it easier and less 
demanding to act in response to an external cue compared to ‘free’, ‘self-initiated’ actions. 
One speculation is that to perform a voluntary action, in the absence of external stimuli, 
motor system spends lots of energy to control the optimal level of noise in the system, 
making self-initiated actions metabolically costly.    
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After all, what is noise and what is signal and how can we differentiate them? Maybe what 
we call noise just represents our lack of knowledge of the system (Drongelen, 2006). Human 
brain is a very complicated physiological system, it is a chaotic system, but is also 
deterministic. Therefore, all the random processes in the brain may in fact be specific 
signals, if we could discover the entire range of complex interactions that govern the system. 
In the next section I will discuss how some inspiring experiments have taken advantage of 
the variability in the system as part of the signal. 
1.3.5. Variance as a signature of neural computation 
Early studies in sensory neuroscience emphasised ‘rate coding’ as the principle of 
information coding in sensory systems. In this form of coding what matters is the total 
number of spikes over a period of time but not inter-spike intervals. Variability in the inter-
spike intervals was thought as ‘neural noise’. However, we now know that this variability in 
spike timing carries important information that is often referred to as ‘temporal coding’, 
suggesting that this variability, in fact, is an important part of the signal (Stein et al., 2005). 
The first study to use a measurement of variability as an internal signal in the motor system 
is the study by Churchland et al., (2006). Monkeys were trained to reach to a target to 
receive reward. However, after introduction of the target, they had to delay their response 
until presented with a go cue. Measuring inter-trial variability of neural response in dorsal 
premotor cortex showed that variability was initially high but then converged with target 
onset. Variability reached its minimum after go-cue, just before action initiation. The authors 
suggested that brain optimises action preparation by bringing firing rates to their optimal 
value. Based on this ‘optimal subspace theory’, action preparation is complete when inter-
trial variability declines to an optimal value, suggesting a consistent firing rate. This 
hypothesis was further supported by finding that RTs to reach a target was shortest when 
variability was lowest. Importantly, they found no relation between decline in variability and 
mean firing rate: for an action to happen, the mean firing rate does not need to rise to cross a 
certain threshold, it just needs to reach an optimal sub-space. This is in contrast with rise to 
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threshold models that predict shorter RTs with higher firing rates (Churchland et al., 2006; 
Shenoy et al., 2011). Interestingly, this decline in variability is not specific to premotor cortex. 
It is a widespread cortical effect that can be observed in different areas of the brain and in 
response to different types of stimulus, suggesting that cortical circuits become more stable 
by an input (Churchland et al., 2010). 
More recently, it has been shown that this variability can be modelled as ‘doubly stochastic’. 
Doubly stochastic models assume that inter-trial variability originates from variability in spike 
timing, which itself originates from variability in neural firing rate (Churchland et al., 2011). 
This doubly stochastic system was recently simulated by Litwin-Kumar and Doiron (2012) by 
using a deterministic model. Interestingly, even though their proposed model is deterministic, 
when placed in the network it exhibits stochastic firing rate and spiking. Hence it may be 
better to call their system doubly chaotic, because it is truly deterministic but seems 
stochastic because of the unpredictability of its output (Churchland and Abbott, 2012). Litwin-
Kumar and Doiron’s experiment nicely shows how a deterministic model could be used to 
simulate a stochastic process, highlighting the importance of across trial variability in 
complex network computations. 
Other studies have investigated how neural variability could be influenced by internal 
physiological factors such as perception and memory (Marcos et al., 2013), or change of 
motor intention (Saberi-Moghadam et al., 2016). In the later study, monkeys were trained on 
a target-reaching RT task. Occasionally, while monkeys were reaching for target, its spatial 
location was changed and they had to update their intention and motor trajectory. Replicating 
previous findings (Churchland et al., 2006), across-trial neural variability in premotor cortex 
decreased after presentation of the first target, reflecting action preparation. This variability 
increased, and then decreased again, when the original motor intention suddenly changed. 
The magnitude of this change was correlated with the amount of time taken to correct the 
movement. This is the first study to probe inter-trial variability to decode changes of motor 
intention. 
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Analysing trial-to-trial variability to extract information from the system has also been 
attempted in human fMRI (He, 2013) and EEG/MEG data (Schurger et al., 2015). Overall, 
the mentioned studies in this section offer the compelling possibility that inter-trial variability 
provides an additional dimension to information coding in the brain. However, in all 
mentioned studies, the decline in neural variability is triggered when subjects are presented 
with a ‘target’. In chapter 2, we will show that this modulation of variability can also occur in 
the absence of external stimuli, in the case of voluntary self-initiated actions. 
 
1.4. Experiences associated with voluntary action 
1.4.1. Intention 
Our voluntary actions are often associated with two distinct experiences: the experience of 
intention and the experience of agency. The experience of intention reflects the initiation and 
control of the voluntary action, and possibly a prediction of the outcome. This conscious 
intention to act seems to be the cause of voluntary actions: most of us believe in a dualistic 
view that we do an action just because we intend to do so (Ryle and Dennett, 2000). Despite 
extensive research on precursors of voluntary action itself, which I previously discussed, the 
neural basis of conscious intention to act is less clear. However, one common view among 
neuroscientists is that both actions and intentions may be caused by a common neural 
system in the brain. We only assume that actions are caused by intentions because they are 
temporally correlated: actions are always preceded by intentions (Wegner, 2003a). More 
radical views suggest that conscious intentions are mere confabulations. After performing a 
voluntary action and receiving its outcome, we retrospectively infer the experience of 
intention to justify the cause of our action (Dennett and Kinsbourne, 1992). Despite being a 
hot topic of research, the neural correlate of intention is out of the scope of this thesis. 
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1.4.2. Sense of agency 
Sense of agency is a fundamental aspect of human experience. It gives us the feeling that 
we are in control of our actions and can make changes in the world. It is fundamental to 
instrumental and goal-directed actions, and forms the cornerstone of humans’ astonishing 
capacity to change their physical and social environment. Buildings, cities, technology, and 
almost all man-made structures would presumably be impossible without a sense of agency 
(Haggard and Eitam, 2015). Moreover, this feeling gives us a sense of responsibility and 
enables us to hold people accountable for their behaviours (Frith, 2014).. In the next few 
sections I will discuss this unique human capacity in more details and will later demonstrate 
how this experience, like most other human experiences, is a product of neural circuits in the 
brain.  
 
1.5. What is the function of agency?  
1.5.1. Sense of agency and the legal system 
Sense of agency is not only fundamental to instrumental, goal-directed actions at the 
individual level, but also forms a cornerstone of everyday social life. In social animals, an 
instrumental action of one agent will have outcomes that affect other agents, so some social 
management of individual action is required. In particular, the sociolegal concept that each 
individual is responsible for their actions, and must answer for them to others, requires that 
individuals are first aware of their actions, and of the outcomes of those actions (Moretto et 
al., 2011; Frith, 2014). 
Moreover, the legal system punishes agents based on how much they were in control of their 
actions at the time of wrongdoing, and therefore how much responsibility they had over those 
actions. By using an economic game, Singer et al., (2006) showed that participants did not 
reward or punish those players who were just following instructions even though they 
behaved like the players who acted feely. More recently, in a new version of Milgram’s 
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experiment, Caspar et al., (2016) showed that when participants were ordered to perform a 
harmful action to their co-participant, they felt less in control of the consequences of their 
action compared to when they freely decided to do the harmful act. 
1.5.2. Abnormalities of sense of agency 
The importance of sense of agency is not limited to social contexts. Many neurological and 
psychiatric disorders involve abnormalities of agency (Kranick and Hallett, 2013). For 
example, patients with psychogenic hyperkinetic movement disorder (PMD) often experience 
a movement without associated sense of agency. More commonly, schizophrenic patients 
often complain of a lack of agency, and report the feeling that they are being controlled by an 
external force (Hauser et al., 2011; Moore and Fletcher, 2012). Alien hand syndrome is 
another rare neurological disorder with abnormalities of agency: patients often complain of 
lack of control of the actions of their hand, reporting that it has a ‘mind of its own’(Della Sala 
et al., 1991; Hassan and Josephs, 2016). 
 
1.6. What is the content of agency? 
1.6.1. The ideomotor theory and inferential account of agency 
Several theories have been developed to explain the content of sense of agency. In 
ideomotor theories, repeated association of actions and outcomes means that, over time, 
actions come to be represented primarily in terms of their anticipated outcomes or goal-
states. By the same association, activation of the neural code for the goal event is then able 
to generate the voluntary action (Prinz, 1997). Based on this view the intermediate mental 
processes between action and outcome, such as action preparation and selection are no 
longer part of intention-action-outcome chain: it is enough to anticipate the effects of an 
action, for that action to be automatically triggered. Based on this account, we experience 
agency towards an action when our intentions matches with external outcomes. Therefore, 
internal volitional signals that precede action have no influence on agency experience: 
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agency is a post-hoc construct that is retrospectively inferred after the action is done 
(Metcalfe and Greene, 2007; Chambon and Haggard, 2013). 
Wegner and Wheatley, (1999) showed that by priming participants just before an action it is 
possible to induce a false sense of agency. In his ‘apparent mental causation’ theory, 
Wegner suggests that people merely infer their own agency based on observing the 
combination of anticipatory thoughts and action outcomes given three conditions: thoughts 
precede the outcome, are consistent with them, and there should be no other obvious cause 
for the outcome. Therefore, there is no direct mental access to the internal processes that 
cause our actions, and the experiences of will and agency are mere inferences, or even 
illusions (Wegner, 2003b). Further empirical findings have since supported this theory 
(Wegner et al., 2004; Pronin et al., 2006). 
1.6.2. Comparator models of agency 
One of the most prominent models of agency is the so called ‘comparator model’ of the 
sense of agency. This model was originally developed as a theory of motor learning and 
motor control (Wolpert et al., 1995; Wolpert and Ghahramani, 2000), but has been 
increasingly used to explain the origins of agency (Frith et al., 2000; Blakemore et al., 2002). 
Compared to ideomotor theory, comparator model places great emphasis on intermediate 
processes of action generation. Based on this model, the internal forward model fist 
generates an efference copy of a motor command predicting the sensory consequences of 
the future action. This efference copy would be stored in the motor system and would be 
later compared with the actual sensory consequences of the action. If the predicted sensory 
information matches the actual sensory outcome, the action and the resultant outcome is 
recognized as self-generated. However, if there is a mismatch, sense of agency is lost and 
we would perceive another agent as the cause of action. In this model, agency is still 
generated retrospectively, after the action outcome. But compared to the ideomotor theory, it 
has explicit intermediate mechanisms and has been successfully used in numerous studies 
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to explain sense of agency in health and disease (Shergill et al., 2003; Synofzik et al., 2006; 
Voss et al., 2006) (Figure 1.2). 
 
 
 
 
 
 
 
Figure 1.2. Comparator model of the sense of agency. An internal forward model uses 
efference copies of the motor command to predict outcomes. Sense of agency arises when 
there is a match between the predicted and actual sensory outcome of the generated action. 
 
1.6.3. Prospective account of agency 
Based on the comparator model of agency, sense of agency can only be formed when 
predictions are compared with reafferent feedbacks. Hence, agency is merely a retrospective 
phenomenon, happening only after an action is executed. However, in our daily life we feel in 
control of our actions even before receiving their sensory consequences. According to this 
‘prospective’ account of agency, sense of agency can be generated prospectively, during the 
action selection process and before the outcome of action is known (Chambon et al., 2014b). 
This has been demonstrated in recent evidence that showed sense of agency could be 
modulated by subliminal priming. Importantly, this subliminal priming influenced agency 
during action selection process, without effecting the predictability of action outcomes 
(Wenke et al., 2010; Chambon and Haggard, 2012).  
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More novel frameworks suggest that sense of agency is influenced by both internal motor 
mechanisms and external factors. In a new approach, Moore et al., (2009b) changed the 
content of conscious thought prior to an action by supraliminal priming. They showed that 
priming modulates the perceived interval between voluntary and involuntary actions and their 
outcome. Interestingly, this effect was more prominent for involuntary actions, when no 
genuine intrinsic motor signal exists. They suggested that agency originates from a 
combination of internal cues, external cues and prior beliefs. Based on this ‘Bayesian Cue 
Integration’ approach, both internal sensorimotor signals and external contextual cues 
contribute to agency. However, the level of this integration depends on the reliability of each 
of these factors (Moore and Fletcher, 2012). 
1.6.4. Active inference account of agency 
Probably the most novel principle which has attempted to explain sense of agency is the 
‘active inference theory’ (Wolpe and Rowe, 2014).  According to this theory, at each level of 
cortical hierarchy there are prediction units which encode the belief at that level. The belief 
from each level is then sent to prediction error units at one level below. These prediction 
units compare the belief from levels above with sensory information at that level and 
calculate the prediction error, which is the difference between the predicted and actual 
sensory outcome. This error is then projects back to prediction units so they can adjust their 
prediction (Friston, 2010, 2011). According to this account, sense of agency arises when 
predictions (beliefs) at higher levels of motor system (e.g., pre-SMA) are consistent with 
sensory data at lower levels (e.g., M1) (Wolpe and Rowe, 2014). For example, abnormal 
awareness of action in psychosis or psychotic movement disorders may be due to disruption 
in normal balance between prior beliefs and the incoming sensory data (Edwards et al., 
2012; Adams et al., 2013b). Active inference theory is thus far the most mechanistic model of 
agency. 
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1.7. How sense of agency is measured? 
1.7.1. Two levels of agency 
Despite its importance, it is very hard to measure sense of agency in laboratory settings. The 
most common way to measure agency is to ask participants to make a manual action. 
Participants would then see a visual feedback which may either be compatible with their own 
action or not. They will then judge whether or not they caused the visual event. Many 
varieties of this paradigm have been designed and implemented to measure sense of 
agency agency (Fink et al., 1999; Sirigu et al., 1999; Farrer and Frith, 2002; Farrer et al., 
2003a, 2003b, 2008; David et al., 2007). 
Synofzik et al., (2008) suggested that sense of agency comprises two different levels: an 
implicit ‘feeling’ and an explicit ‘judgement’ of agency. Based on this view, the subconscious 
‘feeling’ of agency is produced at an implicit level by low-level sensorimotor signals. This 
non-conceptual ‘feeling’ of agency is then further processed by propositional representations, 
such as intentions and social cues, giving rise to the explicit ‘judgement’ of agency. Both 
feeling and judgement of agency contribute to the overall sense of agency, based on the 
context. While the traditional agency attribution paradigms can capture the judgement of 
agency, they are less successful in measuring the more internal, sub-conceptual feeling of 
agency. 
1.7.2. Implicit measures of agency 
To solve this problem, Haggard et al. (2002b) came up with a new design to measure sense 
of agency at an implicit level. Participants were asked to watch a rotating clock hand on the 
screen and to make judgments about the time of their actions and their consequent effects. 
The experiment consisted of four blocks. In the baseline conditions, participants either made 
a voluntary action or heard a beep, in separate blocks, while they were watching the clock 
rotating. They were asked to judge the time of their action or the beep. In the operant 
conditions, participants were asked to make voluntary actions (key presses), but this time 
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their key press produced a beep after 250ms. They were asked, in separate blocks, to judge 
the time of their key press or the tone that followed their action. These data were then used 
to compare the perceptual time of action and outcome in the baseline and operant 
conditions. The authors observed that when participants’ key presses produced a tone 
(operant condition), the perceptual times of action and outcome moved towards each other 
and were bounded in time. They called this phenomenon ‘Intentional binding’. Importantly, 
they repeated the same experiment, but this time participants’ voluntary movements were 
replaced by TMS-induced twitches. They observed a reversed binding effect, such that the 
perceptual interval between the action (involuntary twitches) and the outcome increased. 
Finally, the authors suggested that the same brain mechanism that is responsible for action-
outcome binding, may be essential for the normal sense of agency (Fig.1.3). Since then, 
numerous studies have replicated the intentional binding effect (Moore et al., 2009a; Obhi 
and Hall, 2011; Takahata et al., 2012; Wolpe et al., 2013; Yoshie and Haggard, 2013). This 
effect has been interpreted both as a consequence of association between an action and its 
effect (Moore et al., 2009a), or as a multisensory cue integration (Wolpe et al., 2013). 
Intentional binding has been my implicit measure of sense of agency in chapters 3-6. 
Interestingly, implicit and explicit measures of agency do not always correlate, suggesting 
that they may measure different aspects of sense of agency (Ebert and Wegner, 2010; Saito 
et al., 2015). 
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Figure 1.3. A schematic of intentional binding effect. The perceptual time of action and 
outcome moves toward each other for voluntary action, but not for involuntary movement. 
 
1.8. What is the mechanism of agency? 
1.8.1. Mechanism of explicit agency judgement 
During the past few years many researchers have tried to shed light on the neural basis of 
voluntary action and two subjective experiences that accompany it, namely, awareness of 
voluntary action and the sense of agency. By studying patients with parietal and cerebellar 
damage, Sirigu et al., (2004) showed that in contrast to healthy volunteers and cerebellar 
patients, those with parietal damage report the time of their conscious intention to move (W 
judgement) very close to the actual time of movement. The authors suggested that a system 
in parietal cortex may be responsible for conscious monitoring of voluntary action. Based on 
this hypothesis, Desmurget et al., (2009) used direct electrical stimulation to evaluate the 
role of parietal areas in motor intention. They observed that stimulation of the parietal cortex 
induced a strong desire to act. When they increased the intensity of the stimulation, subjects 
reported performing the action. However, in reality, no movement had been performed based 
on the electromyographic data. This finding strengthened the claim that the activity in parietal 
cortex is responsible for conscious intention to act.  
On the other hand, Fried et al., (2011) highlighted the role of frontal areas in willed action. 
Participants with implanted electrodes for epilepsy surgery were instructed to do the Libet’s 
task (Libet et al., 1983) and to report the time of their ‘urge’ to move. Fried and colleagues 
observed an increase in firing rate in a group of medial frontal neurons, especially in 
supplementary motor area proper, before participants’ conscious intention (urge) to act. The 
role of frontal and parietal areas in volition and their contribution to awareness of action is 
still a matter of debate (Haggard, 2011).  
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Several neuroimaging studies have explored volition in respect of the sense of agency. In 
one of the primary studies, Fink et al., (1999) used positron emission tomography (PET) to 
monitor cerebral blood flow while inducing mismatch between intention, proprioception and 
visual feedback of the healthy participants. The authors observed an increase in right 
dorsolateral prefrontal cortex (dLPFC) activity when participants had to control their hand 
while receiving incongruent visual feedback.  
In another neuroimaging study, participants were asked to drive a circle along a path using a 
joystick. They were told that the circle would be either driven by themselves or by the 
experimenter. Higher activity was observed in anterior insula when participants attributed the 
movement to themselves, whereas external attribution of agency was associated with activity 
in inferior parietal cortex (IPC) (Farrer and Frith, 2002). In their next study, rather than 
contrasting self vs. other attribution, Farrer et al., (2003a) changed the degree of discrepancy 
between the movement and the visual feedback in four levels. In accordance with their 
previous findings, the activity in inferior parietal cortex increased with the degree of 
discrepancy and the subjects’ feeling of being less in control of their actions. A reverse 
covariation was observed for the activity in insula.  
To further investigate the role of parietal cortex in judgement of agency, Farrer et al., (2008) 
designed an fMRI study in which they manipulated the contiguity of action-outcome 
relationship and the authorship of the action, in separate experiments. For the first 
experiment, subjects were told to remove white golf pegs from a black grid with their hand, 
by looking at a screen which was projecting the image of the grid and the participant’s hand, 
with a delay. After each movement, subjects reported if they perceived any delay in the 
outcome of their action. In the second experiment, subjects performed another set of 
movements and were told that the observed movements could be their own or another 
person’s. After each movement, they judged whether the observed action was their own or 
not. The authors reported that the activity in right angular gyrus was associated with both 
awareness of action-outcome contiguity and the authorship of the action, suggesting that 
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right angular gyrus is responsible for conscious awareness of discrepancy between an 
intended action and its outcome. 
By designing a novel virtual reality paradigm, Nahab et al., (2011) measured BOLD signal 
while modulating sense of agency during voluntary finger movements. As expected, 
participants lost their sense of control over their actions with an increase in feedback 
discrepancy. Based on the neuroimaging data, the authors identified two networks: a leading 
and a lagging network. They suggested that the leading network, including the right 
temporoparietal junction, is involved in mismatch detection. This information is then passed 
into the lagging network, including the bilateral prefrontal areas, which elevates the 
information from the leading network to conscious awareness. 
In an attempt to dissociate the neural correlates of sense of agency and sense of ownership, 
Tsakiris et al., (2010) instructed participants to make active or passive hand movements and 
to view an image of their hand while resting inside fMRI. This image could be either 
synchronous or asynchronous with the hand movement. By analysing the neuroimaging 
data, Tsakiris and colleagues reported a dissociation between agency and body ownership. 
While activity in the midline cortical areas was associated with body ownership, activity in 
premotor areas, especially pre-SMA was associated with agency, supporting the 
independence of these two functions. 
1.8.2. Mechanism of implicit agency: evidence from fMRI and brain stimulation 
Most of the above mentioned neuroimaging studies were about explicit ‘judgement’ of 
agency, where agency was manipulated by inducing a state of incongruency between action 
and outcome. To investigate the implicit ‘feeling of agency’, Kühn et al., (2013) correlated the 
BOLD activity of the brain with the perceived action-tone interval (to replicate the intentional 
binding effect). They found a cluster in the left SMA proper, whose activity was correlated 
with the implicit measure of agency. However, they did not find any evidence in favour of 
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involvement of the angular gyrus. The authors concluded that frontal, and not parietal areas, 
are mostly involved with implicit measures of agency. 
Although various neuroimaging studies have tried to illuminate the neural correlates of 
agency, there is a lack of scientific evidence for a causal association between brain activity 
and the sense of agency. By using continuous theta-burst brain stimulation (cTBS), Moore et 
al., (2010) investigated the neural correlates of intentional binding, as an estimate of sense 
of agency. They found that locally disrupting the activity of the pre-SMA, reduces the 
temporal binding of a voluntary action and its outcome, providing the first causal evidence of 
the contribution of medial frontal areas to the sense of agency. In another study, Chambon et 
al., (2014a) dissociated the prospective and retrospective components of agency using an 
established subliminal priming paradigm (Chambon et al., 2013) and investigated the causal 
role of left dLPFC and left IPC in the prospective component. Interestingly, disrupting IPC, 
but not dLPFC, at the time of action selection, disturbed the sense of control over 
subsequent outcome. The authors suggested that IPC contributes to both prospective and 
retrospective aspects of agency. This dual contribution makes IPC a suitable candidate for 
integrating various sources of information and cues. 
Transcranial  direct  current  stimulation  (tDCS)  is  an  emerging  form  of  non-invasive  brain 
stimulation  that  delivers  weak  current  to  the  brain  through  a  set  of  two  electrodes.  By 
inducing  intracerebral direct current flow,  tDCS is able  to modify  the neuronal excitability of 
the  targeted  brain  region  depending  on  the  type  of  stimulation  by  a  mechanism  similar  to 
long-term  potentiation  (LTP)  and  long-term  depression  (LTD)  (Stagg  and  Nitsche,  2011). 
While anodal stimulation  increases  the excitability of  the motor cortex, cathodal stimulation 
decreases it (Nitsche et al., 2008a; Reis and Fritsch, 2011). In comparison to TMS, tDCS is 
cheaper,  more  portable,  and  easier  to  apply.  Importantly,  its  capacity  to  provide  polarity 
specific brain modulation without  causing action potentials,  distinguishes  it  from other non-
invasive  brain  stimulation  methods  (Filmer  et  al.,  2014).  Although  early  tDCS  experiments 
were on the motor cortex, its modulating effects on behaviour and cognition are being more 
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widely recognized (Nitsche et al., 2008a; Jacobson et al., 2012b; Filmer et al., 2014; Douglas 
et al., 2015; Raja Beharelle et al., 2015; Hämmerer et al., 2016). In chapters 4 and 5 we will 
show how tDCS could be used to modulate brain circuits involved in control of action. 
 
1.9. Aims of the current thesis 
Brain activity prior to voluntary action has been a key focus of interest. However, mechanistic 
models of volition and sense of agency are lacking. The present thesis, therefore, aims to go 
beyond theoretical and conceptual account of volition and to come up with convincing neural 
mechanisms of voluntary action in human brain. 
Chapter 2 develops a new approach to voluntary control based on endogenous decisions to 
opt-out of waiting for another task. We identify brain precursors of such “skip responses” to 
investigate neural volitional signals. We analyse variability of brain activity prior  to repeated 
voluntary  actions,  rather  than  the  traditional mean  activity.  This  approach  captures,  for  the 
first  time,  the  key  contrast  between  volition  as  a  specific  causal  process  in  the  brain,  vs. 
volition as a random process reflecting “neural noise”. 
Chapter  3  investigates  whether  experience  of  voluntary  action  could  be  a  reconstructive 
inference  triggered  by  monitoring  one’s  actions  and  their  outcomes,  or  a  read-out  of  brain 
processes related to action preparation, or some hybrid of these. We test this question in a 
group of healthy participants and in a patient with anarchic hand syndrome. 
Chapters  4  and  5  aims  to  understand  the  mechanism  of  sense  of  agency  by  modulating 
brain  circuits  involved  in  control  of  action,  while  measuring  stimulation-induced  changes  in 
intentional  binding.  We  performed  seven  separate  experiments  using  transcranial  direct 
current stimulation, to investigate the contribution of frontal and parietal circuits in perceptual 
experience of agency. 
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In  chapter  6,  by  pairing  voluntary  actions  of  one  hand  with  involuntary  movements  of  the 
other hand, we show  that key aspects of agency experience can  transfer  from voluntary  to 
involuntary movements. Our results explain why one can feel fully in control of one’s actions 
even when they are performed automatically, without focal conscious attention. 
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Chapter 2  
Neural events prior to self-initiated movements 
 
 
 
A gradual buildup of electrical potential over motor areas precedes self-initiated movements. 
Classical interpretations of such ‘readiness potentials’ (RP) as biomarkers of a specific 
cognitive process of volition have been challenged by new models showing that RPs could 
simply reflect stochastic fluctuations in neural activity. Importantly, these models make 
contrasting predictions about the variability of neural activity during the premovement period. 
Participants waited for an unpredictably occurring dot-motion stimulus, and were rewarded 
for correct left-right manual responses to motion direction. They could alternatively decide to 
skip waiting, by making a bilateral keypress. The bilateral skip response thus reflects a 
purely endogenous decision to act, without any external trigger. In control blocks, the 
bilateral skip response was triggered by an unpredictable change in colour of the fixation 
point. We investigated whether scalp electrophysiological signals prior to action reflected a 
specific precursor process leading to voluntary action, or stochastic motor noise by analysing 
trial-to-trial variability of EEG prior to skip actions. Variability decreased prior to action in both 
conditions, because EEG epochs were action-locked. However, the decrease in variability 
became more marked for self-initiated compared to externally-triggered skip actions, 
beginning from 1.5 s prior to action. This convergence towards a fixed pattern suggests a 
preparatory process prior to self-initiated actions, while remaining entirely consistent with the 
possibility that preparation itself is triggered by random fluctuations. Indeed, computational 
modelling could account for the observed convergence of EEG by adding an additional linear 
build-up term to the original stochastic integrator model. 
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2.1. Introduction 
Functional and neuroanatomical evidence has been used to distinguish between two broad 
classes of human actions: reactions to environmental cues, and self-initiated actions that 
happen endogenously, in the absence of any specific stimulus (Haggard, 2008; Passingham 
et al., 2010a). While there has been extensive research on action selection and initiation in 
response to external cues, the brain mechanisms for self-initiated actions are less often 
studied. Unlike externally-triggered actions, self-initiated actions are not time-locked to any 
external event. Most studies simply instruct human subjects to act ‘freely’, or ‘spontaneously’ 
(Libet et al., 1983; Jahanshahi et al., 1995; Haggard and Eimer, 1999; Cunnington et al., 
2002). However, this instruction seems artificial, and could be interpreted in different ways. 
We adapted for humans a paradigm previously used in animal research (Murakami et al., 
2014), where endogenous actions are embedded in a wider landscape of reward-guided 
perceptual decision-making. Participants responded to the direction of unpredictably-
occurring dot motion stimuli by pressing left or right arrow keys (Gold and Shadlen, 2007). 
Importantly, they could also choose to skip the trial, whenever they wished, by pressing both 
keys simultaneously. The skip response thus reflects a purely endogenous decision to act, 
without any direct external stimulus, and provides an operational definition of volition within 
this experimental design ((Murakami et al., 2014). Voluntary ‘skip’ responses were compared 
to a block where participants made the same bilateral ‘skip’ actions in response to an 
unpredictable visual cue. 
The classical neural marker of precursor processes for endogenous action is the readiness 
potential (RP: (Kornhuber and Deecke, 1965). The RP is taken to be “the electro-
physiological sign of planning, preparation, and initiation of volitional acts” (Kornhuber and 
Deecke, 1990) and was considered a pre-requisite of the conscious intention to act (Libet et 
al., 1983). The RP is typically calculated by averaging many trials, aligned to the moment of 
action – although single trial analysis of RP-like signals has also been attempted (Schultze-
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Kraft et al., 2015). Most studies explicitly or implicitly assume that the RP reflects a putative 
‘internal volitional signal’, with a constant, characteristic ramp-like form, which may be 
obscured by noise in any individual trial (Dirnberger et al., 2008). The RP would correspond 
to a specific process of preparation, having a fixed duration. This process would necessarily 
preceding action initiation. Indeed, end of the preparation process might be a causal trigger 
for action initiation. 
However, the very idea that the RP reflects a specific precursor process leading to voluntary 
action has been recently challenged. Alternative models suggest that the early tail of the RP 
does not reflect a goal-directed process but rather reflects subthreshold stochastic 
fluctuations that influence the precise time of crossing the threshold for movement (Schurger 
et al., 2012; Murakami et al., 2014). Crucially, averaging these fluctuations with respect to 
action results in the appearance of a causal-looking buildup, like the mean RP. In fact, RP 
simply reflects cross-trial averaging of autocorrelated noise, rather than a goal-directed 
process that causes action. This view, which can be formally expressed in a quantitative 
model, and tested against neural data (Schurger et al., 2012; Murakami et al., 2014), 
involves a radical revision of the interpretation of the RP. 
Controversies regarding precursor processes have been central to neuroscientific debates 
about volition (Libet et al., 1983; Dennett, 1985). We therefore asked whether 
electrophysiological signals prior to endogenous action reflect specific precursor processes 
for voluntary action, or are merely stochastic motor noise. These two models can both 
account for the morphology of the mean RP, but they offer different explanations of the 
distribution of premotor EEG across trials. On the stochastic model, neural activity eventually 
converges because of the combination of EEG temporal autocorrelation, and biased 
sampling time-locked to a threshold crossing event. On the classical model, the distribution 
of single trial RPs converges because the RP marks a specific precursor process that is 
directed at producing self-initiated action. 
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We found a prominent drop in inter-trial variability before self-initiated skip compared to 
externally-driven skip actions, suggesting that neural activity converges on a fixed pattern 
prior to self-initiated actions. Quantitative simulations using a stochastic integrator model 
showed that the distribution of EEG prior to endogenous action can be modelled as a 
combination of three processes: a contextual shift in EEG level, a stochastic random noise 
process, and a gradual linear buildup that emerges at least 1500 ms prior to action. 
2.2. Materials and Methods 
2.2.1. Participants. 
24 healthy volunteers, aged 18-35 years of age (9 male, mean age = 23 years), were 
recruited from the Institute of Cognitive Neuroscience subject data pool. Two participants 
were excluded before data analysis (one could not finish the task and one left insufficient 
EEG data because of excessive blinking). All participants were right handed, had normal or 
corrected to normal vision, had no history or family history of seizure, epilepsy or any 
neurologic or psychiatric disorder. Participants affirmed that they had not participated in any 
brain stimulation experiment in the last 48 h, nor had consumed alcohol in the last 24 h. 
Participants were paid an institution-approved amount for participating in the experiment. 
Experimental design and procedure were approved by the UCL research ethics committee, 
and followed the principles of the Declaration of Helsinki. 
2.2.2. Behavioural task and procedure. 
Participants were placed in an electrically shielded chamber, 55 cm in front of a computer 
screen (60 Hz refresh rate). After signing the consent form, the experimental procedure was 
explained and the EEG cap was set up. The behavioural task was as follows: participants 
were instructed to look at a fixation cross in the middle of the screen. The colour of the 
fixation cross changed slowly and continuously throughout the trial. This colour always 
started from ‘black’ and then gradually changed to other colours in a randomised order. At 
the same time, participants waited for a display of random dots (displayed within a circular 
57 
 
aperture of 7º of diameter with a density of 14.28 dots/degree, initially moving with 0% 
coherence with a speed of 2º/s, (Desantis et al., 2016a, 2016b)) to move coherently (step 
change to 100% coherence) towards the left or right. They responded with the left or right 
hand by pressing a left or right arrow key on a keyboard, accordingly. The change in dot 
motion coherence happened abruptly. Correct responses were rewarded (2p). Conversely, 
participants lost money (-1p) for giving a wrong answer (responding with the left hand when 
dots were moving to right or vice versa), for responding before dots start moving, or not 
responding within 2 s after dot motion. The trial was interrupted while such error feedback 
was given. Importantly, the time of movement onset was drawn unpredictably from an 
exponential distribution (min = 2 s, max = 60 s, mean = 12 s), so waiting was sometimes 
extremely long. However, this wait could be avoided by a ‘skip’ response (see later). 
Participants could lose time by waiting, but get a big reward if they responded correctly, or 
could save time by ‘skipping’ but collecting smaller rewards (1p) (Fig. 2.1.A). The experiment 
was limited to one hour, so using the skip response required a general understanding of the 
trade-off between time and money. Participants were carefully informed in advance of the 
rewards for responses to dot motion, and for skip response, and were clearly informed that 
the experiment had a fixed duration of one hour. 
There were two blocked conditions, which differed only in the origin of the skip response. In 
the ‘self-initiated’ condition blocks, participants could skip waiting if they chose to, by 
pressing the left and right response keys simultaneously. The skip response saved time, but 
produced a smaller reward than a response to dot motion. A skip response thus reflects a 
purely endogenous decision to act, in the absence of any external instruction to act, and 
based on the tradeoff between later, larger, and smaller, earlier rewards. This provides an 
operational definition of volition within our experimental design, which captures some of the 
important features of voluntary control, as well as the linkage of voluntary action to other 
aspects of cognition, such as decision-making and judgement (Schüür and Haggard, 2011). 
Each block consisted of 10 trials. To ensure consistent visual attention, participants were 
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required to monitor the colour of the fixation cross, which cycled through an unpredictable 
sequence of colours. At the end of each block they were asked to give a rough estimate of 
the number of times the fixation cross turned ‘yellow’ (five alternatives: never, less than 50%, 
50%, more than 50%, always). They lost money for giving a wrong answer. At the end of 
each block, participants received feedback of total reward values, total elapsed time, and 
number of skips. They could use this feedback to adjust their behaviour and maximise 
earnings, by regulating the number of endogenous ‘skip’ responses. 
In the ‘externally-triggered’ condition blocks, participants were exogenously instructed to 
make occasional skip responses as soon as the fixation cross changed colour to red (Fig. 
2.1.B). The time of the ‘red’ colour appearance was yoked to the time of self-initiated skip 
responses in previous self-initiated blocks. The colour cycle of the fixation cross had a 
random sequence, so that the onset of a red fixation could not be predicted. The fixation 
cross ramped to ‘red’ from its previous colour in 300 ms. Again, a small reward was given for 
skipping. The trial finished and the participant lost money if s/he did not skip within 2.5 s from 
beginning of the ramping colour of the fixation cross. The ‘red’ colour was left out of the 
colour cycle in the self-initiated blocks. To control for any confounding effect of attending to 
the fixation cross, participants were also required to attend to the fixation cross in the self-
initiated blocks and to report the number of times the fixation cross turned ‘yellow’ (see 
previous). Each externally-triggered block had 10 trials, and after each block feedback was 
displayed. Each self-initiated block was interleaved with an externally-triggered block, and 
the order of the blocks was counterbalanced between the participants. The behavioural task 
was designed in Psychophysics Toolbox Version 3 (Brainard, 1997). 
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Figure 2.1. Timeline of an experimental trial. A. In the ‘self-initiated’ blocks participants 
waited for an unpredictably occurring dot-motion stimulus, and were rewarded for correct left-
right responses to motion direction. They could autonomously decide to skip long waits for 
the motion stimulus, by making a bilateral keypress. They could lose time by waiting, but get 
a big reward, if responded correctly, or could save time by ‘skipping’ but collecting smaller 
rewards. The colour of the fixation cross changed during the trial. B. In the ‘externally-
triggered’ blocks, an exogenous instruction to make a bilateral skip keypress was given by 
unpredictably changing the fixation point to ‘red’. They got a small reward for skipping. 
Participants had to respond to dot motion direction, if the colour ‘red’ did not appear while 
waiting. 
2.2.3. EEG recording. 
While participants were performing the behavioural task in a shielded chamber, EEG signals 
were recorded and amplified using an ActiveTwo Biosemi system (BioSemi, Amsterdam, The 
Netherlands). Participants wore a 64-channel EEG cap. To shorten the preparation time we 
recorded from a subset of electrodes that mainly covers central and visual areas: F3, Fz, F4, 
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FC1, FCz, FC2, C3, C1, Cz, C2, C4, CP1, CPz, CP2, P3, Pz, P4, O1, Oz, O2. Bipolar 
channels placed on the outer canthi of each eye and below and above the right eye were 
used to record horizontal and vertical electro-oculogram, respectively. Impedance was kept 
below 10 kOhm during the experiment. EEG signals were recorded at a sampling rate of 
2048 Hz and a bandpass filter of 0.01-100 Hz. 
2.2.4. EEG preprocessing. 
EEG data preprocessing was performed in Matlab (MathWorks, MA, USA) with the help of 
EEGLAB toolbox (Delorme and Makeig, 2004). Data were downsampled to 250 Hz and 
bandpass filtered to 0.01-30 Hz. All electrodes were referenced to the average of both 
mastoid electrodes. Separate data epochs of 4 s duration were extracted for self-initiated 
and externally-triggered skip actions. Data epochs started from 3 s before to 1 s after the 
action. To avoid EEG epochs overlapping each other any trial in which participants skipped 
earlier than 3 s from trial initiation was removed. On average, 5% and 4% of trials were 
removed from the self-initiated and externally-triggered conditions, respectively. 
RP recordings are conventionally baseline-corrected using a baseline 2.5 until 2 s before 
action. This involves the implicit assumption that RPs begin only in the 2 s before action 
onset (Shibasaki and Hallett, 2006), but this assumption is rarely articulated explicitly, and is 
in fact questionable (Verbaarschot et al., 2015). We instead took a baseline from -5 ms +5 
ms with respect to action onset. This choice avoids making any assumption about how or 
when the RP starts. Finally, to do artefact rejection, data epochs with values exceeding a 
threshold of ±150 µv were removed. On average 7% and 8% of trials were rejected from self-
initiated and externally-triggered conditions, respectively. In the next step, Independent 
Component Analysis (ICA) was used to remove ocular artefacts from the data. Ocular ICA 
components were identified by visual inspection. 
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2.2.5. EEG analysis. 
A typical RP-shaped negative-going slow component was observed in most participants. 
Preliminary inspection showed that this was generally maximal at FCz. Therefore, data from 
FCz was chosen for all analyses. Analysis was performed in Matlab (MathWorks) with the 
help of the FieldTrip toolbox (Oostenveld et al., 2010). We measured three dependent 
variables as precursors of both self-initiated and externally-triggered skip actions: mean RP 
amplitude across trials, variability of RP amplitudes across trials (measured by SD), and 
distribution asymmetry of RP amplitudes across trials (measured by skewness). To compare 
SD and skewness between the two conditions, data epochs were divided into four 500 ms 
windows, starting 2 s before action onset: [-2, -1.5 s], [-1.5, -1 s], [-1, -0.5 s], [-0.5, 0 s]. All p-
values were Bonferroni corrected for four comparisons. To get a precise estimate of the 
standard error of the difference between conditions, paired samples t-tests were performed 
on jack-knifed data (Efron and Stein, 1981; Kiesel et al., 2008). Unlike the traditional 
methods, this technique compares variation of interest across subsets of the total sample 
rather than across individuals, by temporarily leaving each subject out of the calculation. In 
addition, we also performed cluster-based permutation tests on SD and skewness, which 
avoid some of the arbitrary assumptions associated with electrode and time-bin selection. 
The cluster-based tests were performed using the following parameters: time interval = [-2-0 
s], minimum number of neighbouring electrodes required = 2, number of draws from the 
permutation distribution = 1000. 
1.2.6. Modelling and simulations. 
All simulations were done in Matlab (MathWorks). We used a modified version of the Leaky 
Stochastic Accumulator Model (Usher and McClelland, 2001), in which the activity of 
accumulators increases stochastically over time but is limited by leakage. 
 
ߜݔ௜  =   (ܫ− ݇ݔ௜)∆ݐ+ ܿߦඥ݅Δݐ௜ 
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Where I is drift rate, k is leak, ξ is Gaussian noise, c is noise scaling factor, and Δt is the 
discrete time step. This leaky stochastic accumulator has been used previously to model the 
neural decision of ‘when’ to move in a self-initiated task (Schurger et al., 2012). In that 
experiment, I was defined as the general urgency to respond (with a constant rate). This 
urgency, if appropriately small in magnitude, moves the baseline level of activity closer to the 
threshold, but not over it. Thus, urgency alone does not trigger action, but does increase the 
likelihood of a random threshold-crossing event triggering action. The threshold (β) was 
expressed as a percentile of the output amplitude over a set of 1000 simulated trials (50,000 
time steps each).  
In this experiment we used two models: The first model, (Model 1), is similar to that used by 
Schurger et al (2012). The parameters were fixed at the best fitting values previously used to 
model self-initiated actions (for details see (Schurger et al., 2012), Materials and Methods). 
We used c = 0.1, Δt = 0.001, k = 0.5, and I = 0.11. To make sure that these values also fit 
the current dataset, we separately found the best fit of the leak (k) and the drift rate (I) to the 
mean RP amplitude of each participant. The best fitting values for k and I were 0.5 (SD = 
0.04) and 0.12 (SD = 0.02) respectively, very similar to the original model. Threshold (β) was 
obtained from the output of the first run of the model and was fixed at 0.44 (corresponding to 
the 99th percentile). ‘Model 2’ has one additional parameter: the drift (I) now consists of two 
components: a step change I1 (identical to I in Model 1: value 0.11), and a linear vector (I) 
building from I1 to I2. I2 is the only free parameter. All other parameters in Model 2 were fixed 
at the same values as in Model 1. 
To perform the simulations, we followed the flowing steps: First, Model 2 was fitted against 
the real mean RP amplitude of each participant. A least squares approach was used to 
minimise root mean squared deviation (RMSD) by adjusting the best fitting I2 of each 
participant (by using the MATLAB ‘fminsearch’ function). Second, Model 1 and Model 2 (by 
feeding it with the I2 values found in the previous step) were run 22 times (equal to the 
number of participants) to simulate RP amplitudes in 1000 trials. Third, the standard 
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deviation (SD) across trials was calculated from the simulated RP amplitudes, for each 
model and for each participant. Fourth, the discrepancy between the SDs of the models’ 
predictions and SDs of real data was quantified by RMSD. Fifth, the RMSDs of Model 1 
against data was statistically compared with RMSDs of Model 2 against data with Wilcoxon 
signed-rank test in a 2 s time window before skip actions. 
Importantly, this procedure fits the model to each participant’s mean RP amplitude, but then 
tests the fit on the standard deviation (over 1000 simulated trials). The SD was obtained 
using the fitted parameters, and was compared to the actual measured standard deviation 
across individual trials of each participant’s EEG traces. Fitting to means, and testing on SDs 
is a form of cross-validation. However, to establish the generalisability of Model 2, we 
additionally performed a 5-fold cross-validation. The data of each participant were randomly 
divided into calibration and validation samples. Model 2 was trained on the mean RP 
amplitudes of the calibration samples. Simulated SDs were obtained from the best fitting 
parameters of each calibration sample and were tested on the real SDs of the validation 
samples. Finally, the average RMSDs across validation samples of Model 1 was compared 
to the average RMSDs across validation samples of Model 2. This is an established method 
for comparing the performance of models with different number of parameters (Browne, 
2000). 
2.3. Results 
2.3.1. Behavioural data. 
On average participants skipped 108 (SD = 16) and 106 (SD = 17) times in the self-initiated 
and externally-triggered conditions, respectively. They responded to dot motion in the rest of 
the trials by pressing the left or right arrow keys (N = 177, SD = 61). The average waiting 
time before skipping in the self-initiated condition (7.3 s, SD = 1.6) was similar to that in the 
externally-triggered condition (7.6 s, SD = 1.6), confirming the success of our yoking 
procedure. The waiting time varied more across trials within each individual, than across 
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individuals, suggesting that volitional skip responses represented an on-line decision to act, 
rather than a pre-decided stereotyped response. Thus, the SD across trials of each individual 
participant had a mean of 3.17 s (SD across participants = 1.42 s) for self-initiated skips. Our 
yoking procedure ensured similar values for externally-triggered skips (mean of SD across 
trials 3.15 s, SD = 1.43 s). On average participants earned 214 p (SD = 33 p) from skipping 
and 278 p (SD = 99 p) from correctly responding to dot motion stimuli. This reward is in 
addition to the fixed amount they were paid for participating in the experiment. The mean and 
distribution of waiting time before skip action of each participant are presented in 
supplementary table 2.1 and Fig.2.2. 
 
 
 
 
 
 
 
 
Figure 2.2 Time histogram of waiting time before skip actions in self-initiated condition across 
all trials and all participants. The dashed red line shows the optimum waiting time for getting 
the highest reward. 
 
2.3.2. EEG variability decreases disproportionately prior to action in self-initiated and 
externally-triggered conditions. 
EEG data from 22 participants were preprocesed and averaged across trials, separately for 
self-initiated and externally-triggered conditions. Figure 2.3.A shows the RP grand average 
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amplitude in both conditions. In line with previous evidence, the mean RP showed the 
negative-going shape for self-initiated actions. Note that our choice to baseline-correct at the 
time of the action means that the RP never in fact reaches negative voltage values. This 
negative-going potential is absent from externally-triggered skip actions (Papa et al., 1991; 
Jahanshahi et al., 1995). 
The morphology of the mean RP might simply reflect the average of stochastic fluctuations, 
rather than a goal-directed build-up. However, these theories differ regarding the distribution 
of individual EEG trajectories across trials (see intro).  
The standard deviation of EEG epochs decreased prior to skip action. This decrease is partly 
artefactual, since EEGs were time-locked and baseline-corrected to action onset. However, 
the premovement drop in EEG standard deviation was more marked for self-initiated than for 
externally-triggered skip actions. Paired sample t-test on jack-knifed data showed that this 
difference in SD was significant in the last three of the four pre-movement time bins before 
skip actions (see materials and methods): that is from -1.5 to -1 s (t(21) = 4.32, p < 0.01 , dz 
= 0.92, p values are Bonferroni corrected for four comparisons), -1 to -0.5 s (t(21) = 5.97, p < 
0.01 , dz = 1.27), and -0.5 to 0 s (t(21) = 5.39, p < 0.01 ,dz = 1.15) (Fig. 2.3.B). 
To mitigate any effects of arbitrary selection of electrodes or time-bins, we also performed 
cluster-based permutation tests (see materials and methods). For the comparison between 
SDs prior to self-initiated vs externally-triggered skip actions, a significant cluster (p < 0.01) 
was identified extending from 1488 to 80 ms premovement (Fig. 2.3.C). This suggests that 
neural activity gradually converges towards an increasingly stable pattern prior to self-
initiated actions. Importantly, this effect is not specific to FCz but could be observed over a 
wide cluster above central electrodes (Fig. 2.4). However, the bilateral skip response used 
here makes the dataset suboptimal for thoroughly exploring the fine spatial topography of 
these potentials, which we hope to address in future research. 
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Asymmetry of RP amplitude distribution was measured by skewness. While EEG values 
were positively skewed before skip actions in externally-triggered condition, their skewness 
remained close to zero for self-initiated skip actions (Fig. 2.5). However, the difference in 
skewness between the two conditions reached significance only in the 1 to 0.5 s 
premovement window (t(21) = 2.90, p = 0.03 corrected for 4 comparisons, dz = 0.62), but not 
in the other three windows analysed. No significant cluster was detected by cluster-based 
permutation tests on skewness data. 
 
Figure 2.3. EEG activity prior to skip actions. A. Grand average RP amplitude. B. Standard 
deviation across trials averaged across participants (binned-based). Shaded areas show 
windows across which SDs were compared between the conditions. C. Standard deviation 
across trials averaged across participants (cluster-based). Shaded area show a significant 
cluster across central electrodes, detected by cluster-based permutation test. The red and 
blue lines represent self-initiated and externally-triggered skips, respectively. The dashed 
67 
 
line is the moment of skip action. Data are baselined to a 10 ms window around the skip and 
are recorded from FCz electrode. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.4. Topography of the difference in SDs between the two experimental conditions. 
The small circles represent EEG electrodes across which the permutation test was 
performed. The sensors which are members of a significant cluster have been marked*. 
Above each subplot its corresponding time interval is indicated. 
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Figure 2.5. Distribution asymmetry of RP amplitudes across trials as measured by skewness. 
Shaded areas show windows across which skewness was compared between the 
conditions. The red and blue lines represent self-initiated and externally-triggered skips, 
respectively. The dashed line is the moment of skip action. Data are baselined to a 10 ms 
window around the skip and are recorded from FCz electrode. 
 
It has been shown that stimulus anticipation is preceded by a cortical negative wave, the 
contingent negative variation (CNV) (Walter et al., 1964). The CNV has been associated with 
expectation and temporal processing (Casini and Vidal, 2011; Van Rijn et al., 2011). Hence, 
our measures in self-initiated condition could reflect both accumulating conditions that make 
a skip action desirable (e.g., passage of time without dot motion onset), and the preparation 
of the skip action itself. However, our externally-triggered skip condition controls for effects of 
mere passage of time, and expectation of dot motion onset. 
To ensure that the key cognitive factors in the task were balanced between self-initiated and 
externally-triggered conditions, we also analysed mean and SD EEG amplitude prior to 
stimulus-triggered responses to dot motion (as opposed to skip responses). We did not 
observe any negative-going potential prior to dot motion (Fig. 2.6.A), again suggesting that 
temporal expectation did not strongly contribute to our ERPs. More importantly, the SD of 
EEG prior to dot motion onset did not differ between conditions in any time window (p > 0.5, 
Bonferroni corrected for four comparisons) (Fig. 2.6.B). This suggests that the 
disproportionate drop in SD prior to skip actions cannot be explained merely by a difference 
in expectation of dot stimuli or temporal processing.  
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Figure 2.6. EEG activity prior to response to dot motion direction. A. Grand average RP 
amplitude. B. Standard deviation across trials averaged across participants (binned-based). 
Shaded areas show windows across which SDs were compared between the conditions. The 
red and blue lines represent activity in self-initiated and externally-triggered blocks, 
respectively. The dashed line is the moment of skip action. Data are baselined to a 10 ms 
window around the skip and are recorded from FCz electrode. 
 
2.3.3. Modelling the converging EEG distribution of self-initiated actions. 
The stochastic random fluctuation model is driven by internal physiological noise (Schurger 
et al., 2012). This model assumes that a constant primary drift shifts the premotor activity up 
closer to threshold and then a random threshold-crossing event provides the proximate 
cause of action (Model 1). Hence, the precise time of action onset is mostly random. 
However, the SD of cortical potentials in our dataset suggests that neural activity converges 
on a fixed pattern prior to self-initiated actions. We therefore modified the basic stochastic 
model (Model 1) by adding a preparatory process that might account for the fixed build-up to 
action. Specifically, we added a linear ramp progressing from the time of the primary step 
drift, up to the time of action onset (Model 2) (for details see materials and methods). While 
70 
 
both Model 1 and Model 2 assume that self-initiated actions are preceded by random 
fluctuations, Model 2 assumes an additional gradual build-up of a fixed neural process. This 
build-up is summed with random fluctuations, and the combination of these leads to self-
initiated action. To perform the simulations, the best fitting parameter was found by fitting 
Model 2 on the mean RP amplitude (Fig. 2.7.A and B). The best fitting values for I2 were 0.73 
(SD = 0.11) in self-initiated and 0.64 (SD = 0.19) in externally-triggered condition. In the next 
step, the expected SDs across trials were extracted from the simulated mean RP amplitudes 
of both models (Fig. 2.7.C and D). We then tested the goodness of fit of models by 
measuring the discrepancy between the observed SDs and the expected SDs under Model 1 
and Model 2. The root-mean squared deviations of models from observed SDs were 
compared using a Wilcoxon signed-rank test. While Model 2 was as good as Model 1 in 
explaining the occurrence of externally-triggered skip actions (T = 175, p = 0.12, r = 0.33), 
Model 2 was significantly better than Model 1 in explaining self-initiated skip actions (T = 
204, p = 0.01, r = 0.54). 
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Figure 2.7. Simulated EEG data. A&B. Simulated grand average RPs from Model 1 and 
Model 2 plotted against the real data grand average in the ‘self-initiated’ (A) and ‘externally-
triggered’ (B) conditions. C&D. Simulated SDs from Model 1 and Model 2 plotted against the 
real SD data in the ‘self-initiated’ (C) and ‘externally-triggered’ (D) conditions. 
 
Finally, to establish the generalisability of Model 2, we performed a 5-fold cross-validation. 
The average RMSDs across test samples of Model 2 was significantly lower than average 
RMSDs across test samples of Model 1, for self-initiated skip actions (T = 195, p = 0.026, r = 
0.47). This suggests that Model 2 can better predict the observed data even after controlling 
for its additional complexity (Fig. 2.8). 
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Figure 2.8. 5-fold cross-validation. Data of each participant in self-initiated condition was 
randomly divided into five calibration and validation samples. Models were trained on the 
mean RP amplitudes of the calibration samples and were tested on the real SDs of the 
validation samples. 
2.4. Discussion 
2.4.1. Skip when you are fed up waiting: operationalising volition as endogenous action. 
The capacity for voluntary action lies at the heart of human nature, but the brain mechanisms 
that enable this capacity remain unclear. A key research bottleneck has been the lack of 
convincing experimental paradigms for studying volition. Many existing paradigms rely on 
paradoxical instructions to “be volitional in your action” (Libet et al., 1983; Haggard, 2005). In 
a novel paradigm, we operationalized voluntary actions as endogenous ‘skip’ responses 
embedded in a perceptual decision task, with a long, random foreperiod. Participants could 
decide to skip waiting for an imperative stimulus, by endogenously initiating a bilateral 
keypress. This action has features that have been considered hallmarks of volition, including 
internal-generation (Passingham et al., 2010a), reasons-responsiveness (Anscombe, 2000), 
freedom from immediacy (Shadlen and Gold, 2004), and a clear counterfactual alternative 
(Pereboom, 2011). Previous studies in animals also used ‘Giving up waiting’ to study 
spontaneous action decisions (Murakami et al., 2014), but we believe this is the first use of a 
similar approach in humans. Crucially, operationalising voluntary action in this way avoids 
explicit instructions to “act freely”, and avoids subjective reports. We compared such actions 
to an exogenous skip response triggered by a visual cue in control blocks. 
2.4.2. Specific neural event or a background neural noise? 
The neural activity that generates voluntary actions remains controversial. Several theories 
attribute a key role to medial frontal regions (Passingham, 1995; Nachev et al., 2008; 
Krieghoff et al., 2011). Averaged scalp EEG in humans revealed a rising negativity beginning 
1 s or more before the onset of endogenous actions (Kornhuber and Deecke, 1965), and 
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appearing to arise in this area (Deecke and Kornhuber, 1978; Boschert et al., 1983). Since 
this ‘readiness potential’ does not occur before involuntary movements, it has been 
interpreted as the electro-physiological sign of planning, preparation, and initiation of self-
initiated actions (Kornhuber and Deecke, 1990). RP-like brain activities preceding self-
initiated actions were also reported at the single-neuron level (Fried et al., 2011). 
However, this view has been challenged, because simply averaging random neural 
fluctuations that trigger a motor action also produces RP-like patterns (Schurger et al., 2012). 
Such stochastic accumulator models were subsequently used to predict rats’ self-initiated 
actions in a task similar to ours (Murakami et al., 2014). Thus, it remains highly controversial 
whether the RP results from a specific precursor process that prepares voluntary actions, or 
from random intrinsic fluctuations. We combined an experimental design that provides a 
clear operational definition of volition, and an analysis of distribution across individual trials of 
pre-movement EEGs. 
2.4.3. Neural activity converges towards a stable pattern prior to self-initiated actions. 
EEG showed decreased trial-to-trial variability prior to skip actions. This partly reflects the 
time-locking and baseline-correction at the time of action: ERP methods necessarily imply 
zero variability at the baseline (Luck, 2005). However, around 1.5 s prior to skip actions, the 
decrease in variability became more marked for self-initiated compared to control externally-
triggered skip actions. Since the skip action in the control condition has no volitional 
component, the decrease in variability prior to skip actions in the control condition 
presumably reflects only the effects of time-locking, and the temporal autocorrelation of the 
background EEG. However, the additional decrease in variability prior to self-initiated action 
may reflect convergence of neural activity towards a steady trajectory that precedes self-
initiated actions. We hypothesised that this could indicate a specific preparatory process 
leading to voluntary action. 
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Measurement of variability has been extensively used in the analysis of neural data 
(Averbeck and Lee, 2003; Churchland et al., 2006, 2010; He, 2013; Schurger et al., 2015). 
Presenting a target stimulus decreases inter-trial variability of neural firing rate in premotor 
cortex (Churchland et al., 2006). Interestingly, RTs to external stimuli are shortest when 
variability is lowest, suggesting that a decrease in neural variability is a marker of motor 
preparation. Importantly, in previous studies, the decline in neural variability was triggered 
when monkeys were presented with a ‘target’, i.e. decreasing neural variability was triggered 
exogenously (Churchland et al., 2010). We have shown that inter-trial variability also 
decreases prior to a voluntary action, in the absence of any external target. 
In our design, the onset and magnitude of gradual EEG convergence can be quantified by 
comparing the SD across trials prior to self-initiated versus visually-cued skip responses. 
These analyses characterise a precursor process prior to voluntary action. However, 
stochastic fluctuations may clearly also contribute to triggering action. We cannot directly 
estimate the magnitude of the stochastic contribution in our data, because measured across-
trial SD depends on both stochastic fluctuations, and also on the inevitable statistical effects 
of time-locking and baseline-correction. These latter factors produce an artefactual 
appearance of convergence in any event-related potential, even for an entirely artificial 
‘event’. Therefore, our method cannot readily estimate the contribution of stochastic 
fluctuations to action decisions. In future research, we hope to directly compare the 
magnitudes of stochastic fluctuations and fixed precursor processes to voluntary action 
generation. 
Integration to bound models have been recently used to account for the neural activity 
preceding self-initiated actions in humans (Schurger et al., 2012) and rodents (Murakami et 
al., 2014). Schurger et al.’s model first shifts premotor activity closer to a motor threshold.  
This is followed by a threshold-crossing event, triggered by stochastic fluctuation. The initial 
upward shift is operationalised as a step increase in activation level, defined in the model as 
‘a general urgency to respond’. In our experiment, however, general urgency to respond 
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should be similar between self-initiated and externally-triggered skip actions, since 
participants are in fact waiting for identical dot-motion stimuli in both conditions, and because 
the latency of skip responses that interrupt waiting was matched between conditions. 
Therefore, the decrease in trial-by-trial EEG variability, cannot simply be explained in terms 
of anticipation effects. 
To account for the marked decrease in inter-trial variability we observed in self-initiated 
actions, we added an additional ramp-like build-up term to the original stochastic fluctuation 
model. While this enhanced model, which we called Model 2, was no better than the original 
model in explaining EEG patterns associated with externally-triggered actions, it was 
significantly better in explaining EEG associated with self-initiated actions, even after 
controlling for its additional parameters by cross-validation testing. The additional ramp-like 
buildup of Model 2, brings the activation level closer to the threshold. The ramp-like buildup 
in the model could correspond to a precursor process prior to voluntary action. It thus 
supplements, but does not abolish the role of stochastic fluctuation in triggering the action 
(Fig. 2.9). 
 
 
 
 
 
 
 
 
Figure 2.9. Quantitative simulations using a stochastic integrator model showed that the 
distribution of EEG prior to endogenous action can be modelled as a combination of three 
processes: a contextual shift in EEG level, a stochastic random noise process, and a gradual 
linear buildup of a preparatory process that emerges at least 1500 ms prior to action. 
76 
 
Clearly, any natural muscular action must have some precursors. Sherrington’s final 
common path concept proposed that descending neural commands from primary motor 
cortex necessarily preceded voluntary action (Sherrington, 1906). However, it remains 
unclear how long before action such specific precursor process can be identified. Our result 
provides a new method for addressing this question. The question is theoretically important, 
because cognitive accounts of voluntary action control divide into two broad classes. In 
classical accounts, a fixed, and relatively long-lasting precursor process is caused by a prior 
decision to act (Kornhuber and Deecke, 1990; Anscombe, 2000). In other recent accounts, 
stochastic fluctuations dominate until a relatively late stage, and fixed precursor processes 
are confined to brief, motoric execution processes. Our study cannot show whether voluntary 
actions are caused by prior decisions, or by randomness. However, our results do suggest 
that the contribution of stochastic fluctuations is supplemented by a specific precursor 
process starting from around 1.5 s prior to action. Thus, our results suggest a novel, 
quantitative method for investigating the transitions between fluctuation and fixed process in 
the generation of voluntary action. Importantly, the precursor processes that our method 
identifies may be necessary for voluntary action, but may not be sufficient: identifying a 
precursor process prior to self-initiated movement says nothing about how often such a 
process is also present in the absence of movement. Hence this process might also be 
attributable to ongoing spontaneous fluctuations. For example, any putative last-minute 
decisions about whether to complete or veto the precursor process would be invisible in our 
experiment, because our design could not identify any vetoed precursor processes, or 
precursor-like processes that failed to result in a movement. 
Our experimental design, and our EEG recording method allow us to place a lower bound on 
when precursors of voluntary action emerge, but not where in the brain. Importantly, the 
reduction in SD emerged around or before the time classically associated with the early RP1, 
rather than during the later periods classically associated with RP2 (Shibasaki et al., 1980), 
or with lateralised RP. Further, although we did not obtain any subjective reports in our 
77 
 
study, we note that the reduction in SD emerged substantially earlier than the time-point 
classically (and reliably) identified with subjective experience of volition (Libet et al., 1983). 
Interestingly, our endogenous skip response resembles the decision to explore during 
foraging behaviour (Kolling et al., 2012; Constantino and Daw, 2015). That is, endogenous 
skip responses amounted to deciding to look out for dot-motion stimuli in forthcoming time-
periods, rather than the present one. This prompts the theory that spontaneous transition 
from rest to foraging or vice-versa could be an early evolutionary antecedent of human 
volition.
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Chapter 3 
Changing the experience of a voluntary action 
 
 
The experience of agency could be a reconstructive inference triggered by monitoring one’s 
actions and their outcomes, or a read-out of brain processes related to action preparation, or 
some hybrid of these. Participants pressed a key with the right index finger at a time of their 
own choice, while viewing a rotating clock. Occasionally they received a mild shock on the 
same finger. They were instructed to press the key as quickly as possible if they felt a shock. 
On some trials, trains of subliminal shocks were also delivered, to investigate whether such 
subliminal cues could influence the initiation of voluntary actions, or the subjective 
experience of such actions. Participants’ keypress were always followed by a tone 250ms 
later. At the end of each trial they reported the time of the keypress using the rotating clock 
display. Shifts in the perceived time of the action towards the following tone, compared to a 
baseline condition containing only a keypress but no tone, were taken as implicit measures 
of sense of agency. The subliminal shock train enhanced this “action binding” effect in 
healthy participants, relative to trials without such shocks. This difference could not be 
attributed to retrospective inference, since the perceptual events were identical in both 
conditions. Further, we tested the same paradigm in a patient with anarchic hand syndrome. 
Subliminal shocks again enhanced our measure of sense of agency in the unaffected hand, 
but had a reversed effect on the ‘anarchic’ hand. These findings suggest an interaction 
between internal volitional signals and external cues afforded by the external environment. 
Damage to the neural pathways that mediate interactions between internal states and the 
outside world may explain some of the clinical signs of anarchic hand syndrome.
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3.1. Introduction 
On one view, the experiences of volition and agency are post-hoc inferences, triggered by 
monitoring one’s actions and their outcomes. In this case, preparatory brain events that 
precede action should not influence this experience (Wegner and Wheatley, 1999), although 
a “prior conscious thought” about acting may be necessary to trigger such inferences 
(Wegner, 2003b). Alternatively, experience of agency could depend on a readout of brain 
processes in frontal (Fried et al., 2011) and/or parietal areas (Desmurget et al., 2009) that 
precede voluntary action. Importantly, these two views make different predictions about how 
external stimuli might influence the experience of agency: If experience of agency is merely 
a reconstructive inference, interventions which influence brain processes preceding a 
voluntary action should have no influence on one’s sense of agency, unless those 
interventions generate some perceptual event which can figure in the inference. On the other 
hand, if experience of agency depends on internal precursor signals that drive voluntary 
action, any intervention that influences these signals may also affect experience of agency, 
whether the intervention is consciously perceived or not. 
In neuroscience, voluntary actions are often linked to a medial frontal pathway associated 
with internally-generated movement, as opposed to a parietal-lateral frontal pathway for 
reacting to external stimuli (Passingham et al., 2010a). Human experiments drawing on this 
tradition usually require participants to perform actions at a time of their own free choice, 
though this approach has been criticised for lack of ecological validity (Schüür and Haggard, 
2011). Intervening on volition in such paradigms is methodologically difficult, because the 
experimenter cannot know when the participant will act. Further, any experimental 
intervention on precursor processes should preserve the ‘internally-generated’ aspect of 
voluntary action, rather than switching to a reactive mode of responding. Subliminal priming 
offers one potential method for studying volition. For example, subliminal visual primes have 
been used previously to manipulate the sense of agency by increasing the fluency of action 
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selection processes (Chambon and Haggard, 2012). Priming can “nudge” the brain towards 
selecting one action rather than another (Eimer and Schlaghecken, 1998). Compatible 
priming also increases sense of agency, as if the prime had made the action more strongly 
intentional. However, subliminal visual priming paradigms require a precise temporal relation 
between prime and a supraliminal ‘go’ signal. They therefore involve externally-triggered 
rather than internally-generated voluntary actions. Here, we used a novel design with 
subliminal electrocutaneous stimuli as a probe to influence brain processes preceding a 
voluntary action. We investigated how experimental manipulation of putative precursor 
signals can change the experience of agency in healthy adults and in an individual with 
‘anarchic hand syndrome’ (AHS). 
Healthy participants were asked to make voluntary key presses with their right index finger at 
a time of their own choosing. They occasionally received a mild electrocutaneous shocks on 
the same finger, and were instructed to press the key in reaction to such shocks as quickly 
as possible. This instruction aimed to set up a facilitatory association between shock and 
action. Both voluntary and reactive keypresses were followed by a beep 250ms later. 
Participants judged the time of the keypress using a rotating clock display. A shift in the 
perceived time of the action towards the following tone, compared to a baseline condition 
containing only a keypress but no tone, has been proposed as an implicit marker of agency 
(Haggard et al., 2002b). Crucially, the shift in action awareness towards the subsequent tone 
appears to reflect volitional signals, since it is absent for involuntary movements (Cravo et 
al., 2009), and increases with the amount of information that participants must generate 
internally (Barlas and Obhi, 2013). 
Further, we delivered a train of subliminal shocks in some trials selected at random. We 
reasoned that the subliminal shocks might influence brain processes preceding voluntary 
action, because of the established association between shock and keypress. Because 
subliminal trials contained the same perceptual events as voluntary trials without subliminal 
shocks, any inferential processes should operate identically on both trial types. However, if 
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sense of agency depends on a readout of brain processes that precede voluntary actions, 
and if these processes can be influenced by subliminal stimuli, we might expect subliminal 
shock trains to affect sense of agency, as measured by intentional binding. Since the 
classical effect of subliminal priming is to facilitate voluntary actions, and since we included 
other supraliminal shock trials specifically involving such a link, we predicted stronger 
binding for voluntary actions on trials with subliminal shocks, compared to trials without 
subliminal shocks. 
We also tested the same paradigm with a single patient, TP, with anarchic hand syndrome. 
AHS is a rare neurological disorder characterized by abnormal voluntary control over a limb 
(Kranick and Hallett, 2013). Three main variants of AHS have been distinguished in the 
neuropsychological literature: frontal, callosal and posterior. The most common pathologies 
underlying AHS is corticobasal syndrome, stroke and Creutzfeldt-Jakob disease (Hassan 
and Josephs, 2016). Patients often describe their affected arm as ‘alien’ or ‘having a mind of 
its own’. The movements are often goal-directed and triggered by external stimuli, but the 
patients are not able to control or stop them (Moore and Fletcher, 2012). Cognitive 
neuropsychologists have generally interpreted signs and symptoms of AHS using ‘object 
affordance theory’. Affordances are properties of objects in the environment which promote 
or invite action (Gibson, 1986; McBride et al., 2013). In healthy individuals, excessive 
reactivity to external stimuli is usually supressed by endogenous control mechanisms within 
medial frontal cortex (Sumner and Husain, 2008). Accordingly, impairment of these control 
mechanisms in AHS lead to patients becoming excessively responsive to external stimuli, 
even when they do not intend or wish to respond to them (Riddoch et al., 1998; McBride et 
al., 2013). In particular, the patients with AHS, including patient TP studied here, often 
involuntarily grasp external objects.  
Cognitive neuropsychological accounts emphasise a form of “negative volition”, in which the 
lesioned cortex would have the normal role of ensuring tonic voluntary suppression of latent 
responses to environmental affordances. No studies, to our knowledge, have investigated 
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how the damage underlying AHS influences the processes that generate voluntary action 
itself. One hypothesis, consistent with neuronal (Fried et al., 2011) and areal (Filevich et al., 
2012) evidence of intermingled action-promoting and action-suppressing representations in 
medial frontal cortex, predicts the damage that leads to AHS should also affect the 
generation, and experience of voluntary action. 
3.2. Material and methods 
3.2.1. Participants. 
47 healthy volunteers, aged 18-35 years of age (14 males, mean age = 22.4 years, SD = 
3.9), were recruited from the Institute of Cognitive Neuroscience subject data pool. All 
participants were right handed, had normal or corrected to normal vision, had no history or 
family history of seizure, epilepsy or any neurologic or psychiatric disorder. Participants 
confirmed that they had not participated in any brain stimulation experiment in the last 48 h, 
nor had consumed alcohol in the last 24 h. Participants were paid an institution-approved 
amount for participating in the experiment. Experimental design and procedure were 
approved by the UCL research ethics committee, and followed the principles of the 
Declaration of Helsinki. 
TP  is  a  54  year  old,  right  handed  woman.  She  is  a  former  secretary  with  11  years  of 
education. Twenty-three months before the testing session, she had a ruptured aneurysm of 
the right anterior cerebral artery, resulting in subarachnoid haemorrhage, involving the genu 
and  trunk  of  the  corpus  callosum.  After  embolization,  she  had  a  vasospasm  of  the  right 
middle cerebral artery. The most recent MRI (14 months before the testing session) showed 
damage  in  the corpus callosum (genu, body and splenium) and  in  the  right anterior  frontal 
and  right basal  frontal  cortex,  involving  the anterior and middle  cingulate gyrus  (Fig.  3.1 & 
Table. 3.1). 
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Figure 3.1. MRI scans of the patient TP  in sagittal  (A) and horizontal  (B) view. C. Patient’s 
lesion  reconstruction. Mapping of  the brain  lesions was performed by MRIcro  (Rorden and 
Brett,  2000).  Lesions,  as  documented  by  the  most  recent  MRI,  were  traced  on  the  T1-
weighted  template  MRI  scan  from  the  Montreal  Neurological  Institute  provided  with  the 
MRIcro software. 
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Cortical Areas Voxels Area % 
Olfactory_R  347  15% 
Frontal_Mid_Orb_R  13  0% 
Cingulum_Ant_L  86  1% 
Cingulum_Ant_R  589  6% 
Cingulum_Mid_L  234  2% 
Cingulum_Mid_R  1050  6% 
Cingulum_Post_L  58  2% 
Cingulum_Post_R  35  1% 
White Matter Areas Voxels Area% 
Unclassified  2281  0% 
Genu of corpus callosum  111  1% 
Body of corpus callosum  664  5% 
Splenium of corpus callosum  714  6% 
Table 3.1. For each brain region, the number (first column) and the percentage (second 
column) of lesioned voxels are shown. Quantitative estimate of the damaged brain regions 
and white matter areas was performed by superimposing the traced lesion reconstruction on 
the “automated anatomical labelling” template (AAL) (Rorden and Brett, 2000), and on the 
John Hopkins University (JHU) white matter labels atlas (Rorden et al., 2007). 
 
A complete neuropsychological examination at the time of the testing session showed 
residual attentional deficits (in the subtests “alertness”, “optical vigilance”, “acoustical 
vigilance” and “divided attention” of the Italian version of the Test of Attentional Performance: 
(Zimmerman and Fimm, 1992; Zoccolotti et al., 1994), mild impairments in perspective 
memory (Rivermead Behavioural Memory Test: (Wilson et al., 1985) and abstract 
classification abilities (Wisconsin Card Sorting Test: (Heaton et al., 2000). No additional 
impairments were found in working memory (sub-test “Working Memory” of the Italian 
version of the Test of Attentional Performance: (Zimmerman and Fimm, 1992; Zoccolotti et 
al., 1994)), long-term and short-term verbal memory (Buschke-Fuld Test: (Buschke and 
Fuld, 1974; Spinnler and Tognoni, 1987), Digit Span: (Orsini et al., 1987) and spatial 
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memory (Rey-Osterrieth Complex Figure Test: (Osterrieth, 1944; Caffarra et al., 2014), 
Corsi-Block tapping test: (Spinnler and Tognoni, 1987), or logical and reasoning abilities 
(Raven’s Progressive Matrices: (Spinnler and Tognoni, 1987). In addition, TP showed no 
sign of apraxia with either limbs or hands (Test of limb apraxia: (De Renzi et al., 1968, 
1980). She had mild paresis with hypotonia of her left upper limb and hand. Both superficial 
and deep sensitivity were normal. TP complained of her left hand behaving in an 
uncontrolled manner. For example, she reported that her left hand threw a towel into the 
bathtub full of water or that she blew her nose with a napkin that she held in her left hand, 
instead of using the handkerchief in her right hand. Despite the lack of voluntary control of 
her left hand, TP never denied ownership of the hand. 
All experimental procedures were exactly the same in TP and healthy participants. The only 
difference is that all the data were collected from the right hand of the healthy participants, 
while for TP data was collected from both the right (healthy) hand and the left (affected) 
hand, in separate sessions. 
3.2.2. Experimental procedure. 
After filling the consent form, the general experimental procedure was explained for the 
participants. Non-painful electrocutaneous shocks were delivered from a programmable 
Digitimer DS5 Bipolar Constant Current Stimulator (Digitimer Ltd., Welwyn Garden City, UK). 
Cloth electrodes (Biosense Medical, Chelmsford, UK) were placed on the proximal and 
medial phalanx of the right index finger and were connected to the anode and cathode 
cables, respectively. Intensity of the shocks depended on the trial type (see later). The 
duration of each shock was set at 10 ms. 
The behavioural task started after setting up the electrodes. Each experimental session 
consisted of three tasks: First, a detection task was used to detect the lowest threshold level 
at which participants were able to detect the shocks. Then, supra- and subliminal levels of 
shock were calculated from the threshold measure and a signal detection task was 
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administered to confirm perception of the shock stimuli. Participants who did not pass the 
signal detection task were excused and did not proceed to the next step. Finally, the 
intentional binding task was administered to provide a proxy measure of sense of agency 
(Moore and Obhi, 2012).  
3.2.3. Threshold detection task. 
An ascending staircase approach was used to detect the lowest levels at which participants 
were able to detect the shock (Moore et al., 2010). Shocks started at 0.1mA and increased 
in steps of 0.1 mA until the shock was detected, and then decreased in steps of 0.05 mA 
until the shock was missed, and then increased again in steps of 0.01 to find the detection 
threshold. A tone was played at the time of each shock and participants were asked to report 
if they felt a shock at the time of the tone or not. The level for supraliminal shock stimuli was 
set at 130% of the threshold level. The subliminal level was determined by reducing one step 
(0.01 mA) from the threshold (e.g., if the detection threshold was 0.45 mA, the subliminal 
level would be 0.44 mA). This strategy was chosen to ensure that subliminal shocks had 
sufficient energy to influence brain processes, while remaining imperceptible (see below). 
3.2.4. Signal detection task. 
The estimated supra- and subliminal shock levels were then validated in a signal detection 
task. Each signal detection task consisted of four types of trials in a randomised order: 20 
subliminal shock trials, 20 subliminal catch trials (with no shock), 20 supraliminal shock trials 
and 20 supraliminal catch trials (with no shock). In each trial participants heard two tones, 5 
s apart. They received a supraliminal shock at a random time between those two tones in 
supraliminal shock trials. No shock was delivered in catch trials. In subliminal trials, a train of 
subliminal shocks were delivered every 1 s starting from the first tone and ending with the 
second tone. At the end of each trial participants were asked to report if they felt any shock 
between the fist and the second tone or not. At the end of the task, participants’ responses 
were used to estimates the sensitivity index (d’) for the supra- and subliminal shocks. To 
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proceed to the next step, participants were required to obtain a d’ value within the range of 
0.5-1.5 for subliminal shocks and a d’ of >= 3 for the supraliminal shocks. If their d’ did not 
match this criteria, the threshold detection task was repeated to find a new threshold 
followed by a signal detection task. If the desired d’ was not achieved after four attempts, 
participant was excused and did not proceed to the intentional binding task. 
3.2.5. Intentional binding task. 
We used intentional binding paradigm as an implicit measure of agency. The task was based 
on previous studies (Haggard et al., 2002b), and was programmed in LabVIEW 2012 
(Austin, Texas). Participants viewed a clock hand rotating on a computer screen, located 
60cm in front of the participants in a quiet room. The initial clock position was random. Each 
full rotation lasted 2560 ms. Participants made voluntary keypress by pressing the enter key 
with their right index finger. Participants chose for themselves when to make the voluntary 
actions. After each key press, the clock hand stopped at a random location, participants 
made a time judgement according to condition (see later). Each experimental session 
consisted of two conditions, presented in separate blocks. At the beginning of each block, 
brief instructions for the relevant condition were displayed on the screen. In the baseline 
condition, participants had to press the enter key at a time of their own free choice. The 
clock hand stopped after 1500-2500ms (at random), and participants then judged the clock 
hand position at the time of their keypress. In this condition, participant’s actions produced 
no sensory outcome and they received no shock. In the agency condition, participants were 
again asked to press the key at a time of their own free choice. However, this time each 
keypress produced a pure tone (1000 Hz, 100 ms duration) after 250 ms and they 
sometimes received a mild shock on their right index finger before pressing the key. At the 
end of each trial, participants made two subjective reports. First, they reported the clock 
hand position at the time of their keypress. Second, they reported whether they had felt a 
shock or not. Each block in the agency condition consisted of two types of trials in a 
randomised order: in two thirds of the trials a single supraliminal shock happened at a 
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random time, drawn from an exponential distribution (min = 1 s, max = 10 s, mean = 5 s) 
(Fig. 3.2.A, B). In the other one third, a 1 Hz train of subliminal shocks occurred starting from 
a random time within 500 ms from the beginning of the trial and continuing for 10 s (Fig. 
3.2.C). The train ensures that any keypress occurs within 1 s of a shock. In all trials of the 
agency condition, participants were asked to press the enter key whenever they felt like but 
to press the key ‘as quickly as possible’ if they felt a shock. There were two possible 
outcomes in trials with a single supraliminal shock: either participants waited long enough, 
received the supraliminal shock and reacted (Fig. 3.2.B), or they voluntarily pressed the key 
before the occurrence of the supraliminal shock, in which case the supraliminal shock was 
cancelled (Fig. 3.2.A). The former trials were categorised as ‘reactive’ trials, if participants 
accordingly reported feeling the shock, and the later trials were categorised as ‘voluntary’ 
trials, if participants accordingly reported not feeling a shock. 
 
 
Figure 3.2. Timeline of an experimental trial. Participants were instructed to look at a rotating 
clock and to press a key at a time of their free choice or to react as soon as possible if they 
felt a shock. In voluntary trials participants pressed the key before occurrence of a 
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supraliminal shock (large shock sign) (A). In reactive trials they pressed the key immediately 
after feeling the supraliminal shock (the supraliminal shock happened at a random time 
drawn from an exponential distribution) (B). In primed-voluntary trials a subliminal shock 
(small shock sign) was delivered every 1 s till participants pressed the key (C). Each 
keypress was followed by a beep 250 ms later. At the end of each trial participants reported 
the time of their keypress and whether they received a shock. Dashed lines show 
hypothetical time of a shock. 
Trials containing a train of subliminal shocks were also divided into two categories. First, if 
the participant reported perceiving any shock, the trial was discarded. If the participant did 
not report perceiving any shock, the trial was categorized as a ‘primed-voluntary’ trial. 
The baseline condition was tested in two separate blocks of 15 trials each, at the beginning 
and end of the experiment. The agency condition was tested in four blocks of 40 trials each 
between the two baseline blocks. 
3.2.6. Data analysis. 
In signal detection task the proportion of hits, correct rejections, misses and false alarms 
were calculated separately for supra- and subliminal shocks. These measures where then 
used to compute the sensitivity index (d’). 
In the intentional binding task, judgment error was defined as the difference between the 
judged clock hand position and the actual time of the keypress on each trial. A positive 
judgement error indicated a perceptual delay; a negative judgement error an anticipation. 
The mean and standard deviation of the judgement errors across trials were then measured 
for each trial type. Action binding was defined as the shift of reported time of action towards 
its outcome, and was calculated by subtracting each participant’s mean judgement error in 
the baseline condition from that in the agency condition. Thus, perceptual association of an 
action with a subsequent tone would produce a positive value for action binding. We then 
used repeated-measures ANOVA and paired-samples t-test to compare action binding in 
voluntary trials with action binding in primed-voluntary trials. Multilevel models were used 
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when comparing conditions with unequal sample size, using the lme function in R (R Core 
Team, Vienna, Austria). We did not analyse time judgements from reactive trials with 
supraliminal shocks. The main purpose of having supraliminal shocks was to establish a 
stimulus-response association between the shock and the action. We reasoned that this 
makes the shock meaningful for action, and therefore more likely to prime action processing. 
Finally, a Crawford test (Crawford et al., 2010) was used to compare TP’s action binding 
scores from the healthy and affected hand with the action binding data in healthy 
participants. 
We additionally checked whether subliminal shocks could influence behaviour, as well as 
sense of agency. The latency of each keypress from the immediately preceding subliminal 
shock was measured. These latencies were averaged across all primed-voluntary trials 
within each participant. We tested the null hypothesis that the action latencies in primed-
voluntary trials are from a population with uniform distribution by using a separate Anderson-
Darling test for each participant. 
3.3. Results 
3.3.1. Experience of agency in healthy participants. 
Of the 47 recruited participants, 27 met the d’ criteria of the signal detection task and went 
on to do the intentional binding task. Four participants could not finish the intentional binding 
task. Therefore, the final sample included 23 participants (16 females, mean age = 22.7, SD 
= 3.9). The average detection threshold was 0.5 mA (SD = 0.18 mA). The average supra- 
and subliminal shock levels were 0.64 mA (SD = 0.23 mA) and 0.49 mA (SD = 0.18 mA), 
respectively. The average d’ for subliminal shocks was 1.03 (SD = 0.24). All participants had 
a d’ >= 3 for supraliminal shocks (supplementary table 3.1). 
To investigate whether influencing precursor signals to a voluntary action with a subliminal 
probe could be reflected in one’s experience of agency, we compared action binding in 
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primed-voluntary trials and voluntary trials. The perceived time of action moved towards its 
outcome in both primed-voluntary (M = 32 ms, SEM = 7.60 ms, one-sample, t(22) = 4.18, p < 
0.01, 95% CI [16 47]) and voluntary trials (M = 18 ms, SEM = 8.17 ms, one-sample, t(22) = 
2.24, p = 0.03, 95% CI [1 35]) (supplementary table 3.2). However, this action binding was 
significantly stronger on trials with a subliminal shock train than on trials without shocks 
(t(22) = 2.61, p = 0.016, dz = 0.54, 95% CI [3 24]) (Fig. 3.3.A). This suggests that experience 
of agency towards an action and its effect is associated with precursor brain signals for that 
action. Finally, to make sure that unbalanced number of trials is not confounding the results, 
the prevalence of voluntary and primed-voluntary trials was compared. We found no 
significant difference (t(22) = 1.54, p = 0.14, 95% CI [-2 15]). 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Data of healthy participants. A. Action binding in voluntary and primed-voluntary 
trials. * p<0.05. B. Time histogram of latency of actions from their preceding subliminal shock 
(time 0), averaged across all primed-voluntary trials and all participants. Binding effects are 
drawn to scale and all values are in ms. 
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If subliminal shocks influence brain processes during action preparation, we might expect to 
find the effects not only on experience of agency but on some other behavioural measure 
such as action initiation. We therefore tested the hypothesis that the subliminal shocks 
influenced the latency of keypresses, by using the Anderson-Darling test to compare 
keypress latency on primed-voluntary trials to a uniform random distribution. The action 
latency distribution was significantly non-uniform in seven participants (supplementary table 
3.3). By the binomial distribution, the probability of this many tests being significant by 
chance alone is B (0.05, 7, 23) = 0.00009401 (Fig. 3.3.B). This suggests that subliminal 
shock has some influence on behaviour. However, the presence and pattern of this effect 
differed across participants. While in some participants subliminal shocks facilitated action 
initiation, in others it delayed the time of the action (supplementary figure 3.1). 
3.3.2. Experience of agency in an individual with anarchic hand syndrome. 
TP was tested in two separate sessions, one session for the right (healthy) hand and the 
other for the left (affected) hand. Detection threshold in the first and second sessions was 
0.65 mA and 0.84 mA, respectively. d’ for subliminal shocks in the first and second sessions 
was 0.80 and 0.68, respectively. 
When testing the healthy hand, perceptual time of action moved towards its outcome in both 
voluntary trials (M = 58 ms, SEM = 23 ms, one-sample, t(28) = 2.54, p = 0.017, 95% CI [11 
105]), and primed-voluntary trials (M = 100 ms, SEM = 21 ms, one-sample, t(36) = 4.82, p < 
0.01, 95% CI [58 142]) (Fig. 3.4.A). In the second session, when testing the affected hand, 
actions did not bind to their outcomes in voluntary trials (M = 35 ms, SEM = 20 ms, one-
sample, t(31) = 1.76, p = 0.088, 95% CI [-6 77]), or primed-voluntary trials (M = -45 ms, SEM 
= 40 ms, one-sample, t(23) = -1.13, p = 0.27, 95% CI [-127 37]) (Fig. 3.4.A). Given the 
unequal number of trials in each condition, factorial repeated-measure ANOVA was 
performed in a multilevel model with the within subject factors of hand (healthy vs. affected) 
and trial type (voluntary vs primed-voluntary). We found a significant main effect of hand 
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(X2(6) = 9.66, p < 0.01), but no significant main effect of trial type (X2(7) = 0.31, p = 0.58). 
Importantly, the interaction between hand and trial type was significant (X2(8) = 5.80, p = 
0.016). Post-hoc analysis with Wilcoxon signed-rank test showed that the difference in action 
binding between the two hands was due to the primed-voluntary trial types (p = 0.038), not 
the voluntary trials (p = 0.84) (Fig. 3.4.A & supplementary table 3.4). 
The time histogram of latency of keypresses from their preceding subliminal shock in 
primed-voluntary trials is shown for the healthy (Fig. 3.4.B) and the affected (Fig. 3.4.C) 
hands of TP. Based on the Anderson-Darling test, the distribution of action latencies was not 
significantly different from a uniform distribution, in the healthy or the affected hand (p > 0.1). 
This finding, however, should be considered in the face of low number of trials from a single 
case. 
 
 
Figure 3.4. Data of TP. A. Action binding in voluntary and primed-voluntary trials for the 
healthy and the affected hand. * p<0.05. B&C. Time histogram of latency of actions from 
their preceding subliminal shock, averaged across all primed-voluntary trials, displayed 
separately for the healthy (B) and the affected hand (C). Binding effects are drawn to scale 
and all values are in ms. 
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3.3.3. Experience of agency in TP vs. healthy participants. 
Finally, we tested whether subliminal shock effects on action binding were significantly 
different in TP and healthy participants, using Crawford test. This method tests whether a 
single patient’s score differs significantly from that in a control group, and also provides a 
point estimate of the separation between the patient’s score and the control group (Crawford 
et al., 2010). The effect of the subliminal shocks was measured by subtracting each 
participant’s action binding in primed-voluntary trials from voluntary trials. The effect of 
subliminal shock on experience of agency, as measured by action binding, did not differ 
significantly between healthy participants and the healthy hand of TP (t = 1.14, p = 0.27, Zcc 
= 1.16). However, while subliminal shocks enhanced action binding in healthy participants 
(subliminal shock effect = 13 ms), they reduced it in the affected hand of TP (subliminal 
shock effect = -80 ms), hence showing an opposite effect (t = -3.64, p < 0.01, Zcc = -3.72). 
3.4. Discussion 
Healthy subjects and an individual with anarchic hand syndrome were exposed to subliminal 
electrocutaneous stimulus during the precursor period before performing internally-
generated actions that produced an external outcome. We used an established implicit 
measure based on time perception to measure sense of agency. The perceived time of an 
action has been found to shift towards its outcome for voluntary actions but not for 
involuntary movements (Haggard et al., 2002b). Using this ‘intentional binding’ index, we 
developed a new paradigm to investigate how sense of agency might be influenced by 
external subliminal stimuli. On one view, such stimuli might influence internal precursors of 
voluntary action, which in turn influence sense of agency. We investigated whether these 
subliminal shocks might influence sense of agency by boosting a putative ‘internal volitional 
signal’. On another view, sense of agency is based only on reconstructive inferences about 
perceptual events associated with action and outcome. Since the shocks were not 
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perceived, this model cannot readily explain any effect of shock on sense of agency 
measures. 
3.4.1. Subliminal primes boost sense of agency in healthy participants. 
The perceived time of endogenous actions moved towards their outcomes in both voluntary 
and primed-voluntary trials. Crucially, action binding was significantly stronger in primed-
voluntary trials where actions were preceded by a subliminal shock, compared to when they 
were not. The direction of the effect, shifting action perception towards the subsequent 
outcome, rules out explanations based on P-centre phenomena (Morton et al., 1976), or 
anchoring effects of the preceding shocks on time perception. Further, as participants could 
not feel the subliminal shocks, this difference is unlikely to reflect a conscious decision to 
control actions in a different way. Most importantly, the difference in action binding between 
trial types could not easily be explained by a purely post-hoc inference account of sense of 
agency, since the events perceived are identical in both conditions. 
Previous studies showed that explicit agency judgements could be modulated by using 
visual subliminal priming (Chambon and Haggard, 2012; Haggard and Chambon, 2012; 
Chambon et al., 2014b). Participants reported stronger experience of agency over action 
effects when the subliminal prime was compatible, compared to incompatible, with the 
selected action (Wenke et al., 2010). In those studies, as in our experiment, the prime 
influenced a stage of action preparation that necessarily precedes both action and its effect. 
This suggests that sense of agency cannot be purely retrospective. Rather sense of agency 
must depend, at least in part, on signals arising during action preparation. Of course, this 
does not rule out a further contribution from retrospective inference. 
Additionally, given that subliminal shocks increased our measure of sense of agency, 
external stimulation facilitated putative precursor signals during action preparation. At first 
sight, this may seem paradoxical, given the traditional dichotomy between brain systems 
underlying internally-generated and externally-triggered actions (Passingham et al., 2010a).  
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However, substantial cross-talk between the two systems exists. In one study, the reaction 
time to an external-trigger stimulus was reduced in the very final phases of preparation of a 
voluntary action (Obhi et al., 2009); also see: (Hughes et al., 2011). We speculate that 
during action preparation, the subliminal shock is taken as an additional environmental cue. 
The subliminal shock may “nudge” the signal that generates voluntary action, facilitating a 
threshold crossing event (Schurger et al., 2012). In our paradigm, participants also 
occasionally reacted to supraliminal shocks. It remains unclear whether this prior association 
between shock and action is essential for the subliminal priming we observed. We hope to 
investigate this point in future experiments. Interestingly, we also found some statistical 
evidence for effects of shock on action initiation. However, this effect was not present in all 
participants, and the pattern of influence differed across participants. While in some 
participants subliminal shocks transiently facilitated action initiation, in others it delayed the 
time of the action. We note that inhibitory, as well as excitatory, time-dependent effects of 
subliminal shocks have been widely reported (Blankenburg et al., 2003). We speculate that 
subliminal shocks may not only sum with the precursor signals during action preparation but 
also change the threshold for the initiation of the voluntary action. The precise moment of 
action initiation thus depends on both signal amplitude and the current threshold. 
3.4.2. Subliminal primes reduce sense of agency in an anarchic hand. 
Patients with AHS often complain of lack of agency for movements made by their affected 
hand. This was reflected in action binding data from the left (affected) hand of TP. While she 
perceived the time of the endogenous actions that were performed by her right (unaffected) 
hand as shifted towards their outcomes, this perceptual shift did not happen for endogenous 
actions of her affected hand. This finding based on our implicit measure of sense of agency 
is also in line with TP’s subjective reports of episodes of lack of control of her left hand (see 
section 2.1).  
Interestingly, the significant interaction between hand and trial type showed that subliminal 
shock enhances sense of agency similar to healthy participants, but only when applied to the 
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healthy hand. Subliminal shock had no statistical effect when applied to the affected hand. 
We suggest that, for the affected hand, a mechanism that uses precursor signals of 
voluntary action to compute sense of agency is now disrupted. The normal function of this 
mechanism would include integrating signals from the external environment and from 
internal states to construct a coherent subjective experience of action. 
Normal behaviour is an outcome of active interplay between internal states and the external 
environment. Successful interaction of these two components is crucial for goal-directed 
behaviour and inhibition of unwanted responses. Patients with focal damage in medial frontal 
cortex (though without signs of AHS) show disruption to automatic motor inhibition, as 
evident in a reversal of the normal negative compatibility effect in a masked-prime task 
(Sumner et al., 2007). Abnormal facilitation by priming, as well as the involuntary object-
oriented actions that characterise AHS, could both be viewed as productive symptoms 
reflecting damage to a brain system that normally inhibits excessive environmental reactivity. 
Our results suggest a second aspect to AHS. The normal subjective experience of action is 
altered in AHS, and in particular the capacity to feel a sense of agency for voluntary actions 
that are appropriately interfaced to subtle cues in the external environment. 
The brain lesions of TP mostly involved the right anterior cingulate cortex (ACC) and the 
posterior part of corpus callosum (CC) (Figure 3.1 & Table 3.1). Lesions in these areas have 
been previously reported in patients with AHS (Hassan and Josephs, 2016). One fMRI study 
compared brain activity during alien hand and voluntary movements of a patient with AHS 
(Assal et al., 2007). While alien hand movements were associated with isolated activity in 
contralateral motor cortex, voluntary movements of the same hand activated extensive 
networks including the ACC, suggesting a possible role of ACC in voluntary action control. 
Moreover, ACC has been shown to be active during self- and external-agency attribution 
tasks (Nahab et al., 2011; Fukushima et al., 2013). Other case studies have associated 
lesions in the CC with volitional disorders of AHS (Della Sala et al., 1991; Feinberg et al., 
1992). CC connects the frontal and motor areas of the two hemispheres. Specifically, the 
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body and splenium of CC, which are mainly damaged in TP, connect the premotor areas 
(Berlucchi, 2012). Damage to this area could thus lead to loss of transcallosal motor 
inhibition of the contralateral hemisphere (Kim et al., 2014). Interestingly, (Wolpe et al., 
2014) found a relation between CC white matter loss and abnormal intentional binding in 
patients with alien limb due to corticobasal degeneration. This deficit was largely confined to 
anterior parts of CC. 
Patients with AHS commonly report that their hand is not under their control or being 
controlled by an external agent (e.g., Assal, Schwartz, & Vuilleumier, 2007). Our work 
suggests that this phenomenology may arise from two distinct sources. The first source, and 
the only one recognised in the current literature, is the positive symptom of the affected 
hand’s performing undesired movements in response to the external world. We suggest here 
a second source of AHS phenomenology, namely a reduced sense of agency for one’s own 
voluntary actions. In the normal brain, voluntary actions do not come “from nowhere”, but are 
aligned to subtle action possibilities suggested by the environment, akin to subliminal 
priming in laboratory experiment. Such priming increases explicit judgements of agency 
(Wenke et al., 2010), and increased intentional binding in healthy volunteers. However, this 
mechanism was absent for the affected hand of our AHS patient. To our knowledge, this is 
the first study to investigate a negative symptom of AHS by measuring the effect of the 
external world on experiences of voluntary actions. 
3.4.3. Sense of agency as a readout of internal volitional signals: a cognitive model. 
Based on our findings from healthy participants and TP we propose a cognitive model of the 
experience of voluntary action (Fig. 3.5). We suggest that one key input to the experience of 
agency is a readout of an internal volitional signal that precedes endogenous actions. This 
internal signal, however, could be influenced by externally-triggered signals from the outside 
environment (affordances): volition is not independent of the current environment and 
response space (Schüür and Haggard, 2011). In the case of healthy participants and the 
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unaffected hand of TP, this external signal is integrated into the internal volitional signal to 
facilitate action preparation. Thus, the weak sensory evidence suggesting action that is 
provided by a subliminal prime is summed with the intention or predisposition to act provided 
by the task instruction. This integration is accordingly reflected in a stronger action binding 
and an altered distribution of acting. Thus, suggestions of the external environment are 
integrated with intentions, and the sense of agency depends partly on a metacognitive 
readout from the output of this ‘integrator’ (Fig. 3.5, node 1) (Fleming and Frith, 2014). 
This interface between the will and the external world is damaged in AHS (Fig. 3.5). 
Classical descriptions of AHS suggest that intentional control no longer inhibits affordance-
based responding – resulting in compulsive or utilisation behaviours (Fig. 3.5, node 2) 
(Riddoch et al., 1998; McBride et al., 2013). The affected hand sometimes reacts to the 
external world due to loss of the normal inhibitory signal of volition (Sumner et al., 2007). 
Accordingly, the patient’s experience of actions is no longer driven by metacognitive readout 
of one’s own intentions, but is instead driven by experience of actual motor outputs triggered 
by environmental stimuli. As a result, patients with AHS frequently describe movements of 
the affected hand as involuntary, even when they are well-formed and co-ordinated. For 
example, patients may report that their affected hand ‘has a mind of its own’, ‘is being 
‘naughty’, ‘doing what it wants, not what I want’, etc. 
This model contains the inhibitory link from the voluntary to the reactive motor system that is 
classically associated with AHS (Fig. 3.5, node 2). Our results here suggest that the 
interface also involves a second link, whereby the external environment, even in mild 
subliminal form, can gently nudge volition (Fig. 3.5, node 1). This nudge can lead to changed 
behaviour, as in subliminal priming (Eimer and Schlaghecken, 2002), but also changed 
experience of volition, as in the altered sense of agency here. Damage to the interface area 
in AHS also weakens this second facilitatory link between the external environment and 
volition, preventing the normal subliminal facilitation of sense of agency. Taken overall, a 
healthy sense of agency requires that the voluntary motor system be responsive to 
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appropriate external suggestions when these align with one’s own wishes, while retaining 
the ability to suppress externally-driven actions when these are not desired. Our results 
suggest that the cingulate and the callosum participate in this bidirectional interaction. 
 
Figure 3.5. A cognitive framework for experience of voluntary action in healthy participants, 
and anarchic hand syndrome. 
 
3.5. Conclusions. 
We developed a novel paradigm to investigate the contribution of precursor signals of 
endogenous actions to sense of agency. We showed that experience of agency is a 
metacognitive readout of an interaction between internal volitional signals and the outside 
world, and not merely a post-hoc confabulation. Interestingly, this interaction was impaired in 
a patient with anarchic hand syndrome. These findings may help us better understand the 
mechanisms of volition and sense of agency and to better characterise the neurological 
disorders of volition. 
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Chapter 4. 
Transcranial direct current stimulation over left 
angular gyrus decreases the perceptual association 
between actions and outcomes 
 
 
We performed three experiments using transcranial direct current stimulation (tDCS) to 
modulate brain circuits involved in control of action, while measuring stimulation-induced 
changes in one implicit measure of sense of agency, namely the perceived temporal 
relationship between a voluntary action and tone triggered by the action. Participants 
perceived such tones as shifted towards the action that caused them, relative to baseline 
conditions with tones but no actions. Actions that caused tones were perceived as shifted 
towards the tone, relative to baseline actions without tones. This ‘intentional binding’ was 
diminished by anodal stimulation of the left parietal cortex (targeting the angular gyrus (AG)), 
and, to a lesser extent, by stimulation targeting the left dorsolateral prefrontal cortex 
(DLPFC), (Experiment 1). Cathodal AG stimulation had no effect (Experiment 2). Experiment 
3 replicated the effect of left anodal AG stimulation for actions made with either the left or the 
right hand, and showed no effect of right anodal AG stimulation. The angular gyrus has been 
identified as a key area for explicit agency judgements in previous neuroimaging and lesion 
studies. Our study provides new causal evidence that the left angular gyrus plays a key role 
in the perceptual experience of agency. 
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4.1. Introduction 
Despite extensive theoretical work on agency, its neural correlates are not fully understood. 
Neuroimaging studies found activation of AG (Farrer and Frith, 2002; Farrer et al., 2003a, 
2008) and DLPFC (Fink et al., 1999) associated with agency tasks, but the activation of 
these areas was always greater in the conflicting, non-agency condition than in the agency 
condition. In a recent meta-analysis of sense of agency, the single most consistent result 
was activation of a broadly-defined temporoparietal junction area conditions associated with 
reduced or absent sense of agency (Sperduti et al., 2011).  This broad ‘non-agency’ area 
includes AG. Computational models of predictive motor control offer an important theoretical 
framework for understanding agency. An internal forward model uses efference copies of the 
motor command to predict outcomes (Wolpert and Ghahramani, 2000). According to these 
models, sense of agency arises when there is a match between the predicted and actual 
sensory outcome of the generated action. Conversely, if current sensory information does 
not match the model’s prediction, then the corresponding sensory event cannot be self-
generated, and no sense of agency is experienced (Frith et al., 2000). 
Farrer et al. (2008) used this framework to interpret fMRI activations of AG in particular, 
suggesting that AG processes discrepancies between intended action and its actual 
consequences. Her data showed increased activations of AG when a detectable temporal 
discrepancy was inserted between an action and visual feedback of the outcome, and also 
when participants explicitly rejected agency over the viewed outcome. 
Most of these studies used explicit agency attribution tasks, in which participants judge 
whether they did or did not cause a specific sensory event. (Synofzik et al., 2008) noted that 
one feels a sense of agency when acting, even without making any explicit judgements. One 
suitable measure of this pre-reflective, sensorimotor feeling of agency is the perceived 
temporal relationship between a voluntary action and its sensory outcome (Moore and Obhi, 
2012). The perceived time of voluntary actions and their sensory consequences are 
attracted towards each other. This ‘intentional binding’ is absent, or less prominent, for 
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involuntary movements, and for associations between external events not involving voluntary 
actions (Cravo et al., 2009). 
The neural bases of such feelings of agency are poorly understood. One neuroimaging study 
found a neural correlate of intentional binding in the medial frontal cortex (Kühn et al., 2013). 
A ‘virtual lesion’ study showed that theta-burst stimulation over a slightly more anterior 
medial frontal location reduced the intentional binding effect (Moore et al., 2010). On the 
other hand, other lesion (Sirigu et al., 2004) and stimulation (Desmurget et al., 2009) studies 
suggested an important role of parietal cortex in intentional action and agency, though these 
studies did not use binding. To our knowledge, no previous causal study has investigated 
the influence of both frontal and parietal areas on sense of agency using implicit measures. 
We therefore performed three transcranial direct current stimulation (tDCS) experiments, to 
modulate excitability of key brain circuits underlying the control of action, while measuring 
the effects on sense of agency, using intentional binding. Our experiments investigated the 
respective contributions of parietal and frontal areas to intentional binding as a proxy 
measure of agency (Experiment 1), their susceptibility to both up- and down-regulation 
(Experiment 2), and their hemispheric specialisation (Experiment 3). 
Based on the existing neuroimaging data investigating explicit agency judgement (Farrer and 
Frith, 2002; Farrer et al., 2003a, 2008), we predicted that anodal stimulation of putative AG 
should also influence the sense of agency, as measured by intentional binding. Importantly, 
such a result would identify a causal role for AG in sense of agency, but would not 
conclusively identify how AG computes agency. We also investigated the role of prefrontal 
areas in sense of agency. Studies of frontal contributions to sense of agency are more 
equivocal. Neurostimulation (Moore et al., 2010) and neuroimaging (Kühn et al., 2013) 
studies of intentional binding found evidence for medial prefrontal involvement, but studies of 
explicit agency judgements in tasks requiring a choice between alternative actions 
(Chambon et al., 2013) identified a more lateral prefrontal focus. DLPFC has also been 
identified as a key area for initiation (Jahanshahi et al., 1995) and monitoring of voluntary 
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action (Rowe et al., 2010). Given the relative inaccessibility of medial prefrontal cortex to 
neurostimulation, we focussed here on the lateral prefrontal cortex. The stimulations 
targeted primarily the left hemisphere, and participants made actions with their right hand 
(experiments 1,2), or with either hand (experiment 3). 
4.2. Materials and Methods  
4.2.1. Participants 
In total 55 healthy volunteers, 18-35 years of age (25 females) were recruited from the 
Institute of Cognitive Neuroscience subject data pool for three separate experiments. All 
participants were right handed, had normal or corrected to normal vision, had no history or 
family history of seizure, epilepsy or any neurologic or psychiatric disorder and did not have 
any metallic or electronic object in the head. Participants affirmed that they had not 
participated in any other brain stimulation experiment in the last 48 hours, nor had consumed 
alcohol in the last 24 hours. The sample for Experiment 1 consisted of 18 participants (8 
females), Experiment 2 consisted of 19 participants (10 females) and Experiment 3 
consisted of 18 participants (7 females). One participant failed to finish Experiment 2 due to 
lack of concentration, and was therefore excluded. Experimental design and procedure were 
approved by the UCL research ethics committee, and followed the principles of the 
Declaration of Helsinki. Transcranial stimulation followed established safety procedures 
(Nitsche et al., 2003; Poreisz et al., 2007). Participants were paid a minimum amount for 
participating in each session of the experiment. Participants were paid a small additional 
bonus at the end of the last session. 
4.2.2. Behavioural task 
We used intentional binding paradigm as an implicit measure of agency (Fig. 4.1). The task 
was based on previous studies (Haggard et al., 2002b), and was programmed in LabVIEW 
2012 (Austin, Texas). Participants viewed a clock hand rotating on a computer screen which 
was located 60cm in front of the participants in a quiet room. The initial clock position was 
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random. Clock rotation was initiated by participants pressing the return key on a keyboard. 
Each full rotation lasted 2560ms. Participants were instructed to look at the centre of the 
clock. They made voluntary actions, when instructed, by pressing the return key with their 
right index finger (Experiments 1, 2), or by pressing F9 or F4 with their right or left index 
finger, respectively (Experiment 3). Participants chose for themselves when to make these 
voluntary actions. After each key press, the clock hand stopped at a random location, 
participants made a time judgement according to condition (see later). Each experimental 
session consisted of four types of trials, presented in separate blocked and randomised 
conditions. At the beginning of each block, brief instructions for the relevant condition were 
displayed on the screen. In the baseline action condition, participants had to press the key at 
a time of their own free choice. The clock hand stopped after 1500-2500ms (at random), and 
participants then judged the clock hand position at the time of their key press, entering their 
response on the keyboard. In this condition, the participant’s actions produced no sensory 
outcome. In the baseline tone condition, participants were instructed to look at the clock but 
not to press any key. While the clock was rotating, a pure tone (1000Hz, 100ms duration) 
was played over a loudspeaker, 1750-4000ms (at random) after the onset of the trial. 
Participants were then asked to judge the clock hand position at the time of the tone. In the 
operant action condition, participants pressed a key at a time of their own choosing, and 
each keypress produced a tone after 250ms. Participants judged the clock hand position at 
the moment of pressing the key. Finally, the operant tone condition was similar to the 
operant action condition, with the difference that participants had to judge the clock hand 
position at the time of the tone. Each condition was tested in a separate block of 30 trials. 
The order of the blocks was randomised and there was a 1 minute break between each 
block. 
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Fig. 4.1. Schematic of intentional binding. Action and tone shifts are measured by 
subtracting each participant’s mean judgement error in baseline conditions from judgement 
error in operant conditions. These shifts serve as measures of intentional binding. Vertical 
bars and thin arrows represent mean judgement errors in each condition. Thick arrows 
represent binding effects. See text for full explanation. 
This common basic design was slightly changed according to the demands of each specific 
experiment. In Experiment 3, text below and above the clock instructed participants to reply 
with either their left or right index fingers. The order of hands was randomised in each block. 
The block length was increased by 40 trials to allow sufficient trials for analysis of each 
hand’s data. 
Before each experiment, participants were trained and familiarised with the task. They were 
reminded to look at the centre of the clock, to avoid following the clock hand with their eyes, 
to be spontaneous in their key presses and to be as precise as possible in their judgements, 
in particular not confining themselves to those numbers 5,10,15… marked on the clock face. 
Each experimental session consisted of four blocks and took approximately 20 minutes. The 
short duration of each individual session was planned to coincide with the known effective 
period of tDCS. 
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4.2.3. tDCS 
Direct current stimulation was delivered by StarStim noninvasive wireless neurostimulator 
(Neuroelectrics, Barcelona, Spain). Circular rubber electrodes (25cm2) were covered in 
saline-soaked sponges, installed in a 27 channel neoprene cap, and connected to a wireless 
current generator. tDCS was then controlled by Neuroelectrics Instrument Controller (NIC 
v1.2) through a separate computer. Current strength was set at 1mA in all experiments, 
generating a current density of 0.04mA/cm2 at the scalp surface. For each experiment, all 
participants underwent three separate sessions of tDCS, two effective stimulations and one 
sham session. The order of the sessions was randomised and counterbalanced across 
participants. There was a minimum of 48 hours (and a maximum of 1 week) between each 
stimulation session to minimise any potential carry over effects of tDCS (Nitsche et al., 
2008b). The duration of stimulation in each session was set at 25 minutes, including 30s to 
ramp-up and down the stimulating current. For the sham condition, electrical current was 
only applied during the first and last 30 seconds of the stimulation, so as to induce the same 
cutaneous sensation as real stimulation, and thus blind the participants as to stimulation 
condition. During the first 5min of each stimulation, participants were asked to relax on their 
seats and close their eyes. This delay was designed to allow potential neuro-modulatory 
effects to build up (Zwissler et al., 2014). Next, participants began the behavioural task while 
stimulation continued (Fig. 4.2). All participants finished the behavioural task approximately 
after 20min, the same time as the end of stimulation. In case participants finished the task 
prior to the end of stimulation they were asked to remain seated until the end of the 
stimulation. In case the task outlasted the stimulation, they continued to perform the task 
without further stimulation. The task period never exceeded the stimulation period by more 
than 2 minutes. 
Fig. 4.2 shows tDCS montages of the three experiments. In Experiment 1, the anodal 
electrode was placed on the left DLPFC (F3 according to the 10/20 international EEG 
electrode placement) or putative left AG (position P3) (Okamoto et al., 2004; Spitoni et al., 
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2013) in separate sessions. During the sham session, the position of the stimulating 
electrode was counterbalanced between F3 and P3. In all three sessions, the return 
electrode (cathodal) was placed on the right supraorbital area. For Experiment 2, anode and 
cathode were placed on the putative left AG in separate sessions while the return electrode 
was placed on the right supraorbital area. This arrangement was retained during the sham 
session. Experiment 3 used a biparietal montage (Cohen Kadosh et al., 2010; Hecht et al., 
2010). For anodal stimulation of the putative left AG, the anode was placed over P3 and 
cathode was placed over P4. This arrangement was reversed for anodal stimulation of the 
putative right AG. For sham stimulation, the anode was pseudorandomly placed either at P3 
or P4. After each session participants were asked as part of debriefing if they had 
experienced any notable effects of stimulation. No effects were reported other than mild 
tingling sensations localised to the electrodes.   
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Fig. 4.2.A. tDCS montage and study design (anode +, cathode -). See text for explanation. In 
Experiment 1, to control for the cutaneous sensation of all three locations, all sponges were 
kept in place across the three sessions. However, only two of them were actually functioning 
in each session. B. Stimulation protocol. The order of conditions was randomised within 
each session. 
 
4.2.4. Data analysis 
The difference between the judged clock hand position and the actual onset of the 
corresponding event was calculated, giving a judgement error for each trial. A perceptual 
delay was represented by a positive judgement error, and an anticipation by a negative 
judgement error. The mean and standard deviation of the judgement errors across trials 
were then measured for each condition. Action binding was defined as the shift of action 
toward its outcome, and was calculated by subtracting each participant’s mean judgement 
error in the baseline action from that in the operant action condition. Likewise, tone binding 
was defined as a shift in the perceived time of a tone towards the action that caused it. Tone 
binding was calculated by subtracting each participant’s mean judgement error in baseline 
tone condition from that in the operant tone condition. Thus, perceptual association of an 
action with a subsequent tone produced a positive value for action binding, and a negative 
value for tone binding. We analysed action and tone binding separately, since there is 
evidence from both cognitive studies (Wolpe et al., 2013), and previous neurostimulation 
studies (Moore et al., 2010), that they are driven by distinct mechanisms.  
Some participants were excluded because of highly variable time judgement. A standard 
deviation of judgement error across trials of over 250ms in any condition was used as a 
marker of poor time perception. As in previous intentional binding experiments (Haggard et 
al., 2002a), these participants were excluded. On this basis, two participants were excluded 
from Experiment 1, two from Experiment 2, and four from Experiment 3. Importantly, these 
exclusion criteria are orthogonal to the mean judgement errors used for statistical inference.  
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In Experiments 1 and 2, inferential statistics were based on one-way repeated measures 
ANOVA, with paired-sample t-tests for follow-up testing. Because our ANOVA had only 3 
levels, Bonferroni correction was not required for follow-up testing after a significant result 
(Meier, 2006; Cardinal and Aitken, 2013). Additionally, in Experiment 1, we used linear 
discriminant analysis to determine which percepts were most strongly affected by stimulation 
condition. Experiment 3 used repeated measures ANOVA, with the additional factor of acting 
hand (right hand responses vs. left hand responses). A final pooled analysis was performed 
to compare effects of stimulation common to all conditions.  
4.3. Results 
4.3.1. Experiment 1: frontal vs parietal anodal stimulation 
This experiment compared the effects of frontal (targeting left DLPFC) and parietal (targeting 
left AG) cortex stimulation on intentional binding for actions and tones. One-way repeated 
measures-ANOVA with the factor of stimulation type (anodal frontal vs. anodal parietal vs. 
sham) showed that action binding was not significantly affected by the type of stimulation 
(F(2, 30)=1.90, p=0.17, η2=0.11). However, an identical ANOVA on tone binding showed 
significant differences (F(2, 30)=4.30, p=0.02, η2=0.22). Follow-up testing showed that tone 
binding was significantly reduced by anodal stimulation of the putative left AG compared to 
sham (t(15)=2.67, p=0.02, d=0.43). Anodal stimulation of the left DLPFC showed a clear 
trend to reduce tone binding, which approached the border of conventional significance 
(t(15)=2.07, p=0.06, d=0.42). There was no significant difference between the frontal and 
parietal stimulation (t(15)=-0.10, p=0.92, d=0.02) (Fig. 4.3). 
We additionally performed the same analysis using median rather than mean judgement 
error in each condition, since median measures are more robust than means to the influence 
of outliers. The patterns of statistical significance were unchanged. 
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Fig. 4.3. Intentional binding in Experiment 1. A) The dashed line indicates the perceived time 
of either action or tone in the corresponding baseline condition. A separate baseline 
condition was used for each session, and differences in baseline values across sessions 
have been removed for display purposes. Binding effects are drawn to scale, and values are 
in milliseconds. B) Mean binding effects in ms. The sign of tone binding effects has been 
inverted to allow for comparison with action binding.  Error bars show standard error of the 
mean. * p<0.05. 
 
Finally, to confirm that anodal stimulation of putative AG affected primarily the operant tone 
condition and not the baseline tone, the effect of stimulation type on participants’ judgement 
error in baseline tone conditions was assessed using repeated-measure one-way ANOVA. 
There was no significant main effect of stimulation type on baseline tone condition (F(2, 
30)=0.58, p=0.56, η2=0.04). This suggests that stimulation influenced a neurocognitive 
process that is present primarily in the operant condition. 
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We additionally applied multivariate linear discriminant analysis (Krzanowski, 2000) to 
identify the linear combination of action binding and tone binding variables that optimally 
discriminates the different stimulation conditions. Linear discriminant analysis significantly 
differentiated the three stimulation conditions (Wilks' Lambda=0.59, approx. F(4,58)=4.36, 
p<0.01). Inspection of canonical coefficients showed that this difference was primarily due to 
tone binding (standardized canonical coefficient 1.86) rather than action binding (-0.93) (The 
scores of the individual participants on the first discriminant variate are shown in Fig. 4.4). 
Post-hoc comparisons between conditions showed a highly significant difference between 
parietal and sham stimulation (p<0.01; standardised coefficients -1.03 for action binding, 
2.19 for tone binding), and also a significant difference between frontal and sham stimulation 
(p=0.04; standardised coefficients -0.82 for action binding, 1.55 for tone binding). 
Interestingly, the frontal effect thus involved a slightly larger action binding coefficient, 
considered relative to the tone binding coefficient, than did the parietal effect, though no 
inferential statistics can be applied to this ratio. Frontal and parietal stim  ulation did not differ 
significantly (p=0.74). 
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Fig. 4.4. Scores of the individual participants on the first canonical variate from a 
discriminant analysis of Experiment 1. Each dot indicates one participant, and a fitted 
Gaussian frequency distribution is also shown. The raw coefficients of the canonical variate 
were 0.015 for action binding, and 0.02 for tone binding. Both parietal and frontal stimulation 
conditions were significantly different from sham. 
 
4.3.2. Experiment 2: anodal vs cathodal parietal stimulation 
If anodal stimulation boosts activity in the left AG then cathodal stimulation of the same area 
should lead to its suppression. Thus, if anodal stimulation decreases intentional binding, 
cathodal stimulation should increase it. To test this hypothesis, putative left AG was exposed 
to anodal, cathodal or sham stimulation in different sessions, and effects on intentional 
binding were evaluated. 
One-way repeated measures-ANOVA with the factor of stimulation type (anodal parietal vs. 
cathodal parietal vs. sham) was used for analysis. Action binding was not significantly 
affected by the type of stimulation (F(2, 30)=0.50, p=0.61, η2=0.03). Tone binding was also 
unaffected by type of stimulation (F(2, 30)=0.45, p=0.64, η2=0.03), contrary to our 
predictions from Experiment 1. Nevertheless, the numerical effect of anodal stimulation of 
the putative left AG was in the same direction as Experiment 1, namely a decreased tone 
binding compared to sham and cathodal stimulation (Fig. 4.5).  
We additionally performed the same analysis using median rather than mean judgement 
error in each condition. The patterns of statistical significance were unchanged. 
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Fig. 4.5. Intentional binding in Experiment 2. Format as in Fig. 4.3.  
 
4.3.3. Experiment 3: left vs right parietal stimulation 
Experiment 3 aimed to replicate the effects of Experiment 1, and additionally investigated the 
lateralisation of intentional binding using a biparietal montage. The biparietal montage may 
provide a higher local current density, because of the relatively short path between anode 
and cathode. In addition, this montage controls for any possible effect of cathodal stimulation 
of prefrontal areas that may occur with the conventional supraorbital placement of the 
cathode. Therefore, putative left and right AG were exposed to anodal stimulation in 
separate sessions, and a third session involved sham stimulation. We also investigated 
whether the putative AG involvement in intentional binding is hand-specific or hemisphere-
specific, by asking participants to make actions with either the left or right hand, choosing 
randomly on each trial. Analysis of action binding showed no significant main effect of 
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stimulation type (F(2, 26)=0.06, p=0.94, η2=0.01) or acting hand F(1, 13)=0.10, p=0.76, 
η2=0.01) and no significant interaction (F(2, 26)=0.89, p=0.42, η2=0.06). Analysis of tone 
binding showed a highly significant main effect of stimulation (F(2, 26)=5.93, p<0.01, 
η2=0.31). Follow-up testing showed that anodal stimulation of the putative left AG 
significantly decreased tone binding relative to both sham stimulation (t(13)=2.55, p=0.02, 
d=0.40), and relative to anodal stimulation of the putative right AG (t(13)=2.90, p=0.01, 
d=0.56). No significant difference was observed between anodal stimulation of the putative 
right AG and sham (t(13)=-0.75, p=0.47, d=0.10) (Fig. 4.6). Acting hand had no significant 
main effect on tone binding (F(1, 13)=0.01, p=0.94, η2<0.01) and no interaction was 
observed between the stimulation and acting hand (F(2, 26)=0.15, p=0.86, η2=0.01). 
We additionally performed the same analysis using median rather than mean judgement 
error in each condition. The patterns of statistical significance were unchanged. 
To check whether the decrease in tone binding was primarily due to shifts in the operant 
tone, or in the baseline tone condition, participants’ judgement errors in the baseline tone 
condition were compared across the stimulation groups. Analysis showed no significant main 
effect of stimulation type on baseline tone condition (F(2, 26)=0.50, p=0.60, η2=0.04). 
4.3.4. Pooled data: anodal parietal vs sham stimulation 
Anodal stimulation of the putative left AG was common to all three experiments reported 
here, as was a sham stimulation condition, although the experiments differed in other 
respects. Therefore, we pooled the data in these specific conditions across the 46 
participants (21 female) from the three experiments, in a single analysis. We found that 
anodal stimulation of putative left AG significantly reduced the perceptual shift of tone toward 
action compared to sham (t(45)= 3.28, p<0.01, d=0.35), but had no effect on action binding 
(t(45)=-1.37, p=0.18, d=0.22). 
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Fig. 4.6. Intentional binding in Experiment 3. Format as in Fig. 4.3. 
The anodal montage in the third session used a different return (cathode) location compared 
to the first and second experiments. Our decision to pool data of the three studies was 
based on the common placement of the anode across these three experiments, and the 
general observation that cathodal effects on cognitive function are rare (Jacobson et al., 
2012b). In that case, differences in cathode location may be relatively unimportant, and need 
not prevent pooling across studies. However, because we cannot entirely exclude some 
contribution of cathodal location to our main results, we ran a further pooled analysis using 
the left anodal stimulation conditions of experiments 1 and 2 only, which share a supraorbital 
cathode location, but excluding experiment 3.  This analysis again found that anodal 
stimulation of putative left AG significantly reduced the perceptual shift of tone toward action 
compared to sham (t(31)= 2.45, p=0.02, d=0.35), but had no effect on action binding (t(31)=-
1.48, p=0.15, d=0.32). 
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To investigate the generality of the anodal AG effect across experiments, we performed a 
mixed ANOVA with a between-subject factor of experiments (1, 2 or 3), and a repeated-
measures factor of stimulation type (anodal left AG vs. sham). The main effect of stimulation 
type (F(1, 43)=10.7, p<0.01, η2=0.20) recapitulating the pooled t-test reported above. There 
was no significant main effect of experiment (F(2, 43)=0.80, p=0.45, η2=0.04). Importantly, 
there was no hint of interaction between experiment and stimulation (F(2,43)=0.96, p=0.39, 
η2=0.04). 
Our main inferences above are based on comparing experimental stimulation with sham. We 
therefore additionally investigated whether sham stimulation had different effects in the three 
experiments. We found no significant difference among the sham conditions for the 3 
experiments for action binding (F(2,43)=2.20, p=0.12), or tone binding (F(2,43)=1.10, 
p=0.33).  
4.4. Discussion 
4.4.1. Stimulation-induced modulation of the left parietal cortex  
We performed a series of three tDCS experiments to investigate the neural circuits 
responsible for the sense of agency, as measured by the perceptual association between 
the time of a voluntary action and the time of a resulting auditory tone. We found a significant 
decrease in the binding of outcomes towards actions after anodal stimulation of the putative 
left AG (Experiment 1). Anodal stimulation of the left DLPFC also decreased action and tone 
binding compared to sham. DLPFC affected tone binding as much as AG stimulation, but its 
effects were less consistent across participants.  Nevertheless, our discriminant analysis 
showed a significant effect of DLPFC stimulation compared to sham, when action and tone 
binding were considered together. 
Our tDCS stimulation of putative AG could have widespread effects across the inferior 
parietal cortex (IPC), since tDCS has quite low spatial specificity. For example, anterior parts 
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of the IPC may also be affected. IPC is routinely activated in neuroimaging studies when 
participants judge whether their own action, or some other cause, is responsible for a 
specific sensory event. In a study by Farrer and Frith (Farrer and Frith, 2002), the IPC area 
was more active when participants attributed a visual event to another person, rather than to 
themselves. Similarly, a PET study (Farrer et al., 2003a) observed that neural activity in IPC 
increased with the level of discrepancy between the executed and the observed action on 
the screen. In an fMRI study (Farrer et al., 2008), the subjective feeling of loss of control 
correlated with BOLD response in the AG, as did the awareness of temporal discrepancy 
between action and feedback. The authors of those studies suggested that AG houses the 
comparison between the efference copy of the intended action and the actual sensory 
outcome. Any mismatch between these signals will then give rise to the explicit awareness 
of non-agency, or an external source of action.  
Our overall results are consistent with this view. We found that anodal stimulation of the 
putative AG decreases intentional binding, our proxy measure for agency. Anodal stimulation 
is generally thought to increase the activity of the cortical region immediately under the 
electrode. However, AG activation is routinely associated with lack of agency, rather than 
with experience of positive agency (Farrer and Frith, 2002; Farrer et al., 2008; Sperduti et 
al., 2011). Therefore, excitation of a neural substrate of non-agency might be expected to 
decrease intentional binding. The conventional polarity-specific (anode-boosting, cathode-
suppressing) framework of tDCS was developed on the basis of effects in primary motor 
cortex stimulation (Nitsche and Paulus, 2000). Its applicability to non-primary areas and 
cognitive processing has recently been questioned (Horvath et al., 2014).  Nevertheless, our 
findings are broadly compatible with the conventional polarity-specific view. 
4.4.2. Stimulation-induced modulation of the left frontal cortex  
Since DLPFC is normally thought to facilitate intentional action, one may question why 
prefrontal anodal tDCS did not increase intentional binding. (Rowe et al., 2010) questioned 
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whether DLPFC played any important role in initiation of simple voluntary actions, such as 
those tested here, and suggested a role in monitoring sequential action patterns instead. 
(Fink et al., 1999) observed activation of DLPFC using PET when an intentional action and 
its sensory outcome were incompatible. Anodal tDCS over DLPFC might correspond to an 
increased coding for action-outcome conflict, even though our task did not explicitly 
manipulate action-outcome compatibility. Our discriminant analysis found some evidence 
consistent with this interpretation. However, this effect was investigated in only one 
experiment, and achieved statistical significance in multivariate analysis, but not in univariate 
analyses of action binding and tone binding separately. Therefore, further research is 
required before a strong statement about frontal tDCS effects on sense of agency can be 
made. 
4.4.3. Polarity-specific effects of tDCS 
Experiment 2 aimed to investigate whether parietal stimulation effects were polarity-specific. 
On one model, tDCS would simply add neural noise, irrespective of polarity. On another 
model, anodal stimulation would upregulate putative non-agency coding in AG, while 
cathodal stimulation should down-regulate it. The result of anodal left AG stimulation in 
experiment 2 followed the expected trend for tone binding, but did not reach statistical 
significance. Replication of statistically significant results is an important and controversial 
issue in modern neuroscience (Cumming, 2005). All effects measured in experiments 
represent a combination of the underlying ‘true’ effect, and noise. Importantly, when a 
nonzero true effect indeed exists, but is modest in size, it is quite likely for the effect to reach 
statistically significant levels in one study, but not in another. Thus, absence of a significant 
anodal tDCS effect in experiment 2 does not prove that no true effect exists: we return to this 
point later. 
Experiment 2 found no significant difference between cathodal and sham stimulation, 
although we had predicted that cathodal stimulation might enhance intentional binding. 
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Although inhibitory cathodal effects on motor function are well established, a recent review of 
34 studies found that cathodal inhibitory effects on cognitive function are rare (Jacobson et 
al., 2012b). Another possible reason for the absence of any significant cathodal AG effect in 
Experiment 2 could be the placement of the anode electrode on the supraorbital area. This 
location is standard for tDCS studies of action (Nitsche et al., 2008b). However, it causes a 
strong current density close to the frontopolar and prefrontal areas, where the anode is 
located. These areas may also contribute to intentional action (Brass and Haggard, 2007). 
Thus, our montage for cathodal stimulation of AG in experiment 2 involved anodal 
stimulation at a frontopolar site, which may not be strictly neutral for sense of agency. Future 
studies could address this issue by using extracephalic cathode placement. 
4.4.4. Hemispheric specialisation of the sense of agency 
Experiment 3 avoided the potential confound of frontopolar stimulation using a biparietal 
montage.  This produces a higher current density in a small region surrounding the 
electrodes (Nathan et al., 1993; Cohen Kadosh et al., 2010), compared to the conventional 
supra-orbital location. This might result in a more focal stimulation. More importantly, the 
biparietal montage excludes the possibility that the significant effects of anodal AG 
stimulation in experiments 1 and 2 were in fact caused by cathodal frontopolar stimulation. 
Specifically, if the effects in experiments 1 and 2 were merely due to cathodal frontopolar 
stimulation, then no effect of stimulation should be found in experiment 3. The biparietal 
montage also allowed us to investigate lateralisation of agency by varying both tDCS polarity 
and the hand used for action. Similar approaches have been used previously in other studies 
(Jacobson et al., 2012a; Bardi et al., 2013). 
The results of the third experiment replicated our previous findings. Anodal stimulation of 
putative left AG significantly decreased tone binding compared to both sham and cathodal 
stimulation of the same area. The tDCS effect was statistically equivalent whether the action 
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was made with the left or the right hand. No effects were observed with anodal stimulation of 
the putative right AG. 
Experiment 3 does not support the alternative interpretation of experiments 1 and 2 based 
on a putative cathodal frontopolar stimulation. In contrast, experiment 3 supports the 
interpretation of an anodal left AG effect. We cannot conclusively rule out some contribution 
of frontopolar stimulation to our results, but we can rule in a specific contribution of the left 
AG. 
Experiment 3 adds several important elements to the previous studies. First, it demonstrates 
an involvement of AG in a task involving randomised, stimulus-driven selection between 
alternative actions, as opposed to mere repetition of a simple action. Second, it suggests 
that left, but not right AG is responsible for action-outcome binding for actions made by 
either hand. We found no interaction between stimulation and hand used for action. Previous 
neuroimaging studies have reported activation corresponding to non-agency judgements in 
both left and right AG. Interestingly, right AG activations appeared to dominate (Farrer and 
Frith, 2002; Farrer et al., 2003a, 2008), in contrast to our finding. However, in a more recent 
fMRI study, (Lee and Reeve, 2013) reported higher activity in the left AG during non-self-
determined behaviour, consistent with our hypothesis in Experiment 1 that anodal AG 
stimulation activates a neural code for ‘non-agency’. Finally, hemispheric specialisation of 
agency could plausibly depend on the task used, and the type of agency judgement. 
Previous neuroimaging studies generally used explicit judgements of agency, and often used 
complex manual actions with visual feedback (Farrer and Frith, 2002; Farrer et al., 2008; 
Sperduti et al., 2011). We are not aware of any neuroimaging study investigating the 
hemispheric lateralisation of low-level implicit measures of agency. 
4.4.5. Limitations 
The results of experiment 3 by themselves could not distinguish between an effect of anodal 
stimulation of the putative left AG from an effect of cathodal stimulation of the putative right 
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AG. However, this result does allow us to exclude a model in which tDCS simply acts to 
increase neural noise, irrespective of polarity. Moreover, our experiment 1 found some 
evidence of a left-hemisphere anodal tDCS effect, while our experiment 2 found no evidence 
of any cathodal effect (though in the left hemisphere, rather than the right). Cathodal 
stimulation effects in cognitive tasks are reported to be weak (Jacobson et al., 2012b). 
Therefore, we provisionally favour an interpretation of experiment 3 based on a left parietal 
anodal effect, rather than a right-hemisphere cathodal effect. Further research would be 
required to draw a definitive conclusion. 
Our study is further limited because we did not control for cases of crossmodal binding in the 
absence of active movement. Therefore, we cannot exclude the possibility that AG 
stimulation influenced some general feature of time perception, as opposed to temporal 
processing specific to agency. However, several studies have shown stronger binding 
between voluntary actions and outcomes than between other, similarly paired, events, 
including involuntary movements and outcomes (Engbert, Wohlschläger, Thomas, & 
Haggard, 2007; Haggard et al., 2002) or pairs of sensory stimuli (Haggard, Aschersleben, 
Gehrke, & Prinz, 2002; Haggard, Martin, Taylor-Clarke, Jeannerod, & Franck, 2003). 
Moreover, other studies have investigated effects of parietal tDCS on time perception in 
general, in the absence of action: and these studies found no effect (Woods et al., 2014). 
Thus, the weight of other studies suggests that the intentional binding phenomenon reflects 
a distortion of perceptual timing that is, at least partly, specific to voluntary action. 
4.4.6. Dissociation between action binding and tone binding 
Anodal stimulation over putative left AG was a common condition in all 3 experiments. 
Accordingly, we could perform a pooled analysis of intentional binding results to compare 
this to the sham stimulations that were also included in each experiment. This analysis 
showed a highly significant reduction in tone binding with anodal stimulation of the putative 
left AG. We found no overall effect on action binding. Dissociations between action binding 
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and tone binding have been reported previously (Wolpe et al., 2013), so it is possible that left 
parietal cortex is concerned primarily with tone binding, rather than with action binding. This 
conclusion would be consistent with previous studies suggesting that the AG processes 
mismatches in action outcomes (Farrer et al., 2008). On the other hand, recent studies of 
explicit agency judgement suggest that AG also processes prospective, premotor 
information arising during action selection (Chambon et al., 2013, 2014a). 
Both online prospective and retrospective processes contribute to the intentional binding 
phenomenon (Moore and Haggard, 2008). The experimental design used here cannot 
identify the independent contribution of each process. However, binding of action towards 
outcome may rely more on prospective processes during action selection, while perceptual 
shift of outcome toward action may depend on retrospective, more inferential processes, 
triggered by reafferent signals about action outcome (Chambon, Moore, & Haggard, 2014). 
Future studies may address this issue by designing new paradigms which dissociate 
prospective and retrospective components of agency and examine the role of dLPFC and 
AG in each of these components. 
4.4.7. Conclusion and clinical implications 
Sense of agency is an important and distinctive feature of human voluntary action. We used 
a causal intervention (tDCS) and an implicit perceptual measure of sense of agency 
(intentional binding) to examine the role of different brain areas in sense of agency. Anodal 
stimulation of parietal cortex consistently reduced the binding of tones towards actions. We 
hypothesised that the angular gyrus might contribute to the sense of agency by monitoring 
the linkage of actions to outcomes, or, alternatively and equivalently, failures of such linkage. 
Anodal stimulation of this area may correspond to artificial boosting of a mismatch detection 
process.  
Sense of agency is altered following several classes of psychiatric and neurological 
disorders. In particular, patients with apraxia following lesions to the left parietal fail to 
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recognise the source of a viewed manual gesture (Sirigu, Daprati, Pradat-Diehl, Franck, & 
Jeannerod, 1999). This deficit is formally equivalent to an overestimation of agency in an 
explicit judgement task, consistent with damage to a neural centre detecting mismatches. 
The posterior form of ‘alien hand syndrome’ is also associated with contralateral parietal 
lesions (e.g., (Kloesel et al., 2010)).  Interestingly, these patients show involuntary and 
spontaneous movements of the contralateral limb, but may correctly perceive that they are 
not agents over these actions. The capacity for voluntary movement is often preserved. 
Quantitative assessment of the implicit sense of agency in parietal patients would be of 
considerable value in understanding the neural basis of sense of agency. 
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Chapter 5.  
Endogenous action selection processes in dorsolateral 
prefrontal cortex contribute to sense of agency 
 
 
 
Given the role of dorsolateral prefrontal cortex (DLPFC) in action selection, we predicted that 
DLPFC may contribute to sense of agency when participants select between multiple 
actions. Ee performed a series of experiments, manipulating a range of task parameters 
related to action selection and action outcomes, while participants were exposed to tDCS 
stimulation of the left DLPFC. We measured the temporal association between a voluntary 
action and its outcome using the intentional binding effect, as an implicit measure of sense 
of agency. Fixed-effect meta-analysis of our primary data showed a trend towards a frontal 
tDCS, together with considerable heterogeneity between our experiments. Classifying the 
experiments into subsets of studies, according to whether participants endogenously 
selected between alternative actions or not, explained 71% of this heterogeneity. Anodal 
stimulation of DLPFC increased the temporal binding of actions towards tones in the subset 
of studies involving endogenous action selection, but not in the other studies. DLPFC may 
contribute to sense of agency when participants selected between multiple actions. This 
enhanced feeling of control over voluntary actions could be related to the observed 
therapeutic effects of frontal tDCS in depression.   
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5.1. Introduction 
In previous chapter we investigated the contributions of parietal and frontal areas to sense of 
agency by combining tDCS and intentional binding. Anodal stimulation of the left AG 
reduced intentional binding, in three separate experiments. We suggested that AG may 
generate experience of agency by monitoring the linkage of actions to outcomes. However, 
the possible role of frontal cortex is less clear. In one experiment, we found that anodal 
stimulation of the dorsolateral prefrontal cortex (DLPFC) had a much weaker effect on 
intentional binding. 
DLPFC has been identified as key area in selection and monitoring of voluntary action 
(Jahanshahi et al., 1995; Rowe et al., 2010). Previous studies of intentional binding focussed 
primarily on medial frontal cortex (MFC) (Moore et al., 2010; Kühn et al., 2013). The division 
of labour between these two centres in voluntary action remains unclear, but the DLPFC 
may be related to selection (Rowe et al., 2000), while the MFC related to the ‘urge’ or 
motivation to act (Fried et al., 2011).  
Here we focussed on tDCS of the DLPFC. Given previous evidence, we predicted that 
DLPFC may contribute to sense of agency when participants select between multiple 
actions. We designed several independent experiments to test whether DLPFC tDCS would 
alter intentional binding in the context of: endogenously selected actions with different 
outcome identities (Exp.1), endogenously selected actions converging on the same outcome 
identity (Exp.2), rule-based endogenously selected actions with different outcome identities 
(Exp. 3), endogenously selected actions with different outcome values (Exp.4), exogenously-
instructed actions converging on a single outcome (Exp.5), and endogenously selected 
actions with uncertain outcomes (Exp. 6). For purposes of meta-analysis, we also included 
our previous results from chapter 4, involving endogenous initiation of a single action, 
producing a single outcome – we refer to this here as dataset 7. 
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We predicted that left DLPFC tDCS would modulate intentional binding relative to a sham 
control condition. The overall aim of the series of experiments was to identify if and how the 
DLPFC might contribute to agency, by investigating a specific experimental condition in each 
experiment. 
5.2. Material and methods 
5.2.1. Participants 
In total 100 healthy volunteers, aged 18-35 years of age, were recruited from the Institute of 
Cognitive Neuroscience subject data pool for six separate experiments. No other experiment 
was performed involving these conditions or measures. All participants were right handed, 
had normal or corrected to normal vision, had no history or family history of seizure, epilepsy 
or any neurologic or psychiatric disorder and did not have any metallic or electronic object in 
the head. Participants affirmed that they had not participated in any other brain stimulation 
experiment in the last 48 h, nor had consumed alcohol in the last 24 h. Experimental design 
and procedure were approved by the UCL research ethics committee, and followed the 
principles of the Declaration of Helsinki. 
5.2.2. Behavioural task 
The intentional binding paradigm was used as an implicit measure of sense of agency 
across our experiments (Haggard et al., 2002b). Briefly, in each experimental session 
participants looked at a clock hand rotating on a computer screen (viewing distance: 60cm). 
The initial clock position was random. Clock rotation was initiated by participants pressing 
the return key on a keyboard. Each full rotation lasted 2560 ms. Participants were instructed 
to look at the centre of the clock and to make time judgement according to the condition. 
Each condition was presented in a separate and randomised block. Brief instructions were 
displayed on the screen before each condition. In the two action conditions, participants had 
to press a key on the keyboard at a time of their own free choice. This keypress either 
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produced a tone after 250ms (operant action) or produced no sensory outcome (baseline 
action). The clock hand stopped after 1500–2500 ms (at random), and participants then 
judged the clock hand position at the time of their key press, entering their response on the 
keyboard. For the baseline tone condition, participants were instructed to look at the clock 
but not to press any key. While the clock was rotating, a pure tone (based on the 
experiment) was played over a loudspeaker, 1750–4000 ms (at random) after the onset of 
the trial. Participants were then asked to judge the clock hand position at the time of the 
tone. Finally, the operant tone condition was similar to the operant action condition, with the 
difference that participants had to judge the clock hand position at the time of the tone and 
not the keypress. All four conditions were done by all participants, except experiments 1 and 
6 which only involved action binding, and so tested only baseline action and operant action 
conditions. 
This common basic design was modified according to the specific requirements of each 
experiment (Table 5.1). 
5.2.3. tDCS procedure 
Direct current stimulation was delivered by StarStim noninvasive wireless neurostimulator 
(Neuroelectrics, Barcelona, Spain). Circular rubber electrodes (25 cm2) were covered in 
saline-soaked sponges, installed in a neoprene cap, and connected to a Neuroelectrics 
Instrument Controller (NIC v1.2). Current strength was set at 1 mA in all experiments, 
generating a current density of .04 mA/cm2 at the scalp surface. A common tDCS montage 
was used for all six experiments. For anodal stimulation of the left DLPFC, anodal electrode 
was placed on F3 (according to the 10/20 international EEG electrode placement) and 
cathodal electrode on right supraorbital area. This arrangement was reversed for the 
cathodal stimulation of left DLPFC. For sham stimulation the anode or cathode were 
randomly placed at F3.  
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For experiments 2-5, all participants underwent anode and sham stimulation in separate 
sessions. An additional session of cathodal stimulation was added to experiments 1 and 6 
(Table 5.1). The order of the sessions was randomised and counterbalanced across 
participants. To minimise any potential carry-over effect, there was at least 48hr gap 
between each stimulation session (Nitsche et al., 2008b). Stimulation in each session lasted 
25 minutes, including 30 s to ramp-up and down the stimulating current. For the sham 
condition, electrical current was only applied during the first and last 30 s of the stimulation, 
so as to induce the same cutaneous sensation as real stimulation, and thus blind the 
participants as to stimulation condition. 
During the first 5 minutes of stimulation, participants sat relaxed with eyes closed. This delay 
was designed to allow potential neuro-modulatory effects to build up (Zwissler et al., 2014). 
Next, participants began the behavioural task while stimulation continued. All participants 
finished the behavioural task within around 20 min, coincident with the end of stimulation. In 
case participants finished the task prior to the end of stimulation they were asked to remain 
seated until the end of the stimulation. In case the task outlasted the stimulation, they 
continued to perform the task without further stimulation. The task period never exceeded 
the stimulation period by more than 2 min. No adverse effect of stimulation was reported by 
the participants other than mild tingling sensation.  
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Table 5.1. Experimental designs, tDCS montage and dependent variables of Experiments 1-
6 and dataset 7. 
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5.2.4. Data analysis 
For each condition a judgement error was calculated as the difference between judged and 
actual clock time. The averaged judgement error across trials was then calculated for each 
condition. ‘Action binding’ was defined as the difference between the mean judgement error 
in the operant action and the baseline action conditions. A positive value represents 
perceptual shift of the action toward its outcome. ‘Tone binding’ was defined as the 
difference between the judgement error in operant tone and baseline tone conditions. A 
negative value of tone binding represents the perceptual shift of outcome toward its action.  
One-way repeated measure ANOVA and paired-samples t-test were used for comparisons 
within each experiment (anode and/or cathode vs. sham). 
We used two statistical methods to investigate commonality across experiments. First, we 
performed meta-analyses using both fixed effects and random effects models (Borenstein et 
al., 2011). The analysis followed the steps described by Lipsey & Wilson (Lipsey and Wilson, 
2001), and made use of freely-available software for plotting (Gordon and Lumley, 2015). 
Effect sizes were calculated using Cohen’s dav, with Hedges’ correction for sample size 
biases (Hedges’s gav) (Lakens, 2013). This measure is recommended for within-subjects 
designs, because of its ready compatibility with other more familiar between-subject effect 
size measures, and because alternative effect size measures such as grm can be 
overconservative when observations are highly correlated across conditions (Lakens, 2013). 
To investigate the heterogeneity between our experiments we both calculated the Cochran’s 
Q test statistic, and we also quantified degree of inconsistency using the established I2 
measure (Higgins et al., 2003).  
Finally, we also pooled data across experiments, and used a mixed design ANOVA with the 
within subject factor of stimulation and the between subject fixed-effect factor of experiment.   
 
134 
 
5.3. Results 
5.3.1. Experiment 1: endogenously selected actions with different outcome identities 
18 participants, 18-32 years of age (mean 23, 10 females) were recruited (data from two 
were unavailable due to technical errors). They performed the ‘intentional binding’ task with 
the following modifications: participants freely chose an action between a pair of action 
alternatives (left or right arrow). Left keypress produced a low pitched beep (1000Hz, 
100ms) and right keypress produced a high pitched beep (2000Hz, 100ms) after 250ms. 
Participants then made a judgement about the time of their keypress (action binding). To 
ensure attention to tones, beeps were sometimes associated with frequency modulation. 
Participants were asked at the end of each block to rank the order of the beeps according to 
how often they heard them. All participants were exposed to anode, cathode and sham 
stimulation of left DLPFC in different sessions. 
One-way repeated measure ANOVA with the factor of stimulation type showed that action 
binding was not significantly modulated by the stimulation (F(2,30) = 3.12, p = 0.06, η2 = 
0.17). 
5.3.2. Experiment 2: endogenously selected actions with the same outcome identity 
16 participants, 18-28 years of age (mean 20, 8 females) were recruited. They were 
instructed to freely choose between two action alternatives (left or right arrow). Either 
keypress produced the same outcome (1000Hz, 100ms tone after 250ms). Participants 
judged the time of their keypress (action binding) or the beep (tone binding) in separate 
blocks. All participants were exposed to anode and sham stimulation of left DLPFC in 
different sessions. 
Paired-samples t-test showed a significant increase in action binding after anodal stimulation 
of the left DLPFC compared to sham (t(15) = 2.55, p = 0.02, gav = 0.81). No significant effect 
of stimulation was observed on tone binding (t(15) = -0.61, p = 0.55, gav = -0.06). 
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5.3.3. Experiment 3: rule-based endogenously selected actions with different outcome 
identities 
16 participants, 18-30 years of age (mean 22, 10 females) were recruited. They had to 
remember the spatial location of letters ‘A’ and ‘B’, which were presented on the screen at 
the start of each trial. Then the computer presented vocal instructions ‘A’ or ‘B’ at a random 
time after the clock started. Participants thus maintained an auditory-motor mapping in 
working memory, and used it to select the left or right response, and execute this when they 
wished to (e.g., if letter ‘A’ was on the left and ‘B’ on the right side, it means respond left if 
you hear ‘A’ and right if you hear ‘B’) (Rowe et al., 2000). Actions were followed 250 ms by a 
beep (2000Hz, 100 ms) for correct responses and a buzz (500Hz, 100 ms) for incorrect. 
Participants were instructed to report the time of their keypress or tone in different blocks. 
The mapping changed randomly from trial to trial. All participants were exposed to anode 
and sham stimulation of left DLPFC in different sessions. 
There was a significant increase in action binding after anodal stimulation of the left DLPFC 
compared to sham (t(15) = 2.21, p = 0.04, gav = 0.95). No significant effect of stimulation was 
observed on tone binding (t(15) = -0.35, p = 0.73, gav = -0.09). 
5.3.4. Experiment 4: endogenously selected actions with different outcome values 
16 participants, 18-26 years of age (mean 20, 9 females) were recruited. They freely chose 
to press either the left or right arrow keys. One key caused a beep (1000Hz, 100 ms) with 
probability of 0.7 and the other key with probability of 0.3 after 250 ms. On the remaining 
trials, a buzz (500Hz, 100 ms) was played instead of the beep. The probability mapping of 
keys to tones reversed after a run of 9-11 trials (randomised). Beeps were associated with 
monetary reward (£0.10). Buzzes were not rewarded. Participants judged the time of their 
keypress or the tone in separate blocks. All participants were exposed to anode and sham 
stimulation of left DLPFC in different sessions.  
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We found no significant effect of stimulation on action (t(15) = 1.11, p = 0.28, gav = 0.19) or 
tone binding (t(15) = 0.38, p = 0.71, gav = 0.04). 
5.3.5. Experiment 5: exogenously selected actions with the same outcome 
16 participants, 18-27 years of age (mean 23, 10 females) were recruited. They were 
explicitly instructed to press the left or right arrow keys (randomised) at the beginning of 
each trial at a time of their own free choice. Both actions resulted in a 1000 Hz, 100 ms tone 
after 250 ms. There was no ‘correct’ action, nor financial reward for making one action rather 
than the other. Participants judged the time of their keypress or the tone in separate blocks. 
All participants were exposed to anode and sham stimulation of left DLPFC in different 
sessions. 
We found no significant effect of stimulation on action (t(15) = 0.48, p = 0.63, gav = 0.16) or 
tone binding (t(15) = 0.55, p = 0.59, gav = 0.15). 
5.3.6. Experiment 6: endogenously selected actions with uncertain outcomes 
18 participants, 18-26 years of age (mean 21, 12 females) were recruited. They freely chose 
between left or right arrow keypresses. Each keypress produced a beep (1000Hz, 100 ms) 
after 250 ms with a probability of 0.7. No tone occurred on the remaining trials. Participants 
then made judgements about the time of their keypress. All participants were exposed to 
anode, cathode and sham stimulation of left DLPFC in separate sessions. 
One-way repeated measure ANOVA with the factor of stimulation type showed no significant 
effect of stimulation on action binding (F(2,34) = 0.08, p = 0.92, η2 = 0.01 ). 
5.3.7. Dataset 7: fixed responding with no action alternative and fixed outcome 
We previously showed that anodal stimulation of left DLPFC in a task involving no action 
selection affected intentional binding compared to sham (chapter 4). Our original analysis 
used linear discriminants to identify the combination of action and tone binding that 
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maximally distinguished these two conditions (mean(se) anode action binding = 25(10) ms, 
mean(se) sham action binding = 52(21) ms, t(15) = -1.26, p = 0.22, gav = -0.42; mean(se) 
anode tone binding = -56(21) ms, mean(se) sham tone binding = -99(25) ms, t(15) = 2.07, p 
= 0.06, gav = 0.45). 
5.3.8. Meta-analysis: 
The overall picture emerging from individual experiments is complex, with some experiments 
producing a significant result, and others not. The individual results are summarised in Table 
5.2. The experiments were not direct replications, since the behavioural paradigms and 
stimulation conditions included varied between experiments. However, anodal and sham 
stimulation of the left DLPFC were common conditions, and action binding was a common 
dependent variable, in all seven experiments. We did not perform any other experiments 
involving these conditions and measures. Therefore, we had a large dataset, free from 
publication bias, in which we could investigate the following series of research questions: 
1. Is there an overall effect of DLPFC tDCS on action binding?  
2. Is there heterogeneity between our experiments that cannot be explained by chance 
alone?  
3. If there is heterogeneity, is there a plausible classification of the experiments into subsets 
of studies that can explain the heterogeneity? 
4. Is there a significant effect of frontal tDCS within each such subset? 
Meta-analysis of laboratory interventions are rare (Horvath et al., 2014, 2015a), and have 
received less statistical attention than clinical trials – a point to which we will return in the 
discussion.  
Two methodological points about our meta-analysis require specific mention. First, we 
performed both fixed-effects and random-effects analyses. Whether fixed or random-effects 
analyses are more appropriate remains controversial, and has not been systematically 
explored for laboratory experiments, particularly for cases where heterogeneity between 
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subsets of studies may be present (Hedges and Vevea, 1998; Horvath et al., 2015a). We 
return to this point in discussion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5.2. Experimental results of Experiments 1-6 and dataset 7. 
 
Second, meta-analyses are much more common for between-subject designs than for 
within-subject designs, reflecting the traditional association between meta-analysis and 
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clinical trials. The effect size for a within-subject design can be calculated from the difference 
scores between the two conditions of interest, whereas the effect size for between-subject 
designs is based on estimates of variability in each of the two conditions. Meta-analyses of 
within-subject studies often report effect sizes based on between-subject effect sizes 
(Lakens, 2013; Horvath et al., 2015a), for comparability with other meta-analyses, and 
because information about variability of difference scores is rarely given explicitly in 
published reports of within-subjects designs. If the variability in each condition of a within-
subjects design is largely due to factors common to all conditions, such as individual 
differences in personality, task performance etc., then the variability of difference scores may 
be substantially lower than the pooled variance of each experimental condition. In that case, 
using a between-subject method of calculating error variance would underestimate the true 
within-subject effect size. We have used a measure of effect size that has been 
recommended for within-subjects designs, and uses the average standard deviation of both 
conditions (Lakens, 2013). 
The results of the meta-analysis are summarised in table 5.3. Regarding our first question of 
overall effect size, we found a near-significant overall effect of frontal tDCS when using fixed 
effects, but not random effects analysis. Thus, we found a trend for frontal tDCS to influence 
our measure of sense of agency. 
Regarding our second research question of heterogeneity, we used the established I2 
measure to estimate the variability among effect sizes that could not be explained by 
chance. This amounted to 44% (moderate heterogeneity (Higgins et al., 2003)) under the 
fixed effects model. Because we purposely designed the experiments with different 
behavioural paradigms, some heterogeneity is expected a priori. Nevertheless, we also 
applied the conventional Cochrane’s Q test, and confirmed presence of heterogeneity under 
the fixed effects model, but not the random effects model. Note that we used the 
recommended significance level of 0.1 for the Q test, rather than the conventional 0.05, 
given the acknowledgedly conservative nature of the test (Higgins and Green, n.d.). 
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Where heterogeneity exists, the Q test can also be used to identify potential subsets of 
studies that have a common pattern of results, since heterogeneity should be high between 
subsets, but low within. Based on previous literature (Rowe et al., 2000), we hypothesised 
that DLPFC stimulation might influence action binding differently when participants 
themselves select between alternative actions (experiments 1, 2, 3, 4, 6), compared to when 
they did not (experiment 5, dataset 7). This subsetting of studies explained a high (71%) 
proportion of the variability between experiments, and revealed a significant difference 
between experiments with and without endogenous action selection (Table 5.3 & Fig. 5.1). 
Importantly, within the action selection subset, we found a highly significant effect of 
stimulation (mean (se) gav = 0.41(0.16), z-test = 2.56, p = 0.01, 95% CI = [0.10 0.72]) with 
low and non-significant heterogeneity (I2Subset= 31%, QSubsetTotal (4) = 5.79, p > 0.1). In the 
subset of experiments lacking action selection, we found no effect of stimulation (mean (se) 
gav = -0.14(0.25), z-test = -0.57, p = 0.57, 95% CI = [-0.63 0.35]). 
 
Table 5.3. Meta-analysis of the experimental results, presented separately for fixed and 
random effect models. Significant results are presented in bold. 
 
Research Question Analysis Model Effect size/ 
Test statistic 
 
 
Is there an overall effect of 
stimulation? 
 
Fixed effects 
mean (se) gav = 0.25 (0.13) 
z-test = 1.84, p = 0.06 
95% CI = [-0.02  0.51] 
 
Random effects 
mean (se) gav = 0.26 (0.18) 
z-test = 1.45, p = 0.15 
95% CI = [-0.09  0.61] 
 
 
Is there heterogeneity among 
experiments? 
 
Fixed effects 
 
I2 = 44% (moderate heterogeneity) 
QTotal (6) = 10.66, p < 0.1  
 
Random effects 
 
I2= 1% (negligible heterogeneity) 
QTotal (6) = 6.05, p > 0.1  
 
 
Is there a convincing subset of 
studies where an effect is present? 
Grouping based on action selection 
 
Fixed effects 
 
I2Between= 71% (high heterogeneity) 
QBetween (1) = 3.47, p < 0.1 
 
Random effects 
 
I2Between = 50% (moderate 
heterogeneity) 
QBetween (1) = 2.00, p > 0.1  
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Figure 5.1. Forest plot comparing subsets of studies with and without endogenous action 
selection. 
 
Unusually for a meta-analysis, we had ready access to the original data, not just effect sizes. 
We therefore also conducted a mixed effects ANOVA across the 114 participants, using a 
within-subject factor of the stimulation (anode vs. sham) and a between-subject factor of 
experiment (7 levels, Exp1-6 + dataset 7), with experiment as a fixed effect. We found no 
significant main effect of experiment (F(6,107) = 0.88, p = 0.51, η2 = 0.05), but a significant 
overall increase in action binding with stimulation (F(1,107) = 5.13, p = 0.03, η2 = 0.05), and 
a significant interaction between the stimulation and experiment (F(6,107) = 3.09, p < 0.01, 
η2 = 0.15) (Fig.5.2). 
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We conducted a further ANOVA, collecting the experiments into the subsets of studies 
identified by meta-analysis. This showed no significant main effect of stimulation (F(1,112) = 
1.06, p = 0.30, η2 = 0.01) nor of subsets (F(1,112) = 0.48, p = 0.50, η2 < 0.01), but a 
significant interaction between the stimulation and the subsets (F(1,112) = 4.10, p = 0.04, η2 
= 0.04). Anodal stimulation increased action binding within the endogenous action-selection 
subset of studies (t(81) = 2.93, p < 0.01, gav = 0.47), but not in the other subset (t(31) = -
0.56, p = 0.58, gav = -0.13). 
 
 
 
 
 
 
 
Figure 5.2. The effect of anodal stimulation of the left DLPFC on action binding in each of 
seven studies. Error bars show standard error of the mean. *p < .05. 
 
5.4. Discussion 
5.4.1. Effect of anodal stimulation of DLPFC on action binding: a meta-analytic approach 
DLPFC is routinely activated in studies of human voluntary action (Jahanshahi et al., 1995), 
particularly when a strong action selection component is present (Rowe et al., 2000). 
Moreover, a recent study involving explicit agency judgement found that when action 
selection was facilitated by compatible primes, the DLPFC influenced sense of agency over 
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outcomes, through its connectivity with angular gyrus (Chambon et al., 2013). Our previous 
neurostimulation experiment found some evidence in support of the involvement of lateral 
frontal areas in sense of agency (Chapter 4; Khalighinejad and Haggard, 2015). However, 
that task lacked any action selection component. To further explore the contribution of 
DLPFC to sense of agency, we performed a series of tDCS experiments, altering task 
parameters related to action selection and action outcome, and measuring the temporal 
association between a voluntary action and its outcome, as an implicit measure of sense of 
agency. 
In a series of experiments, participants were asked to endogenously select an action from 
two action alternatives. Actions were then followed by a sensory outcome (tone) of different 
identities (Exp. 1, 3), same identity (Exp. 2), different outcome values (Exp. 4), or uncertain 
outcomes (Exp. 6). In other experiments, participants were explicitly told which action to 
choose (Exp. 5) or had no alternatives (dataset 7). Primary analysis of individual 
experiments showed that anodal stimulation of the left DLPFC sometimes increased action 
binding but sometimes did not. We then used meta-analysis to investigate the results across 
the several experiments. 
Fixed effects meta-analysis confirmed moderate heterogeneity among studies. Classifying 
studies into subsets, according to presence or absence of endogenous action selection, 
explained 71% of the variability across the experiments. Within the subset of experiments 
involving action selection, anodal tDCS significantly increased action binding compared to 
sham. We conclude that anodal stimulation may have a modest (mean gav = 0.41) facilitatory 
effect on a component of intentional binding related to selection between alternative 
voluntary actions. Thus, our meta-analysis suggests a causal role of frontal action selection 
signals in prospective sense of agency. A similar suggestion was made previously in the 
context of a neuroimaging study using explicit agency judgements (Chambon et al., 2013). 
Our result provides the first evidence using neurostimulation, and implicit measures. 
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5.4.2. DLPFC, action selection, and sense of agency 
Few causal studies have investigated the neural correlates of agency, and those focussed 
primarily on medial frontal cortex. Direct stimulation of medial frontal cortex in neurosurgical 
patients can induce an experience of volition (“urge to move”) (Fried et al., 1991). In 
contrast, stimulation of lateral frontal cortex produced movements without any subjective 
experience of urge (Desmurget et al., 2009), though the stimulation sites were largely 
posterior to DLPFC.  
Three studies have reported neurostimulation effects on sense of agency over outcomes. 
One study combined a choice reaction-task with single pulse TMS stimulation of the inferior 
parietal cortex (IPC), or the DLPFC, or sham stimulation (Chambon et al., 2014a). 
Participants made explicit judgements of control over action outcomes. There was no main 
effect of TMS on judgements of control, but stimulation of IPC at the time of action selection 
reduced the influence on judgements of compatible vs. incompatible subliminal primes 
preceding the instructional cue. The absence of any significant effect of DLPFC TMS may 
seem inconsistent with the present results. However, in that task, the action selection was 
direct and exogenous. In contrast, in our experiments, action selection always involved some 
endogenous element, such as learning to identify a ‘correct’ response, or an indirect cue-
action mapping requiring a working memory component. Two other studies focussed on 
medial frontal areas. A cTBS virtual lesion study of pre-supplementary motor area (pre-SMA) 
was shown to reduce effect binding, but not action binding, in a task where participants could 
make only a single action, but chose the time at which to do so (Moore et al., 2010). Finally, 
a recent tDCS experiment (Cavazzana et al., 2015) combined intentional binding with 
stimulation of pre-SMA. Those authors found reduced action binding, but not effect binding, 
again in a task that lacked action selection. 
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5.4.3. Limitations 
We always placed the return (cathode) electrode on the right supraorbital area. Although this 
montage is common in tDCS studies of prefrontal areas (Tremblay et al., 2014), it involves a 
high current density close to the right frontopolar area. Hence, we cannot completely rule out 
effects of right cathodal frontopolar stimulation. However, we think this alternative 
interpretation is unlikely for a number of reasons. First, a recent review found that cathodal 
stimulation has only weak effects on cognitive (as opposed to motor) measures (Jacobson et 
al., 2012b). Second, in previous experiments focussing on the parietal contribution to sense 
of agency, we found strong effects of parietal anodal stimulation, both with cathode placed 
over the right supraorbital area, or placed elsewhere (Chapter 4; Khalighinejad and Haggard, 
2015). Third, an overview of studies of anodal left DLPFC studies shows effects both with 
supraorbital and other cathodal locations, including left mastoid (Zaehle et al., 2011) and Cz 
(Meiron and Lavidor, 2013). Thus, while we cannot strictly rule out a right frontopolar 
cathodal effect, we favour an interpretation based on a left DLPFC anodal effect. 
Meta-analytic methods originated in the context of clinical trials, and do not transfer 
straightforwardly to experimental settings. In the ‘ideal’ clinical trial case, meta-analysis 
would include several large studies all using a common intervention, on comparable 
populations, and with a single outcome measure. In contrast, the neurostimulation literature 
typically provides many low-powered studies. Variations in equipment, electrode placement, 
and experimenter technique may influence effect size (Nitsche et al., 2015). Finally, the 
neurostimulation literature is probably strongly affected by publication bias. 
Fixed effects models assume that all studies share a common true effect size, while random 
effects models assume that the true effect sizes may vary across studies (Borenstein et al., 
2011). Previous meta-analyses of cognitive tDCS effects argued in favour of fixed-effects 
models (Horvath et al., 2015b), on the grounds that the intervention was a uniform and 
precisely-quantified intervention. In contrast, random-effects meta-analyses are often used in 
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systematic reviews of clinical trials to address likely but uncontrolled variation across trials, 
including factors such as differences in protocol, trial setting, etc. In our case, we varied the 
details of the cognitive task, and therefore might expect our intervention to have varying 
effects. However, our experimental designs followed the classic logic of cognitive 
neuropsychology, in which a task involves a particular combination of cognitive processes, 
each implemented by a specific functional circuit within the brain, which is targeted by tDCS. 
Finally, combining a fixed-effects model with heterogeneity analysis may seem paradoxical, 
since the former assumes a common effect, while the latter looks for variability. However, 
since the meta-analysis aims to identifying possible subsets of studies, the assumption of a 
single true effect size would be warranted within each subset. Here, we identified a subset of 
agency tasks involving endogenous selection between alternatives, for which DLPFC 
stimulation increased sense of agency. This result fits well with the neurocognitive theory of 
localisation of function (Shallice, 1988), and are consistent with the role for DLPFC in both 
action selection (Rowe et al., 2000) and prospective agency (Chambon et al., 2013). Other 
meta-analytic approaches have also been proposed to address such research questions. In 
particular, clinical trial and policy meta-analyses often favour random-effects meta-
regression, using covariates to identify heterogeneity and possible subsets. However, these 
methods are not recommended when fewer than ten studies are available (Higgins and 
Green, n.d.). 
The effect of anodal stimulation on action binding was not observed in every experiment, 
even within the subset of studies involving endogenous action selection. In the fixed-effects 
statistical model, the measured effects combine both the “true” effect, and measurement 
error. Measurement error may thus explain why not all individual studies showed the 
significant effect found in the subset of action selection studies. Indeed, estimating the true 
effect size, independent of measurement error, is one explicit aim of meta-analysis. Further, 
our studies differed in other aspects, such as outcome identity and value, in addition to the 
common feature of endogenous action selection. We cannot exclude the possibility that left 
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anodal DLPFC stimulation might also have some influence on other cognitive processes 
involved in some of the experiments – and this could partly explain the varied effect of 
stimulation on action selection subset of studies. In this vein, we also applied similar meta-
analytic analyses of heterogeneity to investigate whether stimulation effects depended on 
the nature of action outcomes in our data. These analyses did not reveal any significant 
pattern in the results. However, small additional effects, related to cognitive processes other 
than action selection, might still be present in some individual experiments. 
5.4.4. Conclusions 
We performed a series of experiments to test whether we can interfere with sense of agency 
in the context of action selection, by combining frontal tDCS, with an implicit measure of 
sense of agency based on mental chronometry. Anodal stimulation of DLPFC increased 
binding of actions towards outcomes, but only in tasks where participants endogenously 
selected between alternative actions. One previous behavioural study noted a relation 
between action selection and intentional binding (Barlas and Obhi, 2013), but the underlying 
neural basis remained unclear. Our result has important implications for the sense of 
agency. In particular, it seems incompatible with a strongly reconstructionist view that people 
infer agency from the mere conjunction of action execution and sensory outcomes (Wegner, 
2003b). Rather, neural processes in DLPFC of selecting which action to make, which 
necessarily precede action initiation, make a prospective contribution to sense of agency. A 
recent meta-analysis on the efficacy of tDCS in the treatment of depression indicated that 
anodal stimulation of left DLPFC was superior to sham tDCS (Meron et al., n.d.). Depression 
and sense of agency may be related.  We speculate that clinical benefits in depression could 
be related to increased feeling that one’s decisions and actions can make a difference - an 
enhanced sense of agency. Finally, we note that the size of our effect is modest, and that no 
established statistical analysis plan exists for meta-analysing laboratory intervention studies. 
Our approach was based on fixed effect meta-analysis, and used heterogeneity analysis to 
identify subsets of studies, as a means of identifying the specific cognitive processes in 
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DLPFC that contribute to sense of agency. We hope that this article will trigger future 
methodological developments in using meta-analysis of neurostimulation data to localise 
cognitive functions in the human brain. 
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Chapter 6  
Associative mechanisms underlying experiences of 
voluntary and involuntary actions 
 
 
It remains unclear whether sense of agency is hardwired, arising from specific signals within 
the brain’s motor systems, or rather depends on associative learning, through repeated co-
occurrence of voluntary movements and their outcomes. To distinguish these two models, 
we asked participants to trigger a tone by a voluntary keypress action. The voluntary action 
was always associated with an involuntary movement of the other hand. We then tested 
whether the combination of the involuntary movement and tone alone might now suffice to 
produce a sense of agency, even when the voluntary action was omitted. Sense of agency 
was measured using an implicit marker based on time perception, namely a shift in the 
perceived time of the outcome towards the action that caused it. Across two experiments, 
repeatedly pairing an involuntary movement with a voluntary action induced key temporal 
features of agency, with the outcome now perceived as shifted towards the involuntary 
movement. This shift required involuntary movements to have been previously associated 
with voluntary actions. We show that some key aspects of agency may be transferred from 
voluntary actions to involuntary movements. An internal volitional signal is required for the 
primary acquisition of agency, but, with repeated association, the involuntary movement in 
itself comes to produce some key temporal features of agency over the subsequent 
outcome. This finding may explain how humans can develop an enduring sense of agency in 
non-natural cases like brain-machine interfaces. 
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6.1. Introduction  
In a series of brilliant experiments, Roger Sperry switched the nerves for flexion of the rat 
hind leg with the nerves for extension. After that, whenever the bottom of the foot was 
injured, the rat extended the foot instead of flexing it. Rats never learned to lift up the paw, 
and  “no adaptive functioning of the nervous system took place” (Sperry, 1940). When the 
optic nerves of salamanders were cut, and the eyeball rotated 180 degrees, salamanders 
saw upside down for the rest of their lives (Sperry, 1943). These experiments suggested that 
key sensorimotor brain circuits are largely hardwired, and impervious to modification by 
experience. 
Some recent results have linked the sense of agency to specific preparatory volitional 
signals in frontal (Fried et al., 2011) and/or parietal (Desmurget et al., 2009) areas, which 
then trigger voluntary motor commands passing through the “final common path” 
(Sherrington, 1906) of the primary motor cortex. Importantly, these ‘volitional signals’ were 
generated well before the occurrence of both action and outcome, and were strongly 
correlated with the subjective intention to move. Such theories suggest a hard-wired, Sperry-
esque account of human volition.  
In contrast, associative theories of agency deny the special status of internal volitional 
signals, and focus instead on co-occurrence of actions and outcomes. For example, in 
ideomotor theories, repeated association of actions and outcomes means that, over time, 
actions come to be represented primarily in terms of their anticipated outcomes or goal-
states. By the same association, activation of the neural code for the goal event is then able 
to generate the voluntary action (Prinz, 1997). Stronger versions of this view suggest that 
people merely infer their own agency based on observing the combination of action and 
outcome. There is no direct mental access to the internal processes that cause our actions, 
and the experiences of will and agency are mere inferences, or even illusions (Wegner, 
2003a). 
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Current computational models of motor control, such as the comparator model (Frith et al., 
2000; Blakemore et al., 2002) have also been used to explain sense of agency. During 
action execution, efferent signals from motor areas are compared to predictions about the 
sensory consequences of the actions, such as feedback from a moving limb, or from some 
other external outcome of the action. These, contain elements of both the hard-wired and the 
associative frameworks. On the one hand, the sense of agency could depend necessarily on 
hard-wired efferent motor signal.  On the other hand, the predictions generated by this signal 
must be based on learning an internal model from previous associations between efferent 
signals and their sensory consequences, consistent with the associative framework. It 
remains unclear to what extent human sense of agency is based on such hardwired signals 
or on learned associations. 
These models make different predictions about the possibility of transferring agency from a 
voluntary action to another, co-occurring event. Mental properties commonly transfer from 
representation of one event to representations of another, notably in classical conditioning 
(Pavlov (1927), 2010), but it remains unclear whether this occurs also for sense of agency. 
We asked participants to trigger a tone by making a voluntary keypress action with one 
hand. The voluntary action was always associated with an involuntary movement of the 
other hand. We then tested whether the combination of involuntary movement and tone 
alone might suffice to produce a sense of agency over the tone, even when no voluntary 
action was now present. Theories based on hard-wired efferent signals predict no sense of 
agency in this condition, since the putative internal volitional signal for one’s own voluntary 
actions is, by definition, absent for involuntary movements. In contrast, associative learning 
theories predict that repeated co-occurrence of a voluntary and an involuntary movement 
could produce associative transfer, so that involuntary movements could, by association, 
come to acquire the same sense of agency that characterises voluntary movements. 
We therefore designed two between-subject experiments. 36 participants were recruited for 
the first experiment and were randomly assigned to the experimental and control groups 
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(Fig. 6.1). In the experimental group, self-paced voluntary keypress actions of the right hand 
triggered an immediate and physically-similar involuntary keypress movement of the left 
hand, imposed by a robotic arm (Phantom Premium, 3D Systems, South Carolina, USA). 
These movements were followed by a tone 250 ms later, in the operant condition. 
Participants could thus learn to associate voluntary action, involuntary movement, and tone. 
Such “learning” trials alternated with “test” trials containing only involuntary movements 
followed by tones, and no voluntary action. Sense of agency over the tone was measured 
using an implicit marker based on time perception. Participants judged the time of the tone 
using a rotating clock display. A shift in the perceived time of the tone towards the preceding 
action, is an established implicit marker of agency. This shift is compared to a baseline 
condition containing only a tone, but no action. Importantly, involuntary movements are not 
sufficient to cause perceptual shifts of the tone, and a volitional signal appears necessary 
(Haggard et al., 2002b; Cravo et al., 2009; Moore and Obhi, 2012). A further control group of 
participants also judged the time of the tone following an involuntary movement, but had 
never experienced any association between involuntary and voluntary movement. 
Kinematics of both hands’ movements were monitored online using accelerometers. 
Experiment 2 used the same design, but triggered involuntary movements by non-invasive 
brain stimulation. 36 participants were recruited and were randomly assigned to 
experimental and control groups. Self-paced voluntary actions of one hand were now paired 
with involuntary twitches of the other hand, caused by transcranial magnetic stimulation 
(TMS) over primary motor cortex. These learning trials again alternated with test trials 
containing only involuntary TMS-evoked twitches followed by tones. Motor evoked potentials 
(MEPs) were recorded from the first dorsal interosseous of the left hand. The control group 
also judged the time of the tone following an involuntary twitch, but they had never 
experienced any association between the twitch and any voluntary actions. 
If sense of agency depends on a hard-wired efferent signal from the voluntary motor system, 
no amount of associative learning should be able to induce key temporal features of 
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experience of agency for involuntary movements followed by tones, because the necessary 
volitional signal is absent in this case. Conversely, if sense of agency is based on 
associative learning, and if such associations can transfer from volitional signals to other 
events, the repeated association between voluntary action and involuntary movement should 
suffice to support some key temporal features of experience of agency over a tone triggered 
by involuntary movement. 
6.2. Materials and Methods 
6.2.1. Participants 
In total 72 healthy volunteers, aged 18-35 years of age, were recruited from the Institute of 
Cognitive Neuroscience subject data pool for separate experiments. All participants were 
right handed, had normal or corrected to normal vision, had no history or family history of 
seizure, epilepsy or any neurologic or psychiatric disorder and did not have any metallic or 
electronic object in the head. Participants affirmed that they had not participated in any brain 
stimulation experiment in the last 48 h, nor had consumed alcohol in the last 24 h. 
Participants were paid an institution-approved amount for participating in each session of the 
experiment. 
6.2.2. Intentional binding 
We used intentional binding paradigm as an implicit measure of agency. The task was based 
on previous studies (12), and was programmed in LabVIEW 2012 (Austin, Texas). 
Participants viewed a clock hand rotating on a computer screen which was located 60cm in 
front of the participants in a quiet room. The initial clock position was random. Clock rotation 
was initiated by participants pressing the return key on a keyboard. Each full rotation lasted 
2560 ms. Participants were instructed to look at the centre of the clock. Depending on the 
trial, they made voluntary keypress by pressing the enter key with their right index finger or 
made involuntary keypress by pressing the left control key with their left index finger 
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(Experiment 1). Participants chose for themselves when to make the voluntary actions. After 
each key press, the clock hand stopped at a random location, participants made a time 
judgement according to condition (see later). Each experimental session consisted of two 
conditions, presented in separate blocks. At the beginning of each block, brief instructions 
for the relevant condition were displayed on the screen. In the baseline condition, 
participants were instructed to look at the clock but not to press any key. While the clock was 
rotating, a pure tone (1000 Hz, 100 ms duration) was played over the headphones (or a 
loudspeaker in the TMS experiment), 1750-4000 ms (at random) after the onset of the trial. 
Participants were then asked to judge the clock hand position at the time of the tone. In the 
operant condition, participants pressed the key at a time of their own choosing, or made an 
involuntary movement (depending on the trial). Each keypress (or movement) produced a 
tone after 250 ms. Participants had to judge the clock hand position at the time of the tone. 
Baseline condition was tested in two separate blocks of 15 trials, at the beginning and end of 
the experiment. Operant condition was tested in a single block of 90 trials between the two 
baseline blocks. 
6.2.3. Haptic device 
For Experiment 1, Phantom Premium 1.5 haptic device (3D Systems, South Carolina, USA) 
was used to induce involuntary movements in participants’ left index finger. This high-
precision device has 3 degrees of freedom and provides a range of motion approximating 
hand movement pivoting at the elbow. Distal phalanx of the participant’s’ left index finger 
was attached to the distal end of the device. Matlab 2014 (MathWorks, USA) was used to 
communicate with the device. The following specifications were used to induce a natural-
looking passive keypress in the finger: Force direction = X:0/ Y:-1/ Z:0, force amplitude = 0.7 
N, duration of downward movement = 200 ms (30 ms to taper), duration of upward 
movement = 200 ms (30 ms to taper). To block out the noise of the device at the time of 
force induction, the main body was shielded in a soundproof box and only the arm was left 
out through a small hole. To control for the similarity of the movements across the fingers, 
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two accelerometers were mounted on the left and right index fingers of the participants. The 
kinematics of the movement were monitored by the experimenter. We measured the exact 
time interval between the beginning of the voluntary action and involuntary movement in the 
learning trials by using data from accelerometers placed on the index fingers of the left and 
right hand. Analysis of 10 trials selected at random showed that it took 34 ms (± 4 ms sd) 
between the software command being sent to the robot and the left finger actually moving, 
due to the mechanical delays in the robot. Importantly, these delays are present in both 
learning and test trials, and in both the experimental and the control groups. The only 
difference between trial types is the use of a voluntary keypress to initiate the software 
command to the robot in the voluntary trials of the experimental group - the delay between 
the depression of the key and the initiation of the software command was 2 ms, and was 
consistent across 10 trials selected for analysis. 
6.2.4. TMS and MEP measurement 
For Experiment 2, transcranial magnetic stimulation was delivered with a Magstim 200 
stimulator (Whitland, UK). The optimal location for producing twitches (Motor evoked 
potentials (MEPs)) in the left first dorsal interosseous (1DI) was located by systematically 
exploring a 1-cm grid over the hand area of the right motor cortex. The motor threshold was 
calculated for each subject by reducing stimulator output in 5% steps to find the lowest level 
at which 3 MEPs exceeding 50  V peak amplitude were obtained from 5 successive 
stimulations of the relaxed 1DI. Thresholds ranged from 35% to 60% of stimulator output 
(mean 45%). TMS output in the experiment was set at 120% of relaxed threshold. EMG was 
measured from the 1DI of the left and right hand with bipolar recording from surface Ag/AgCl 
electrodes. These data were amplified and digitized at 2 kHz (CED 1902, Cambridge, UK). 
6.2.5. Experiment procedure 
Upon arriving, participants were asked to read the information sheet and fill in the consent 
form. In Experiment 1, participants’ left index finger was attached to the distal end of the 
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robotic arm and was placed on the left control key. The right index finger was placed on the 
enter key. The intentional binding task was explained for the participants and they were 
familiarised with the robotic arm-induced passive movements. Two accelerometers were 
mounted on the left and right index fingers and participants were asked to wear headphones 
(Sennheiser, Germany). The experiment started with the baseline block (15 trials). In this 
block, participants were instructed to look at a rotating clock but not to press any key. In 
each trial, a tone was played and participants judged the clock hand position at the time of 
the tone. This block was followed by the operant block, where the tone was always caused 
by participants’ keypress at a time of their own free choice, 250 ms later. Like the previous 
block, participants were asked to judge the clock hand position at the time of the tone. In the 
experimental group, in the first 30 trials of the operant block, voluntary keypresses of the 
right hand were paired with the involuntary keypresses of the left hand. These learning trials 
were followed by 30 test trials, where a command appeared on the screen and instructed 
participants not to make any voluntary keypress with their right hand. Meanwhile, at a 
random time, participants made a passive keypress with their left hand. As in previous trials, 
they made judgements about the time of the tone which followed their keypress. These test 
trials were interleaved with another 30 learning trials. Therefore, each operant block 
consisted of 60 learning trials and 30 test trials. In the control group, participants never made 
any voluntary action, therefore, their learning trials only consisted of passive keypress with 
the left hand. In both groups, the experiment finished by performing another baseline block. 
Experiment 2 followed the same principles as in experiment 1 with the following differences: 
Participants were asked to place their left hand on the desk next to the keyboard. Robotic 
arm-induced movements of the left index finger were replaced with TMS-induced twitches. 
The TMS coil was optimally positioned in each subject to produce involuntary movement of 
left index finger, minimising contraction of more proximal muscles and muscles activating 
other joints. The headphones were replaced with loud speakers. Accelerometers were 
replaced with surface electrodes for electromyography (EMG). As in the previous 
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experiment, participants made judgements about the time of the beep in three separate 
blocks. 
Judgement error was calculated by measuring the difference between the judged clock time 
and the actual time. The averaged judgement error across the trials was then calculated for 
each block. ‘Tone binding’ was defined as the difference between the judgement error in the 
operant and the baseline condition. The negative value of tone binding represents the 
perceptual shift of outcome toward its action. Tone binding data from the test trials only were 
used for analysis. 
Experimental design and procedure were approved by the UCL research ethics committee, 
and followed the principles of the Declaration of Helsinki. Transcranial magnetic stimulation 
followed established safety procedures (Rossi et al., 2009). 
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Figure 6.1.A. Timeline of an experimental trial. In the learning trials (the left green box), 
participants were instructed to press the enter key on a keyboard in front of them with their 
right index finger at a time of their own free choice. This action was paired with involuntary 
keypress (left control key) induced by a robotic arm pressing on the left index finger. In 
operant blocks, each keypress was followed by a beep (1000 Hz) after 250 ms. At the end of 
the trial, participants reported the perceived time of the beep. See text for full explanation. B. 
In the experimental group, the session started with a baseline block. The operant block then 
ensued. Voluntary actions of one hand were paired with involuntary movements of the other 
hand, followed by a tone 250 ms. After an initial learning phase of 30 trials, further learning 
trials were interleaved with test trials (A. right red box) on which involuntary movements were 
followed by tones, but no voluntary action occurred. The session ended with the execution of 
a further baseline block. C. A group of control participants followed the exact same design as 
the experimental group, but their involuntary movements were never associated with 
voluntary actions. In both groups, data from the test trials (red bold boxes) was used for 
analysis. The corresponding trial number is shown above each box. For Experiment 2, robot-
induced movements were replaced with TMS-induced twitches. 
 
6.3. Results  
6.3.1. Experiment 1. Involuntary movement induced by a robotic arm 
36 participants were randomly assigned to the experimental group (n=18) or the control 
group (n=18). Data from four participants were lost due to technical errors, leaving 16 
participants in each group. We already knew, from previous evidence, that the perceived 
time of a tone shifts towards a preceding voluntary action, but not an involuntary movement 
(Haggard et al., 2002b). Surprisingly, in the experimental group, we also found a perceptual 
shift in the perceived time of the tone towards the involuntary movements on interleaved test 
trials occurring in-between truly voluntary actions (one-sample, t(15)=-4.18, p<0.01, 95% CI 
[-200, -65]). In the control group, who never experienced association between voluntary 
actions and involuntary movements, the perceived time of the beep did not shift towards the 
preceding movement (one-sample, t(15)=-1.46, p=0.17, 95% CI [-89, 17]). Crucially, the tone 
binding was significantly stronger in the test trials of the experimental group compared to the 
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control group (t(30) = -2.40, p=0.02, d=0.85, 95% CI [-179, -14]) (Fig. 6.2, Fig. 6.3, Fig. 6.4 
and Table S.6.1).  
Finally, to confirm that the difference in baseline blocks did not drive the observed effect, 
judgement errors from the baseline blocks were compared. No significant difference was 
observed between the experimental and the control group (t(30) = -0.03, p=0.97, d=0.01, 
95% CI [-44, 43]). 
6.3.2. Experiment 2. Involuntary movement induced by TMS 
Experiment 2 aimed to replicate the first experiment and to explore any potential differences 
in the central and peripheral routs of passive movement induction. 36 participants were 
randomly assigned to the experimental group (n=18) or to the control group (n=18). Data 
from two participants were lost due to technical errors, leaving 17 participants per group. We 
replicated the core findings of experiment 1. In the experimental group, associating passive 
movements with voluntary actions of the other hand led to the perceptual shift of outcomes 
towards TMS-induced passive movements (one-sample, t(16)=-3.27, p<0.01, 95% CI [-133, 
-28]). No tone binding was observed in the control group (one-sample, t(16)=-0.31, p=0.76, 
95% CI [-67, 50]). Direct comparison of the two groups showed a clear trend for stronger 
binding on test trials in the experimental group compared to the control group, though with a 
lower effect size that in experiment 1 (t(32) = -1.96, p=0.06, d=0.67, 95% CI [-147, 3]) 
(Fig.6.2, Fig.6.3, Fig.6.4, and Table S.6.2). 
Finally, to confirm that the difference in baseline blocks did not drive the observed effect, 
judgement errors from the baseline blocks were compared. No significant difference was 
observed between the experimental and the control group (t(32)=0.04, p=0.97, d=0.01, 95% 
CI [-48, 50]). 
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Figure 6.2. Tone binding in test trials of Experiment 1 and Experiment 2. The dashed line 
indicates the perceived time of the tone in the baseline condition. Binding effects are drawn 
to scale, and values are in ms. Differences in baseline values across sessions have been 
removed for display purposes. 
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Figure 6.3. The perceived time of the tone (judgement error in ms) is shown in a baseline 
condition, where neither action nor involuntary movement occur, and in the involuntary 
movement test trials for the control and experimental groups. The difference between 
baseline and movement trials is an estimate of shift in the perceived time of the tone due to 
the preceding movement (grey bars). This “tone binding” effect serves as an implicit marker 
of sense of agency. Note inverted Y axis. Error bars show standard error of the mean. The 
mean (and standard error across participants) for all groups and experiments is presented in 
a table below the figure. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.4. Tone binding in Experiment 1 (A) and Experiment 2 (B) for single participants in 
the experimental and control groups. 
 
6.3.3. Motor evoked potentials 
Any difference in amplitude of TMS-induced twitches of the left index finger between the 
experimental and control group could influence tone binding. To rule out any such possibility, 
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MEP amplitudes were compared between the two groups. No significant difference was 
observed between peak-to-peak amplitudes of MEPs in the test trials (t(31) = 0.54, p=0.60, 
d=0.19, 95% CI [-0.40, 0.69]) or in the learning trials (t(31)=-0.77, p=0.45, d=0.27, 95% CI [-
0.68, 0.31]: Fig. 6.5) (MEP data from one subject was unavailable due to technical error). 
These results also exclude the possibility that participants could have produced some 
voluntary motor drive, however modest, in test trials – since even a minimal voluntary motor 
command, or a ‘motor image’, would be expected to increase corticospinal excitability (35, 
36). 
 
 
 
 
 
 
 
Figure 6.5. MEPs in the experimental and control groups, presented separately for the 
learning and test trials. No significant effects were observed. Error bars show standard error 
of the mean. 
6.3.4. Experiment 1&2 
To investigate the generality of the effect across experiments, we performed a 2x2x2 
ANOVA with the within subject factor of condition (baseline vs. operant), between subject 
factor of experiment (Exp1 vs. Exp2) and the between subject factor of group (experimental 
vs. control). The significant interaction between condition and group (F(1,62)=9.54, p=0.003, 
η2=0.13) recapitulated previous findings. Post-hoc analysis showed that the difference in the 
perceived time of the beep between two groups lays in the operant condition (t(64)=-2.54, 
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p=0.01, d=0.63, 95% CI [-150, -18]), not the baseline (t(64)=0.01, p=0.99, d<0.01, 95% CI [-
32, 32]). There was no significant main effect of experiment (F(1,62)=2.67, p=0.11, 
η2=0.04). Importantly, there was no interaction between the condition and experiment 
(F(1,62)=2.12, p=0.15, η2=0.03), group and experiment (F(1,62)=0.10, p=0.75, η2<0.01) or 
condition, experiment and group (F(1,62)=0.20, p=0.66, η2<0.01). This suggests that the 
observed effect is a general phenomenon, regardless of the method used to induce passive 
movement (Fig. 6.2 and Fig. 6.3). 
6.3.5. Standard deviation across trials 
Could the stronger intentional binding in the experimental groups reflect a confounding effect 
of attention? For example, when subjects perform a voluntary action, they may direct 
attention to that action. Any other associated event might benefit from these effects, leading 
to stronger perceptual learning in the experimental group than in the control group who 
made no voluntary actions. Such attention-enhanced perceptual learning should lead to 
improved time estimation for the experimental group. In fact, we found an increased bias in 
judgment, corresponding to stronger tone binding, in the experimental group than in the 
control group.  
In addition, we used the standard deviation of judgement errors across trials for each 
participant to calculate variable error, which is inversely related to the precision of temporal 
estimation of the tone. Improved attention to the tone would predict lower standard 
deviations for the voluntary group. Standard deviation of judgement errors across trials was 
compared in a 2x2x2 ANOVA with the within subject factor of trial type (baseline vs. test), 
between subject factor of group (experimental vs. control) and the between subject factor of 
experiment (experiment 1 vs. experiment 2). Standard deviation across trials was higher in 
test trials compared to baseline trials (F(1,62)=36.61, p<0.01), presumably reflecting the 
attentional effects of the more complex sequence of events in test conditions, particularly the 
co-occurrence of involuntary movement. We found no significant main effect of group 
(F(1,62)=0.17, p=0.68), or experiment (F(1,62)=2.01, p=0.16). Importantly, we found no 
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significant interaction between trial and group (F(1,62)<0.01, p=0.95), trial and experiment 
(F(1,62)=0.10, p=0.75), or group and experiment (F(1,62)<0.01, p=0.98), and no significant 
interaction between trial, group and experiment (F(1,62)=0.33, p=0.57). Thus, we found no 
evidence that the experimental group had improved attention to the tone on test trials (see 
Fig. 6.6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6. Standard deviation of tone judgement error across trials. Mean across 
participants of SD across trials is shown separately for baseline and involuntary movement 
test trials, and for experimental and control groups of experiment 1 (A) and experiment 2 (B). 
All values are in ms. Error bars show standard error across participants of the mean. 
 
6.4. Discussion 
‘Intentional binding’ refers to the perceived compression of an interval between voluntary 
actions and their sensory consequences. In particular, participants reliably perceive the 
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sensory consequences of their voluntary actions as happening earlier in time compared to a 
baseline condition where the same event occurs without a voluntary action. Importantly, 
involuntary movements were reported not to produce the same binding of tones observed 
after voluntary actions, but in fact produced a temporal repulsion (Haggard et al., 2002b).   
Here, we showed, in two separate experiments, that repeatedly pairing an involuntary 
movement with a voluntary action can lead to intentional binding with respect to the 
involuntary movement. We have used tone binding as an implicit marker of sense of agency. 
Specifically, voluntary-involuntary pairing led to tone binding on involuntary movement test 
trials where voluntary action was absent. This acquisition of key temporal features of agency 
for involuntary movements did not occur in a control group who never made voluntary 
actions. Alternative explanations based on increased attention in the voluntary action group 
could not explain the pattern of results observed in our data (see supplementary results and 
Fig. S4). Thus, voluntary actions are necessary for the emergence of a sense of agency.  
However, once a voluntary signal is present, it can be mentally associated with other events, 
and spread to produce the distinctive intentional binding feature of volition, but now with 
respect to other movements. Our results therefore suggest that some key temporal features 
of experience of agency can be transferred by association from truly voluntary actions, to 
movements that are, in fact, involuntary, and purely passive. 
6.4.1. A path model of agency acquisition 
In our everyday life we perceive our voluntary actions as caused by our intention to produce 
a specific outcome. These voluntary actions are often associated with two specific 
experiences: The experience of volition reflects the initiation and control of the voluntary 
action, and possibly a prediction of the outcome. The experience of agency, in contrast, is 
based on attributing the actual outcome back to one’s own triggering action (Haggard, 2008) 
(Fig.6.7.A). In our experiment, we reprogrammed the experiences surrounding voluntary 
action, by making participants perform two movements at the same time, one voluntary and 
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the other involuntary (during learning trials). Thus, the intention to initiate the voluntary action 
was associated with two movements, one located on each hand (Fig.6.7.B). Classical 
intentional binding predicts that experience of agency arises when there is both a direct 
relation between a movement and its outcome (path 2 in Fig.3.C), and also a direct relation 
between the movement and the intention which precedes it (path 1 in Fig.6.7.C). The 
necessity of path 1 is clear from previous results (Haggard et al., 2002b; Cravo et al., 2009) 
showing that intentional binding does not occur for involuntary movements. 
In our experimental group, a further path (path 3 in Fig.6.7.C), similar to path 2, also exists 
between the involuntary movement and the outcome. Data from our experimental group 
shows that this path can generate some key temporal features of agency, such as intentional 
binding. Importantly, comparison with the control group shows that functioning of path 3 
strongly depends on its previous association with internal volitional signals (path 1). For the 
control group, the involuntary movement was never paired with the voluntary action, and 
involuntary movements never showed the key temporal linkage to outcomes. This finding 
suggests that a single volitional signal can drive multiple action-outcome relations. As a 
result, some key temporal features of agency can arise for movements that are merely 
correlated with an intention, but not directly caused by it. This, in turn, suggests that the 
relation between intention and sense of agency is not precisely-matched, and is not effector-
specific (Fig.6.7.D). 
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Figure 6.7. A possible mechanism for agency transfer. A. Voluntary actions are often 
associated with subjective experience of volition and agency. B. In our experimental group, 
we rewired this association so that the participants’ intention produces two movements, one 
voluntary and the other involuntary. C. Pairing voluntary and involuntary movements lead to 
key temporal features of agency being experienced when involuntary movements were 
followed by outcomes (path 3). This experience, however, strongly depended on its previous 
association with intention which precedes the voluntary action (path 1). D. This suggests that 
once a voluntary signal is present, it can be mentally associated with other events, and 
spread to drive key temporal features of agency with respect to other movements. 
 
6.4.2. Can we be mistaken regarding the facts of our own agency? 
Explicit measures of agency are subject to a number of cognitive biases, and are highly 
sensitive to task demands. We therefore advisedly chose an implicit measure of sense of 
agency, based on time perception. Synofzik et al. (2008) suggested that sense of agency 
comprises two different levels: an implicit ‘feeling of agency’ and an explicit ‘judgement of 
agency’ (Synofzik et al., 2008). Based on this view, the ‘feeling’ of agency is produced 
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implicitly by low-level sensorimotor signals. In the rare case that one must explicitly judge 
one’s own agency, this low-level feeling of agency provides the primary evidence for the 
judgement. However, social contextual cues and other priors can bias such judgements. The 
intentional binding task focusses on the non-conceptual feeling of agency. We did not obtain 
explicit judgements of agency in this task. As a result, we cannot know whether the 
involuntary movements of the experimental group came to feel like “I did that”, but we 
imagine they did not. 
In healthy adults, voluntary and involuntary movements generate quite different experiences 
(Wittgenstein, 2009), and our brief training was unlikely to suppress this difference. Indeed, 
most systems of law are based on a ‘voluntary action condition’, which rigidly assumes a 
distinct subjective experience of voluntary action (Hart and Honore, 1985). In particular, 
selection and preparation of action in frontal motor areas appears essential for a full 
experience of voluntary control (Haggard and Clark, 2003). Nevertheless, our results show 
that some key features of sense of agency can be transferred from voluntary to involuntary 
movements, given appropriate associative learning. The experience of the tone following 
involuntary movement acquired some temporal features of agency, but this does not imply 
that participants would judge themselves the author of the tone. Here, we have used implicit 
measures to show that one key feature of voluntary action, namely the important ‘goal-
directed’ or ‘ideomotor’ feature, by which the experience of action leads to anticipation of 
outcomes, can transfer to involuntary movements. Interestingly, patients with psychosis may 
have a deluded experience of their own actions. These frequently involve false positives, 
such as reporting voluntary control over external events unrelated to their own actions, such 
as changing traffic lights, or news events. 
Our results can also be interpreted using an active inference framework (Adams et al., 
2013a). Here, intentions are abstract predictions about likely outcomes, which are Bayes-
optimally combined with sensory evidence about outcomes when this becomes available. 
Intentional binding has been modelled as a Bayes-optimal integration of action and outcome 
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(Moore and Fletcher, 2012). Thus, strong tone binding might arise because intentional 
actions provide a high-precision prior for estimating outcomes. We found that pairing a 
second event, in this case an involuntary movement, with a high-precision intentional prior 
results in that event having a similar influence on outcome perception to the original 
intentional action. Thus, the structuring effects of voluntary action on outcome perception 
may not reflect some unique experiential quality specific to volition (though see ref. (Fried et 
al., 1991)), but simply that intentional actions normally serve as high-precision priors for their 
outcomes. 
6.4.3. Specificity of Internal volitional signals underlying agency acquisition 
We conclude that an internal volitional signal is required for the acquisition of sense of 
agency. However, after repeated association, the volitional signal is not required for 
subsequent expression of key temporal features of agency, such as intentional binding. 
Moreover, the putative volitional signal is not highly specific with respect to which agency 
relations are established. In our case, volitional signals controlling the right hand lead to 
intentional binding for involuntary movements of the left hand. Thus, a range of 
movement/outcome pairings may be enabled by co-occurrence with intention. Intentions do 
structure subsequent subjective experience, but by means of a loose fit, rather than a tight 
prediction about specific muscular movements. Previous studies suggested that the sense of 
agency is highly temporally-specific, in that intentions, actions, and outcomes must follow a 
predictable temporal sequence (Haggard and Clark, 2003; Bays et al., 2005). However, the 
content of intention, action and outcome can be combined arbitrarily without compromising 
the experience of agency. Our result suggests that volitional signals have the interesting 
property of high “latent associability”: they potentiate the development of any operant relation 
they co-occur with. This is consistent with Skinner’s demonstration that animals assume a 
causal connection between an action and a reinforcing stimulus, even when the connection 
is in fact an accidental correlation (Skinner, 1992). 
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In our case, the path between volition and agency is not effector-specific, but effector-
independent. In particular, our design involved voluntary actions and involuntary movements 
assigned to different hands. Our results thus suggest that the contribution of internal 
volitional signals to sense of agency is bihemispheric, rather than hemisphere-specific. 
Rodent studies showed that mice readily learn to control a robot when arbitrary motor cortex 
activity is used to drive the robot dynamics. Learning such intentional neuroprosthetic skills 
depends on corticostriatal plasticity (Koralek et al., 2012). Our results likewise show that 
linking formation of an intention to an outcome leads to formation of some key temporal 
features of agency, even when the means that mediate between intention and outcome are 
artificial, and even after the original volitional signal is dropped. These findings may explain 
how humans can develop an enduring and successful feeling of agency in cases of non-
natural movement like brain-machine interfaces (Nicolelis, 2003). 
6.4.4. Learning one’s own agency 
Our experiment suggests that a conjunction of three conditions may be sufficient for sense of 
agency. First, an internal volitional signal must be present to provide a general metacognitive 
experience of intentional action. Second, some body movement must occur. Third, some 
external outcome of the action must occur. We also showed that no specific linkage between 
the metacognitive volitional signal and the body movement is necessary. In particular, the 
volitional signal need not be present at the same time as the body movement, nor even 
relate to the same effector. Thus, the internal volitional signal need not have a hardwired 
connection to the motor output system in the manner suggested by Sperry. In our 
experiment, it was sufficient that the volitional signal and the body movement had previously 
been associated. 
This pattern of results reflects two fundamental features of human voluntary action, which we 
call automaticity and flexibility. Automaticity refers to the way that actions which initially 
require focussed attention, such as driving a car, or cooking soufflés, become increasingly 
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fluent with repetition. The subjective experience of action also changes. The action becomes 
less central in conscious experience, and instead provides a background ‘buzz’ of 
awareness (Synofzik et al., 2008). However outcomes are still fully attributed to one’s own 
agency. Our results show a similar retention of key temporal features of experience of 
agency even when our experimental design deliberately reduced and removed intentional 
control over the outcome. Thus, our study can clarify a striking paradox of human action: 
namely, that one can feel fully in control of a skilled action such as riding a bicycle, and have 
a clear sense of agency, yet have only thin conscious experience of the action itself. 
Flexibility refers to the ability of humans and animals to achieve control over goal states 
using complex and varying means (Engbert et al., 2008). This perhaps contributes to the 
astonishing human proficiency in developing and using technology. Hebb’s classical concept 
of motor equivalence (Hebb, 2002) suggests that cognitive systems are not generally 
concerned whether a goal is achieved with one effector or with another – all movements that 
achieve the goal are effectively equivalent.  
This transfer of key temporal features of experience of agency from intentional actions to 
other movements recalls the way that sense of agency emerges in human development. 
Human infants appear to act randomly, with little intentionality and goal-directedness, 
compared to healthy adults. During early experience, infants may gradually learn the precise 
mapping between different intentions, the resulting body movements, and external 
consequences. They thus eventually acquire the capacity to move a specific effector –
achieving control over their body, and thus over their environment. Our results show that the 
capacity to form new intention-movement-outcome associations seems to remain and, 
importantly, could be generalised to non-voluntary movements, even when intentional action 
is no longer present. In this regard, it has been shown that younger children tend to confuse 
intended with accidental outcomes (Shultz et al., 1980; Shultz and Wells, 1985; Metcalfe et 
al., 2010). 
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Our experiments suggest that a hardwired internal volitional signal is required for the initial 
acquisition and emergence of sense agency. Importantly, this hardwired signal appears to 
be cognitive rather than motoric, since it is not linked to any specific output effector. At the 
same time, associative mechanisms contribute strongly to the expression of sense of 
agency. The presence of internal volitional signals during learning (path 1 in Fig.6.7.C) is 
necessary for induction, though not expression of key temporal features of experience for 
both direct voluntary action (path 2 in Fig.6.7.C), and also for an associated involuntary 
movements (path 3 in Fig.6.7.C). 
Wittgenstein (Wittgenstein, 2009) famously asked “What is left over if I subtract the fact that 
my arm goes up from the fact that I raise my arm?”. Sense of agency is a partial answer to 
this question. However, even simple voluntary actions trigger widespread and automatic 
involuntary elements. For example, voluntarily lifting the right arm requires anticipatory 
compensations in contralateral muscles (Bouisset and Zattara, 1981; Schieber, 1995). Thus, 
voluntarily moving one effector normally leads to involuntary (or at least less voluntary) 
adjustments elsewhere, rather as in our experimental group. Importantly, people are not 
generally surprised, or even aware of these involuntary adjustments – although they would 
presumably be immediately conscious of a comparable passive displacement of the same 
body parts. Thus, the involuntary side-effects of voluntary action come to form part of an 
integrated experience of agency (Synofzik et al., 2008). The highly distributed, integrated 
nature of motor control ensures very frequent association between voluntary actions and 
involuntary movement. We suggest this fact lies at the heart of our finding of extensible 
sense of agency. 
In conclusion, we suggest that some key temporal aspects of experience of agency, namely 
the perceptual anticipation of an action outcome, can be transferred from voluntary actions 
to involuntary movements. Such transfer follows repeated co-occurrence of an internal 
volitional signal, with both an involuntary body movement, and a sensory outcome. 
Importantly, association with an internal volitional signal appears to be necessary to initially 
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establish key temporal features of agency with respect to an involuntary movement, but is 
not necessary for its subsequent expression. The transfer process thus resembles the 
development of an enduring sense of agency that emerges during skill learning, as action 
control progresses from focussed and effortful to automatic. Interestingly, the involuntary 
movement that becomes associated need not match the intention precisely, suggesting that 
the metacognitive signals supporting agency acquisition are relatively non-specific. The high 
latent associability of these signals may reflect the distributed nature of motor control. 
Recent successes in acquisition of voluntary control using neuroprosthetics and brain-
machine interfaces testify to the latent associability of human sense of agency. 
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This thesis has explored the neural mechanisms underlying voluntary action control in the 
human brain and the experiences associated with it such as sense of agency. It has showed 
that voluntary actions arise from distinct cognitive processes (chapter 2) and that sense of 
agency could be a readout of these processes (chapter 3). It has provided new causal 
evidence that modulating specific parts of the brain that may host these processes such as 
parietal (chapter 4) and frontal (chapter 5) areas can influence the experiences associated 
with voluntary action. Finally, it has showed that by pairing voluntary actions of one hand 
with involuntary movements of the other hand, key aspects of agency experience can 
transfer from voluntary to involuntary movements, with repeated association (chapter 6). The 
final chapter aims to bring together the evidence presented in the previous chapters.   
7.1. Is voluntary action noise? 
New evidence suggest that the decision time to move in a self-initiated action is determined 
by the ebb and flow of background neuronal noise in the motor system, rather than the 
outcome of a specific neural event, as suggested by the classical RPs (Schurger et al., 
2012; Murakami et al., 2014). We have showed in chapter 2 that in addition to stochastic 
fluctuations a gradual linear build-up of a preparatory process may also contribute to 
decision time to move in humans. However, the preparation itself may be triggered by a 
random event. Further, we have suggested that these precursor processes may be 
necessary for initiation of a self-initiated action, but may not be sufficient. Therefore, our 
study cannot show whether voluntary actions are caused by prior decisions, or by 
randomness, and our method cannot readily estimate the contribution of stochastic 
fluctuations to action decisions. Future experiments may be able to directly compare the 
magnitudes of stochastic fluctuations and fixed precursor processes to voluntary action 
generation. For example, by capturing the very low EEG frequency drifts that fail to trigger 
an action, non-phase-locked analyses such as background EEG spectral power could be a 
more powerful method to show the difference between self-initiated and externally-triggered 
actions compared to action-locked methods such as RPs or EEG SD decreases. 
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Importantly, the nature of this preparatory process remains unclear. As mentioned 
previously, the random processes in the brain may in fact be specific signals, if we could 
discover the entire range of complex interactions that govern the system. Therefore it would 
be a great challenge to dissociate the contribution of signal and noise in the brain to the 
timing of self-initiated actions.   
One possibility is that a specific ‘internal volitional signal’ is fed into the motor system from 
higher-level neuronal circuits, which can switch the system into the ‘volitional’ mode to cause 
a self-initiated action and experiences associated with it such as agency and intention. 
Interestingly, Murakami et al. (2014) identified a subpopulation of neurons whose activity 
resembled to what one would expect from these ‘internal volitional signals’. They were 
higher-level input to a stochastic accumulator with an inter-trial variability rate that was 
correlated with the amount of time the rat waited before performing a spontaneous action. 
This is not to claim that these signals are identical in both humans and rats, as we have no 
evidence yet that rodents can experience agency or intention. But our finding of a specific 
precursor process that kicks in about 1.5 s before action initiation strongly accords with a 
higher order input into an integrator, which can determine the exact time of action initiation. 
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Fig.7.1. Specific ‘internal volitional signals’ may switch the action preparation system into 
‘volitional’ mode, contributing to action initiation and subjective experiences associated with 
voluntary action. Our results from chapter 3 suggest that there might be a uni- or 
bidirectional inhibitory link between the internal and external mechanisms (red bold line). 
On another account this preparatory process may be part of the motor noise itself which 
becomes part of the signal when an optimal subspace is reached. Based on this hypothesis, 
action initiation is preceded by a preparatory process during which stochastic fluctuations 
converge on a specific pattern. The drop in deviation from average activity will then be 
necessary to trigger execution of a voluntary action. However, this reduction in inter-trial 
variability could itself be triggered by random fluctuations or higher-order deterministic 
processes such as motivation (Manohar et al., 2015) or urgency (Cisek et al., 2009; Thura 
and Cisek, 2016). 
 
 
 
   
 
 
 
Fig.7.2. voluntary actions are preceded by a specific preparatory process in which inter-trial 
variability starts to converge. This event could itself be triggered by a random event or 
higher-level inputs such as motivation or urge. 
Chapter 2 has showed that specific cognitive processes contribute to initiation of voluntary 
actions in addition to random fluctuations. However, self-initiated actions are distinguished 
from externally-triggered actions not only because they are internally generated but they are 
Stochastic fluctuations 
Higher-order inputs 
(motivations, incentive, urgency) 
Voluntary 
action 
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also associated with specific subjective experiences such as experience of agency. 
Therefore, our findings from the second chapter bring on the possibility that the experiences 
of voluntary action could be a readout of these precursor cognitive processes. 
 
7.2. Experience of voluntary action as a readout of internal precursor 
processes 
Following our findings in chapter 2 we asked whether experience of agency could depend on 
a readout of brain processes in frontal areas that precede a voluntary action. If experience of 
agency depends on internal precursor signals, any intervention that influences these signals 
may also affect experience of agency. Chapter 3 has investigated this prediction by using a 
subliminal electrocutaneous stimulus as a probe. Moreover, we tested the same paradigm in 
a patient with anarchic hand syndrome (AHS) to better understand how the damage 
underlying AHS influences readout from these processes. 
In accordance with our prediction, healthy participants experienced greater sense of agency 
when they were subliminally primed during action preparation. This suggested that sense of 
agency could not be purely retrospective. Rather sense of agency must depend, at least in 
part, on precursor cognitive processes during action preparation. Interestingly, this effect 
was not observed in a patient with AHS, suggesting that a mechanism that uses precursor 
signals of voluntary action to compute sense of agency was now disrupted. 
Based on our findings in chapters 2 and 3 we have proposed a cognitive model of the 
experience of voluntary action (Fig.3.5). Based on this model one key input to the 
experience of agency is readout of internal volitional signals that precedes endogenous 
action. We have showed that this precursor process not only facilitates self-initiated action 
(chapter 2) but also contributes to the experiences associated with it (chapter 3). Further, in 
chapter 2 we proposed that the precursor process may be influenced by top down internal 
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signals such as motivations or desires. Chapter 3 has added to this hypothesis by showing 
that external environmental factors could also influence the processes preceding voluntary 
action. If the signals from the outside environment match with internal signals such as 
desire, they may integrate to facilitate action preparation and to construct a stronger 
experience of control over voluntary actions. Healthy participants can inhibit suggestions 
from the environment when they do not align with one’s intention. However, chapter 3 has 
showed that this mechanism is impaired in patients with AHS. They frequently describe 
movements of the affected hand as involuntary, even when they are well-formed and co-
ordinated, suggesting that patient’s experience of actions is no longer driven by 
metacognitive readout of precursor processed preceding a voluntary action. 
 
7.3. Modulating experiences of voluntary action with brain stimulation 
If experiences of voluntary action are readout of brain processes in frontal and parietal 
areas, one should be able to influence these experiences by modulating the key brain 
circuits underlying the control of action. Building up on our previous findings, chapter 4 has 
investigated this hypothesis by modulating the activity in frontal areas by transcranial 
stimulation of DLPFC due to its role in action selection and preparation (Rowe et al., 2000). 
We also targeted angular gyrus (AG) based on previous studies that found activation in AG 
in conditions associated with reduced sense of agency (Farrer and Frith, 2002; Farrer et al., 
2003a, 2008). 
Participants experienced weaker sense of agency (as measured by intentional binding) 
when activity in AG was increased by anodal stimulation. We further showed that this effect 
is polarity and hemisphere specific. We hypothesised that the angular gyrus might contribute 
to the sense of agency by monitoring the linkage of actions to outcomes, or, alternatively and 
equivalently, failures of such linkage (Frith et al., 2000; Wolpert and Ghahramani, 2000). 
Anodal stimulation of this area may correspond to artificial boosting of a mismatch detection 
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process. We found no strong effect on experience of agency when modulating DLPFC. 
Previous chapters have showed that action initiation processes in frontal areas contribute to 
experiences of voluntary action. Therefore one may question why frontal anodal tDCS did 
not boost the sense of agency. Our task in chapter 4 did not manipulate action-outcome 
contingency and involved a simple habitual action to produce a single outcome. We 
therefore postulated that the contribution of precursor processes on experience of voluntary 
action may become more profound in a context where participants have to actively choose 
among several action alternatives. 
Chapter 5 has investigated this possibility in a series of experiments manipulating a range of 
task parameters related to action selection and action outcomes, while participants were 
exposed to tDCS stimulation of the left DLPFC. Anodal stimulation of DLPFC increased our 
proxy measure of experience of agency, but only in tasks where participants endogenously 
selected between multiple actions. This result adds to our previous findings by showing that 
the contribution of action preparation processes in frontal areas to experiences of voluntary 
action is stronger when selecting between multiple actions. Finally, in a novel approach, 
chapter 5 has demonstrated applicability of meta-analysis of neurostimulation data to 
localise cognitive functions in the human brain. 
 
7.4. Extending experiences of voluntary action 
Having explored the neural correlates of voluntary action control and the experiences 
associated with it, chapter 6 has investigated the origin of this ubiquitous experience by 
asking whether sense of agency is hardwired, arising from precursor processes preceding a 
voluntary action within the brain’s motor system (Fried et al., 2011), or rather depends on 
associative learning, through repeated association between a goal-directed action and 
another event (Prinz, 1997). 
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We showed that by pairing voluntary actions of one hand with involuntary movement of the 
other hand, key aspects of agency experience can transfer from voluntary to involuntary 
movements after repeated association. This finding suggest that an internal volitional signal 
is required for the primary acquisition of agency but, with repeated association, the 
involuntary movement in itself comes to produce some key temporal features of agency over 
the subsequent outcome. At first this seems in contrast with our previous claims that 
experiences of voluntary action is a readout of specific action preparatory processes in the 
brain that necessarily precedes a voluntary action. However, chapter 6 has showed that 
voluntary actions are necessary for the initial acquisition and emergence of a sense of 
agency. But once a voluntary signal is present, it can be mentally associated with other 
events, and spread to produce the distinctive intentional binding feature of volition, but now 
with respect to other movements. 
Our findings in chapter 6 may also explain why as actions become less ‘volitional’ and more 
‘habitual’, such as driving a car, their subjective experiences also change. Even though 
those actions are self-initiated and the outcomes are still fully attributed to one’s own 
agency, they are more automatic, need less deliberation and are less responsive to reasons. 
This strategy, ability to perform voluntary actions without focal conscious attention, may 
reduce the computational cost in the motor system while retaining the main qualities of a 
voluntary action. Further, it demonstrates the underlying mechanism of another hallmark of 
volition, which is our ability to learn new skills and achieve control over goal states using 
complex and varying means. 
Chapter 6 has complemented our previous findings from chapters 2 and 3 by showing that 
the metacognitive readout of precursor processes preceding a voluntary action is relatively 
nonspecific in regard to the outcome. This in turn suggests that the relation between 
precursor processes in the motor system and experiences associated with it is not precisely 
matched, and is not effector specific. Finally, by showing the transferability of experiences of 
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voluntary action from voluntary to involuntary movements, chapter 6 could guide acquisition 
of voluntary control using neuroprosthetics and brain–machine interfaces. 
 
7.5. Future directions 
Each of the chapters in this thesis has opened new possibilities for further investigations. For 
example, Chapter 2 has showed that stochastic fluctuations in the motor system are 
complemented by a specific precursor process to determine the exact time of a self-initiated 
action. However, it yet remains unclear to what extent does the endogenous decision of 
‘when’ to move result from a specific neural precursor event, and to what extent does it 
result merely from background neural noise. Additionally, one may explore how 
environmental and internal physiological factors, including motivation, effort and reward can 
influence such endogenous, ‘free’, action decisions. We have also showed ‘when’ in the 
brain these precursor processes start to emerge but not ‘where’. A further possibility is to 
investigate which brain areas house the first precursors of volitional action, and whether 
subjective experience of will could be caused by patterns of brain activity in these areas by 
using multivoxel pattern analysis of fMRI data. Finally, chapter 2 has concentrated on time 
domain analyses. However, RP could be viewed as a very-low frequency oscillation, 
although it is classically treated as single evoked potential. Investigation on the oscillatory 
effects of skip actions will further clarify the contribution of stochastic fluctuations to voluntary 
actions. 
In chapter 6 we have showed that the experience of agency can transfer from voluntary to 
involuntary movements by repeated association. However, the mechanisms of this transfer 
remain unclear. An interesting avenue for further research is to use cortical surface 
reconstruction of individual structural MRI and EEG data to perform source reconstruction 
and connectivity analysis, in order to investigate whether interhemispheric functional 
connectivity plays a role in this transfer of agency experience. One might speculate that a 
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strong interhemispheric connectivity during the preparatory processes that precedes a 
voluntary action can lead to an increased experience of agency towards an outcome in 
subsequent involuntary movements. 
7.6. Final conclusion 
This thesis has provided a coherent groundwork on neural mechanisms underlying voluntary 
action control in the human brain. It has portrayed strong evidence in favour of a distinct 
system in the brain that underlies voluntary, self-initiated actions and the subjective 
experiences associated with it such as experience of agency. Importantly, these experiences 
are not hardwired, but depend on associative learning.  
Our main findings could not be explained only based on reconstructive inference views on 
the experiences of will and agency (Wegner, 2003a) because preparatory brain events 
necessarily precedes both action and its effect. This thesis also complements new models 
on spontaneous, self-initiated actions (Schurger et al., 2012; Murakami et al., 2014), by 
showing that in addition to stochastic fluctuations a gradual linear build-up of a preparatory 
process may also contribute to decision time to move in humans. Finally, it has provided 
various evidence that experiences of voluntary action might be a metacognitive readout of 
the preparatory processes in frontal and parietal areas. Overall, we believe our findings 
rehabilitate volition as a cognitive concept. 
Despite the undisputable importance of voluntary actions in social, moral and legal concepts, 
modern neuroscience has provided little actual evidence about the specific processes in the 
brain that make an action voluntary. This thesis has tried to identify neural basis of voluntary 
action by using rigorous experimental designs and analysis of brain data. The thesis 
outcomes could potentially have major implications for understanding the disorders of 
volition. They could provide a better mechanistic window into the origins of voluntary action, 
and could be a minor step towards a scientific understanding of what it means to be human. 
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Supplementary Data. 
 
Supplementary table 2.1. Mean and distribution of waiting time before skipping in self-
initiated and externally-triggered conditions. All values are in second. 
 
 
 
Subject  mean  
self-initiated 
mean  
externally-triggered 
SD   
self-initiated 
SD  
externally-triggered 
1  11.76  12.09  6.82  6.79 
2  5.38  5.76  2.27  2.30 
3  6.14  6.45  4.58  4.61 
4  7.16  7.45  3.25  3.22 
5  8.25  8.39  4.57  3.97 
6  7.21  7.70  3.22  3.27 
7  5.92  6.20  1.66  1.67 
8  7.83  8.16  3.20  3.23 
9  6.08  6.48  1.26  1.20 
10  6.32  6.54  2.96  2.68 
11  5.34  5.85  1.00  1.01 
12  6.89  7.28  2.72  2.70 
13  4.83  5.23  1.83  1.82 
14  8.06  8.23  2.66  2.54 
15  8.97  9.44  3.60  3.60 
16  9.25  9.66  5.85  5.91 
17  6.30  6.81  2.69  2.61 
18  7.72  8.14  2.53  2.57 
19  6.90  7.16  2.94  2.93 
20  7.32  7.80  2.40  2.62 
21  9.44  9.85  2.93  2.94 
22  7.14  7.73  4.74  5.19 
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Supplementary figure 3.1. Time histogram of latency of actions from their preceding 
subliminal shock on primed-voluntary trials. Participant’s number is shown inside each plot. 
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Supplementary table 3.1. The shocks amplitudes and d’ of each participant. 
 
Participant  Threshold 
(mA) 
Subliminal 
shock intensity 
(mA) 
Supraliminal 
shock intensity 
(mA) 
Subliminal 
shock d' 
1  0.43  0.42  0.55  0.92 
2  0.37  0.36  0.47  1.44 
3  0.46  0.45  0.59  1.12 
4  0.54  0.53  0.69  0.68 
5  0.26  0.25  0.33  0.68 
6  0.43  0.42  0.55  1.12 
7  0.41  0.40  0.52  1.29 
8  0.47  0.46  0.60  1.12 
9  0.33  0.32  0.42  1.12 
10  0.70  0.69  0.90  0.61 
11  0.53  0.52  0.68  0.68 
12  0.44  0.43  0.56  1.29 
13  0.70  0.69  0.90  0.68 
14  0.35  0.34  0.44  1.12 
15  0.37  0.36  0.47  1.44 
16  0.48  0.47  0.61  0.92 
17  0.55  0.54  0.70  0.92 
18  0.57  0.56  0.73  1.12 
19  0.41  0.40  0.52  1.12 
20  0.72  0.71  0.92  0.97 
21  0.48  0.47  0.61  1.12 
22  1.13  1.12  1.46  1.12 
23  0.44  0.43  0.56  1.12 
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Supplementary table 3.2. Action binding (ms) in primed-voluntary and voluntary trials of 
healthy participants. 
 
 
 
Participant  Primed-voluntary trials  Voluntary trials 
1  16  -33 
2  4  -31 
3  39  28 
4  -18  -45 
5  33  -11 
6  8  45 
7  57  19 
8  36  34 
9  23  27 
10  36  74 
11  25  10 
12  16  -8 
13  13  -21 
14  16  24 
15  -22  -24 
16  17  37 
17  129  99 
18  58  63 
19  32  18 
20  93  75 
21  62  16 
22  81  54 
23  -24  -28 
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Participant  p value  Test statistic 
1  0.81  0.44 
2  0.58  0.68 
3  0.03  2.99 
4  0.23  1.32 
5  0.37  0.98 
6  0.39  0.94 
7  0.04  2.60 
8  0.39  0.94 
9  0.00  Inf 
10  0.30  1.11 
11  0.63  0.61 
12  0.03  2.92 
13  0.33  1.05 
14  0.58  0.68 
15  0.43  0.88 
16  0.00  Inf 
17  0.26  1.23 
18  0.76  0.48 
19  0.00  Inf 
20  0.14  1.67 
21  0.18  1.50 
22  0.55  0.71 
23  0.01  3.98 
 
 
 
Supplementary table 3.3. p value and test statistic of Anderson Darling test of the healthy 
participants. Shaded rows are participants with non-uniform keypress latency on primed-
voluntary trials. 
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Supplementary table 3.4. Action binding (ms) in primed-voluntary and voluntary trials of the 
healthy (right) and the affected (left) hand of a patient with AHS. 
Trial 
number 
Right hand 
Primed-voluntary trials 
Right hand 
Voluntary trials 
Left hand 
Primed-voluntary trials 
Left hand 
Voluntary trials 
1  124  37  3  170 
2  284  19  124  -80 
3  124  137  76  39 
4  64  229  70  -117 
5  305  250  -49  51 
6  132  271  126  158 
7  113  -24  44  116 
8  27  203  89  -87 
9  -45  64  1  269 
10  -29  174  31  -21 
11  124  55  -274  -18 
12  63  -28  86  131 
13  -53  162  38  44 
14  147  50  -443  276 
15  -142  -3  67  116 
16  -19  -72  -437  48 
17  45  170  0  -10 
18  301  130  17  167 
19  14  -33  118  62 
20  97  159  -595  56 
21  25  108  -90  -188 
22  81  -37  -101  178 
23  141  -61  -25  95 
24  -90  -37  45  -65 
25  396  -128    -61 
26  401  219    -111 
27  -38  -22    -118 
28  20  -196    15 
29  148  -103    13 
30  147      95 
31  92      -22 
32  271      -66 
33  31       
34  94       
35  67       
36  40       
37  195       
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