data all social science research methods rely on collecting information about the world. the systematic representation of this information is called data. data may be:
• numeric, represented by numbers, and analysed with statistical or mathematical techniques; or • non-numeric, and contained in information such as interview transcripts, audio-visual recordings, photographs or field notes which are not analysed mathematically or statistically.
1 like all data in the social sciences, quantitative data are generated through a social process. this process involves specifying the research question or object of investigation, naming and defining the key phenomena we are interested in, developing a strategy to measure, observe and collect information about these phenomena, implementing this strategy, and using analytic methods to describe what has been collected, to explore and analyse the relationships between different pieces of information, and to evaluate the quality and robustness of the evidence and our interpreta-tions of it. social science research thus involves an interaction between researchers and the things they investigate in which researchers actively create the evidence they use from systematic processes of measurement, observation and analysis. Research findings arise from a combination of the social processes used to generate and make sense of information, and the entities existing in the world that we are trying to describe, understand or explain.
Quantitative social science data arise in many different ways:
1. We may undertake systematic social surveys of individuals, households or organizations (see, for example, groves et al., 2009; Weisberg, 2005 ; chapter 8 in this volume) to examine attitudes, behaviour or characteristics and attributes. 2. We may carry out planned experiments to evaluate the effects of social programmes and interventions that are designed to address issues in relation to crime, homelessness or education (solomon et al., 2007) . 3. Quantitative data are often collected as a result of administrative activity by government agencies: records of births, deaths and marriages; information about employment and income; medical, education and tax records; physical measurements such as temperature, air and water quality. the use of administrative data for research is a particularly important emerging field in areas such as population health, education, crime and social welfare (for an introduction see Wallgren and Wallgren, 2007) .
all of these kinds of data, alone and in combination, are potentially suitable for social research.
Variables and Measurement
social science theories are claims about relationships between concepts, and concepts describe entities (for example, characteristics, behaviours, attitudes, processes, structures, institutions, places, locations) that exist and are subject to scientific analysis and investigation. Social disorganization theory in sociology, for instance, originated with the work of shaw and Mckay (1942) who argued that neighbourhood characteristics, such as low socio-economic status, ethnic heterogeneity and residential instability, were closely associated with other neighbourhood characteristics such as delinquency rates, infant mortality and tuberculosis. More recently, sampson (2012: 6) has argued that 'spatially inscribed social differences' in phenomena such as health, crime, poverty, political action, civic participation and altruism are found throughout american cities and that such spatial variation is evidence of the pervasiveness of neighbourhood effects. concepts such as low socio-economic status, ethnic heterogeneity, poverty, political action and neighbourhood effect are translated into data for empirical analysis through measurement and data collection. Measurement is simply the act of recording information (that is collecting data) about the subjects (individuals, groups, organizations, neighbourhoods, cities, and so on) of the study. We may collect data about all research subjects, the population, or just a subset of them, a sample. the things we measure and the information we record depend on our research question, the phenomena we are investigating, and the concepts we use.
to for instance, investigate the relationship between neighbourhood and poverty we need to define what we mean by neighbourhoods and poverty, and related concepts such as household or individual income. We also need to think about how we will measure these concepts. perhaps a neighbourhood is a spatially bounded area within which residential locations are found, and the poverty rate is obtained by computing household income and seeing what proportion of households fall below a given threshold. in this example we would attach a measure of neighbourhood to individual households by seeing which area each household fell within, and we would derive the components of household income from the incomes of each person in the household, perhaps from a household survey. We can then compare levels of household income to our 'poverty line', however we define this, and compute the proportion of households in each neighbourhood whose household income falls below this.
in this example we are interested in the relationship between neighbourhoods and poverty to see if different neighbourhoods have different poverty rates. in other words we are interested in variability: varying neighbourhoods and potentially varying poverty rates. We would build a collection of data, a data set, of households, each classified by neighbourhood, household income level, and a measure of whether or not this household income level placed them below the poverty line. each of these classifying factors is a variable, a characteristic or attribute of the household that can take different values or levels. for example, household income level could be measured in dollars per year, and households could have income levels or income values such as $15 000, $37 000 or $150 551 per year. the poverty measure attached to households might take two values or categories: 'above the poverty line' and 'on or below the poverty line'. the neighbourhood variable would take values which were the names of neighbourhoods in the study.
Variables are at the core of quantitative data analysis. a variable is an empirical realization of a concept in a data set. examples of variables in the social sciences include gender (with values male and female), urbanic-ity (with values such as urban, regional, rural and remote), city population size (for example, 100 000, 1.2 million), voting intention (labor, liberal, national, green, and so on), age (0−4 years, 5−9 years . . .) and so on. the values of a variable must be exhaustive -that is, must capture all variation on the attribute being measured -and be mutually exclusive. subjects must only be able to be classified according to one value. a variable for household size with values 1, 2−4, 4−6, is neither exhaustive nor mutually exclusive. this variable cannot be assigned to households with more than six people, and a household with four people could be classified in either its second or third categories.
Variables with a spatial content occur in different ways in social science. our subjects or units of analysis may be spatial entities, for example census districts or other geographic units. these spatial entities could have contextual variables associated with them that are characteristics of the unit, for example the tightness of the local labour market or the level of local rates or taxes. However the spatial entity could also have a compositional spatial variable associated with it, reflecting the population within the spatial unit, for instance the proportion of households headed by a lone parent or the proportion of households below the poverty line. sometimes our units of analysis are not spatial entities − for example, individuals, firms or households − but we attach spatial variables to them such as measures of location, or spatial contextual factors such as distance from services or exposure to pollutants (see Haining, 2003 : chapter 1 for further discussion). table 9.1 provides some illustrations of variables and values in the social sciences.
Measurement Scales
the values of variables indicate the measurement scales associated with them (agresti and finlay, 1997: 13). Variables have different kinds of measurement scales whose properties determine which statistical methods can appropriately be used for data analysis. When the intervals between values do have a numeric metric, the quantitative variable is said to be measured at interval level. if the interval-level variable also has a true or non-arbitrary zero point, the measurement level is ratio, rather than interval. Ratio and interval-level variables are usually treated identically for statistical purposes.
by way of an example, the australian government uses an index of community socio-educational advantage (icsea) to identify the levels of educational advantage associated with schools (australian curriculum and Reporting authority, 2012). this variable is a composite measure that combines information about the occupational and educational backgrounds of parents of school students, the language backgrounds of parents and students, the degree of remoteness of the school from metropolitan services and the percentage of indigenous students. these separate variables are combined in an index that varies from about 500 (extreme educational disadvantage) to about 1300 (extreme advantage). the intervals have known distances between them, and an interval of ten points represents the same difference in advantage at all points on the scale. However, the values of the endpoints are arbitrary, and a value of zero could not sensibly be regarded as an absence of educational advantage. icsea is an interval-level variable. in contrast, hours worked in paid employment per week is a ratio-level variable. the interval between 20 and 30 hours per week is ten hours. this interval is equivalent to the interval between 30 and 40 hours per week. a value of zero also has meaning as the absence of any paid employment in a given week, and thus the variable is ratio-level measured. Measurement levels thus influence the kinds of statistical procedures we can use by determining which mathematical operations are sensible for that variable. it does not make sense to add, subtract, multiply or divide the values of nominal or ordinal variables, even if these are stored as numbers in spreadsheets or electronic data files.
Arithmetic operations

Collapsing scales
Interval-or ratio-level variables can also be collapsed to ordinal or nominal levels. annual income could be made ordinal by grouping and ordering dollar values, for example $0−$10 000, $10 001−$20 000, and so on. it could also be made nominal: average income, not average income. but a variable that has been originally measured as nominal cannot be made ordinal, interval or ratio. if a researcher simply records whether a household has average income or not, they cannot disaggregate this variable to a higher level of measurement subsequently. for this reason if a variable can be well measured (as described below) at both a high (say interval) and low (say nominal) level of measurement, it is good research practice to measure it at the higher measurement level. this will enable more options in subsequent data analysis.
Discrete and continuous variables
Distinctions between nominal, ordinal and interval or ratio variables are probably the most common distinctions social scientists make about measurement properties. one other distinction, between discrete and continuous variables, is also relevant. a discrete variable is a variable that takes a finite or countable number of values, because it is not possible to meaningfully subdivide values below a certain unit of measurement. a continuous variable takes an infinite number of values because in theory units of measurement can always be smaller. the population size of a city is discrete; we cannot subdivide people into units of less than one person. the geographic area of a city, though, is continuous: units of area can always be subdivided into smaller units. in general, variables representing a count or number of elements (for example, number of people living in a city, number of registered motor vehicles, number of books in the home) are discrete. the distinction between discrete and continuous variables is a theoretical one, but in practice we measure many continuous variables discretely because it is too difficult or unnecessary to measure them to infinite levels of precision. a variable such as hours worked in the last week, for instance, is typically measured in terms of whole hours or fractions of hours that are not smaller than one-half or one-quarter (for example, 37.25 hours). table 9.2 sets out the comparisons between these different variable measurement schemes.
Spatial data in a spatially integrated social science (siss) approach in research it is typical that some of the data used is explicitly spatial in nature. spatial data are often taken from entities that are points, lines, areas or surfaces (areas with depth that might be represented with contour lines) (Haining, 2003: 44) . table 9.3 shows a classification of variables at different levels of measurement for different types of spatial object. 
Measurement Quality
in addition to the measurement properties of variables, researchers are also concerned with issues of measurement quality. there are two key criteria for assessing measurement quality:
1. Reliability, which refers to consistency of measurement. if we measure the same entity at two different times, and nothing has changed, a reliable measure will produce the same value at each time. if the values differ, the measure or measuring instrument is unreliable. 2. Validity, which refers to the 'inherent accuracy' of measurement; a valid measure measures the concept we intend to measure, and not something else.
With respect to the latter, a valid measure of national well-being, for example, measures this concept rather than a related concept such as national wealth. the organisation for economic co-operation and development (oecd) has recently proposed a measure of national wellbeing that combines information from 11 domains − including housing, income, jobs, health, life satisfaction, civic engagement, quality of the natural environment − to assess the well-being of societies. this measure is motivated, in part, by the recognition that macroeconomic indicators such as gross domestic product or gross domestic product per capita do not validly capture the concept of well-being, which refers to people's abilities to realize certain kinds of basic freedoms and ways of functioning within society (http://www.oecdbetterlifeindex.org/). When researchers talk about variables being well measured, they are generally using criteria of reliability and validity.
linking data and data analysis
Investigating Relationships
Researchers' objectives for data analysis may vary. We may want to describe variables, in terms of, for instance, their maximum and minimum values, or the most common value. We may also want to consider relationships between variables; for example, do different neighbourhoods have different poverty or unemployment levels? When we examine relationships between variables we may want to simply consider how variables go together or are associated, or we may have a particular interest in one variable and how it is associated with others. in the first instance, if we were examining the oecd's better life index it would be interesting to know how the different parts of the index go together. do countries with better housing also have higher income, better health, better natural environments and more satisfied citizens who are more actively involved in civil life, for example? examining relationships between variables in this way is called examining association, or co-variation, and all variables are equally important. sometimes, however, we are specifically interested in one variable − an outcome, response or dependent variable − and how it co-varies with other classifying variables. the former are usually called independent or explanatory variables. sometimes we think the relationships between response and explanatory variables are causal ones − the explanatory variable is the cause and the response variable is the effect − but we do not need a causal theory or causal language to examine relationships between independent (explanatory) and dependent (response) variables.
if we were interested in the relationship between gender and income, for example, we might ask whether or not women or men earn more, and examine this question by comparing their average incomes. in this example, income would be the response variable, and gender would be the independent or explanatory variable. We might have a causal theory about why gender is associated with different incomes for men and women, or we might not, but we would not need to assume a causal relationship to treat income as the dependent variable in our analysis. examining relationships between variables is the central task in quantitative analysis and many research questions and theories are couched in terms of examining how one or more outcome variables are related to one or more explanatory variables.
Using Samples
one other set of objectives is relevant for data analysis. in most research we work with a sample rather than a population. Recall that a sample is a subset of the units we are interested in, while the population is the complete set of units of interest for a study. We work with samples because it is usually too expensive and too time-consuming to collect data on entire populations. this is why countries such as australia only undertake a national population census every five years, and countries such as the Us and britain have ten year inter-census intervals. With sample data we may want to simply describe and summarize the variables and the relationships between them in our data set. our objectives are purely descriptive and our conclusions about variables and relationships between variables do not generalize beyond the sample. However, we may also want to treat the sample as typical or representative of larger population, and use sample analysis to draw conclusions about the population. in this case our objective is inferential: we are trying to draw conclusions or inferences about the population based on information from the sample. statistical theory provides the basis for drawing legitimate inferences about populations from much smaller samples. description and population inference are two key objectives of quantitative data analysis.
Statistics and Quantitative Data Analysis
Descriptive statistics (that is, statistics that are used to describe samples) provide ways of summarizing the characteristics of individual variables and describing and quantifying the associations between two or more variables. there are both numeric and graphical descriptive statistical techniques. there is not space in this chapter to describe all approaches, but box 9.1 lists some of the more common descriptive statistics for a single variable. these are well described in any standard introductory textbook such as agresti and finlay (2009) and Moore et al. (2013) . in the box, X designates a variable such as gender or birthrate, X i is the ith value of X, and S is the summation operator, such that for n observations, SX 5 X 1 1 X 2 1 . . . X n .
as 
Measures of central tendency:
(Arithmetic) mean X 5 S X / n Median -middle score when observations are ordered from low to high Mode -most common value Mean is sensitive to extreme scores in one direction -is not resistant
Measures of dispersion, variation or spread:
Range: maximum value minus minimum value Interquartile range: third quartile minus first quartile The first quartile is the median of the first 50 per cent of ordered observations. The third quartile is the median of the second 50 per cent of ordered observations. Variance (average squared deviation around the mean) s 2 5 a (X 2X 2 ) / (n 2 1) Standard deviation -square root of variance, s Stem and leaf plots, box and whisker plots
Statistical Inference
descriptive statistics are most often used to explore data and variables, to help identify possible data errors such as impossible or unrealistic values, and to familiarize researchers with the characteristics of their sample data. examining descriptive relationships between variables also assists with data checking and may help guide later analysis. beyond descriptive analysis however, we are interested in samples because we think they are typical of populations and analysing sample information is a scientifically robust and cost-effective way to draw conclusions about large populations from comparatively small samples.
as soon as we are interested in samples because of what they can tell us about populations, we are in the realm of inferential statistics. typically with statistical inference we have one of two objectives: we either want to estimate the value of population characteristics (called parameters), or we want to test if population parameters correspond to some specified values that may come from theory or prior research findings. statistical testing is often called hypothesis testing because we propose a hypothesis or expectation that a population parameter takes some value, and use sample data to test this proposition. population estimation and statistical testing are related objectives of statistical inference. 
Sampling distribution
Mark Western -9780857932976 Downloaded from Elgar Online at 07/18/2019 03:33:31PM via free access that the population mean is a specific value, we use the sample mean, for example. to estimate the proportion of females in a population we would usually use the proportion of females in a sample. a key concept in inferential statistics that underlies the logic of statistical inference is the sampling distribution. the sampling distribution is a probability distribution or population distribution for a sample statistic. the ideas behind a sampling distribution are simple. assume we are interested in estimating a population mean, such as mean weekly earnings for employed men. if we draw a simple random sample (see chapter 8 in this volume) from a population, we can ask men about their weekly earnings and compute a sample mean. intuitively this sample mean provides a reasonable estimate of the population mean if the sample is representative or typical of the population of employed men. However it is unlikely to perfectly estimate the population mean, because we only have data from a subset of employed men, rather than the entire population.
as a thought experiment we could, however, draw one random sample, compute the mean, then put all members of the sample back in the population and draw a second random sample. We could then compute a second sample mean, which would also estimate the population mean. We could then put this second sample back in the population, draw a different third random sample and compute a third mean. if we were to repeatedly draw random samples of a fixed size (say 1000 men) and compute the mean earnings each time, the sample means would take different values from one sample to the next, but we would expect them to cluster around the actual population mean. if we took all possible samples of 1000 men from the population and computed a sample mean for each, we would have a probability or population distribution of sample means. this distribution is the sampling distribution, in this case, of the sample mean, for samples of 1000 men. the sampling distribution is one key element in statistical inference. as is the case with all probability distributions it tells us about the possible values of a variable (in this case a sample statistic) and the probabilities of those values. the sampling distribution itself has a mean or average value (the average value of the sample statistic under repeated sampling) and a standard deviation (the standard deviation of individual values of the sample statistic around the mean value of the sample statistic). the standard deviation of a sampling distribution is often called the standard error.
knowing the sampling distribution of a sample statistic is extremely useful for statistical inference, because it tells us something about the accuracy and precision with which sample statistics estimate population parameters. More specifically, statisticians can prove mathematically that for random samples, as the sample size increases, the sampling distribution for many sample statistics begins to approach a normal distribution. the normal probability dis-tribution or 'bell-curve' is the probability distribution most non-statisticians will have heard of. it is a symmetrical mound-shaped distribution that is defined by its mean and standard deviation. in other words, if we know the values of the mean and standard deviation for a normally distributed variable, we can draw or graph the shape of that normal curve.
if we represent the normal distribution by a graph (as in figure 9 .1) and think of the total area between the curved line and the X-axis as indicating a probability of 1.0, the area under the curve for a particular interval of values is the probability associated with those values. the normal curve is centred on its mean value, and for intervals defined around the mean, all normal distributions have the following characteristics:
• approximately 68 per cent of observations on the variable lie within one standard deviation above or below the mean; • 95 per cent of the observations are within two standard deviations either side of the mean; and • 99.7 per cent of values are within three standard deviations of the mean.
More generally, for all normal distributions, regardless of their mean or standard deviation, the probability that a value falls within a particular number of standard deviations of the mean is always the same.
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Figure 9.1 Normal distribution with shaded area representing 95 per cent of observations within two standard deviations of mean
Using the normal distribution for statistical inference
How do we use the normal distribution for statistical inference? as noted, many sample statistics have normal sampling distributions. if we are interested in estimating a population parameter, the corresponding sample value is often a good estimate of the population value. but the sample value will not usually be exactly the same as the population parameter because we only have data on a subset of the population. What we would hope is that, on average, sample estimates would tend to equal the population value, and that individual sample statistics would be tightly clustered around the population value, rather than spread far from it. if we can only draw one sample, we would prefer to be close to the value of the population parameter rather than far from it. if we were trying to estimate the average weekly earnings for full-time employees, for instance by drawing a random sample from the australian labour force, we would hope that on average the sample means would equal the population mean, and that the variation of individual sample means around the population mean would be small, rather than large. that way our sampling error (the difference between the sample value and the population value) would be small. the first property is called unbiasedness, and the second property is called efficiency. in formal terms, a sample statistic is unbiased if the mean of its sampling distribution equals the population parameter being estimated, and efficient if the standard deviation of the sampling distribution for that statistic is smaller than the standard deviation of the sampling distribution for any other statistic we could use to estimate the population value. these ideas are illustrated in figure 9 .2. the figure shows graphs based on a hypothetical population where mean annual earnings are $50 000. the graphs were constructed using computer simulations. the first graph shows the population distribution (that is, the distribution of all individual earnings) which is skewed to the right (there is a long right tail), corresponding to a small number of high-income earners. in general populations, real income distributions look like this. income and earnings are not normally distributed variables because they are bounded at zero, and there are a small number of very high earners. the next three graphs approximate sampling distributions drawn from this population, based on sample sizes of 30, 100 and 1000. each graph results from a computer simulation in which 10 000 samples of the given sample size are drawn, the sample mean for each is computed, and the means are stored and graphed. the approximate sampling distributions based on 10 000 sample means all have normal shapes, even though the population distribution of individual earnings is not normally distributed but skewed to the right. each sampling distribution also seems to be centred over the population mean value, $50 000, indicating unbiasedness. We can also see that as the sample size increases, the graphs become more closely normally distributed, and also more narrowly clustered around the mean earnings of $50 000. this result is also generally true. as the sample size increases, the spread of values of the sample statistic around the population value (that is, the standard deviation of the sampling distribution) gets smaller.
The central limit theorem these sampling distributions approximate a very powerful mathematical theorem in statistics: the central limit theorem. this theorem states that: as the sample size increases, the sampling distributions for many statistics become normal distributions. in particular, once we get above a simple random sample size of about 30 units, many statistics have normal sampling distributions.
We can use this information in the following way. as described previously, one characteristic of normally distributed variables is that approximately 95 per cent of possible values lie within two standard deviations of the mean (to be precise, they lie within 1.96 standard deviations of the mean). if we draw Notes: X-axis scale varies for population distribution; y-axis scales vary. population income truncated at 400. sampling distribution based on 10 000 repeated samples.
Figure 9.2 Population distribution and approximate sampling distributions for a hypothetical population with mean annual earnings equal to $50 000
a simple random sample of say 1000 people from a population, the sample mean on a variable such as income is an unbiased estimator of the population mean. the average of the sample means under repeated sampling equals the population mean. the sample mean is also a variable; a different sample would probably yield a different mean value. However, according to the central limit theorem, the sampling distribution for the sample mean follows a normal distribution. there is thus a 95 per cent chance that our one sample mean lies within 1.96 standard deviations (or standard errors) of the population mean, and a 5 per cent chance that it lies outside this range.
if we knew what the standard error was, we could get some sense of how far away our sample mean could be from the unknown population mean, but still be within the 95 per cent interval of sample means. statistical theory again provides some help. statisticians can prove that we can estimate the standard error of the sample mean as s/"n, where s is the standard deviation of the variable in the sample, and n is the sample size. the standard error for a sample mean is therefore the standard deviation of the original variable divided by the square root of the sample size. if we have a simple random sample of 1000 households, and the sample average household income is $45 000 per year, and the sample standard deviation is $10 000 per year, the estimated standard error will be 10 000/"1000 5 316.23. We thus know that 95 per cent of mean household incomes in this population will lie within 1.96 standard errors of the population mean; that is, within $619.81 above or below the population mean. our one sample mean is much more likely to be part of the 95 per cent of means in this interval than the 5 per cent of means outside the interval. even if we are right on the threshold of the 95 per cent, at most we will be $619.81 off the population mean, either too low or too high. if our sample mean is $45 000 we can thus be 95 per cent confident that in the population the actual population mean income is somewhere between $45 000 1 $619.81 and $45 000 − $619.81, or between $44 380.19 and $45 619.81. the interval, $44 380.19 to $45 619.81, is called a confidence interval. it provides upper and lower bounds on the degree of sampling error around our sample mean. in this case it is a 95 per cent confidence interval because 95 per cent of sample means are within 1.96 standard errors of the population mean, when the sampling distribution is normally distributed. We would interpret the confidence interval as being 95 per cent confident that the actual population mean household income is somewhere between $44 380.19 per year and $45 619.81 per year, because in repeated samples 95 per cent of sample values would lie within $619.81 (1.96 standard errors) of the population mean. We do not know for certain if our sample mean is one of the 95 per cent or one of the 5 per cent that is further out than 1.96 standard errors from the popula-tion mean. but it is more likely to be within 1.96 standard errors of the population mean than further out. if we wanted to be more confident that a confidence interval encloses the population parameter (for example, 99 per cent confident) we can choose the number of standard errors accordingly. ninety-nine per cent of values on a normally distributed variable are within 2.58 standard deviations of the mean value. a 99 per cent confidence interval for our sample mean is therefore $45 000 plus or minus 2.58 standard errors, or from $45 000 minus 2.583316.23 to $45 000 plus 2.583316.23. this interval is from $44 184.13 to $45 815.87. the 99 per cent confidence interval is wider than the 95 per cent confidence interval because we have to go further out from the population mean to include 99 per cent of sample means.
this example illustrates the process of estimating a population parameter by using the sample value and putting an interval, defined by upper and lower bounds, around it to quantify the degree of sampling error. in general, if we know the sampling distribution for a statistic and can estimate its standard error, we can construct a confidence interval as the sample statistic, plus or minus a certain number of standard errors, where 'a certain number' is based on our confidence level. for a normal distribution and 95 per cent confidence level, 'a certain number' is 1.96. for a normal distribution and a 99 per cent confidence interval, a certain number is 2.58. We can construct confidence intervals analogously for many other sample statistics where the sampling distribution is normal. in large samples, the sample mean, the sample proportion of a two-category variable (for example, proportion male or proportion female), a difference in sample means (for example, the difference between average male and female incomes) and a difference in sample proportions (for example, the difference in the proportions of males and females who would vote for the labor party in a federal election) all have normal sampling distributions. What counts as a 'large' sample size depends a bit on the sample statistic, but if a researcher is prepared to use 2 rather than 1.96 standard errors to approximate a 95 per cent confidence interval, then a simple random sample size of 30 is sufficient to estimate a confidence interval for a population mean. forming confidence intervals by placing upper and lower bounds around a sample estimate is the most common way to estimate population parameters using sample statistics. the other objective of statistical inference is to test hypotheses that the population parameter takes some specific value. again, we rely on the idea of a sampling distribution to do this.
Demonstrating the logic of statistical testing
Returning to our household income example, rather than trying to estimate the population mean with a confidence interval, we could ask how likely would we be to compute a sample mean income of $45 000 per year if the actual population mean income was $44 100 per year? the $44 100 might be a value that other research has previously found, or it might be drawn from some theory. in this situation we want to compare our sample statistic to the hypothesized population mean of $44 100. the population value we assume to be true is called the null hypothesis value; we test the null hypothesis by comparing our sample statistic to this value.
We have already estimated the standard error for our sample mean as $316.23. if we assume the population mean is $44 100, our sample mean is (45 000−44 100) / 316.23 or 2.85 standard errors from the assumed null hypothesis mean value. because the sampling distribution is normal we can use a computer or look up statistical tables to see what percentage of values on a normally distributed variable are at least 2.85 standard deviations from the mean. this shows that 99.6 per cent of the values on a normally distributed variable are within 2.85 standard deviations of the mean, and thus only 0.4 per cent of the values are 2.85 standard deviations or further from the mean. if the population mean is actually $44 100 the chances of getting a sample value that is 2.85 standard deviations or more away is very slight, only about four times in every 1000 repeated samples. our sample could therefore be a very rare sample drawn from this population, perhaps because it contains a large number of highincome households. alternatively, and more reasonably, our sample is typical of the population from which it comes, but this population does not have a mean household income of $44 100 per year. if we choose this interpretation it leads to the conclusion that the population mean value is not $44 100, but some other number. in statistical language we reject the null hypothesis of $44 100, because the probability of observing a sample value of $45 000 is extremely small if the actual population value is $44 100.
this is the general logic of all statistical testing. We compare our sample statistic to a null hypothesis value and see how many standard deviations it is from the null value. Mathematically we calculate a test statistic for the hypothesis as the number of standard errors our sample value is above or below the null hypothesis value. We then ask how likely we would be to observe a sample value at least this extreme if the null hypothesis were true. if the probability of observing a sample value as extreme as ours is very small, we reject the null hypothesis. alternatively, if this probability is not small, we cannot reject the null hypothesis but instead conclude that the data is consistent with the null value. by convention researchers usually reject the null hypothesis if the probability value for the test statistic is less than 0.05 or 0.01. these are both quite stringent criteria because the sample value has to be at least 1.96 standard errors (if the probability value is 0.05) or 2.58 standard errors (if the probability value is 0.01) from the null value to reject the null hypothesis.
Rejecting the null hypothesis does not tell us what the population value actually is; rather, it only tells us that it is probably not $44 100. if we had only done a statistical test we would probably take the sample value of $45 000 as our best estimate of the population value. However, because we first constructed a 95 per cent confidence interval, not only can we reject the null hypothesis, but we can also say with 95 per cent confidence that the actual mean household income is somewhere between $44 380.19 and $45 619.81. We can also be 99 per cent confident that the average income is between $44 184.13 and $45 815.87. note that neither the 95 per cent or 99 per cent confidence intervals include $44 100. both parameter estimation and statistical testing thus agree that the population mean income is not $44 100. the only way we could include $44 100 in our confidence interval would be to choose a confidence coefficient greater than 99.6 per cent, because $45 000 is 2.85 standard errors from $44 100. to construct upper and lower bounds that went out 2.85 standard errors from $45 000 we would have to set our confidence level at least at 99.6 per cent.
there is therefore a very close relationship between estimating parameters with confidence intervals and testing hypothesis with null hypothesis values. to compute a confidence interval (ci) we have:
CI 5 sample statistic plus or minus a certain number of standard errors. the desired confidence level sets the number of standard errors. When the sampling distribution is normal at 95 per cent confidence, the upper and lower bounds are based on 1.96 standard errors. at 99 per cent confidence the upper and lower limits are based on 2.58 standard errors.
for statistical testing we compute a test statistic as:
Test statistic 5 (sample statistic -hypothesized null value) / standard error.
We then look at the probability value for the test statistic. if the probability or p-value is less than a conventional figure, typically 0.05 or 0.01, we reject the null hypothesis. When the sampling distribution is normal, if the test statistic is greater than 1.96, the p-value will be less than 0.05. When the value of the test statistic is greater than 2.58, the p-value will be less than 0.01.
note that these p-values are the complements (that is, 1 -confidence level 5 p-value) of the confidence levels of 95 per cent and 99 per cent, respectively. this is another way of showing that parameter estimation and statistical testing are just alternative ways of making the same kind of inference. indeed you can think about a confidence interval as also telling you the range of null hypothesis values you could not reject for a given p-value. for instance, if the 95 per cent confidence interval on household income is from $44 380.19 to $45 619.81, this is also the range of null hypothesis values we could not reject, if our p-value to reject the null hypothesis was 0.05.
Statistical testing for means and proportions
i have concentrated on statistical inference for a sample mean because this example clearly illustrates the logic of statistical inference for both parameter estimation and statistical testing. box 9.3 summarizes formulae for statistical testing for other sample statistics, including:
• the sample proportion for a two-category variable, a comparison of sample means across two different groups such as females and males, or young and old (so-called independent samples), a comparison of means on two different variables for one group (so-called dependent samples); and • a comparison of proportions for two groups.
in large samples each of these statistics has a normal sampling distribution, and thus confidence intervals can also easily be constructed by taking the sample estimate and creating upper and lower bounds by adding and subtracting the appropriate number of standard errors for the desired level of confidence. box 9.3 also shows small sample test statistics for means and differences of means, which are based on the t-distributions with appropriate degrees of freedom, rather than the normal distribution.
fURtHeR topics in QUantitatiVe analysis statistical inference for basic population quantities such as means, proportions, and differences in means and proportions only introduces the basic elements of quantitative analysis for social science research. the real potential of quantitative social science lies in its capacity to empirically examine relationships between many variables that represent concepts drawn from more realistic theories about social and spatial phenomena. statistical modelling of social and spatial data allows a researcher to formulate and test theoretically and empirically informed models of social and spatial phenomena with quantitative data. there are many excellent sources on statistical modelling in the social and spatial sciences, including Haining (2003), gelman and Hill (2007) and Mccullagh and nelder (1989 We use sample data to estimate the regression weights and a. the model says that on average the score on a dependent variable is a linear function of the scores on relevant independent variables, plus some overall average effect (a). individual sample units (for example, people, households, neighbourhoods) will have scores that vary around these averages, but the regression model predicts an average dependent variable score for all units that share the same sets of values on the independent variables. An Example Mccrea et al. (2005) use regression modelling that is very similar to this to examine how people's overall life satisfaction is related to their demographic characteristics, such as age, family status and housing tenure, and their satisfaction with their housing, their neighbourhood and their wider metropolitan region. the model is based on a general theory of satisfaction with urban living which says that this reflects satisfaction with different urban domains, such as the community, the neighbourhood and one's housing; evaluations and perceptions of the attributes of these domains; and objective urban conditions of life. Mccrea et al. (2005) examine this theory using data from a 1997 survey of urban quality of life based on a random sample of 1347 residents of the brisbane−southeast Queensland metro-region in australia. their paper works through an initial descriptive analysis of their measures and variables, and then uses a variety of statistical models based on linear regression-type statistical techniques to examine how overall life satisfaction and satisfaction with different aspects of urban life are related to theoretically relevant independent variables. they find that satisfaction with housing and with the region are both more important determinants of overall life satisfaction than is neighbourhood satisfaction, and that factors such as cost of living and government services importantly shape satisfaction with the region. some factors also have different influences for different groups. concerns about pollution particularly influence regional satisfaction for young people and parents, while concerns about transport influence regional satisfaction for older people (Mccrea et al., 2005) . the paper powerfully demonstrates how quantitative analytic techniques and high-quality data can be used in a theoretically informed way to shed light on social and spatial phenomena.
Linear Regression as the Workhorse Model
the statistical model associated with linear regression is arguably the basic workhorse of quantitative data analysis in the social sciences. although it might appear limited it is very straightforwardly extended to incorporate response and explanatory variables that are not continuous, and statistical relationships that are not simply linear. it is also possible to build complex systems of equations to reflect different response variables incorporated in a broader theoretical framework. statistical modelling thus provides an extremely flexible and extremely powerful way to rigorously examine social and spatial phenomena and develop and test social science theories. However in a siss approach to research where we use spatial data which introduces particular problems relating to the modifiable area unit
