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The problem of finding an efficient algorithm to create a two-dimensional 
embedding of a knot diagram is not an easy one. Typically, knots with a large number of 
crossings will not nicely generate two-dimensional drawings. This thesis presents an 
efficient algorithm to generate a knot and to create a nice two-dimensional embedding of 
the knot. For the purpose of this thesis a drawing is “nice” if the number of tangles in the 
diagram consisting of half-twists is minimal. More specifically, the algorithm generates 
prime, alternating Conway algebraic knots in O(n) time where n is the number of 
crossings in the knot, and it derives a precise representation of the knot’s nice drawing in 
O(n) time (The rendering of the drawing is not O(n).).  
Central to the algorithm is a special type of rooted binary tree which represents a 
distinct prime, alternating Conway algebraic knot. Each leaf in the tree represents a 
crossing in the knot. The algorithm first generates the tree and then modifies such a tree 
repeatedly to reduce the number of its leaves while ensuring that the knot type associated 
with the tree is not modified. The result of the algorithm is a tree (for the knot) with a 
minimum number of leaves. This minimum tree is the basis of deriving a 4-regular plane 
map which represents the knot embedding and to finally draw the knot’s diagram. 
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CHAPTER 1: INTRODUCTION AND BASIC DEFINITIONS 
 
1.1 Introduction 
In this thesis, an efficient algorithm that generates 4-regular plane maps which are 
knot diagrams and their embedding in the plane is presented. Maps generated by this 
algorithm can be used in the study of knot theory. Knot theory is a branch of topology 
where people study the embedding of one topological space into another (usually in two-
dimensional or three-dimensional space). Many properties of knots and knot diagrams 
can be intuitively explained using a visual representation of knots. Drawing algorithms 
exist for graphs [11], they might not create a correct visual representation of a given knot 
and also do not take advantage of possible simplifications of a given graph which are 
radical on knots. The objective of this thesis is to develop an algorithm that creates a 
drawing for specific knots which embeds the knot into two-dimensional space. 
Furthermore, the drawings should be as simple as possible.  
The main purpose of this thesis is to build an efficient algorithm to create a visual 
representation of prime, alternating Conway algebraic knots (4-regular planar graphs). 
The thesis is organized as follows:  
Section 1.2 introduces the reader to the terms that are used. 
Chapter 2 discusses two existing algorithms to generate a knot and some existing 
algorithms that create drawings for knots.  
Chapter 3 contains the result obtained for this thesis. Section 3.1 introduces the 
relationship between Conway algebraic knots and rooted binary trees as discussed in [10]. 
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Section 3.2 describes an algorithm which uses binary trees to generate prime, alternating 
Conway algebraic knots and an approach how to draw them. Section 3.3 introduces tree 
reduction operations to manipulate the binary tree to obtain more compact drawings. 
Section 3.4 introduces a knot-theory based operation to further manipulate the binary tree. 
An algorithm which applies this operation throughout the tree results in the simplest 
binary tree for the given knot. 
Chapter 4 contains the conclusions and suggestions for future work.  
 
1.2 Basic definitions 
The following are some basic definitions we use throughout this thesis. The 
explanation of the terms is intuitive and informal. The interested reader may find detailed 
descriptions and exact definitions in any standard text for knot theory and graph theory, 
such as [1, 6, 8, 11, 12]. 
A graph G = (V, E) is a mathematical structure and consists of a set of vertices V and 
a set of edges E. An edge e is associated with two vertices, v and w, so we write e = edge 
(v, w) and say e is incident to v (or w). If those two vertices are the same, the edge is 
called a loop edge.  If two vertices are connected by an edge, they are called adjacent. A 
path in a graph is a sequence of vertices (w1, w2, w3…wn) such that for each vertex wi 
there is an edge to the next vertex wi+1 in a sequence for 0 < i < n. All the vertices in a 
path are distinct, except possibly for the first and last vertices. The length of a path is the 
number of edges in the path. The degree of a vertex is the number of edges that are 
incident to the vertex. A graph is called n-regular if the degree of each vertex in the 
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graph is n. The clockwise order of all the edges which are incident to a vertex v is called 
the cyclic order of v. A planar graph is a graph that can be embedded in the plane, such 
that its edges intersect only at their endpoints. A plane graph is a graph drawn in the two-
dimensional plane, such that no two edges intersect – except possibly at the endpoints. A 
map is a graph where the edges around each vertex have a fixed cyclic order. A planar 
map is a map which can be embedded in the plane, such that its edges intersect only at 
their endpoints. 
If for a pair of vertices v and w in a graph, and there is exactly one path connecting v 
to w then the graph is a tree. A rooted tree is a tree where a particular vertex is designated 
as a root. A binary tree is a tree where every vertex has a degree of three or less. Each 
vertex in a binary tree has zero or two child vertices which are below it. The child nodes 
are often referred to as left and right child. A vertex that has child is called a parent 
vertex. A leaf vertex is a vertex in a tree that has no child. An internal vertex is a vertex 
in a tree that has, at most, two children. The depth of a node in a binary tree is the length 
of the path from the root to the node. A tree-traversal is the process of examining each 
node in a tree. There are three types of tree-traversal: pre-order, in-order, and post-order 
which differ in the order of which nodes in the tree are processed. The pre-order traversal 
processes each node prior to any of its child node. The in-order traversal processes each 
node after processing its left subtree and prior to processing its right subtree. The post-
order traversal processes each the node after processing its left and right subtrees. The 
leftmost leaf node in a tree is the first node processed if the tree is traversed using in-
order traversal. The last node processed using in-order traversal in a tree is the rightmost 
leaf node. 
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A binary string is a string that contains only 1s and 0s. A binary string has the 
positive prefix property if, reading the string from the leftmost bit to the rightmost bit, at 
each bit the number of 1s is always greater than or equal to the number of 0s. For 
example, 111010001100 is a binary string with the positive prefix property. Yet 
1100100010 does not have the positive prefix property because the number of 1s is less 
than the number of 0s on position 7 when counting each digit from the left. If a binary 
string has the positive prefix property and the number of 1s is equal to the number of 0s, 
we call it a positive prefix vector. 
In regular English, knot is a term simply defined as a knotted loop of many segments 
of strand. Knot theory is a subfield of topology in mathematics. In mathematics, a knot is 
a closed loop of a simple strand or equivalently a non-intersecting closed curve in three-
dimensional space. It is like a continuous loop strand in three-dimensional space. A link 
is a disjoint union of such loops. A trivial knot is the simplest knot of all. It is an 
unknotted circle, also called unknot.  
A projection is the image (or shadow) of a knot in three-dimensional space into the 
plane, also called a knot diagram. When a knot is projected into a plane, it contains self-
intersecting points on its projection. The self-intersecting points are called crossings of 
the projection. Two knot diagrams are equivalent if and only if one may be continuously 
deformed into the other without any cuts or self-intersections. A regular projection is a 
4-regular plane map with n vertices and each vertex with over/under indicated, as shown 
in Figure 1.2.1. A 4-regular planar map is obtained if the over/under property at each 
vertex is ignored. Two strands repeatedly crossing each other in sequence is called a 
sequence of half-twists. Figure 1.2.2 shows four half-twists. 
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Figure 1.2.1. Crossings drawn in a regular planar projection. 
 
 
Figure 1.2.2. Four half-twists. 
 
A tangle is a region in a knot diagram covered by a circle such that the knot crosses 
the circle exactly four times. A flype is a 180-degree flip of a tangle in a knot diagram. 
With this flype operation, we can move one crossing from one side of a tangle to the 
other side (See Figure 1.2.3.). 
 
Figure 1.2.3. An example of a flype operation. Circles A and B are tangles. 
 
A knot is alternating if it admits a projection where “over” and “under” alternate, as 
one travels along on the knot projection (See Figure 1.2.4 (A) and (B).). A knot that does 
not admit such a projection is called non-alternating. Given two knot projections, one 
can cut a strand on the outside of each projection and then reconnect the four endpoints as 
shown in Figure 1.2.5. A knot that can be created in this way is called a composite knot. 
We call a knot a prime knot if it is not a composite knot.  
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Figure 1.2.4. Two knots are alternating knots.  (A) is a knot with three-crossings 
(also as known as the trefoil knot). (B) is a knot with seven-crossings. 
 
 
Figure 1.2.5. Forming a composite knot. 
 
A Conway circle is a simple closed curve, C, in a two-dimensional plane diagram, 
D, and it intersects D transversely in exactly four non-crossing points of D. There exists 
two types of Conway regions derived from a Conway circle. A type A Conway region 
contains a single crossing and is surrounded by a Conway circle. Each type A Conway 
region is divided into four sub-regions by the two strands. Each sub-region is called a 
type I Conway sub-region. Each type I Conway sub-region has a single arc belonging to a 
Conway circle in its boundary and sharing two strands with the other type I Conway sub-
region (See Figure 1.2.6 (A).). A type B Conway region contains exactly three Conway 
circles which are connected by arcs which do not cross inside the region. Each type B 
Conway region is divided into three type II Conway sub-regions and two type III Conway 
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sub-regions. Each type II Conway sub-region contains two arcs belonging to two 
different Conway circles in its boundary and sharing two strands with two different type 
III Conway sub-regions. Each type III Conway sub-region contains three arcs belonging 
to three different Conway circles in its boundary and sharing three strands with the three 
type II Conway sub-regions (See Figure 1.2.6 (B).).  
 
Figure 1.2.6. Two types of Conway regions. 
 
Conway algebraic knots is a classification of a knot family also called aborescent 
knots [5]. A knot diagram is called a Conway algebraic knot diagram if it can be 
decomposed into Conway regions of type A and type B by using a finite number of 
Conway circles.  
 
Figure 1.2.7. An algebraic decomposition of a Conway algebraic knot. 
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A knot or link diagram is a Conway algebraic knot or link if it has a diagram that can 
be decomposed by using a finite number of Conway circles into type A and type B 
Conway regions. Such decomposition is called algebraic decomposition of the knot or 
link (See Figure 1.2.7.). 
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CHAPTER 2: RESEARCH ON GENERATING KNOT GRAPHS AND KNOT 
DRAWINGS 
 
2.1 Generating a planar map for a knot 
In this section, two algorithms are introduced that generate knot diagrams. The first 
one uses a rooted binary tree to generate a planar map. The rooted binary tree is 
generated by a positive prefix vector. We use the tree generated by this method for the 
generation of the knots for this thesis as described in Chapter 3. There are other 
approaches to generate knots which do not use a binary tree, see Section 2.1.2.  
 
2.1.1 Generating a planar map for a knot using a rooted binary tree 
The full algorithm was introduced in [13]. The purpose of this algorithm is to 
generate a rooted 4-regular planar map with n vertices. This algorithm contains several 
steps which are described below: 
(1) Generate a random binary string with the positive prefix property. 
(2) Use this binary string to form a rooted binary tree. 
(3) Randomly add new edge to each internal vertex. 
(4) Derive the final map by connecting a new edge from an internal vertex to a leaf 
vertex. 
 
 
11 
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Generating a positive prefix vector 
The generation of a positive prefix string is explained in [13]. In the first step, we 
start by generating the same number of 1s and 0s to form a vector. Next, we randomly 
arrange the position of each item in this vector.  
In [13], a graph, called a “bridge”, is used to examine the property of a positive prefix 
vector. A bridge graph is a path graph in which each path edge either goes “up” or goes 
“down” in a step. Each “1” in the vector is denoted by an up step and each “0” is denoted 
by a down step. Figure 2.1.1 is an example that shows a bridge graph that represents 
1100011001. The edge connecting v1 and v2 is an up step, and the edge connecting v3 and 
v4 is a down step. 
 
 
Figure 2.1.1. A bridge graph that represents 1100011001. 
 
In a positive prefix vector, the number of 1s and 0s are equal, which means the 
number of up steps and down steps in a bridge graph are the same. Hence, in the bridge 
graph, the first vertex and the last vertex are on the same altitude. We can simply draw a 
straight horizontal line to connect them (See Figure 2.1.1.).  
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The next step of generating a positive prefix vector is to add an extra down step to the 
end of the bridge. It is the equivalent of adding an extra “0” to the end of the vector. 
Figure 2.1.2 shows the result of this step from Figure 2.1.1. This step is important for the 
algorithm for generating positive prefix strings with a uniform distribution.  
Adding a “0” at the end of the string makes the number of 0s larger than the number 
of 1s and, in a bridge graph, adding one more down step to the end of the bridge. 
 
Figure 2.1.2. A bridge graph after adding an extra down edge. It represents 11000110010. 
 
 In Figure 2.1.2, the vector 11000110010 does not have the positive prefix property. 
When reading from the left digit to the right digit, the number of 0s is greater than 
number of 1s several times. This first occurs at vertex v6 in the bridge graph. Therefore, 
in order to form a binary string with the positive prefix property, we need to find a 
conjugate path. 
A conjugate path of a bridge can be formed by applying the following 
transformations: [4] 
(i) Find a down step of the bridge. 
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(ii) Delete the path P starting from the leftmost vertex to the vertex after the down 
step. 
(iii) Append P to the end of the bridge. 
 
In [13], it is shown that a bridge graph has n up steps and n+1 down steps. However, 
there is exactly one conjugate path in those n+1 down steps that forms a bridge graph 
with the positive prefix property. In such a bridge path, only the last vertex is below the 
horizontal line. Given a bridge graph, G, with 2(n+1) vertices and n up steps and n+1 
down steps, the way to find this conjugate path in the bridge graph is as follows: 
• Find the first vertex v which is at the lowest point of the bridge. 
• Travel the bridge from the leftmost vertex to the right on G. 
• Delete the path Pv from the leftmost vertex to v. 
• Append the path Pv to the end of the bridge. 
 
For example, in Figure 2.1.2, the vertex v6 is the first lowest point vertex. After 
finding the lowest point vertex, we separate the vertices into two parts, one is the left path 
from v1 to v6, and another one is the right path from v6 to v12. Following the steps given 
above, append the left path to the end of the right path. This leads to the new bridge graph 
shown in Figure 2.1.3. This bridge graph has the positive prefix property representing the 
positive prefix vector 1100101100 and all the vertices are renumbered. 
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Figure 2.1.3. A new bridge graph with the positive prefix property obtained from 
Figure 2.1.2. The number in parentheses is the original number in Figure 2.1.2. 
 
Generating a rooted binary tree 
In the second step, a tree will be generated by the binary string from step (1). The 
generation processed as follows: 
(i) Create a root vertex with one child vertex and mark it is open. 
(ii) Read the binary string from step (1) from left to right. If the digit is 1, add two 
edges and two child vertices to the left-most open leaf vertex and mark them as 
“open.” If the digit is 0, mark the left-most open leaf vertex as “closed.” 
 
An example of the generation process of a rooted binary tree from the binary string 
“111010000” is given in Figure 2.1.4. After step (2), a rooted binary tree has been 
generated and each vertex is either a leaf or has two children. The rooted vertex of the 
tree is marked as “closed” in order to be used in next step. 
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Figure 2.1.4. A sequence pictures for a rooted binary tree generated by the binary 
string “111010000.” 
 
Randomly add new edge to each internal vertex 
Randomly add an edge to each vertex that is not a leaf, to give each such vertex a 
degree of 4 (See Figure 2.1.5.). There are three possible locations for each edge. We 
simply pick one of them at random. 
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Figure 2.1.5. A rooted binary tree with additional edges added. 
 
Connecting new edge from an internal vertex to a leaf vertex 
Finally, by connecting a new edge from an internal vertex to a leaf vertex, we can 
derive the planar map. Remember that the root node is connected a leaf node. For each 
new randomly-generated edge, connect it with the leaf node that is the nearest in a 
counter-clockwise order and that has not already been connected. Finally, connect the 
remaining two leaves with a directed edge (See Figures 2.1.6 and 2.1.7.). 
 
Figure 2.1.6. Connecting new edges from internal vertices to the nearest leaf vertices. 
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Figure 2.1.7. The final connection for generating a rooted 4-regular planar map. 
 
Thus, from theorem [13], the above described an algorithm which created a 
randomly rooted 4-regular planar map with uniform probability. All internal vertices of 
the tree will become the vertices (crossings) in the final map. 
 
2.1.2 Generating a planar map for a knot using a Hamiltonian cycle 
Another way to generate a 4-regular planar map is by using a Hamiltonian cycle. In 
[9], an algorithm is introduced which presents a way to generate a 4-regular planar map 
using a Hamiltonian circle with n vertices. This algorithm contains the following steps: 
(1) Generate a cycle graph, Cn, with n vertices, v1, v2, v3,…,vn. All the vertices of this 
graph have a degree of 2.  
(2) Generate a random vector containing each vertex from Cn twice. The vertices 
need to be connected to two other vertices to achieve a 4-regular graph. Each new 
edge can be embedded either inside or outside the boundary of Cn. 
(3) Replace the intersecting edges with non-intersecting edges. 
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The way to determine how to connect each vertex in step (2) is to use a permutation 
of the vector of all vertices which initially is the vector {1, 1, 2, 2… n, n}. In the 
permutated vector, each pair of consecutive elements is considered an edge.  
For instance, a map with seven vertices that contains a permutation vector {1, 3, 2, 5, 
4, 2, 3, 6, 6, 4, 5, 7, 7, 1} is given in Figure 2.1.8. 
 
Figure 2.1.8. The map drawn using a permutation vector {1, 3, 2, 5, 4, 2, 3, 6, 6, 
4, 5, 7, 7, 1}. 
 
From Figure 2.1.8, it can be seen that the edge assignment may cause unwanted 
crossings in the drawing. Hence, if intersections are found, then the next step is to correct 
this problem by rearranging these intersecting edges. 
For example, there is no way to avoid intersection by connecting 2 to 5 and 3 to 6. 
Therefore, we can replace edge (2, 5) and edge (3, 6) with either edge (2, 6) and edge (3, 
5) or edge (2, 3) and edge (6, 5) (See Figure 2.1.9.). 
 
Figure 2.1.9. An example to show the replacement of an intersecting edge. 
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The algorithm chooses replacement edge is with equal probability for each 
intersection and continuous until old unwanted edge has been eliminated. Hence, a 4-
regular planar graph can be obtained in a finite number of edge-replacement operations. 
 
2.2 Existing knot drawing algorithms 
 
In this section, two programs that can generate knot or link diagrams will be 
introduced. One is Wolfram Mathematica [18], the other is Knotplot [14]. Each program 
uses a different way to draw a knot. The next part of this section briefly outlines these 
two programs and the algorithms they use. 
Wolfram Mathematica is a well-known research program in science. KnotTheory [20] 
is a package developed for Mathematica. KnotTheory is an open project and can draw 
knots and links in several ways. One way to draw a knot as a planar graph is by using the 
circle packing algorithm. A circle packing is a collection of circles in the plane with a 
designated pattern of tangencies. Each circle contains either zero or more circles and each 
circle is disjointed (See Figure 2.2.1.). The circle packing theorem is a useful tool to 
study various problems such as planar geometry and planar graphs; E.M.Andreev [2, 3] 
use this theorem in the construction of convex polyhedrals in Lobachevskii space. 
KnotTheory use Andreev’s theorem as basis for the the main algorithm to draw knots and 
it is implemented by Emily Redelmeier [16].  
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Figure 2.2.1. An example of circle packing. 
 
In the algorithm, each circle is associated with one vertex and two vertices connected 
by an edge. Each edge only goes through the tangency point of two corresponding circles. 
By generating more circles in a graph, more tangency points can be generated then 
KnotTheory can use the precise coordinates of all the tangency points to build smooth 
arcs for the edges. Figure 2.2.2 shows an example of a 19-crossings planar graph 
generated by Mathematica. 
 
Figure 2.2.2. A 19-crossings planar graph generated by Mathematica. 
 
Knotplot is another program that can create knots drawings. More detail of the 
algorithm used by Knotplot was introduced in [14]. Knotplot has over 3,000 
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preconstructed knots available in its knot catalogue. Most of the knots in the knots 
catalogue are prime knots, the rest are some specific knots such as square and granny 
knots. Figure 2.2.3 shows part of the catalogue table in the program.  
 
 
Figure 2.2.3. Part of the Knotplot’s catalogue table. 
 
 
Figure 2.2.4. A knot with three-crossings (the trefoil knot) generated by Knotplot. 
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Knotplot can construct knots or links using the notation that was developed by 
Conway. Knotplot extends these knot notations then passes it into a tangle calculator to 
construct a knot diagram. After parsing all the information it needs, the tangle calculator 
creates one or more tangles on the tangle stack. Knotplot uses predefined tangle templates 
and embeds each tangle from the tangle stack. Figure 2.2.4 shows an example of a knot 
with three-crossings (the trefoil knot) generated by Knotplot. Knotplot also allows user 
generates knot or link by sketching. By using the mouse to points the knot strands and the 
mouse buttons to indicate over/under crossings, a knot or link diagram can be made by 
hand.  
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CHAPTER 3: GENERATING CONWAY ALGEBRAIC KNOT DRAWINGS 
 
The algorithm introduced in this chapter generates a 4-regular plane map for a prime 
alternating Conway algebraic knot diagram from a given rooted binary tree. Section 3.1 
discusses the relationship between Conway algebraic knots and rooted binary trees. In 
section 3.2 a binary tree type is defined which can uniquely identify a Conway algebraic 
diagram and a method is presented to generate such a tree randomly as well as a method 
to create a 4-regular plane map from the generated tree. Section 3.3 and 3.4 introduce tree 
manipulation methods which simply modified the generated tree and lead to more 
compact and easier to understand drawings of the maps.  
 
3.1 Conway algebraic knots and rooted binary trees 
This section introduces the relationship between rooted binary trees and Conway 
algebraic knots. Specifically, the section describes how a Conway algebraic knot can be 
used to generate a rooted binary tree. A more detailed description can be found in [10]. 
The goal of this section is to understand how a given algebraic decomposition of a 
Conway algebraic knot diagram guides the extraction of a rooted binary tree. A Conway 
Algebraic Diagram (CAD) is a prime, alternating Conway algebraic knot or link 
diagram. Together with a Conway algebraic decomposition and a preferred shading it 
gives rise to a rooted binary tree. 
The extraction of the rooted binary tree starts with a given algebraic decomposition 
and proceeds in two steps. First, type III Conway sub-regions are shaded and then the 
shading guides the extraction of the rooted binary tree. 
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Select a preferred shading 
Figure 3.1.1 shows a CAD which is decomposed by several Conway circles. 
 
Figure 3.1.1. A Conway algebraic knot diagram decomposed by a set of Conway 
circles. 
 
A preferred shading is a coloring of the type III Conway sub-regions using gray 
colors. Each type B Conway region contains a pair of type III Conway sub-regions and 
we only shade one type III Conway sub-region of each pair.  
The shading process has the following rules: D is a given CAD with a decomposition 
using Conway circles. 
• Start with any type III Conway sub-region, R1, and shade it. If D contains only 
one type B Conway region then the process is done.  
• Shade another type III Conway sub-region, R2, which shares a boundary with R1. 
The shared boundary may be the arc of a Conway circle or a single point 
touched by R1 and R2. Note that R2 is not paired with R1.  
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• Continue the process by shading another type III Conway sub-region, Ri, which 
is not paired with previously shaded type III Conway sub-regions until one type 
III Conway sub-region from each pair has been shaded.  
Remember that two adjacent shaded regions either share a common circle boundary 
arc or share a single common circle boundary point which is an intersection point of D 
with a Conway circle. After finishing the shading process, each shaded type III Conway 
sub-region is adjacent to at least one shaded type III Conway sub-region from another 
pair. Figure 3.1.2 shows a Conway algebraic knot diagram with a set of Conway circles 
and its preferred shading.  
 
Figure 3.1.2. A Conway algebraic knot diagram with a set of Conway circles and 
its preferred shading. 
 
From the above discussion, we can guarantee that each CAD with a given algebraic 
decomposition has at least one preferred shading but it may have many different 
preferred shadings. 
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Extract a rooted binary tree  
A plane graph can be generated from a Conway algebraic knot diagram after the 
preferred shading process. Given a CAD D, with an algebraic Conway decomposition 
and a preferred shading, a plane graph can be generated from the following steps: 
z In each type A Conway region, place a vertex next to the crossing in the type I 
Conway sub-region which shares a Conway circle arc with a shaded type III 
Conway sub-region. 
z In each shaded type III Conway sub-region, place a vertex. Connect two vertices 
by an edge if their corresponding type III Conway sub-regions share a common 
boundary circle arc or point. The edge connects the two vertices through a 
common boundary circle point. 
z In each type A Conway region, put an edge from the vertex in the type I Conway 
sub-region to the vertex that represents the shaded type III Conway sub-region 
which shares a common boundary circle arc with the type I Conway sub-region. 
The plane graph generated by the above steps is a binary tree T. It is called a 
preferred tree in [10] and is a rooted binary tree. In T, each internal node has two child 
nodes. Each vertex which is put in a type I Conway sub-region becomes a leaf node in T. 
An internal vertex that connects to at least one leaf node can be designated as the root of 
T. Thus only the root node has two child nodes and also connects to one associated leaf 
node. Moreover, the number of leaf nodes in T is equal to the number of the crossings n 
in D. The number of edges of the tree is 2n-3 and the total number of nodes in T is 2n-2. 
28 
 
 
 
Figure 3.1.3 shows a CAD with a set of Conway circles and one of its preferred shadings, 
together with the corresponding preferred tree. 
 
Figure 3.1.3. A CAD with a set of Conway circles and its preferred shading 
together with the corresponding preferred tree. The circles op1, op2, and op3 are 
referenced in section 3.2.1. 
 
A given CAD D can be decomposed by different sets of Conway circles. From a D 
with a given set of Conway circles usually several different preferred shadings can be 
selected each with a rooted binary tree. Furthermore, the same rooted binary tree may be 
generated from diagrams which represent different knots. 
 
3.2 Generating constructed planar maps using Conway algebraic trees 
The goal of this section is to lay the basis for creating drawings of Conway algebraic 
knots. To accomplish this goal, two issues must be addressed: (1) A representation of an 
algebraic knot must be generated and (2) this representation must be parsed to generate 
an initial drawing. Later sections discuss how this initial drawing can be improved. 
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3.2.1 Generating a Conway algebraic tree 
The previous section explains how a given Conway algebraic knot diagram is related 
to one or more rooted binary trees. Usually a set of rooted binary trees may be derived 
from a given CAD with a given Conway algebraic decomposition since there is usually 
more than one preferred shading. However, such a rooted binary tree is not sufficient to 
represent distinct knot diagrams by distinct rooted binary trees. Let D1 and D2 be two 
different prime alternating Conway algebraic knot diagrams representing two different 
knots. If the number of crossings in D1 and D2 are different, then any rooted binary tree 
derived from D1 is different from any rooted binary tree derived from D2 because the 
trees have a different number of leaves. However, if the number of crossings in D1 and D2 
are the same, it is possible that at least one of their algebraic decompositions leads to the 
same rooted binary tree. That is to say that given two different Conway algebraic 
diagrams the same rooted binary trees might be generated. Figure 3.2.1 shows an 
example proving that the same rooted binary tree can be derived from two different 
Conway algebraic knot diagrams. Both knots in pictures (A) and (B) contain five 
crossings, and with the indicated algebraic decomposition with preferred shading, both 
diagrams generate the same rooted binary tree.  
 
Figure 3.2.2 shows the relationship of knots, Conway algebraic diagrams, and rooted 
binary trees. For instance, a given rooted binary tree such as T1 in Figure 3.2.2 cannot be 
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associated with a unique Conway algebraic diagram. Hence, it is unclear which diagram 
or knot should be drawn. 
 
 
Figure 3.2.1. An example of the same rooted binary tree can be derived from two 
different Conway algebraic knot diagrams. 
 
 
Figure 3.2.2. The relationship of knots, Conway algebraic diagrams, and rooted 
binary trees. 
 
To address this problem, we introduce a different type of tree which guarantees that 
two different prime alternating Conway algebraic knot diagrams will lead to two different 
trees. In [10], when a rooted binary tree is extracted, we place a vertex in each shaded 
type III Conway sub-region and connect the vertices to adjacent ones using an edge. 
There are three different ways that two shaded type III Conway sub-regions may be 
connected by an edge in the tree. These ways are shown in Figure 3.2.3. In Figure 3.2.3, 
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(A) and (B) are close up pictures of the circles labeled op1 and op2 in Figure 3.1.3, and 
(C) is a close up picture of circle labeled op3 in the same figure. If two type III Conway 
sub-regions share an arc, we call the connecting edge a normal edge (See Figure 3.2.3 
(C).). If two type III Conway sub-regions share a point, we call the connecting edge an 
overpass edge. To identify which type of overpass edge occurs, we give a direction on 
both the rooted binary tree edge and the CAD arc. The direction for the binary tree edge 
and the CAD arc must both be the same, that is they both point into or out of the Conway 
circle they crossed. If a counterclockwise rotation aligns the oriented CAD arc with the 
oriented binary tree edge, then the binary tree edge is an RL overpass edge (See Figure 
3.2.3 (A).). Otherwise, it is an LR overpass edge (See Figure 3.2.3 (B).). The overpass 
information is invariant when both orientations at a connecting point are changed.  
 
Figure 3.2.3. RL overpass edge, LR overpass edge, and normal edge. 
 
Note that an edge connecting a vertex and a leaf is a normal edge, since RL and LR 
overpass edges only happen between two shaded type III Conway sub-regions. The edge 
connecting a vertex and a leaf represents a shaded type III Conway sub-region and a type 
I Conway sub-region. Both regions share an arc between them.  
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We use these newly introduced edge types to define the concept of a Conway 
Algebraic Tree (CAT) as follows: T is a Conway algebraic tree if: 
• Each node has either zero or two child nodes. 
• T is a rooted binary tree and the root (an internal vertex) is connected to a leaf 
node. 
• There are three different types of edges: RL, LR, and normal. 
• The edge connected to a leaf is always a normal edge. 
• The cyclic order around each tree node is fixed. 
 
The following argument establishes that two different Conway algebraic diagrams 
can never derive the same CAT. Two different Conway algebraic diagrams D1 and D2 
may have Conway algebraic decompositions such that a preferred shading leads to the 
same rooted binary tree (See example in Figure 3.2.1); however, for the two diagrams to 
be different there must be at least one Conway circle that’s inner or outer (but not both) 
region is different for the two diagrams. Such a region must be a type B Conway region. 
There are three ways in which two type III shaded regions that share at least one point 
may relate to each other. Figure 3.2.4 shows the possible arrangements assuming the 
inside of the Conway circle is the section where the diagram differs. (A similar figure 
applies if the outside of the Conway circle is different between the two diagrams.). It can 
easily be seen that each of the arrangements leads to a different type of edge in the CAT. 
Furthermore, exchanging the left and right child with each other usually changes the 
associated CAD. Thus, if D1 and D2 are different, then any CAT derived from D1 differs 
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in at least one edge from any CAT derived from D2. Figure 3.2.5 shows the relationship 
of knots, Conway algebraic diagrams, and CATs. 
 
Figure 3.2.4. Possible arrangement of two Conway circles. Only (B) and (C) can 
cause an overpass edge. (A) shows a normal edge. 
 
 
Figure 3.2.5. The relationship of knots, Conway algebraic diagrams, and CATs. 
 
Thus, a Conway algebraic diagram can be reconstructed from a given CAT. We call 
the unique Conway algebraic diagram which leads to a given CAT the CAD associated 
with the given CAT. For the purpose of this thesis, CATs are randomly generated. In 
order to generate a CAT, we need to generate a rooted binary tree and add edge types to 
the edges of the tree. A brief description of translating a positive prefix vector to a rooted 
binary tree was described in section 2.1.1. Following the steps in section 2.1.1, we can 
obtain a rooted binary tree in Figure 3.2.6 by using the positive prefix binary string in 
Figure 2.1.3.  
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Figure 3.2.6. A rooted binary tree generated from Figure 2.1.3. The name on 
each node is for use in Figure 3.2.7. 
 
In section 2.1.1, the crossings of a knot all happened at internal vertices of the rooted 
binary tree generate. In section 3.1, after extracting a rooted binary tree from a Conway 
algebraic diagram, each leaf is created from a type I Conway sub-region. Therefore, each 
lead the rooted binary tree represents a crossing in the Conway algebraic knot diagram. 
This is different than the method mentioned in section 2.1.1. In order to generate a 
Conway algebraic knot diagram with n crossings, a tree with 2n-2 vertices must be 
constructed. Thus, a positive prefix vector of length 2n-4 must be generated. 
To form a CAT, we need to add different edge types on the edges of the given rooted 
binary tree to simulate that some different overpass edges in the CAT. Because an 
overpass edge is only defined between two shaded type III Conway sub-regions, the 
program randomly adds the type of overpass edge to the edges between the internal nodes. 
To distinguish the overpass edges on screen, we use orange to represent an LR overpass 
edge and pink to represent an RL overpass edge. Normal edges are represented using 
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brown. Figure 3.2.7 shows a screen shot of a CAT embedded in the two-dimensional 
lattice. Since the colors cannot be seen below, here is the information about the overpass 
edges. In this figure, A1 is the root of the displayed CAT. Edge (A3, A7) is an RL overpass 
edge and edge (A1, A2) is a LR overpass edge. The screen representation is generated 
using an embedding algorithm for general binary trees and thus includes a “fake” root on 
the edge between A1 and A0. 
 
Figure 3.2.7. A screen shot of a CAT embedded by using the positive prefix 
binary string obtained from Figure 3.2.6 and added overpass type on some edges. 
A1 is the root of the displayed CAT. 
 
3.2.2 Generating a constructed planar map from a Conway algebraic tree 
In section 3.2.1, we introduced how to generate a CAT. Each CAT represents a CAD 
with a preferred shading for a fixed set of Conway circles. In the next part of this section, 
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we introduce a method to generate a constructed planar map (CPM) from a given CAT. 
A constructed planar map, M, is defined as follows: 
• M is a 4-regular plane map.  
• M represents a knot diagram. 
• The crossings inside M are restricted to being arranged (drawn) horizontally and 
vertically, instead of drawn in random angles. 
 
From the generated CPM, we can easily visualize the knot drawing and the set of 
Conway circles used in its decomposition. 
 
The construction operation is the method used to generate a CPM from a given 
CAT. In a CAT, a leaf node indicates a type A Conway region, and it represents one 
single crossing inside a Conway circle. In a CPM, we use a simple box to represent a 
single crossing and a type A Conway region (See Figure 3.2.8 (A).). An internal node in a 
CAT indicates a type B Conway region, and its two child nodes indicate the two sub-
Conway regions. In a CPM, we use a combo box to represent a type B Conway region. A 
combo box contains two (simple or combo) boxes connected to each other horizontally 
by two strands at the four corners which are closest to each other. The outside corners of 
these two connected sub-boxes are connected to the four corners of the combo box by 
four strands (See Figure 3.2.8 (B).). 
37 
 
 
 
 
Figure 3.2.8. (A) is a simple box (dashed line); (B) is a combo box (dashed line) 
with two boxes (simple or combo) inside. 
 
Let us consider one internal node, K, and its two child nodes, P1 and P2, for one step. 
When constructing a new combo box, K′, for K, the box of the left child is put to the left 
and the box of the right child is put to the right. Thus, the shaded type III Conway sub-
region is in the upper side of K′. Hence, the internal node K is placed in the upper side of 
the pair of shaded type III Conway sub-regions in each construction time (See Figure 
3.2.9.).  
 
Figure 3.2.9. We shade the upper side of the pair of type III Conway sub-regions 
in the combo box K′ for the internal node K. 
 
For the child box Pi′ (generated from child node Pi, i =1 or 2), if edge (K, Pi) is a 
normal edge and Pi is not a leaf, then the two shaded type III Conway sub-regions 
associated with K′ and Pi′ must share an arc. Since the shaded type III Conway sub-
region of Pi′ is on the upper side (based on the arrangement of P1′ and P2′ inside the 
combo box for K′ explained above), Pi′ and K′ share an arc if Pi′ is not rotated. If Pi is a 
leaf node, rotating does not make any difference and no rotation is needed. If edge (K, Pi) 
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is an overpass edge, then Pi is not a leaf node (by the definition of CAT) and the two 
shaded type III Conway sub-regions associated with K′ and Pi′ must share a single point. 
Thus Pi′ must be rotated to create an edge type for edge (K, Pi): either an LR overpass 
edge or an RL overpass edge. As can be seen from Figure 3.2.10, to implement an LR 
overpass edge between K and Pi, Pi′ must be rotated counterclockwise 90 degrees and the 
shaded type III Conway sub-region of Pi′ will be located on the left side. Similarly, a 
clockwise 90-degree rotation of Pi′ can implement an RL overpass edge. 
 
Figure 3.2.10. Pictures showing different rotations for a child box. (A) shows no 
rotation of box Pi′, (B) shows that an LR overpass edge requires a 90-degree 
counterclockwise rotation of box Pi′, and (C) shows that an RL overpass edge 
requires a 90-degree clockwise rotation of box Pi′. 
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Following are the steps for a construction operation which creates a CPM from a 
CAT T: Given a CAT T, traverse T in post-order. Let Node K be an internal node. Nodes 
P1 and P2 are the two child nodes of K. Let P1 be the left child node and P2 be the right 
child node. 
(1) If P1 (or P2) is a leaf node, create a simple box P1′ (or P2′) for it. 
(2) If P1 (or P2) is an internal node, check edge (K, P1) or edge (K, P2). If edge (K, 
P1) or edge (K, P2) is an overpass edge, the operation rotates the combo box P1′ 
(or P2′).  
 If the edge is an RL overpass edge, then it rotates the combo box P1′ (or 
P2′) clockwise 90 degrees.  
 If the edge is an LR overpass edge, then it rotates the combo box P1′ (or 
P2′) counterclockwise 90 degrees. 
(3) The operation creates a new combo box K′ for each internal node and puts the 
possibly rotated box P1′ to the left and the possibly rotated box P2′ to the right. 
Then P1′ and P2′ are connected together and the corners of P1′ and P2′ are 
connected to the corners of K′. 
(4) For Fake root, the operation generates a combo box, FR′, then put the combo box 
for the root to the left and put the simple box of the leaf node to the right. Then 
the four corners of FR′ are connected by two (outside) strands which do not 
intersect. 
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Figure 3.2.11 (A) shows the last step and how to decide how to connect the outside 
corners. We label these four corners with labels 1, 2, 3, and 4 in clockwise order. There 
are several ways to connect these corners, but only one way is valid. If corners 2 and 3 
are connected and corners 1 and 4 are connected, the drawing looks like (B). However L′ 
is a simple box and inside it is a single crossing which means the crossing can be 
removed from the knot diagram by flipping the strand. Therefore, the corners cannot be 
connected in this manner. Picture (C) shows another case that connects corners 1 and 3 
and connects corners 2 and 4. In this case, the connecting strands cause one more 
crossing in the drawing. Therefore, the corners cannot be connected in this manner either. 
Picture (D) shows the correct way to connect these four corners. If connects corners 1 and 
2 and corners 3 and 4, the number of crossings of the drawing is still the same as in the 
CAT, and the same CAT can be derived from this drawing. Thus, the last step to generate 
a CPM connects outside corners in the manner shown in (D). 
 
Figure 3.2.11. (B), (C), and (D) show three ways to connect the outside corners 
in the last step to generate a CPM. 
 
41 
 
 
 
The construction steps outlined above require that Pi already exists. Thus, in order to 
recursively apply this operation to a given CAT, the tree must be traversed in post-order. 
This means that the operation generates two child boxes then generates a combo box for a 
parent node and puts the two child boxes inside the parent box according to the type of 
edge connecting the parent to the child. The boxes in a CPM indicate the type A and type 
B Conway regions, and it is equivalent to the same Conway algebraic decomposition on 
the underlying CAD except the last two.  
Figure 3.2.12 shows a full example for generating a CPM from a given CAT. The 
explanation of the construction operation for this example is as follows: 
(A) Shows the CAT from Figure 3.2.7 as source data. Notice that the edge (A1, A2) is an 
LR overpass edge and the edge (A3, A7) is an RL overpass edge. 
(B) Generates two simple boxes, A4′ and A5′, for leaf nodes A4 and A5.  
(C) Generates a combo box, A2′, for the internal node A2, and puts A4′ and A5′ inside the 
box, and connects them.  
(D) Generates a simple box, A6′, for the leaf node A6.  
(E) Generates two simple boxes, A10′ and A11′, for the leaf nodes A10 and A11.  
(F) Generates a combo box, A8′, for the internal node A8, puts A10′ and A11′ inside the box, 
and connects them.  
(G) Generates a simple box, A9′, for the leaf node A9.  
(H) Generates a combo box, A7′, for the internal node A7, puts A8′ and A9′ inside the box, 
and connects them.  
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(I) Generates a combo box, A3′, for the internal node A3, puts A6′ and A7′ inside the box, 
and connects them. Notice that before it puts A7′ in the box, it needs to rotate 
A7′clockwise 90 degrees.  
(J) Generates a combo box, A1′, for the internal node A1, puts A2′ and A3′ inside the box, 
and connects them. Notice that before it puts A2′ in the box, it needs to rotate A2′ 
counterclockwise 90 degrees.  
(K) Generates a simple box, A0′, for the leaf node A0.  
(L) Generate a combo box, FR′, for Fake root. Puts simple box A0′ to the right of A1′ 
inside FR′ and connects them. This is the last step; therefore we can connect outside 
edges to close the edges.  
Figure 3.2.13 and Figure 3.2.14 show the final drawings generated by the program. 
Figure 3.2.14 uses the “Bézier curve” approach [15] to create the curved edges. The 
boxes on the drawing indicate the combo boxes which are equivalent to the Conway 
circles except the last two, and it is equivalent to the same Conway algebraic 
decomposition on the underlying CAD. 
 
(A) 
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Figure 3.2.12. A full example of generating a CPM from a CAT using the 
construction operation. 
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Figure 3.2.13. A final drawing of a CPM shown in the program with straight strands. 
 
 
Figure 3.2.14. A final drawing of a CPM shown in the program with curved strands. 
 
In the implementation, we translate a CAT to a binary tree structure object, Tbox, 
using the construction operation. Each node in the Tbox stores information about a box for 
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each node in a CAT, such as the height of the box, the width of the box, the coordinates 
of the upper left corner of the box as a starting point, and the rotation degree. When a box 
is created, the starting point is set as (0, 0) initially. To calculate the correct coordinates 
of the combo box K′ and child box Pi′, the rotation of each of Pi′ is set base on the type of 
the edge between K and Pi. If the edge is an RL overpass edge (or an LR overpass edge) 
then the degree of the box is set to 90 degrees (or 270 degrees) to indicate that the box 
needs to be rotated clockwise. If the edge is a normal edge then it sets the degree of the 
box to zero degrees. Figure 3.2.15 (A) shows a simple box, P′, containing one crossing 
inside. The height and width of P′ are both fixed. Each combo box has predefined 
formulas for calculating the correct width and height for its box. The formula uses 
information about the width and height of the Pi′, the required degree of rotation for each 
Pi′, and the required additional space called “filler” between the boxes for K′ and Pi′. The 
formula for calculating the width of K′ is 3*filler +P1′.width+P2′.width. The formula for 
calculating the height of K′ is 2*filler +max(P1′.height, P2′.height), where Pi′.height and 
Pi′.width are the values after the necessary rotation of Pi′.  
After creating Tbox, the program traverses Tbox in a pre-order one time to set the 
coordinates of the starting point for each box. To calculate the coordinates of the starting 
point of each box for K′ and Pi′, the following formulas are used. Let (x,y) be the starting 
location of K′, then the starting location of Pi′: 
• If the rotation degree of K′ is 0 then  
 P1′.x = x + filler.  
 P1′.y = y + K′.height/2 – P1′.height/2.  
 P2′.x = x + P1′.width + 2*filler.  
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 P2′.y = y + K′.height/2 – P2′.height/2. 
• If the rotation degree of K′ is 90 then  
 P1′.x = x + K′.width/2 – P1′.height/2.  
 P1′.y = y + filler.  
 P2′.x = x + K′.width/2 – P2′.height/2.  
 P2′.y = y + P1′.width + 2*filler. 
• If the rotation degree of K′ is 180 then  
 P1′.x = x + P2′.width + 2*filler.  
 P1′.y = y + K′.height/2 – P1′.height/2.  
 P2′.x = x + filler.  
 P2′.y = y + K′.height/2 – P2′.height/2. 
• If the rotation degree of K′ is 270 then  
 P1′.x = x + K′.width/2 – P1′.height/2.  
 P1′.y = y + P2′.width + 2*filler.  
 P2′.x = x + K′.width/2 – P2′.height/2.  
 P2′.y = y + filler. 
Figure 3.2.15 (B) and (C) show the calculation of a combo box. Picture (B) shows a 
combo box, K′, in a horizontal drawing. The formula for calculating the starting point of 
each Pi is shown in the picture. Picture (C) shows a combo box, K′ in a vertical drawing. 
The formula for calculating the width and height of K′ are adjusted accordingly. The 
formula for calculating the starting points of each Pi is shown in the picture. When the 
program sets the starting point of K′, it will also pass the rotation degree of K′ to Pi′. The 
program can use this degree information to determine the degree of rotation of Pi′ in the 
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final drawing. This is the real degree Pi′ needs to be rotated. For example, assume K′ has 
a rotation of 90 degrees, P1′ has a rotation of zero degrees, and P2′ has a rotation of 90 
degrees in the beginning. After the program passes the degree of K′ to Pi′, the degree of 
P1′ becomes 90 degrees, and the degree of P2′ becomes 180 degrees. This means that in 
the final drawing, K′ will be rotated and drawn in 90 degrees and so that P1′ needs to be 
rotated and drawn in 90 degrees and P2′ needs to be rotated and drawn in 180 degrees. 
The formula to calculate the degree for the final drawing for Pi′ is (Pi′.degree + K′.degree) 
%360. From this formula, the program can generate four different degrees, 0, 90, 180, 
and 270 for a box. The boxes for Pi are created in their respective locations. Now the 
CPM can be drawn since all information is available. 
 
Algorithm and runtime analysis 
The generation of a CAT with n leaves has a runtime O(n). Since both the generation 
of the positive prefix vector and the construction of the rooted binary tree from the 
positive prefix vector are O(n). The generation of the CPM traverses the CAT (with n 
leaves) and the Tbox (with n leaves). All the actions taken at each individual tree node are 
O(1) and thus the entire generation takes O(n). 
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Figure 3.2.15. Examples for the calculation of coordinate for each box. (A) 
shows a simple box with one crossing inside. (B) shows the calculation of the 
starting point of the sub boxes for a combo box with zero-degree rotation. (C) 
shows the calculation of the starting point of combo box and its sub boxes with 
90-degree rotation. 
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3.3 Tree reduction operations  
In this section, we introduce a method to simplify the drawing shown for a given 
CAT. By combining more than one crossing in a box in CPM, the drawing is more 
compact and easier to understand. Figure 3.3.1 is an example of a CAT. The two 
drawings in Figure 3.3.2 are two CPMs generated from this CAT. In Figure 3.3.2, both 
diagrams represent the same 4-regular plane graph. Picture (A) is derived from the given 
CAT as explained in the previous section. Picture (B) is derived by using the given CAT 
to create a modified tree, and a method which is very similar to the construction operation 
from the previous section is used to generate the shown CPM. The new CPM uses fewer 
boxes with more half-twists in some boxes. Here is the goal of this section: to change a 
given CAT into a new modified tree with the smallest number of leaves possible but to 
keep the underlying diagram the same. The resulting drawing diagram is more concise 
and thus easier to understand.  
 
In the next part of this section, we introduce a Reduced Conway Algebraic Tree 
(RCAT), which is a rooted binary tree based on a CAT, and tree reduction operations, 
which allow us to reduce the number of leaf nodes in a given RCAT. Applying the 
reduction operations to the RCAT does not change the corresponding CAD. 
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Figure 3.3.1. A CAT example used in section 3.3. 
 
  
Figure 3.3.2. Two CPMs generated from the CAT in Figure 3.3.1. Each 
rectangular box in (A) represents one type A or type B Conway region. 
 
First, the concept of a Reduced Conway Algebraic Tree (RCAT) is introduced. Tr is 
a Reduced Conway Algebraic Tree if:  
• Each node has either zero or two child nodes. 
• Tr is a rooted binary tree. 
• The root (an internal vertex) is connected to a leaf node. 
• There are three different types of edges: RL, LR, and normal. 
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• Each leaf vertex is associated with a positive integer. 
• The cyclic order around each tree node is fixed. 
 
An RCAT is a rooted binary tree which is based on a CAT. In an RCAT, the 
meaning of the leaf node is different than in a CAT. A number associated with a leaf 
node in an RCAT represents the number of half-twists in the CAD. A given CAT, T is 
easily changed to an RCAT, Tr by simply associating the number 1 with each leaf node, 
indicating that each leaf node in Tr represents one crossing and thus refers to one leaf in T. 
The CAD associated with the given CAT is also the CAD associated with this newly 
constructed RCAT. When tree reduction operations (defined below) are applied to Tr, the 
number of leaf nodes in Tr decreases and the value associated with some leaf nodes 
increases to indicate the number of crossings that leaf represents in the associated CAD. 
The associated CAD of an RCAT is not affected by the tree manipulation of reduction 
operations. We use the pound symbol (#) in front of a node’s name to denote the number 
of half-twists associated with this leaf node.  
 
Manipulating the RCAT 
As mentioned above, the reduction operations can reduce the number of leaf nodes 
in a given RCAT, leading to fewer boxes in the CPM. The reduction operations consist of 
two tree operations which are (1) combining-leaves (CL-operation) and (2) rearranging-
edges (RE-operation). We use the CL-operation to reduce the number of nodes in the 
RCAT. We use one or more RE-operations to change the relative position of nodes in the 
RCAT so that a CL-operation can be applied. 
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The first tree manipulation operation is the combining-leaves operation. The 
following is the definition of a CL-operation: 
 
Definition: Given two leaves, Cri and Crj, in an RCAT, Tr, which are connected by a 
path of length two, let K be the internal tree node on this path. Both edges of this path are 
normal edges. A combining-leaves operation (CL-operation) consists of the following 
changes to Tr: 
• Remove the leaves Cri and Crj from the tree. 
• Change the node K to a leaf node K′. 
• Set #K′ to #Cri + #Crj. 
 
Figure 3.3.3 shows an example of a CL-operation. We focus on node K and the 
subtree below K. The remainder of the RCAT is denoted by A. Nodes I and J are both 
leaf nodes. The numbers associated with nodes I and J are #I and #J. Since both edge 
(K,I) and edge (K,J) are normal edges, the CL-operation can be applied to node K through 
the following process. First, remove both leaves (nodes I and J). Second, change node K 
to a leaf node and rename it K′. Last, set the number associated with K′ to #I + #J. Figure 
3.3.3 (B) is Tr after applying the CL-operation to node K. 
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: is normal edge. : can be any type of edge. 
Figure 3.3.3. An example to show the CL-operation in an RCAT. Note that the 
edge from A to node K may be any type of edge. 
 
A leaf node in an RCAT associated with the number m implies that in the associated 
CAD there are m half-twists. These crossings give rise to m Conway circles each 
containing a type A Conway region and each connected by two arcs to the next one. If 
two leaf nodes associated with the m1 and m2 crossings are connected by an internal node 
and both edges are normal edges, then the two sets of Conway circles represented by 
those two leaves are connected by two arcs. More precisely, the last Conway circle of the 
left leaf is connected by two arcs to the first Conway circle of the right leaf. Thus, each of 
the m1 + m2 Conway circles connects to the next through two arcs. Therefore, the CAD 
associated with the RCAT contains half-twists with m1 + m2 crossings which can be 
represented by a single leaf associated with the number m1 + m2. Hence, in the RCAT, we 
can use one leaf node to represent both groups of Conway circles. Therefore, a CL-
operation does not affect the CAD associated with the RCAT. 
 
The second tree manipulation operation is the rearranging-edges operation. The 
following is the definition of an RE-operation: 
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Definition: Given two internal nodes, D and F, in an RCAT, Tr, let node F be a child 
of D and the edge (D,F) be a normal edge. Let nodes P1, P2, and P3 be the additional 
child nodes of D and F as they are encountered in a tree traversal starting at D. Px is the 
other child of D (See also Figure 3.3.4.). A rearranging-edges operation (RE-operation) 
consists of the following changes to the Tr: 
• Move Px down to F. Node F now has P1, P2, and P3 as children and D has only 
F as a child node.  
• Move P4-x up to D. Node D now has F and P4-x as children.  
• Rename node F to F′ to indicate the position change. 
 
Figure 3.3.4 shows an example of applying the RE-operation to an RCAT, Tr. Figure 
3.3.4 (A) shows the Tr before the RE-operation. We focus on the subtree of node D, and 
the remainder of Tr is denoted by A. Nodes P1, P2, and P3 may be internal nodes or leaf 
nodes. Since edge (D,F) is a normal edge, the RE-operation can be applied to node D. 
First, move down node P1 to make P1 a child node of F (See Figure 3.3.4 (B).). Second, 
move up P4-1=P3 to make P3 a child node of D. Now, change node F to F′. Figure 3.3.4 
(C) is the Tr after the RE-operation was applied to node D. Now, nodes P1 and P2 are the 
child nodes of F′ and node P3 is a child node of D. After the RE-operation is completed, 
nodes P1, P2, and P3 are still encountered in the same order in a tree traversal starting at D. 
An RE-operation does not reduce the number of leaf nodes, but it changes the shape of 
the RCAT. 
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: is normal edge. : can be any type of edge. 
Figure 3.3.4. An example for an RE-operation. Note that the edges from A to 
node D, edge (D, P1), edge (F, P2), and edge (F, P3) may be any type of edge. 
Inside the parenthesis is the depth of each node. 
 
The next explanation shows that when an RE-operation is applied to a given RCAT, 
Tr, it changes the shape of Tr, but it does not affect the CAD associated with the RCAT 
(See Figure 3.3.5.). An internal node in Tr implies a type B Conway region in the CAD 
associated with the RCAT. An edge, e, from an internal node, D, to its child, F, indicates 
that the type B Conway region of F is inside one of the Conway circles in the type B 
Conway region of D. If e is a normal edge, then the shaded type III Conway sub-regions 
which contain the tree vertices of D and F share an arc. Therefore, the Conway circle (the 
one associated with P2) in the type B Conway region of F is connected by two arcs to the 
other Conway circle (the one associated with P1 or P3) in the type B Conway region of D. 
That is to say that the Conway circles represented by P1, P2, and P3, the three child nodes 
of D and F, are connected in sequence in the CAD. Moving the type B Conway region of 
F to the left or right within the type B Conway region of D causes a local change (See 
Figure 3.3.5.). The new type B Conway region of F′ is still inside the type B Conway 
region of D, but has switched positions from the right to the left (or vice versa). In the 
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RCAT, that means node F switched from being the right to being the left child of D (or 
vice versa). The Conway circle in the type B Conway region of F as well as F′ has 
switched from being the left child to being the right child (or vice versa). In the RCAT, 
that means node P2 switches from being the left to being the right child of F′ (or vice 
versa). The shaded type III Conway sub-regions of D and F′ still share an arc which is 
translated into a normal edge between D and F′. The Conway circle that is not in the type 
B Conway region of F′ becomes the other child of D. The local changes in the Conway 
algebraic decomposition result in local changes of the shape of the RCAT but do not 
affect the CAD associated with the RCAT. In fact, an RE-operation is equal to circling 
these three Conway circles in a different order.  
 
: Boundary of F′s type B Conway region. 
: Boundary of D′s type B Conway region. 
Figure 3.3.5. Two CADs with Conway circles generated from Figure 3.3.4. 
 
From the above discussion, given a path, P, between two leaf nodes, Li and Lj, in the 
RCAT, Tr, the following observations can be made for RE-operations: 
(1) An RE-operation either does not change P, inserts a normal edge into P, or 
removes a normal edge from P. Thus, if a path, Pn, exists between Li and Lj 
(which consists of only normal edges), then after applying one or more RE-
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operations, there still exists a path between these two leaf nodes which consists of 
only normal edges. 
(2) An RE-operation changes the depth of P1 and P3 in the RCAT Tr, but the depth of 
P2 does not change. More specifically P1.depth + P3.depth remains the same after 
the RE-operation. If F is the right child of D, then P3.depth is reduced by one. 
Otherwise, P3.depth is increased by one.  
(3) P1 is the left child of a node before and after the RE-operation and P3 is the right 
child of a node before and after the RE-operation. 
 
Extended examples show how to combine leaves 
In an RCAT, if an internal node, K, is connected to two leaf nodes, Cr1 and Cr2, and 
all edges from K to Cr1 and from K to Cr2 are normal edges, then it may be possible to 
combine the two leaf nodes. Combining leaf nodes requires either zero or many RE-
operations to modify the shape of the RCAT and one CL-operation to combine the 
leaves. The following are several examples of such leaf combinations. 
 
Figure 3.3.6 shows an example which requires one RE-operation and one CL-
operation to combine leaves. Examples (A) and (B) are symmetric examples. In example 
(A), T1 and T2 are parts of the RCAT Tr. The edges from T1 to K and T2 to J may be any 
type of edge and edge (K, J) is a normal edge. Therefore, an RE-operation can be applied 
to K to change the shape of Tr. Simply connect edge (Cr2 , K) to J and move edge (T2, J) 
to K. J′ becomes the new parent node of Cr1, Cr2, and the right child of K. T2 becomes the 
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left child of K. After this modification, the CL-operation can be applied to node J′, and J′ 
becomes a new leaf node representing the combination of Cr1 and Cr2.  
 
: is normal edge. : can be any type of edge. 
Figure 3.3.6. An example for using one RE-operation and one CL-operation to 
combine leaves. 
 
Figure 3.3.7 shows an example including two RE-operations and one CL-operation 
to combine leaves. Examples (A) and (B) are symmetric examples. In example (A), T1, 
T2, and T3 are parts of the RCAT Tr. The edges from T1 to K, T2 to J, and T3 to I may be 
any type of edge. In the given example, the path from Cr1 to Cr2 contains only normal 
edges. Since edge (J, I) and edge (J, K) are normal edges, two RE-operation can be 
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applied to nodes J and K to modify the shape of Tr. The modified Tr, after applying the 
RE-operation twice, is shown in Figure 3.3.7. At this point, the CL-operation can be 
applied to node J′, leading to J′ being associated with the combined number of crossings 
for Cr1 and Cr2.  
 
: is normal edge. : can be any type of edge. 
Figure 3.3.7. An example for using two RE-operations and one CL-operation to 
combine leaves. 
 
Figure 3.3.8 shows a complicated example combining the two prior examples. 
Examples (A) and (B) are symmetric examples. In example (A), T1, T2, T3, and T4 are 
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parts of the RCAT Tr. The edges from T1 to K, T2 to I, T3 to H, and T4 to G may be any 
type of edge. In the given example, the path from Cr1 to Cr2 and the paths from Cr2 to 
Cr3 contain only normal edges. Several RE-operations may be applied repeatedly to 
move node Cr1 and node Cr2 together. Then we apply a CL-operation to node I′. The 
final result of applying another pair of RE-operations and a CL-operation is that all three 
leaf nodes, Cr1, Cr2, and Cr3, are combined into one leaf node J′, and the number 
associated with J′ is the sum of the numbers associated with Cr1, Cr2, and Cr3. 
 
Figure 3.3.9 shows an example where neither child of K is a leaf node. In this 
example, T1, T2, T3, T4, and T5 are parts of the RCAT Tr. Internal node K has two nodes 
and none of them are a leaf node. The edges from node K to the two leaves, Cr1 and Cr2, 
are all normal edges and Cr1 and Cr2 can be combined as shown.  
 
Figure 3.3.10 shows the result of Figure 3.3.1 after applying reduction operations. 
The RCAT contains fewer total vertices than the original CAT but contains the same 
information as the original CAT. A CPM can be generated from an RCAT using the 
algorithm described in section 3.2.2, and in the CPM, we put a half-twists with #P 
crossings in a simple box for an RCAT leaf P. 
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: is normal edge. : can be any type of edge. 
Figure 3.3.8. An example for using several RE-operations and two CL-operations 
to combine leaves. 
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: is normal edge. : can be any type of edge. 
Figure 3.3.9. An example for using reduction operations where neither child of K 
is a leaf node. 
 
 
Figure 3.3.10. The RCAT from Figure 3.3.1 after applying reduction operations. 
From this RCAT, the CPM in Figure 3.3.2 (B) can be generated. 
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From the above discussion, given a path, P, between two leaf nodes, Li and Lj, in the 
RCAT Tr, the following observations can be made: 
(1) If two leaf nodes, Li and Lj, can be combined through a sequence of RE-
operations and one CL-operation, then a path consisting of only normal edges 
between Li and Lj exists in Tr. 
(2) Based on the observation (2) from the RE-operation, the depth of a node, Li, 
which is the right child of its parent can only be decreased (or increased) if, for 
each RE-operation, F is the right (left) child of D (See Figure 3.3.4.). Thus, the 
depth of the right child node Li can only be decreased by k if there is a path, Pd = 
(z0, z1… zk-1, zk), which consists of only normal edges, zi+1 (0 ≤ i < k) is the right 
child of zi, and Li is right child of zk (See Figure 3.3.11 (A).). The depth of a right 
child node, Li, can only be increased by k if there is a path, Pi = (z0, z1… zk-1, zk), 
which consists of only normal edges, zi (0 ≤ i < k-1) is the right child of zi+1, Li is 
the right child of zk, and zk-1 is the left child of zk (See Figure 3.3.11 (B).). Since Li 
is a right child before the start of the RE-operations, it will still be the right child 
of a node after all RE-operations are completed along Pd or Pi. Similarly, if Li is 
the left child of its parent, then, for each RE-operation, F must be the left child of 
D to decrease the depth of Li and F must be the right child of D to increase the 
depth of Li.  
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Figure 3.3.11. Two examples to show that the depth of a right child node, Li, may 
be changed. In (A), the path from z2 to zk may be any number of normal edges. In 
(B), the path from zk-3 to z1 may be any number of normal edges. 
 
(3) The CL-operation can only be used if Li′ and Lj′ have the same depth in the tree, 
both are connected to a normal edge, and both are the two children of an internal 
node K′ after the RE-operations were applied. Let K be an internal node on the 
path from Li to Lj (prior to any RE-operation) with the least depth in the tree. Let k 
be the depth of K and let, without loss of generality, Li be in the left subtree of k 
and Lj be in the right subtree of K. From observation (2) above, we know that the 
depth of Li can be decreased to k+1 if a path exists starting at Li which consists of 
only normal edges and each vertex in the path is the left (right) child of the next 
node (if Li is the left (right) child of its parent vertex). At depth k+1, Li is the left 
(right) child of the left child of K. A similar reasoning shows that Lj may be 
moved with RE-operations to depth k+1. At depth k+1, Lj is the left (right) child 
of the right child of K. However, only one of the four constellations of K, Li, and 
Lj make it possible for Li and Lj to become the children of the same parent through 
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two RE-operations. That constellation is Figure 3.3.12, where Li′ is the right child 
of the left child of K and Lj′ is the left child of the right child of K. A similar line 
of reasoning applies to each internal node on the path from Li to Lj. In summary, 
leaf nodes Li and Lj, which are connected by a normal path (i.e. a path consisting 
of all normal edges), can be only combined if Li is the rightmost leaf in the left 
subtree of K and Lj is the leftmost leaf in the right subtree of K where K is the 
node on the path from Li to Lj with the least depth in the tree Tr. 
 
: is normal edge. : can be any type of edge. 
Figure 3.3.12. Four different possible arrangements of nodes K, Li, and Lj. Only 
in (A) can Li and Lj be combined. 
 
Algorithm and runtime analysis 
In this section, a brief explanation of how the tree operations are applied to an RCAT 
is given. The goal of the tree reduction algorithm is to change the RCAT, Tr (which is 
equivalent to the CAT, T), into an RCAT, TR, with the smallest number of leaves possible. 
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After applying this algorithm, fewer boxes with one or more crossings are needed for the 
CPM, making it clearer and more concise. 
We use two different steps to check each edge and node to find whether and/or how 
it can be combined. Figure 3.3.13 is the basic overview for a tree reduction algorithm. 
First, combine the leaf nodes which can be combined directly with CL-operations. Next, 
use RE-operations to modify the tree shape such that CL-operations can be applied to 
combine leaves. 
 
 
In the first step to apply the CL-operation directly, the recursive algorithm examines 
the RCAT in post-order. If an internal node has two leaf nodes and the edges from the 
internal node to both leaves are normal edges, then the CL-operation is applied to it and 
the internal node becomes a leaf node. Figure 3.3.14 shows the pseudo code for this step 
of the algorithm. After completion of this first step, no internal node of the RCAT Tr′ has 
two leaf nodes that can be combined directly as children. 
 
 
 
 
 
 
 
 
 
Figure 3.3.13. Basic implementation of reduction operations. 
1. Change Tr to Tr′ by traveling the RCAT Tr in post-order and apply CL-
operations to each internal node to which they are possible. 
2. Change Tr′ to TR by traveling the RCAT Tr′ in post-order for each internal 
node: 
• Identify combinable leaves. 
• Apply one or more RE-operations.  
• Apply one CL-operation to combine the leaves. 
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In the second step, the algorithm checks each internal node in the RCAT Tr′ to 
determine whether the CL-operation can be applied to leaf nodes connected to it by a 
path consisting of only normal edges after applying one or more RE-operations. Once 
such an internal node is identified, the algorithm modifies the tree structure accordingly. 
More specifically, for an internal node K, the algorithm checks the paths from K to two 
leaf nodes: the leftmost leaf node of right subtree of K and the rightmost leaf node of left 
subtree of K. If the paths from K to these two leaves contain only normal edges, the 
leaves can be combined. The algorithm modifies the shape of Tr′ and combines the leaves 
as shown in the examples 3.3.6 through 3.3.9. Figure 3.3.15 shows three cases of such a 
combination of RE-operations and one CL-operation and how the algorithm combines the 
leaves. In Figure 3.3.15, the path from Cr1 to Cr2 contains only normal edges, but Cr1 and 
Cr2 do not belong to the same internal node. These two leaf nodes can be combined into 
one associated with the number #Cr1 + #Cr2. Figure 3.3.16 shows the pseudo code for the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3.14. The pseudo code for applying CL-operations to an entire RCAT. 
// input: the root of RCAT Tr 
// return: the root of equivalent RCAT Tr′ where no internal node has two leaf 
nodes that can be combined directly as children. 
Tree ApplyAllCL (RCAT Tr)  
1. if Tr is empty 
2. return Tr 
3. leftSubTree of Tr = ApplyAllCL (leftSubTree of Tr) 
4. rightSubTree of Tr = ApplyAllCL (rightSubTree of Tr ) 
5. if both leftSubTree and rightSubTree are leaves and the edges to both 
 leftSubTree and rightSubTree are normal edges 
6.  Apply CL-operation to root of Tr. 
  
7. return the changed RCAT subtree 
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second step of the tree reduction algorithm. The algorithm also uses a recursive approach 
and examines the internal node in post-order.  
Note that the pairs of leaf nodes may be combined in any order in Tr. Assume a path, 
P, in Tr exists from leaf node Li to Lj which consists of only normal edges, and P can 
guide the use of RE-operations to change the shape of Tr if Lk and Lj can be combined by 
a CL-operation. Now, after applying any number of RE-operations and CL-operations to 
modify Tr to Tr′, Lj is represented by Lj′ (which may be directly combined with other 
leaves), and leaf node Lk is represented by Lk′ (which may be directly combined with 
other leaves). Either Lk′ equals Lj′, or the RE-operations and CL-operations applied to Tr 
modified P into P′ from Lk′ to Lj′ (which consist of only normal edges) and P′ can guide 
the use of RE- and CL-operations to combine Lk′ and Lj′. 
 
Figure 3.3.15. Examples showing how a combination of several RE-operations 
and one CL-operation lead to the combination of leaves. In (A) and (B), the path 
from J to I may be any number of normal edges. In (C), the paths from I to G and 
from J to E may be any number of normal edges. 
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The RCAT TR, which is the result of the tree reduction algorithm described above, 
has the following characteristics: 
(1) TR is associated with the same CAD D as Tr. 
(2) Among all RCATs which are associated with D, TR has the minimum 
number of leaves. 
 
The first characteristic is true due to the algorithm containing CL-operations and RE-
operations, which are the only operations that change the tree shape during the algorithm. 
The following argument explains why the second characteristic is true.  
The first step in the algorithm collapses each subtree in Tr which only contain normal 
edges into a leaf node in Tr′ which is associated with the number of leaf nodes in the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3.16. The pseudo code for applying RE-operations and a CL-operation to 
an entire RCAT. 
// input: the root of RCAT Tr′ 
// return: the root of equivalent RCAT TR  
Tree CombineDistantLeaves (RCAT Tr′)  
1. if Tr′ is a leaf node or empty 
2.  return Tr′ 
 
3. leftSubTree of Tr′ = CombineDistantLeaves (leftSubTree of Tr′ ) 
4. rightSubTree of Tr′ = CombineDistantLeaves (rightSubTree of Tr′ ) 
5. if (path to rightmost leaf node of leftSubTree contains only normal edges) and 
 (path to leftmost leaf node of rightSubTree contains only normal edges) 
6.  Reshape tree and combine leftmost and rightmost leaves. 
7. return Tr′  
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subtree. Assume there is at least one RCAT with fewer leaves than TR associated with D, 
and let Tm be the RCAT with the minimum number of leaves. There must be at least one 
pair of leaf nodes, Li and Lj, in Tr′ which are combined in Tm into a leaf, Lc. Those same 
leaf nodes, Li and Lj, are associated with two different leaf nodes, LiR and LjR, in TR. Since 
Li and Lj are combined into Lc in Tm, there is a path, P, in Tr′ consisting of all normal 
edges from Li to Lj. Without loss of generality, Li is the rightmost leaf of the left subtree 
of some node, K, on the path P and Lj is the leftmost leaf of the right subtree of K (It was 
shown in an earlier figure that this must be true if Li and Lj can be combined.). However, 
the second step of the algorithm checks for this condition and combines Li and Lj. Thus, it 
is not possible for such a pair of leaf nodes to exist, and thus, TR is the RCAT with the 
minimum number of leaf nodes for the associated CAD. 
The runtime complexity of this algorithm is O(n), where n is the number of leaf 
nodes in the RCAT with which the algorithm starts. The following explains why this 
statement is true: given an RCAT Tr with n leaf nodes, there are n-2 internal nodes and a 
total number of nodes m = 2n-2 in the tree. This algorithm moves through the entire 
RCAT twice. The first step of the algorithm is a simple tree traversal which takes O(n) 
steps, where n is the number of leaf nodes in Tr, and returns Tr′ which potentially has 
fewer leaves and internal nodes. 
In the second step, the algorithm traverses the entire Tr′. Let node K be an internal 
node of Tr′. The algorithm checks whether the edges from K to the rightmost leaf node 
from the left subtree of K and the edges from K to the leftmost leaf node from right 
subtree of K are all normal edges. In each internal node K, the algorithm traverses several 
edges to find the leftmost (rightmost) leaf node of the right (left) subtree of K. The 
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number of edges traversed on the route to one leftmost (rightmost) leaf node may be O(n). 
However, the following observations can be made:  
(1) The set of edges traversed to find the rightmost (leftmost) leaf node of the left 
(right) subtree of K has no edge in common with an edge traversed to find the 
rightmost (leftmost) leaf node of K if K is the leftmost (rightmost) leaf node of its 
parent. This observation holds whether or not leaf nodes were combined for K. 
Thus, each edge is traversed at most once.  
(2) During the total of all searches for a leftmost (rightmost) leaf node of a right (left) 
subtree, the number of RE-operations applied is one less than the number of edges 
in the path to the leftmost (rightmost) child of a right (left) subtree. Thus, the total 
number of RE-operations for the entire tree is less than the total number of edges 
in the tree. 
All observations together support the conclusion that the runtime of the second step 
of the tree reduction algorithm is also O(m) where m is the number of edges in the tree. 
Since the number of edges is 2n-3 if n is the number of leaf nodes in the tree, the runtime 
of the second step of the tree reduction algorithm can be bound in O(n) where n is the 
number of leaf nodes in the RCAT. 
The runtime for the entire tree reduction algorithm is O(n) where n is the number of 
leaf nodes in the original RCAT. The number of leaves in the original RCAT is the same 
as the number of leaf nodes in the original CAT, and thus a given CAT with n leaves can 
be changed in O(n) runtime into an RCAT with the minimum number of leaves.  
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3.4 Flype operations 
In section 3.3, an RCAT was generated from a CAT and reduction operations were 
applied. These reduction operations did not change the CAD D associated with the RCAT, 
and the resulting RCAT had the minimum number of leaves for D. In this section, we 
introduce another operation called a flype operation to further reduce the number of leaf 
nodes in the RCAT. Unlike the reduction operations, the flype operation changes the 
CAD associated with the RCAT but does not change the knot type of the CAD. 
Figure 3.4.1 (A) is a CAT, and (B) shows the RCAT generated by the reduction 
operations from the previous section. Both trees represent the same knot diagrams. As 
can be seen, Figure 3.4.2 (B) shows a twist with three crossings in the center column of 
the diagram. Figure 3.4.2 (A) contains three simple boxes with a simple crossing which 
are not adjacent to each other. Later parts of this section explain how a prime alternating 
diagram can be changed to a different (prime alternating) diagram representing the same 
knot. Figure 3.4.2 (B) is the CPM generated from a tree derived by further simplifying 
the RCAT TR in Figure 3.4.1 (B). Next, we use these figures as examples to explain the 
flype operation in an RCAT.  
 
The goal of this section is the same as for the prior section: to minimize the number 
of leaves or total nodes in the RCAT so that fewer boxes with more half-twists are used 
in the CPM since this leads to a better knot drawing.  
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Figure 3.4.1. (A) shows a CAT, (B) shows an RCAT generated by the reduction 
operations. 
 
 
  
Figure 3.4.2. shows two CPMs produced from the tree in Figure 3.4.1 (B). 
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Manipulating the RCAT 
As mentioned above, the CAD associated with an RCAT TR before a flype operation 
may not be equivalent to the CAD associated with the RCAT TF after a flype operation. 
The following is the definition of a flype operation: 
 
Definition: Given an internal node K in an RCAT TR with two child nodes, P1, and 
P2. Let P1 be a leaf node and edge (K, P1) be a normal edge. A flype operation consists of 
the following changes in TR:  
• Swap edges (K, P1) and (K, P2) in the cyclic order around K. 
• If #P1 is odd: 
 In the subtree rooted at K, change the type of the overpass edge from RL 
to LR and vice versa. 
• If #P1 is even, then do nothing. 
 
Figure 3.4.3 shows an example illustrating a flype operation. Assume we have the 
RCAT TR given in Figure 3.4.3 (A). We focus on the subtree of node K. The circled area 
A is the remainder of TR. The internal node K is connected to two child nodes P1 and P2. 
P1 is a leaf node and edge (K, P1) is a normal edge. P2 is an internal node that has two 
child nodes P3 and P4. The edges from A to node K, edge (K, P2), edge (P2, P3), and edge 
(P2, P4) may be any type of edge. When applying a flype operation, first swap the cyclic 
order of the edge (K, P1) and edge (K, P2). Second, check the number #P1 associated with 
P1. If it is an even number, then nothing needs to be changed. If #P1 is odd then edge (K, 
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P2) and the entire edges in the subtree rooted at P2 need to be changed from RL to LR (or 
LR to RL). If those edges are normal edges, then nothing needs to be changed.  
 
: is normal edge. : can be any type of edge. 
Figure 3.4.3. An example of a flype operation. 
 
Figure 3.4.4 is another example to show how a flype operation changes the RCAT TR. 
Figure 3.4.4 (A) shows part of the RCAT TR from Figure 3.4.1 (B), and we only focus on 
the subtree rooted at node E. The circled area A is the remainder of TR, edge (G, I′) is an 
RL overpass edge, and edge (J, K′) is an LR overpass edge. When applying a flype 
operation, first swap the cyclic order of the edge (E, Cr3) and edge (E, G). Since #Cr3 is 
an odd number (1), then the overpass edges of the subtree rooted at G need to be changed. 
Therefore, edge (G, I′) changes to an LR overpass edge and edge (J, K′) changes to an  
RL overpass edge. Figure 3.4.4 (B) shows the tree after applying a flype operation to 
node E. 
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Figure 3.4.4. An example of a flype operation in Figure 3.4.1 (B). After a flype 
operation, edge (G, I′) changes to an LR overpass edge and edge (J, K′) changes 
to an RL overpass edge 
 
Next we discuss what happens to the RCAT TR if a tangle inside a Conway circle C 
is flipped. Given a CAD D associated with an RCAT TR and an internal node V of TR 
which is in the shaded type III Conway sub-region of a Conway circle C, let node V1 be 
the left child node of V, nodes F and G be the left and right child nodes of V1, and let C1, 
CF, and CG be the left Conway circle inside C and its two embedded Conway circles, 
respectively. V1 is in the shaded type III Conway sub-region of a Conway circle C1, and F 
and G are in the shaded type III Conway sub-region of Conway circles CF and CG (See 
Figure 3.4.5.). Flipping the tangle enclosed by C1 180 degrees may cause a change in the 
relative position of CF and CG to the inside of C1 (See Figure 3.4.5 (B).) and result in a 
180-degree flip of the tangle inside CF and CG. Such a flip in D (which keeps C fixed) 
causes a similar change in TR (which keeps V fixed): a potential change in the relative 
position of nodes F and G to the rest of the tree above V edge. It also causes the edge (V, 
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V1) to change from an LR overpass edge to an RL overpass edge and vice versa. If there 
is no change (See Figure 3.4.5 (C).), the edge (V, V1) must be a normal edge. The 180-
degree flip of CF and CG (and all the tangles within CF and CG) cause the above steps 
(changing an LR overpass edge to an RL overpass edge and vice versa) to be applied to F 
and G (and all nodes in the subtrees of F and G).  
 
Figure 3.4.5. An example to explain the change of the tangle C1 is flipped. 
 
The effect of the flype operation on an RCAT TR and its associated CAD D can be 
described as follows: 
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Given an internal node K with child nodes P1 and P2 in an RCAT TR, P1 is a leaf 
node and edge (K, P1) is a normal edge. While applying a flype operation to node K, 
changing the cyclic order of the edges of K is the same as switching all crossings 
(represented by P1) from one side of the tangle (represented by P2) to the other side. For 
each crossing, the tangle associated with P2 is flipped 180 degrees. Thus, if the number of 
crossings represented by P1 is an even number, the tangle represented by P2 is flipped an 
even number of times and thus is not changed at all. Therefore, neither the tree structure 
nor the overpass edge type is changed in TR. However, if the number of crossings 
represented by P1 is odd, the tangle represented by P2 is flipped an odd number of times, 
which is the same as being flipped once. With the above observation, flipping the tangle 
associated with P2 by 180 degrees causes a change of all the LR overpass edges to RL 
overpass edges and vice versa in the subtree rooted at P2. That means a flype operation 
on RCAT TR associated with knot type, M, implements a flype on M and thus will results 
in an RCAT TR′ associated with the same knot type (M).  
 
The above discussion focused on how to perform one flype operation in an RCAT. 
Next, we introduce how to perform multiple flype operations. We need to first introduce 
the concept of a flyping tree. The definition is given below.  
Definition: Tf is a flype tree in an RCAT TR if 
•  Tf is a proper subgraph of TR.  
•  Tf is a binary tree (rooted or not).  
• Each internal node has two child nodes. 
• Each internal node is connected to at least one normal edge. 
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• The normal edges in Tf form a (connected) tree. 
• Each leaf node in Tf is either a leaf node in TR connected by a normal edge or 
the root of a subtree in TR. 
The internal node in Tf with the least depth in TR is called the parent internal node or 
root node of Tf. Figure 3.4.1 (B) contains a flype tree with the root node D that has three 
leaf nodes, Cr3, Cr6, and Cr9, which are combinable. The paths from D to Cr3, D to Cr6, 
and D to Cr9 all contain only normal edges. 
 
A flype operation on a knot diagram can move one crossing from one side of the 
tangle to the other side. It can be used to move crossings in a diagram together if they are 
on the same flyping band. A band diagram is a diagram similar to Figure 3.4.6 (A) or (B) 
with at least three tangles connected together.  
 
Figure 3.4.6. Two band diagrams. 
 
A flyping band in a knot diagram K is a sequence of Conway circles Cs = {C1, C2,…, 
Ck} each connected to the prior circle by two arcs of the diagram, the last one connected 
to the first one, and there are no crossings between any of the adjacent circles (See Figure 
3.4.7.). In Figure 3.4.7, the dashed rectangular region indicates a flyping band, and it 
81 
 
 
 
shows an example with four Conway circles. It can be easily seen that both crossings can 
be moved together by a flype operation on the diagram. Some of the Ci in the flyping 
band Cs circles a type A Conway regions. We aim to move these Conway circles together 
by using a sequence of flype operations.  
 
Figure 3.4.7. “Flyping band” in a knot diagram. 
 
A flype tree Tf represents one flyping band Cs in a CAD D. Leaves in Tf connected 
by normal edges which are also the leaves in RCAT TR represent the Conway circles in 
Cs which enclose type A Conway sub-regions and which can be moved together through 
flypes on the diagram D. The leaves in Tf which are not leaves in TR or are not connected 
by a normal edge represent the other Conway circles in Cs. A knot diagram may have 
zero or more flyping bands. Only the crossings which can be flyped (in the currently 
flyping band) are in the flyping band, and each crossing in a prime knot diagram is in 
exactly one flyping band [7]. An RCAT may have zero or many flype trees, and each leaf 
node is at most associated with one flype tree. Thus, each leaf node in TR which is 
connected by a normal edge belongs to exactly one flype tree. In other words, each leaf 
node in TR is associated with, at most, one flyping band. Since a single crossing in a type 
A Conway region is, at most, associated with one flyping band, the crossing can only be 
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combined with other crossings on this flyping band. The sequence of the tree reduction 
and the flype operations described earlier can combine all the leaves which are the leaves 
in the RCAT and are connected by a normal edge into one leaf node in Tf. If an RCAT TR 
has several flype trees Tf1, Tf2,…,Tfn, then applying the above operations to combine 
leaves in Tf1 does not affect the existence or the number of leaf nodes in any of the other 
Tfi (1 < i ≤ n). Thus flype trees can be processed in any order. 
 
Applying a sequence of flype operations to an RCAT  
Once a flype tree Tf is identified in an RCAT TR, flype operations are used to move 
these leaf nodes together, and tree reduction operations are used to combine them. Before 
applying the flype operations, we change the shape of the flype tree, using a several RE-
operations, into what we called a left straight binary tree. The root of the left straight 
binary tree is the root node of the original flype tree. The edge to the left child in each 
subtree of the left straight binary tree is a normal edge – except for possibly the leftmost 
leaf. A left straight binary tree is a flype tree. When traversing it in pre-order, the order in 
which each leaf node is encountered is the same order as a pre-order traversal in the 
original flype tree. The RE-operations change the shape of the RCAT, but do not change 
the associated CAD.  
The following sequence of flype and tree reduction operations applied to a left 
straight binary tree, Tleft, combines all the leaf nodes in Tleft which are connected by 
normal edges to the root of Tleft and which are leaf nodes in the RCAT TR into one leaf 
node. The following steps traverse TR in post-order traversal. Since only the part of TR 
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with the flype tree must be modified, start traversing TR from the root of Tleft and do not 
traverse past the leaf nodes of Tleft. 
• Assume node K is the internal node in Tleft with the largest depth, node P1 is the 
left child node of K, and P2 is the right child node of K. Start to perform a 
sequence of flype operations from K. If node P1 is the left child node and a leaf 
node and the edge (K, P1) is a normal edge, then apply a flype operation at K to 
make the leaf P1 into the right child node. 
• For each remaining internal nodes K′, let P1′ be the left child node of K′, P2′ be 
the right child node of K′, and P3′ be the right child node of P1′. P3′ is always a 
leaf node in Tleft incident to a normal edge. 
 If P2′ is a leaf node in TR and edge (K′, P2′) is a normal edge, then use tree 
reduction operations to combine P2′ and P3′ in TR. 
 If P2′ is not a leaf node in TR or edge (K′, P2′) is an overpass edge, then 
apply an RE-operation to make P3′ a child of the same parent as P2′, 
apply a flype operation to switch P2′ and P3′, and apply another RE-
operation to recreate the left straight binary tree. 
• After completion of the post-order traversal of Tleft, all combinable leaf nodes 
are combined into the right child of the root of Tleft.  
 
Figure 3.4.8 shows how crossings are combined in the flype tree with root node D 
from the RCAT in Figure 3.4.1 (B). Figure 3.4.9 shows the resulting CPM. First, the 
flype tree is rearranged into a left straight binary tree (See Figure 3.4.8 (B).). Then check 
each internal node from the leftmost leaf to the root of the left straight binary tree and 
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decide whether to combine the leaves or apply a flype operation. A flype operation is 
applied to node J′ by swapping its two child nodes and changing the edge (J′, I′) from an 
RL overpass edge to an LR overpass edge (See Figure 3.4.8 (C).). At node G′, since #Cr3 
is 1, tree reduction operations lead to the combination of Cr3 and Cr6 (See Figure 3.4.8 
(D).). At node E′, an RE-operation and a flype operation are used to swap J′ and K′. 
Because #J′ is 2, the type of the overpass edge of edge (G, K′) is not changed (See Figure 
3.4.8 (E).). At node F′, another set of tree reduction operations are used to combine J′ and 
Cr9 (See Figure 3.4.8 (F).). At node D, other RE-operations are used to swap E′ and H′. 
Because #E′ is 3, the type of overpass edge of edge (F′, H′) must be changed (See Figure 
3.4.8 (G).). 
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Figure 3.4.8. An example for using tree reduction and flype operations to 
combine leaves in the flype tree from Figure 3.4.1 (B). 
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Figure 3.4.9. A CPM generated from an RCAT in Figure 3.4.1 (B) after applying 
a sequence of flype operations. 
 
Algorithm and runtime analysis 
In this part, a brief explanation of the algorithm which applies the flype operation to 
an RCAT will be given. The goal of this algorithm is to minimize the number of leaf 
nodes in the RCAT TR (which is the result of the algorithm in section 3.3), while not 
changing the knot type associated with TR. 
The algorithm starts by finding all the flype trees in a given RCAT TR. In this step, 
the algorithm traverses TR twice. In the first traversal, the algorithm processes nodes in 
post-order. If the left (right) child of an internal node, P, has a normal path to a leaf node 
and the edge from P to the left (right) child is a normal edge, then the algorithm sets a 
flag in this internal node indicating a left (right) normal path to a leaf. In the second 
traversal, the algorithm processes the nodes in pre-order. If an internal node, K, has both 
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left and right flags set, then the subtree rooted at K contains at least one path from a leaf 
node in its left subtree to a leaf node in its right subtree, and the path contains only 
normal edges. The algorithm sets K as the parent internal node of the flype tree rooted at 
K. The flype tree includes the entirely of all the normal edges in the subtree of K that can 
be reached from K. The algorithm creates a list of the parent internal nodes. Figure 3.4.10 
shows the pseudo code for finding the flype trees in a given RCAT. Both traversals 
require constant processing time at each node and for the tree. The algorithm using only 
normal edges to find all flype trees is O(n) where n is the number of leaves in the RCAT. 
 
 
The next step in the algorithm is to apply the mixture of tree reduction and flype 
operations which combine all the combinable leaf nodes in a flype tree for a given RCAT. 
Let Tf be a flype tree in the RCAT. This method follows the process described earlier and 
first generates a left straight binary tree, Tleft. This is done by visiting Tf in pre-order to 
create a list of the “leaf nodes” in Tf which are used to build Tleft rather than creating a 
series of RE-operation which turn Tf into Tleft. Next, the algorithm traverses Tleft in post-
order and, at each node, either performs a flype operation or combines leaves as 
described earlier.  
 
 
 
 
 
 
Figure 3.4.10. Basic implementation steps for finding the flype trees in an RCAT. 
1. Traverse the entire RCAT TR in post-order traversal and set left and right flag 
in each internal node that has a path to a leaf node in its left and right subtrees 
which contains only normal edges. 
2. Traverse the entire RCAT TR in pre-order traversal and identify one parent 
internal node for each flype tree.
88 
 
 
 
The RCAT TF, which is the result of the flype algorithm described above, has the 
following characteristics:  
(1) TF is associated with a CAD DF which has the same knot type as the CAD D 
associated with TR, the RCAT prior to flype algorithm being applied.   
(2) Among all RCATs which are associated with a CAD D′, which has the same knot 
type as the CAD associated with TR, TF has the minimum number of leaves.  
The first characteristic is true due to the definition of the flype operation. The second 
characteristic is true for the prime alternating knot diagrams considered in this thesis, 
based on two facts mentioned before:  
• Flype trees in an RCAT can be processed in any order. 
• Each single crossing which can be flyped is only associated with one flyping 
band. 
For the second step, it cannot be argued that the processing time for each node in Tf 
is constant, since each flype operation at node P must potentially traverse the entire 
subtree of P to switch the types of all overpass edges. This problem is compounded by 
the fact that there may be several flype trees in TR which may cause redundant changes to 
the type of an overpass edge. Without additional steps, this causes the algorithm to no 
longer be linear. Therefore, the implementation of the algorithm postpones switching the 
types of overpass edges until all flype trees are processed. Instead of immediately 
changing the overpass information, the implementation sets a flag in the non-leaf node 
that needs to be flyped. After all the flype trees in TR are processed, the implementation 
traverses TR once more in pre-order to change the type on each overpass edge as needed. 
During this traversal, the implementation keeps track of whether the edge to each nodes’ 
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child nodes needs to be flipped an odd or an even number of times, which is equivalent to 
whether an odd or even number of flype operations are set on the path from the root of TR 
to that node. If the number is odd, the type of overpass edges is changed. If the number is 
even, nothing needs to be done. With this change, the algorithm runs in O(n) runtime, 
where n is the number of leaf nodes in the original RCAT. The number of leaves in the 
original RCAT is the same as the number of leaf nodes in the original CAT, and it is also 
equal the number of the crossings in the knot diagram. Hence, the runtime of this 
algorithm is O(n) where n is the number of crossings in the knot diagram. 
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CHAPTER 4: CONCLUSIONS 
 
In this thesis, we focused on generating a 4-regular plane map from a given rooted 
binary tree for a prime alternating Conway algebraic knot diagram. The relationship 
between a rooted binary tree and a prime, alternating Conway algebraic knot diagram has 
been studied. By adding certain overpass information in a rooted binary tree (which is 
derived from Conway algebraic decomposition and a preferred shading), we can generate 
a Conway algebraic tree to represent a distinct Conway algebraic knot. An algorithm to 
generate a rooted binary tree from a positive prefix vector is implemented. The runtime 
for generating this rooted binary tree to form a Conway algebraic tree is O(n) where n is 
the number of leaf nodes in the generated rooted binary tree. A Conway algebraic tree 
can be translated into a reduced Conway algebraic tree then build a constructed planar 
map to represent the Conway algebraic knot. The runtime of this construction operation is 
O(n) where n is the number of crossings in the knot diagram. For the purpose of making 
the CPM clearer and more concise, two tree manipulation operations are discussed in this 
thesis: one is reduction operations and the other is flype operation. The runtime of both 
operations are O(n) where n is the number of crossings in the knot diagram. The 
processing steps of these operations and their characteristics are given in this thesis.  
The runtime of the 4-regular plane map generation and manipulation operations are 
linear in the order of O(n) where n is the number of leaf nodes of the rooted binary tree 
and n is also the number of crossings in the knot diagram.  
Future work will focus on many different issues such as further improving the 
diagram and the features of the program. To improve the diagram, we can add over/under 
 
90 
91 
 
 
 
information at each crossing to make the diagram become an alternating knot diagram. 
We can also focus on making the drawing with a good aspect ratio. We can also make the 
lines that connect each crossing shorter and smoother to reduce wasted space in the 
diagram. Finally, we can add more features on the program to make the program more 
user-friendly. For example, make the crossings movable arbitrarily on screen. Moreover, 
we can develop an algorithm to embed the knot diagram into three-dimensional space. It 
is interesting to explore more algorithms that can make several related embedding 
techniques working together and be able to handle all types of knots. 
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