Neural networks with synaptic weights constructed according to the weighted Hebb rule are studied in the presence of noise ( nite temperature), when the number of stored patterns is nite. Although, for arbitrary weights not all of the stored patterns are global minima, there exists a temperature range in which only the stored patterns are minima of the free energy. In particular, a detailed analysis reveals that in the presence of a single extra pattern stored with an appropriate weight in the synaptic rule, the temperature at which the spurious minima of the free energy are eliminated is signi cantly lower than for a similar network without this extra pattern. The convergence time of the network, together with the overlaps of the equilibria of the network with the stored patterns, can thereby be improved considerably.
Introduction
The statistical mechanics of large neural networks with the Hebb rule prescription for the synaptic weights has been studied in detail and is now well{understood 1, 2] . In this paper, we shall study the statistical mechanics of neural nets with synaptic weights which are constructed according to the weighted Hebb rule. For orthogonal patterns, the Hebb rule indeed stores the required patterns as xed points of the deterministic updating dynamics, as is well known. The role of the weighted Hebb rule in the storage of non{orthogonal patterns was examined in ref . 3] . A Spin glass model for such neural networks was studied by L. Viana in 4] , and at zero temperature the domains of attraction of the xed points in the model were analyzed in 5, 6] . All the above studies were concerned with the case where the number of stored patterns is nite; in the case where this number tends to in nity, a case of interest in a study of the e ect of overloading on memory deterioration 7], extensive work has been carried out, as well 8].
Our principal motivation for returning to the weighted Hebb rule, in the case of a nite number of stored patterns, arises from the expectation that the presence of di erent weights for di erent patterns would a ect the con guration of the free energy surface. There is the possibility that some of the degeneracy of the minima of the free energy would be lifted; in addition, the range of useful operating temperatures of the network would be changed. In 4], Viana considered the behaviour of the solutions as a function of temperature, but she did not derive the temperature range in which the spurious states are unstable. Furthermore, a large class of stable solutions, a subset of which was found at T = 0 in a study of the domains of attraction 5, 6 ], was initially not found in the Mean-Field approximation 4].
In this article we re-examine the Mean-Field approximation of the model based on the weighted Hebb rule. We nd solutions that were missed in earlier analyses, and shall nd that in fact, the critical operating temperature of the network can be suitably lowered by a judicious choice of weights. The time needed for the network to converge to useful equilibrium states can be thereby reduced, since lower noise levels mean faster convergence times. Additionally, at lower temperatures, the overlaps of the network equilibria with the stored memories are larger; the overall quality of memory recall of the network can thus be signi cantly enhanced.
In the next section, we present the evaluation of the free energy along the lines of 1, 4] . The stationary-point conditions yield the mean eld equations (MFE's) for equilibrium states in the large{N limit. In section 3, we derive the stability conditions of the solutions to the mean eld equations. We shall rst look for solutions to the stationary point or mean eld equations at zero temperature. T = 0:
In this limit, the tanh function becomes a sign function, and log(2coshy) ! jyj as jyj ! 1. ), implying that these Mattis states occupy global minima.
We note, however, that the other Mattis states, corresponding to g < g max , are not global minima. Nevertheless, they are certainly local minima (and hence metastable states) at zero temperature, and they exist as stable states for su ciently low temperatures as well, as we shall see. . We shall call such states symmetric states corresponding to g. These equations di er from those obtained in 1] only in the factor of g appearing on the right-hand side, resulting in the same ordering of the f n 's as that of 1].
We can also consider general states of the formm = (m 1 ; m 2 ; m 3 ; :::; m n ; 0; :::; 0), with distinct, nonzero m's. As can be seen from (2), the case of n = 2 is trivial, in that there are no nontrivial solutions with m 1 6 = m 2 . To reduce technical complexity we restrict ourselves to the case of n = 3. As we shall see, since there are no nontrivial solutions with n = 2, this will be su cient to establish a de nitive conclusion. It is easy to see that the T = 0 limit of these states ism = (1=2)(g 1 ; g 2 ; g 3 ; 0; :::; 0), for all 2 positive g . The stability of these solutions will be discussed in the next section.
T 6 = 0:
We shall assume that the states we wish to look at start appearing just below a temperature T(which depends on the state); correspondingly, the overlaps m are small near this temperature, and we can expand the cosh and tanh functions in a series in m, keeping only the rst few terms. 
replaced by the sign-function. Performing the quenched average leads to 3 equations -for = 1; 2; 3. 
We can see that there exists a critical temperature, above which the only solution is the trivial onem = 0. In particular, the critical temperature for the appearance of a Mattis state with one non-zero component m is therefore T c = g . For all of the Mattis states to exist as solutions of the stationary point equations, therefore, the operating temperature of the network must satisfy T < g s where g s is the smallest of the weights g .
The symmetric statesm = m n (1:::1; 0; :::0), still require that we haveg = (g; :::g; g n+1 ; :::; g p ), with n g's. We nd that for given g, the n = 1 state has the least free energy among the symmetric states corresponding to that g. In the next section we will see that these are in fact unstable above a certain critical temperature, and so we postpone the discussion of stability to that section.
For the general asymmetric states, having restricted our attention to the n = 3 case (i.e.m = (m 1 ; m 2 ; m 3 ; 0; :::0)), we shall show that these states are also unstable at T = g . The stability of these states will be discussed at length in the next section. Zero temperature:
As we discussed in the previous section the Mattis states are stable at T = 0 for g = (g max ; g 2 ; :::; g p ), withm = (g max ; 0; :::; 0) being the global minimum.
For the symmetric states with n non-zero componentsm = m n (1; 1; ::; 1; 0; 0; :::0), withg = (g; :::; g; g ; :::), (where n of the g's are equal) and = n+1; :::; p, we nd the eigenvalues of the stability matrix and nd that, as in ref. 1], in the T ! 0 limit the eigenvalues, which depend on q n = Q and Q = Q (with 6 = ), are all positive for the odd n states, while the even n states are all unstable due to the presence of negative eigenvalues.
In the case n = 3, for instance, and in the limit T = 0, we see that q n = 1 and Q = 0, giving 1 = 1=g, 2 = 1=g , and 3 = 1=g, all of which are positive, yielding stability. This is a point of departure from 4]; there, because of the condition g 1 > g 2 > g 3 , it was impossible to allow for solutions of this type, and as a result, these solutions were not found. Although these solutions may not seem signi cantly di erent from the symmetric solutions found by Amit, et al. 1], as we shall see in the next section, the fact that we have not imposed any conditions on the g will lead to a signi cant conclusion regarding the lowering of the critical temperatures of the network.
Similarly, for T = 0 and for asymmetric states, all the p eigenvalues reduce to their respective 1=g , again yielding stability. This, too, was not considered in 4].
Finite temperatures:
For the symmetric states, at the temperature T g, we have q n 2 m 2 n n, and Q n = (2q n =n). Then we can see that g 2 , which is positive below the temperature T = g. The eigenvalue 3 is not present for n = 1 states. The sign of 2 depends explicitly on the various components ofg, and this shall be discussed further, below. However, that 3 is negative is su cient to render the symmetric states with n > 1 unstable. The exact temperatures at which their stability, as well as the stability of the asymmetric states, is lost will be derived in the next section.
Critical Temperatures
The evaluation of critical temperatures requires the solution of the mean eld equations in conjunction with various relations for the eigenvalues.
First, we deal with the symmetric states. We showed that of the eigenvalues (5) of the stability matrix, 1 is positive in the range T = 0 to T g, 3 changes sign from + to ?, while the sign of 2 depends on the form ofg explicitly (see below).
Hence, there are two possibilities to consider: one is where 3 is set to zero, to nd the critical temperature T = T c at which 3 changes sign, while 2 is constrained to be positive at that temperature T c . The second case is where 2 is set to zero to nd the critical temperature T = T c , at which 2 changes sign, while 3 ; where g max is the largest of the g's, and q s 1 is the corresponding value of q. Now to avoid spurious n = 3 states corresponding to g max (which exist whenever g max occurs at least three times in the set of g's), the operating temperature of the network must be greater than T c = 0:46g max , as we have seen. At this temperature, in order for M to exist as a stable state, 2 must be positive, or at best zero. This yields the constraint g s =g max > 0:589 on the value that the smallest g can take, if all the given patterns are to be stored as stable Mattis states of the network.
Turning now to the case of the n = 3 symmetric states corresponding to g, and for g =g > 1:32, where g occurs only once or two times among the g's, we see that T c g = g g We can now see that, whereas for g 1:32g, the critical temperature is simply 0:46g, for g 1:32g, the critical temperatures are all lower than the former. If g 0 is the largest g which occurs at least three times, the operating temperature of the network must be at least 0:46g 0 if the largest g bigger than g 0 , g max , satis es g max 1:32g 0 . This minimum necessary temperature for the avoidance of spurious equilibria is lowered when g max > 1:32g 0 . In other words, by adding additional patterns with su ciently large weights, we can lower the temperature above which there are no spurious states, leading to a \better" network. What is meant by \better" will be discussed in the next section. The symmetric states with n > 3 can be shown to have even lower critical temperatures, exactly as in 1]. Therefore, it is su cient to consider the n = 3 states only.
We now proceed to the case of the asymmetric statesm = (m 1 ; m 2 ; m 3 ; 0; :::; 0) with a general weight vector, i.e.g = (g 1 ; g 2 ; g 3 ; g ). The MFE's can be written in Since we are generally interested in the temperature T c at which a given eigenvalue becomes zero (i.e. changes sign from + to ?), there are two separate cases we can consider: one is where ( ) = 1 g ? (1 ? q) is set to zero, while the other 3 eigenvalues (from the cubic part) are constrained to be nonnegative. The second choice is to set one of the 3 eigenvalues from the cubic part equal to zero and demand for ( ) and the remaining 2 eigenvalues to be non-negative. The former case gives (T c =g 1 ) = g g 1
(1 ? q) (5) and the positivity of the other eigenvalues can be insured by the constraints l 2 < 0; l 1 > 0; and l 0 < 0: The rst of these constraints, in conjunction with (5), simpli es to g g 1 > 3 1 + 1 (g 2 =g 1 ) + 1 (g 3 =g 1 )
The last two constraints must be imposed numerically in nding T c . Some results are shown in the Again, these spurious states are stable for T < T c . We note that forg of the form (g 1 ; g 2 ; g 3 ; :::), with g 1 = g 2 = 1 and g 3 = 1:32, the critical temperature of the associated spurious state (m 1 ; m 2 ; m 3 ; 0::; 0) with m 1 = m 2 is close to 0.19. If g 1 occurs at least three times ing, the critical temperature of the n = 3 symmetric state corresponding to g 1 is 0.46. We can in fact make the general statement that if g max is the largest component ofg, and g 0 the second largest, for g max =g 0 > 1:32, the critical temperature above which there are no spurious states is determined by demanding the instability of spurious states with non-zero entries m i ofm corresponding to g i g 0 .
We can present our results in the following format that clari es the behaviour of T c =g 1 
Conclusion
Our investigation of the use of the weighted Hebb rule in Hop eld networks has revealed that the structure of the minima of the free energy at nite temperatures can be quite distinct from the case of the usual Hebb rule. In particular, by choosing the weighting factors for the various patterns appropriately, spurious states can be destabilised at a signi cantly lower temperature compared to that for the usual Hebb rule. When the operating temperature of the network is larger than the largest among the critical temperatures for the various spurious states, we have a network where only the Mattis states (corresponding to the stored patterns) are equilibria of the network. Speci cally, we can make the following rather general statements.
(1) If the largest of the g's, g max , occurs at least three times or more, then the temperature range in which no spurious states exist is 0:46g max < T < g max . If the largest g which occurs at least three times is g 0 , and the largest g, g max , occurs no more than two times and satis es g max > 1:32g 0 , then the critical temperature above which no stable spurious states exist is smaller than 0:46g 0 , and can be calculated as we have shown.
(2) If the smallest of the g's is g min , and the largest one, g max , occurs at least three times, and the constraint g min =g max > 0:589, is satis ed, all of the patterns to be stored exist as stable Mattis states in the range of temperatures where spurious states are excluded. If g max occurs only once or twice, this constraint on the ratio of g min to g max is changed and can be calculated in a manner analogous to that shown in section 4.
In contrast to the results of ref. 4 ], we note that we have found stable spurious asymmetric states to exist at nite temperatures. Asymmetric solutions to the MFE's were also analyzed in 5] at zero temperature; an exhaustive nite temperature analysis of the mean eld equations of the weighted Hebb rule Hop eld associative memory has, however, hitherto not appeared in the literature 9]. With the aim of improving the network performance, we have performed a detailed analysis of the stability conditions at nite temperatures, for completely arbitrary`weights' g . Our analysis has yielded various constraints that the`weights' g corresponding to the different stored patterns must satisfy in order to completely avoid spurious attractors, and the corresponding range of useful operating temperatures.
One consequence of the lowering of the useful operating temperature is that convergence of the network to metastable states would be faster. A second consequence is that the overlaps of the equilibria of the network with the stored patterns would be larger due to the reduced temperature. Given a set of patterns to be stored, one could then simply put in an extra pattern weighted by a su ciently larger weight g as compared to the g's of the other patterns to construct the synapses. The resulting network would then converge to an equilibrium state closer to one of the stored patterns and at a faster rate than a network constructed without this extra pattern being taken into account. Domains of attraction at zero temperature were estimated for the weighted Hebb rule network in 6]. It would be interesting to carry out detailed simulations of networks employing the weighted Hebb rule and to determine the relative sizes of the basins of attraction for the di erent stored patterns at nite temperatures as well.
