The optimal (Monge-Kantorovich) transportation problem is discussed from several points of view. The Lagrangian formulation extends the action of the Lagrangian L (v, x, t) from the set of orbits in R n to a set of measure-valued orbits. The Eulerian, dual formulation leads an optimization problem on the set of sub-solutions of the corresponding Hamilton-Jacobi equation. Finally, the Monge problem and its Kantorovich relaxation are obtained by reducing the optimization problem to the set of measure preserving mappings and two point distribution measures subjected to an appropriately defined cost function.
Introduction

Motivation
Consider the Schrodinger equation on a domain Ω ⊆ R n i ∂ψ ∂t = 2 ∆ x ψ + P ψ ; (x, t) ∈ Ω × [0, T ] (1.1)
where P = P (x, t) is a given potential (pressure field). If ∂Ω = ∅ we specify a boundary condition under which equation (1.1) is well posed and generate a unitary semigroup. We are interested in the following question: Given a pair of probability measures µ 0 , µ 1 on Ω (say, absolutly continuous subjected to the densities ρ 0 , ρ 1 ), can one solve the two point boundary problem, given only the data ρ 0 (x) = |ψ| 2 (x, 0) and ρ 1 (x) = |ψ| 2 (x, T )? This problem is a prototype for a variety of wave equations admitting a Lagrangian formulation. However, in spite of the underlying Lagrangian stracture associated with (1.1), we do not yet know wether such a two point boundary value problem is well posed for this equation.
We turn, therefore, to the semi-classical approximation → 0, where ψ is written as √ ρe iφ/~. Then the Schrodinger equation is reduced to the Hamilton-Jacobi (HJ) equation
coupled with the continuity equation
3)
The two point boundary problem for the Schrodinger equation in the semi classical approximation is, therefore, reduced to solving (1.2) and (1.3) under the sole data of the initial and end probability densities ρ 0 = ρ(, 0) and ρ 1 = ρ(, T ), without any data on the velocity field ∇ x φ whatsoever. We attempt to associate a Lagrangian on the state space of orbits of probability densities ρ(, t) defined for each t ∈ [0, T ]. Since we wish to generalize the standard Lagrangian formalism defined on classical orbits x : [0, T ] → Ω, we shall extend this to a space of "relaxed orbits" of the from µ = µ (t) (dx)dt, where µ (t) is a Borel probability measure on Ω for any t ∈ [0, T ]. The special class of deterministic orbits is embedded in this set as µ (t) = δ x(t) , where x is a classical orbit.
The next step is to define a metric on this set of relaxed orbits which generalizes the action T 0 |ẋ(t)| 2 dt for deterministic orbits. It turns out that the above problem is closely related to the classical Monge-Kantorovich problem of optimal transportation subjected to quadratic cost. An historical background of this is given below.
Historical Background
The classical problem of optimal mass transportation was suggested by Monge in the 18'th century [M] : given a cost function c(x, y) (originally, c = |x−y|) and a pair of Borel probability measures µ 0 , µ 1 on (say) a common probability space Ω, minimize c(x, T(x))µ 0 (dx) (M) along all Borel mappings T : Ω → Ω which transport µ 0 into µ 1 (T # µ 0 = µ 1 ), namely 
Here π (i) , i = 0, 1 are the natural projections of Ω × Ω on its factors. A particular attention is given to the Wasserstein metrics
# λ = µ 0 , π
# λ = µ 1 1/p (1.5)
where p ≥ 1.
The most striking advantage of the relaxed problem is that a minimizer always exists by the compactness of the set of probability measures (assuming c is continuous and Ω is compact). It can be shown [Am] that, if c is continuous and µ 0 contains no atoms, then the minimum of the Kantorovich problem coincides with the infimum of the Monge problem. The existence of an optimal Monge mapping is reduced to existence of such a minimizer of the Kantorovich problem which is supported on a graph of a Borel map.
Further progress was achieved in the last few decades. In the late 80's and early 90's Brenier [B] studied the Monge problem with a quadratic cost c = |x − y| 2 on R n and showed the existence of a unique, optimal Monge map provided µ 0 , µ 1 posses finite second moments and µ 0 is absolutely continuous with respect to Lebesgue. Moreover, he showed that this map is the gradient of a convex function Φ which solves the dual problem inf R n Φµ 0 (dx) + R n Ψdµ 1 (dx) ; Φ, Ψ ∈ C(R n ) ; Φ(x) + Ψ(y) ≥ x · y ∀ x, y ∈ R n , (1.6) It turned out that any map T which transports µ 0 to µ 1 must be of the form ∇Φ • S where S perseveres µ 0 . This results is interpreted as a Polar factorization for mappings, generalizing the matrix polar factorization. Another interpretation of ∇Φ is as a monotone vectorized rearrangement in the class of maps transporting µ 0 to µ 1 . A generalization of this result also holds for more general, strictly convex (and concave) homogeneous cost functions c(x, y) = h(x − y), using special definitions of convexity ( [GM] , [C] and references therein).
Objectives and main results
In general, if µ 0 contains an atom, then there is, in general, no deterministic mapping T of any type which maps µ 0 into µ 1 , so there is no sense to compare the deterministic Monge problem (M) with the probabilistic Kantorovich problem (K). However, we may still consider the following alternative formulation in terms of an optimal flow with respect to some family of cost functions c t 1 ,t 2 = J(x, y, t 1 , t 2 ):
is the optimal Monge mapping with respect to c t 1 ,t 2 transporting µ (t 1 ) to µ (t 2 ) for any t 1 , t 2 ∈ (0, T ).
(ii) lim t→0 µ (t) = µ 0 and lim t→T µ (t) = µ 1 in the weak sense of measures.
(iii) The limits lim t→T T t τ =: T T τ exists uniformly and T T τ is a continuous mappings for any τ ∈ (0, T ).
It is feasible that, once a solution to the flow problem F is provided, a c 0,T optimal solution to the Monge problem M with respect to µ 0 , µ 1 exists by T = lim τ →0 T T τ provided the later limit exists as a Borel map.
Our starting point is the definition of a norm ||µ|| p of a measure-valued orbit as the minimal L p µ -norm of the velocity fields v which satisfy the weak form of the continuity equation
and
where the infimum is taken over all µ−measurable vectorfield v satisfying (1.7). Denote the set for which ||µ|| p < ∞ as H p . This is a normed cone. In section 2 we shall indicate some of its properties and prove a compactness embedding of H p (for p > 1) in a set of orbits which satisfies Holder continuity in an appropriate topology. In particular, the end conditions µ 0 := µ (0) , µ 1 := µ (T ) are uniquely defined for µ ∈ H p where p > 1.
In the rest of the paper we concentrate on the case p = 2. The connection between the cost function c t 1 ,t 2 = J posted in formulation (F) above and the pressure P is as follows: The function J = J P is the action associated with the Lagrangian
The main result of this paper, formulated in section 3, reveals a connection between the following approaches:
The Eulerian approach: Maximize on the set of velocity potentials φ
where the supremum is taken in the set of all functions φ = φ(x, t) which are subsolutions of the Hamilton-Jacobi (HJ) equation (1.2) in a sense to be defined.
M:
The Monge approach: Minimize on the set of mappings verifying (1.4)
The Kantorovich approach: Minimize on the set of 2-point probability measures with prescribed marginal
# λ = µ 1
Our first result reveals the relation between the above formulation:
holds for arbitrary (probability, Borel) end measures µ 0 , µ 1 . As discussed above, the Monge problem may not have a solution at all (e.g., if µ 0 contains an atomic measure and the set of transporting mappings T # µ 0 = µ 1 is empty). The second part of our main result shows the relation between the flow problem (F) and the Lagrangian formulation L. This is the relation between the optimal velocity field v realizing (1.8) and the induced flow
(1.10)
To elaborate, we shall prove 1) There exists a minimizer µ ∈ H 2 of L which satisfies the end conditions. This minimizer may be non-unique.
2) There exists a maximizer ψ of E which is a Lipschitz function on Ω × [0, T ] and satisfies the equation
almost everywhere. Again, such a maximizer may be non-unique.
3) The vector field v = ∇ x ψ is defined everywhere on some relatively closed set K 0 ⊂ Ω × (0, T ) which contains the support of any minimal path µ of L given by (1).
Under some additional assumption on P (see Main Theorem in section 3) we also get 4) The vector field v = ∇ x ψ is locally Lipschitz continuous on K 0 .
5) The restriction of v to the support of any minimal orbit of L is uniquely determined.
6) The flow T induced by v (1.10) leaves K 0 invariant.
7) The flow T t 2 t 1 transports µ (t 1 ) to µ (t 2 ) for any minimizer µ of L and any t 1 , t 2 ∈ (0, T ). Moreover, it is an optimal Monge transport with respect to the action J P (·, ·, t 1 , t 2 ).
8) The maps lim τ →T T τ t := T T t : Ω → Ω and lim τ →0 T t τ := T t 0 : Ω → Ω exist and are continuous for any t ∈ (0, T ). Moreover,
) is an optimal Monge map with respect to the action J P (, , t, T ) (res. J P (·, ·, 0, t)) transporting µ (t) to µ 1 (res. µ 0 to µ (t) ). 9) If lim t→T T t 0 := T exists as a Borel map, then T transports µ 0 to µ 1 and is an optimal solution of the Monge problem M. In this case
A particular case is the pressureless flow P ≡ 0. Here the optimal potential satisfies
and the associated action is
reducing the Monge-Kantorovich problem to the Wasserstein metric W 2 for quadratic costs (1.5). The associated flow, claimed in (6), is given in this case by
where ∇ x ψ is defined and Lipschitz everywhere. In particular it follows that, for a quadratic cost, an optimal Monge map T # µ 0 = µ 1 exists and is unique provided ∇ x ψ(x, 0) is µ 0 measurable. 2 In this case, Brenier representation T = T T 0 = ∇ x Φ of the optimal map [see (1.6) and the proceeding discussion] is recovered via
The connection between the Monge-Kantorovich problem in the quadratic case and the flow problem L (P ≡ 0), as well as the dual relation E together with the Hamilton-Jacobi equation (1.12) was indicated by several authors (see [BB] , [BBG] ) 3 as well as in the excellent monograph of Villani [V] . However, to the best of my knowledge, the existence and uniqueness result for the flow T
without any regularity assumptions on the end measures µ 0 , µ 1 is new even in the case P ≡ 0. In fact, the existence and uniqueness of the flow holds even if there is no optimal Monge map.
In section 4 we shall start to develop the tools needed for the proof of our main results. Section 4.1 deals with a dual formulation for the norm µ 2 for an orbit of measure µ = µ (t) dt ∈ H 2 . It follows that
where the supremum is taken on the set of test functions φ(
). An equivalent definition turns out to be 1 2 ||µ|| 2 2 = sup
where the infimum above is on the pairs of "velocity potentials" φ ∈ C 1 (Ω × [0, T ]) and "pressures" P = P (x.t) which are related via the Bernulli-type (or Hamilton-Jacobi) equation (1.2). In case of a prescribed pressure P (as in this paper), this identity reveals the relation between the Lagrangian formulation L and the Eulerian one E. In section 4.2 we imply a dual formulation to a strict convex perturbation of the Lagrangian L, leading to an approximation of the Euler formulation E, to be used in the proof of the main result. For the proof of the main result we shall also need a series of auxiliary Lemmas and definitions related to the Hamilton-Jacobi equation. In subsection 5.1 we list these definitions and Lemmas, concerning forward (maximal), backward (minimal) and reversible solutions of the Hamilton-Jacobi equation, which are essential to the proof of the main results. The proofs of the Lemmas are given in subsection 5.2. In 5.3 we utilize these results for the proofs of our main Theorem.
In the rest of the paper we shall restrict ourselves to the flat torus Ω = R n /Z n . The reason is that we wish to avoid compactness problems originated from measures on R n , on the one hand, and the boundary conditions for the Hamilton-Jacobi equation required in case of a bounded domain Ω ⊂ R n . The flat torus is the simplest example in the sense that it is compact manifold with no boundary, on the one hand, and it inherits the Euclidean geometry from R n on the other. Any function (or probability measure) on Ω is understood as a periodic function (or periodic, normalized per-period measure) on R n , unless otherwise is explicitly specified. In particular, a mapping T : Ω → Ω is understood as a mapping on the covering R n which satisfies T(x + z) = T(x) + z for any x ∈ R n and any z ∈ Z n .
List of symbols and definitions
• Ω := R n /Z n .
•
• LIP l is the set of all locally Lipschitz functions in Ω)I 0 .
• M is the set of all probability Borel measures supported in Ω.
• M I is the set of all Borel probability measures supported on Ω I which are decomposable
• if µ is Lebesgue continuous measure, then ρ µ ∈ L 1 (Ω I ) is the density of µ.
• π (0) (res. π (1) ) is the natural projection of Ω × Ω on its first (res. second) factor Ω.
• For any pair µ 0 , µ 1 ∈ M, the Wasserstein-p metric is defined by
where the infimum is on all probability measures on Ω × Ω such that π
2 A metric space for measure's orbits
We start with the following 
where the infimum is taken over all liftings of µ. Proof. By definition there exists a set of liftings ν n corresponding to µ n . Moreover, this sequence can be chosen so that E νn (|v| p ) < C, so ν n and vν n are tight on Ω I × R n (since p > 1 and Ω I is compact). Hence the weak limit ν of ν n is a lifting of the weak limit µ of µ n , and E ν (|v| p ) < C, hence µ ∈ H p . The same argument also yields the lower-semi-continuity of H p . 
Proof. We know that an optimal lifting ν exists for µ ∈ H p . The measure ν can be decomposed, by the Theorem of measure's decomposition [AFP] 
We may define now the velocity field
for µ a.a. (x, t). It follows that v ∈ L p µ and, moreover,
By assumption:
By Holder inequality
This implies the result by Sobolev imbedding together with the dual formulation of the W 1 norm (2.1).
Given µ 0 and µ 1 ∈ M, define the set
Corollary 2.1. The set Λ p (µ 0 , µ 1 ) where p > 1 is closed and locally compact in C(I; C * (Ω)).
Similar versions of the Lemma and Proposition below can be found in [Am] . We also note that Proposition 2.1 in the case p = 2 is a special case of our main Theorem (see section 3).
Lemma 2.3. ( Regularization Lemma): If µ ∈ H p then there exists a sequence µ ε ∈ H p of smooth density so that µ = lim ε→0 µ ε holds in C * (Ω I ) and, moreover,
In addition, for any t 0 , t 1 ∈ I,
We next consider the relation between H p and the optimal solution of the Kantorovich problem.
The proof is similar to the proof of Theorem 4.2 of Ambrosio [Am] for the metric case (p = 1) .
We note that Corollary 2.1 is not valid in the case p = 1. To see it, consider the measure:
We can approximate µ by a sequence of measures µ m ∈ Λ 1 (µ 0 , µ 1 ) as follows: For each m ∈ N consider the division t
), and
Define µ m as follows:
Then, by Proposition 2.1, µ m are bounded in H 1 and µ m → µ. However, µ ∈ H 1 unless α j are constants in t. To see it, note that the continuity equation takes the form
where v j (t) are the velocities attributed to x j . It is evident that, unlessα j ≡ 0, for any possible choice of v j one can find φ = φ(x, t) for which the integral on the right does not vanish.
Main results
Let the pressure P = P (x, t) ∈ C 1 (Ω I ) and the associated action:
Let us recall the definition of the action J P :
Definition 3.2. (M). (the Monge problem):
M(µ 0 , µ 1 ) := inf T # µ 0 =µ 1 Ω J P (x, T(x), 0, T )µ 0 (dx) .
Definition 3.3. (K). (the Kantorovich problem):
among all probability measures on Ω × Ω with the same Ω marginals µ 0 , µ 1 .
We now introduce the Hamilton-Jacobi (HJ) equation
Let us denote the set of classical sub-solutions of the H-J equation as
For our purpose we need a generalization of the concept of a classical sub-solution. The concept of viscosity sub-solution (see, e.g. [E] ) is too restrictive for us. So, we define a generalized sub-solution of the H-J equation as follows:
The set of generalized sub solution of the H-J equation is given by
holds f or Lebesgue a.e t ∈ I
Remark (i): Note that φ(x(t), t) is a Lipschitz function on I if φ is Lipschitz and x ∈ C 1 (I).
Hence it is a.e. differentiable (as a function of t) on I by Rademacher's Theorem (see, e.g., [E] ). Remark (ii): It is not difficult to see that any classical sub-solution is also generalized sub solution, so Λ * P ⊂ Λ * P . The concept of generalized sub-solution is more general than that of a viscosity sub-solution. The relation between generalized sub-solutions and viscosity (and anti-viscosity) sub-solutions is discussed in section 5.1.
Definition 3.4. (E): (The Euler formulation):
We now state our main result:
be the flow generated by v. Then K 0 is invariant under this flow.
iii) A minimizer µ ∈ Λ 2 (µ 0 , µ 1 ) of L is not necessarily unique. However, any such minimizer is supported in K and the vectorfield v = ∇ x ψ is uniquely defined on the support of any such minimizer.
iv) Any such minimizer is transported by the flow T, that is
Dual representation
The key duality argument for minimizing convex functionals under affine constraints is summarized in the following proposition whose proof is given in the appendix:
Proposition 4.1. Let C a real Banach space and C * the its dual. Denote the duality
Assume further that
In particular, both sides equal ∞ if Z * = ∅.
Dual representation of H 2
We shall apply Proposition 4.1 were the space C is all the continuous functions q = q (x, t, v) on Ω I × R n subjected to:
The dual space C * is composed of all finite Borel measures ν on Ω I × R n of finite second moments:
Define the subspaces Z, Z 0 of C as
Given µ 0 , µ 1 ∈ M, define h µ 0 ,µ 1 as a linear functional on Z as follows:
Proof. Let λ be a probability distribution on Ω × Ω so that π
In particular,
where we used the definition on the norm · on C given by (4.1). The proof follows from (4.2,4.3) and since λ is a probability distribution on Ω × Ω.
The corresponding dual spaces are given by
For any µ ∈ H 2 , a convex subset of C * is given by
Proof. The proof of Lemma 4.2 is almost evident from the definitions. Let us just prove the last part. Since Z * µ 0 ,µ 1 ⊂ Z * 0 it follows that ν is a lifting of µ ∈ H 2 . We only have to show
Since ν is a lifting of some µ ∈ H 2 it follows that ν (t) (dxdv) is a probability measure on Ω × R n . By the Cauchy-Schwartz inequality we estimate the last two integrals by 2 ∇ x φ ∞ E ν (|v| 2 )ε 1/2 . By Lemma 2.2, µ (t) is Holder continuous of exponent 1/2 in t, with respect to the W 1 topology, so
Letting ε → 0 we obtain from (4.6, 4.7,4.8):
The above is valid for any φ ∈ C 1 (Ω I 0 ) ∩ LIP (Ω I ). Since ν ∈ Z * µ 0 ,µ 1 by assumption, it follows that µ (0) = µ 0 and µ (T ) = µ 1 , hence µ ∈ Λ 2 (µ 0 , µ 1 ).
as well as
Proof. Certainly, F µ satisfies all the conditions of Proposition 4.1. Using Lemma 4.2 and Proposition 4.1 in the definition of µ 2 (Definition 2.1 for p = 2) we obtain that
So, we set ν = µδ v−∇ x φ to annihilate the second integral and obtain the first equality in (4.9). For the second equality in (4.9) we observe
Finally, we obtain (4.10) using the constraint Z * µ 0 ,µ 1 for Z * in Proposition 4.1.
On the other hand,
so, by an application (twice) of the Cauchy-Schwartz inequality,
In fact, it can be shown that ||µ|| 2 2 coincides with the above sum, and that there exists a maximizing sequence φ n (x, t) such that ∇ x φ n (x j (t), t) →ẋ j (t) for all j and a.e t ∈ I (even if some of the orbits x j intersect (!)-see [W] ).
Dual representation of the Lagrangian
We shall now define a strong convex perturbation of the Lagrangian L P (Definition 3.1). Let also F : R → R + ∪ {∞} such that
where 1 < ω < 1 + 1/(n + 1) and c, C > 0. The functional I P ε : C * → R ∪ {∞} is defined by: t, v) dxdtdv is absolutely continuous with respect to Lebesgue measure and the
is not a non-negative measure. However, I P ε can attain a finite value also for a measure ν which is not normalized (i.e not a probability measure on Proof. First, we can restrict ourselves to non-negative measures ν ∈ Z * µ 0 ,µ 1 , since otherwise F (f ν ) = ∞ by (4.11). We only have to show that if ν ≥ 0 and ν ∈ Z * µ 0 ,µ 1 then ν is a lifting of some µ ∈ Λ 2 (µ 0 , µ 1 ).
Using Lemma 4.2 it is, therefore, enough to prove that ν t (dxdv) is a probability measure on Ω × R n for a.e (Borel) t ∈ I. Setting φ(x, t) = η(t) ∈ C 1 0 (I) we obtain from (4.5) that
for any such η. This implies that Ω×R n ν t (dxdv) is constant for a.e. t ∈ I. Since ν ≥ 0 it implies that ν t is a constant multiple of some probability measure on Ω × R n for a.e. t ∈ I. This constant equals one since the Ω marginal of ν t is C * continuous on I by Lemma 2.2 and is a probability measure at t = 0 (µ 0 ) and t = T (µ 1 ).
We now proceed to a dual formulation of the constraint minimization of I p ε . Certainly I P ε satisfies the assumption on F introduced in Proposition 4.1. In fact, it follows that the set {ν ∈ C * ; I P ε (ν) < C} is bounded (and hence * −compact) for any real C. Then Proposition 4.1 and (4.13) yield
where inf f stands for the infimum on all measurable functions on Ω I × R n . Let
Let F * be the Legendre transform of F :
By our assumption we know that F * is also convex and non-negative on R. It satisfies
and 
We shall also need the following result, whose proof is direct and omitted:
Lemma 4.5. If F satisfies (4.11) then, for some constant c > 0, the function G defined in (4.14) satisfies cq ω/ω−1 < G(q) < c −1 q ω/ω−1 . Thus, the first integral of (4.15) is estimated by
(4.11)).
We also need:
Lemma 4.6. Let µ 0 , µ 1 ∈ M. Then there exists a connecting orbit µ ∈ Λ 2 (µ 0 , µ 1 ) of finite H 2 norm and a lifting ν such that both µ and ν has densities in
where 1 ≤ p < 1 + 1/n.
In particular. it follows that for such ν as guaranteed in Lemma 4.6, each of the integrals in (4.12) is finite. Hence, there exists C > 0 (independent of ε) and ν ∈ Z * µ 0 ,µ 1 such that I P ε (ν) < C for any ε > 0. In particular, I P ε (µ 0 , µ 1 ) < C for any such ε by (4.13). It follows from this, Lemma 4.3 and Lemma 4.4 that Corollary 4.2. For any µ 0 , µ 1 ∈ M there exists C > 0 independent of ε where 
In particular, the choice
The proof of Lemma 4.7 is given in the Appendix.
Proof of main results
On the Hamilton-Jacobi Equation
In this section we introduce some fundamental results for the HJ equation
where P ∈ C 1 (Ω I ). The book of L.Evans [E] contains a detailed exposition on the HamiltonJacobi equation. However, the discussion in [E] is restricted to generalized solutions of viscosity type and for time independent Hamiltonians, which excludes the application of backward solutions and time dependent pressure P = P (x, t) . The results in this section are all needed for the proof of the Main Theorem in section 3 We list below some properties of the action J P (3.2):
Lemma 5.1. For P ∈ C 1 (Ω I ), the action J P is satisfies the following:
(a) For τ 1 < τ 2 ∈ [0, T ] and x 1 , x 2 ∈ R n , the value of the action J P (x 1 , x 2 , τ 1 , τ 2 ) is realized along a (possibly not unique) orbit x which satisfies the equation
(b) Assume further that there exists C(t) > 0 so that P (x, t) − C(t)|x|
2 is a concave function on R n for any t ∈ I 0 . Let x be an optimizer orbit connecting x 1 , τ 1 to x 2 , τ 2 . For any y ∈ R n and t ∈ (0, T )
holds .
(d) For any pair x 1 , x 2 ∈ R n and a triple t 1 < τ < t 2 there exists y * ∈ R n (possibly non-unique) for which the equality holds in (5.5):
There exists a (possibly non-unique) optimal orbit x connecting (x 1 , t 1 ) to (x 2 , t 2 ) such that x(τ ) = y. However, for any such optimal orbit,ẋ(τ ) is determined uniquely.
(e) For any t > t 1 x ∈ R n and a.e y ∈ R n ∂ ∂t
Definition 5.1. φ(x, t) is a forward solution of (5.1) iff, for any x ∈ Ω and t 1 > t 0 ∈ I φ(x, t 1 ) = inf
Likewise, φ is a backward solution iff
Remark It follows, by the remark proceeding (3.2), that the right sides of (F) (res. (B) ) defines a function which is Z n periodic on R n , namely defined on
For the special case of zero-pressure Hamilton-Jacobi equation, the action is reduced to
and definition 5.1 reduces to the (original) Hopf-Lax formula:
Definition 5.2. A forward solution of the pressureless Hamilton-Jacobi equation
satisfies, for any t 1 > t 0 and x ∈ Ω φ(x, t 1 ) = inf
while a backward solution satisfies
A forward (backward) solution can be constructed from an initial (end) data at t = 0 (t = T ) as follows.
Lemma 5.2. For any continuous initial data φ(, 0) on Ω and P ∈ LIP (Ω I ),
is a forward solution and satisfies (5.1) a.e. Moreover, φ ∈ LIP (Ω × (0, T ]) and
where C is a constant independent on φ(, 0). Likewise, for any continuous end data φ(, T )
is a backward solution and satisfies (5.1) a.e., φ ∈ LIP (Ω × [0, T )) and
If, in either cases, the end data φ(, 0) (res. φ(, T )) is Lipschitz on Ω, then the corresponding forward (backward) solution is in LIP (Ω I ).
Next, we establish the connection between generalized sub-solutions, as defined in (3.4), and forward/backward solutions:
Lemma 5.3. Both forward and backward solutions are generalized sub-solutions in the sense of (3.
4). A forward (backward) solution is a maximal (minimal) generalized sub-solution in the following sense: If ψ is a generalized sub-solution and φ is a forward (backward) solution so that
ψ(x, τ ) = φ(x, τ ) for all x ∈ Ω and some τ ∈ I, then φ(x, t) ≥ ψ(x, t) (φ(x, t) ≤ ψ(x, t)) for all x ∈ Ω and t ≥ τ (t ≤ τ ) in I.
An immediate corollary from Lemma 5.3 is:
Corollary 5.1. Let φ be a forward solution and ψ is a backward solution on
Next, we wish to address the notion of a reversible solution: 
From Corollary 5.1 we obtain a way to create reversible pairs. It turns out that, in the case P ≡ 0, this way yields reversible solutions:
Lemma 5.4. Given φ 0 ∈ LIP (Ω), let φ be the forward solution subjected to φ(x, 0) = φ 0 (x). Let ψ be the backward solution subjected to ψ(x, T ) = φ(x, T ), and ψ the forward solution subjected to ψ(x, 0) = ψ(x, 0) .
Then {ψ, ψ} is a reversible pair. Moreover, if P ≡ 0 then ψ = ψ is a reversible solution.
The next Lemmas indicate that reversible pairs (in particular, reversible solutions) are closely related to classical solutions of the Hamilton-Jacobi equation. Finally, we introduce the two following results, to be needed in Section 5.3:
2p+n(p−1) . From Lemma 5.8 and Definition 5.1 we also obtain Corollary 5.2. Let φ ∈ C 1 (Ω I ) be a solution and ψ a forward solution of the respective equations on Ω I :
where s, β as defined in Lemma 5.8.
Proof of auxiliary results
Proof. (of Lemma 5.1) We shall only establish part (b), since all the rest follows by standard arguments.
To establish this part, let us redefine the action J P in terms of parameterized orbits x(s) → (y(s), τ (s)), s ∈ [0, 1]. The optimal orbit is denoted x := {y, τ }. The action takes the form
where . stands for s derivative while {y, τ } are the set of orbits satisfying y(0) = x 1 , y(1) = x 2 , τ (0) = t 1 , τ (1) = t 2 and τ > 0 on [0, 1] . An optimal orbit {y, τ } satisfies the Euler-Lagrange equations:
Now let us replace x 2 by y and τ 2 by t. Deform the optimal orbit {y, τ } intõ
Now, {ỹ,τ } is an admissible orbit for the action with end-points (x 1 , τ 1 ) and (y, t). In addition, our assumption on P yields:
so, by substitution of {ỹ,τ }, integration by parts, (5.11) and (5.12)
Using y(1) = x 2 , τ (1) = τ 2 and y /τ =ẋ we obtain (5.3). The second inequality (5.4) is obtained similarly.
Proof. (of lemma 5.2).
Assuming φ given by (5.8) and t 1 > t 0 ≥ 0 we have to prove (F) in Definition 5.1, namely
However, from (5.8)
from (5.5), (5.6):
w∈R n {φ(w, t 0 ) + J P (w.y.t 0 , t 1 )} and (5.13) follows. The proof for the backward equation is completely analogous.
To prove the second part we proceed, as in the proof of Lemma 5.1, to consider the orbit
where x is an optimal orbit connecting (x, t) with (x(0), 0), namely
Sincex(t) = y we obtain, using (5.2) and integration by parts
In particular we obtain that
where
Here max |ẋ|(t) is the maximal possible value over all possible optimal orbits x. We now observe that there is a bound |ẋ| < D for any optimal orbit x where D depends only on the bounds of P and P x on Ω I . This follows since there is a bound on the variation ofẋ in terms of max(|P x |) via (5.2), and a bound on the action J P itself in terms of max(|P |) and max ẋ by its definition.
The reverse inequality of (5.14) and the result for the backward solutions follows analogously.
Proof. (of Lemma 5.3) Let φ be a forward solution. We know that φ is Lipschitz by Lemma 5.2. If φ is not a generalized sub-solution, then there exists ε > 0 and a C 1 orbit x so that the set of points
is of positive Lebesgue measure in I. Let τ 0 be a density point of this set. Then, for t 1 < τ 0 < t 2 sufficiently close, and x 1 = x(t 1 ) ,x 2 = x(t 2 ), we obtain
which contradicts Definition 5.1. Hence, a forward solution is necessarily a generalized subsolution.
We now show that a forward solution φ is a maximal generalized sub-solution. Let ψ be a generalized sub-solution, (x, t) ∈ Ω I . Let τ < t and x : [τ, t] → Ω be a C 1 orbit satisfying
However, the same inequality survive if we take the infimum of the r.h.s of (5.15) over all such orbits x. By definition, this infimum is nothing but the value of the forward solution φ (x, t) . This implies the maximality of φ. The statement for a backward solution is proved analogously.
Proof. (of Lemma 5.4): From Corollary 5.1 and by construction it follows that ψ ≤ φ and ψ ≥ ψ on Ω I , while ψ(x, 0) = ψ(x, 0) for x ∈ Ω. On the other hand, since both ψ and φ are forward solutions and
and the equality ψ(x, T ) = ψ(x, T ) follows. Let us turn to the case P ≡ 0. Set ψ 0 = ψ(·, 0) (res. ψ 1 = ψ(·, T )). From (F 0 ), (B 0 ) in Definition 5.2:
for any x, y ∈ R n . We may now lift the functions ψ 0 , ψ 1 from the torus Ω to periodic functions in R n , and set
as functions on R n . Then (5.16) is equivalent to
The condition of reversible pair is manifested in Ψ 0 , Ψ 1 being related by the Legendre transforms:
In particular, both Ψ 0 , Ψ 1 are convex functions on R n . Recall that the super-gradient ∂ x Ψ of a function Ψ is given by
and the equality in (5.17) holds iff y ∈ ∂ x Ψ 0 (equivalently, x ∈ ∂ y Ψ 1 ).
Let now x, y, z ∈ R n , τ ∈ (0, T ). The inequality
holds, and turns into an equality iff (T − τ )x + τ y = T z. We obtain
If we restrict the infimum in (5.19) to x, y ∈ l(z, τ ) then, by the equality in (5.18), it is estimated by y∈l(z,τ ) holds for any orbit x(t). In particular,
Moreover, if x is a solution ofẋ = ∇ x φ(x, t), x(t 1 ) = x 1 , t 0 ≤ t ≤ t 1 , then the equality holds. Hence φ is a forward solution. By the same way it follows that φ is a backward solution, as well.
Proof. (of Lemma 5.6) Let τ ∈ (0, T ) and x ∈ Ω. Since φ is a forward solution and φ is a backward one, then
Moreover, there exists y * 1 , y * 2 ∈ R n for which
Now, in order to show that both ∇ x φ(x, τ ) and ∇ x φ(x, τ ) exist for (x, τ ) ∈ K 0 we only have to show thatẋ 1 (τ ) =ẋ 2 (τ ). Adding (i) and (ii) we obtain:
for any y 1 , y 2 ∈ R n . From (i * ), (ii * ) we obtain that equality holds in (5.22) for y * 1 , y * 2 :
On the other hand, by pair-reversibility:
Together with (5.23):
Comparing the above with (5.5) we obtain an equality in (5.24). This implies thatẋ 1 (τ ) = x 2 (τ ) by Lemma 5.1-d. The existence of
and of
follows from (5.20), (5.21). In particular the equality (5.1) holds for any (x, τ ) ∈ K 0 . We now prove the Lipschitz continuity of ∇ x φ on K 0 . By Lemma 5.1 (b) we obtain that for any t ∈ (0, T ) there exists C = C(t) such that both J P (y, x, 0, t) − C(t)x 2 and J P (x, y, t, T ) − C(t)x 2 are concave functions of x for any y ∈ R n . It follows by Definition 5.1 (F) that q(x) := φ(x, t)−C(t)x 2 , being the infimum of a set of concave functions J P (y, x, 0, t)− C(t)x 2 + φ(y, 0) ; y ∈ R n , is concave as well. Likewise, from (B) of the same definition we obtain that q(x) := φ(x, t) + C(t)x 2 , being the supremum of a set of convex functions
Let x, x * ∈ K 0 for some t ∈ I 0 . Then both x, x * are differentiability points of the convex function q, hence
Using ∇φ = ∇φ for x, x * we obtain
The same argument applied to the concave function q yields
We may assume, by shifting and rotating the coordinate system, that x = (0, 0 . . . 0) and x * = (ζ, 0 . . . 0). Then (5.26, 5.27) yield
It is left to be shown that there exists a constant C * such that
holds for any i > 1. By subtracting an affine function from φ and φ we may assume that (for the fixed value of t)
everywhere.
To proceed, we use the concavity of q to obtain
From (5.35), (5.34), the inequality φ ≥ φ and the relation between q and φ we obtain
holds for any y ∈ R. Take now the minimum of the LHS above with respect to y to obtain
and (5.29) holds with C * = 4C where i = 2. The general case of i > 1 is evident.
Proof. (of Lemma 5.7): Let (φ, φ) a reversible pair. We first note that, for any (
However, from definition of J P
holds for any C 1 orbit x which satisfies x(0) = y, x(t) = x and x(T ) = z. It follows that
holds for any (x, t) ∈ Ω I 0 . As a result we conclude that, if there exists an orbit x crossing the point (x, t) ∈ Ω I 0 such that
In addition, it must be a minimal orbit for the action and, by Lemma 5.1 and Lemma 5.6,
, s) ds) and x 1 (t) = x 2 (t) = x. Then x = x 1 ∪ x 2 satisfies (5.36). In particular, it is contained in K 0 and is an integral curve of the vectorfield ∇ x φ. This implies the invariance of K 0 under the flow of ∇ x φ.
Proof of the main Theorem
First, the existence of a minimizer for L(µ 0 , µ 1 ) in Λ 2 (µ 0 , µ 1 ) follows immediately by the lower-semi-continuity of µ 2 and the local compactness of H 2 . Next, we shall prove the chain of inequalities:
from left to right, together with the existence of a maximizer for
From Lemma 4.5 and Corollary 4.2 there exists a sequence ε k → 0 and
where α > 0, s > n + 1 and
Let now Ξ : Ω I → Ω be a flow such that i) sup x∈Ω T 0
∂Ξ(x,t) ∂t
By Lemma 5.8 and (i) we obtain
Integrate the above against µ 0 on Ω and use (ii) to obtain
(5.38) Using s > 1 and β < 1/2 (c.f. Lemma 5.8) we obtain from (5.37) and (5.38) that
Now, we may replace the sequence φ k by a sequence of forward solutions ψ k of the equation
This is also a maximizing sequence which, by Corollary 5.2 together with ||ξ k || s → 0, yields
From Lemma 5.2 we also obtain a uniform estimate on ψ k in LIP (Ω × (0, T ]). In particular, the sequence ψ k (,T ) is uniformly Lipschitz on Ω. Now, define ψ k to be the backward solutions of (3.6) subjected to n (x, 0) = |Ω|ε for all t ∈ I. Now we take first the limit ε → 0 then the limit n → ∞ in (5.45). The r.h.s of (5.45) converges to L(µ 0 , µ 1 ). Now, ρ n (x, 0)dx and ρ ε n (x, T )dx converges, as n → ∞ and ε → 0, weak− * to µ 0 and µ 1 , respectively. Since K is lower-semi-continuous in both µ 0 and µ 1 we obtain the desired result from (5.45) .
• E(µ 0 , µ 1 ) ≤ K(µ 0 , µ 1 ).
Let λ ∈ C * (Ω × Ω) be an optimizer of K. Since π (5.47) We now turn to the proof of parts (i)-(vi) of the Theorem. i) Let µ (0) be a minimizer of L. Given t ∈ I 0 , let µ 1/2 := µ (0) (t) ∈ M. Let us consider µ (1) to be the restriction of µ (0) to Ω × [0, t] and µ (2) the restriction of µ (0) to Ω × [t, T ]. Evidently, µ (1) is a minimizer of L P on the set of orbits Λ 2 (µ 0 , µ 1/2 ) confined to [0, t] while µ (2) is a minimizer on Λ 2 (µ 1/2 , µ 1 ) with respect to the same set, confined to [t, T ] . In particular, This, together with Lemma 5.6, proves that Supp µ (0) ∩ Ω I 0 ⊂ K 0 ≡ {(x, t) ; t ∈ I 0 , ψ(x, t) = ψ(x, t)} and, in particular, that φ is differentiable at any point on the support of µ (0) in Ω I .
ii) This part follows from Lemma 5.7. In addition, the limits lim τ →T T τ t and lim τ →0 T t τ exists since ∇ x ψ is uniformly bounded on K 0 . In particular, the Lipschitz extension v can be chosen to be a uniformly bounded function on Ω I as well.
iii) Suppose there are two optimal solutions ψ 1 , ψ 2 of E(µ 0 , µ 1 ). To prove the uniqueness for the vector field v we claim that
for any minimizer µ ∈ Λ 2 (µ 0 , µ 1 ) of L(µ 0 , µ 1 ). Let ψ = αψ 1 +(1−α)ψ 2 where α ∈ (0, 1).
so ψ t + |∇ x ψ| 2 /2 < P and The function η so defined can be extended into a C 1 function on Ω × [t 0 , t]. It satisfies (5.56) on K 0 , so, recalling that ζ is supported on K 0 , we substitute now (5.56) in (5.55) to obtain ζ t ≡ 0 and the proof of part (iv).
v) The optimality of T is evident from the proof of (iii) and (iv).
vi) From the last part of Lemma 5.4 it follows that ψ is a reversible solution so Lemma 5.6 implies that ψ t + |∇ x ψ| 2 /2 = 0 is satisfied everywhere on Ω I 0 . The flow induced by such a solution is given by T t τ (x) = x + (t − τ )∇ x ψ(x, τ ) and, by (iv) and (v), it transports µ (τ ) to µ (t) optimally.
