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CENTRAL LIMIT THEOREM FOR AN ADDITIVE FUNCTIONAL
OF THE FRACTIONAL BROWNIAN MOTION
By Yaozhong Hu1, David Nualart2 and Fangjun Xu3
University of Kansas, University of Kansas and
East China Normal University
We prove a central limit theorem for an additive functional of
the d-dimensional fractional Brownian motion with Hurst index H ∈
( 1
1+d
, 1
d
), using the method of moments, extending the result by Pa-
panicolaou, Stroock and Varadhan in the case of the standard Brow-
nian motion.
1. Introduction. Let {B(t) = (B1(t), . . . ,Bd(t)), t ≥ 0} be a d-dimen-
sional fractional Brownian motion (fBm) with Hurst index H ∈ (0,1). If
Hd< 1, then the local time of B exists (see, e.g., [4–6]) and can be defined
as
Lt(x) =
∫ t
0
δ(B(s)− x)ds, t≥ 0, x ∈Rd,
where δ is the Dirac delta function. The above local time is jointly continuous
with respect to t and x; see [4]. For any integrable function f :Rd→R, one
can easily show the following convergence in law in the space C([0,∞)), as
n tends to infinity:(
nHd−1
∫ nt
0
f(B(s))ds, t≥ 0
)
L→
(
Lt(0)
∫
Rd
f(x)dx, t≥ 0
)
.(1.1)
In fact, making the change of variable s= nu, and using the scaling property
of the fBm, we see that the process (nHd−1
∫ nt
0 f(B(s))ds, t≥ 0) has the same
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law as
nHd
∫ t
0
f(nHB(u))du= nHd
∫
Rd
f(nHx)Lt(x)dx
=
∫
Rd
f(x)Lt(n
−Hx)dx, t≥ 0.
From here it is straightforward to verify (1.1).
If we assume that
∫
Rd
f(x)dx= 0, then we see nHd−1
∫ nt
0 f(B(s))ds con-
verges to 0. It is interesting to know if there is a β > Hd − 1 such that
nβ
∫ nt
0 f(B(s))ds converges to a nonzero process. This will be proved to be
true. In order to formulate this result we introduce the following space of
functions. Fix a number β > 0, and denote
Hβ0 =
{
f ∈ L1(Rd) :
∫
Rd
|f(x)||x|β dx <∞ and
∫
Rd
f(x)dx= 0
}
.
For any f ∈Hβ0 , and assuming β ∈ (0,2), by Lemma A.1, the quantity
‖f‖2β :=−
∫
R2d
f(x)f(y)|x− y|β dxdy(1.2)
is finite and nonnegative. The next theorem is the main result of this paper.
Theorem 1.1. Suppose 1d+1 <H <
1
d and f ∈H
1/H−d
0 . Then(
n(Hd−1)/2
∫ nt
0
f(B(s))ds, t≥ 0
)
L−→
(√
CH,d‖f‖1/H−dW (Lt(0)), t≥ 0
)
in the space C([0,∞)), as n tends to infinity, where “ L−→” denotes the con-
vergence in law, W is a real-valued standard Brownian motion independent
of B and
CH,d =
2
(2π)d/2
∫ ∞
0
w−Hd
(
1− exp
(
− 1
2w2H
))
dw
=
21−1/(2H)
(1−Hd)πd/2Γ
(
Hd+2H − 1
2H
)
.
Notice that Hd−12 >Hd−1 sinceH < 1d . When d= 1 andH = 12 , the above
theorem is obtained by Papanicolaou, Stroock and Varadhan in [14] with
C1/2,1 = 2. On the other hand, the constant CH,d is finite for any H >
1
d+2 .
We conjecture that our result also holds for 1d+2 <H <
1
d . But we have not
been able to show our result in the case H ≤ 1d+1 . The main reason is that
in the proof of Proposition 3.4 we need H > 1d+1 ; see the remark at the end
of Section 3.
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In the critical case Hd= 1, the local time does not exist. For the Brownian
motion case (H = 12 and d= 2), Kallianpur and Robbins [7] proved that for
any bounded and integrable function f :R2→R,
1
logn
∫ n
0
f(Bs)ds
L−→ Z
2π
∫
R2
f(x)dx
as n tends to infinity, where Z is a random variable with exponential dis-
tribution of parameter 1. A functional version of this result was given by
Kasahara and Kotani in [9], where they also proved the second-order results
when
∫
R2
f(x)dx= 0. The Kallianpur–Robbins law was extended to the fBm
by Koˆno in [10], and the corresponding functional version was obtained by
Kasahara and Kosugi in [8]. However, second-order results for the fBm in the
critical case Hd= 1 have not been yet proved. On the other hand, we refer
to Biane [3] for some extensions of these results to the case of functionals of
k independent Brownian motions.
The limit theorem proved in this paper, where an independent source of
noise appears in the limit, might be connected to the central limit theorems
for weighted power variations of the fractional Brownian motion in the crit-
ical cases H = 14 and H =
1
6 (see the works by Nourdin and Re´veillac [12]
and Nourdin, Re´veillac and Swanson [13]), where a similar phenomenon hap-
pens. However, the method of proof in these papers relies on the techniques
of Malliavin calculus, and it is related to a general central limit theorem
for multiple Skorohod integrals obtained by Nourdin and Nualart in [11].
These techniques do not seem to work for the class of additive functionals
considered in this paper.
We would like to give a heuristic explanation of the fact that an indepen-
dent noise appears in the limit, and also to indicate the main ideas of the
proof. First, by the scaling property of the fractional Brownian motion, we
can consider the continuous process
Fn(t) := n
(1+Hd)/2
∫ t
0
f(nHB(s))ds.(1.3)
Making the change of variables u1 = n(s2 − s1) and u2 = s2, we can write
formally
Fn(t)
2 = 2n1+Hd
∫ t
0
∫ s2
0
f(nHB(s1))f(n
HB(s2))ds1 ds2
= 2nHd
∫ t
0
∫ nu2
0
f
(
nHB
(
u2 − u1
n
))
f(nHB(u2))du1 du2
= 2nHd
∫ t
0
∫ nu2
0
∫
Rd
f
(
nH
(
B
(
u2 − u1
n
)
−B(u2)
)
+ nHz
)
× f(nHz)δ(B(u2)− z)dz du1 du2.
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The change of variable nHz = x yields
Fn(t)
2 = 2
∫ t
0
∫ nu2
0
∫
Rd
f(Bn(u1, u2) + x)
(1.4)
× f(x)δ
(
B(u2)− x
nH
)
dxdu1 du2,
where Bn(u1, u2) = n
H(B(u2 − u1n ) − B(u2)). Notice that Bn(u1, u2) is a
d-dimensional centered Gaussian vector whose components are independent
and with variance u2H1 . Using the covariance function of the fractional Brow-
nian motion, it is easy to show that for any u1, u2, u3 ≥ 0, (Bn(u1, u2),B(u3))
(assuming u1 ≤ nu2) converges in law to
(B∞(u1, u2),B(u3)),
where B∞(u1, u2) is independent of B(u3). As a consequence,
lim
n→∞
E
(
f(Bn(u1, u2) + x)δ
(
B(u2)− x
nH
))
= E(f(B∞(u1, u2) + x))E(δ(B(u2))).
Assuming that we can commute the expectation with the integrals, this
formally yields
lim
n→∞
E(Fn(t)
2) =
2
(2π)d/2
E
(∫ t
0
δ(B(u2))du2
)
×
∫ ∞
0
∫
R2d
f(x+ y)f(x)
× u−Hd1 (e−|y|
2/(2u2H1 ) − 1)dy dxdu1,
where we can add the term −1 because the integral of f is zero. The right-
hand side of the above expression is equal to
2
(2π)d/2
E(W (Lt(0))
2)
×
∫ ∞
0
∫
R2d
f(x+ y)f(x)u−Hd1 (e
−|y|2/(2u2H1 ) − 1)dy dxdu1
=
2
(2π)d/2
E(W (Lt(0))
2)
×
∫ ∞
0
w−Hd(1− e−1/(2w2H ))dw
∫
R2d
−f(x+ y)f(x)|y|1/H−d dy dx
=CH,d‖f‖21/H−dE(W (Lt(0))2),
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and this shows the convergence of the moments of order two. Roughly speak-
ing, the term B(u2) appearing in (1.4) contributes to the local time at zero
whereas Bn(u1, u2) becomes independent of B in the limit and contributes
to the constant CH,d. The main technical difficulty is the commutation of
the expectation with the limit, and for this we will implement a convenient
truncation argument. The idea is to replace the interval [0, nu2] by a com-
pact set [0,K], and then show that the integral over [K,nu2] converges to
zero as K tends to infinity, uniformly in n. However, this convergence holds
only if we integrate over [K, nu22 ], and for this reason, we need to show (see
Proposition 3.3) that the integral over [nu22 , nu2] tends to zero as n tends to
infinity. We will make this heuristic computation rigorous when we compute
the limit of the moments of even order of a vector of increments of the pro-
cess Fn(t). In this case, we will have an even product of factors, and for each
couple of consecutive factors, we will make the above change of variables.
The basic idea of the approach used in this paper is to apply the method
of moments to an additive functional, and when dealing with an integral
on [0, t]2m, with respect to the measure ds1 · · ·ds2m, we make the change
of variables u2k−1 = n(s2k − s2k−1) and u2k = s2k, 1 ≤ k ≤ m. Then the
increments of B in small intervals will be responsible for the independent
noise appearing in the limit. This methodology could be applied to other
examples of additive functionals and processes.
After some preliminaries in Section 2, Section 3 is devoted to the proof of
Theorem 1.1, based on the method of moments. Throughout this paper, if
not mentioned otherwise, the letter c, with or without a subscript, denotes
a generic positive finite constant whose exact value is independent of n and
may change from line to line. We use ι to denote
√−1.
2. Preliminaries. Let {B(t) = (B1(t), . . . ,Bd(t)), t ≥ 0} be a d-dime-
nsional fractional Brownian motion with Hurst index H ∈ (0,1), defined
on some probability space (Ω,F , P ). That is, the components of B are in-
dependent centered Gaussian processes with covariance
E(Bi(t)Bi(s)) = 12(t
2H + s2H − |t− s|2H).
We refer to [2] for a detailed analysis of this process.
The next lemma gives a formula for the moments of the increments of the
process {W (Lt(0)) : t ≥ 0} on disjoint intervals, where W is a real-valued
standard Brownian motion independent of B.
Lemma 2.1. Fix a finite number of disjoint intervals (ai, bi] in [0,∞),
where i= 1, . . . ,N and bi ≤ ai+1. Consider a multi-index m= (m1, . . . ,mN ),
where mi ≥ 1 and 1≤ i≤N . Then
E
(
N∏
i=1
[W (Lbi(0))−W (Lai(0))]mi
)
(2.1)
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is equal to(
N∏
i=1
mi!
2mi/2(2π)mid/4(mi/2)!
)∫
∏N
i=1[ai,bi]
mi/2
det(A(w))−1/2 dw,
if all mi are even and 0 otherwise, where A(w) is the covariance matrix of
the Gaussian random vector(
B(wik) : 1≤ i≤N and 1≤ k ≤
mi
2
)
.
Proof. It is easy to see that when one ofmi is odd, the expectation is 0.
Suppose now that all mi are even. Denote by FB the σ-algebra generated by
the fractional Brownian motion B. Since W is a standard Brownian motion
independent of B, we have
E
N∏
i=1
[W (Lbi(0))−W (Lai(0))]mi
= E
{
E
(
N∏
i=1
[W (Lbi(0))−W (Lai(0))]mi
∣∣∣FB
)}
=
[
N∏
i=1
mi!
2mi/2(mi/2)!
]
E
N∏
i=1
[Lbi(0)−Lai(0)]mi/2
=
(
N∏
i=1
mi!
2mi/2(2π)mid/4(mi/2)!
)∫
∏N
i=1[ai,bi]
mi/2
det(A(w))−1/2 dw.
This completes the proof. 
We shall use the following local nondeterminism property of the frac-
tional Brownian motion (see [1]): for any n≥ 2 there exists a positive con-
stant kH depending on n, such that for any 0 = s0 < s1 ≤ · · · ≤ sn <∞ and
u1, . . . , un ∈Rd,
Var
(
n∑
i=1
ui · (B(si)−B(si−1))
)
≥ kH
n∑
i=1
|ui|2(si − si−1)2H .(2.2)
This can also be written as
Var
(
n∑
i=1
ui ·B(si)
)
≥ kH
n∑
i=1
∣∣∣∣∣
n∑
j=i
uj
∣∣∣∣∣
2
(si − si−1)2H .(2.3)
We claim that the law of the random vector (W (Lbi(0))−W (Lai(0)) : 1≤
i ≤ N) is determined by the moments computed in Lemma 2.1. This is a
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consequence of the following estimates. Fix an even integer n= 2k, and set
Dk = {s ∈ [0, t]k : 0 < s1 < s2 < · · · < sk < t}. Let Ak(s) be the covariance
matrix of Gaussian random vector (B(s1),B(s2), . . . ,B(sk)). Then the local
nondeterminism property (2.2) implies that
(detAk(s))
−1/2 ≤ ck
k∏
i=1
(si − si−1)−Hd for some constant c.(2.4)
As a consequence of (2.1) and (2.4),
E[W (Lt(0))]
n ≤ ckn!
∫
Dk
s−Hd1 (s2 − s1)−Hd · · · (sk − sk−1)−Hd ds
= ckn!
∫
{0<u1+···+uk<t}
k∏
i=1
u−Hdi du
= ckn!tk(1−Hd)
Γk(1−Hd)
Γ(k(1−Hd) + 1) .
Therefore, E[W (Lt(0))]
n is bounded by ckn!/Γ(k(1 − Hd) + 1), and this
easily implies the desired characterization of the law of the increments of
the process {W (Lt(0)) : t≥ 0} on disjoint intervals by its moments.
3. Proof of Theorem 1.1. By the scaling property of the fractional Brow-
nian motion we see that, as processes indexed by t≥ 0,
n(Hd−1)/2
∫ nt
0
f(B(s))ds
L
= n(1+Hd)/2
∫ t
0
f(nHB(s))ds.
Therefore, it suffices to show the theorem for the continuous process defined
in (1.3). The proof of Theorem 1.1 will be done in two steps. We first show
tightness, and then establish the convergence of moments. Tightness will be
deduced from the following result.
Proposition 3.1. For any 0≤ a < b≤ t and any integer m≥ 1,
E[(Fn(b)−Fn(a))2m]
≤C
(
(b− a)1−Hd
∫
R2d
|f(x)f(y)||y|1/H−d dxdy
)m
,
where C is a constant depending only on H and m.
Proof. Define
D = {s ∈R2m :a < s1 < s2 < · · ·< s2m < b}.(3.1)
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Using the following identity for f ∈H1/H−d0
f(x) =
1
(2π)d
∫
Rd
eιx·ξ
∫
Rd
e−ιξ·yf(y)dy dξ,
we then have
E[(Fn(b)− Fn(a))2m]
= (2m)!nm(1+Hd)E
(∫
D
2m∏
i=1
f(nHB(si))ds
)
=
(2m)!
(2π)2md
nm(1−Hd)
×
∫
R2md
∫
D
∫
R2md
2m∏
i=1
f(yi) exp
(
−1
2
Var
(
2m∑
i=1
ξi ·B(si)
)
− ι
2m∑
i=1
yi · ξi
nH
)
dξ dsdy(3.2)
=
(2m)!
(2π)2md
nm(1−Hd)
×
∫
R2md
∫
D
∫
R2md
2m∏
i=1
f(yi) exp
(
−1
2
Var
(
2m∑
i=1
ξi ·B(si)
))
×
2m∏
i=1
(e−ιyi·ξi/n
H − 1)dξ dsdy,
where in the last equality we used the fact that∫
Rd
f(x)dx= 0.
By the local nondeterminism property (2.3), with the convention s0 = 0
and η2m+1 = 0, we can write
E[(Fn(b)−Fn(a))2m]
≤ c1nm(1−Hd)
×
∫
R2md
∫
D
∣∣∣∣∣
2m∏
i=1
f(yi)
∣∣∣∣∣
∫
R2md
exp
(
−κH
2
2m∑
i=1
∣∣∣∣∣
2m∑
j=i
ξj
∣∣∣∣∣
2
(si − si−1)2H
)
×
2m∏
i=1
|e−ιyi·ξi/nH − 1|dξ dsdy
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= c1n
m(1−Hd)
×
∫
R2md
∫
D
∣∣∣∣∣
2m∏
i=1
f(yi)
∣∣∣∣∣
∫
R2md
exp
(
−κH
2
2m∑
i=1
|ηi|2(si− si−1)2H
)
×
2m∏
i=1
∣∣∣∣exp
(
ι
yi
nH
· (ηi+1 − ηi)
)
− 1
∣∣∣∣dη dsdy,
where we made the change of variables
ηi =
2m∑
j=i
ξj
for i= 1, . . . ,2m in the last equality.
Let
xi = ηi(si − si−1)H and ui = si − si−1
for i= 1, . . . ,2m. Then
E[(Fn(b)− Fn(a))2m]
≤ c1nm(1−Hd)
×
∫
R2md
∫
[a,b]×[0,b−a]2m−1
∫
R2md
2m∏
i=1
|f(yi)|
(
2m∏
i=1
u−Hdi
)
× exp
(
−κH
2
2m∑
i=1
|xi|2
)
×
2m∏
i=1
∣∣∣∣exp
(
ι
yi
nH
·
(
xi+1
uHi+1
− xi
uHi
))
− 1
∣∣∣∣dxdudy,
where x2m+1 = 0 and the integral on [a, b]× [0, b− a]2m−1 means that u1 ∈
[a, b] and ui ∈ [0, b− a] for i= 2, . . . ,2m.
Let
√
κHX1, . . . ,
√
κHX2m be independent copies of a d-dimensional stan-
dard normal random vector and X2m+1 = 0. Then the above inequality can
be rewritten as
E[(Fn(b)−Fn(a))2m]
≤ c2nm(1−Hd)
(3.3)
×
∫
R2md
∫
[a,b]×[0,b−a]2m−1
(
2m∏
i=1
|f(yi)|u−Hdi
)
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×E
(
2m∏
i=1
∣∣∣∣exp
(
ι
yi ·Xi+1
nHuHi+1
− ι yi ·Xi
nHuHi
)
− 1
∣∣∣∣
)
dudy.
Notice that
|e(ιyi/nH )·(Xi+1/uHi+1−Xi/uHi ) − 1|
≤ 2∧ (|eιyi·Xi+1/(nHuHi+1) − 1|+ |eιyi·Xi/(nHuHi ) − 1|).
For each factor in the product inside the expectation in (3.3), we choose the
upper bound 2 when i is even and the upper bound
|eιyi·Xi+1/(nHuHi+1) − 1|+ |eιyi·Xi/(nHuHi ) − 1|,
when i is odd. Thus we have
E[(Fn(b)−Fn(a))2m]
≤ c3
∫
R2md
∫
[a,b]×[0,b−a]2m−1
E
[
m∏
i=1
(n1−Hd|f(y2i−1)f(y2i)|(u−Hd2i−1u−Hd2i )
× (|eιy2i−1·X2i/(nHuH2i) − 1|
+ |eιy2i−1·X2i−1/(nHuH2i−1) − 1|))
]
dudy.
Since the above random factors are independent, we have
E[(Fn(b)− Fn(a))2m]
≤ c3
∫
R2md
∫
[a,b]×[0,b−a]2m−1
m∏
i=1
(n1−Hd|f(y2i−1)f(y2i)|(u−Hd2i−1u−Hd2i )
×E(|eιy2i−1·X2i/(nHuH2i) − 1|
+ |eιy2i−1·X2i−1/(nHuH2i−1) − 1|))dudy.
With the change of variables x= y2i−1, y = y2i, u= u2i and v = u2i−1, the
above inequality can be rewritten as
E[(Fn(b)− Fn(a))2m]
≤ c3
∫
R2d
∫ b
a
∫ b−a
0
n1−Hd|f(x)f(y)|(uv)−Hd
×E(|eιy·X2/(nHuH ) − 1|
(3.4)
+ |eιy·X1/(nHvH ) − 1|)dudv dxdy
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×
(
2
∫
R2d
∫ b−a
0
∫ b−a
0
n1−Hd|f(x)f(y)|(uv)−Hd
× E(|eιy·X1/(nHuH) − 1|)dudv dxdy
)m−1
.
Notice that
∫ b
a u
−Hd du≤ c4(b− a)1−Hd. Then, by Lemma A.2, we obtain∫
R2d
∫ b
a
∫ b−a
0
n1−Hd|f(x)f(y)|(uv)−Hd
× E(|eιy·X2/(nHuH ) − 1|+ |eιy·X1/(nHvH ) − 1|)dudv dxdy(3.5)
≤ c5(b− a)1−Hd
∫
R2d
|f(x)f(y)||y|1/H−d dxdy
and ∫
R2d
∫ b−a
0
∫ b−a
0
n1−Hd|f(x)f(y)|(uv)−Hd
×E(|eιy·X1/(nHuH ) − 1|)dudv dxdy(3.6)
≤ c6(b− a)1−Hd
∫
R2d
|f(x)f(y)||y|1/H−d dxdy.
Now Proposition 3.1 follows from (3.4), (3.5) and (3.6). 
Now we prove that the moments of Fn(t) converge to the corresponding
moments of W (Lt(0)).
Fix a finite number of disjoint intervals (ai, bi] with i= 1, . . . ,N and bi ≤
ai+1. Let m = (m1, . . . ,mN ) be a fixed multi-index with mi ∈ N for i =
1, . . . ,N . Set
∑N
i=1mi = |m| and
∏N
i=1mi! =m!. We need to consider the
following sequence of random variables:
Gn =
N∏
i=1
(Fn(bi)−Fn(ai))mi
and compute limn→∞E(Gn). Notice that the expectation of Gn can be writ-
ten as
E(Gn) =m!n
|m|(1+Hd)/2
E
(∫
Dm
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)
,
where
Dm = {s ∈R|m| :ai < si1 < · · ·< simi < bi,1≤ i≤N}.(3.7)
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Here and in the sequel we denote the coordinates of a point s ∈ R|m| as
s= (sij), where 1≤ i≤N and 1≤ j ≤mi.
For simplicity of notation, we define
J0 = {(i, j) : 1≤ i≤N,1≤ j ≤mi}.
For any (i1, j1) and (i2, j2) ∈ J0, we define the following dictionary ordering:
(i1, j1)≤ (i2, j2),
if i1 < i2 or i1 = i2 and j1 ≤ j2. For any (i, j) in J0, under the above or-
dering, (i, j) is the (
∑i−1
k=1mk + j)th element in J0, and we define #(i, j) =∑i−1
k=1mk + j.
Proposition 3.2. Suppose that at least one of the exponents mi is odd.
Then
lim
n→∞
E(Gn) = 0.
Proof. The proof will be done in several steps.
Step 1. Using a similar argument to that in (3.2), we obtain
E(Gn) =
m!
(2π)|m|d
n|m|(1−Hd)/2
×
∫
R|m|d
∫
Dm
∫
R|m|d
(
N∏
i=1
mi∏
j=1
f(yij)
)
× exp
(
−1
2
Var
(
N∑
i=1
mi∑
j=1
ξij ·B(sij)
)
− ι
N∑
i=1
mi∑
j=1
yij · ξij
nH
)
dξ dsdy
=
m!
(2π)|m|d
n|m|(1−Hd)/2
×
∫
R|m|d
∫
Dm
∫
R|m|d
(
N∏
i=1
mi∏
j=1
f(yij)
)
× exp
(
−1
2
Var
(
N∑
i=1
mi∑
j=1
ξij ·B(sij)
))
×
N∏
i=1
mi∏
j=1
(e−ιy
i
j ·ξ
i
j/n
H − 1)dξ dsdy,
where we used the fact
∫
Rd
f(x)dx= 0 in the last equality.
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By the local nondeterminism property (2.3), with the convention si0 =
si−1mi−1 for 2≤ i≤N and s10 = 0,
Var
(
N∑
i=1
mi∑
j=1
ξij ·B(sij)
)
≥ κH
N∑
i=1
mi∑
j=1
∣∣∣∣ ∑
(l,k)≥(i,j)
ξlk
∣∣∣∣
2
(sij − sij−1)2H .
Let F (y) =
∏N
i=1
∏mi
j=1 f(y
i
j), and make the change of variables
ηij =
∑
(ℓ,k)≥(i,j)
ξℓk
for 1≤ i≤N and 1≤ j ≤mi. Then we can estimate E(Gn) as follows:
|E(Gn)| ≤ c1n|m|(1−Hd)/2
×
∫
R|m|d
∫
Dm
∫
R|m|d
|F (y)| exp
(
−κH
2
N∑
i=1
mi∑
j=1
|ηij |2(sij − sij−1)2H
)
×
(
N∏
i=1
mi∏
j=1
∣∣∣∣exp
(
−ι y
i
j
nH
· (ηij − ηij+1)
)
− 1
∣∣∣∣
)
dη dsdy.
Making the change of variable ηij = (s
i
j − sij−1)Hξij yields
|E(Gn)|
≤ c1n|m|(1−Hd)/2
×
∫
R|m|d
∫
Dm
∫
R|m|d
|F (y)|
×
(
N∏
i=1
mi∏
j=1
(sij − sij−1)−Hd
)
exp
(
−κH
2
N∑
i=1
mi∑
j=1
|ξij|2
)
×
(
N∏
i=1
mi∏
j=1
∣∣∣∣exp
(
ι
yij · ξij+1
nH(sij+1 − sij)H
− ι y
i
j · ξij
nH(sij − sij−1)H
)
− 1
∣∣∣∣
)
dξ dsdy
with the convention ξNmN+1 = 0, ξ
i
mi+1
= ξi+11 for 1 ≤ i ≤ N − 1. For the
probabilistic argument to be used below, it is convenient to express the
integral with respect to dξ as an expectation. In this way we can write
|E(Gn)|
≤ c2n|m|(1−Hd)/2
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×
∫
R|m|d
∫
Dm
|F (y)|
(
N∏
i=1
mi∏
j=1
(sij − sij−1)−Hd
)
(3.8)
× E
(
N∏
i=1
mi∏
j=1
∣∣∣∣exp
(
ι
yij ·Xij+1
nH(sij+1− sij)H
− ι y
i
j ·Xij
nH(sij − sij−1)H
)
− 1
∣∣∣∣
)
dsdy,
where
√
κHX
i
j (1 ≤ i ≤ N , 1 ≤ j ≤ mi) are independent copies of a d-
dimensional standard normal random vector, and as before, we use the con-
vention XNmN+1 = 0, X
i
mi+1
=Xi+11 for 1≤ i≤N − 1.
Denote the expectation in (3.8) by I . That is,
I = E
(
N∏
i=1
mi∏
j=1
∣∣∣∣exp
(
ι
yij ·Xij+1
nH(sij+1− sij)H
− ι y
i
j ·Xij
nH(sij − sij−1)H
)
− 1
∣∣∣∣
)
= E
( ∏
(i,j)∈J0
Ii,j
)
,
where
Ii,j =
∣∣∣∣exp
(
ι
yij ·Xij+1
nH(sij+1 − sij)H
− ι y
i
j ·Xij
nH(sij − sij−1)H
)
− 1
∣∣∣∣
for 1≤ i≤N and 1≤ j ≤mi.
Notice that the random variables Ii,j for (i, j) ∈ J0 are dependent. We
are going to choose a proper subset of J0 in the following way. Assume that
mℓ is the first odd exponent. Then we choose all the factors Ii,j such that
#(i, j)<#(ℓ,mℓ) and #(i, j) is odd. Then we choose all the factors Ii,j such
that #(i, j)>#(ℓ,mℓ) + 1, and #(i, j) is even. Notice that all these factors
are mutually independent, and they are also independent of the product
Iℓ,mℓIℓ+1,1. The lack of independence of the two factors Iℓ,mℓ and Iℓ+1,1 will
be compensated by the fact that the integral of (sℓ+11 − sℓmℓ)−β is finite for
any β < 2 because we have the constraint sℓmℓ < bℓ < s
ℓ+1
1 . To make this
argument more precise, let us define
Jℓ = Jℓ,1 ∪ Jℓ,2,
where
Jℓ,1 = {(i, j) ∈ J0 :#(i, j)<#(ℓ,mℓ) and #(i, j) odd}
and
Jℓ,2 = {(i, j) ∈ J0 :#(i, j)>#(ℓ,mℓ) + 1 and #(i, j) even}.
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Notice that Ii,j ≤ 2 for all (i, j) ∈ J0. Then
I ≤


c2E
(
Iℓ,mℓIℓ+1,1
∏
(i,j)∈Jℓ
Ii,j
)
, if ℓ 6=N ,
c2E
(
Iℓ,mℓ
∏
(i,j)∈Jℓ
Ii,j
)
, if ℓ=N .
Step 2. We first consider the case ℓ 6= N . In this case, the number of
elements in Jℓ is [
|m|
2 ]− 1 and
|E(Gn)| ≤ c3n|m|(1−Hd)/2
∫
R|m|d
∫
Dm
|F (y)|
( ∏
(i,j)∈J0
(sij − sij−1)−Hd
)
×E(Iℓ,mℓIℓ+1,1)
∏
(i,j)∈Jℓ
E(Ii,j)dsdy.
In the last inequality, we used the fact that all random variables Iℓ,mℓIℓ+1,1
and Ii,j for (i, j) ∈ Jℓ are independent.
Since |eι(z1−z2) − 1| ≤ |eιz1 − 1|+ |eιz2 − 1| for all z1, z2 ∈R,
E(Iℓ,mℓIℓ+1,1)≤ E{(|eιy
ℓ
mℓ
·Xℓ+11 /(n
H (sℓ+11 −s
ℓ
mℓ
)H ) − 1|
+ |eιyℓmℓ ·Xℓmℓ/(nH (sℓmℓ−sℓmℓ−1)H ) − 1|)
× (|eιyℓ+11 ·Xℓ+12 /(nH (sℓ+12 −sℓ+11 )H ) − 1|
+ |eιyℓ+11 ·Xℓ+11 /(nH (sℓ+11 −sℓmℓ)H ) − 1|)}.
Notice that Xℓ+12 ,X
ℓ+1
1 and X
ℓ
mℓ
are independent. As a consequence, we can
write
E(Iℓ,mℓIℓ+1,1)≤ Iℓ1 + Iℓ2,
where
Iℓ1 = E|eιy
ℓ
mℓ
·Xℓ+11 /(n
H (sℓ+11 −s
ℓ
mℓ
)H ) − 1|E|eιyℓ+11 ·Xℓ+12 /(nH (sℓ+12 −sℓ+11 )H ) − 1|
+ E|eιyℓmℓ ·Xℓmℓ/(nH (sℓmℓ−sℓmℓ−1)H ) − 1|E|eιyℓ+11 ·Xℓ+12 /(nH (sℓ+12 −sℓ+11 )H ) − 1|
+ E|eιyℓmℓ ·Xℓmℓ/(nH (sℓmℓ−sℓmℓ−1)H ) − 1|E|eιyℓ+11 ·Xℓ+11 /(nH (sℓ+11 −sℓmℓ)H ) − 1|
and
Iℓ2 = E(|eιy
ℓ
mℓ
·Xℓ+11 /(n
H (sℓ+11 −s
ℓ
mℓ
)H ) − 1||eιyℓ+11 ·Xℓ+11 /(nH (sℓ+11 −sℓmℓ)H ) − 1|).(3.9)
Therefore,
|E(Gn)| ≤ c3n|m|(1−Hd)/2
∫
R|m|d
|F (y)|(G1,n +G2,n)dy,(3.10)
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where
Gk,n =
∫
Dm
( ∏
(i,j)∈J0
(sij − sij−1)−Hd
)
Iℓk
∏
(i,j)∈Jℓ
E(Ii,j)ds
for k = 1,2.
We claim that
G1,n ≤ c4n([|m|/2]+1)(Hd−1)|yℓ+11 |1/H−d|yℓmℓ |
1/H−d
∏
(i,j)∈Jℓ
|yij|1/H−d.
In fact, making the change of variables vij = s
i
j − sij−1 for all (i, j) ∈ J0, and
defining
ai,j =
{
(vijv
i
j+1)
−Hd
E(Ii,j), if (i, j) ∈ Jℓ and (i, j) 6= (N,mN );
(vNmN )
−Hd
E(IN,mN ), if (i, j) ∈ Jℓ and (i, j) = (N,mN ),
and aℓ1 = (v
ℓ+1
2 v
ℓ+1
1 v
ℓ
mℓ
)−HdIℓ1, we obtain
G1,n ≤
∫
[0,bN ]|m|
aℓ1
∏
(i,j)∈Jℓ
ai,j dv
=
∫
[0,bN ]3
aℓ1 dv
ℓ+1
2 dv
ℓ+1
1 dv
ℓ
mℓ
∏
(i,j)∈Jℓ
∫
[0,bN ]2
ai,j dv
i
j dv
i
j+1(3.11)
≤ c5n([|m|/2]+1)(Hd−1)|yℓ+11 |1/H−d|yℓmℓ |
1/H−d
∏
(i,j)∈Jℓ
|yij|1/H−d.
Here we used Lemma A.2 in the last inequality [ |m|2 ] + 1 times.
For any β ∈ [0,1], we have |eιz − 1| ≤ cβ|z|β for all z ∈ R. Recall the
definition of Iℓ2 in (3.9). We then have
Iℓ2 ≤ c6n−2Hβ|yℓmℓ |
β|yℓ+11 |β(sℓ+11 − sℓmℓ)
−2Hβ
E|Xℓ+11 |2β
≤ c7n−2Hβ|yℓmℓ |
β|yℓ+11 |β(sℓ+11 − sℓmℓ)
−2Hβ.
So
G2,n ≤ c7n−2Hβ|yℓmℓ |
β |yℓ+11 |β
×
∫
Dm
(sℓ+11 − sℓmℓ)
−2Hβ
( ∏
(i,j)∈J0
(sij − sij−1)−Hd
)
Iℓ2
∏
(i,j)∈Jℓ
E(Ii,j)ds.
Define Jℓ,3 = {(i, j) ∈ J0 :#(i, j)<#(ℓ,mℓ)} and
Dℓ
m
= {ai < si1 < · · ·< simi < bi,1≤ i≤ ℓ− 1;aℓ < sℓ1 < · · ·< sℓmℓ−1 < bℓ}.
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Integrating the above integral with respect to sij for (i, j) ∈ Jℓ,2 and using
Lemma A.2,
G2,n ≤ c8n−2Hβn#Jℓ,2(Hd−1)|yℓmℓ |
β|yℓ+11 |β
∏
(i,j)∈Jℓ,2
|yij|1/H−d
×
∫
Dℓ
m
Iℓ3
∏
(i,j)∈Jℓ,3
(sij − sij−1)−Hd
∏
(i,j)∈Jℓ,1
E(Ii,j)ds,
where #Jℓ,2 is the cardinality of Jℓ,2 and
Iℓ3 =
∫ bl
sℓmℓ−1
∫ bl+1
aℓ+1
∫ bl+1
sℓ+11
(sℓ+12 − sℓ+11 )−Hd(sℓ+11 − sℓmℓ)
−Hd−2Hβ
× (sℓmℓ − sℓmℓ−1)
−Hd dsℓ+12 ds
ℓ+1
1 ds
ℓ
mℓ
.
We observe that if 1−Hd< 2Hβ ≤ 2− 2Hd,
Iℓ3 ≤ c9
∫ bl
sℓmℓ−1
∫ bl+1
aℓ+1
(sℓ+11 − sℓmℓ)
−Hd−2Hβ(sℓmℓ − sℓmℓ−1)
−Hd dsℓ+11 ds
ℓ
mℓ
≤ c10
∫ bl
sℓmℓ−1
(aℓ+1− sℓmℓ)
1−Hd−2Hβ(sℓmℓ − sℓmℓ−1)
−Hd dsℓmℓ
≤ c11(aℓ+1 − aℓ)2−2Hd−2Hβ .
As a consequence,
G2,n ≤ c12n−2Hβn#Jℓ,2(Hd−1)|yℓmℓ |
β|yℓ+11 |β
∏
(i,j)∈Jℓ,2
|yij |1/H−d
×
∫
Dℓ
m
∏
(i,j)∈Jℓ,3
(sij − sij−1)−Hd
∏
(i,j)∈Jℓ,1
E(Ii,j)ds
(3.12)
≤ c13n−2Hβn#Jℓ(Hd−1)|yℓmℓ |
β|yℓ+11 |β
∏
(i,j)∈Jℓ
|yij|1/H−d
= c13n
−2Hβn([|m|/2]−1)(Hd−1)|yℓmℓ |
β|yℓ+11 |β
∏
(i,j)∈Jℓ
|yij|1/H−d.
Choosing β = 1H − d in (3.12),
G2,n ≤ c13n([|m|/2]+1)(Hd−1)|yℓmℓ |
1/H−d|yℓ+11 |1/H−d
(3.13)
×
∏
(i,j)∈Jℓ
|yij|1/H−d.
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Substituting (3.11) and (3.13) into (3.10) yields
|E(Gn)| ≤ c14n−(1−Hd)/2
×
∫
R|m|d
|F (y)||yℓmℓ |
1/H−d|yℓ+11 |1/H−d(3.14)
×
∏
(i,j)∈Jℓ
|yij|1/H−d dy.
Step 3. Now we consider the case ℓ=N . In this case, Jℓ = Jℓ,1 and
|E(Gn)| ≤ c15n|m|(1−Hd)/2
×
∫
R|m|d
∫
Dm
|F (y)|
∏
(i,j)∈J0
(sij − sij−1)−Hd
×E(IN,mN )
∏
(i,j)∈JN,1
E(Ii,j)dsdy.
Define JN,3 = {(i, j) ∈ J0 :#(i, j)<#(N,mN )} and
DN
m
= {ai < si1 < · · ·< simi < bi,1≤ i≤N − 1;aℓ < sN1 < · · ·< sNmN−1 < bN}.
Integrating the above integral with respect to sNmN and using Lemma A.2
yield
|E(Gn)| ≤ c16n(|m|−2)(1−Hd)/2
×
∫
R|m|d
∫
DN
m
|F (y)||yNmN |
1/H−d
×
∏
(i,j)∈JN,3
(sij − sij−1)−Hd
∏
(i,j)∈JN,1
E(Ii,j)dsdy.
Using arguments similar to those in step 2,
|E(Gn)| ≤ c17n−(1−Hd)/2
(3.15)
×
∫
R|m|d
|F (y)||yNmN |
1/H−d
∏
(i,j)∈JN,1
|yij|1/H−d dy.
Step 4. Recall that f ∈H1/H−d0 . Then from (3.14) and (3.15), we see that
|E(Gn)| is bounded by a multiple of n−(1−Hd)/2. Our result now follows from
taking the limit. 
In the sequel, we consider the convergence of moments when all exponents
mi are even. Recall the definition of Dm in (3.7). For 1≤ ℓ≤N and 1≤ k ≤
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mℓ
2 , we define
Oℓk =Dm ∩
{
sℓ2k − sℓ2k−2
2
< sℓ2k − sℓ2k−1
}
.
The following result tells us that the integrals over the domain Oℓk do not
contribute to the limit of the moments. This result will play a fundamental
role in computing the limits of even moments.
Proposition 3.3. For any 1≤ ℓ≤N and 1≤ k ≤ mℓ2 ,
lim
n→∞
n|m|(1+Hd)/2E
(∫
Oℓk
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)
= 0.
Proof. Using the arguments and notation in the proof of Proposition
3.2, we obtain
n|m|(1+Hd)/2
∣∣∣∣∣E
(∫
Oℓk
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)∣∣∣∣∣
≤ c1n|m|(1−Hd)/2
×
∫
R|m|d
∫
Oℓk
|F (y)|
(
N∏
i=1
mi∏
j=1
(sij − sij−1)−H
)
×E
(
N∏
i=1
mi∏
j=1
∣∣∣∣exp
(
ι
yij ·Xij+1
nH(sij+1− sij)H
− ι y
i
j ·Xij
nH(sij − sij−1)H
)
− 1
∣∣∣∣
)
dsdy,
where XNmN+1 = 0, X
i
mi+1
=Xi+11 for 1 ≤ i ≤N − 1, and
√
κHX
i
j (1 ≤ i ≤
N , 1≤ j ≤mi) are independent copies of a d-dimensional standard normal
random vector.
We make the change of variables vij = s
i
j − sij−1 for all (i, j) ∈ J0. The
integral domain Oℓk becomes
Dℓk =
{
v ∈R|m|+ :a1 <
∑
(i,j)∈J0
vij < bN , v
ℓ
2k−1 < v
ℓ
2k
}
.
For (i, j) ∈ J0, define
Ii,j =
∣∣∣∣exp
(
ι
yij ·Xij+1
nH(vij+1)
H
− ι y
i
j ·Xij
nH(vij)
H
)
− 1
∣∣∣∣.
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Then
n|m|(1+Hd)/2
∣∣∣∣E
(∫
Oℓk
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)∣∣∣∣
(3.16)
≤ c1n|m|(1−Hd)/2
∫
R|m|d
∫
Dℓk
F (y)E
( ∏
(i,j)∈J0
(vij)
−HdIi,j
)
dv dy.
Next we estimate the expectation in (3.16). We are going to use an argument
similar to the one used in the proof of Proposition 3.2, based on the selection
of some factors in the above product. Here, the dependent product that will
play a basic role will be Iℓ,2kIℓ,2k−1, due to the definition of the set O
ℓ
k.
Define
Jℓk = J
ℓ
k,1 ∪ Jℓk,2,
where
Jℓk,1 = {(i, j) ∈ J0 :#(i, j)<#(ℓ,2k− 2),#(i, j) odd},
Jℓk,2 = {(i, j) ∈ J0 :#(i, j)>#(ℓ,2k),#(i, j) even}.
Since all exponents mi are even, the number of elements in J
ℓ
k is
|m|−2
2 =
|m|
2 −1. From the definition of Ii,j , we know that random variables Iℓ,2kIℓ,2k−1
and Ii,j for (i, j) ∈ Jℓk are independent. Then
n|m|(1+Hd)/2
∣∣∣∣∣E
(∫
Oℓk
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)∣∣∣∣∣
≤ c2n|m|(1−Hd)/2
∫
R|m|d
∫
Dℓk
F (y)E(Iℓ,2kIℓ,2k−1)
×
∏
(i,j)∈J0
(vij)
−Hd
∏
(i,j)∈Jℓk
E(Ii,j)dv dy.
For (i, j) ∈ Jℓk and (i, j) 6= (N,mN ), define
ai,j = (v
i
jv
i
j+1)
−Hd
E(Ii,j)
and aN,mN = (v
N
mN
)−HdE(IN,mN ). From Lemma A.2, we obtain∫
[0,bN ]2
ai,j dv
i
j dv
i
j+1 ≤ c3nHd−1|yij|1/H−d
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for all (i, j) ∈ Jℓk. Therefore,
n|m|(1+Hd)/2
∣∣∣∣∣E
(∫
Oℓk
N∏
i=1
mi∏
j=1
f(nHB(sij))ds
)∣∣∣∣∣
(3.17)
≤ c4n1−Hd
∫
R|m|d
F (y)
∏
(i,j)∈Jℓk
|yij|1/H−dIℓk dy,
where
Iℓk =
∫ bN
0
∫ bN
vℓ2k−1
∫ bN
0
(vℓ2k+1v
ℓ
2kv
ℓ
2k−1)
−Hd
E(Iℓ,2kIℓ,2k−1)dv
ℓ
2k+1 dv
ℓ
2k dv
ℓ
2k−1.
Notice that |eι(z1−z2) − 1| ≤ |eιz1 − 1|+ |eιz2 − 1| for all z1, z2 ∈ R. Using
the independence of Xℓ2k−1,X
ℓ
2k and X
ℓ
2k+1, we obtain
E(Iℓ,2k−1Iℓ,2k)≤Aℓk,1+Aℓk,2,
where
Aℓk,1 = E|eιy
ℓ
2k−1·X
ℓ
2k/(n
H (vℓ2k)
H ) − 1|E|eιyℓ2k ·Xℓ2k+1/(nH (vℓ2k+1)H ) − 1|
+E|eιyℓ2k−1·Xℓ2k−1/(nH (vℓ2k−1)H ) − 1|E|eιyℓ2k ·Xℓ2k+1/(nH (vℓ2k+1)H ) − 1|
+E|eιyℓ2k−1·Xℓ2k−1/(nH (vℓ2k−1)H ) − 1|E|eιyℓ2k ·Xℓ2k/(nH (vℓ2k)H ) − 1|
and
Aℓk,2 = E(|eιy
ℓ
2k−1·X
ℓ
2k/(n
H (vℓ2k)
H ) − 1||eιyℓ2k ·Xℓ2k/(nH (vℓ2k)H ) − 1|).
Now we have
Iℓk = I
ℓ
k,1+ I
ℓ
k,2,(3.18)
where
Iℓk,i =
∫ bN
0
∫ bN
vℓ2k−1
∫ bN
0
(vℓ2k+1v
ℓ
2kv
ℓ
2k−1)
−HdAℓk,i dv
ℓ
2k+1 dv
ℓ
2k dv
ℓ
2k−1
for i= 1,2. By Lemma A.2,
Iℓk,1 ≤ c5n−2(1−Hd)|yℓ2k−1|1/H−d|yℓ2k|1/H−d.(3.19)
For any β ∈ [0,1], we have |eιz − 1| ≤ cβ |z|β for all z ∈R. Then
Aℓk,2 ≤ c6n−2Hβ(vℓ2k)−2Hβ|yℓ2k−1|β|yℓ2k|β.
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Therefore, if 1−Hd< 2Hβ < 2− 2Hd,
Iℓk,2 ≤ c6n−2Hβ|yℓ2k−1|β|yℓ2k|β
×
∫ bN
0
∫ bN
vℓ2k−1
∫ bN
0
(vℓ2k+1)
−Hd(vℓ2k)
−Hd−2Hβ
× (vℓ2k−1)−Hd dvℓ2k+1 dvℓ2k dvℓ2k−1
≤ c7n−2Hβ|yℓ2k−1|β|yℓ2k|β
∫ bN
0
(vℓ2k−1)
1−2Hd−2Hβ dvℓ2k−1
≤ c8n−2Hβ|yℓ2k−1|β|yℓ2k|β.
Choose β = 3(1−Hd)4H ,
Iℓk,2 ≤ c8n−3(1−Hd)/2|yℓ2k−1|3(1−Hd)/(4H)|yℓ2k|3(1−Hd)/(4H).(3.20)
Substituting (3.19) and (3.20) into (3.18), we obtain
Iℓk ≤ c9n−3(1−Hd)/2(|yℓ2k−1|3(1−Hd)/(4H)|yℓ2k|3(1−Hd)/(4H)
(3.21)
+ |yℓ2k−1|1/H−d|yℓ2k|1/H−d).
Our result now follows easily from (3.17), (3.21) and the assumption f ∈
H
1/H−d
0 . 
Consider now the convergence of moments when all exponents mi are
even. On each portion of the coordinates ai < s
i
1 < · · ·< simi < bi we make
the following change of variables:
ui2k = s
i
2k and u
i
2k−1 = n(s
i
2k − si2k−1) where 1≤ k ≤mi/2
with the convention ui0 = s
i
0 = ai. The idea is to couple each variable with
an odd subindex with the next one. In this way we obtain
E(Gn) =m!n
K
E
(∫
Dn
m
N∏
i=1
mi/2∏
k=1
f(nHB(ui2k))
(3.22)
× f
(
nHB
(
ui2k −
ui2k−1
n
))
du
)
,
where K and Dn
m
are as follows:
K =
|m|Hd
2
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and
Dn
m
=
{
u ∈R|m| :ai <ui2 <ui4 < · · ·< uimi < bi;
0<ui2k−1 <n(u
i
2k − ui2k−2),1≤ k ≤
mi
2
}
.
We compute the expectation (3.22) in the following way. Define the m-
dimensional Gaussian random vector X(u) by
Xi2k(u) =B(u
i
2k) and X
i
2k−1(u) = n
H
(
B
(
ui2k −
ui2k−1
n
)
−B(ui2k)
)
,
where 1≤ k ≤ mi2 . The covariance matrix and the probability density func-
tion of the Gaussian random vector X(u) are denoted by Qn(u) and
pn(x) = (2π)
−|m|d/2(detQn(u))
−1/2 exp(−12xQn(u)−1xT ),
respectively. With the above notation we can write
E(Gn) =m!n
K
∫
R|m|d
∫
Dm
N∏
i=1
mi/2∏
k=1
f(nHxi2k)f(n
Hxi2k + x
i
2k−1)pn(x)dudx.
Making the change of variables yij = n
Hxij if j is even, and y
i
j = x
i
j if j is
odd, we then obtain
E(Gn) =m!
∫
R|m|d
∫
Dn
m
N∏
i=1
mi/2∏
k=1
f(yi2k)f(y
i
2k + y
i
2k−1)pn(y(n))dudy,(3.23)
where yij(n) = n
−Hyij if j is even and y
i
j(n) = y
i
j if j is odd.
Proposition 3.4. Suppose that all exponents mi are even. Then
lim
n→∞
E(Gn) =C
|m|/2
H,d ‖f‖|m|1/H−dE
(
N∏
i=1
(W (Lbi(0))−W (Lai(0)))mi
)
.(3.24)
Proof. Notice that we can find a sequence of functions fN , which are
infinitely differentiable with compact support, such that
∫
Rd
fN (x)dx = 0
and
lim
N→∞
∫
Rd
|f(x)− fN (x)|(|x|1/H−d ∨ 1)dx= 0.
So, by Proposition 3.1, we can assume that f is infinitely differentiable with
compact support and
∫
Rd
f(x)dx= 0.
The equation (3.23) can be written as
E(Gn) =m!
∫
R|m|d
∫
Dn
m
F (y)pn(y(n))dudy,(3.25)
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where
F (y) =
N∏
i=1
mi/2∏
k=1
f(yi2k)f(y
i
2k + y
i
2k−1).
The proof will be done in several steps.
Step 1. Let us compute the limit of the density pn(y(n)) as n tends to
infinity. We split the random vector X(u) into two random vectors X(u) =
(Y (u),Zn(u)), where Y (u) contains the components of X(u) with even
subindices, and Zn(u) contains the components with odd subindices. That
is, Y (u) is an |m|d2 -dimensional random vector, such that Y
i
k (u) = B(u
i
2k)
for 1 ≤ i ≤ N and 1 ≤ k ≤ mi2 . We denote by A(u) the covariance matrix
of Y (u), which does not depend on n. On the other hand, the covariance
matrix between the components of Zn(u) and Y (u) converges to the zero
matrix, and the covariance matrix of the random vector Zn(u) converges to a
diagonal matrix with entries equal to (ui2k−1)
2H , 1≤ i≤N , and 1≤ k ≤ mi2 .
Therefore,
lim
n→∞
pn(y(n)) = (2π)
−|m|d/2(detA(u))−1/2
×
N∏
i=1
mi/2∏
k=1
(ui2k−1)
−Hd exp
(
− |y
i
2k−1|2
2(ui2k−1)
2H
)
.
On the other hand, the region Dn
m
converges, as n tends to infinity, to{
u ∈R|m| :ai < ui2 < · · ·<uimi < bi; 0< ui2k−1 <∞; 1≤ k ≤
mi
2
,1≤ i≤N
}
.
Notice that we can add a term −1 because ∫
Rd
F (y)dyi2k−1 = 0 for any i, k,
and ∫ ∞
0
u−Hd[e−|y
i
2k−1|
2/(2u2H ) − 1]du
=−|yi2k−1|1/H−d
∫ ∞
0
u−Hd[1− e−1/(2u2H )]du.
Therefore, provided that we can interchange the limit with the integrals in
the expression (3.25), we obtain
lim
n→∞
E(Gn) =m!2
−|m|/2(2π)−|m|d/4C
|m|/2
H,d ‖f‖|m|1/H−d
(3.26)
×
∫
O
m/2
(detA(w))−1/2 dw,
where
O
m/2 = {w ∈R|m|/2 :ai <wi1 < · · ·<wimi/2 < bi,1≤ i≤N},
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and A(w) = A(u) with the change of variable wik = u
i
2k. Finally, the right-
hand side of (3.26) can also be written as(
N∏
i=1
mi!
2mi/2(mi/2)!
C
mi/2
H,d ‖f‖mi1/H−d
)
(3.27)
×
∫
∏N
i=1[ai,bi]
mi/2
(2π)−|m|d/4(detA(w))−1/2 dw,
and, taking into account Lemma 2.1, this would finish the proof.
Step 2. In order to justify the passage of the limit inside the integrals, we
decompose the region Dn
m
into two components as follows. For K > 0, we
define
Dn
m,K,1 =
{
u ∈Dn
m
: 0< ui2k−1 <K ∧ n(ui2k − ui2k−2); 1≤ k ≤
mi
2
}
and Dn
m,K,2 =D
n
m
−Dn
m,K,1. Then, E(Gn) = I
1
n,K + I
2
n,K , where
I1n,K =m!
∫
R|m|d
∫
Dn
m,K,1
F (y)pn(y(n))dudy,
I2n,K =m!
∫
R|m|d
∫
Dn
m,K,2
F (y)pn(y(n))dudy.
The region Dn
m,K,1 is uniformly bounded in n, and we can then interchange
the limit and the integral with respect to u, provided that we have a uniform
integrability condition. To do this we need the following estimate of the
density pn(y(n)).
For any ξ ∈ R|m| with components (ξij), 1 ≤ i ≤ N , 1 ≤ j ≤mi, we can
write
〈ξ,X〉=
N∑
i=1
(mi/2∑
j=1
ξi2j ·B(ui2j)
+
mi/2∑
k=1
ξi2k−1 · nH
(
B
(
ui2k −
ui2k−1
n
)
−B(ui2k−2)
))
=
N∑
i=1
mi/2∑
k=1
( ∑
(ℓ,2j)≥(i,2k)
ξℓ2j
)
·
(
B
(
ui2k −
ui2k−1
n
)
−B(ui2k−2)
)
+
N∑
i=1
mi/2∑
k=1
( ∑
(ℓ,2j)≥(i,2k)
ξℓ2j − nHξi2k−1
)
·
(
B(ui2k)−B
(
ui2k −
ui2k−1
n
))
.
Here we have used the ordering (ℓ,2j)≥ (i,2k) if ℓ > i or ℓ= i and j ≥ k.
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By the local nondeterminism property (2.3),
Var〈ξ,X〉 ≥ kH
[
N∑
i=1
mi/2∑
k=1
∣∣∣∣ ∑
(ℓ,2j)≥(i,2k)
ξℓ2j
∣∣∣∣
2
·
(
ui2k −
ui2k−1
n
− ui2k−2
)2H
+
N∑
i=1
mi/2∑
k=1
∣∣∣∣ ∑
(ℓ,2j)≥(i,2k)
ξℓ2j − nHξi2k−1
∣∣∣∣
2(ui2k−1
n
)2H]
= kH
[
N∑
i=1
mi/2∑
k=1
|ηi2k|2
(
ui2k −
ui2k−1
n
− ui2k−2
)2H
(3.28)
+
N∑
i=1
mi/2∑
k=1
|ηi2k − nHηi2k−1|2
(
ui2k−1
n
)2H]
=: kHR(η),
where we have made the change of variables
ηi2k =
∑
(ℓ,2j)≥(i,2k)
ξℓ2j and η
i
2k−1 = ξ
i
2k−1.
This implies that
(detQn)
−1/2 = (2π)−|m|d/2
∫
R|m|d
exp
(
−1
2
Var〈ξ,X〉
)
dξ
≤ (2π)−|m|d/2
∫
R|m|d
exp
(
−kH
2
R(η)
)
dη
= c1
N∏
i=1
mi/2∏
k=1
(ui2k−1)
−Hd
(
ui2k −
ui2k−1
n
− ui2k−2
)−Hd
.
Therefore,
pn(y(n))≤ c2
N∏
i=1
mi/2∏
k=1
(ui2k−1)
−Hd
(
ui2k −
ui2k−1
n
− ui2k−2
)−Hd
.(3.29)
As a consequence of (3.29) and the inequality (A.5) in Lemma A.5,∫
Dn
m,K,1
pn(y(n))du
≤ c3
∫
Dn
m,K,1
N∏
i=1
mi/2∏
k=1
(ui2k−1)
−Hd
(
ui2k −
ui2k−1
n
− ui2k−2
)−Hd
du
≤ c4,
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where c4 is a constant independent of n and y. Thus, taking into account
that the function F (y) is integrable, by the dominated convergence theorem
we obtain
lim
n→∞
I1n,K =m!
∫
R|m|d
F (y)
(
lim
n→∞
∫
Dn
m,K,1
pn(y(n))du
)
dy.
On the other hand, again by (3.29) and Lemma A.5, there exists p > 1 such
that
sup
n
∫
Dn
m,K,1
|pn(y(n))|p du <∞,(3.30)
which implies
lim
n→∞
I1n,K =m!
∫
R|m|d
∫
R|m|
F (y) lim
n→∞
1Dn
m,K,1
(u)pn(y(n))dudy.
With the same notation as above we get
lim
n→∞
I1n,K =m!(2π)
−|m|d/2
(∫
O
m/2
(detA(w))−1/2 dw
)
×
∫
R|m|d
N∏
i=1
mi/2∏
k=1
(
f(yi2k)f(y
i
2k + y
i
2k−1)(3.31)
×
∫ K
0
u−Hd(e−|y
i
2k−1|
2/(2u2H ) − 1)du
)
dy.
The right-hand side of the above equality converges to the term in (3.27) as
K tends to infinity.
Step 3. Now it suffices to show that
lim
K→∞
lim sup
n→∞
I2n,K = 0.(3.32)
First we observe that
Dn
m,K,2 =
N⋃
i=1
mi/2⋃
k=1
Dn
m,K,i,k,
where
Dn
m,K,i,k = {u ∈Dnm :ui2k−1 ≥K ∧ n(ui2k − ui2k−2)}.
So we only need to show that
lim
K→∞
lim sup
n→∞
∫
R|m|d
∫
⋃N
i=1
⋃mi/2
k=1 D
n
m,K,i,k
F (y)pn(y(n))dudy = 0.(3.33)
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As a consequence of Proposition 3.3, we can replace Dn
m,K,i,k in (3.33)
with
Dn,1
m,K,i,k =
{
u ∈Dn
m
;K ≤ ui2k−1 ≤
n(ui2k − ui2k−2)
2
}
and just show that
lim
K→∞
lim sup
n→∞
∫
R|m|d
∫
⋃N
i=1
⋃mi/2
k=1 D
n,1
m,K,i,k
F (y)pn(y(n))dudy = 0.(3.34)
To do this we need more refined estimates of the density pn(y(n)). By
Fourier analysis
pn(y(n)) = (2π)
−|m|d
∫
R|m|d
exp
(
−1
2
Var〈ξ,X〉
− ι
N∑
i=1
mi/2∑
j=1
(
ξi2j · yi2j
nH
+ ξi2j−1 · yi2j−1
))
dξ.
We choose a set J of indexes of the form (i,2j − 1), where 1≤ i≤N and
1≤ j ≤ mi2 . For each index in J we introduce the operator
∆i,2j−1F (y
i
2j−1) = F (y
i
2j−1)−F (0)
and set ∆J =
∏
(i,2j−1)∈J ∆i,2j−1. Taking into account that the integral on
the variable yi2j−1 is zero, we can replace pn(y(n)) in (3.34) by ∆Jpn(y(n)).
Using (3.28), we obtain the following estimate:
|∆Jpn(y(n))|
≤ c5
∫
R|m|d
exp
(
−kH
2
N∑
i=1
mi/2∑
j=1
(
|ηi2j |2
(
ui2j −
ui2j−1
n
− ui2j−2
)2H
+ |ηi2j − nHηi2j−1|2
(
ui2j−1
n
)2H))
×
N∏
i=1
mi/2∏
j=1
|e−ιηi2j−1·yi2j−1 − 1|dη(3.35)
= c5n
−|m|Hd/2
×
∫
R|m|d
exp
(
−kH
2
N∑
i=1
mi/2∑
j=1
(
|ηi2j |2
(
ui2j −
ui2j−1
n
− ui2j−2
)2H
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+ |ηi2j−1|2
(
ui2j−1
n
)2H))
×
N∏
i=1
mi/2∏
j=1
|e−ι(ηi2j−ηi2j−1)·yi2j−1/nH − 1|dη.
This shows that∣∣∣∣
∫
R|m|d
∫
⋃N
i=1
⋃mi/2
k=1 D
n,1
m,K,i,k
F (y)pn(y(n))dudy
∣∣∣∣≤ c6
N∑
i=1
mi/2∑
k=1
I
m,K,i,k,(3.36)
where
I
m,K,i,k
= n−|m|Hd/2
×
∫
Dn,1
m,K,i,k
∫
R2|m|d
|F (y)|
× exp
(
−kH
2
N∑
i=1
mi/2∑
j=1
(
|ηi2j |2
(
ui2j −
ui2j−1
n
− ui2j−2
)2H
+ |ηi2j−1|2
(
ui2j−1
n
)2H))
×
N∏
i=1
mi/2∏
j=1
|e−ι(ηi2j−ηi2j−1)·yi2j−1/nH − 1|dη dy du.
To estimate I
m,K,i,k on the right-hand side of (3.36), we first consider
the integral in the variables u= ui2k, v = u
i
2k−1, w = η
i
2k and z = η
i
2k−1. Set
ui2k−2 = u0 and y
i
2k−1 = y. That is, we have the integral
I1(u0, bi, y)
= n−Hd
∫ bi
u0
∫ n(u−u0)/2
K
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
× (|e−ιz·y/nH − 1|+ |e−ιw·y/nH − 1|)dwdz dv du.
We see that
I1(u0, bi, y) = I2(u0, bi, y) + I3(u0, bi, y),
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where
I2(u0, bi, y)
= n−Hd
∫ bi
u0
∫ n(u−u0)/2
K
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
× |e−ιz·y/nH − 1|dwdz dv du
and
I3(u0, bi, y)
= n−Hd
∫ bi
u0
∫ n(u−u0)/2
K
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
× |e−ιw·y/nH − 1|dwdz dv du.
Integrating with respect to w and using the inequality (A.4) in the Appendix
lead us to
I2(u0, bi, y)
= cn−Hd
∫ bi
u0
∫ n(u−u0)/2
K
∫
Rd
(
u− u0 − v
n
)−Hd
× e−(κH |z|2/2)(v/n)2H |e−ιz·y/nH − 1|dz dv du(3.37)
≤ cK1−Hd−Hβ |y|β
∫ bi
u0
(u− u0)−Hd du
≤ cK1−Hd−Hβ(bi − u0)1−Hd|y|β.
In a similar way, but with the application of (A.3) instead of (A.4), we obtain
I3(u0, bi, y)
= c
∫ bi
u0
∫ n(u−u0)/2
K
v−Hd
∫
Rd
e−(κH |w|
2/2)(u−u0−v/n)2H
× |e−ιw·y/nH − 1|dwdv du(3.38)
≤ cn1−Hd−Hβ |y|β
∫ bi
u0
(u− u0)1−2Hd−Hβ du
≤ cn1−Hd−Hβ(bi − u0)2−2Hd−Hβ |y|β .
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Combining (3.37) and (3.38) gives
I1(u0, bi, y)
≤ cK1−Hd−Hβ(bi − ai)1−Hd|y|β(3.39)
+ cn1−Hd−Hβ(bi − ai)2−2Hd−Hβ |y|β .
Once this is done, we proceed to consider the integrals in the variables
u= uj2l, v = u
j
2l−1, z = η
j
2l and w = η
j
2l−1 with indices (j, l) 6= (i, k). Set also
uj2l−2 = u0 and y
j
2l−1 = y. That is, we have the integral
I4(u0, bj , y)
= n−Hd
∫ bj
u0
∫ n(u−u0)
0
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
× (|e−ιz·y/nH − 1|
+ |e−ιw·y/nH − 1|)dwdz dv du.
We can decompose this integral into two components,
I4(u0, bj, y) = I5(u0, bj , y) + I6(u0, bj, y),
where
I5(u0, bj , y)
= n−Hd
∫ bj
u0
∫ n(u−u0)
0
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
× |e−ιz·y/nH − 1|dwdz dv du
= cn−Hd
∫ bj
u0
∫ n(u−u0)
0
∫
Rd
(
u− u0 − v
n
)−Hd
e−(κH |z|
2/2)(v/n)2H
× |e−ιz·y/nH − 1|dz dv du
and
I6(u0, bj , y)
= n−Hd
∫ bj
u0
∫ n(u−u0)
0
∫
R2d
exp
(
−κH
2
(
|z|2
(
v
n
)2H
+ |w|2
(
u− u0 − v
n
)2H))
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× |e−ιw·y/nH − 1|dwdz dv du
= c
∫ bj
u0
∫ n(u−u0)
0
v−Hd
∫
Rd
e−(κH |w|
2/2)(u−u0−v/n)2H
× |e−ιw·y/nH − 1|dwdv du.
Inequalities (A.2) and (A.1) imply that
I4(u0, bj , y)≤ c
∫ bj
u0
(u− u0)−Hd|y|1/H−d du
= c(bj − u0)1−Hd|y|1/H−d
≤ c(bj − aj)1−Hd|y|1/H−d.
The remaining integrals can be dealt with in the same way as I4(u0, bj, y).
Thus statement (3.34) follows. The proof is complete. 
Proof of Theorem 1.1. This follows from Lemma 2.1, Propositions
3.1, 3.2 and 3.4 by the method of moments. 
Remark. Although the constant CH,d is finite for H >
1
d+2 , the proof
of Theorem 1.1 only works for H > 1d+1 . The reason for this is that for any
y ∈Rd,∫
Rd
exp
(
−κ
2
|ξ|2u2H
)
(1− eιξ·y)dξ =
(
2π
κ
)d/2
u−Hd
(
1− exp
(
− |y|
2
2κu2H
))
,
which is bounded by c|y|2u−H(d+2), while, on the other hand,∫
Rd
exp
(
−κ
2
|ξ|2u2H
)
|eιξ·y − 1|dξ ≤ c|y|u−H(d+1).
So, any type of estimation procedure, like the one based on the local nonde-
terminism property used in this paper, will lead to an upper bound of the
form u−H(d+1).
APPENDIX
Here we give some lemmas which are necessary in the proof of Theo-
rem 1.1.
Lemma A.1. Let 0< β < 2. If f ∈Hβ0 , then ‖f‖2β given in (1.2) is well
defined and
‖f‖2β = c−1β,d
∫
Rd
|Ff(ξ)|2|ξ|−β−d dξ ≥ 0,
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where Ff(ξ) denotes the Fourier transform of f , and
cβ,d =
∫
Rd
(1− cos(x · ξ))|ξ|−β−d dξ > 0
is independent of x if |x|= 1.
Proof. For any x ∈ Sd−1 and any d×d orthogonal matrix Q, the change
of variable ξ =Qη yields∫
Rd
(1− cos(x · ξ))|ξ|−β−d dξ =
∫
Rd
(1− cos((QTx) · η))|η|−β−d dη > 0.
This shows that
∫
Rd
(1− cos(x · ξ))|ξ|−β−d dξ depends only on |x|. The sub-
stitution ξ = 1|x|η gives us
∫
Rd
(1 − cos(x · ξ))|ξ|−β−d dξ = cβ,d|x|β . Then an
elementary result from Fourier analysis [15] yields
‖f‖2β = c−1β,d
∫
R2d
f(x)f(y)
(∫
Rd
(eι(x−y)·ξ − 1)|ξ|−β−d dξ
)
dxdy
= c−1β,d
∫
Rd
|Ff(ξ)|2|ξ|−β−d dξ ≥ 0.

Lemma A.2. Assume that 1−H <Hd < 1. Let X be a d-dimensional
centered normal random vector with covariance matrix σ2I. Then, for any
n ∈N and y ∈Rd, there exists a constant c depending only on H and d such
that ∫ ∞
0
u−HdE
∣∣∣∣exp
(
ι
y ·X
nHuH
)
− 1
∣∣∣∣du≤ cnHd−1|y|1/H−d.
Proof. It suffices to show the above inequality when y 6= 0. Making the
change of variable v = |y|−1/Hnu gives∫ ∞
0
u−HdE
∣∣∣∣exp
(
ι
y ·X
nHuH
)
− 1
∣∣∣∣du
= nHd−1|y|1/H−d
∫ ∞
0
v−HdE
∣∣∣∣exp
(
ι
y ·X
|y|vH
)
− 1
∣∣∣∣dv
≤ nHd−1|y|1/H−d
∫ ∞
0
v−Hd(2∧ v−HE|X|)dv
= cnHd−1|y|1/H−d. 
Lemma A.3. Assume 1−H ≤Hd< 1 and 0≤ β ≤ 1 with Hβ < 1−Hd.
Then, for all n ∈N, there exists a constant c independent of n such that∫ ns
0
u−Hd−Hβ du
∫
Rd
e−κ|ξ|
2(s−u/n)2H |1− eιξ·y/nH |dξ
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(A.1)
≤ cn−Hβs−Hd−Hβ|y|1/H−d
and
n−Hd−Hβ
∫ ns
0
(
s− u
n
)−Hd−Hβ
du
∫
Rd
e−κ|ξ|
2(u/n)2H |1− eιξ·y/nH |dξ
(A.2)
≤ cn−Hβs−Hd−Hβ|y|1/H−d,
where κ is a positive constant.
Proof. We first note that (A.1) follows easily from (A.2) by the change
of variable. So, it suffices to prove (A.2). Denote the left-hand side of (A.2)
by I . We then have
I = n−Hd−Hβ
∫ ns
0
(
s− u
n
)−Hd−Hβ
du
∫
Rd
e−κ|ξ|
2(u/n)2H |1− eιξ·y/nH |dξ
= n−Hβ
∫ ns
0
(
s− u
n
)−Hd−Hβ
u−Hd
∫
Rd
e−κ|x|
2 |1− eιx·y/uH |dxdu,
where we made the change of variable ξ(un)
H = x.
By Lemma A.2, we obtain∫ ns/2
0
(
s− u
n
)−Hd−Hβ
u−Hd
∫
Rd
e−κ|x|
2 |1− eιx·y/uH |dxdu
≤ c1s−Hd−Hβ
∫ ∞
0
u−Hd
∫
Rd
e−κ|x|
2|1− eιx·y/uH |dxdu
= c2s
−Hd−Hβ|y|1/H−d.
On the other hand,∫ ns
ns/2
(
s− u
n
)−Hd−Hβ
u−Hd
∫
Rd
e−κ|x|
2 |1− eιx·y/uH |dxdu
≤
∫ ns
ns/2
(
s− u
n
)−Hd−Hβ
u−Hd−Hβ1
∫
Rd
e−κ|x|
2|x · y|β1 dxdu
≤ c3(ns)−Hd−Hβ1 |y|β1
∫ ns
ns/2
(
s− u
n
)−Hd−Hβ
du
≤ c4n1−Hd−Hβ1s1−Hβ−2Hd−Hβ1 |y|β1 ,
where β1 can be any constant in [0,1], and we used Hβ < 1 −Hd in the
last inequality. Our result follows by choosing β1 =
1
H − d. This is possible
because 1−H ≤Hd< 1. 
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Lemma A.4. For n ∈N, we assume that 1−H <Hd < 1 and 0<K <
ns
2 . Then there exists a constant c independent of n and K such that∫ ns/2
K
u−Hd du
∫
Rd
e−κ|ξ|
2(s−u/n)2H |1− eιξ·y/nH |dξ
(A.3)
≤ cn1−Hd−Hβs1−2Hd−Hβ |y|β
and
n−Hd
∫ ns/2
K
(
s− u
n
)−Hd
du
∫
Rd
e−κ|ξ|
2(u/n)2H |1− eιξ·y/nH |dξ
(A.4)
≤ cs−HdK1−Hd−Hβ|y|β ,
where κ and β are positive constants with 1−Hd<Hβ <H ∧ (2− 2Hd).
Proof. Inequality (A.3) follows easily from the proof of Lemma A.3.
We shall show (A.4). Denote the left-hand side of (A.4) by I . Then we have
I = n1−Hd
∫ s/2
K/n
(s− u)−Hd du
∫
Rd
e−κ|ξ|
2u2H |1− eιξ·y/nH |dξ
≤ c|y|βn1−Hd−Hβ
∫ s/2
K/n
(s− u)−Hdu−Hd−Hβ du.
Since Kn <
s
2 and 1−Hd<Hβ, we have∫ s/2
K/n
(s− u)−Hdu−Hd−Hβ du≤ cs−Hd
∫ s/2
K/n
u−Hd−Hβ du
≤ cs−Hd
(
K
n
)1−Hd−Hβ
.
Therefore,
I ≤ cs−HdK1−Hd−Hβ |y|β.
This proves the lemma. 
Lemma A.5. For any K > 0 and n ∈N, there exist constants c1 and c2
independent of n such that∫ K∧nu
0
v−Hd
(
u− v
n
)−Hd
dv ≤ c1K1−Hdu−Hd(A.5)
and ∫ u
0
v−Hd(u− v)−Hd dv = c2u1−2Hd.(A.6)
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Proof. Inequality (A.6) follows easily from∫ u
0
v−Hd(u− v)−Hd dv = u1−2Hd
∫ 1
0
w−Hd(1−w)−Hd dw.
We only need to show (A.5). Notice that∫ K∧nu
0
v−Hd
(
u− v
n
)−Hd
dv = u−Hd(nu)1−Hd
∫ K/(nu)∧1
0
v−Hd(1−v)−Hd dv.
If nu≤ 2K, then∫ K/(nu)∧1
0
v−Hd(1− v)−Hd dv ≤
∫ 1
0
v−Hd(1− v)−Hd dv.
If nu> 2K, then∫ K/(nu)∧1
0
v−Hd(1− v)−Hd dv ≤ 2
∫ K/(nu)
0
v−Hd dv ≤ 2
1−Hd
(
K
nu
)1−Hd
.
Therefore, ∫ K∧nu
0
v−Hd
(
u− v
n
)−Hd
dv ≤ c3K1−Hdu−Hd.

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