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The properties of nanoconfined fluids can be strikingly different from those of bulk liquids. A
basic unanswered question is whether the equilibrium and dynamic consequences of confinement are
related to each other in a simple way. We study this question by simulation of a liquid comprising
asymmetric dumbbell-shaped molecules, which can be deeply supercooled without crystallizing. We
find that the dimensionless structural relaxation times − spanning six decades as a function of
temperature, density, and degree of confinement − collapse when plotted versus excess entropy.
The data also collapse when plotted versus excess isochoric heat capacity, a behaviour that follows
from the existence of isomorphs in the bulk and confined states.
That confined liquids microscopically relax and flow
with different characteristic time scales than bulk liq-
uids is hardly surprising. Confining boundaries bias the
spatial distribution of the constituent molecules and the
ways by which those molecules can dynamically rear-
range. These effects play important roles in the de-
sign of coating, nanopatterning, and nanomanufactur-
ing technologies1,2. As a result, they have already
been experimentally characterized for a wide variety
of material systems, including small-molecule fluids3–10,
polymers11–16, ionic liquids17, liquid crystals18, and
dense colloidal suspensions19–23, and studied extensively
via molecular simulations22,24–31. Recent reviews of
confined-liquid behavior may be found in, e.g., Refs.10,32.
Unfortunately, successful theories for predicting the
dynamics of inhomogeneous fluids have been slower to
emerge. Here, we explore the possibility of a novel ap-
proach for predicting how confinement affects the dynam-
ics of viscous fluids. The central idea is motivated by the
observation from molecular simulations that, under equi-
librium conditions, key dimensionless “reduced” quanti-
ties for confined fluids closely correspond to those of ho-
mogeneous bulk fluids with the same excess entropy33–37
(relative to an ideal gas at the same density and tem-
perature). The excess entropy can be computed us-
ing Monte Carlo methods36 or predicted from classi-
cal density-functional theories35,38. An open question is
whether this observed correspondence between dynam-
ics and excess entropy applies for fluids in deeply su-
percooled liquid states approaching the glass transition,
where highly nontrivial dynamic effects of confinement
are observed. Another open question is whether thermo-
dynamic properties other than the excess entropy can be
used to predict the dynamics in confinement.
To investigate these questions we study the behavior of
a glass-former comprising asymmetric dumbbell-shaped
molecules39. This model is perhaps the simplest single-
component system that avoids freezing upon cooling or
compression in confinement, allowing for a systematic
comparison of the properties of supercooled states in both
bulk and confined geometries. The latter is modeled as a
slit-pore, i.e., a sandwich geometry, using a 9-3 Lennard-
Jones wall potential. The pore geometry is ideal for ex-
ploring the physics of confinement, which can be difficult
to extract from experiments on porous materials that of-
ten have a complex distribution of pore sizes, geome-
tries, and fluid-pore interactions9,40. The possible effects
of corrugation and realistic pore geometries and interac-
tions on scaling behavior are discussed in Refs.34,36,41.
Molecular dynamics and Monte Carlo methods were
used to simulate the model using high-speed graphics
cards (GPUs, see http://rumd.org), obtaining for all
state points consistent results from the two methods. De-
tails of the model, simulations, units, etc. are provided
in the Supplemental Material. The longest production
run was four billion time steps (approximately 360 GPU
hours), requiring more than two months of prior equi-
libration. The main results obtained are proof of the
existence of isomorphs in a strongly inhomogeneous fluid
and, as a consequence of this, in particular that the ex-
cess isochoric specific heat controls the relaxation time
in the same sense as the excess entropy does.
We begin the investigation by studying in Fig. 1(a)
the structural changes induced by the confining slit-pore
geometry. This figure shows in red the molecular
center-of-mass density profile in the direction normal
to the walls of the slit-pore (z-direction). There are
significant density oscillations, particularly close to the
walls. Probing the average orientation of the dumbbell
molecules with respect to the z-axis (inset) reveals that
preferred orientations emerge as the wall is approached.
Both of these structural effects are absent in the bulk
liquid, of course (black curves), and as shown in the
Supplemental Material they lead to a heterogeneous
2dynamics that is substantially slower near the walls.
Figure 1(b) shows the spatially averaged dynamics in
confinement (red) and bulk liquid (black) at the same
temperature and average density; it is two orders of
magnitude slower under confinement than in the bulk
liquid phase. In fact, two-step relaxation – the hallmark
of the supercooled viscous liquid state42 – is seen in
confinement but not at the corresponding bulk-liquid
state point. The geometry thus has a pronounced
effect on both structure and dynamics that cannot be
accounted for by a trivial shifting or rescaling of the
bulk data; this is observed in experimental realizations
of similar systems20,22,23.
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FIG. 1: Structure and dynamics of the asymmetric dumbbell
model for the nanoscale-confined (red) and the bulk (black)
liquid at the same temperature and average density. (a) The
molecular center-of-mass density profile in the direction nor-
mal to the confining slit-pore walls (z-direction); the inset
shows the average orientation of the dumbbell molecules with
respect to the z-axis (see the Supplemental Material). (b)
The molecular center-of-mass incoherent intermediate scat-
tering function for the wave vector q = 7.20 parallel to the
walls of the slit-pore.
To investigate whether the reduction in entropy upon
confinement predicts the slowing down Fig. 2 shows the
reduced spatially averaged structural relaxation time
τ˜α in bulk and confinement as a function of the excess
entropy Sex (the relaxation time is determined from
the center-of-mass incoherent intermediate scattering
function as described in detail in the Supplementary
Material). Two different versions of the excess entropy is
shown. One uses the total slit-pore volume, one corrects
for the non-accessible volume close to the walls36 (see
the Supplemental Material). Both versions capture well
the changes in the dynamics induced by confinement.
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FIG. 2: The reduced average structural relaxation time τ˜α in
bulk (black) and in confinement (red) plotted (a) as a function
of total excess entropy, and (b) as a function of effective excess
entropy (see the Supplemental Material for definitions). The
bulk simulations have ρ = 0.77 and 0.14 ≤ T ≤ 12.5; ρ = 0.85
and 0.25 ≤ T ≤ 12.5; ρ = 1.01 and 0.69 ≤ T ≤ 2.00.
If the structural relaxation time is plotted against
the average density (Figs. 3(a) and (b)), it is clear
that density does not capture the changes that occur
going into the highly viscous regime. As an example,
comparing at the same average density ρeff = 1.1 (see
Fig. 3(b)), one would predict four decades too fast
dynamics for a highly confined system (red crosses)
using the bulk behavior (black triangles). The inset
of Fig. 3(b) shows the crucial effect that temperature
has on the confined dynamics at conditions typical for
this study. A super-Arrhenius behavior is observed at
the lowest temperatures, consistent with experimental
findings43. Figures 2 and 3 show that free-volume-type
theories44 cannot predict the dynamic consequences
of confining the fluid, whereas the more microscopic,
correlation-based measure Sex can.
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FIG. 3: The reduced average structural relaxation time τ˜α in
confinement (red) and bulk (black) plotted (a) as a function
of average density ρtot = n/(HA), and (b) as a function of
effective average slit-pore density ρeff = n/(HeffA) (see the
Supplemental Material), where n is the number of molecules.
The inset shows the crucial effect that temperature has on the
confined dynamics at conditions typical for this study. The
bulk simulations have ρ = 0.77 and 0.14 ≤ T ≤ 12.5; ρ = 0.85
and 0.25 ≤ T ≤ 12.5; ρ = 1.01 and 0.69 ≤ T ≤ 2.00.
We probed also a quantity that is much easier to
calculate in simulations than Sex, namely the excess
isochoric heat capacity given by CexV = 〈(∆U)2〉/kBT 2
(U is the potential energy, kB Boltzmann’s constant,
and T the temperature). Figure 4 shows the structural
relaxation time plotted as a function of CexV . This
quantity captures the dynamics of confinement over the
full time span of six decades, although the collapse is
not as good as for the excess entropy. Notably, the
relaxation times of bulk and confined systems depend in
the same way on CexV , just as is the case for Sex.
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FIG. 4: The reduced average structural relaxation time for
the same q vector as studied previously, τ˜α, in bulk (black)
and in confinement (red) plotted as a function of the excess
isochoric heat capacity CexV per molecule. To a good approxi-
mation the heat capacity, like the entropy, is able to rational-
ize the dynamical changes induced by confinement. The bulk
simulations have ρ = 0.77 and 0.14 ≤ T ≤ 12.5; ρ = 0.85 and
0.25 ≤ T ≤ 12.5; ρ = 1.01 and 0.69 ≤ T ≤ 2.00. To show
that the data collapse is not specific for one wavevector, the
figure shows bulk (green) and confinement (blue) data points
for the double wave vector.
According to Rosenfeld45, the relaxation time is con-
trolled by the excess entropy because a low excess entropy
implies that many states are effectively rendered inacces-
sible, thereby increasing the relaxation time. But why
does CexV also predict the dynamics, why does density
not work, and how general may one expect these find-
ings to be? A possible explanation refers to the existence
of isomorphs46 in systems that display strong correla-
tions between the equilibrium fluctuations of the poten-
tial energy U and the virial W in the NVT ensemble47
(“Roskilde simple” systems48). Recall that the instan-
taneous energy and pressure are each sum of a trivial
kinetic part and a configurational part. The latter are U
and W , respectively. At any given state point the Pear-
son correlation coefficient R for the NVT thermal equi-
librium fluctuations of U andW measures the strength of
the correlations. Only inverse power-law fluids are per-
fectly correlating (R = 1), but many models47, e.g., the
Lennard-Jones liquid, and some experimental liquids49
have been shown to belong to the class of Roskilde-simple
liquids defined by requiring R ≥ 0.9047. This class ap-
pears to include most or all van der Waals and metal-
lic liquids, but exclude most or all covalently, hydrogen-
bonding, or strongly ionic or dipolar liquids47.
Roskilde-simple liquids are characterized by having
good isomorphs46. An isomorph is a curve in the ther-
modynamic phase diagram along which structure and dy-
namics are invariant in reduced units; the excess entropy
and the excess isochoric heat capacity are also invariant
(but not the density). Since the reduced relaxation time
4is an isomorph invariant, both the excess entropy and
the excess isochoric heat capacity predict the dynamics
of Roskilde-simple liquids, whereas density does not.
In the bulk liquid phase the asymmetric dumbbell
model is Roskilde simple50. To apply isomorph reason-
ing to a confined system, however, one needs to show
that isomorphs exist also for the nanoscale-confined liq-
uid, which has entirely different physics. We document
this in Fig. 5, where the molecular center-of-mass inco-
herent intermediate scattering function is shown along an
isomorph and an isotherm. The dynamics is to a good ap-
proximation invariant along the isomorph, whereas along
the isotherm shows a substantial variation for less than
half the density variation. We observed a similar behav-
ior when probing the dynamics parallel to the walls at
a fixed distance in reduced units from the wall (results
not shown). Interestingly, the nanodynamics is isomorph
invariant even though it is known to be spatially hetero-
geneous; this is because the entire spatial relaxation-time
distribution in reduced units is predicted to be isomorph
invariant.
The Supplemental Material gives details on the def-
inition of isomorphs in confinement and how they are
generated in simulation. Briefly, the idea is the follow-
ing. H is the distance between the two points where
the wall potentials diverge, and A the interfacial area
of the slit-pore volume. Consider two state points (H1,
A1, T1) and (H2, A2, T2) in the phase diagram of a con-
fined liquid for which the state variables are related via
H21/A1 = H
2
2/A2, implying that a homogenous scaling
of space maps slit pore 1 onto slit pore 2. These state
points are isomorphic if the following holds: Two mi-
croconfigurations, one of each state point, have propor-
tional Boltzmann statistical probabilities whenever they
for all molecules i have identical reduced coordinates,
i.e., ρ
1/2
A1
x
(1)
CM,i = ρ
1/2
A2
x
(2)
CM,i, ρ
1/2
A1
y
(1)
CM,i = ρ
1/2
A2
y
(2)
CM,i,
ρH1 z
(1)
CM,i = ρH2 z
(2)
CM,i (in which ρH ≡ n/H , ρA ≡ n/A,
and n is the number of molecules), as well as iden-
tical Eulerian angles. In particular, isomorphic state
points are identical in their packing arrangments. If R is
the collective configuration space coordinate this means
that exp(−U(R(1))/kBT1) = C12 exp(−U(R(2))/kBT2)
where C12 depends only on the two thermodynamic state
points, not on the microconfigurations. Taking the loga-
rithm of this and rearranging, we get
U(R(2)) =
T2
T1
U(R(1)) + kBT2 lnC12. (1)
Isomorphs are generated using this “direct isomorph
check”46 relation, where the walls of slit-pore follow the
overall scaling in total density.
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FIG. 5: The average molecular center-of-mass incoherent in-
termediate scattering function as a function of reduced time
for various state points of the asymmetric dumbbell model in
confinement (a) along a confined isomorph, and (b) along a
confined isotherm. The dynamics is to a good approximation
invariant along the isomorph, but not along the isotherm even
though it involves less than half the density variation.
A very recently empirically established property
of Roskilde-simple model liquids is that they obey
Rosenfeld-Tarazona (RT) scaling (CexV ∝ T−2/5) signif-
icantly better than liquids in general51. From this one
can understand why CexV and Sex both collapse the bulk
data: Integration of CexV = (∂Sex/∂ lnT )ρ ∝ T−2/5 leads
to −Sex = (5/2)CexV +K(ρ). Isomorph invariance of Sex
and CexV implies K(ρ) = 0, i.e., −Sex = (5/2)CexV . This
is consistent with Figs. 2 and 4, but these figures tell us
more, namely that both entropy and specific heat control
the relaxation time of the bulk and the confined system
in the same way.
Recently, Watanabe et al.22 showed that the dynam-
ics of a confined fluid system as a function of the dis-
tance to the walls can be described to a good approxi-
mation using the magnitude of the medium-range crys-
talline order52–54. A relation between the two-body ex-
cess entropy and the size of these regions has also been
reported53. The two-body excess entropy is an isomorph
invariant46, so the results of Watanabe et al. confirm the
existence of isomorphs in confinement.
Theories for confined liquids55–58 must be consistent
with the existence of isomorphs for Roskilde-simple flu-
ids, a requirement which may be used as a “filter” when
developing new approaches46: Any theory for the re-
duced relaxation time – an isomorph invariant – must
express this as a function of another isomorph invariant.
Isomorphs are only relevant for fluids that are Roskilde
simple48, however. One should not expect the dy-
namic/thermodynamic correlations to hold for strongly
self-associating or network-forming liquids like water,
which are not Roskilde simple, even in the bulk. Sim-
ilarly, such correlations will hardly hold for certain ide-
alized models, e.g., infinitely thin needles or crosses with
5ideal-gas-like static correlations59, whose slow relaxations
at high density are due to topological constraints which,
while not reflected in structure, hinder localized dynamic
rearrangements. Finally, one expects such correlations
also to break down if length and energy scales of the
fluid-wall interaction are substantially different from the
fluid-fluid interaction or if the confining pores are very
narrow. Evidence for the latter can be seen in Fig. 2 of
the Supplemental Material.
To summarize, the excess entropy has for a long time
been used to describe the relaxation time of liquids45,60
and more recently shown to work also for confined
systems33. We demonstrated above a new controlling
variable, the excess isochoric heat capacity, which is ex-
pected to apply for the fairly large class of liquids with
strong correlations between virial and potential energy
fluctuations in the NVT ensemble. We welcome new ex-
perimental as well as additional simulation studies of a
wide spectrum of confined liquids to probe for the ex-
istence of isomorphs for confined liquids and, moreover,
test the possible generality, beyond Roskilde-simple liq-
uids, of this intriguing relation between static and dy-
namic properties.
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Methods
Simulation details
All simulations were performed (except when cal-
culating the excess entropy) using a molecular dynamics
code optimized for NVIDIA graphics cards, which is
available as open source code at http://rumd.org. More
specifically, we used NVT molecular dynamics with
n = 500 molecules, and generated the NVT ensemble
via the Nose´-Hoover method61. Only insignificant
size-effects were observed by increasing the system size
to twice the number of molecules. The time step used is
∆t = 0.0025 in the unit system defined below.
The asymmetric dumbbell model39 consists of a large
(A) and a small (B) Lennard-Jones (LJ) atom, rigidly
bonded with bond distance of rAB = 0.29/0.4963 (here
and henceforth units are given in LJ units referring to the
A atom such that σAA = 1, ǫAA = 1, and mA = 1). The
asymmetric dumbbell model has σBB = 0.3910/0.4963,
ǫBB = 0.66944/5.726, and mB = 15.035/77.106. The
AB interaction between different molecules is determined
by the Lorentz-Berthelot mixing rule.
The walls are modelled via a smooth potential adding
the contribution UWALL =
∑
i
(
u9,3(zupper − zi) +
u9,3(zi − zlower)
)
to the (total) potential energy. The
external wall potential is given by
u9,3(z) =
4πǫiwρwσ
3
iw
3
[ 1
15
(σiw
z
)9
− 1
2
(σiw
z
)3]
. (2)
Here, z is the distance between the divergence of the
potential and the atom in question. σiw and ǫiw are
parameters similar to the LJ potential, and ρw = 0.9316
defines the density of the confining solid. We set σAw
= 1, ǫAw = 1, σBw = (1 + σBB)/2, ǫBw =
√
1 · ǫBB.
The dynamics near the walls and in the center of the
slit-pore is shown in Fig. 6.
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FIG. 6: The heterogeneous dynamics of the slit-pore confine-
ment quantified via the lateral center-of-mass (CM) mean-
square displacement.
Defining density
We define H as the distance between the two
points where the wall potentials diverge, i.e.;
H = zupper − zlower. The total density is then de-
fined as ρtot = n/(HA), where n is the number of
molecules, and A the interfacial area of the slit-pore
simulation box volume. The effective slit-pore density
ρeff = n/(HeffA) is estimated following the method out-
lined in Ref.36 for calculating Heff . The only difference
6between this approach and ours is that the absolute
minimum of the effective wall-fluid potential is used as
a shift. This minimum is present over the full range
of state points investigated here. Only insignificant
differences between these choices were observed. We
have also used other definitions of the average density,
and the conclusion of Fig. 3 (main text) remains
unchanged.
Excess entropy calculations
The excess entropy at a given state point has
been calculated from the thermodynamic relation
Sex = (U − Fex)/kBT (in which Fex is the Helmholtz
free energy) using an approach similar to that outlined
in Ref.36. We first employ grand canonical transition
matrix Monte Carlo simulation to obtain the density
dependence of the absolute Helmholtz free energy of
the fluid at relatively high temperature. We then use
expanded ensemble Monte Carlo simulation to follow the
variation in the Helmholtz free energy with temperature,
density, and/or pore width. For example, when moving
along an isochore we create a series of subensembles
with variable T and fixed n, A, and H . The potential
energy U is obtained from an ensemble average within
the relevant subensemble. The excess entropy is defined
with respect to an uncorrelated ideal gas of either
density ρtot or ρeff (see density section). A system of
volume AH = 1000 is used to complete grand canonical
simulations. All expanded ensemble simulations employ
n = 1000 molecules.
Isomorph definition and generation in confinement
We define two state points (H1, A1, T1) and (H2,
A2, T2) in the phase diagram of a liquid confined to a
slit-pore, where the state variables are related via
H21
A1
=
H22
A2
, (3)
to be isomorphic, if the following holds: Whenever
two configurations of state points (1) and (2) for all
molecules i have identical reduced center-of-mass coor-
dinates (ρH ≡ n/H , ρA ≡ n/A, and n is the number of
molecules)
ρ
1/2
A1
x
(1)
CM,i = ρ
1/2
A2
x
(2)
CM,i, (4)
ρ
1/2
A1
y
(1)
CM,i = ρ
1/2
A2
y
(2)
CM,i, (5)
ρH1 z
(1)
CM,i = ρH2 z
(2)
CM,i, (6)
and identical Eulerian angles
φ
(1)
i = φ
(2)
i , θ
(1)
i = θ
(2)
i , χ
(1)
i = χ
(2)
i , (7)
these two configurations have proportional Boltzmann
factors, i.e., [where R ≡ (rCM,1, φ1, θ1, χ1, ..., rCM,N ,
φN , θN , χN )]
e−U(R
(1))/kBT1 = C12e
−U(R(2))/kBT2 . (8)
Here C12 is a constant that depends only on the two ther-
modynamic state points, not on the microconfigurations.
Taking the logarithm of Eq. (8), and rearranging, we get
U(R(2)) =
T2
T1
U(R(1)) + kBT2 lnC12. (9)
Equation (9) is called the ”direct isomorph check”46. The
isomorph is generated using this relation, where the walls
of slit-pore follow the overall scaling in total density. This
works as follows: For each microconfiguration we change
H and A according to Eq. (3) corresponding to a density
change of 1%, scale the microconfiguration accordingly,
and calculate the new potential energy. Plotted against
the potential energy before scaling, the linear regression
slope provides the ratio T2/T1; thus the temperature of
the isomorphic state point T2 is calculated simply by mul-
tiplying the slope by T1. This procedure is repeated for
each state point along the isomorph until a curve in the
phase diagram is generated. The starting state point for
the generation of the isomorph is ρ = 0.93, T = 0.75, H
= 8.13, i.e., the green curve of Fig. 5(a) (main text).
Figure 7 shows the density-scaling exponent62 γ =
〈∆W∆U〉/〈(∆U)2〉 and the correlation coefficient R =
〈∆W∆U〉/
√
〈(∆W )2〉
√
〈(∆U)2〉 as function of ρtot for
two different isomorphs generated via the method de-
scribed above. One notes that for H ≈ 4.06, the correla-
tion coefficient R is significantly less than for H ≈ 8.13
(see inset) and thus this isomorph is more approximative.
The correlation coefficient is, however, still greater than
0.90 for most of the investigated state points.
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FIG. 7: γ = 〈∆W∆U〉/〈(∆U)2〉 as a function of ρtot along
two isomorphs of the asymmetric dumbbell model in a slit-
pore (black and red data points). The inset shows the corre-
lation coefficient R = 〈∆W∆U〉/
√
〈(∆W )2〉
√
〈(∆U)2〉.
Analytical methods
Except for Fig. 1 (main text), times are mea-
sured in dimensionless/reduced units (denoted by a
tilde) defined from thermodynamic quantities46 via
t˜ = t(ρtot)1/3
√
kBT/〈m〉. The reduced molecular
structural relaxation times τ˜α have been extracted from
the molecular center-of-mass incoherent intermediate
scattering function for a wave vector parallel to the
walls. The modulus q of this wave vector is given in
the figures. The relaxation times are extracted when
FsCM (τ˜α) = 0.2.
The fixed axis of Fig. 1 (main text) is defined by
taking the z-axis normal to the walls of slit-pore,
and cos θ is calculated from the (ensemble averaged)
dot-product of a unit-vector in the z-direction and a
unit-vector connecting the B and A atoms of a molecule.
The grid-spacing used is ∆z = 0.01.
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