Abstract. Operators preserving singularity and nonsingularity of matrices were studied in paper of P. Botta under the assumption that operators are linear. In the present paper the linearity of operators is not assumed: we only assume that operators are of the form T = (fi,j), where fij : K -• K and K is a field, i,j € {1,2, ...,n}. If n > 3, then in the matrix space M n (K) operators preserving singularity and nonsingularity of matrices must be as in paper of P. Botta. If n < 2, operators may be nonlinear. In this case the forms of the operators are presented.
Let R, N denote the set of real numbers or positive integer numbers, respectively. Let M n (K) be the set of n x n matrices over a field K, i.e.
M n {K)
e K nxn ,
where n e N. We denote by Ej^ the matrix whose j,k entry is 1 and the remaining entries of which are 0.
First of all let us introduce DEFINITION 1. An operator T from M n (K) into itself is an operator preserving singularity of matrices from M n (K) if and only if for every singular matrix A € M n (K) the matrix T(A) is singular.
DEFINITION 2. An operator T from M n (K)
into itself is an operator preserving nonsingularity of matrices from M n (K) if and only if for every nonsingular matrix A £ M n (K) the matrix T(A) is nonsingular.
Let S and NS denote the sets of singular and nonsingular matrices from
respectively. In the paper we consider the operators T from M n (K) into itself of the form Proof. Let us assume that n > 2. Let T be an operator preserving singularity and nonsingularity of matrices. Let indices i,j E {1,2,... ,n} be arbitrary and fixed. Let us consider a permutation a of the numbers {1,2,..., n} such that a(i) = j. Let us consider the generalized permutation matrix B\ E NS with entries Let r E {l,2,...,n}, r / j. Let us consider the matrices Bs>T = B2 + xEitr.
Since in the matrices B^)T all entries in the jf-th column are equal to 
, u n , v\, V2, • • •, v n G K and an injective function g : K -> K satisfying g{xy) = g(x)g(y) and g(x + y) = g(x) + g(y) for all x,y € K such that fij(x) = UiVjg(x) for all x G K.
Thus, for n > 3 the singularity and nonsingularity preserving maps Clearly, g hJ (0) = 0 and <7zj(l) = 1 for all i,j. Define the matrix C = (cjj). By Lemma rank C > 1. We prove, that rank C = 1.
In case n = 2, the rank C = 1, because C is the singular the matrix which all entries not equal to zero.
In case n > 3, suppose for contradiction that the rank C = k > 1. Without a loss of generality we may assume that the determinant of the upper-left submatrix of C of the order k is not equal to zero. Let us consider the matrix B 4 = Ej=i
properties of determinants det F(B4) 0 and T(B 4 ) £ NS. Then the rank C can not be greater than 1, it must be equal to one.
Then in cases n = 2 and n > 3 the equality rank C = 1 holds. This implies that there are Ui,Vj G K such that /¿j(l) = utVj for all i,j.
For 1 < i r < m and 1 < k ^ I < n, let a be a permutation of the set {1,2,...,n} such that a(i) = k and cr(r) = I. We define S5 = xEiti + Er> k + xETti + X)m=l En,cr(m)-
for all x G K. Consequently, the matrix G = (fify) is constant along its column. Analogously, one can show that G is constant along the rows. This implies that all gij are one and the same function g, therefore fij(x) = UiVjg(x) for all i,j and all x.
To prove that g is injective, suppose x ^ y and consider Bq = + El,2 + XE2,I + yE2,2 + £n=3 EM,M-We have B6, T(B6) 6 NS and hence
m= 1 so we arrive at the equality g(xy) = g(x)g{y).
At this point we have proved the necessary condition on T part of (a). To get the necessary condition on T part of (b), assume n > 3 and consider n B8 = xEitl + Eit2 + yE2,i + #2,3 + {X + y)Ez,\ + £3,2 + £3,3 + J2 Em < m ' m=4 As B% G 5, we conclude that the determinant of T(B%) must be zero, which means that n 0 = ^ Umvm (-g(x) -g(y) + g(xy) ). m=1 Thus, g(x + y) = g(x) + g(y). The proof of the necessary condition on T part of (b) is also complete.
We now prove the sufficient condition on T parts (a) and (b). By Lemma T maps the zero matrix to itself. By the Theorem from [3] it follows that T is an operator preserving ranks of matrices from Mn{K) in parts (a) and (b). Then it also preserves the singularity and nonsingularity of matrices from Mn(K).
This completes the proof of the Theorem.
•
In the paper [1] a similar problem is studied under the assumption that operator T is linear. Linear preservers problems and results are presented in [2] ,
