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We investigate the Kagome lattice Hubbard model at half-filling by variational Monte-Carlo with
testing the U(1)-Dirac spin liquid, uniform and valence bond crystal states. Even for the large-U case
the U(1) Dirac state, being the optimal state in the Heisenberg model, cannot be recovered. While
the finite U Hubbard model allows the introduction of vacancies in a different manner compared to
the t− J model, the physics appears to have many similarities. In particular a valence bond crystal
is formed in the intermediate-U regime. We observe an impact of the formation of this valence bond
crystal on a possible Mott-transition in this model and discuss the properties of the wave-function.
Introduction: The Kagome lattice is the prototype
lattice to study effects of geometric frustration. Numer-
ical methods such as variational Monte-Carlo (VMC),
density matrix renormalization group (DMRG), exact di-
agonalization (ED) and series expansion (SE) have been
used to clarify the ground state of the quantum Heisen-
berg model [1–6] on the Kagome lattice. Initially vari-
ous spin-liquid and valence bond crystal/solid states have
been suggested, meanwhile there is strong indication for
a spin-liquid state. The classification and properties, in-
cluding the questions whether it is a gapped or gapless
spin-liquid, are still debated [2, 3, 6, 7]. Recently inter-
est in the doped and diluted variants of the model arose.
In part because of ZnCu3(OH)6Cl2, which is so far the
best candidate of an compound realizing a structurally
ideal Kagome lattice. This material consists of Kagome
layers linked by Zn-ions. In the Kagome plane Copper
ions form the Kagome-net and have an antiferromagnetic
spin-1/2 interaction. During synthesis of this compound
around five percent of the Zn-ions exchange their posi-
tion with Cu-ions and, therefore, impurities are present
[8–13].
An earlier work by us found that within variational
Monte-Carlo (VMC) the ground state of the t−J changes
drastically from a the Dirac spin-liquid at half filling
to a valence bond crystal (VBC) [19, 20] for finite but
small doping. Another interesting subject is the Hub-
bard model, where even in the half-filled case double
occupied and vacant sites are possible unless U = ∞.
The Hubbard model on the Kagome has been investi-
gated with regard to a possible Mott-transitions [14–16]
and for the special case of van-Hove filling [17, 18]. In
actual compounds applying pressure would change the
t/J ratio, implying that experimentally one may reach a
Hubbard model through this route. The investigation of
the Hubbard model on the Kagome lattice provides an
opportunity to study the effects of frustration for both,
charge and spin-degree of freedom.
We address in this paper the physics of the half-filled
Hubbard model on the Kagome lattice. We investigate
if the Hubbard model for large U is able to recover the
U(1) Dirac spin-liquid state found in the Heisenberg
model. We ask the question whether and how the
physics differs when tuning U in the Hubbard model,
compared to introduction vacancies by doping in the
infinite U case [19, 20], e.g. if a VBC state forms. Our
paper is a first step to understand the complicated and
possible rich physics in the Kagome lattice Hubbard
model by a large scale numerical approach.
Model and Method: As depicted in Fig. 1 the Kagome
lattice consists of corner-sharing triangles and has a phys-
ical unit-cell of 3 sites. We study the standard Hubbard
model on the Kagome lattice defined as:
H = −t
∑
〈ij〉
∑
σ=↑↓
(
c†iσcjσ + h.c.
)
+ U
∑
i
ni↑ · ni↓ (1)
where cjσ is the electron annihilation operator of an elec-
tron with spin σ on site i and niσ = c
†
iσciσ . The sum 〈i, j〉
is over all the n.n. pairs. We set t = 1 as the energy unit
and the on-site repulsion U as parameter. Within VMC
the best state in the Heisenberg model is the U(1) Dirac
spin-liquid state [7, 21, 22]. This state has a pi-flux in the
hexagon, and zero-flux in the triangles. Competitive is
the uniform spin-liquid state and a VBC state with a 12-
site unit cell proposed by Hastings [21] (see Fig. 1 for the
3 states). In the t−J-model the uniform spin-liquid state
has a lower energy than the U(1) Dirac spin-liquid once
we introduce holes by doping. Additionally the above
mentioned VBC is formed for low doping [19, 20]. In the
Hubbard model at half filling we introduce holes by al-
lowing double-occupation when tuning U away from the
U =∞ connecting the two models. We consider these 3
states in our investigation and denote them as “D-state”,
“U-state” and “HVBC-state” in what follows. To cap-
ture the physics of the Hubbard model we implement
two projectors: the partial Gutzwiller projection and the
doublon-holon binding factors. The partial projector is
defined as:
Pα =
∏
i
(1 − αni↑ni↓), (2)
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FIG. 1: (Color online) Above: The Kagome lattice, consist-
ing of corner-sharing triangles. Below: The variational states
considered: Left the D-state (with pi-flux in hexagons) and
the U-state (with no flux); Right: HVBC-state; the blue thick
bonds corresponds to the VBC of Hastings and are controlled
by χ1.
where the product is over all lattice sites. It projects out
double occupied sites in dependence of the chosen varia-
tional parameter α with α = 1.0 meaning a full projec-
tion with no double occupied states. The doublon-holon
binding factor is necessary for an accurate description of
the intermediate to strong coupling region and is defined
as:
Pq =
∏
i
(1 − µqQj) (3)
Qj = dj
∏
~r
(1 − hj+~r) + hj
∏
~r
(1− dj+~r), (4)
with dj = nj↑nj↓, hj = (1 − nj↑)(1 − nj↓) and µq being
a variational parameter between 0 and 1. Alternatively
to this second projector one can include a J-term with
spin-spin exchange in the Hamiltonian, as the so called
“Hubbard-Heisenberg”-model [23]. These projectors are
acting on our base wave-functions:
|ΨHVBC,α,q〉 = PqPα|ΨHVBC〉 (5)
|ΨD,α,q〉 = PqPα|ΨD〉 (6)
|ΨU,α,q〉 = PqPα|ΨU〉 (7)
We use a standard VMC scheme with periodic
boundary conditions. Earlier studies on the t − J and
Heisenberg model suggest the finite size effect to be tiny
starting from sizes of 8 × 8 unit cells. We present data
for the sizes of 8 × 8 and 10 × 10 which show indeed
little derivation from each other. Depending on the
parameter-regime and its convergence properties (e.g.
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FIG. 2: (Color online) Comparison between the U- and D-
state for two sizes of the energy E (a), spin-spin exchange
SiSj (b), projection α (c) and binding factor µ (d). The U-
state has always lower energy.
larger U requires longer runs) we use 8-64 independent
runs per data point (defined by a specific set of param-
eters) for which we thermalize for 20.000-80.000 sweeps
and measure for up to 700.000 sweeps.
Results: In Fig. 2 (a) we plot the energy per site
of the U- and the D-state as a function of U . The en-
ergy of the D-state gradually comes closer to the one of
the U-state, but it never has a lower energy (for values
up to U = 60, as can be seen in the inset of the same
figure). The binding-factor µ rises sharply at U ≈ 11
for the U-state and U ≈ 4 for the D-state, indicating
the position of a possible Mott-transition (Fig. 2 (c)).
We notice that both projectors α and µ rise quicker for
the D-state than for the U-state. It appears that any
introduction of vacancies and therefore mobility in the
system renders the D-state as unfavourable. In Fig. 2
(b) we show the spin-spin exchange. After the Mott-
transition this value reaches SiSj ≈ 0.40 and saturates
at around SiSj ≈ 0.406 for the U-state. The D-state
reaches SiSj ≈ 0.428 for large U consistent with the re-
sult in the Heisenberg model. For the plots the two sys-
temsizes are having almost the same values and there is
not systematic shift in one direction for the values, thus
the finite-size effect is tiny.
Next we focus on the question whether a HVBC state
is formed as it is the case for the t−J model. The U-state
is contained in the HVBC-state, as they are equivalent
when χ = 1.0. We show all the relevant data (the vari-
ational parameters α, µ and χ and the measured quan-
tities energy E and double occupancy d) in Fig. 3. We
compare the data of the U-state (χ = 1.0) with the one
of the HVBC-state (χ varied) for two systemsizes. Note
that the smaller size has a finer spacing in the parame-
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FIG. 3: (Color online) Comparison of the HVBC-state with
the U-state for two systemsizes. (a) Optimized energy and
in the inset the energy difference between the U- and HVBC
state, (b) Variational parameter χ, (c) projection parameter
α, in the inset measured double occupancy (shown only for
the 8× 8 system) and (d) holon-binding factor µ.
FIG. 4: (Color online) Phase-diagram combined with the re-
sults of two earlier references by us. Indicated is as well the
position of the optimal doping for the HVBC in the t − J
model, and the equivalent position in terms of measured
double-occupation in the Hubbard model.
ters. In Fig. 3 (a) the energies and the energy difference
(inset) are plotted. Starting from U ≈ 9 the HVBC state
has a lower energy. The biggest energy-gain is at U ≈ 10
where ∆E ≈ −0.015 (error-bars at that position: ≈ 0.002
for 8 × 8 and ≈ 0.008 for 10 × 10). While for all U > 9
we find an energy gain for the HVBC-state, this gain is
decreasing with larger U and is within the error-bar for
U > 18. Observing the evolution of χ with U we see a
rather strong response of χ at U = 9. Note that we chose
a fine spacing for χ for values close to 1.0 (∆χ ≈ 0.01 for
8 × 8) and a larger spacing for the values close to 2.0
(∆χ ≈ 0.15 for 8 × 8) capturing the overall situation
well, and being a more economic solution for computa-
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FIG. 5: (Color online) Impact of α on the energetics for given
µ: kinetic energy EK , spin-spin exchange ES and double oc-
cupation d.
tion. There is little difference of the optimized value of α
and the measured double occupation d when comparing
the HVBC-state with the U-state. The doublon-holon
binding shows differences: For the U-state we see a sharp
rise being a typical indicator of a Mott-transition (sim-
ilar to studies of the unfrustrated Hubbard model with
the same method), for the HVBC-state, µ takes longer
to rise to the same value, and the area is smeared out.
This area is exactly at the point where the HVBC state
has the highest energy gain. Comparing the two sizes,
we see that the agree very well, thus the finite-size effect
appears not to play a role.
Comparing the introduction of holes in the t−J model
by doping and the impact of allowing double-occupation
by reducing U , we realize that this gives a qualitatively
similar result: Reduction of the value of U introduces
more holes and similar to the case of the t − J model
dimerization sets in, but is destroyed for a large amount
of holes (here low U). The HVBC-state is found in the
t−J-model at 0.05 / x / 0.25 [19] and as argued by us in
an earlier reference [20] the optimal doping level for this
state is at x = 1
12
≈ 0.083. In the Hubbard model the
hole-concentration is controlled by the projection opera-
tor and the doublon holon-factor (see discussion below).
Measuring the double-occupation (Fig. 3 (c)) we find
〈d〉 = 0.025 at the point a the maximum of dimerization
(U = 10.8) and 〈d〉 = 0.006 at U = 18 where the HVBC-
and U-states differ so little that it is within the error-bar.
Therefore fewer holes are present in the HVBC-state in
the Hubbard model compared to the t−J model. In Fig.
4 we show the resulting phase-diagram for both models.
The wave-function for the Hubbard model has two ad-
ditional parameters (α and µ) compared to the wavefunc-
tion of the t−J model. It is insightful to study the influ-
ence of them systematically: We investigate their impact
on the kinetic energy EK = 〈c
†
i cj〉, spin-spin exchange
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FIG. 6: (Color online) (left) Impact of µ on the energetics: kinetic energy EK , spin-spin exchange ES and double occupation
d for low values of α (right) and high values of α.
FIG. 7: Spatial variation of EK and ES for α = 0.9 and two
values of µ. Above: ES. Below: EK . Left: µ = 0.0 and
Right: µ = 0.99.
ES = 〈SiSj〉 and double-occupation nd = 〈d〉. We keep
one of the projectors constant, vary the other one and
measure the involved observables in the bulk and also lo-
cally on sites and bonds. We focus on the HVBC with
χ 6= 1. In Fig. 5 we fix µ and vary α. We start with
µ = 0 and vary α: ES will increase while EK is decreas-
ing with increasing α, as α controls d. For 0.0 < µ < 0.7
the combined effect is slightly more complicated as EK
develops a minimum at α = 0.05 to α = 0.10 depending
on the value of µ. Fixing α and varying µ we see two
regimes which correspond to the phases below and above
the Mott-transition (see Fig. 6). For 0 ≤ α ≤ 0.6 d is
rising and therefore ES decreases, while for α > 0.6 there
is the opposite trend.
The local measurements of the observables reveals the
spacial variation of them (see Fig. 7). Large α and µ = 0
leads to the type of pattern found in the t − J model
at low doping: ES recovers the “input” of the HVBC,
EK develops a slight derivation of this pattern, having
stronger contribution in the inner hexagon than on the
triangles connecting the stars. For the case α = 0.9 and
µ = 0.99 both ES and EK have a weak response to χ, but
the same pattern is found for both observables, showing
that a large µ does not favour the previously proposed
mechanism. Note that in the t− J limit α = 1.0 while µ
has no effect.
To summarize we investigated the Hubbard model at
half-filling and addressed the question whether the D-
state can be stabilized for any U 6=∞, which appears to
be not the case. This is similar to the t− J model where
the D-state is well separated from the U-state. Thus
the U-state will most likely be the more basic structure
for the doped Hubbard model. We study the formation
of the HVBC-state which is qualitatively similar in both
models. Quantitative differences between the two models
can be attributed to the impact of the projection opera-
tors on the wave function. Another interesting finding is
the impact of the HVBC on a possible Mott-transition.
This might possibly be relevant for a larger class of frus-
trated models. We have summed up the combined result
of this paper and the two preceding ones on the t − J
model in Fig. 4, where we have indicated the point of
optimal doping in the t− J model, and the correspond-
ing point of the similar value for the double occupation
in the Hubbard model. It is clear that doping the Hub-
bard model would show a much stronger response to this
instability, which is an aspect we leave for future investi-
gation.
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