Abstract. Symbolic reachability analysis provides a basis for the verification of software systems by offering algorithmic support for the exploration of the program state space when searching for proofs or counterexamples. The choice of exploration strategy employed by the analysis has direct impact on its success, whereas the ability to find short counterexamples quickly and-as a complementary task-to efficiently perform the exhaustive state space traversal are of utmost importance for the majority of verification efforts. Existing exploration strategies can optimize only one of these objectives which leads to a sub-optimal reachability analysis, e.g., breadth-first search may sacrifice the exploration efficiency and chaotic iteration can miss minimal counterexamples. In this paper we present subsumer-first, a new approach for steering symbolic reachability analysis that targets both minimal counterexample discovery and efficiency of exhaustive exploration. Our approach leverages the result of fixpoint checks performed during symbolic reachability analysis to bias the exploration strategy towards its objectives, and does not require any additional computation. We demonstrate how the subsumer-first approach can be applied to improve efficiency of software verification tools based on predicate abstraction. Our experimental evaluation indicates the practical usefulness of the approach: we observe significant efficiency improvements (median value 40%) on difficult verification benchmarks from the transportation domain.
Introduction
Model Checking [7] is a popular verification technology employed to verify both hardware and software systems [1, 5, 14] . State space exploration using symbolic techniques provides a basis for the verification of software systems. Explicit-state model checking which is commonly used to analyze software systems face the fundamental problem of state space explosion during this exploration. Scalability is one of the major challenges that model checking techniques face today which limits their applicability to verifying large systems. There are various efforts made to overcome this bottleneck. Techniques like abstract interpretation [8] try to abstract only relevant properties of the program to prove its correctness. Symbolic model checking [4] avoids explicit construction of the state space by performing symbolic fixpoint computation. Partial-order reduction [17] tries to explore only representative transitions and ignores other redundant transitions. But these techniques still suffer from having to explore a huge state space, which in turn is greatly dependent on the search strategy used for exploration. The exploration procedure used has a significant direct impact on the overall effectiveness of the verification efforts.
Directed model checking techniques [10, 11] try to direct the state space search to avoid the potential blowup faced by uninformed model checking techniques. Various heuristic strategies [9, 13, 15] have been proposed for searching the state space efficiently. Saturating the strongly connected components first [3] is also proposed for efficient search. But all these searching techniques aim to optimize only one objective, e.g. the counterexample length or the efficient traversal of the state space. Heuristics directed towards quickly finding the error state may not scale very well in the absence of error states and vice versa.
In this paper we present "subsumer-first", a new approach for steering symbolic reachability analysis that targets both minimal counterexample discovery and efficiency of exhaustive exploration. The subsumer-first approach leverages the results of partial fixpoint checks-subsumption tests-performed during the symbolic state space exploration. The main idea is to schedule the successor computation of a symbolic state, say s, before the successor computation of all states that are reachable from the states subsumed s.
Subsumer-first has implicit bias towards the discovery of symbolic counterexamples that maximize the size of the symbolic state that reaches the error location. This aspect of the heuristic is useful for improving the effectiveness of the counterexample-guided abstraction refinement procedures, since it exposes the imprecision of the abstraction to a larger extent.
We present an application of the subsumer-first heuristic for improving the efficiency of abstraction-based software verification within the framework of CE-GAR [6] based approaches. The empirical evaluation on industrial benchmarks of this search strategy implemented in ARMC [18] , a predicate abstraction based model checker, presents its efficacy. The search strategy saves in the abstraction computation phase across the refinement iterations. We observe significant efficiency improvements (median of 40% reduction, 1.6 speedup) on difficult benchmarks from the transportation domain. The subsumer guided search on an average leads to a significant reduction in the number of abstraction entailment queries, total number of states explored and the total time taken. In some cases it is orders of magnitude faster than the breadth-first strategy successfully employed previously.
Example
In this section, we illustrate the subsumer-first approach on a simple example motivated by the symbolic reachability analysis.
We consider a set of symbolic program states that contains a distinguished start state. We assume that the set of symbolic states are partially ordered by the subset inclusion relation on the sets of concrete states denoted by the corresponding symbolic states. We say a symbolic state n 1 subsumes a symbolic state n 2 if the state n 1 is larger than n 2 with respect to the given partial order. Furthermore, we consider a finite collection of monotonic successor functions over the symbolic states which represent a transition relation. Our goal is to construct a tree whose nodes are symbolic states, whose root is the start state, and whose parent-child relation is determined by the given transition relation.
We consider a reachability tree fragment in Figure 1 , and assume that it was constructed in the breadth-first manner. Let n 3 be the last node that was added to the tree, and furthermore assume that n 1 subsumes a node n 1 . All the nodes that are reachable from node n 1 are also reachable from n 3 . Now there are a few alternatives to resume the search from this point onwards.
One possible option is to continue the search in breadth-first manner, i.e. append node n 3 at the end of the queue of nodes to be expanded and continue. However, this approach can be sub-optimal since a significant amount of time may be spent in exploring states inside the subtree rooted at n 1 which are anyway going to be explored from state n 3 after some time. Such redundant computation should be avoided.
Another option is be to delete all the nodes in the subtree rooted at n 1 and resume the search in the breadth-first manner. Since all nodes reachable from n 1 are guaranteed to be reached from n 3 , it is a sound step to perform. The problem with this approach is that we may lose on already computed states (nodes inside subtree rooted at n 1 ) and would need to recompute them again. If the number of nodes in the subtree to be deleted is large, we potentially lose significantly in the re-computation of all the pruned nodes.
Our subsumer-first approach keeps the tree intact instead of deleting the subtree rooted at node n 1 . The node n 1 is pruned from the tree. The node n 3 is scheduled for expansion in the queue Q before the nodes in the subtree rooted at n 1 which are present in Q. From the monotonicity of successor functions, the successor node of n 3 with respect to a function τ 1 , say n 4 ,is guaranteed to be at least as large as n 2 . If the successor node n 4 is larger than n 2 , then the same algorithm applies recursively: the node n 2 is pruned and n 4 is scheduled ahead of the nodes in the subtree rooted at node n 2 . But if the successor node n 4 is equal to node n 2 , then we prune the node n 4 . Now we can reuse all of the previously computed subtree of n 2 . So if at some point, the newly computed successor node becomes exactly equal to some previously computed node, we can stop searching the space further from that node and reuse the whole of the previously computed subtree. It is easy to envision the cases where significant savings can be achieved. The child and parent pointers need to be appropriately modified and maintained during the complete iteration.
Another important advantage of this approach is that since larger symbolic states (less constrained) get priority for the expansion first, we search for error states in a much larger state space. The counterexamples involving the larger symbolic states are given priority over the ones involving smaller states (more constrained). Therefore the counterexamples we get in the abstract-check-refine loop expose the imprecision of the abstraction to a larger extent. Another perspective on the obtained counterexample is to consider them as a logical combination of multiple counterexamples. Refining multiple counterexamples simultaneously has been shown empirically to perform well in practice [16] , which is also confirmed by our experimental evaluation.
Subsumer-first approach
In this section, we present the subsumer-first approach in an abstract setting.
Let (S, ≤) be a partially ordered set, s 0 be a distinguished element in S, and R ⊆ S × S be a binary relation over S such that
Intuitively, S corresponds to a set of symbolic program states of a program and R models the transition relation of the program, which is necessarily monotonic. Our goal is to compute the set of elements in S that is reachable from s 0 via the binary relation R in form of a reachability tree. We assume that the tree is computed using a worklist based algorithm, and leave the worklist scheduling as unspecified.
The subsumer-first approach amounts to the following exploration strategy. Let s be an element to put on the worklist and X be the set of all elements that are reachable from any element already appearing in the tree and subsumed by s, i.e.,
Then, we put s on the worklist at a position with higher priority than any element from the set X.
Subsumer-first for predicate abstraction
In this section we present an application of the subsumer-first approach for the symbolic reachability analysis using predicate abstraction, which is a prominent abstraction technique for software verification.
Preliminaries
This section provides basic definitions together with a brief description of predicate abstraction [2] and a refinement-based approach for proving safety properties (which can be skipped by experts in predicate abstraction).
Programs and Computations
-Σ : a set of program states, -T : a finite set of program transitions such that each transition τ ∈ T is associated with a binary transition relation ρ τ ⊆ Σ × Σ, -s I : an initial state, s I ∈ Σ, -S E : a set of error states, S E ⊆ Σ.
Our exposition does not assume any further state structure. Though, for the sake of concreteness we point out that usually a program state s ∈ Σ is represented by a valuation of program variables, and program transitions T correspond to program statements as written in a programming language.
A program computation σ = s 1 , s 2 , . . . is a sequence of program states that starts at the initial state, i.e., s 1 = s I , and each pair of consecutive states (s i , s i+1 ) is related by some program transition τ ∈ T , i.e., (s i , s i+1 ) ∈ ρ τ . A program state s is reachable if it appears in some program computation. Let Reach be the set of all reachable states. The program P is safe if no error state in S E is reachable in any computation, i.e., if S E ∩ Reach = ∅.
A program path π is a sequence of program transitions. We write π · τ to denote an extension of a path π by a transition τ . A program path π = τ 1 , . . . , τ n is feasible if it induces a computation, i.e., if there is a sequence of states s 1 , . . . , s n+1 such that (s i , s i+1 ) ∈ ρ τi for each 1 ≤ i ≤ n.
Predicate Abstraction and Refinement We can verify program safety by computing the set of reachable program states and checking if it contains the error states. The set of reachable program states Reach can be constructed incrementally by iterating the "one-step" reachability operator post that maps a set of states S ⊆ Σ into a set of immediate successors. Formally, for each transition τ ∈ T we define post(τ, S) = {s ′ ∈ Σ | ∃s ∈ S : (s, s ′ ) ∈ ρ τ } , and then extend canonically to aggregate over all program transitions
Then, the set Reach of all reachable states consists of the states reachable from the initial state s I by any finite number of post-applications:
The set Reach of reachable states is generally not computable, since the number of iterations required to reach the fixpoint can be very large or infinite. For practical safety verification, we observe that any sufficiently precise overapproximation of Reach can be used to check program safety: if the error state is not present in the approximation then it is not reachable. Thus, by adjusting the precision of over-approximation we can achieve the desired practical effectiveness of the iterative reachability computation.
The framework of abstract interpretation formalizes the approximation-based approach by defining the effect of over-approximation using an abstraction function α as a basic building block [8] . The abstraction function α maps a set of program states to its over-approximation. Formally, we require S ⊆ α(S) for any set of states S, and α(S) ⊆ α(T ) for any set of states T such that S ⊆ T . We apply abstraction after each application of the "one-step" operator post post # (S) = α(post(S)) ,
and then obtain the desired over-approximation of the reachable states
The main challenge in applying the abstract interpretation framework amounts to choosing the abstraction function α that is precise enough and can be efficiently computed in practice. Predicate abstraction is a prominent approach to automate the construction of α using automated theorem prover [12] . It requires a finite set of predicates Preds = {P 1 , . . . , P n }, where each predicate P i represents a set of program states P i ⊆ Σ. An over-approximation of the state is constructed from Preds. Automated refinement techniques are used to determine the set of predicates that define the abstraction function.
Algorithms
We present our algorithm to combine the subsumer-first search strategy with the CEGAR framework. In each iteration of the abstract-check-refine loop, the method abstractCheck is called with queue Q initially containing only the start state. If no error state is reached and a fixpoint is reached, i.e. Q becomes empty, the program is declared SAFE. Otherwise if an error state is encountered, the abstract counterexample is checked whether it is a valid concrete counterexample. If yes, the counterexample is returned as a concrete counterexample presenting the violation of the safety property. Otherwise the spurious counterexample is refined by adding new predicates which refute its concrete existence and again a new iteration of abstractCheck is initiated with the newer set of predicates.
abstractCheck The abstractCheck algorithm in Figure 2 keeps expanding the states until either the queue becomes empty (line 1) or some error state is reached (line 5). It dequeues the first element n in the queue Q (line 2). Then for all possible enabled transitions τ , i.e. all transitions which can fire from n, the next state m is computed using post # (line 4). If m is an error state, checkCounterexample method is called which verifies if the counterexample path from the root to state m is spurious or not (line 6). SubsumedSubtree contains the list of nodes that are present in the subtree rooted at node p which is subsumed by m. In line 9, it is computed for all such p and then their union is taken. The child pointer from the parent of p, p p is modified to now point to m (lines 10-11). Also, in line 12 the child pointers of p are accordingly moved to now point from m.
If the node m is subsumed by some other node p in the tree, then the node m is not scheduled in Q (line 16). It should be noted that it can never be the case that m subsumes some node in the tree and at the same time is subsumed by some other node in the tree. We maintain the invariant that no node present in the tree is subsumed by any other node present in the tree.
If no node subsumes m, we schedule m in front of all the nodes that are present in both the SubsumedSubtree list and the queue Q (line 26). If no nodes present in the SubsumedSubtree are present in Q or the SubsumedSubtree is empty, m is appended at the end of Q (line 24).
computePosition The function computePosition returns the index of the first node in the queue Q that is also present in the SubsumedSubtree. It traverses over all the nodes in Q from the beginning (line 1) and returns the least index i, such that Q(i) ∈ SubsumedSubtree (line 4). If no such i is present, it returns −1.
computeSubtree The function computeSubtree computes the nodes in the subtree rooted at the node SId using the abstract child relation : n × τ → n.
Since there might be loops following the abstract child pointers, computeSubtree keeps adding nodes to the subTree list until it converges (lines 2-6). The cycles
n := dequeue(Q) 3.
forall τ . enabled(n, τ ) 4.
m := post # (n, τ ) 5.
if error(m) 6.
return checkCounterexample(m) 7.
SubsumedSubtree := ∅ 8.
forall p. subsumed(p, m) 9.
SubsumedSubtree ∪ := computeSubtree(p) 10.
AbstractChild \ := abstract child(pp, τ1, p) 11.
AbstractChild ∪ := abstract child(pp, τ1, m) 12.
forall q. child(q, p) 13.
AbstractChild \ := abstract child(p, τ2, q) 14.
AbstractChild ∪ := abstract child(m, τ2, q) 15.
if exists p. subsumed(m, p) 16.
AbstractChild ∪ := abstract child(n, τ, p) 17. else 18.
AbstractChild ∪ := abstract child(n, τ, m) 19.
if SubsumedSubtree == ∅ 20.
enqueue(Q, m) 21. else 22.
SubsumerPosition := computePosition(Q, SubsumedSubtree) 23.
if
if n ∈ SubsumedSubtree 4. return i 5. return −1 computeSubtree(SId) 1. SubTree := {SId} 2. until SubTree converges 3.
forall n ∈ SubTree 4.
forall m. child(m, n) 5.
if m / ∈ SubTree 6.
SubTree ∪ := m 7. return SubTree Fig. 2 . Subsumer-first based algorithm for symbolic reachability analysis using predicate abstraction.
(by following the child pointers) might be introduced while manipulating the child pointers when handling the subsumer and subsumed nodes.
Experiments
We present the results of the subsumer-first search heuristic and compare it with the breadth-first search strategy (both implemented in the ARMC model checker) on a set of benchmarks, some of which come from train control systems. We evaluated the heuristic on some of the most difficult benchmarks from the transportation domain. To get more coverage, we added some smaller benchmarks as well to the evaluation set. The results for computing the fixpoint given a fixed abstraction sufficient for verifying the safety property are presented in Table 1 and the results for the complete abstraction-refinement loop are presented in Table 2 , see Appendix A. The first two rows in the tables present the performance of breadth-first search and subsumer-first search respectively. The third row presents the percentage decrease in the running time, entailment queries and the number of states. The experiments were run on a dual core 3.16 GHz Intel Pentium processor machine with 2 GB of RAM. Table 1 presents the experiment results on the last iteration computation of ARMC given a sufficient set of predicates at the start of search to refute all spurious counterexamples and verify the safety property. This provides us a notion of reaching the fixpoint faster for a fixed abstraction. The last 3 columns of the table present the relative sizes of the benchmarks in terms of number of variables, transitions and locations in their control flow graphs. From the results, it is quite evident that subsumer-first strategy significantly outperforms the breadth-first search strategy consistently across all benchmarks. The subusmer-first strategy takes less time (mean decrease 31.8%, median 33.3%), produces fewer entailment queries (mean 35.8%, median 42.1%) and explores smaller number of states (mean 32.9%, median 35.5%). The subsumer-first strategy was on average 1.68 times faster, and the median speedup was 1.54. Table 2 presents the results for the complete abstraction-refinement loop starting with an empty initial abstraction. The results show that the subsumerfirst strategy mostly outperforms the breadth-first startegy in terms of running time(mean 31%, median 46.9%), number of entailment queries of theorem prover (mean 30.5%, median 20.8%) and the total number of states explored (mean 15.5%, median 29.7%). The subsumer-first strategy was 2.9 times faster on average (with median of 1.88) than the breadth-first strategy on these benchmarks. Since the subsumer-first approach refines thicker counterexamples, it usually finds more predicates but still on average reaches the fixpoint faster. In some cases, it might happen that while refining a shorter, thinner and local counterexample the breadth-first strategy might get lucky and the new predicates discovered may prune a large state space in the next iteration. But in general both from our experience from the experiments and as presented in [16] , refining more counterexamples simultaneously provides a higher chance of discovering better predicates and faster fixpoint arrival.
Odometrys1ub and model-test19 seem to belong to those exception cases where the thicker counterexamples take some time to find the right set of predicates whereas the thinner counterexample finds a good set of predicates accidentally. But even then the subsumer-first strategy remarkably generated fewer entailment queries on the odometrys1ub benchmark.
Discussion and future work
In this paper we present a useful heuristic which addresses the issues of efficient counterexample discovery and faster convergence of reachability computation simultaneously. The subsumer-first heuristic can also be thought of as a combination of breadth-first search strategy for state exploration with depth-first exploration of subsumer nodes. It tries to get benefits of both approaches and produces short and thick counterexamples. Refining thicker counterexamples gives a better chance to get good predicates after refinement. These predicates can potentially rule out many spurious paths in later iterations. The optimality of the strategy can not be guaranteed as sometimes some lucky predicates can be discovered from other counterexamples which may prune the search space far more. However, in practice the subsumer-first strategy usually performs well.
This heuristic can easily be integrated with other heuristic state space exploration strategies to achieve even more savings, e.g in case of saturating the strongly connected components(SCC) first heuristic, the subsumer-first heuristic can be used inside a particular SCC during its saturation. We present in this paper one application of this heuristic in predicate abstraction based model checking. Its adaptation for integration with lazy abstraction and partial order reduction techniques would certainly be an interesting next step.
One interesting case occurs when a node m subsumes a node p, we change the child pointer of parent of p p to m. But now if some node n subsumes p p , it may be the case that there are some states in the subtree of m which are not reachable from n but still we schedule n before all of m's subtree. Using more fine-grained information about the transition system might help in predicting even better positions for scheduling the new nodes in the queue Q. 
