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dm45.2 Changing string variables to numeric: correction














































g was published in STB-37. Please see Cox and Gould (1997) for a full explanation and discussion. It was translated
into the idioms of Stata 6.0 by Cox (1999). Here the program is corrected so that it can correctly handle any variable labels that
include double quotation marks. Thanks to Jens M. Lauritsen, who pointed out the need for this correction.
References
Cox, N. J. 1999. dm45.1: Changing string variables to numeric: update. Stata Technical Bulletin 49: 2.
Cox, N. J. and W. Gould. 1997. dm45: Changing string variables to numeric. Stata Technical Bulletin 37: 4-6. Reprinted in The Stata Technical
Bulletin Reprints, vol. 7, pp. 34–37.
dm72.1 Alternative ranking procedures: update



























) published in STB-51 (Cox and Goldstein 1999) have been revised
so that the variable labels of the new variables generated refer respectively to “ﬁeld”, “track” and “unique” ranks. For more
information, please see the original insert.
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dm73 Using categorical variables in Stata
John Hendrickx, University of Nijmegen, Netherlands, j.hendrickx@mailbox.kun.nl
Introduction
Dealing with categorical variables is not one of Stata’s strongest points. The
x
i program can generate dummy variables
for use in regression procedures, but it has several limitations. You can use any type of parameterization, as long as it is the
indicator contrast (that is, dummy variables with a ﬁxed reference category). Specifying the reference category is clumsy, third













t parses a list of categorical
and/or continuous variables to create a set of dummy variables (a DESign MATrix). Different types of parameterizations can be
speciﬁed, on a variable-by-variable basis if so desired. Higher order interactions can be speciﬁed either with or without main






t use the unimaginative name
x
*, which allows them
to be easily included in any Stata procedure but is hardly an improvement over
x













can be used to perform a Wald test on all model terms.
Example
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t reports this information nevertheless in case variables are dropped due to actual collinearity rather than simply duplication.
The 18 dummy variables use the “indicator contrast,” that is, dummy variables with the ﬁrst category as reference. See below




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t could be used to associate the parameters with the appropriate variables. However, it is



























































































































































































































































































































































































































































































































































































































































































































* are also available for




















































































































































































































































































































































































The model consists of one or more terms separated by spaces. A term can be a single variable, two or more variables joined
by period(s), or two or more variables joined by asterisk(s). A period is used to specify an interaction effect as such, whereas
an asterisk indicates hierarchical notation, in which both the interaction effect itself and all possible nested interactions and




































































The model speciﬁcation may be followed optionally by a comma and a default type of parameterization. A parameterization
can be speciﬁed as a name, of which the ﬁrst three characters are signiﬁcant, optionally followed by a speciﬁcation of the
reference category in parentheses (no spaces). The reference category should refer to the category number, not the category






) indicates that the deviation contrast is to be used with
the ﬁrst category (that is, 0) as the reference. If no reference category is speciﬁed, or the category speciﬁed is less than 1, then
the ﬁrst category is used as the reference category. If the reference category speciﬁed is larger than the number of categories,
then the highest category is used. Notice that for certain types of parameterizations, the “reference” speciﬁcation has a different
meaning.
Parameterization types















) indicates the deviation contrast. Parameters sum to zero over the categories of the variable. The parameter for ref is





) indicates the indicator contrast, that is, dummy variables with ref as the reference category. This is the parameterization
used by
x











) indicates the simple contrast with ref as reference category. The highest order effects are the same as indicator contrast





) indicates the difference contrast, for ordered categories. Parameters are relative to the previous category. If the ﬁrst
letter of ref is ‘





) indicates the Helmert contrast, for ordered categories. Estimates represent the contrast between that category and the
mean value for the remaining categories. If the ﬁrst letter of ref is ‘
b’, then the reverse Helmert contrast is used instead,



















) indicates a user-deﬁned contrast. ref refers to a contrast matrix with the same number of columns as the variable has
categories, and at least one fewer rows. If row names are speciﬁed for this matrix, these names will be used as variable























r indicates a direct effect, used to include continuous variables in the model.
Parameterizations per variable
Besides specifying a default parameterization after speciﬁcation of the model, it is also possible to specify a speciﬁc






























































































































e since the default reference category




e will use the indicator contrast as well but
with the ﬁrst category as reference, other effects will use the contrasts speciﬁed. Interpreting this mishmash of parameterizations
would be quite a chore.
Useful applications of the parameterization per variable feature could be to specify that some of the variables are continuous
while the rest are categorical, specifying a different reference category for certain variables, specifying a variable for the effects
of time as a low order polynomial, and so on.
On parameterizations
Models with categorical variables require restrictions of some type in order to avoid linear dependencies in the design
matrix, which would make the model unidentiﬁable (Bock 1975, Finn 1974). The parameterization, that is, the type of restriction
used does not affect the ﬁt of the model but does affect the interpretation of the parameters. A common restriction is to drop the
dummy variable for a reference category (referred to here as the indicator contrast). The parameters for the categorical variable
are then relative to the reference category. Another common constraint is the deviation contrast, in which parameters have a sum
of zero. One parameter can therefore be dropped as redundant during estimation and found afterwards using minus the sum of
the estimated parameters, or by reestimating the model using a different omitted category.
In many cases, the parameterization will be either irrelevant or the indicator contrast will be appropriate. The deviation
contrast can be very useful if the categories are purely nominal and there is no obvious choice for a reference category, e.g.,
“country” or “religion”. If there is a large number of missing cases, it can be useful to include them as a separate category
and see whether they deviate signiﬁcantly from the other categories by using the deviation contrast. The difference contrast can
be useful for ordered categories. In loglinear models, twoway interaction effects using the difference contrast produce the local
odds ratios (Agresti 1990). Stevens (1986) gives examples of using the Helmert contrast and user-deﬁned contrasts in Manova
analyses.
A parameterization is created by constructing a contrast matrix
C, in which the new parameters,
￿, are deﬁned as a linear





C,w h e r e
A is an unrestricted indicator matrix and
X
is a full rank design matrix, then










). Given this relationship, there are also formulas for
generating
X directly using a particular contrast (for example, Bock 1975, 300).
Such equations are to deﬁne dummy variables based on the deviation, simple, and Helmert contrasts. In the case of a











). These codings are then used to create
the appropriate dummy variables. Forming dummies based on the indicator contrast is simply a matter of dropping the dummy








y.T h e s eStata Technical Bulletin 7
dummies are normalized by dividing them by
p
m,w h e r e








In certain situations, it might be necessary to ascertain the codings used in generating the dummy variables, for example,
when a user-deﬁned contrast has been speciﬁed. Since the dummies have constant values over the categories of the variable































). The minimum or
maximum may of course be used instead of mean, or in a second run as a check.
The simple contrast and the indicator contrast
The simple contrast and the indicator contrast both use a reference category. What then is the difference between the two?




























b are the same whether the simple or indicator contrast is used, but all other estimates
are different.
The difference is that the parameters for the indicator contrast are relative to the reference category whereas the values





















a; see, e.g., ANOVA) has the following mean values for each of the four categories












g, the constant using the
indicator contrast with the ﬁrst category as reference is 26.067. Using the simple contrast, the constant is 18.4625, the mean of
the four category means, regardless of the reference category.













































































































































































































































































































































If the indicator contrast is used, the
b parameters have the same value but the constant is 26.067, the mean for the ﬁrst category.







































































































The ﬂip side of this is that lower-order effects will depend on the choice of reference category if the indicator contrast is used
but not for the simple contrast. Tests for the signiﬁcance of lower-order terms will also depend on the reference category if the



































b, if another reference category is used. Using the simple contrast, or one of the







t produces a legend associating dummy variables with model terms, but interpreting the results using this would be






p can be run after estimation to produce a compact summary of the results
with longer labels for the effects. Only the estimates and their standard deviations are reported, together with one asterisk to











￿8 Stata Technical Bulletin STB-52


















p it will produce multiplicative parameters, e.g., incident-rate ratios in Poisson regression, and















e,w h e r e
b is the linear estimate and
s


















] to each variable name, corresponding to the name of the term and the




n is deﬁned for a variable, this value will be printed with two spaces indented. If not,


































t to perform a Wald test on all model



























m as an option to test for equality of all parameters in a





































l will do nothing. The global variables








m or related programs.
Note






t was derived from a SAS macro by the same name that I wrote during the course of my PhD
dissertation (Hendrickx 1992, 1994). The SAS version is available at http://baserv.uci.kun.nl/˜johnh/desmat/sas/.
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dm74 Changing the order of variables in a dataset
Jeroen Weesie, Utrecht University, Netherlands, j.weesie@fss.uu.nl








r for the changing of the order of variables in a dataset. Stata





r changes the order of the variables in the current dataset by moving the variables



































r alphabetizes the variables speciﬁed in varlist

















































































































































































































































































































































































































































































































































































































































































ip18.1 Update to resample

































































e draws a random sample with replacement from one or more variables, and stores the resample as one or more
variables named to resemble their parents; see Gleason (1997) for a precise description of the naming rule. By default, an existing
variable whose name satisﬁes the rule is silently overwritten; this simpliﬁes the process of repeatedly resampling a dataset, as
in bootstrapping.


















will, on ﬁrst use, draw a random sample of (
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the (newly created) variables
x and








with a new random resample of (
x,











N of the variables
x and
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will place a random sample of (
x,






N in the variables
x and








y with missing values.
































would place a random sample of (
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N in the variables
x and






;20 of the variables
x and
y .


























Gleason J. R. 1997. ip18: A command for randomly resampling a dataset. Stata Technical Bulletin 37: 17–22. Reprinted in Stata Technical Bulletin
Reprints, vol. 7, 77–83.
ip29 Metadata for user-written contributions to the Stata programming language
Christopher F. Baum, Boston College, baum@bc.edu
Nicholas J. Cox, University of Durham, UK, n.j.cox@durham.ac.uk
One of Stata’s clear strengths is the extensibility and ease of maintenance resulting from its nonmonolithic structure. Since
the program consists of a relatively small executable “kernel” which invokes ado-ﬁles to provide much of its functionality, the
Stata programming language may be readily extended and maintained by its authors. Since ado-ﬁles are plain text, they may be
easily transported over networks such as the Internet. This has led to the development of “net-aware” Stata version 6, in which
the program can enquire of the Stata Corporation whether it is lacking the latest updates, and download them with the user’s
permission. Likewise, software associated with inserts from the Stata Technical Bulletin may be “net-installed” from Stata’s web
site. The knowledge base, or metadata, of ofﬁcial information on Stata’s capabilities is updated for each issue of the STB,a n d






h command, so that even if you have not installed a particular






h will inform you of its existence.
A comprehensive collection of metadata cataloging users’ contributions to Stata is more difﬁcult to produce. Stata’s
extensibility has led to the development of a wide variety of additional Stata components by members of the Stata user
community, placed in the public domain by their authors and generally posted to Statalist. Statalist is an independently operated
listserver for Stata users, described in detail in the Statalist FAQ (see the References). In September 1997, a RePEc “series,”




















a.R e P E c ,a n
acronym for Research Papers in Economics, is a worldwide volunteer effort to provide a framework for the collection and
exchange of metadata about documents of interest to economists; be those documents the working papers (preprints) written by
individual faculty, the articles published in a scholarly journal, or software components authored by individuals on Statalist. The
fundamental scheme is that of a network of “archives,” generally associated with institutions, each containing metadata in the
form of templates describing individual items, akin to the automated cataloging records of an electronic library collection. The
information in these archives is assembled into a single virtual database, and is then accessible to any of a number of RePEc
“services” such as IDEAS. A service may provide access to the metadata in any format, and may add value by providing powerful
search capabilities, download functionality in various formats, etc. RePEc data are freely available, and a service may not charge
for access to them.
The Statistical Software Components Archive (SSC-IDEAS) may be used to provide search and “browsing” capabilities to
Stata users’ contributions to the Stata programming language, although it is not limited to Stata-language entries. The “net-aware”
facilities of Stata’s version 6 make it possible for each proliﬁc Stata author in the user community to set up a download site
on their web server and link it to Stata’s “net from” facility. Users may then point and click to access user-written materials.









command, have Stata users produced one? And from where may I download it?” If we imagine 100 users’ sites linked to Stata’s
“net from” page, the problem becomes apparent.
By creating a “template” for each user contribution and including those templates in the metadata that produces the
SSC-IDEAS archive listing, we make each of these users’ contributions readily accessible. The IDEAS “search” facility may be
used to examine the titles, authors, and “abstracts” of each contribution for particular keywords. The individual pages describing








p ﬁles themselves. If an author hasStata Technical Bulletin 11
placed materials in a Stata download site, the SSC-IDEAS entry may refer to that author’s site as the source of the material, so
that updates will be automatically propagated. Thus, we consider that the primary value added of the SSC-IDEAS archive is its









k command may be answered in seconds via a trip to SSC-IDEAS from any web browser.
It should be noted that materials are included in the SSC-IDEAS archive based on the maintainer’s evaluation of their
completeness, without any quality control or warranty of usefulness. If a Statalist posting contains a complete ado-ﬁle and help
ﬁle in standard Stata format, with adequate contact information for the author(s), it will be included in the archive as long as its
name does not conﬂict with an existing entry. Authors wanting to include a module in the archive without posting–due to, for
example, its length–or wanting an item included via its URL on a local site, rather than placing it in the archive–should contact


















u). Authors retain ownership of their archived modules, and may request that they
be removed or updated in a timely fashion.
Large utilities archlist, archtype, and archcopy











contributions from the SSC-IDEAS archive. Consequently, the materials in the archive are described in two sets of metadata: ﬁrst,














which permit these materials to be net installed, are generated automatically from the templates. This duality implies that much









t command may be used in two forms. The command alone produces a current list of all Stata net-installable




, ) the listing


















y command permits the user to copy a single ﬁle from SSC-IDEAS to the STBPLUS directory on their local

















































and acquire virtue largely by saving the user from remembering (or looking up), and then typing, the majority of the address of


















































































y will not create



















t letter, which produces a listing of modules in the SSC-IDEAS










l may be given to install any of those modules. This sequence of commands







m wherever to navigate to the SSC-IDEAS link, whether by URL or using the help system on a




















































































y without suppressing its useful output. Any logging previously








t lists packages whose names
begin with that letter, but only on the screen. Further
n
e
























y ﬁlename copies ﬁlename from the SSC-IDEAS archive to the appropriate directory or folder within STBPLUS,
















































e speciﬁes that ﬁlename is to be overwritten.


















































































































Helpful advice was received from Bill Gould, Thomas Krichel, Jens Lauritsen and Vince Wiggins.
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sbe31 Exact conﬁdence intervals for odds ratios from case–control studies
William D. Dupont, Vanderbilt University, bill.dupont@vanderbilt.edu

















































































































































i (see [R] epitab) except that additional output is
provided. The default output includes Cornﬁeld’s conﬁdence interval for the odds ratio calculated both with and without a
continuity correction. These intervals are labeled “adjusted” and “unadjusted,” respectively. We also provide Yates’ continuity





t option is given, the exact conﬁdence
interval for the odds ratio is also derived, as well as twice the one-sided Fisher’s exact
p-value. Analogous conﬁdence intervals










0 be the number of subjects who are,
or are not, exposed to the risk factor of interest,
a be the number of exposed cases, and
  be the true odds ratio for exposure in
cases compared to controls. Then Clayton and Hills (1993, 171) give the probability of observing




































































































) where the limits of the conﬁdence
















=2 (see Rothman and Greenland 1998, 189).







) that is based on a continuity corrected normal approximation (see Breslow and
Day 1980, 133). Stata provides an analogous estimate that uses an uncorrected normal approximation (Gould 1999). We refer
to these estimates as Cornﬁeld’s adjusted and unadjusted estimates, respectively. We estimate
 
























). We use the secant method to derive
 






























































































i abandons the iteration and prints an error message if
convergence has not been achieved within 100 iterations. However, we have yet to discover a
2
￿





1 are themselves calculated iteratively by programs that can return missing or nonpositive values. If this
happens we set
 







U in an analogous fashion. The formula for Yates’ continuity corrected
￿
2 statistic is given in many introductory texts (see,
for example, Armitage and Berry 1994, 137).
Examples
















































































































































































































































































































































































































































































































































































































































































































































































































These results give exact conﬁdence intervals that are in complete agreement with those of Clayton and Hills. The next example
is from Gould (1999):














































































































































































































































































































































































































































































































































































































































































































































































































































The adjusted and unadjusted Cornﬁeld’s limits agree with those published by Gould to three signiﬁcant ﬁgures. Also, the adjusted






































































































































































































































































































































































































































































































































































































































































































































































































The values of Yates’ continuity corrected
￿
2 statistic and
p-value agree with those published by Armitage and Berry (1994,
140), as do the one- and two-sided Fisher’s exact
p-value. Note that Yates’
p-value agrees with twice the one-sided Fisher’s
exact
p-value to two signiﬁcant ﬁgures even though the minimum expected cell size is only 2.4.
Remarks
Many epidemiologists, including Rothman and Greenland (1998, 189) and Breslow and Day (1980, 128) deﬁne a 95%
conﬁdence interval for a parameter to be the range of values that cannot be rejected at the 5% signiﬁcance level. A more
traditional deﬁnition is that it is an interval that spans the true value of the parameter with probability 0.95. These deﬁnitionsStata Technical Bulletin 15
are equivalent for a normally distributed statistic whose mean and variance are unrelated. For a discrete statistic whose mean
and variance are interrelated, however, these deﬁnitions can lead to different intervals. Let us refer to these deﬁnitions as the
nonrejection and coverage deﬁnitions, respectively. The nonrejection 95% conﬁdence interval always spans the true value of the
parameter with at least 95% but possibly greater certainty (see Rothman and Greenland 1998, 189, 221–222). Exact conﬁdence
intervals are deﬁned using the nonrejection deﬁnition. In all contingency tables that we have examined to date, the exact interval
for the odds ratio is better approximated by Cornﬁeld’s adjusted conﬁdence interval than by his unadjusted interval. This does
not, however, contradict the observation of Gould (1999) that the coverage probability of the adjusted interval can exceed 95%.
This is because the exact interval itself can have this over-coverage property. Statisticians who wish to approximate the exact
interval will prefer to use Cornﬁeld’s adjusted interval. Those who seek an interval that comes as close as possible to spanning
the true odds ratio with 95% certainty may well prefer to use his unadjusted interval.
Controversy has surrounded the use of Yates’ continuity correction for decades. Grizzle (1967) and Camilli and Hopkins
(1978) performed simulation studies that indicated that the Type I error probability for the corrected
￿
2 statistic was less than
the nominal value. They and Haviland (1990) argue that the continuity correction should not be used for this reason. Rebuttals
to these papers have been published by Mantel and Greenhouse (1968) and Mantel (1990). Tocher (1950) showed that uniformly
most powerful unbiased tests are obtained by conditioning on the observed marginal totals of a contingency table. The simulation
studies of Grizzle, and Camilli and Hopkins are not conditioned on the observed marginal total of exposed case and control
subjects. Many statisticians accept the Conditionality Principle, which states that if an ancillary statistic exists whose distribution
is unaffected by the parameter of interest, then inferences about this parameter should be conditioned on this ancillary statistic
(Cox and Hinkley 1974, 38). In case–control studies the marginal total of exposed cases and controls is not a true ancillary
statistic for the odds ratio, but it is similar to one in the sense that knowing the total number of exposed subjects tells us
nothing about the value of the odds ratio. This fact provides a justiﬁcation for using Fisher’s exact test in case–control studies
even though the total number of exposed subjects is not ﬁxed by the experimental design. Rothman and Greenland (1998, 251)
state that “Although mildly controversial, the practice [of conditioning on the number of exposed subjects] is virtually universal
in epidemiologic statistics.” Rothman and Greenland (1998, 185), Breslow and Day (1980, 128), Mantell (1990) and others
suggest doubling the one-sided Fisher’s exact
p-value for two-sided tests. Yates’ continuity correction is used to approximate the
hypergeometic distribution of Fisher’s exact test by a normal distribution. Yates’
p-value provides an excellent approximation to
twice the one-tailed Fisher’s
p-value over a wide range of contingency tables; for this purpose it is far more accurate than the
p-value from the uncorrected statistic (Dupont 1986). Note that doubling the one-sided exact
p-value has the desirable property









i do not share this property.
Our intent in the preceding paragraphs is not to rehash old arguments but to point out that knowledgeable statisticians can
and do disagree about the use of continuity corrections in calculating conﬁdence intervals for the odds ratio or
p-values for
testing null hypotheses. We believe that Stata, and its community of statisticians, will be strengthened by allowing STB readers









i makes extensive use of the code from Stata’s
c
c























Armitage, P. and G. Berry. 1994. Statistical Methods in Medical Research. 3d ed. Oxford: Blackwell.
Breslow, N. E. and N. E. Day. 1980. Statistical Methods in Cancer Research, vol. 1, The Analysis of Case-Control Studies. Lyon, France: IARC
Scientiﬁc Publications.
Camilli, G. and K. D. Hopkins. 1978. Applicability of chi-square to 2 x 2 contingency tables with small expected cell frequencies. Psychological
Bulletin 85: 163–167.
Clayton, D. and M. Hills. 1993. Statistical Models in Epidemiology. Oxford: Oxford University Press.
Cox, D. R. and D. V. Hinkley. 1974. Theoretical Statistics. London: Chapman and Hall.
Dupont, W. D. 1986. Sensitivity of Fisher’s exact test to minor perturbations in 2 x 2 contingency tables. Statistics in Medicine 5: 629–635.





i commands report different conﬁdence intervals than Epi Info? Stata Frequently asked questions.
http://www.stata.com/support/faqs/
Grizzle, J. E. 1967. Continuity correction in the
￿
2 test for 2x2 tables. The American Statistician 21: 28–32.
Haviland, M. G. 1990. Yates’ correction for continuity and the analysis of 2 x 2 contingency tables. Statistics in Medicine 9: 363–367.
Mantel, N. 1990. Comment. Statistics in Medicine 9: 369–370.
Mantel, N. and S. W. Greenhouse. 1968. What is the continuity correction? The American Statistician 22: 27–30.16 Stata Technical Bulletin STB-52
Pozrikidis, C. 1998. Numerical Computation in Science and Engineering. New York: Oxford University Press.
Rothman, K. J. and S. Greenland. 1998. Modern Epidemiology. Philadelphia: Lippincott–Raven.
Tocher, K. D. 1950. Extension of the Neyman-Pearson theory of tests to discontinuous variates. Biometrika 37: 130–144.
sg119 Improved conﬁdence intervals for binomial proportions






i commands provide so-called exact conﬁdence intervals for binomial proportions, i.e., for the parameter











i compute Clopper–Pearson (1934) intervals which are “exact” in that their
actual coverage probability is never less than the nominal level, whatever the true value of
p. But it is widely known that
Clopper–Pearson (CP) intervals are almost everywhere conservative; for most values of
p, the actual coverage probability is
well above the nominal level. More importantly, from a practical view, “exact” intervals tend to be wide. These facts have














that implement, in addition to the CP and Wald (see below) intervals, three alternative conﬁdence intervals each of which has
practical advantages over the CP and Wald intervals.
Overview
The best-known interval for

















n,w h e r e
b




2 is the value
of a standard normal distribution having area
￿
=2 to its right. This is known as the Wald interval for
p, in deference to its
connection with the Wald test of a hypothesis about
p. But the Wald interval has poor coverage properties even for large
n,a s
has been demonstrated repeatedly. (An excellent source is Vollset 1993, who examined the performances of the Wald and CP
intervals, along with those of ten competing intervals.) In particular, at certain isolated values of
p, the actual coverage of the Wald
interval plunges well below the nominal conﬁdence level. A graph of coverage probability versus
p will consequently present
deep, downward spikes. For example, even at
n














can drop to near 0.80.
Many non-CP conﬁdence intervals attempt to dampen these coverage spikes, typically with only partial success; see Vollset



















> 0, and then apply
the Wald formula. This biases the center of the resulting interval toward 1
=2 and can greatly improve its worst-case coverage





































). (For conﬁdence other than 95%,




2, presumably.) The estimator
~
p can be traced to Wilson (1927), so we refer to the
associated interval as the Wilson interval. While setting
b
= 2 does greatly improve the minimum coverage of the Wald interval,
there is a ﬂaw; except for
b
p rather near 1
=2, the Wilson interval can be even wider than the CP interval.





i), why use an approximate interval even wider than the already conservative CP interval? It turns out that
b
= 2 is simply too
large a bias except when
b
p is near 1
=2; allowing
b to decrease as
b
p departs 1























































the enhanced-Wald conﬁdence interval.
Another approach to improved binomial conﬁdence intervals is the classic arcsine transformation. Vollset (1993) showed












































































n are handled in the next paragraph.) Let us call this the
enhanced-arcsine interval.













g, one or both of the CP limits can be easily computed and should be used in preference to the limits of any
approximate interval (Blyth 1986). Precisely, at
x
=






















n; similar expressions hold for
x
= 0a n d
x
= 1. While there is little reason to quibble with these limits, using them
in connection with a non-CP method requires some care to ensure that the end result satisﬁes an eminently sensible condition:
Conﬁdence limits for
p should be nondecreasing in
x. That is, upper and lower limits for any given
x
<
n should be no greater
than those for
x
+1. Ordinarily this is not a problem until one mixes limits from two different methods; precisely what endpoint
adjustment requires.
These issues do complicate the topic of conﬁdence intervals for
p, but at least there is potential for practical gain. The
following conclusions can be drawn about endpoint adjusted binomial conﬁdence intervals:Stata Technical Bulletin 17
￿ The Wald interval has poor worst-case coverage probability but it is very narrow when
x is near 0 or
n.
￿ The Wilson 95% conﬁdence interval (Agresti and Coull 1998) has minimum coverage much closer to 95% than does the
Wald interval. However, Wilson intervals are often wider than, but rarely much narrower than the CP interval. In addition,
Wilson 90% intervals have mediocre minimum coverage probability.
￿ The enhanced-arcsine and enhanced-Wald intervals have much improved minimum coverage probability though both can
be slightly liberal, usually for
p near 1
=2. But for
p beyond about 0.9 or 0.1, both methods tend to give minimum coverage
above the nominal level and intervals narrower than the CP interval.
￿ In fact, the expected intervals from the enhanced-arcsine and enhanced-Wald methods are (almost) always narrower than
the expected CP interval. The advantage in expected length is often near 5% but can reach more than 15%. This translates
to a 10% to 35% increase in effective sample size relative to the CP interval and, often, an even greater increase relative
to the Wilson interval.
￿ The enhanced Wald interval generally has coverage probability slightly better than, and expected interval length slightly
worse than the enhanced arcsine interval.
See Gleason (1999a) for additional detail on these conﬁdence interval methods, and comparisons among them.














i compute conﬁdence intervals for the binomial parameter
p using the CP “exact”
method, or any of four endpoint-adjusted approximate methods; Wald, enhanced Wald, Wilson, or enhanced arcsine. Their design

























































































































































































































) is required. cond is any Boolean (true–false) condition whose truth value deﬁnes the proportion of interest. cond can be
an arbitrarily complex expression and it may contain embedded double-quote (
") characters; the only requirement is that





























l is the desired conﬁdence level speciﬁed either as a proportion or as a percentage. The default level is the current setting







The remaining options choose conﬁdence interval methods for the proportion
b






















d is almost certainly a better
choice.
Example


























































































































































































































































































































































































































































































Suppose we are interested in the proportion of patients who were at least 65 years old at the outset and who died during the
study, considering only patients who received one of the two active drugs. For that proportion, we’d like a 99% conﬁdence
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sg120 Receiver Operating Characteristic (ROC) analysis



































































































































































































































ts are allowed, see [U] 14.1.6 weight.
Description
The above commands are used to perform Receiver Operating Characteristic (ROC) analyses with rating and discrete
classiﬁcation data.
The two variables refvar and classvar must be numeric. The reference variable indicates the true state of the observation
such as diseased and nondiseased or normal and abnormal, and must be coded 0 and 1. The rating or outcome of the diagnostic












b plots the ROC curve and calculates the area
































p tests the equality of two or more ROC areas obtained from applying two or more test modalities to the same







p expects the data to be in wide form when comparing areas estimated from the same







r speciﬁes that the standard error for the area under the ROC curve be calculated using the method suggested by Bamber






y speciﬁes that the standard error for the area under the ROC curve be calculated using the method suggested by Hanley






l outputs a table displaying the sensitivity, speciﬁcity, percent of subjects correctly classiﬁed, and two likelihood-ratios



















e outputs a 2
￿
































h suppresses graphical output of the ROC curve.
































t from showing the iteration log.20 Stata Technical Bulletin STB-52

















e suppresses the plotting of the 45 degree reference line from the graphical output of the ROC curve.





























l speciﬁes that the areas under the ROC curves to be compared should be estimated using the binormal distribution














) speciﬁes the contrast matrix to be used when comparing ROC areas. By default, the null hypothesis that all
























p; it says that each ROC curve should be placed on its own graph rather than one







h suppresses graphical output of the ROC curve.














Receiver Operating Characteristic (ROC) analysis is used to quantify the accuracy of diagnostic tests or other evaluation
modality used to discriminate between two states or conditions. For ease of presentation, we will refer to these two states as
normal and abnormal, and to the discriminatory test as a diagnostic test. The discriminatory accuracy of a diagnostic test is
measured by its ability to correctly classify known normal and abnormal subjects. The analysis uses the ROC curve, a graph
of the sensitivity versus 1
￿ speciﬁcity of the diagnostic test. The sensitivity is the fraction of positive cases that are correctly
classiﬁed by the diagnostic test, while the speciﬁcity is the fraction of negative cases that are correctly classiﬁed. Thus, the
sensitivity is the true-positive rate, and the speciﬁcity the true-negative rate.
The global performance of a diagnostic test is commonly summarized by the area under the ROC curve. This area can be
interpreted as the probability that the result of a diagnostic test of a randomly selected abnormal subject will be greater than the
result of the same diagnostic test from a randomly selected normal subject. The greater the area under the ROC curve, the better
the global performance of the diagnostic test.
Both nonparametric methods and parametric (semi-parametric) methods have been suggested for generating the ROC curve
and calculating its area. In the following sections we present these approaches, and in the last section present tests for comparing
areas under ROC curves.




Comparing areas under the ROC curve
Nonparametric ROC curves
The points on the nonparametric ROC curve are generated by using each possible outcome of the diagnostic test as a
classiﬁcation cut-point, and computing the corresponding sensitivity and 1
￿ speciﬁcity. These points are then connected by
straight lines, and the area under the resulting ROC curve computed using the trapezoidal rule.
Example
Hanley and McNeil (1982) presented data from a study in which a reviewer was asked to classify, using a nine point
scale, a random sample of 109 tomographic images from patients with neurological problems. The rating scale was as follows:
1–deﬁnitely normal, 2–probably normal, 3–questionable, 4–probably abnormal, and 5–deﬁnitely abnormal. The true disease
status was normal for 58 of the patients and abnormal for the remaining 51 patients.





































































































e option we obtain a contingency







































































































































































































































































































































































































































h option can be used to suppress the ROC plot.
The ROC curve is plotted by computing the sensitivity and speciﬁcity using each value of the rating variable as a possible
cut-point. A point is plotted on the graph for each of the cut-points. These plotted points are joined by straight lines to form the
ROC curve and the area under the ROC curve computed using the trapezoidal rule.
































































































































































































































































































































































































































































































































































































), indicates that all tomographs rated as 1 or greater are classiﬁed as coming from abnormal subjects.
Because all tomographs have a rating of 1 or greater, all are considered abnormal. Consequently, all abnormal cases are correctly
classiﬁed (sensitivity
=100%), but none of the normal patients are classiﬁed correctly (speciﬁcity





), tomographs with ratings of 1 are classiﬁed as normal and those with ratings of 2 or greater are classiﬁed as abnormal.
The resulting sensitivity and speciﬁcity are 94.12% and 56.90%, respectively. Using this cut-point we correctly classiﬁed 74.31%
of the 109 tomographs. Similar interpretations can be used on the remaining cut-points. As mentioned, each cut-point corresponds















l also reports two likelihood ratios suggested by Choi (1998); the likelihood ratio for a positive test result (LR+), and
the likelihood ratio for a negative test result (LR–). The likelihood ratio for a positive test result is the ratio of the probability
of a positive test among the truly positive subjects to the probability of a positive test among the truly negative subjects. The
likelihood ratio for a negative test result (LR–) is the ratio of the probability of a negative test among the truly positive subjects
to the probability of a negative test among the truly negative subjects. Choi points out that LR+ corresponds to the slope of the
line from the origin to the point on the ROC curve determined by the cut-point, and similarly LR– corresponds to the slope from







b calculates the standard error for the area under the curve using an algorithm suggested by DeLong,
DeLong and Clarke-Pearson (1988), and asymptotic normal conﬁdence intervals. Optionally, standard errors based on methods

































































































































































































































































































































































































Dorfman and Alf (1969) developed a generalized approach for obtaining maximum likelihood estimates of the parameters
for a smooth ﬁtting ROC curve. The most commonly used method, and the one implemented here, is based upon the binormal
model.
The model assumes the existence of an unobserved continuous latent variable that is normally distributed (perhaps after











respectively. The model further assumes that the
K categories of the rating variable result from partitioning the unobserved
latent variable by
K
￿ 1 ﬁxed boundaries. The method ﬁts a straight line to the empirical ROC points plotted using normal
probability scales on both axes. Maximum likelihood estimates of the line’s slope and intercept, and the
K
￿ 1 boundaries are
obtained simultaneously. See Methods and Formulas for details.
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Thus the intercept is the standardized difference between the two latent population means, and the slope is the ratio of the
two standard deviations. The null hypothesis of no difference between the two population means is evaluated by testing if the
intercept
=0, and the null hypothesis that the variances in the two populations are equal is evaluated by testing if the slope
=1.
Example









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t outputs the MLE for the intercept and slope of the ﬁtted regression line along with, in this case, 4 boundaries (because














t also computes and reports 4 indices based on the ﬁtted
































More information about these indices can be found in the Methods and Formulas section and in Erdreich and Lee (1981).
Note that in the output table we are testing whether or not the variances of the two latent populations are equal, by testing
if the slope
=1.
In Figure 2 we plot the ﬁtted ROC curve.




























Figure 2. Parametric ROC curve for the tomography data.
Lorenz-like curves
For applications where it is known that the risk status increases or decreases monotonically with increasing values of the
diagnostic test, the ROC curve and associated indices are useful in accessing the overall performance of a diagnostic test. When
the risk status does not vary monotonically with increasing values of the diagnostic test, however, the resulting ROC curve can
be nonconvex and its indices unreliable. For these situations, Lee (1999) proposed an alternative to the ROC analysis based on
Lorenz-like curves and associated Pietra and Gini indices.
Lee (1999) mentions at least three speciﬁc situations where results from Lorenz curves are superior to those obtained
from ROC curves: (1) a diagnostic test with similar means but very different standard deviations in the abnormal and normal
populations, (2) a diagnostic test with bimodal distributions in either the normal or abnormal populations, and (3) a diagnostic
test distributed symmetrically in the normal population and askew in the abnormal.
Note that when the risk status increases or decreases monotonically with increasing values of the diagnostic test, the ROC
and Lorenz curves yield interchangeable results.
Example






z option we constructed a ﬁctitious dataset that yields results similar to those presented
in Table III of Lee (1999). The data assumes that a 12 point rating scale was used to classify 442 diseased and 442 healthy































































The dataset consists of 24 observations, 12 observations from diseased individuals and 12 from nondiseased individuals. Each





s. The number of subjects
represented by each observation is given by the
p
o
p variable, making this a frequency-weighted dataset. The data were generated
assuming a binormal distribution of the latent variable with similar means for the normal and abnormal population, but with the
standard deviation for the abnormal population 5 times greater than that of the normal population.




















































Figure 3. Nonparametric ROC curve for the artiﬁcial data.
The resulting ROC curve is nonconvex or, as termed by Lee, “wiggly.” Lee argues that for this and similar situations, the


































































cumulative % of disease=0





















































































Similarly to ROC curves, a more bowed Lorenz curve suggests a better diagnostic test. This “bowedness” is quantiﬁed by
the Pietra index which is geometrically equivalent to twice the largest triangle that can be inscribed in the area between the
curve and the diagonal line, and the Gini index which is equivalent to twice the area between the Lorenz curve and the diagonal.
Lee (1999) provides several additional interpretations for the Pietra and Gini indices. Interested individuals should consult the
reference for complete information.
Comparing areas under the ROC curve







p. The command syntax is slightly different if the ROC
curves are correlated (i.e., different diagnostic tests applied to the same sample) or independent (i.e., diagnostic tests applied to
different samples).
Example with correlated data
Hanley and McNeil (1983) presented data from an evaluation of two computer algorithms designed to reconstruct CT images
from phantoms. We will call these two algorithms modalities 1 and 2. A sample of 112 phantoms was selected; 58 phantoms
were considered normal, and the remaining 54 phantoms abnormal. Each of the two modalities was applied to each phantom and
the resulting images rated by a reviewer using a six point scale: 1–deﬁnitely normal, 2–probably normal, 3–possibly normal,26 Stata Technical Bulletin STB-52
4–possibly abnormal, 5–probably abnormal, and 6–deﬁnitely abnormal. Because each modality was applied to the same sample
of phantoms the two sets of outcomes are correlated.




























































Note that the data are in wide form. This is required when dealing with correlated data. Each observation corresponds to








2 identiﬁes the rating assigned for
















1 if abnormal. Note that
observations with at least one missing rating are dropped from the analysis.











































































































































































































































































































































































 mod1 ROC area: 0.8828  mod2 ROC area: 0.9302














p plots the ROC curves on the same graph. Optionally, the curves can be plotted side by side, each on
















p reports summary statistics and provides a test for the equality of the area under the curves using
an algorithm suggested by DeLong, DeLong and Clarke-Pearson (1988).
Although the area under the ROC curve for modality 2 is larger than that of modality 1, the chi-squared test yielded a








p command can also be used to compare more than two ROC areas. To illustrate this, we modiﬁed the previous



















































 mod1 ROC area: 0.8828  mod2 ROC area: 0.9302
 mod3 ROC area: 0.924























































































































































































































































































































































































p tests whether the areas under the ROC curves are all equal. Other comparisons can be tested by creating a






) where matname is the name of the contrast matrix.











































2 and would have obtained the same test results. However, for illustration we will continue with this
example.









s (i.e., the total number of ROC


















































































































































































































































































































































































































































Note that although all three areas are reported, the comparison is made using the speciﬁed contrast matrix.
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3 is better than at least one of the other two by ﬁrst


























































Example with independent data
In the previous example we noted that because each test modality was applied to the same sample of phantoms, the
classiﬁcation outcomes were correlated. Now assume that we have collected the same data as presented by Hanley and McNeil
(1983), except that we applied the ﬁrst test modality to one sample of phantoms and the second test modality to a different
sample of phantoms. The resulting measurements are now considered independent.











































































Note that the dataset is in long form. This is required when dealing with independent data. The dataset consists of 24
observations, 6 observations corresponding to abnormal phantoms and 6 to normal phantoms evaluated using the ﬁrst modality,
and similarly 6 observations corresponding to abnormal phantoms and 6 to normal phantoms evaluated using the second modality.
The number of phantoms corresponding to each observation is given by the
p
o










g is the assigned classiﬁcation.













































































































































































































































































































































































































































We now compare the areas under the two ROC curves.



























































 1 ROC area: 0.8828  2 ROC area: 0.9302




































































































































































































































































































































































































































































































































































































a abnormal subjects. Further assume that the higher
the outcome value of the diagnostic test, the higher the risk of the subject being abnormal. Let
b































n be the values of the diagnostic test for the abnormal and normal
subjects, respectively.
Nonparametric ROC
The points on the nonparametric ROC curve are generated by using each possible outcome of the diagnostic test as a
classiﬁcation cut-point and computing the corresponding sensitivity and 1
￿ speciﬁcity. These points are then connected by
straight lines, and the area under the resulting ROC curve computed using the trapezoidal rule.
The default standard error for the area under the ROC curve is computed using the algorithm described by DeLong, DeLong
and Clarke-Pearson (1988). For each abnormal subject,


























and for each normal subject,






































































































































y standard error for the area under the ROC curve is computed using the algorithm described by Hanley and




2,w h e r e
Q
1 is the prob(two randomly selected abnormal
subjects will both have a higher score than a randomly selected normal subject), and
Q
2 is the prob(one randomly selected
abnormal subject will have a higher score than any two randomly selected normal subjects). Then the Hanley and McNeil






































































































































































































































Asymptotic conﬁdence intervals are constructed and reported by default, assuming a normal distribution for the area under
the ROC curve.
Exact binomial conﬁdence intervals are calculated as described in [R] ci with
p equal to the area under the ROC curve.
Parametric ROC curves
Dorfman and Alf (1969) developed a general procedure for obtaining maximum likelihood estimates of the parameters of
a smooth ﬁtting ROC curve. The most common method, and the one implemented in Stata, is based upon the binormal model.
The model assumes that there is an unobserved continuous latent variable that is normally distributed in both the normal
and abnormal populations. The idea is better explained with the use of the following illustration.32 Stata Technical Bulletin STB-52






Figure 8. Illustration of the binormal distribution.












This latent variable is assumed to be partitioned into the
k categories of the rating variable by
k
￿ 1 ﬁxed boundaries. In
Figure 8, the
k

















k, indicate the categories of the rating variable, and let
i
= 1 if the subject belongs to the normal
group, and
i



















































































































￿ 1 ﬁxed boundaries
Z


















































￿ is the standard normal cumulative distribution function.




















































































Simultaneous conﬁdence bands for the entire curve are obtained as suggested by Ma and Hall (1993) by ﬁrst obtaining
Working–Hotelling conﬁdence bands for the ﬁtted straight line in normal probability coordinates, and then transforming them
back to ROC coordinates.Stata Technical Bulletin 33
Comparing areas under the ROC curve




















) be a vector representing the areas under






























and for each normal subject,
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sg121 Seemingly unrelated estimation and the cluster-adjusted sandwich estimator
Jeroen Weesie, Utrecht University, The Netherlands, j.weesie@fss.uu.nl
Introduction
Suppose I have estimated two (or more) models, either on different datasets, on overlapping datasets, or on the same dataset.
I want to test whether some relationship between the estimators holds. Such a hypothesis is often that the coefﬁcients estimated
by one estimator are equal (or proportional) to the coefﬁcients estimated by the other estimator. There may be both substantial
and speciﬁcation-type arguments for assuming such a relationship between the estimators. I provide some examples.






t), and I wonder whether some consecutive categories can be
joined. I recode the dependent variable and estimate again, and I check whether the estimated coefﬁcients are different. At
face value, they look the same, but are the differences indeed not signiﬁcant?
Also, I wonder whether some category (for example, “neutral” in a 5-point Likert scale) really ﬁts into the scale. I reestimate
the model but exclude the neutral observations. Are the results the same?







g.) Do these models yield the same
results, that is, are the coefﬁcients the same, or better yet, proportional?












2 are both “continuous”, I























2 are both binary, so I turn to logit models? And even more complicated, what if
y
1 is binary and
y
2 is continuous?
￿ I want to perform some analysis and I have two different measurements of a concept that I want to use as an independent
variable. Do the results differ signiﬁcantly, depending on which instrument I use?
￿ Hausman and McFadden (1984) discuss a probabilistic version of the assumption of independence of irrelevant alternatives
in discrete choice models, namely that the distribution of choices between alternatives in some set A, given that one of
the A-alternatives is chosen, does not depend on extra but nonchosen alternatives B. They propose a test statistic derived
as a Mahalanobis (covariance)-distance between parameter estimates based on decisions from the full set of alternatives
and estimates based on data that ignore some alternatives. But how does one proceed if the observations are clustered, for
example, travel mode decisions of persons within a household?
￿ I want to analyze whether two different labor market outcome variables (say the continuous variable income and the binary
variable promotion) depend on formal education and labor market experience in a similar way. More precisely, I want to
know whether the ratio of the effects of education and experience on income and on promotion are the same, so that one
can perceive of a one-dimensional “human capital” concept in explaining labor market success.
Hausman (1978) proposed a test that is appropriate to test some of these hypotheses; equality constraints between two
estimators, one of which is efﬁcient under
H




a. This test is







n. The efﬁciency requirement is a strong one indeed. White (1982, 1994) has shown
how Hausman’s test can be modiﬁed if the requirement that one of the estimators is efﬁcient is not fulﬁlled. Clogg et al. (1995) is
a relatively nontechnical explication of this test in the context of generalized linear models. I expect that White’s test is actually
superior to Hausman’s test even if one of the estimators is efﬁcient, as in most cases efﬁciency only holds asymptotically. It
would be interesting to verify (using a number of Monte Carlo experiments, for example) whether this intuition is correct. As
I demonstrate below, White’s test is essentially a fairly straightforward application of Stata’s adjustment for clustering of the
robust or sandwich estimator of the asymptotic variance of estimators.
However, some of the testing problems raised above are not tackled by the Hausman–White test. In this note, I will also
show how the research by Hausman and White can be generalized, admittedly modestly, to deal with, for example
￿ Hypotheses involving more than two estimators (see Example 3);
￿ Nonlinear between-estimator hypotheses (see Example 3);
￿ Pooling a number of inefﬁcient estimators, to obtain a pooled more efﬁcient estimator.
I will also discuss a Stata command that implements White’s generalization of the Hausman test and which can also be
used to deal with some relatively minor generalizations.
Example: Cross-model hypotheses for logit models
In this illustration, I demonstrate how some cross-model hypotheses can be tested using the facilities already in Stata. It
will also be made clear that a new facility is required to perform more general cross-model testing.Stata Technical Bulletin 35
I want to test whether the effects of
x
1 on a binary
y
1 is the same as the effect of
x
2 on a binary
y









2. I expect that logit regression models are appropriate marginal models for these responses.
For simplicity, I ignore further predictor variables in the marginal models. If the two logit models are ﬁtted on different data,


































is larger than the appropriate
￿
2
1 threshold. The approach presented applies in the case of models estimated on independent
samples, and provides a convenient way to test cross-model hypotheses. However, as in the examples provided in the introduction,
if the models are ﬁtted on the same data (or on partially overlapping data), the estimators are stochastically dependent and the
above test that ignores the covariance between the estimators is not appropriate.
One may conceive of this problem in a “stacked” way, with double the number of observations, the dependent variable
being
y
1 in the ﬁrst half, and
y
2 in the second half; the predictor variable
z
1 is set to
x
1 in the ﬁrst half of the expanded data,
and to
0 in the rest, and
z











































































































































The observations in the expanded data are clustered by the original subjects, identiﬁed with the identiﬁer id. The simplest







in the Stata 6.0 manuals); a more efﬁcient test using the quasi-likelihood method of “generalized estimation equations” is an





















































































































2 is a dummy for the “second model” that is included to allow the intercept in the second model to differ
from that of the ﬁrst model. In this case, the two logit models were ﬁtted to the same data. It would apply also, without any
modiﬁcation, to the case in which the two logit models were estimated on overlapping data that result if the
y or
x variables
are missing on some observations. The resulting test statistic produced by the above code fragment is identical to that obtained










































































































t. The “stacking” approach clearly generalizes to stacking more







l). There are, however, two disadvantages to the stacking method. First, if the models include ancillary
parameters (for example, in regression: the residual variance; in ordinal response models: the cutpoints; in lognormal survival





t, this is relaxed. Second, the stacking method does not generalize, however, to “stack” different models, such as a logit
model and a regression model; different likelihoods are used to model different parts of the data. To analyze this more general
setting, I have to develop the theory somewhat more formally.36 Stata Technical Bulletin STB-52
General theory
The starting point is that I have estimated different models on the same data (or, to data that have some overlap), and
hence the estimators are stochastically dependent. I want to test a between-estimator hypothesis
H
0. To derive a test, I need the













), where the estimator
b





























I will refer to the
u
i
j as the “scores”, but the approach works more generally than for maximum likelihood estimation, and
actually applies to equation estimators and misspeciﬁed models as developed in the theory of White (1994). Under “suitable
regularity conditions” (White 1982), the
b

































j. In the context of maximum likelihood estimation,
D
j can be estimated consistently by










j) converges in probability to
D
j,a n ds o
V







































Under “suitable regularity conditions” (see White 1982 for details),
b is asymptotically jointly normal distributed as well. The
Jacobian and scores of the simultaneous equation are easily expressed in the Jacobian and scores of the separate equations.




























) is again block diagonal with the inverses of
D
j on the diagonal. The scores
u of





































































which is yet again the familiar sandwich estimator for
b
j based on the separate estimation equation
L
j. Thus, considering several
estimators simultaneously in this way, does not affect the estimators of the asymptotic variances of these estimators. But, as a





































which is also obtained by White (1982).
It is of some interest to understand that this estimator for the covariance of estimators is “nothing but” an application of
the cluster modiﬁcation of the sandwich estimator proposed by Rogers (1993). Consider the stacked data format as proposed
in Section 1, and assume that Stata would be able to estimate a “stacked model” in which different models apply to different
observations, for example, a logit model for the ﬁrst half, and a regression model to the second half, and there exists a one-to-one
cluster relation between the ﬁrst and second half. If there are no common parameters to both models, the score statistics of
parameters for the stacked models are zero in the half of the data in which they do not occur. In the Rogers method, we have
to add the score statistics of the observations within a cluster. This boils down to concatenating the score statistics at the level
of the cluster!Stata Technical Bulletin 37
Test statistics
Having established the asymptotic distribution of the simultaneous estimator
b, one can use the familiar apparatus of
Wald testing to obtain a test for equality constraints between whatever is estimated by the estimators (their probability limits).
First, consider the standard case studied by Hausman (1978) and White (1982); namely
k


































and so a Wald-type test statistic for
H































) degrees of freedom (additional regularity conditions are
required if
V is not of full rank), and so we will reject
H
0 if
H is large, relative to a
￿
2-derived threshold.
Hausman (1978) has shown that if
b
































1 is asymptotically positive deﬁnite. But in ﬁnite
samples (i.e., in all real applications), positive deﬁniteness is not ensured; in that case, Hausman’s test is not well-deﬁned, which
may be confusing to nonstatisticians.








j. These will often be available in software that computes sandwich estimators of (co)variance, and otherwise are
often simple to compute “by hand.” Thus, at the limited costs of the computation of score statistics, we can do without the
efﬁciency assumption in Hausman (1978), and so can perform a Hausman test more generally than envisaged by Hausman, e.g.,
in the context of clustered observations. As Stata produces score statistics for most estimation commands, it is particularly suited





t described below reduces the effort even more.
The approach is not restricted to just two estimators. One can also test hypotheses formulated as other linear equality
constraints (see White 1994, 270). Nonlinear hypotheses may be a more interesting generalization of the Hausman test. In
particular, it may be appropriate to test a proportionality hypothesis of the coefﬁcients of different models, e.g., to test that
ordinary regression and logistic regression on a dichotomized depvar lead to the same conclusions. The details are fully standard
and hence need not be elaborated here; for an illustration in Stata, see Example 3 below.
The suest command



































































































t combines a series of parameter-estimates and associated (co)variance matrices into a single parameter vector and











l. This allows the testing of cross-model hypotheses. One can also compute a two-stage linear-constrained











t does not require that the models are estimated on the same samples, due to explicit selection, or due to missing









t invokes an estimation command and saves the required results under a name of at most four characters. Currently,




























































































































t, with identical syntax, that is appropriate for conditional logit models with exactly
one positive response per group (e.g., McFadden’s discrete choice model). To obtain a valid estimator for the asymptotic





















e,w h e r e







2. If the data are additionally clustered, e.g., the data comprise discrete





























t to handle, e.g., multiple-equation models. It saves
information from the last estimation command under a name of at most four characters. The estimation command should























































e computes a simultaneous robust (sandwich) covariance matrix for the models in name list.I fn oname list is
supplied, all saved models are included. If the data are clustered, this should be speciﬁed during the generation of the
simultaneous variance–covariance matrix, not during estimation.









































l to test within model and between model hypotheses,
v
c

























































) speciﬁes that the observations are independent across groups (clusters) but not necessarily within groups.



























) affects the estimated standard errors and variance–covariance matrix of the estimators (VCE),



































t with a properly deﬁned information matrix
D and with the concatenated score statistics





t keyword commands store,



























































































































































) marks estimation sample
Example 1
In a ﬁrst example, I consider testing the assumption of “Independence of Irrelevant Alternatives” as described in the section







n in the Stata Reference Manual. The example involves how the “choice of insurance type among




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In this last example, we encounter the case that Hausman’s test need not be well-deﬁned as the property underlying the
simpliﬁcation in Hausman’s test in comparison to the approach advocated in this article holds asymptotically only.



















t. I ﬁt the full model, and store the
results under name A. Next I estimate the model excluding the outcome Uninsured and the outcome Prepaid, saving the results
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The equation names in the combined estimation results are formed by preﬁxing the name under which a result is saved to the











































invoked without the robust option. The robust modiﬁcation of standard errors was just applied while forming the combined
(simultaneous) (co)variance matrix of the estimators.



































































































































































































Note that the generalized Hausman test statistic (0.89) is different than the original Hausman test statistic (0.08). This is due
to different ways in which variances are estimated; in the classic way and assuming efﬁciency of the full-data estimator in the
original Hausman test, by the robust way in the generalized Hausman test.






























































































































































































While the original Hausman test was undeﬁned due to the nondeﬁniteness of the variance difference of the (co)variance matrices





t is quite well-behaved; it is never undeﬁned.





t, it is possible
to test simultaneously the two hypotheses tested “univariately” above, i.e., I want to test that the three estimators, corresponding
with the models A, B, and C, have the same probability limit (“are equal”). To perform this test, one has to generate the




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































I conclude that there is no evidence that the IIA assumption is violated in any way. Then again, as also discussed in the section
in the manual, the model itself seems to ﬁt so poorly that one has to be careful in deriving any substantive implications.42 Stata Technical Bulletin STB-52




d (this was not












t as proposed in this paper, however, remains valid, and can be obtained with very little change to the example









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































A note on equation names





t preﬁxes the save-name to the equation name. If an estimation command does not generate an
equation name, that is, uses equation name (underscore), the underscore is not included in the extended name. Also, it is
possible that preﬁxing the save-name to an equation name yields a string longer than 8 characters, and hence needs to be






the equations, preﬁxed with the save-name.
The assumption of “Independence of Irrelevant Alternatives” also applies to the more general class of “conditional logit






t that ﬁts these models does not compute score
















































vector of covariates for alternative
j within group
i. This implies that the robust estimator of variance can be obtained as if the














































e should be invoked with a cluster option. If the groups are independent, clustering should be at
the level of the group. If the groups themselves are clustered, for instance, in the case of decisions by multiple members of a
household, clustering is indeed at this higher level, i.e., households, not individuals. The following code fragment illustrates the

























































































































































]Stata Technical Bulletin 43
Example 2
In this second example, I consider an ordinal probit analysis. I want to test the hypotheses that the coefﬁcients (for
simplicity, I ignore the cut-points) are invariant under joining extreme response categories (1,2) and (4,5) of a Likert scale, i.e.,
a ﬁve-category scale in which 3 indicates a neutral response. (A more substantial but also more cumbersome way to deal with
this problem is to modify the ordinal probit model so that subjects are assumed to randomize between categories 1 and 2, and
similarly between categories 4 and 5, if their latent variables fall below threshold 2 or above threshold 4. Such a modiﬁcation
of ordinal models is an analogue to how psychometric models for multiple choice data are constructed from multinomial models






t approach to these problems with an ordinal probit analysis of the repair record on the price and origin

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t actually modiﬁes this; it adds equation name
L




















































t regression models “yield the same results”. I employ
again the automobile data and want to predict whether a car is foreign (i.e., non-US built) from its price and repair record. I ﬁrst
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note that the simultaneous estimates for standard errors are slightly different from the “separate” estimates. This is caused by
the use of the robust (sandwiched) estimator for standard errors; they are identical to the standard errors that Stata would have
produced if the robust option was speciﬁed with the logit and probit models.






























































































































































































































































































































































































































































































































































































































The correlations between the (coefﬁcients associated with) the same predictor variables in the logit and probit models are very,
very high indeed. Thus, one should actually be cautious of the
p-value of the Wald-test discussed below, especially in the case
of nonlinear hypotheses.





























































































































































This hypothesis has to be strongly rejected. But, remember that the logit and probit are on a different scale. Thus, at best, one










8 in the logit model are proportional to the coefﬁcients in the probit model.






















































































































































































































































































I conclude that the null hypotheses that the coefﬁcients from the logit model are proportional to the coefﬁcients from the probit
model cannot be rejected.
Applications to estimation
The simultaneous distribution of estimators derived above are useful for two-stage estimation as well. Consider the case that
we have a number of inefﬁcient estimators, that, under some model, we estimate “the same thing,” i.e., have the same probability
limit. We can “pool” the inefﬁcient estimators to come up with an estimator that is more efﬁcient (has smaller variance) than
any of the original estimators. One way to do this is to compute the simple GLS estimator for the associated linear model
















k, with the weighting
matrices deﬁned in terms of the variances and covariances of the estimators. This can be accomplished, without additional











t command for two-stage linear-constrained
estimation (Weesie 1999).
A second application to impose cross-model constraints may be instructive as well. Petersen (1988) suggested modeling
continuous-space survival-time problems in terms of the marginal distribution,
F, of survival time and the conditional distribution,
G, of the new state, given the old state and the time until the transition. Censored observations are treated in the normal way in
the marginal distribution of survival time and ignored in the transition distribution. If
F and
G depend on different parameters,
the likelihood “factors” between the two subproblems, and hence can be estimated separately.
To test cross-subproblem hypotheses (“does educational achievement have the same effect on the hazard rate as on the









:on the hazard rate for mobility
proportional to the effects of these variables on the new occupational prestige;” this is a formal representation of the substantial
hypothesis that “mobility timing” and “distance of mobility” can be “explained” in the same way) one needs the full (co)variance






given above. (The fact that one of the models is a conditional model rather than a marginal model does not affect the validity








G are parameterized with partially overlapping sets of parameters, the likelihood no longer factors over the
subproblems, and so the method outlined by Petersen needs modiﬁcation. The theory of two-stage equality constrained estimation
provides for a relatively simple modiﬁcation (Gourieroux and Monfort 1989, Ch. 10). In the ﬁrst stage of this two-stage estimator,
the cross-subproblem equality constraints are ignored, and the subproblems can be treated separately. Then the simultaneous





t. Then, in the second stage, a GLS estimator for the cross-






t). According to statistical theory
(e.g., Gourieroux and Monfort 1989), this two-stage estimator is (asymptotically) equivalent to a truly one-stage constrained
simultaneous estimator.
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sg122 Truncated regression


















































































































































































f standard error of the forecast
where a and b may be numbers or variables; a equal to ‘.’ means
￿
1; b equal to ‘.’ means
+
1.


































g estimates a regression model of depvar on varlist from a sample drawn from a restricted part of the population.
Under the normality assumption for the whole population, the error terms in the truncated regression model are truncated normally
distributed. The truncated normal distribution is a normal distribution that has been scaled upward so that the distribution integrates















) indicates the lower















) are right truncated; remaining observations are not truncated. See [R] tobit for



















































l may be speciﬁed when the model is




) speciﬁes the point around which the marginal effect is to be estimated. The default is to estimate the effect
around the mean of the independent variables. If there are





























) further allows observations which are not independent within cluster (although




























































































) option to relax the convergence criterion; default is 1e
￿6 during speciﬁcation searches.
Options for predict
See [R] tobit for a detailed description.
Remarks




Truncated regression estimates a model of a dependent variable on independent variables from a restricted part of a
population. Truncation is essentially a characteristic of the distribution from which the sample data are drawn. If
x has a normal
distribution with mean
￿ and standard deviation


























































￿ are the density and distribution functions of the standard normal distribution.
Compared with the mean of the untruncated variable, the mean of the truncated variable is greater if the truncation is from
below, the mean of the truncated variable is smaller if the truncation is from above. Moreover, truncation reduces the variance










g using a subset of the Mroz data distributed with Berndt (1991). This dataset contains 753
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Whether truncated regression is more appropriate than the ordinary least squares estimation depends on the purpose of that
estimation. If we are interested in the mean of wife’s working hours conditional on the subsample of market laborers, least
squares estimation is appropriate. However, if it is the mean of wife’s working hours regardless of market or nonmarket labor
status that we are interested in, least squares estimates could be seriously misleading.
It should be understood that truncation and censoring are different concepts. A sample has been censored if no observations
have been systematically excluded, but some of the information contained in them has been suppressed. In a truncated distribution,
only the part of the distribution above (or below, or between) the truncation point(s) is relevant to our computations. We need
to scale it up by the probability that an observation falls in the range that interests us to make the distribution integrate to one.
The censored distribution used by tobit, however, is a mixture of discrete and continuous distributions. Instead of rescaling over
the observable range, we simply assign the full probability from the censored region(s) to the censoring point(s). The truncated
regression model is sometimes less well behaved than the tobit model. Davidson and MacKinnon (1993) provide an example
where truncation results in more inconsistency than censoring.
Marginal effects












) speciﬁes the points around which the marginal effects are to be estimated. The default is to estimate the effect
around the mean of the independent variables.
Example






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Whether the marginal effect or the coefﬁcient itself is of interest depends on the purpose of the study. If it is the subpopulation












































































































































































































































































g is implemented as an ado-ﬁle. Greene (2000, 897–905) and Davidson and MacKinnon (1993, 534–537) provide







￿ be the model.












a be the lower limit,






























































The marginal effects at
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sg123 Hodges–Lehmann estimation of a shift in location between two populations
Duolao Wang, London School of Hygiene and Tropical Medicine, UK, Duolao.Wang@lshtm.ac.uk
Introduction
The Hodges–Lehmann method (Hodges and Lehmann 1963; Lehmann 1975) is a nonparametric procedure that extends the
Wilcoxon–Mann–Whitney test to the problem of estimating the shift parameter between two populations. This method gives
both a point estimate and a conﬁdence interval for the shift parameter. The Hodges–Lehmann method has been widely used in
medical research for evaluating a treatment effect. In assessing the bioequivalence of two drugs in clinical trials for regulatory
submission, the Hodges–Lehmann method is recommended as a nonparametric alternative when the conditions for parametric







t for estimating the shift parameter by a median






































t is used to estimate the shift between the two distributions from two independent samples (i.e., unmatched data).
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Examples







t is used for unmatched data, we assume that the experiment was










































































































































































































































































































































































































































































































































































The Hodges–Lehmann method is an extension of the Wilcoxon–Mann–Whitney test to the problem of estimating the
shift parameter (by a median unbiased estimate and a conﬁdence interval). The Hodges–Lehmann estimates were developed by
Hodges and Lehmann (1963) and are described in detail in Hollander and Wolfe (1973, 75–82), and in Lehmann (1975, 81–95).






































to the right by













￿ is unknown and to be estimated.
To get a point estimate
b









































































)% conﬁdence interval for
￿ can be found by applying the normal approximation to the distribution



































































) is the cumulative distribution function of the standard normal distribution. In general the value of
C in the above
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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