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ABSTRACT
Heating heavy oil reservoirs is a common method for reducing the high viscosity of heavy7
oil and thus increasing the recovery factor. Monitoring of these viscosity changes in the8
reservoir is essential for delineating the heated region and controlling production. In this9
study, we present an approach for estimating viscosity changes in a heavy oil reservoir. The10
approach consists of three steps: measuring seismic wave attenuation between reflections11
from above and below the reservoir, constructing time-lapse Q and Q−1 factor maps, and12
interpreting these maps using Kelvin-Voigt and Maxwell viscoelastic models. We use a13
4D-relative spectrum method to measure changes in attenuation. The method is tested14
with synthetic seismic data that are noise-free and data with additive Gaussian noise to15
show the robustness and the accuracy of the estimates of the Q-factor. The results of the16
application of the method to a field data set exhibit alignment of high attenuation zones17
along the steam-injection wells, and indicate that temperature dependent viscosity changes18
in the heavy oil reservoir can be explained by the Kelvin-Voigt model.19
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INTRODUCTION
In recent years conventional crude oil reservoirs have been in decline and heavy oil is be-20
coming an important potential resource. The production of conventional cold heavy oil at21
depths between 50 m and 1000 m has a typical recovery factor of 5% to 10% (Clark, 2007).22
One method to increase recovery, is to heat a reservoir to above 200◦C either by combustion23
of part of the heavy oil (Vendati and Sen, 2009; Kendall, 2009) or by injecting steam into the24
reservoir (e.g., Clark, 2007). Experimental studies indicate that the properties of heavy oil25
are strongly temperature dependent. Eastwood (1993) showed that the viscosity of heavy26
oil drops approximately double logarithmically with increasing temperature between 20◦C27
and 200◦C (i.e. η ∝ − log(log(T )) where η is viscosity and T is temperature). Mochinaga28
et al. (2006) show that the density of heavy oil decreases linearly with increasing tempera-29
ture. Batzle et al. (2006a) illustrate that waves propagating through heavy oil within the30
ultrasonic frequency band are highly attenuated at higher temperatures than those prop-31
agating at lower temperatures. However, the properties of heavy oil are also dependent32
on frequency. Schmitt (1999) shows with borehole measurements in different frequency33
bands (VSP and sonic) that heavy oil has different velocities even at the same temperature.34
Empirical studies (e.g., Batzle et al., 2006a; Han et al., 2007; Behura et al., 2007) show35
that the shear modulus of heavy oil can in general be predicted by a frequency-dependent36
Cole-Cole visco-elastic model (Cole and Cole, 1941), which has both real and imaginary37
attenuative parts. Two parameters control the behavior of the Cole-Cole model in addition38
to the temperature and frequency dependent shear moduli. The first is the relaxation fre-39
quency which is the frequency where the strongest attenuation is observed, and is related40
to the temperature through the viscosity of the oil (e.g., Behura et al., 2007). The second41
is the relaxation coefficient (sometimes called a spread factor) which is the parameter that42
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controls the distribution of the relaxation frequencies, and depends primarily on composi-43
tion (e.g., Han et al., 2007). During laboratory experiments at intermediate temperatures44
between 40◦ and 120◦C, the peak attenuation is found to be within the seismic frequency45
bandwidth. Because heavy oils have different properties in different frequency bands, which46
cannot be extrapolated from one band to another (Batzle et al., 2006a), monitoring the47
heated reservoir requires collecting measurements in the seismic band in order to estimate48
the attenuation response for the intermediate temperatures.49
The measurement of seismic attenuation in the field is, in general, a difficult task because50
of the difficulty in discriminating between the decay of the signal from attenuation and that51
from geometrical spreading or scattering. The spectral ratio method, a common technique to52
estimate the attenuation (Q - factor) of the medium which separates the effect of attenuation53
from geometric spreading, was first presented for laboratory measurements of rocks by54
(Tokso¨z et al., 1979) and adjusted for vertical seismic profiles (VSP) and surface seismic in55
many studies (e.g., Hauge, 1981; Badri and Mooney, 1987; Feustel and Young, 1994; Chen56
and Sidney, 1997; Dasgupta and Clark, 1998; Sun and Castagna, 2000; Hedlin et al., 2001;57
Mateeva, 2003; Wang, 2003; Carter, 2003; Vasconcelos and Jenner, 2005; Matsushima, 2006;58
Rickett, 2006; Lecerf et al., 2006; Reine et al., 2009; Clark et al., 2009; Blanchard et al.,59
2009; Reine et al., 2012a,b). Note that for surface seismic data, near surface effects make60
the measurements of attenuation even more difficult and less reliable. However, the advent61
of time lapse surface seismic acquisitions using permanent systems with fixed positions62
for sources and receivers in heavy oil fields (Byerley et al., 2008), has made it possible to63
obtain high quality repeatable surface data sets for estimating target-oriented time-lapse64
attenuation. Using such data we modify the standard spectral ratio method so that it can65
be applied to time-lapse surface reflection seismic data, and we show that changes in seismic66
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attenuation due to the effect of steam injection can be monitored using this method. This67
paper is divided into four sections. In the first section, we review the reservoir properties68
and time-lapse reflection seismic data set from a heavy oil field in Athabasca, Canada. In69
the second section we present the 4D-Relative Spectrum Method (4DRSM) and test its70
robustness and accuracy with a simple two-reflector synthetic model. In the third section,71
we present results obtained by applying this method to a time-lapse data set collected to72
monitor steam injection in a heavy oil reservoir. Finally, in the fourth section, we show an73
interpretation of these results using viscoelastic models.74
RESERVOIR PROPERTIES AND FIELD SEISMIC DATA
The heavy oil reservoir investigated in this study is located within the McMurray formation75
of the Manville Group which overlies the eroded pre-Cretaceous Devonian unconformity76
surface of carbonates (limestones), and is overlain by the shale-dominant Colorado Group77
(Barson, 2001). The approximate depth of the reservoir is between 340 and 400 m (see well78
logs in Figure 1). Its thickness is between 30 and 70 m within layers of unconsolidated sands.79
The initial in-situ temperature is 10◦-13◦C, porosity is in the range of 0.3 to 0.35, and the80
permeability is above 1 Darcy (Byerley et al., 2008). The density, P and S wave velocities81
within the reservoir are respectively about 2050 kg/m3, 2500 m/s and 1100 m/s (Figure 1),82
whereas those of the limestone layer, located below the reservoir, typically have much higher83
values of above 2200 kg/m3, 3500 m/s and 1500 m/s, respectively (e.g., Chopra, 2010, p.84
228). The typical viscosity of heavy oil from the reservoir is between 1000 and 5000 Pa·s85
, and its density is within the range of 8◦ to 10◦ API gravity units (Byerley et al., 2008).86
To reduce the viscosity and increase mobility of the heavy oil in the reservoir, the steam-87
assisted gravity drainage (SAGD) method was employed for three months using horizontal88
4
wells with continual injection of steam at a temperature of up to 230◦C (Clark, 2007).89
The monitoring of the steam injection is done with a time-lapse surface seismic acquisi-90
tion using permanent systems with fixed positions for sources and receivers (see Figure 2) at91
a depth of six meters. We refer to data collected before the steam injection as the baseline92
and to that after the injection as the monitor. The total area of the acquisition is 1600 m93
× 1600 m, with spatial and time sampling of dx = dy = 10 m, dt = 1 ms, respectively.94
The RMS velocity model (Figure 3), estimated with standard velocity analysis, was used95
to image both the baseline and the monitor data sets because it is difficult to estimate any96
changes in RMS velocities between the two data sets (Dubucq, 2009, personal communica-97
tion). The time-migrated gathers and their difference (Figure 4) show the repeatability of98
the data, illustrated by the flat events in both the baseline and the monitor gathers, and99
consistent frequency spectra (Figure 5). The repeatability of the time-lapse datasets was100
measured using the normalized root-mean square differences (NRMS) (Kragh and Christie,101
2002); most values are between 15 and 20 %. The baseline and monitor data were rotated to102
zero-phase and no additional 4D matching between the surveys was applied. After stacking103
the gathers and producing a 2D stacked section, we observe changes in reflectivity in the104
vicinity of the reservoir (see the zoomed and magnified regions marked within the windows105
in Figure 6 that corresponds to 0.33-0.42 s). In Figure 7, we also show horizontal time-lapse106
sections for amplitude differences and time shifts, both calculated within a time window of107
size 0.01 s centered at time 0.39 s (the region of the reservoir). Although the amplitude108
differences (Figure 7(a)) illustrate visible alignment along the SAGD wells, it is difficult to109
reach the same conclusion from the time-shifts (Figure 7(b)).110
In order to understand the changes in Figures 6 and 7(a) and to verify that those changes111
are associated with the steam injection and are not noise, we extracted amplitudes from a112
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time-migrated trace in windows centered at times t1 and t2 (see Figure 8), and separately113
calculated their spectra. The window around time t1 corresponds to the region above the114
reservoir (the portion of the signal which is not affected by the steam injection), whereas115
that around t2 is attributed to the region below the reservoir (the portion of the signal116
which is considered to be most affected by the steam injection). We observe in Figure 9117
that the spectra above the reservoir are almost the same for both the baseline and the118
monitor, whereas the spectra that correspond to the region below the reservoir are different119
between the baseline and the monitor. The main difference in spectra of t2 (green lines) is120
observed between 60-130 Hz.121
Observing the differences in spectra (between the baseline and monitor data sets) that122
correspond only to the region of the reservoir, and knowing that heavy oils are strongly123
attenuative at intermediate temperatures, we calculate the logarithm of the spectral ratio124
between amplitudes measured at t2 and t1 for both data sets. In Figure 10, we observe125
that the logarithm of the spectral ratio for each data set has a fairly linear behavior for126
frequencies between 15 and 200 Hz (green fit to the blue data points). This observation127
indicates that the attenuation of this heavy oil within this seismic frequency range has a128
constant or nearly-constant Q-factor. This can be explained by the fact that the frequency129
bandwidth of our measurements is very narrow making the frequency variations of Q difficult130
to detect. Therefore, to estimate the attenuation caused by the steam injection, we use a131
4D relative spectrum method using a constant Q as a function of frequency, as described132
in the next section.133
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4D-RELATIVE SPECTRUM METHOD
In this section we review a time-lapse relative spectrum method (4DRSM) for seismic wave134
attenuation estimation, which is an adaptation of the spectral ratio method (Tokso¨z et al.135
(1979)) to surface reflection seismic data. We calculate the relative spectra for baseline and136
monitor surveys separately and take their difference in Q and Q−1 to estimate the relative137
change of the reservoir properties. Thus for the rest of this section, we will describe how to138
estimate Q of the reservoir only for a single survey.139
The method is derived similarly to Dasgupta and Clark (1998); Wang (2003) and Lecerf140
et al. (2006) by assuming a plane wave whose amplitude as a function of frequency and141
depth is given by142
A(z, f) = G(z)A0(f)e−α(f)zei(2pift−kz) (1)
with magnitude143
|A(z, f)| = G(z)A0(f)e−α(f)z (2)
where f is the frequency, z is the depth, k is the wave-number, t is time, A0(f) is the input144
source amplitude, A(z, f) is the amplitude of the recorded signal as a function of frequency145
and depth, G(z) is the geometrical spreading factor (assumed to be real as is standard in146
seismic processing), and α(f) is the frequency dependent attenuation coefficient.147
By assuming that the attenuation α(f) is a linear function of frequency, we write148
α(f) = γ˜f or α(f)z = γf (3)
where149
γ = γ˜z =
pi
Qc
z (4)
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or150
γ =
pit
Q
(5)
where Q and c are assumed to be the frequency independent Q-factor and velocity, respec-151
tively.152
Substituting eq. 3 into eq. 2 and changing variables from z to t using velocity c, we153
obtain154
|A(t, f)| = G(t)A0(f)e−γf . (6)
Next, by taking the ratio between the magnitudes of two time windows on the trace (A1155
and A2), which correspond to times t1 and t2 (Figure 8), and applying the logarithm, we156
obtain a linear relation between the log of the spectral ratios and frequency157
log
( |A2|
|A1|
)
= −(γ2 − γ1)f + log
(
G2
G1
)
(7)
where (γ1−γ2) and log
(
G2
G1
)
are the slope and intercept, respectively. To avoid dividing by158
zero, we add a small number to |A1|. At least two methods have been suggested to estimate159
the slope: a linear least square fitting as in Tokso¨z et al. (1979) or taking the derivative of160
the logarithm of the spectral ratio with respect to frequency as in e.g., Menke et al. (1995).161
Although the latter approach is faster and easier to apply, our evaluations showed that the162
former approach is more robust to outliers in the data and was thus used in this study.163
From estimates of log
( |A2|
|A1|
)
, we calculate the relative Q-factor, derived in Appendix A164
and which is slightly different from Dasgupta and Clark (1998), as165
Q˜ =
1
2
pi(t2 − t1)
(γ2 − γ1) (8)
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where Q˜ corresponds to an estimate of the Q-factor for the region between t1 and t2. We166
will denote Q˜ as Q for the rest of this text. Note that the factor 12 is added to eq. 8 to167
account for the two-way travel time. Also note that the geometric factor G corresponds to168
the intercept and does not affect the estimate of the Q-factor.169
In our analysis we do not require precise balancing of the amplitude (and spectrum)170
between the baseline the monitor traces as the balancing filter cancels during the relative171
ratio estimation (i.e. log
(‖A2F‖
‖A1F‖
)
= log
(‖A2‖
‖A1‖
)
where F is the balancing filter between the172
baseline and monitor traces). This is a strength of the method for time-lapse processing.173
Moreover, 4DRSM estimates attenuation between t1 and t2 in each survey separately and174
does not require the attenuation above the reservoir, γ1, to be the same between the two175
surveys as in Lecerf et al. (2006). Thus, the surface related effects between the two surveys176
are removed during the analysis. Note however, that 4DRSM is valid for zero- or near-offsets177
with fairly horizontal structure, as it assumes that reflections at t1 and t2 have the same178
propagation path (i.e., a wave propagates from source to receiver samples first the reflector179
above the reservoir and then the reflector below the reservoir).180
Workflow181
The workflow of the 4D relative spectrum method (4DRSM) is summarized by the following182
steps:183
For each data set (Baseline or Monitor)184
• Choose corresponding traces in both data sets.185
• Extract amplitudes within the windows at times t1 and t2.186
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• Calculate the spectrum for each time window.187
• Calculate the ratio between spectra and take the logarithm.188
• Fit the data as a function of frequency, and estimate the slope and the error-bar189
(the difference between the maximum and the minimum possible slopes with 95%190
confidence).191
• Calculate Q−1 from the slope.192
• Calculate ∆(Q−1)= Q−1B - Q−1M and ∆Q = QB - QM , where the subscripts B and M193
refer to the baseline and monitor data sets, respectively.194
TESTS ON SYNTHETIC DATA
Before showing the results of the time-lapse estimates of the attenuation from the field195
data, we first examine the robustness and the accuracy of the 4DRSM with different noise196
distributions using a synthetic model. To this end, we create a simple model with two197
reflectors: one above the reservoir and one below the reservoir. We propagate a wavefield198
from a source which is located 10 m below the surface (see Figure 11) with a peak frequency199
of 22.5 Hz. The single receiver recording the signal is located at the surface and at the same200
horizontal position as the source. The velocity and Q-factor for each layer are given in201
Figure 11. We conduct tests for three Q-factors of 500, 50 and 20 within the reservoir202
layer to test the accuracy of 4DRSM (see Figure 11). The synthetic data are modeled with203
the discrete wavenumber domain method with a frequency independent Q-factor (Bouchon,204
1981). This method is a three-dimensional pseudo-analytical method that allows accurate205
modeling of the effects of attenuation while avoiding the effects of numerical dispersion206
typical for numerical propagators such as finite difference or finite element.207
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In Figure 12 we show three seismic traces obtained for the three different reservoir208
Q-factors (500, 50, and 20) where traces in Figure 12(a) are noise-free, and those in Fig-209
ure 12(b) have been contaminated with additive Gaussian noise. The Gaussian noise has210
zero mean and a standard deviation of 10% of the maximum amplitude. The arrival times211
at 1.38 s and 1.78 s (in Figure 12) correspond to the reflections from the horizons above and212
below the reservoir, respectively. We define a window size of 0.3 s with a Hanning taper213
(e.g., Oppenheim and Schafer, 2010, page 536) at each end. The window is centered at each214
arrival time on the trace; we calculate the amplitude spectra for each window. The size of215
the taper is 30 % of the window size. Figure 13 shows the spectra for each arrival time with216
and without noise.217
The variation in Q within the reservoir layer affects not only the amplitudes of the signal218
at t2 but also has a slight effect on the signal at t1 (see the increase in amplitude at 1.38 s219
in Figure 12 and spectra magnitude in Figure 13 when Q decreases from 500 to 20). We220
also observe that amplitude at t2 is phase shifted with decreased Q. This effect is caused221
by velocity dispersion (i.e., velocity must be frequency and Q-factor dependent in order to222
satisfy signal causality) (Aki and Richards, 2002, pages 165-177).223
After taking the ratio of the spectra and then the logarithm, we estimate the slope.224
Figure 14 shows the logarithm of spectral ratios and their fit for noise-free and for noisy225
data. We observe that the fits for Q-factors of 20 and 50 are more accurate than those for226
500 regardless of the noise. This is because high Q-factors give flatter logarithm of spectral227
ratios and thus the slope is more sensitive to small variations in the spectra. Nevertheless,228
the fit for a Q-factor of 500 is still within a 10 % error. Although clearly there are many229
other sources of error that are not investigated here, these observations indicate that the230
estimation of the Q-factor is robust giving us the confidence to apply 4DRSM to the time-231
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lapse field data.232
FIELD DATA RESULTS - APPLICATION OF 4DRSM
Having shown the robustness of the 4DRSM with the synthetic model, we now apply the233
method to the time-lapse three dimensional seismic data set using a single trace, from234
each time-migrated gather, corresponding to the nearest offset of 16 m. We use a time235
window of size 0.06 s tapered at the beginning and end using a Hanning taper over 30 %236
of the window size. This time window was selected to be approximately the two-way237
propagation time through the 60-70 m thick reservoir whose velocity is 2500 m/s (see well238
logs in Figure 1). Windows of smaller size were also tested and showed similar results as239
long as they sufficiently sampled the same frequency range. However, the time window of240
0.01 s used for standard time lapse calculations in Figure 7 did not adequately sample the241
frequency range. The calculated spectra from each time window was smoothed by a five242
point median filter to reduce noise. During the estimation of the relative spectra, we tested243
the similarity of the spectra from windows at t1 (above the reservoir) between the baseline244
and monitor surveys. Although this is not a necessary condition for 4DRSM, as described245
above, it provides a measure of consistency between the two surveys. If the values of the246
slopes, γ1, calculated at t1 from log (|A1|) = −γ1f + log (G1), were not similar within 15247
percent, we discarded the Q-estimates of the reservoir and replaced them by averaging Qs248
from adjacent points; this was necessary for less than 5 % of all points.249
Figure 15 illustrates the differential Q−1 (i.e. Q−1B −Q−1M ), and its relative uncertainty250
δ(Q−1B −Q−1M )
(Q−1B −Q−1M )
, estimated by the 4DRSM with reference reflections at times t1 = 0.22 s (a re-251
flection from above the reservoir) and t2 = 0.4 s (a reflection from below the reservoir), over252
the frequency range between 15 and 200 Hz, chosen based on Figures 9 and 10. The relative253
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uncertainty was derived from the error-bar of the fit, separately estimated for each data set254
(δQ−1B , δQ
−1
M ). Figure 16 shows the differential Q-factor and its relative uncertainty calcu-255
lated respectively as (QM − QB) and δ(QM−QB)QM−QB (i.e.,
Q2M δQ
−1
M +Q
2
BδQ
−1
B
QM−QB ). Both differential256
Q−1 and Q factors illustrate an alignment along the SAGD wells as did the results of the257
standard 4D (time-lapse) analysis for amplitude changes, shown in Figure 7(a). However,258
all these results are different. The discussion and interpretation of the observed differences259
between Q and Q−1 factors are left for the next section. The difference between the changes260
in Qs and in the 4D amplitudes is explained by different scales at which the change is mon-261
itored. Time lapse amplitude (and time-shift) analysis attempts to detect changes using a262
relatively small time window and thus monitors small scale anomalies. This analysis de-263
pends strongly on data repeatability and matching (both amplitudes and spectra) between264
the time lapse data sets and is prone to suffer from cycle skipping. In contrast, 4DRSM265
estimates a larger scale change using a larger time window to adequately sample the spec-266
trum. Moreover, 4DRSM measures a relative change (i.e., the difference in the spectral267
ratios, which compare signals above and below the reservoir within each survey), and thus268
it is not sensitive to preprocessing steps, as described above. This is why we had different269
time window size for 4DRSM and standard 4D that were positioned at different times. We270
also tested the changes in amplitude and time-shift using the same time window size as was271
used for Q estimation. However, these estimates showed no correlation with the injection272
wells, which is likely because they included a too large portion of signal that did not change273
between the surveys. The goal of this study is to focus on the dependancy of attenuation274
on viscosity and as the amplitude (and time-shift) change information does not provide a275
direct relationship with viscosity changes, their interpretation will not be further discussed.276
The relative uncertainties in Figures 15(b) and 16(b) are uncorrelated with the geometry277
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of the SAGD wells and show values below 15% and 20%, respectively. Nevertheless, in278
order to verify that the observed differences in Figures 15(a) and 16(a) indeed correspond279
to reservoir changes and not to the reflectors above it, two additional control results were280
calculated by 4DRSM with different reference reflectors. These are illustrated in Figure 17281
for the differential Q−1, and in Figure 18 for the differential Q. Figures 17(a) and 18(a)282
correspond to reference reflectors at t1 = 0.17 s and t2 = 0.4 s, whose comparison with283
Figures 15(a) and 16(a) illustrate fairly good repeatability. Conversely, Figures 17(b) and284
18(b) were calculated with reflectors at times t1 = 0.17 s and t2 = 0.22 s, with both times285
corresponding to the region above the reservoir; here we do not observe any alignment along286
the SAGD wells. Therefore, we conclude that the observed changes in Figures 15(a), 16(a),287
17(a), and 18(a) are most likely caused by changes in the reservoir.288
VISCOSITY CHANGES
In order to relate the results obtained in Figures 15 and 16 with the physics of the reservoir,289
particularly with the viscosity, we need to review the viscoelastic mechanism of heavy oils,290
which corresponds to the empirical predictions of the Cole-Cole model for shear modulus291
(see e.g., Batzle et al. (2006b); Behura et al. (2007); Das and Batzle (2008)). However,292
this model does not give a simple relationship between the Q-factor and the viscosity. We293
instead consider two models with a linear relationship between Q and viscosity, each of which294
behaves like the Cole-Cole model in a different frequency range (see Figure 19). The first295
model is the Kelvin-Voigt model, which predicts the Cole-Cole model at frequencies lower296
than the relaxation frequency and corresponds to the state when the heavy oil is relaxed,297
in equilibrium, and has low viscosity. Maxwell, the second model, predicts the behavior of298
the unrelaxed oil at frequencies higher than the relaxation frequency and has high viscosity.299
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More details about the relationship between viscosity and the relaxed/unrelaxed state can300
be found in e.g., Batzle et al. (2006b).301
Since we used a narrow frequency range for the fit, we do not know which model will302
best describe our data, and we do not know the precise frequency response of the heavy303
oil from the monitored reservoir (i.e., we do not know whether the frequency range of our304
estimates is bigger or smaller than the relaxation frequency). Therefore, we assessed the305
viscosity predicted by both models. Note that this approximation should be valid for any306
relaxation coefficients of the Cole-Cole model.307
The Q-factor in the Kelvin-Voigt viscoelastic model is given by Q(f) = ρc
2
0
2pifη (e.g.,308
Carcione (2007), p. 72), where f , ρ, c0, and η are the frequency, density, wave velocity, and309
viscosity of the medium, respectively. Note that this model has almost the same Q-factor310
representation as that of a pure viscous fluid, given by Q(f) = 3ρc
2
0
8pifη (e.g., Mavko et al.,311
1998, p. 213), suggesting that the Kelvin-Voigt model resembles the behavior of the viscous312
fluid.313
From the Q-factor we can find the viscosity by η = ρc
2
0
2pifQ
−1, or in differential form as314
∆η =
ρc20
2pif
∆Q−1 (9)
The Q-factor in the Maxwell model is given by Q(f) = 2pifη
ρc20
(e.g., Carcione (2007), p.315
71), from which we obtain the viscosity by η = ρc
2
0
2pifQ, or in differential form as316
∆η =
ρc20
2pif
∆Q (10)
Note that the relationship between Q-factors and viscosity η in the Maxwell and Kelvin-317
Voigt models are reciprocal.318
Because we do not posses well log information after steam injection, we assume constant319
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(or nearly constant) values for reservoir density ρ = 2050 kg/m3 and P wave velocity320
c0 = 2500 m/s, taken from the baseline well logs (Figure 1). Using the average frequency over321
which we estimated the Q-factor, f = 15+2002 Hz, we calculate the difference in viscosity ∆η322
for both the Kelvin-Voigt and Maxwell models, given in Figure 20. Note that although the323
velocity and density of heavy oil with temperature might change (i.e., an expected change324
from laboratory measurements is about 30 % for velocity and 10 % for density (Batzle325
et al., 2006a; Mochinaga et al., 2006)), this change is expected to be minor, compared to326
that in the viscosity. The variation in viscosity is expected to have approximately double327
logarithmic behavior (Batzle et al., 2006a).328
From Figure 20, we observe that the variations in viscosity calculated with the Kelvin-329
Voigt viscoelastic model are more realistic (changes within the range of 2000 Pa·s) than330
those for the Maxwell model (changes within the range of 108 Pa·s) because the viscosity331
of heavy oil is expected to be between 1000 to 5000 Pa·s. This supports that heavy oil332
is in the relaxed state, described above, where the heated oil is melted enough to flow333
through the reservoir. Note that the possible variation in velocity and density, as discussed334
above, should not have large impact on the estimates for viscosity changes as they have335
the same dependence between ∆η and ∆Q−1 in equation 9, and ∆Q in equation 10. Thus,336
we expect to have similar uncertainty estimates for viscosity changes as these estimated337
in Figures 15(b) and 16(b). Additional information such as injection rates, temperatures,338
pressures, saturation and permeability variations would improve our understanding of the339
physics of the reservoir.340
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CONCLUSIONS
In this study we investigated the effect of steam injection into a heavy oil reservoir on seismic341
attenuation. We showed that within the seismic frequency band the attenuation at seismic342
frequencies due to heavy oils can be measured using a frequency independent Q-factor. To343
measure the attenuation, we adapted the spectral ratio method into 4DRSM for monitoring344
target-oriented time-lapse Q-factor changes from surface reflection seismic data. We tested345
the 4DRSM for robustness and accuracy with noise-free and with additive Gaussian noise,346
and applied it to data from a heavy oil field in Athabasca, Canada. We illustrated that347
changes in Q−1 and Q can be related to viscosity changes through the viscoelastic behavior348
of the Kelvin-Voigt and Maxwell models, respectively. We also showed that for these data349
the Kelvin-Voigt model explains the detected changes better than the Maxwell model. These350
results provide a quantitate measure of viscosity changes and improve the monitoring process351
of the heating of the reservoir.352
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APPENDIX A
DERIVATION OF THE RELATIVE Q-FACTOR
The derivation of the Q-factor between two arrival times (two reflectors), t1 and t2, is carried357
out with the assumption that the Q-factor is constant within a frequency band, and thus358
from eq. 5 for times t1 and t2 we obtain359
γ1 =
pit1
Q
and γ2 =
pit2
Q
(A-1)
By assuming that the waves propagate along a stationary path (i.e., the wave path from360
the source (t = 0) to time t1 is part of the wave path from the source to time t2), we take361
the difference between γ2 and γ1362
γ2 − γ1 = 12
pi
Q
(t2 − t1) (A-2)
Note that the Q in eq. A-2 is given between times t2 and t1 and does not depend on the363
Q from above time t1 as long as the initial assumption of stationary path is satisfied. The364
factor 12 is added to account for the two-way travel time. From eq. A-2 we obtain eq. 8.365
18
REFERENCES
Aki, K., and P. G. Richards, 2002, Quantitative seismology: Univ Science Books.366
Badri, M., and H. M. Mooney, 1987, Q measurements from compressional seismic waves in367
unconsolidated sediments: Geophysics, 52, 772–784.368
Barson, D., 2001, Flow systems in the Mannville Group in the east-central Athabasca369
area and implications for steam-assited gravity drainage (SAGD) operations for in situ370
bitumen production: Bulletin of Canadian Petroleum Geology, 49, 376–392.371
Batzle, M., R. Hofmann, and D.-H. Han, 2006a, Heavy oil - seismic properties: Leading372
Edge, 25, 750–757.373
Batzle, M., D.-H. Han, and R. Hofmann, 2006b, Fluid mobility and frequency-dependent374
seismic velocity - Direct measurements: Geophysics, 71, N1–N9.375
Behura, J., M. Batzle, R. Hofmann, and J. Dorgan, 2007, Heavy oils: Their shear story:376
Geophysics, 72, E175–E183.377
Blanchard, T., R. Clark, M. van der Baan, and E. Laws, 2009, Time-lapse attenuation as a378
tool for monitoring pore fluid changes in hydrocarbon reservoirs: Presented at the 71st379
EAGE Conference & Exhibition.380
Bouchon, M., 1981, A simple method to calculate Green’s functions for elastic layered381
media: Bulletin of the Seismological Society of America, 71, 959–971.382
Byerley, G., G. Barham, T. Tomberlin, and B. Vandal, 2008, 4D seismic monitoring applied383
to SAGD operations at Surmont, Alberta, Canada: SEG Expanded Abstracts, 3959–3963.384
Carcione, J., M., 2007, Wave Fields in Real Media - Wave Propagation in Anisotropic,385
Anelastic, Porous and Electromagnetic Media: Elsevier.386
Carter, A., 2003, Seismic wave attenuation from surface seismic reflection surveys - an387
exploration tool: University of Leeds PHD thesis.388
19
Chen, Q., and S. Sidney, 1997, Seismic attribute technology for reservoir forecasting and389
monitoring: The Leading Edge, 16, 445–448.390
Chopra, S., 2010, Heavy oils: reservoir characterization and production monitoring: Society391
of Exploration Geophysicists.392
Clark, B., 2007, Heavy Oil, Extra-Heavy Oil and Bitumen - Unconventional Oil: Working393
Document of the National Petrolium Council.394
Clark, R. A., P. M. Benson, A. J. Carter, and C. A. G. Moreno, 2009, Anisotropic p-wave395
attenuation measured from a multi-azimuth surface seismic reflection survey: Geophysical396
Prospecting, 57, 835–845.397
Cole, K., C., and H. Cole, R., 1941, Dispersion and Absorbtion in Dielectrics: Journal of398
Chemical Physics, 9, 341–351.399
Das, A., and M. Batzle, 2008, Modeling studies of heavy oil - in between solid and fluid400
properties: Leading Edge, Special Section: Heavy oil, 1116–1123.401
Dasgupta, R., and R. A. Clark, 1998, Estimation of Q from surface seismic reflection data:402
Geophysics, 63, 2120–2128.403
Dubucq, D., 2009: personal communication.404
Eastwood, L., 1993, Temperature-dependent propagation of P- and S-waves in Cold Lake405
oil sands: Comparison of theory and experiment: Geophysics, 58, 863–872.406
Feustel, A. J., and R. P. Young, 1994, Qβ estimates from spectral ratios and multiple407
lapse time window analysis: Results from an underground research laboratory in granite:408
Geophysical research letters, 21, 1503–1506.409
Han, D.-H., J. Liu, and M. Batzle, 2007, Shear velocity as the function of frequency in410
heavy oils: SEG abstract - San Antonio 2007, 1716–1719.411
Hauge, P., S., 1981, Measurements of attenuation from vertical seismic profiles: Geophysics,412
20
46, 1548–1558.413
Hedlin, K., L. Mewhort, and G. Margrave, 2001, Delineation of steam flood using seismic414
attenuation: 71st Ann. Internat. Mtg. Soc. Of Expl. Geophys, 1572–1575.415
Kendall, R., 2009, Using time lapse seismic to monitor the THAI heavy oil production416
process: SEG Expanded Abstracts, 3954–3958.417
Kragh, E., and P. Christie, 2002, Seismic repeatability, normalized rms, and predictability:418
The Leading Edge, 21, 640–647.419
Lecerf, D., M. Rogers, and F. Lefeuvre, 2006, Time-spectral analysis for 4D data q-controlled420
calibration: Presented at the 68th EAGE Conference & Exhibition.421
Mateeva, A. A., 2003, Thin horizontal layering as a stratigraphic filter in absorption esti-422
mation and seismic deconvolution: PhD thesis, Colorado School of Mines.423
Matsushima, J., 2006, Seismic wave attenuation in methane hydrate-bearing sediments:424
Vertical seismic profiling data from the nankai trough exploratory well, offshore tokai,425
central japan: Journal of geophysical research, 111, B10101.426
Mavko, G., T. Mukerji, and J. Dvorkin, 1998, The rock physics handbook: Cambridge427
University Press.428
Menke, W., V. Levin, and R. Sethi, 1995, Seismic attenuation in the crust at the mid-429
Atlantic plate boundary in south-west Iceland: Geophys. J. Int., 122, 175–182.430
Mochinaga, H., S. Onozuka, F. Kono, T. Ogawa, A. Takahashi, and T. Torigoe, 2006,431
Properties of Oil sands and Bitumen in Athabasca: CSPG-CSEG-CWLS Convention,432
39–44.433
Oppenheim, A., V., and W. Schafer, R., 2010, Discrete-Time Signal Processing, 3rd ed.:434
Pearson.435
Reine, C., R. Clark, and M. van der Baan, 2012a, Robust prestack Q-determination using436
21
surface seismic data: Part 1- method and synthetic examples: Geophysics, 77, R45–R56.437
——–, 2012b, Robust prestack Q-determination using surface seismic data: Part 2 - 3D438
case study: Geophysics, 77, B1–B10.439
Reine, C., M. van der Baan, and R. Clark, 2009, The robustness of seismic attenuation440
measurements using fixed-and variable-window time-frequency transforms: Geophysics,441
74, WA123–WA135.442
Rickett, J., 2006, Integrated estimation of interval-attenuation profiles: Geophysics, 71,443
A19–A23.444
Schmitt, D., 1999, Seismic attributes for monitoring of a shallow heated heavy oil reservoir:445
a case study: Geophysics, 64, 368–377.446
Sun, S., and J. P. Castagna, 2000, Attenuation estimation from vertical seismic profile data:447
Presented at the 2000 SEG Annual Meeting.448
Tokso¨z, M., N., H. Johnston, D., and A. Timur, 1979, Attenuation of seismic waves in dry449
and saturated rocks: I. laboratory measurements: Geophysics, 44, 681–690.450
Vasconcelos, I., and E. Jenner, 2005, Estimation of azimuthally varying attenuation from451
surface seismic data: Center for Wave Phenomena Annual Report CWP-516, 89–106.452
Vendati, N., and K. Sen, M., 2009, Seismic inversion tracks in situ combustion: A case453
study from Balol oil filed, India: Geophysics, 74, B103–B112.454
Wang, Y., 2003, Quantifying the effectiveness of stabilized inverse Q filtering: Geophysics,455
68, 337–345.456
22
LIST OF FIGURES
1 (a) density, (b) sonic P-wave velocity, and (c) sonic S-wave velocity from well logs457
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was injected into the reservoir.459
2 The geometry of the time-lapse surface seismic acquisition for monitoring injected460
steam. The injection (SAGD) wells are shown as projected from the reservoir depth to the461
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3 RMS velocity model that was used for migrating both the baseline and monitor464
seismic data sets. (The zone of the reservoir corresponds to 0.33-0.4 s)465
4 Pre-stack time migrated gathers: (a) baseline, (b) monitor, and (c) their difference466
for inline 94 and cross-line 64 in Figure 2. The offset step is 16 m. The arrows in (a) and467
(b) correspond to the traces whose spectra are shown in Figure 5 and are shown as wiggle468
traces in Figure 8. Note that the amplitude scale of the difference section is one order of469
magnitude smaller than those of the baseline and monitor sections, and even at this scale470
it is difficult to detect the effect of the steam injection.471
5 A representative spectrum of the baseline and the monitor traces that correspond472
to an offset of 16 m in the time-migrated gather at inline 94 and cross-line 64 (see the arrow473
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6 Top: Pre-stack time-migrated stack sections: (a) baseline, (b) monitor, and (c)475
their difference at inline 94. (The vertical time axis is exaggerated by 2.5 times in compar-476
ison to the horizontal distance when converted to depth). Bottom: The zoom panel shows477
the reservoir interval (0.33-0.42 s); the amplitude of each panel is scaled by the same factor.478
The observed difference in (c) corresponds to the effect of the steam injection.479
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9 The spectra within the windows at times (a) t1 = 0.22 s (above the reservoir) and488
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corresponds to the thickness of the reservoir, about 30-70 m with the P-wave velocity of492
2500 m/s. Each window was tapered from each side using a Hanning taper and the spectra493
were smoothed with a five point median filter.494
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is considered to be most affected by the steam injection). Black lines indicate the position518
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16 Differential Q-factor (QM − QB)(a) and its uncertainty (b) between the monitor520
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Figure 1: (a) density, (b) sonic P-wave velocity, and (c) sonic S-wave velocity from well logs
from a heavy oil field in Athabasca, Canada. The well logs were measured before the steam
was injected into the reservoir.
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Figure 2: The geometry of the time-lapse surface seismic acquisition for monitoring injected
steam. The injection (SAGD) wells are shown as projected from the reservoir depth to the
surface. The area of the acquisition is 1600 m × 1600 m with interval of 10 m between
in-lines and cross-lines.
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Figure 3: RMS velocity model that was used for migrating both the baseline and monitor
seismic data sets. (The zone of the reservoir corresponds to 0.33-0.4 s)
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Figure 4: Pre-stack time migrated gathers: (a) baseline, (b) monitor, and (c) their difference
for inline 94 and cross-line 64 in Figure 2. The offset step is 16 m. The arrows in (a) and
(b) correspond to the traces whose spectra are shown in Figure 5 and are shown as wiggle
traces in Figure 8. Note that the amplitude scale of the difference section is one order of
magnitude smaller than those of the baseline and monitor sections, and even at this scale
it is difficult to detect the effect of the steam injection.
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Figure 5: A representative spectrum of the baseline and the monitor traces that correspond
to an offset of 16 m in the time-migrated gather at inline 94 and cross-line 64 (see the arrow
marks in Figures 4(a), and 4(b)).
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Figure 6: Top: Pre-stack time-migrated stack sections: (a) baseline, (b) monitor, and
(c) their difference at inline 94. (The vertical time axis is exaggerated by 2.5 times in
comparison to the horizontal distance when converted to depth). Bottom: The zoom panel
shows the reservoir interval (0.33-0.42 s); the amplitude of each panel is scaled by the same
factor. The observed difference in (c) corresponds to the effect of the steam injection.
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Figure 7: Time lapse difference section between the monitor and baseline surveys for (a)
amplitude and (b) time, calculated by differencing the maximum amplitudes between 0.385 s
and 0.395 s (within the reservoir).
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Figure 8: Representative traces from the baseline and monitor surveys for the relative
spectrum method that were extracted from the time-migrated gather at inline 94, cross-
line 64 and offset 16 m (see arrows in Figures 4(a), and 4(b)). The window around t1
corresponds to the region which is not affected by the steam, whereas the window around
t2 corresponds to the steam-affected region.
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Figure 9: The spectra within the windows at times (a) t1 = 0.22 s (above the reservoir) and
(b) t2 = 0.4 s (below the reservoir) of the baseline and monitor traces. The main difference
in spectra of t2 is observed between 60 and 130 Hz and the frequency bandwidth used for
the inversion is between 15 and 200 Hz. The time window for FFT is of size 0.06 s, that
corresponds to the thickness of the reservoir, about 30-70 m with the P-wave velocity of
2500 m/s. Each window was tapered from each side using a Hanning taper and the spectra
were smoothed with a five point median filter.
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Figure 10: Logarithm of spectral ratio as a function of frequency: (a) baseline and (b)
monitor.
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Figure 11: Schematic of the geometry of the synthetic test.Shabelansky et al. –
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Figure 12: Three seismic traces generated with different Q-factors within the reservoir layer
(500, 50, and 20) shown in the schematic geometry in Figure 11: (a) noise-free, and (b)
with added Gaussian noise with zero mean and standard deviation of 10% of the maximum
amplitude. The time windows at t1 and t2 correspond to the reflections from above and
below the reservoir, respectively. Note that the dispersion effect is considered inside the
time window.
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Figure 13: Amplitude spectra, as a function of frequency, of the windowed trace around
the times that correspond to above (t1 = 1.38 s) and below (t2 = 1.78 s) the reservoir with
different reservoir Q-factors of 500, 50, and 20: (a)-(c) noise-free, and (d)-(f) with added
Gaussian noise with zero mean and standard deviation of 10% of the maximum amplitude.
Note that the magnitude scale (the vertical axis) of the each plot is the same. Note also
that the magnitudes above the reservoir are also affected by velocity dispersion.
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Figure 14: The logarithm of spectral ratios and their fit as a function of frequency estimated
from the amplitude spectra given in Figure 13 for different reservoir Q-factors (20, 50, and
500): (a) noise-free, and (b) with added Gaussian noise with zero mean and standard
deviation of 10% of the maximum amplitude.
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Figure 15: Differential Q−1 (Q−1B -Q
−1
M ) (a) and its uncertainty (b) between the baseline and
the monitor data sets that were estimated using the 4DRSM with time t1, corresponding
to the region above the reservoir (the portion of the signal which is not affected by the
steam injection), and time t2, which is below the reservoir (the portion of the signal which
is considered to be most affected by the steam injection). Black lines indicate the position
of the wells through which the reservoir is heated.
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Figure 16: Differential Q-factor (QM −QB)(a) and its uncertainty (b) between the monitor
and the baseline data sets that were estimated using a 4DRSM with the same times t1 and
t2 as in Figure 15. Black lines indicate the position of the SAGD wells.
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Figure 17: Differential Q−1 (i.e., Q−1B -Q
−1
M ) between the monitor and the baseline data sets
that were calculated as control tests. The result (a) was calculated with times t1 = 0.17 s
and t2 = 0.4 s, and (b) with times t1 = 0.17 s and t2 = 0.22 s. Black lines indicate the
position of the SAGD wells.
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Figure 18: Differential Q-factor between the monitor and baseline data sets calculated as
control tests. The result in (a) was calculated with times t1 = 0.17 s and t2 = 0.4 s, and
that in (b) with times t1 = 0.17 s and t2 = 0.22 s. Black lines indicate the position of the
SAGD wells.
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Figure 19: Schematic for the Cole-Cole viscoelastic model where Kelvin-Voigt and Maxwell
viscoelastic models occupy different frequency ranges; fr corresponds to the relaxation
frequency and η to viscosity.
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Figure 20: Difference in viscosity between the heated and the in-situ heavy oil that was
calculated by eq. 9 for Kelvin-Voigt model (a) and by eq. 10 for Maxwell model (b).
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