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RESUMO
Controle Preditivo Baseado em Modelo (MPC) e´ uma metodologia de
controle comumente utilizada nos setores petroqu´ımicos e qu´ımicos da
indu´stria para o controle de grandes processos. Seu sucesso e´ devido
ao fato possibilitar o desenvolvimento de algoritmos de controle multi-
varia´vel com compensac¸a˜o intr´ınseca de atraso de transporte, tambe´m
e´ capaz de lidar com as restric¸o˜es do processo e seus paraˆmetros de
ajuste interpretados no domı´nio do tempo sa˜o intuitivos. No entanto,
seu uso na indu´stria e´ limitado a grandes processos onde o investimento
em sistemas avanc¸ados de controle e´ economicamente via´vel, devido aos
altos custos das soluc¸o˜es vendidas atualmente. Este trabalho propo˜e
um sistema embarcado com controle preditivo que possa ser adquirido
por companhias que tenham processos de pequeno e me´dio porte que
poderiam obter ganhos de produtividade com o uso do MPC. Este do-
cumento vai descrever todos os passos realizados para desenvolver tal
equipamento: o estudo da tecnologia usada no controle de processos
atualmente e de va´rios algoritmos MPC, a metodologia de engenharia
de software utilizada para desenvolver um programa bem estruturado
e, finalmente, os experimentos feitos para validar o proto´tipo criado.
Estes resultados incluem uma se´rie de simulac¸o˜es Hardware-in-the-loop
e um teste de integrac¸a˜o com um processo real.
Palavras-chave: Controle de Processos. Controle Preditivo. Sistemas
Embarcados.

ABSTRACT
Model Predictive Control is a control methodology commonly used in
petrochemical and chemical fields to control large processes. Its success
can be traced to the facts that it can deal with MIMO processes, it has
intrinsic dead-time compensation, it is capable to handle the process’
constraints and its tuning, interpreted in the time domain, are easily
understandable. Nevertheless, its usage in the industry is limited to
large processes where the investment in the currently expensive advan-
ced control systems are economically viable. This work proposes a low
cost embedded MPC controller targeted at companies with medium
and small processes that could have production improvements with the
use of MPC. This document will describe all the steps taken to deve-
lop such equipment: the study of current process’ control technologies
and of various MPC algorithms, the software engineering methodology
adopted to obtain a well structured software and, finally, the experi-
ments done to validate the prototype. These results include a series of
Hardware-in-the-loop simulations and an integration test with a real
process.
Keywords: Process Control. Model Predictive Control. Embedded
Systems.
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1 INTRODUC¸A˜O
Na indu´stria de processos os controladores preditivos (MPC -
Model based Predictive Controllers) sa˜o largamente utilizados no setor
petroqu´ımico, principalmente nas refinarias. A formulac¸a˜o MPC in-
tegra controle o´timo, controle estoca´stico, compensac¸a˜o de atraso de
transporte de processos, controle multivaria´vel, controle feed-forward
de perturbac¸o˜es mensura´veis e tambe´m e´ capaz de considerar refereˆncias
futuras [5].
O MPC na˜o e´ uma estrate´gia de controle espec´ıfica, e´ o nome
dado a um conjunto de me´todos de controle que foram desenvolvidos
considerando o conceito de predic¸a˜o e a obtenc¸a˜o do sinal de controle
atrave´s da minimizac¸a˜o de uma determinada func¸a˜o objetivo [5]. Esta
func¸a˜o considera o erro futuro, calculado a partir das refereˆncias futuras
e das sa´ıdas do modelo, o esforc¸o de controle, ale´m das restric¸o˜es nas
varia´veis de processo e/ou de controle que possam existir.
Diversas pesquisas teˆm mostrado que a utilizac¸a˜o destes con-
troladores permite melhorar a qualidade da produc¸a˜o industrial [6].
Pore´m, na indu´stria, o uso destes controladores esta´ restrito a pro-
cessos de grande porte onde o investimento em sistemas avanc¸ados de
controle e´ via´vel economicamente. Nestes processos, o MPC e´ utili-
zado em cascata com controladores cla´ssicos PID [7] que controlam as
varia´veis fundamentais do processo: vaza˜o, temperatura, n´ıvel, etc.,
isto e´, os sinais de controle gerados pelo MPC sa˜o as refereˆncias para
os controladores locais.
Apesar do sucesso obtido com o MPC em va´rios setores da
indu´stria, principalmente nas refinarias de petro´leo, o uso deste tipo de
algoritmo na˜o e´ muito difundido em outras partes do processo, como
por exemplo, no processo de produc¸a˜o e explorac¸a˜o, nem em plantas
de menor porte, onde poderia trazer ganhos significativos.
Alguns dos motivos da pouca disseminac¸a˜o do MPC nestes se-
tores sa˜o: o custo do sistema de controle; a falta de sistemas de menor
porte de baixo custo; a dificuldade de adaptar estes controladores a
plantas existentes.
Para ilustrar alguns desses motivos, pode-se citar, por exemplo,
a soluc¸a˜o MPC vendida pela empresa Emerson Process Management,
o pacote de software DeltaV Predict. Este pacote implementa o algo-
ritmo DMC (Dynamic Matrix Control) de controle preditivo e e´ capaz
de lidar com ate´ 80 varia´veis manipuladas e 40 varia´veis controladas.
Ale´m disso, possui algoritmos de identificac¸a˜o de modelo para agili-
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zar a configurac¸a˜o e ajuste do controlador [8]. Mas para utilizar este
software, e´ necessa´rio ter tambe´m o programa DeltaV v12.3 que roda
em uma estac¸a˜o de trabalho com um hardware espec´ıfico vendido pela
pro´pria empresa. Tambe´m e´ requerido o uso de um controlador se´rie-M,
produzido pela Emerson, que faz a comunicac¸a˜o com os dispositivos do
processo e a estac¸a˜o de trabalho. O custo destes programas e equipa-
mentos chega a algumas dezenas de milhares de do´lares, o que na˜o inclui
custos de instalac¸a˜o e integrac¸a˜o de equipamentos, e suporte te´cnico.
Existem muitos trabalhos na a´rea de controle preditivo que ten-
tam resolver todos ou pelo menos alguns dos problemas listados. Uma
linha de pesquisa e´ a programac¸a˜o de um Field Programmable Gate
Array (FPGA) de forma a otimizar a execuc¸a˜o de algoritmos MPC
[9–11]. FPGA e´ um tipo de circuito integrado que pode ser configu-
rado de acordo com a aplicac¸a˜o do usua´rio e estes trabalhos exploram
algumas peculiaridades dos algoritmos MPC para aumentar a veloci-
dade do procedimento de ca´lculo da ac¸a˜o de controle. Outro tipo de
soluc¸a˜o foi proposta em [12], onde um algoritmo MPC e´ embarcado
em um controlador lo´gico programa´vel (CLP) usando o padra˜o de pro-
gramac¸a˜o IEC 61131-3. Estes projetos propo˜em soluc¸o˜es que tentam
disseminar o uso de algoritmos preditivos com equipamentos de baixo
n´ıvel, por exemplo, atuadores, desta forma, eles conseguem obter tem-
pos de amostragem na ordem de milissegundos mesmo considerando
restric¸o˜es. Apesar disto, o nu´mero de restric¸o˜es e de varia´veis de con-
trole sa˜o muito limitados devido a`s limitac¸o˜es dos equipamentos sendo
utilizados.
Assim, este trabalho, desenvolvido em parceria com a empresa
ATTA [13], apresenta uma soluc¸a˜o diferente para resolver os problemas
listados anteriormente. Planeja-se a criac¸a˜o de um sistema embarcado
de baixo custo com componentes dispon´ıveis a pronta-entrega que pos-
suem maiores recursos (memo´ria, velocidade de processador, etc.), se
comparado com um FPGA ou CLP, de forma a permitir o controle de
pequenos e me´dios processos com dinaˆmicas lentas do mesmo modo
como sa˜o utilizados os pacotes profissionais de MPC, isto e´, fornecendo
as refereˆncias para os controladores de baixo n´ıvel que controlam as
varia´veis ba´sicas do processo. Desta forma, estes tipos de planta po-
dera˜o ter acesso a esta tecnologia de controle o´timo multivaria´vel que,
quando bem ajustado, permite a melhoria da qualidade da produc¸a˜o
[6]. O proto´tipo a ser criado deve possuir as seguintes caracter´ısticas:
• fa´cil integrac¸a˜o com processos industriais existentes atrave´s do su-
porte a diferentes redes industriais, por exemplo, Fieldbus, MOD-
BUS, PROFIBUS-PA;
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• configurac¸a˜o ra´pida dos paraˆmetros do controlador e do pro´prio
dispositivo atrave´s de uma interface de usua´rio;
• suporte a diferentes algoritmos MPC, permitindo que o usua´rio
escolha a melhor opc¸a˜o para um determinado processo;
• baixo custo.
O cap´ıtulo 2 deste documento fara´ uma breve descric¸a˜o da histo´ria
do controle de processos e da tecnologia utilizadas nos dias atuais. No
cap´ıtulo 3 sera´ feita uma descric¸a˜o do hardware do proto´tipo do sistema
embarcado, assim como todo o conjunto de softwares utilizado para o
desenvolvimento do programa que fara´ o controle de processos. A re-
visa˜o dos algoritmos MPC implementados sera´ feita no cap´ıtulo 4. No
cap´ıtulo 5 sera´ abordada a metodologia de desenvolvimento de software
utilizada para desenvolver os programas deste projeto. No cap´ıtulo 6
sera˜o apresentadas os resultados obtidos e, para finalizar, as concluso˜es
estara˜o presentes no cap´ıtulo 7.
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2 CONTROLE DE PROCESSOS
Nos tempos atuais, percebe-se a crescente presenc¸a de sistemas
automa´ticos de controle. Ma´quinas ocupam cada vez mais espac¸o den-
tro das resideˆncia e indu´strias. Toda esta revoluc¸a˜o que vem aconte-
cendo na sociedade contemporaˆnea na˜o passa do desabrochar de uma
tecnologia que ja´ e´ estudada ha´ tempos e continua sendo muito impor-
tante: o controle de sistemas [14].
Grandes avanc¸os no controle de processos foram obtidos atrave´s
da histo´ria, por exemplo, e´ sabido que os Romanos utilizaram sistemas
de va´lvulas engenhosos em seus aquedutos para manter o n´ıvel da a´gua
constante. Alguns especialistas afirmam que, na Mesopotaˆmia antiga,
mais de 2000 anos A.C., o controle do sistema de irrigac¸a˜o tambe´m
era uma arte conhecida [15]. Mas foi com o advento do governador
centr´ıfugo desenvolvido por James Watt, na Fig. (1a), que houve um
avanc¸o considera´vel nesta a´rea. O governador de Watt, composto ba-
sicamente de um par de esferas de metal montadas em um dispositivo
mecaˆnico ligado a uma va´lvula de escape, era utilizado para controlar a
velocidade de rotac¸a˜o de motores a vapor. Neste equipamento, quando
a velocidade do motor aumentava demasiadamente, a forc¸a centr´ıfuga
fazia o raio de rotac¸a˜o das esferas aumentar, movimentando o disposi-
tivo mecaˆnico que fazia a va´lvula de escape abrir, diminuindo a pressa˜o
interna do motor, o que, por sua vez, diminu´ıa a velocidade de rotac¸a˜o
[16].
Equipamentos como o governador centr´ıfugo, apesar de propor-
cionarem grandes avanc¸os na indu´stria na e´poca, na˜o constitu´ıam siste-
mas distribu´ıdos de controle pois operavam localmente e independen-
temente de qualquer outro equipamento que o processo pudesse ter.
Apenas com a utilizac¸a˜o de transmissa˜o de sinais e´ que foi poss´ıvel
haver a composic¸a˜o de sistemas distribu´ıdos [17].
2.1 SISTEMAS DISTRIBUI´DOS DE CONTROLE DE PROCESSOS
Sistemas distribu´ıdos de controle de processos sa˜o utilizados na
indu´stria de forma a permitir a otimizac¸a˜o da produtividade, aumentar
a qualidade da produc¸a˜o, diminuir custos, melhorar a seguranc¸a, entre
outros. Sistemas sa˜o uma combinac¸a˜o de componentes que atuam em
conjunto e realizam um certo objetivo [14]. Na a´rea de controle, ha´
a composic¸a˜o de um sistema distribu´ıdo quando os equipamentos que
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(a) (b)
Figura 1 – Esquematizac¸a˜o do governador de Watt em (a) [1], e James
Watt (1736-1819) em (b)
permitem o controle de um processo sa˜o interligados entre si atrave´s de
uma rede. A rede permite o acesso remoto a estes equipamentos, per-
mitindo algoritmos de controle mais eficientes e uma seguranc¸a maior.
Foi a criac¸a˜o das redes industriais que permitiu a existeˆncia destes siste-
mas, e elas so´ vieram a existir devido a` evoluc¸a˜o na a´rea de transmissa˜o
de sinais. Na verdade, cada aperfeic¸oamento feito nesta a´rea acabou
por conduzir a uma evoluc¸a˜o das redes e, por consequeˆncia, dos siste-
mas de controle, por possibilitarem um melhor acesso ao processo, seja
pela leitura de dados atrave´s dos sensores ou pelo envio de dados aos
equipamentos de atuac¸a˜o [17].
Um passo fundamental na evoluc¸a˜o da transmissa˜o de sinais foi
o advento da transmissa˜o analo´gica, que permitia que os dados de en-
trada e sa´ıda (E/S) do processo fossem enviados ou recebidos remota-
mente por uma central de controle atrave´s de sinais ele´tricos analo´gicos
de corrente. Isto permitiu, nas de´cadas de 1950 a 1970, o desenvol-
vimento do chamado Direct Digital Control (DDC), uma arquitetura
centralizada, composta de um ou mais controladores responsa´veis pelo
processo que eram conectados aos equipamentos de E/S. Estes contro-
ladores eram configurados localmente, pois so´ se transmitia pela rede
dados de E/S do processo, assim, possu´ıam paine´is localizados na sala
de controle por onde eram feitas as configurac¸o˜es. Como os controlado-
res precisavam estar localizados em salas especiais, e cada equipamento
transmitia seus dados por um par de cabos, a instalac¸a˜o e manutenc¸a˜o
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Figura 2 – Computador Argus Ferranti de 1961, utilizado em arquite-
turas DDC [2]
destes sistemas era extremamente trabalhosa e custosa. Ale´m disso,
caso houvesse uma falha nos computadores centrais do sistema, o que
na˜o era incomum, haveria uma falha generalizada do processo, fazendo
com que fosse necessa´ria a existeˆncia de equipamentos servomecaˆnicos
e/ou pneuma´ticos em espera para que na˜o houvesse uma paralisac¸a˜o
duradoura da produc¸a˜o [17]. Na Fig. (2) e´ mostrado um computador
central utilizado em DDCs.
Ao longo da de´cada de 1970 houve o desenvolvimento da comu-
nicac¸a˜o digital. O advento desta tecnologia e´ um grande marco na
indu´stria pois permitiu que mu´ltiplos dados pudessem ser transmitidos
em um par de cabos, o que na˜o acontecia com a comunicac¸a˜o analo´gica,
e, por admitirem somente dois estados (um e zero), os sinais digitais
sa˜o mais robustos que os analo´gicos, sendo menos suscet´ıveis a dis-
torc¸o˜es causadas por ru´ıdo ou interfereˆncias ele´tricas. Ale´m disso, a
comunicac¸a˜o digital pode utilizar te´cnicas de checagem de erro para
detectar uma distorc¸a˜o e retransmitir o sinal, o que na˜o e´ poss´ıvel no
caso analo´gico [3]. Pode-se dizer mais, a comunicac¸a˜o digital permitiu
o uso de um mesmo barramento de comunicac¸a˜o (ou cabo de trans-
missa˜o) por mu´ltiplos equipamentos, reduzindo ainda mais a infra-
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Figura 3 – Comparac¸a˜o entre dois sinais, um sinal analo´gico (direita)
e digital (esquerda), transmitidos por corrente (4-20mA).
estrutura necessa´ria para a instalac¸a˜o de equipamentos. A Fig. (3)
mostra uma comparac¸a˜o entre os sinais analo´gicos e digitais transmiti-
dos por corrente (4-20 mA). No caso digital, idealmente, os estados 0
e 1 sa˜o representados pelos valores de corrente 4 mA e 20 mA, respec-
tivamente. Caso seja lido um valor intermedia´rio, este e´ considerado
inva´lido. Para montar uma mensagem, sa˜o enviados sequeˆncias de 0s
e 1s com tamanho pre´-determinado de elementos. Essa mensagem e´
enta˜o interpretada e pode conter dados de mu´ltiplos equipamentos. No
lado direito da mesma figura esta´ um exemplo de sinal analo´gico, que
pode variar continuamente entre os limites de 4 mA e 20 mA. Dado
um sensor analo´gico de temperatura que pode medir entre 0 e 100 oC,
por exemplo, pode-se fazer com que a leitura de 0 oC seja equivalente a
4 mA e que 100 oC seja equivalente a 20 mA, havendo uma equivaleˆncia
linear entre os valores intermedia´rios. Enta˜o, nos casos analo´gicos, o
sinal so´ pode representar uma varia´vel, neste exemplo, o valor de tem-
peratura.
Como dito anteriormente, cada evoluc¸a˜o na transmissa˜o de si-
nais implicou numa evoluc¸a˜o no controle de processos. Neste caso, um
dos resultados foi a arquitetura Sistema Distribu´ıdo de Controle ou,
em ingleˆs, Distributed Control System (DCS). Estes sistemas sa˜o ditos
distribu´ıdos pois, ao contra´rios dos DDCs, os processos sa˜o divididos
em sub-sistemas que sa˜o controlados, por exemplo, pelos chamados
Controladores Lo´gico Programa´veis (CLPs).
A subdivisa˜o do processo em sub-sistemas traz diversas vanta-
gens. A principal delas e´ que, como o controle do processo esta´ dividido
em sistemas menores (os CLPs), caso haja algum erro em um deles, o
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risco de causar uma falha geral no processo e´ menor. Ale´m disso, se
houver redundaˆncia de controladores, ou seja, a existeˆncia de CLPs de
reserva que entram em ac¸a˜o caso o controlador principal do sub-sistema
falhe, este risco de falha e´ reduzido ainda mais, mas isto leva, e´ claro,
a custos maiores [17].
Apesar do nome distribu´ıdo, os DCSs, pelos padro˜es atuais, sa˜o
considerados sistemas centralizados [17]. O avanc¸o nas tecnologias de
redes industriais em conjunto com a evoluc¸a˜o tecnolo´gica de proces-
sadores, que reduziu custos e miniaturizou equipamentos eletroˆnicos,
permitiu que fossem criados dispositivos inteligentes capazes de auto-
regulac¸a˜o. Por exemplo, o Posicionador de Va´lvula Fieldbus Founda-
tion [18], e´ utilizado para regulac¸a˜o da abertura de uma va´lvula. O
controle de abertura e´ feito por este mesmo dispositivo, bastando ape-
nas configurar o algoritmo de controle remotamente e enviar a refereˆncia
de abertura desejada, tudo realizado atrave´s da rede industrial.
O desenvolvimento destes tipos de dispositivos levou a` arqui-
tetura Sistema de Controle de Campo ou, em ingleˆs, Field Control
Systems (FCS), onde ha´ a distribuic¸a˜o da habilidade de controle aos
instrumentos de campo, como o exemplo citado anteriormente. O FCS
leva o DCS a um passo adiante aumentando a toleraˆncia a falhas, pois,
como cada dispositivo na˜o lida com mais do que uma malha de controle,
o problema de uma u´nica falha afetar uma grande parte da planta e´
quase eliminado [17]. O avanc¸o provido por estes dispositivos inteli-
gentes vai muito mais ale´m, ja´ que estes sa˜o capazes de se diagnosticar
e reportar qualquer problema atrave´s da rede, reduzindo o tempo ne-
cessa´rio para a descoberta do local da falha e sua reparac¸a˜o. A Fig.
(4) faz uma comparac¸a˜o entre as arquiteturas descritas, indicando onde
sa˜o executados os algoritmos de controle em cada uma.
Atualmente, estamos em um per´ıodo de transic¸a˜o da arquitetura
DCS para FCS. Novas instalac¸o˜es tendem a ser constru´ıdas com dis-
positivos inteligentes utilizados nos FCSs, mas ainda existem inu´meras
instalac¸o˜es mais antigas funcionando com a estrutura DCS que na˜o po-
dem custear arquiteturas mais novas [17]. Assim, para este projeto,
seria de grande interesse criar um dispositivo inteligente capaz de ser
utilizado tanto em arquiteturas DCS como FCS.
As sec¸o˜es seguintes tratara˜o das estruturas DCS e FCS de modo
a ficar claro como o dispositivo a ser desenvolvido sera´ inserido em cada
uma destas arquiteturas de controle.
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Figura 4 – Comparac¸a˜o entre as arquiteturas DDC, DCS e FCS [3]
2.2 ARQUITETURA DCS
A Fig. (5) mostra uma esquematizac¸a˜o de um sistema de con-
trole do tipo DCS. Este tipo de arquitetura pode ter ate´ quatro n´ıveis de
rede, cada uma funcionando com uma tecnologia diferente [17]. O n´ıvel
mais baixo e´ o dos dispositivos (sensores, atuadores, etc.). Como muitos
dos instrumentos ainda utilizam comunicac¸a˜o analo´gica por corrente,
e´ necessa´rio o uso de sistemas de aquisic¸a˜o de dados que convertem a
informac¸a˜o analo´gica em digital. O segundo n´ıvel e´ o de E/S Remoto,
que faz a conexa˜o entre os sistemas de aquisic¸a˜o com os controladores
locais, que sa˜o geralmente CLPs, mas podem ser outros tipos de com-
putadores industriais. Estes controladores locais sa˜o os responsa´veis
por executar os algoritmos de controle, lo´gicas de intertravamento e,
em alguns casos, tambe´m servir de gateway para os n´ıveis mais baixos
do processo.
O terceiro n´ıvel e´ o de controle, que interliga todos os controla-
dores locais e assim permite o acesso a todo o processo por terminais
espalhados pela fa´brica. Por u´ltimo, o n´ıvel de processo, que conecta
processos distintos aos computadores que fazem a gereˆncia da produc¸a˜o
local. As redes do segundo e terceiro n´ıveis sa˜o, geralmente, redes indus-
triais, que sa˜o redes com propriedades especiais, tal como poder operar
em ambientes com interfereˆncias eletromagne´ticas. Existe um grande
nu´mero desse tipo de redes com caracter´ısticas diferentes. Por exemplo,
37
Figura 5 – Esquematizac¸a˜o dos diferentes n´ıveis de redes presentes em
uma arquitetura DCS
para processos onde os dados sa˜o em sua maioria discretos, como em
uma linha de produc¸a˜o automotiva onde os equipamentos sa˜o chaves
de n´ıvel, botoeiras, sinaleiras luminosas, existem as redes SERIPLEX,
INTERBUS-S e AS-I. Para processos cont´ınuos, tais como os existentes
em mineradoras e refinarias, utiliza-se PROFIBUS-PA, HART, MOD-
BUS, entre outras. Cada uma destas redes possui vantagens e desvan-
tagens que devem ser estudadas ao se instrumentar um processo, pois
muitos destes padro˜es sa˜o proprieta´rios e na˜o compat´ıveis uns com os
outros, assim, a escolha de uma rede limita bastante os equipamentos
que podera˜o ser adquiridos.
2.3 ARQUITETURA FCS
Na arquitetura DDC, todo o sistema era centralizado em um
computador. Na DCS, ocorre uma descentralizac¸a˜o da arquitetura,
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com a criac¸a˜o de diversos subsistemas, no entanto, o processamento
dos dados ainda continua centralizado em cada subsistema (os CLPs).
Na arquitetura FCS, o sistema e´ totalmente distribu´ıdo e o proces-
samento das estrate´gias de controle e´ feito localmente, nos pro´prios
instrumentos.
Figura 6 – Esquematizac¸a˜o da arquitetura FCS
Hoje, a arquitetura FCS esta´ representada basicamente pela
especificac¸a˜o FOUNDATION Fieldbus (FF) da organizac¸a˜o Fieldbus
FOUNDATION. Ela difere dos outros protocolos de comunicac¸a˜o por-
que e´ orientada a resolver aplicac¸o˜es de controle de processos ao inve´s
de apenas transferir dados na rede de uma forma digital. Isto se deve a`
inserc¸a˜o de processadores em cada um dos instrumentos de campo que
compo˜em o sistema [19]. Com dispositivos inteligentes, foi poss´ıvel mi-
grar as estrate´gias de controle para o elemento de campo, representado
pelos transmissores de temperatura, pressa˜o, vaza˜o e outros, e pelos
atuadores, em sua maior parte va´lvulas de controle. Isto permite que
dois ou mais instrumentos estabelec¸am malhas de controle, operando
de forma completamente independente [3]. Outra vantagem do FF e´
que, com apenas um barramento, e´ poss´ıvel realizar a comunicac¸a˜o e a
alimentac¸a˜o dos dispositivos conectados, o que reduz consideravelmente
a quantidade de cabeamento necessa´rio.
A Fig. (6) mostra uma esquematizac¸a˜o da arquitetura FCS.
Percebe-se que o FCS e´ mais simples do que o DCS, havendo apenas
um dispositivo de ligac¸a˜o ou, em ingleˆs, Link Active Scheduler (LAS)
que realiza a func¸a˜o de gateway entre a rede FF dos dispositivos e a
rede dos equipamentos de supervisa˜o e configurac¸a˜o. O LAS tambe´m
tem a func¸a˜o de coordenar a rede FF dos dispositivos, mas na˜o realiza
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o controle, que e´ feito pelos pro´prios dispositivos.
2.4 INTEGRAC¸A˜O ENTRE O SISTEMA EMBARCADO E REDES
INDUSTRIAIS
Como dito anteriormente, seria interessante desenvolver um sis-
tema de controle embarcado capaz de ser utilizado tanto em sistemas
de arquitetura DCS quanto em FCS, pois desta forma, haveria uma
clientela em potencial maior para o produto. No entanto, para que isso
ocorra, o sistema embarcado deve estar apto a trabalhar com as redes
industriais utilizadas em ambas as arquiteturas.
Para que um determinado equipamento consiga trabalhar com
um determinado tipo de rede e´ preciso obedecer as normas que a de-
finem. Por exemplo, no caso da rede FF, o meio f´ısico e a realizac¸a˜o
da transmissa˜o de dados sa˜o definidos pelas normas IEC 61158-2 e ISA
S50.02-1992 [20]. Ha´ tambe´m normas [21] que definem como o software
do equipamento sendo desenvolvido deve utilizar o meio f´ısico para in-
teragir com outros dispositivos na rede. Como o padra˜o FF possui
licenc¸a, apesar de ser aberto, e´ preciso pagar para se obter as normas.
Ale´m disso, para que o equipamento possa ser comercializado como
sendo compat´ıvel com a rede FF, e´ preciso submeter o equipamento a
uma se´rie de testes na organizac¸a˜o Fieldbus FOUNDATION que com-
provara˜o a obedieˆncia a`s normas especificadas. Caso o equipamento
passe no teste anterior, sera´ emitido um Certificado de Registro que
permitira´ que o produto possa utilizar a marca da organizac¸a˜o. Tudo
isto requer o pagamento de taxas, que chegam a alguns milhares de
do´lares [22] e, caso seja necessa´rio serem feitas alterac¸o˜es no equipa-
mento, todo o processo deve ser repetido.
Todo o procedimento explicado anteriormente servira´ apenas
para a compatibilidade com um tipo de rede industrial. A rede PROFI-
BUS-PA, por exemplo, utilizada extensivamente em arquiteturas DCS,
exige um tipo diferente de meio f´ısico da rede FF, software diferente e,
como tambe´m e´ licenciada, requer o teste e registro do equipamento.
Fica claro que, para um sistema de controle de baixo custo, este
tipo de soluc¸a˜o, de adaptar o equipamento a`s novas tecnologias de rede
industrial, mesmo com todas as vantagens que se possa ganhar, poderia
tornar o produto final invia´vel comercialmente, tanto pelo aumento do
custo quanto pelo tempo de desenvolvimento adicional necessa´rio.
Com isto em mente, chegou-se a uma soluc¸a˜o: o uso do protocolo
MODBUS.
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2.5 MODBUS
MODBUS e´ um protocolo de transmissa˜o de dados desenvolvido
pela empresa Gould Modicon, hoje Schneider Electric, para o controle
de processos. Em 2004 a empresa transferiu os direitos do protocolo
para a Modbus Organization e a sua utilizac¸a˜o e´ livre de taxas de li-
cenciamento. E´ sabido que especificar MODBUS como a interface de
um dispositivo e´ um meio de atingir integrac¸a˜o de sistemas de redes
diferentes, aumentando as opc¸o˜es de vendas e reduzindo custos. Este
protocolo, devido a` sua extensa utilizac¸a˜o industrial, e pelo fato de ser
aberto e livre de licenc¸as, se tornou o padra˜o de facto quando se pensa
em integrac¸a˜o de mu´ltiplos sistemas [20].
Este protocolo na˜o define um meio f´ısico para a comunicac¸a˜o,
assim, ele pode ser implementado em va´rios tipos de interfaces, tais
como RS232, RS485 e Ethernet. Apesar disso, certas caracter´ısticas do
MODBUS sa˜o fixas, como sera´ visto a seguir.
2.5.1 Meio F´ısico
No cha˜o de fa´brica, para interligar equipamentos de campo, o
meio f´ısico mais comum quando se utiliza MODBUS e´ a transmissa˜o
serial RS485, ou EIA/TIA 485. Este padra˜o e´ muito u´til para sistemas
onde muitos instrumentos ou controladores precisam ser conectados na
mesma linha. Nestas situac¸o˜es, um cuidado especial com o software
deve ser tomado para coordenar qual dispositivo na rede podera´ trans-
mitir num dado momento [20]. Quando utilizado em conjunto como
MODBUS, o modo de comunicac¸a˜o e´ o Mestre-Escravo, ou seja, num
dado barramento, somente um dispositivo, chamado de mestre, inicia
a comunicac¸a˜o. Desta forma, os dispositivos escravos esta˜o sempre em
espera para mensagens do mestre. Em cada mensagem ha´ um identi-
ficador, como sera´ visto mais adiante, que indica a qual dispositivo a
mensagem e´ dirigida.
A interface RS485 utiliza um barramento composto de um par
de cabos e a transmissa˜o de dados e´ diferencial por tensa˜o. Ela per-
mite comunicac¸a˜o confia´vel a uma distaˆncia de 1200 m (ate´ 5 Km a
1200 Bps), velocidades de transmissa˜o de ate´ 10 Mbps, ale´m ser capaz
de dividir o mesmo barramento com ate´ 32 equipamentos, apesar de
somente um poder transmitir por vez. Ale´m disso e´ barata e de fa´cil
utilizac¸a˜o [20].
A transmissa˜o diferencial permite uma robustez a ru´ıdos e fun-
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ciona da seguinte maneira: quando se quer transmitir o estado um, por
exemplo, um dos fios do barramento assume a tensa˜o de +5 Volts e o
outro 0 Volts. Quando se quer transmitir o estado zero, a tensa˜o nas
linhas sa˜o trocadas, a que estava em +5 Volts vai para 0 e a que estava
em 0 vai para +5 Volts.
2.5.2 Protocolo
As normas que definem o MODBUS especificam uma formatac¸a˜o
da mensagem enviada, como mostrada na Tab. (1). O primeiro campo
de cada mensagem, composto de 1 byte, e´ o de enderec¸o (Address Fi-
eld), que pode assumir valores de 1 a 247. Quando a mensagem e´ do
tipo de requisic¸a˜o, ou seja, enviada por um dispositivo mestre, este
campo assume o valor do enderec¸o do dispositivo que deve receber a
mensagem. Quando a mensagem e´ a resposta do dispositivo escravo,
este campo assume o valor do dispositivo emissor.
Tabela 1 – Formatac¸a˜o da mensagem MODBUS com indicac¸a˜o dos
tamanhos, em bytes, dos va´rios campos que a compo˜em.
Address Field Function Field Data Field Error Check Field
1 byte 1 byte Varia´vel 2 bytes
O segundo campo (Function Field), de 1 byte, e´ o que especifica
a func¸a˜o a ser executada pelo dispositivo que recebe a mensagem. Se o
dispositivo receptor for capaz de executar a dada func¸a˜o, sera´ enviada
uma mensagem de resposta com o resultado da operac¸a˜o. As func¸o˜es
mais comuns sa˜o de leitura e escrita de dados, mas existem tambe´m
func¸o˜es de diagno´stico. Uma lista de todas as func¸o˜es suportadas esta´
na especificac¸a˜o do MODBUS em [23].
O terceiro campo e´ o de dados (Data Field), que tem tamanho
varia´vel de acordo com a func¸a˜o especificada no campo anterior. Por
exemplo, quando o mestre faz uma requisic¸a˜o de leitura para um dis-
positivo, o campo de dados contera´ o enderec¸o da varia´vel que quer
ler. Neste caso, a mensagem de resposta contera´ o valor da varia´vel
desejada no campo de dados.
Os u´ltimos dois bytes da mensagem compo˜em o campo de che-
cagem de erros (Error Check Field). O valor nume´rico deste campo e´
calculado ao se fazer o Cyclic Redundancy Check (CRC-16) na mensa-
gem. Esta checagem garante que os dispositivos na˜o recebera˜o mensa-
gens distorcidas durante a transmissa˜o.
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Tabela 2 – Tipos de dados especificados para o MODBUS.
Nome Tipo Acesso
Discrete Inputs 1 bit Leitura
Coils 1 bit Leitura/Escrita
Input Registers 2 bytes Leitura
Holding Registers 2 bytes Leitura/Escrita
As principais func¸o˜es utilizadas no MODBUS (de leitura e es-
crita de informac¸o˜es) precisam ter acesso aos dados nos dispositivos.
O modelo de dados MODBUS define quatro tipos, de acordo com a
Tab. (2), Discrete Input, Coils, Input Registers e Holding Registers.
Os dois primeiros sa˜o dados discretos (zero ou um) e os restantes sa˜o
dados representados por palavras de 16 bits (2 bytes), ou seja, podem
representar um valor inteiro de 0 a 65535.
Figura 7 – Modelo de dados MODBUS e sua relac¸a˜o com a memo´ria
f´ısica.
Cada tipo de dado possui uma tabela pro´pria onde sa˜o arma-
zenadas as informac¸o˜es, sendo que cada elemento destas tabelas tem
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um enderec¸o fixo, que varia entre 0 e 65535, desta forma cada tabela
permite a armazenagem de 65536 itens. Este enderec¸o na˜o deve ser
confundido com o enderec¸o em memo´ria f´ısica. O modo como sa˜o ar-
mazenados os dados em memo´ria depende da aplicac¸a˜o, desta forma
e´ poss´ıvel ter enderec¸os diferentes no MODBUS para diferentes tipos
de dados, mas que referenciam uma mesma varia´vel na memo´ria f´ısica.
Por exemplo, e´ poss´ıvel acessar um bit individual de uma palavra de
16 bits atrave´s da utilizac¸a˜o de registradores Coils do MODBUS e
tambe´m acessar a palavra completa atrave´s de um Holding Register
com enderec¸o diferente, como mostra a Fig. (7).
2.6 CONCLUSO˜ES
Este cap´ıtulo discorreu brevemente sobre a histo´ria do controle e
das arquiteturas de controle distribu´ıdos que existem hoje na indu´stria.
Nas arquiteturas DCS e FCS, ha´ uma hierarquia interna que separa
dispositivos de campo, controladores locais e outros equipamentos que
o processo possa requerer, e em cada n´ıvel pode haver a utilizac¸a˜o de
diferentes tipos de redes industriais. Para permitir a integrac¸a˜o com
o maior nu´mero poss´ıvel de redes e sistemas distribu´ıdos diferentes,
optou-se pela utilizac¸a˜o do protocolo MODBUS, que e´ aberto e livre
de licenc¸as e, principalmente, a maioria das novas redes possui suporte
a dispositivos MODBUS.
O pro´ximo cap´ıtulo tratara´ dos equipamentos e programas utili-
zados para desenvolver o proto´tipo do sistema embarcado com controle
preditivo.
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3 PROTO´TIPO DE SISTEMA EMBARCADO COM
MPC
O objetivo deste trabalho e´ desenvolver um sistema embarcado
MPC de baixo custo que possa ser integrado com equipamentos exis-
tentes em processos industriais.
O custo final de um sistema embarcado esta´ relacionado ao hard-
ware necessa´rio para produzi-lo, a`s licenc¸as dos programas proprieta´rios
utilizados, ao tempo para completar o desenvolvimento e o custo para
realizac¸a˜o de testes e certificac¸o˜es do comportamento do equipamento.
Desta forma, em primeiro lugar, decidiu-se utilizar equipamentos dis-
pon´ıveis a pronta entrega para construir o primeiro proto´tipo, redu-
zindo, assim, o tempo de desenvolvimento.
Quanto a`s licenc¸as de programas proprieta´rios, pode-se evita´-las
utilizando softwares livres, que sa˜o isentos de custos de utilizac¸a˜o. Hoje
existe uma extensa gama deste tipo de programa que executam as mais
diversas tarefas, desde plotagem de gra´ficos a algoritmos de otimizac¸a˜o.
Assim, com o uso de softwares livres reduz-se ainda mais o custo, pois
na˜o e´ preciso pagar por licenc¸as, e o tempo de desenvolvimento, pois
muitos dos algoritmos necessa´rios ja´ esta˜o dispon´ıveis, bastando apenas
a sua instalac¸a˜o e configurac¸a˜o.
Neste cap´ıtulo, sera˜o discutidas todas as soluc¸o˜es adotadas re-
lativas ao hardware e ao software do proto´tipo de sistema embarcado
MPC.
3.1 HARDWARE
O hardware foi escolhido e adquirido pela empresa parceira ATTA
[13], e consiste de um kit de desenvolvimento da Technologic Systems
[24], intitulado KIT-ARM-7500. Este kit e´ composto de duas placas de
circuito, a TS-7500 e TS-752, protegidas por um envolto´rio de alumı´nio
modelo TS-ENC750. Na Fig. (8) e´ mostrado o kit utilizado e na Fig.
(9) esta˜o uma vista interna do equipamento, mostrando as placas que
o compo˜em, e uma vista traseira evidenciando seus conectores. As
principais caracter´ısticas do kit sa˜o:
• processador Cavium ARM9 de 250 MHz;
• memo´ria DDR-RAM de 64 Mb;
• entrada micro-SD na qual esta´ conectado um carta˜o de 2 Gb que
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Figura 8 – Kit de desenvolvimento KIT-ARM-7500 utilizado no projeto.
tem a func¸a˜o equivalente a de um disco r´ıgido;
• treˆs Entradas USB: uma para alimentac¸a˜o do equipamento e duas
para a conexa˜o de dispositivos externos;
• memo´ria flash on-board de 4 Mb utilizada para o boot do sistema
operacional;
• possui hardware compat´ıvel com os seguintes protocolos de co-
municac¸a˜o: Ethernet, RS232, RS485 e CANBUS;
Este kit de desenvolvimento possui capacidade de processamento
suficiente para executar algoritmos de alto custo computacional, como
os de otimizac¸a˜o, em tempo ha´bil, como sera´ mostrado no cap´ıtulo 6.
Tambe´m permite o uso de sistemas operacionais, o que reduz o tempo
de desenvolvimento, como sera´ visto a seguir, e ainda e´ compat´ıvel
com va´rios tipos de redes sem a necessidade de se utilizar adaptadores.
Devido a estas caracter´ısticas e ao prec¸o baixo, este kit foi escolhido
para ser o hardware do proto´tipo.
3.2 SOFTWARE
Esta sec¸a˜o tratara´ dos softwares utilizados na fase de imple-
mentac¸a˜o deste projeto. Sera˜o descritos o Sistema Operacional (SO)
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Figura 9 – Vista interna e traseira do kit de desenvolvimento KIT-
ARM-7500 utilizado no projeto.
utilizado e a linguagem de programac¸a˜o escolhida para a implementac¸a˜o,
assim como as bibliotecas externas instaladas.
3.2.1 Sistema Operacional
Um Sistema Operacional (SO) e´ um programa que gerencia a uti-
lizac¸a˜o do hardware de um equipamento e tambe´m e´ responsa´vel por
prover uma base para as aplicac¸o˜es do usua´rio e agir como um inter-
media´rio entre os programas e o hardware [25]. A Fig. (10) mostra esta
organizac¸a˜o onde o SO pode ser visto como uma estrutura multi-n´ıvel,
onde, entre cada n´ıvel, existe um “interpretador” que abstrai ou facilita
o acesso a`s funcionalidades da camada imediatamente abaixo [26]. Um
SO oferece servic¸os como: acesso facilitado ao hardware, abstrac¸a˜o dos
detalhes da arquitetura e alocac¸a˜o coordenada dos recursos dispon´ıveis
entre as tarefas em execuc¸a˜o [4].
O suporte de um SO e´ fundamental para o processo de desen-
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Figura 10 – Esquema da relac¸a˜o entre usua´rio, aplicac¸a˜o, SO e hardware
[4].
volvimento de um sistema embarcado. Nesse sentido, o Linux surgiu
como uma grande soluc¸a˜o para os desenvolvedores, pois e´ um SO de
co´digo aberto, amplamente difundido, que facilita o uso dos recursos
de hardware do sistema, pois proveˆ abstrac¸o˜es de alto n´ıvel como pro-
cessos concorrentes, sockets, sistema de arquivos, grande variedade de
drivers de dispositivos e documentac¸a˜o extensiva [4].
O kit de desenvolvimento adquirido utiliza o SO Debian Linux
(versa˜o do 2.6 do kernel Linux), configurado e instalado pelo fornecedor
do kit para ser utilizado em sistemas embarcados de baixo consumo de
energia. O sistema Debian fornece um ambiente completo de desenvol-
vimento GNU C/C++, muitos servic¸os Linux (NFS, FTP, SSH, web
server) e va´rias bibliotecas e programas utilita´rios [24].
Sistemas embarcados muitas vezes trabalham com restric¸o˜es de
tempo-real, e neste projeto isto e´ um fator cr´ıtico. Os sistemas opera-
cionais que procuram fornecer garantias temporais durante a execuc¸a˜o
de suas tarefas sa˜o chamados Sistemas Operacionais de Tempo Real
(SOTR). O kernel padra˜o do Linux, utilizado neste projeto, na˜o pode
ser classificado como um sistema determin´ıstico, o que o torna ina-
dequado para aplicac¸o˜es com restric¸o˜es temporais. Algumas de suas
limitac¸o˜es para aplicac¸o˜es de tempo-real sa˜o [27]:
• priorizac¸a˜o dinaˆmica: as prioridades dos processos variam ao
longo do tempo, o que e´ ideal para prover acesso justo ao pro-
cessador a todos os processos. No entanto, pode impedir que um
processo urgente acesse o processador assim que necessitar;
• paging : mecanismos de paginac¸a˜o podem introduzir atrasos ines-
perados a menos que a pa´gina esteja carregada em memo´ria;
• coarse-grained synchronization: Devido ao kernel na˜o-interrom-
p´ıvel (preemptivo), o sistema pode demorar a responder aos even-
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tos, devido a alguma operac¸a˜o que esteja sendo realizada pelo
kernel.
No entanto, o sistema Linux vem sendo utilizado em va´rias aplica-
c¸o˜es cujas restric¸o˜es temporais sa˜o cr´ıticas, devido principalmente a`s
extenso˜es criadas ou alterac¸o˜es no pro´prio kernel. A partir do kernel
2.6 foram feitas alterac¸o˜es que permitiram caracterizar o Linux como
um SO soft real-time. Por exemplo, e´ poss´ıvel proteger um segmento
na˜o interromp´ıvel de um programa com spin locks, garantindo o acesso
da tarefa ao CPU [4]. A denominac¸a˜o soft real-time e´ dada a um SO
quando este garante que, na maioria dos casos, os prazos das tarefas
sera˜o cumpridos. No caso em que seja necessa´rio garantir deterministi-
camente o cumprimento das tarefas dentro dos prazos e´ preciso utilizar
um SO hard real-time. Existem algumas variantes do Linux e extenso˜es
que permitem este tipo de comportamento, tem-se, por exemplo, o Xe-
nomai, RTAI e RTLinux.
No caso deste projeto, a principal tarefa a ser executada e´ o
ca´lculo da ac¸a˜o de controle pelo algoritmo MPC, que e´ considerada
uma tarefa soft real-time, pois a perda dos prazos, definidos pelo tempo
de amostragem do processo, na˜o significa uma perda catastro´fica para
o sistema. Mas e´ claro que, caso os prazos na˜o sejam obedecidos du-
rante um per´ıodo suficientemente grande de tempo, podera´ haver uma
degenerac¸a˜o da resposta do sistema e, no pior caso, instabilidade no
processo. Ale´m disso, na versa˜o atual do proto´tipo, o algoritmo de oti-
mizac¸a˜o que realiza o ca´lculo da ac¸a˜o de controle na˜o e´ determin´ıstico,
ou seja, na˜o e´ poss´ıvel saber a priori o tempo necessa´rio para a fi-
nalizac¸a˜o da tarefa. Como tambe´m na˜o ha´ como interromper este al-
goritmo durante sua execuc¸a˜o, o que se faz e´, atrave´s de testes com
simuladores, obter o tempo ma´ximo de execuc¸a˜o deste ca´lculo para um
determinado ajuste MPC, e da´ı escolher o tempo de amostragem a ser
utilizado, de forma a se ter uma garantia estat´ıstica de que, na maior
parte do tempo, na˜o havera´ perda de prazos. Devido a este fato, o uso
de um sistema operacional de tempo-real na˜o traria vantagens, pois,
mesmo que todos os recursos fossem utilizados apenas pela tarefa de
otimizac¸a˜o, na˜o haveria garantias de cumprimento dos prazos.
Em verso˜es futuras deste projeto, pretende-se implementar uma
biblioteca pro´pria de otimizac¸a˜o, que permitira´ um maior controle sobre
esta tarefa. Uma discussa˜o melhor do problema de otimizac¸a˜o sera´ feito
na sec¸a˜o 4.6.2.
No cap´ıtulo 6 sera˜o mostrados alguns resultados com relac¸a˜o
ao tempo gasto pelo programa do sistema embarcado para calcular e
transmitir a ac¸a˜o de controle.
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3.2.2 Linguagem de Programac¸a˜o
A linguagem de programac¸a˜o escolhida para implementar o pro-
grama desenvolvido para o sistema embarcado foi o Python, uma lin-
guagem interpretada desenvolvida por Guido van Rossum nos anos 80.
Por causa de sua natureza interpretada, na˜o e´ necessa´rio compilar os
co´digos dos programas, e o usua´rio pode cria´-los e executa´-los direto
da linha de comando Python [28].
Python foi escolhido por ser uma linguagem de fa´cil compre-
ensa˜o, altamente porta´vel e dispon´ıvel em quase todas as plataformas
computacionais. Assim, caso se deseje trocar o SO ou mesmo o hard-
ware do projeto, na˜o sera´ preciso realizar grandes alterac¸o˜es no pro-
grama desenvolvido. Para ilustrar esta caracter´ıstica, pode-se citar este
projeto. Uma parte considera´vel de sua implementac¸a˜o foi feita com
Python no SO Windows, mas na˜o houve problemas em se executar os
mesmos programas no Linux. O desenvolvimento so´ passou a ser feito
no Linux quando foi preciso implementar e testar func¸o˜es espec´ıficas de
comunicac¸a˜o que dependiam do hardware do sistema embarcado.
Ale´m disso, ha´ uma comunidade grande de programadores que
fornecem bibliotecas Python livres de licenc¸as para serem utilizadas,
o que, como ja´ discutido, diminui os custos de desenvolvimento do
projeto.
A versa˜o utilizada do Python e´ a 2.6, e os seguintes pacotes foram
instalados:
• NumPy: um pacote de computac¸a˜o cient´ıfica que fornece imple-
mentac¸o˜es de objetos especiais e um nu´mero grande de operac¸o˜es
matema´ticas e lo´gicas, operac¸o˜es com transformadas de Fourier,
a´lgebra linear, estat´ıstica, etc. [29];
• CVXOPT: Convex Optimization Package, biblioteca de otimizac¸a˜o
convexa [30];
• ModbusTK: biblioteca que implementa o protocolo Modbus nas
interfaces RS232, RS485 e Ethernet [31].
Uma das vantagens do uso pacote NumPy e´ a implementac¸a˜o de
objetos especiais, por exemplo, matrizes. Este tipo de objeto na˜o possui
representac¸a˜o nativa nas linguagens de programac¸a˜o, sendo necessa´rio
a criac¸a˜o de classes especiais que abstraem o conceito de matriz e a
implementac¸a˜o das operac¸o˜es ba´sicas matriciais. Com o NumPy, a
criac¸a˜o de uma matriz e a realizac¸a˜o de ca´lculos ficam resumidos a
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alguns comandos, como e´ mostrado na Fig. (11), onde se cria uma
matriz c na linha de comando Python, e depois e´ feita a operac¸a˜o
d = ccT .
Figura 11 – Criac¸a˜o e realizac¸a˜o de uma operac¸a˜o matricial na linha
de comando Python.
Outra vantagem da biblioteca NumPy tem relac¸a˜o com a natu-
reza do Python, que e´ uma linguagem interpretada. Por ser interpre-
tada, a execuc¸a˜o de algoritmos matema´ticos em Python e´ geralmente
mais lenta do que quando executados em linguagens compiladas como
C e C++. A biblioteca NumPy tenta resolver este problema para al-
goritmos nume´ricos fornecendo arrays multi-dimensionais e func¸o˜es, e
operadores que atuam de forma eficiente em arrays. Desta forma, qual-
quer algoritmo que possa ser expresso primariamente como operac¸o˜es
em arrays e matrizes pode ser executado quase ta˜o rapidamente quanto
seu equivalente em C [32]. Como os algoritmos MPC trabalham essen-
cialmente com operac¸o˜es matriciais, fica claro a vantagem de se utilizar
esta biblioteca.
Ja´ o pacote CVXOPT oferece va´rias func¸o˜es para resolver dife-
rentes problemas de otimizac¸a˜o, mas, para este projeto, o interesse esta´
na resoluc¸a˜o de problemas convexos quadra´ticos da forma
Minimizar: J(u) = 12u
TPu+ qTu+ f0
Sujeito a: Ru ≤ c (3.1)
onde deseja-se encontrar o vetor u que minimiza a func¸a˜o custo J(u)
dadas as matrizes P e q, o valor escalar f0, e as restric¸o˜es do problema
representadas pela desigualdade matricial Ru ≤ c.
Sera´ visto que o problema de se calcular a ac¸a˜o de controle pe-
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los algoritmos MPC pode ser reduzido a um problema quadra´tico da
forma da Eq. (3.1). O algoritmo implementado pelo CVXOPT para
resolver este problema e´ o Primal-dual Path-Following Method based on
Nesterov-Todd scaling [33]. A Fig. (12) mostra a resoluc¸a˜o de um pro-
blema quadra´tico utilizando a func¸a˜o qp da biblioteca descrita. Durante
a execuc¸a˜o do algoritmo de otimizac¸a˜o sa˜o mostradas as informac¸o˜es
pertinentes do problema sendo resolvido e o nu´mero de iterac¸o˜es feitas
pelo algoritmo.
Figura 12 – Resoluc¸a˜o de um problema de otimizac¸a˜o quadra´tica utili-
zando a biblioteca CVXOPT na linha de comando Python.
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3.3 ACESSANDO O SISTEMA EMBARCADO
O acesso ao sistema embarcado para execuc¸a˜o de aplicativos,
transfereˆncia de arquivos, instalac¸a˜o de aplicativos, etc., se da´ de duas
maneiras: (i) atrave´s da porta serial; (ii) por SSH atrave´s de conexa˜o
TCP/IP Ethernet (rede local). O kit de desenvolvimento adquirido
possui duas portas seriais RS232, uma delas, chamada RS232/Console,
e´ utilizada somente para ter acesso a` linha de comando do SO. Na
Fig. (13) e´ mostrada tela do programa TeraTerm, um programa cliente
Telnet gratuito, com a linha de comando do SO apo´s a inicializac¸a˜o do
equipamento.
Figura 13 – Acesso a` linha de comando do SO do proto´tipo atrave´s do
programa TeraTerm.
A segunda alternativa, por rede local, so´ pode ser utilizada apo´s
configurar um enderec¸o IP para o sistema. Depois desta configurac¸a˜o, e´
poss´ıvel utilizar qualquer cliente SSH para acessar a linha de comando
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e, para transferir arquivos, algum cliente FTP.
3.4 CONCLUSO˜ES
Neste cap´ıtulo foram vistos os equipamentos que compo˜em o
proto´tipo e tambe´m os programas utilizados para realizar a programac¸a˜o
e a comunicac¸a˜o com o sistema embarcado. Foi vista tambe´m a im-
portaˆncia do uso de um sistema operacional assim como as principais
bibliotecas utilizadas no desenvolvimento do proto´tipo.
No cap´ıtulo seguinte sera˜o descritos extensivamente os algorit-
mos MPC utilizados, assim como alguns detalhes de sua implementac¸a˜o.
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4 MPC - CONTROLE PREDITIVO BASEADO EM
MODELO
A famı´lia de algoritmos MPC possui diferentes modos de tra-
tar o processo atrave´s de representac¸o˜es diferentes de modelos, mas,
basicamente, MPC e´ um controlador o´timo que minimiza uma func¸a˜o
custo que depende da predic¸a˜o futura das sa´ıdas do processo, obtidas
atrave´s de um modelo e dos valores futuros das refereˆncias e ac¸o˜es de
controle. As diferenc¸as entre os algoritmos esta˜o, principalmente, no
tipo de modelo utilizado para representar a planta, nas perturbac¸o˜es
consideradas no ca´lculo das predic¸o˜es futuras e na func¸a˜o custo a ser
minimizada [5].
Para calcular a ac¸a˜o de controle os algoritmos executam os se-
guintes passos:
• predic¸a˜o: baseado no modelo do processo e perturbac¸o˜es, as
predic¸o˜es do comportamento futuro da planta sa˜o obtidos con-
siderando o estado atual do processo;
• ca´lculo da ac¸a˜o de controle: o valor da ac¸a˜o de controle a ser
aplicada no instante atual e´ obtido minimizando a func¸a˜o custo;
• atuac¸a˜o: a ac¸a˜o de controle e´ enviada aos atuadores e, apo´s o
per´ıodo de amostragem, volta-se ao passo de predic¸a˜o.
O modelo de predic¸a˜o varia de acordo com o algoritmo MPC
utilizado. O algoritmo MAC (Model Algorithm Control) [34] utiliza
uma resposta impulsiva, enquanto o DMC (Dynamic Matrix Control)
[35] e suas variantes utilizam resposta ao degrau. Estes algoritmos sa˜o
bastante utilizados na pra´tica pois sa˜o intuitivos e na˜o precisam de
conhecimentos a priori do processo para aplicar um me´todo de identi-
ficac¸a˜o, e podem ser usados em plantas multivaria´veis sem acrescentar
complexidade. Por outro lado, apresentam alguns inconvenientes como,
por exemplo, na˜o podem ser utilizados em plantas insta´veis.
Ha´ tambe´m algoritmos que utilizam modelos em espac¸o de es-
tados como o PFC (Predictive Functional Control) [34], e func¸o˜es de
transfereˆncia, tais como, o GPC (Generalized Predictive Control), o
EPSAC (Extended Prediction Self Adaptive Control) [36], EHAC (Ex-
tended Horizon Adaptive Control) [37], entre outros. As representac¸o˜es
por espac¸o de estados e func¸o˜es de transfereˆncia tem como vantagens
principais o fato de poderem ser utilizadas em plantas insta´veis e que
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precisam, em geral, de poucos paraˆmetros para descrever o compor-
tamento do processo. Outros algoritmos podem ser encontrados em
[38].
Como a maioria das aplicac¸o˜es na indu´stria de processos se ba-
seiam em modelos lineares da planta, assim, na versa˜o atual do proto´tipo,
treˆs algoritmos lineares foram implementados: (a) Controle Preditivo
Generalizado (GPC), que utiliza uma representac¸a˜o por func¸o˜es de
transfereˆncia do processo; (b) Controle Preditivo Generalizado com
Compensac¸a˜o de Atraso de Transporte (DTCGPC), uma versa˜o modi-
ficada do GPC para processos com atraso que permite um ajuste mais
fa´cil da robustez do sistema em malha fechada; (c) Controle Preditivo
Baseado em Modelo por Espac¸o de Estados (SSMPC), que utiliza mo-
delos por espac¸o de estados para representar o processo. Em verso˜es fu-
turas do sistema, planeja-se implementar estrate´gias MPC na˜o-lineares
tais como a proposta em [39].
Em todos os casos o algoritmo e´ implementado usando o conceito
de resposta livre e forc¸ada, ambas obtidas atrave´s dos modelos do pro-
cesso e perturbac¸o˜es. A resposta livre do sistema representa a dinaˆmica
de malha aberta deste caso na˜o haja alterac¸o˜es nas ac¸o˜es de controle,
e a forc¸ada esta´ relacionada com a dinaˆmica caso haja variac¸o˜es de
controle. Assim, para um sistema multivaria´vel com m entradas e n
sa´ıdas, o vetor de predic¸o˜es futuras das sa´ıdas do processo yˆ pode ser
representado por:
yˆ = Hu(t) + f , (4.1)
onde f e´ o vetor de resposta livre, u(t) e´ o vetor de incrementos futuros
das ac¸o˜es de controle que sera˜o calculados e H e´ uma matriz obtida
atrave´s do modelo da planta. Nesta equac¸a˜o yˆ e f tem dimensa˜o
ny × 1, u(t) tem dimensa˜o nu × 1 e H e´ ny × nu, onde ny =
∑m
i=1Ni,
nu =
∑n
i=1Nui , Ni e´ o horizonte de predic¸a˜o da sa´ıda yi e Nui e´ o
horizonte de controle da entrada ui.
A func¸a˜o custo mais comum encontrada nos algoritmos MPC e´
quadra´tica e assume a forma
J = [w − yˆ]TQy[w − yˆ] + uTQuu, (4.2)
onde w e´ o vetor de refereˆncias futuras e Qy, Qu sa˜o, respectivamente,
as matrizes de ponderac¸a˜o dos erros e das ac¸o˜es de controle. Neste
problema, os paraˆmetros de projeto do controlador sa˜o os horizontes e
as matrizes de ponderac¸a˜o.
Substituindo a Eq. (4.1) na Eq. (4.2) e rearranjado os termos,
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obte´m-se
J(u) =
1
2
uTPu+ qTu+ f0, (4.3)
onde
P = 2(HTQyH +Qu),
qT = 2(f −w)TQyH,
f0 = (f −w)TQy(f −w).
Levando em conta as restric¸o˜es do processo, o problema a ser
resolvido pelo algoritmo MPC pode ser representado como o seguinte
problema de otimizac¸a˜o quadra´tica:
Minimizar: J(u)
Sujeito a: Ru ≤ c (4.4)
onde Ru ≤ c representa as restric¸o˜es nas entradas e sa´ıdas do processo.
Atrave´s da escolha dos horizontes de predic¸a˜o e controle, e das
ponderac¸o˜es, define-se qual sera´ o ajuste do controlador MPC. Apesar
de os conceitos por tra´s destes paraˆmetros serem intuitivos, na˜o e´ trivial
encontrar uma relac¸a˜o entre seus valores e o controlador resultante.
Desta forma, geralmente, o que se faz e´, atrave´s de simulac¸o˜es, ajustar
os paraˆmetros para se obter uma dinaˆmica especificada e da´ı aplicar o
controle de fato. Os paraˆmetros de ajuste sa˜o escolhidos considerando
os seguintes conceitos [5]:
• Horizontes de predic¸a˜o: estes paraˆmetros definem quais sa˜o os
instantes de tempo em que e´ importante que a sa´ıda siga a re-
fereˆncia. Assim, se for escolhido um horizonte de predic¸a˜o inicial
grande, significa que os erros nos primeiros instantes na˜o sa˜o im-
portantes e sera˜o desconsiderados. Isto originara´ uma resposta
mais suave do processo. Note que se o processo possuir um atraso
de transporte d, na˜o faz sentido escolher o horizonte inicial me-
nor que t+ d, porque a sa´ıda so´ sera´ afetada pelas alterac¸o˜es de
controle em t apo´s t + d. Ale´m disso, se o processo e´ de fase
na˜o-mı´nima, este paraˆmetro permite que os primeiros instantes
de tempo, onde a resposta e´ inversa, sejam ignorados.
• Ponderac¸o˜es: as ponderac¸o˜es dos erros e dos incrementos de con-
trole podem ser escolhidos como constantes em todo o horizonte.
Assim, no caso monovaria´vel, se as ponderac¸o˜es do controle forem
maior do que a dos erros, significa que a ac¸a˜o de controle tera´ uma
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variac¸a˜o mais suave, tornando a resposta do sistema mais lenta.
Pode-se adotar tambe´m, por exemplo, uma ponderac¸a˜o exponen-
cial onde os erros iniciais tem mais peso do que os erros futuros,
desta forma o controlador tentara´ agir de forma a minimizar o
ma´ximo poss´ıvel os erros iniciais.
Nas sec¸o˜es seguintes deste cap´ıtulo sera˜o descritos os algoritmos
MPC implementados e tambe´m sera˜o discutidas algumas ferramentas
matema´ticas utilizadas por eles: as equac¸o˜es diofantinas e a repre-
sentac¸a˜o de sistemas multivaria´veis por matrizes fraciona´rias. Ale´m
da descric¸a˜o geral de cada algoritmo, sera˜o dados os pseudo-co´digos
contendo os passos para a execuc¸a˜o de cada um. Ha´ tambe´m uma
sec¸a˜o sobre como se obte´m uma representac¸a˜o matricial das restric¸o˜es
comumente encontradas nos processos industriais.
4.1 EQUAC¸O˜ES DIOFANTINAS
Equac¸o˜es diofantinas polinomiais sa˜o equac¸o˜es onde as varia´veis
inco´gnitas a serem determinadas sa˜o polinoˆmios. Este tipo de equac¸a˜o
pode ser representada da seguinte forma:
S(z−1)A(z−1) + T (z−1)B(z−1) = C(z−1) (4.5)
onde todas as varia´veis sa˜o polinoˆmios e A(z−1), B(z−1) e C(z−1) sa˜o
conhecidos, faltando apenas determinar S(z−1) e T (z−1). Esta equac¸a˜o
sera´ utilizada extensivamente durante o desenvolvimento do algoritmo
GPC e DTCGPC.
No caso particular dos algoritmos preditivos, os polinoˆmios uti-
lizados sa˜o func¸a˜o do operador de atraso discreto z−1, por exemplo,
A(z−1) = a0 + a1z−1 + . . .+ anz−n. O objetivo de se utilizar equac¸o˜es
diofantinas nos algoritmos preditivos e´ separar o polinoˆmio original
A(z−1) em dois novos polinoˆmios S(z−1) e T (z−1) de tal forma que a
predic¸a˜o sendo calculada possa ser separada em termos dependentes,
respectivamente, das entradas futuras e passadas. Neste caso particu-
lar, o polinoˆmio B(z−1) assume sempre a forma B(z−1) = z−k, onde
k > 0 e depende da predic¸a˜o sendo calculada k amostras a` frente do
tempo atual.
Uma interpretac¸a˜o que se pode fazer, neste caso, e´ que na soluc¸a˜o
da equac¸a˜o diofantina, os polinoˆmios S(z−1) e T (z−1) sa˜o, respecti-
vamente, o quociente e o resto da divisa˜o do polinoˆmio C(z−1) por
A(z−1). Por exemplo, dado que C(z−1) = 1, A(z−1) = 1 − 0, 1z−1 e
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Figura 14 – Obtenc¸a˜o da soluc¸a˜o de uma equac¸a˜o diofantina.
k = 2, o que implica B(z−1) = z−2, a soluc¸a˜o e´ obtida realizando k pas-
sos de divisa˜o polinomial, como mostrado na Fig. (14), resultando nos
polinoˆmios T (z−1) = 0, 01 e S(z−1) = 1 + 0, 1z−1. Note que, como os
polinoˆmios esta˜o em func¸a˜o de z−1, poderia-se realizar infinitos passos
de divisa˜o.
Para a soluc¸a˜o deste tipo de equac¸a˜o em um programa de compu-
tador, e´ importante saber a priori as ordens dos polinoˆmios resultantes,
e isto pode ser obtido analisando-se os polinoˆmios conhecidos. Define-
se a ordens dos polinoˆmios A(z−1), B(z−1), C(z−1), S(z−1) e T (z−1)
como, respectivamente na, nb, nc, ns e nt. A ordem de S(z−1) depende
unicamente da quantidade de passos realizados na divisa˜o polinomial,
ou seja, de k, assim, ns = k− 1. Ja´ nt depende dos polinoˆmios A(z−1)
e C(z−1). Para satisfazer a equac¸a˜o diofantina, se nc > ns+ na, enta˜o
nt+ nb = nc, caso contra´rio, nt+ nb = ns+ na.
Definindo o tamanho de um polinoˆmio como a quantidade de
coeficientes que este possui, ou seja, len(C(z−1)) = nc+ 1, o algoritmo
para a soluc¸a˜o da equac¸a˜o diofantina citada anteriormente e´:
• Passo 1: Calcula-se as ordens de S(z−1) e T (z−1).
– nb = k
– ns = k − 1
– Se nc > ns+ na
Enta˜o
nt = nc− nb = nc− k
Sena˜o
nt = ns+ na− nb = (k − 1) + na− k = na− 1
• Passo 2: Iniciar os vetores vs e vt com tamanho len(S(z−1)) e
len(T (z−1)), respectivamente.
• Passo 3: Executar um passo da divisa˜o de C(z−1) por A(z−1) ob-
tendo o primeiro coeficiente de S(z−1), que e´ armazenado em vs.
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Armazenar os coeficientes do polinoˆmio resto Q(z−1) da divisa˜o
em vq.
• Passo 4: Executar k − 1 vezes:
– Dividir Q por A, obtendo um novo coeficiente de S
– Armazenar em vq os coeficientes do novo polinoˆmio resto Q
• Passo 5: Terminado o passo anterior, T (z−1) = Q(z−1), assim,
os coeficientes de T (z−1) ja´ esta˜o armazenados em vq
4.2 DMF - DESCRIC¸A˜O MATRICIAL FRACIONA´RIA
A matriz de transfereˆncia e´ a representac¸a˜o cla´ssica de proces-
sos multivaria´veis. Isto porque estas matrizes podem ser obtidas por
ana´lises frequenciais ou obtendo as respostas ao impulso ou ao degrau
da planta (nos casos esta´veis). Na maioria dos processos industriais,
onde plantas esta´veis de baixa ordem sa˜o comuns, qualquer coluna da
matriz de transfereˆncia pode ser obtida aplicando um degrau na en-
trada correspondente e medindo-se o ganho esta´tico, a constante de
tempo e o atraso para cada uma das sa´ıdas. Tambe´m podem ser usa-
dos, por exemplo, algoritmos de identificac¸a˜o por mı´nimos quadrados
para a obtenc¸a˜o das func¸o˜es de transfereˆncia. Repetindo-se o processo
para cada uma das entradas, obte´m-se a matriz completa [5]. A Eq.
(4.6) da´ uma matriz de transfereˆncia para um sistema gene´rico com m
entradas e n sa´ıdas, ou seja,
Γ(z−1) =

N11(z
−1)
D11(z−1)
· · · N1m(z−1)D1m(z−1)
...
. . .
...
Nn1(z
−1)
D11(z−1)
· · · Nnm(z−1)Dnm(z−1)
 (4.6)
onde Nij e Dij representam, respectivamente, o numerador e o deno-
minador da func¸a˜o de transfereˆncia da entrada j para a sa´ıda i.
E´ poss´ıvel decompor Γ(z−1) da seguinte forma
Γ(z−1) = A(z−1)−1B(z−1). (4.7)
onde A(z−1) e B(z−1) sa˜o matrizes polinomiais de ordem, respectiva-
mente n× n e n×m.
Esta representac¸a˜o e´ chamada Descric¸a˜o Matricial Fraciona´ria
(DMF) ou, em ingleˆs, Matrix Fraction Description (MFD). Esta de-
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composic¸a˜o sera´ utilizada para a obtenc¸a˜o dos modelos utilizados nos
algoritmos MPC multivaria´veis descritos nas pro´ximas sec¸o˜es.
O modo mais simples de se obter a DMF e´ fazer com que A(z−1)
seja diagonal com seus elementos iguais aos mı´nimos mu´ltiplos comuns
dos denominadores das linhas correspondentes de Γ(z−1). A matriz
B(z−1) e´ enta˜o igual a B(z−1) = A(z−1)Γ(z−1).
O algoritmo para obter a DMF, dada uma matriz de trans-
fereˆncia Γ(z−1), e´ descrito a seguir:
• Passo 1: Para cada linha i de Γ(z−1), calcular o polinoˆmioAi(z−1)
que e´ igual ao mı´nimo mu´ltiplo comum entre os denominadores
da linha correspondente, obtendo-se a matriz A(z−1)
• Passo 2: Calcular a matriz B(z−1) dado que:
– Bij(z
−1) = Ai(z
−1)Nij(z−1)
Dij(z−1)
Como por exemplo, considere a seguinte matriz de transfereˆncia:
Γ(z−1) =

0,0420z−1
1−0,9580z−1
0,4758z−1
1−0,9048z−1
0,0582z−1
1−0,9418z−1
0,1445z−1
1−0,9277z−1
 , (4.8)
e aplicando-se o algoritmo descrito anteriormente, obteˆm-se as seguintes
matrizes que representam a DMF
A(z−1) =
 D11(z−1)D12(z−1) 0
0 D21(z
−1)D22(z−1)

=
 1− 1, 8629z−1 + 0, 8669z−2 0
0 1− 1, 8695z−1 + 0, 8737z−2
 ,
B(z−1) =

A1(z
−1)(0,0420z−1)
1−0,9580z−1
A1(z
−1)(0,4758z−1)
1−0,9048z−1
A2(z
−1)(0,0582z−1)
1−0,9418z−1
A2(z
−1)(0,1445z−1)
1−0,9277z−1

=
 0, 0420z−1 − 0, 0380z−2 0, 4758z−1 − 0, 4559z−2
0, 0582z−1 − 0, 0540z−2 0, 1445z−1 − 0, 1361z−2
 .
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4.3 GPC - CONTROLE PREDITIVO GENERALIZADO
O algoritmo preditivo chamado de GPC, do ingleˆs Generalized
Predictive Control, proposto em [40], e´ um dos mais populares algorit-
mos preditivos tanto na indu´stria como no meio acadeˆmico [5]. Ao
contra´rio de outros algoritmos, o GPC consegue lidar com plantas
insta´veis e de fase na˜o-mı´nima, ale´m de considerar a ponderac¸a˜o dos
incrementos de controle em sua func¸a˜o custo. O GPC tambe´m permite
uma liberdade maior na sintonia do controlador devido ao nu´mero de
paraˆmetros de ajuste. Devido a esta liberdade, alguns dos outros algo-
ritmos MPC sa˜o considerados casos particulares do GPC [5].
Inicialmente sera´ apresentada a formulac¸a˜o do GPC para um
sistema SISO (uma entrada e uma sa´ıda), depois esta sera´ estendida
para o caso multivaria´vel.
4.3.1 Formulac¸a˜o para o Caso SISO
Considerando-se nesta sec¸a˜o que a planta opera pro´ximo de um
ponto de operac¸a˜o e que pode ser representada por um modelo linear
discreto do tipo:
A(z−1)y(t) = B(z−1)u(t−1−d)+D(z−1)v(t−dv)+C(z−1)e(t)
∆
(4.9)
onde u(t) representa a entrada, v(t) uma perturbac¸a˜o mensura´vel, y(t)
a sa´ıda, d e dv representam os atrasos de transporte da entrada e per-
turbac¸a˜o, respectivamente, e(t) e´ um ru´ıdo branco de me´dia zero e
∆ = 1 − z−1 e´ o operador diferenc¸a. A, B, D e C representam po-
linoˆmios no operador de atraso z−1:
A(z−1) = 1 + a1z−1 + a2z−2 + . . .+ anaz−na (4.10)
B(z−1) = b0 + b1z−1 + b2z−2 + . . .+ bnbz−nb (4.11)
D(z−1) = d0 + d1z−1 + d2z−2 + . . .+ dndz−nd (4.12)
C(z−1) = 1 + c1z−1 + c2z−2 + . . .+ cncz−nc (4.13)
Este tipo de modelo linear e´ denominado CARIMA, do ingleˆs
Controlled Auto-Regressive and Integrated Moving Average, onde as
perturbac¸o˜es na˜o-mensura´veis, isto e´, a diferenc¸a entre a sa´ıda do mo-
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delo e a do sistema sa˜o representadas pelo termo
C(z−1)e(t)
∆
da Eq. (4.9). Foi mostrado que este termo permite representar bem
mudanc¸as aleato´rias, off-sets e outros fenoˆmenos normalmente encon-
trados nos meios industriais [40]. A inclusa˜o deste modelo de per-
turbac¸a˜o permite garantir erro nulo para perturbac¸o˜es de carga do tipo
degrau. O polinoˆmio C(z−1) e´ utilizado para modelar as caracter´ısticas
estoca´sticas das perturbac¸o˜es, mas este polinoˆmio e´ de dif´ıcil estimac¸a˜o
devido a` sua caracter´ıstica variante no tempo e a` dificuldade do modelo
CARIMA de descrever perturbac¸o˜es determin´ısticas. Assim, e´ comum
considera´-lo igual a 1 ou, como sera´ visto posteriormente, substitu´ı-
lo pelo polinoˆmio T (z−1), um paraˆmetro projetado para aumentar a
robustez do sistema em malha fechada.
O algoritmo GPC consiste em aplicar uma sequeˆncia de controle
que minimize uma func¸a˜o custo da forma:
J(u) =
N2∑
j=N1
δ(j)[yˆ(t+ j|t)− w(t+ j)]2 +
Nu∑
j=1
λ(j)[∆u(t+ j − 1)]2 (4.14)
onde yˆ(t + j|t) e´ a predic¸a˜o o´tima da sa´ıda do sistema j instantes de
tempo a` frente do tempo atual t, considerando os dados existentes no
tempo t. N1 e N2 sa˜o os horizontes mı´nimos e ma´ximos considerados
na func¸a˜o custo, Nu e´ o horizonte de controle, w(t+ j) e´ a trajeto´ria de
refereˆncia futura e, λ(j) e δ(j) sa˜o, respectivamente, os pesos da ac¸a˜o
de controle e dos erros futuros nos instantes de tempo correspondentes.
E´ poss´ıvel estipular diferentes pesos para cada erro futuro e ac¸a˜o de
controle j, mas e´ mais comum estipular pesos fixos em todo o horizonte.
O horizonte de predic¸a˜o N1 e´ geralmente igual a 1 mas, quando existe
um atraso d entre a entrada e a sa´ıda do processo, o horizonte assume
o valor N1 = d + 1. Isto e´ intuitivamente o´bvio, ja´ que as alterac¸o˜es
do sinal de controle feitas apo´s o instante de tempo t so´ afetaram as
predic¸o˜es do sistema apo´s o instante t+ d+ 1.
Ao minimizar a func¸a˜o custo, obte´m-se uma sequeˆncia de sinais
de controle ∆u = [∆u(t), . . . ,∆u(t+Nu−1)]T , que fara´ com que a sa´ıda
do sistema y(t) se aproxime da refereˆncia w(t) de forma o´tima. Para
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realizar esta minimizac¸a˜o, deve-se primeiro obter as predic¸o˜es futuras
que sa˜o dadas por
y(t+j) =
B
A
(z−1)u(t−1−d+j)+D
A
(z−1)v(t−dv+j)+ T
∆A
(z−1)e(t+j).
(4.15)
Considere agora a seguinte equac¸a˜o diofantina:
T (z−1) = Ej(z−1)∆A(z−1) + z−jFj(z−1) (4.16)
onde Ej e Fj sa˜o polinoˆmios em z
−1 e j esta´ relacionado com a predic¸a˜o
sendo calculada. A ordem de Ej e´ nE = j − 1, assim, considerando
a igualdade polinomial, a ordem de Fj , nF , depende das ordens dos
polinoˆmios T e A. Se nT > na+ j, enta˜o nF = nT − j, caso contra´rio,
nF = nA.
Substituindo a Eq. (4.16) na Eq. (4.15) tem-se
y(t+ j) =
B
A
u(t− 1− d+ j) + D
A
(z−1)v(t− dv + j)
+
Ej∆A+ z
−jFj
∆A
e(t+ j)
=
B
A
u(t− 1− d+ j) + D
A
(z−1)v(t− dv + j)
+Eje(t+ j) +
Fj
∆A
e(t). (4.17)
Do modelo da Eq. (4.9) tem-se que
e(t) =
∆A
T
y(t)− B
T
∆u(t− 1− d)− D
T
∆v(t− dv). (4.18)
Substituindo a Eq. (4.18) na Eq. (4.17) e rearranjando os ter-
mos, obte´m-se
y(t+ j) =
Fj
T
y(t) +
(
1− z
−jFj
T
)
B
A
u(t− 1− d+ j)
+
(
1− z
−jFj
T
)
D
A
v(t− dv + j)
+Eje(t+ j). (4.19)
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Da equac¸a˜o diofantina dada na Eq. (4.16), tem-se que
Ej∆A
T
= 1− z
−jFj
T
, (4.20)
Substituindo a Eq. (4.20) na Eq. (4.19) obte´m-se a equac¸a˜o que
calcula a predic¸a˜o da sa´ıda do sistema no tempo t + j em func¸a˜o das
sa´ıdas passadas e dos incrementos, passados e futuros, das entradas e
perturbac¸o˜es:
y(t+ j|t) = Fj
T
y(t) +
EjB
T
∆u(t− 1− d+ j)
+
EjD
T
∆v(t− dv + j)
+Eje(t+ j). (4.21)
Como foi mostrado, a resposta do sistema pode ser dividida em
livre e forc¸ada, sendo que aquela representa o comportamento do sis-
tema caso na˜o houvesse alterac¸a˜o nos sinais de controle e a forc¸ada re-
presenta a resposta com alterac¸o˜es. E´ interessante fazer esta separac¸a˜o
na Eq. (4.21), pois assim se obteˆm de forma clara como a variac¸a˜o fu-
tura do controle afetara´ a predic¸a˜o. Para fazer esta separac¸a˜o, define-se
duas novas equac¸o˜es diofantinas, a Eq. (4.22) e´ aplicada no caso das
entradas e a Eq. (4.23) no caso as perturbac¸o˜es:
EjB(z
−1) = HjT + z−kIj (4.22)
EjD = HvjT + z
−kIvj (4.23)
onde k = j − d, na primeira equac¸a˜o e k = j − dv na segunda, j
faz refereˆncia a` predic¸a˜o sendo calculada, Hj e Hvj sa˜o os polinoˆmios
dependentes das ac¸o˜es de controle e perturbac¸o˜es futuras, Ij e Ivj sa˜o
os polinoˆmios relacionados aos incrementos de controle e perturbac¸o˜es
passados. O polinoˆmio no lado esquerdo da Eq. (4.22) tem ordem
neb = j− 1 +nb, e, como nH = k− 1 = j−d− 1, se neb > nH +nT , a
ordem de Ij e´ obrigatoriamente nI = nb+ d− 1, caso contra´rio, tem-se
que nI = nT−1, o mesmo racioc´ınio vale para as ordens dos polinoˆmios
na Eq. (4.23).
A varia´vel k serve para corrigir o ca´lculo dos polinoˆmios H e
I quando ha´ a presenc¸a de atraso. Por exemplo, dado um sistema
MISO com atrasos nas entradas e perturbac¸o˜es, e dado que o atraso
mı´nimo entre as entradas e´ dmin, o horizonte inicial deve ser escolhido
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N1 = dmin + 1 pois na˜o faz sentido, como explicado anteriormente,
escolher N1 menor que o atraso mı´nimo. Se uma entrada ui tiver um
valor de atraso di > dmin, isso significara´ que a predic¸a˜o yˆ(t+N1|t) so´
dependera´ dos valores passados desta varia´vel, assim na˜o fara´ sentido
utilizar a Eq. (4.22) para separar os incrementos ∆ui entre passados e
futuros. Este fato e´ refletido pela condic¸a˜o k <= 0.
Substituindo as equac¸o˜es diofantinas Eq. (4.22) e Eq. (4.23) na
Eq. (4.21), e dado que o termo Eje(t+j) so´ depende de valores futuros
do ru´ıdo, pois ne = j − 1, e que o valor esperado do ru´ıdo no futuro e´
zero, obte´m-se a predic¸a˜o o´tima yˆ(t+ j) na Eq. (4.24).
yˆ(t+ j|t) = Hj∆u(t− 1− d+ j) + Ij ∆u(t− 1)
T
+Hvj∆v(t− dv + j) + Ivj
∆v(t)
T
+
Fj
T
y(t) (4.24)
As predic¸o˜es o´timas da sa´ıda entre os horizontes N1 e N2 podem
ser rearranjadas em forma matricial, isto e´,
yˆ = Hu(t) +Hv(z
−1)∆v(t+ 1) + I(z−1)∆uf (t− 1)
+ Iv(z
−1)∆vf (t) + F (z−1)yf (t)
(4.25)
onde
yˆ =
 yˆ(t+N1|t)...
yˆ(t+N2|t)
 u(t) =
 ∆u(t)...
∆u(t+Nu)

I(z−1) =
 IN1(z
−1)
...
IN2(z
−1)
 Iv(z−1) =
 IvN1 (z
−1)
...
IvN2 (z
−1)

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F (z−1) =
 FN1(z
−1)
...
FN2(z
−1)
 Hv(z−1) =
 HvN1 (z
−1)
...
HvN2 (z
−1)

H =

h0 0 . . . 0
h1 h0 . . . 0
...
...
...
...
hN−2 hN−3 . . . hN−1−Nu
hN−1 hN−2 . . . hN−Nu
 ,
∆uf , vf , yf sa˜o, respectivamente, as varia´veis de entrada, perturbac¸a˜o
e sa´ıda filtradas pelo polinoˆmio T , e N = N2−N1+1, ou seja, o nu´mero
de predic¸o˜es de sa´ıda. Na Eq. (4.25), nota-se a dependeˆncia nos valores
futuros da perturbac¸a˜o mensura´vel v(t) no termo Hv(z
−1)v(t + 1).
Este termo so´ e´ utiliza´vel quando e´ poss´ıvel saber, ou estimar, com
antecedeˆncia o valor da perturbac¸a˜o no futuro como, por exemplo, no
caso em que v(t) e´ a refereˆncia de um processo secunda´rio.
Agrupando os termos da Eq. (4.25) dependentes apenas do pas-
sado e o termo Hv(z
−1)v(t + 1), que depende das variac¸o˜es futuras
da perturbac¸a˜o, em f , o vetor da resposta livre, tem-se a seguinte
expressa˜o compacta das predic¸o˜es:
yˆ = Hu(t) + f .
(4.26)
A func¸a˜o custo na Eq. (4.14) pode ser reescrita na seguinte forma
matricial:
J = (yˆ −w)T δ(yˆ −w) + λuTu, (4.27)
onde w = [w(t+N1), . . . , w(t+N2)]
T e, λ e δ, sa˜o matrizes diagonais
de ordem, respectivamente, Nu ×Nu e (N2 −N1 + 1)× (N2 −N1 + 1),
onde o elemento (i, i) e´ o peso do termo ∆u(t + i − 1) no caso de λ e
o peso de yˆ(t+N1 + i− 1) no caso de δ. Substituindo a Eq. (4.26) na
Eq. (4.27) tem-se:
J = (Hu+ f −w)T δ(Hu+ f −w) + λuTu (4.28)
Rearranjando a Eq. (4.28) para a forma padra˜o quadra´tica:
J =
1
2
uTPu+ qTu+ f0 (4.29)
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onde
P = 2(HT δH + λ),
qT = 2(f −w)T δH,
f0 = (f −w)T δ(f −w).
No caso sem restric¸o˜es, a minimizac¸a˜o da func¸a˜o custo na Eq.
(4.28) pode ser feita de forma anal´ıtica atrave´s de derivac¸a˜o matricial
[5], resultando no seguinte vetor de controles o´timos:
u = (HT δH + λ)−1HT δ(w − f)
= K(w − f) (4.30)
onde K = (HT δH + λ)−1HT δ. Isto tem um significado claro, se
na˜o ha´ erros preditos futuros, ou seja, w − f = 0, enta˜o na˜o e´ preciso
alterar o controle, ja´ que o objetivo sera´ atingido com a resposta livre
do sistema. Caso haja erros futuros, havera´ um incremento na ac¸a˜o de
controle proporcional (por um fator de K) a este erro [5]. Note que,
seguindo a ideia do horizonte deslizante, somente o primeiro elemento
de u, que equivale ao incremento de controle ∆u(t), sera´ utilizado, pois
no instante t + 1 os ca´lculos sera˜o refeitos levando em conta os novos
dados provenientes do processo. Assim, e´ poss´ıvel simplificar o ca´lculo
da ac¸a˜o de controle da seguinte maneira:
∆u(t) = K1(w − f) (4.31)
u(t) = u(t− 1) + ∆u(t) (4.32)
onde K1 e´ a primeira linha da matriz K, e tem ordem 1×N .
4.3.2 Formulac¸a˜o para o Caso MIMO
O algoritmo MIMO-GPC, assim como no caso SISO, calcula a
ac¸a˜o de controle a partir da otimizac¸a˜o de uma func¸a˜o custo. Para um
sistema MIMO com m entradas e n sa´ıdas, esta func¸a˜o e´ dada por:
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J =
n∑
i=1
N2i∑
j=N1i
δi(j)[yˆi(t+ j|t)− wi(t+ j)]2 +
m∑
i=1
Nui∑
j=1
λi(j)[∆ui(t+ j − 1)]2 (4.33)
onde yˆi(t + j|t) e´ a predic¸a˜o o´tima da i-e´sima sa´ıda do sistema no
instante de tempo t+ j, N1i e N2i sa˜o, respectivamente, os horizontes
mı´nimos e ma´ximos de predic¸a˜o para a sa´ıda i, Nui e´ o horizonte de
controle da entrada i, λi(j) e δi(j) sa˜o os pesos da i-e´sima entrada e
sa´ıda j instantes adiante, respectivamente, e wi(t+ j) e´ a trajeto´ria de
refereˆncia futura para a i-e´sima sa´ıda no instante t+ j. Os horizontes
totais de cada sa´ıda podem ser obtidos atrave´s da equac¸a˜o Ni = N2i−
N1i + 1. A func¸a˜o custo dada na Eq. (4.33) e´ uma generalizac¸a˜o da
func¸a˜o utilizada no caso SISO.
A escolha dos horizontes, em geral, pelo fato de haver diferen-
tes atrasos para cada sa´ıda do sistema, sa˜o feitas de forma indepen-
dente para cada sa´ıda e entrada. Ale´m disso, a normalizac¸a˜o do mo-
delo e´ muito importante para se obter uma ponderac¸a˜o adequada das
varia´veis. Se o modelo na˜o estiver normalizado, os erros e as ac¸o˜es de
controle na func¸a˜o custo na˜o sera˜o compara´veis em magnitude, assim,
a escolha de λi e δi sera´ mais dif´ıcil [41]. A normalizac¸a˜o pode ser feita
fazendo com que todas as varia´veis tenham magnitude menor que 1, o
que significa dividir cada varia´vel pelo seu valor ma´ximo esperado [42].
Assim como no caso SISO, um modelo CARIMA e´ utilizado para
representar o sistema MIMO, com a diferenc¸a de que este modelo esta´
no formato DMF:
A(z−1)y(t) = L(z−1)B(z−1)u(t− 1) +D(z−1)v(t) + T (z−1)e(t)
∆
(4.34)
onde esta˜o presentes o vetor de sa´ıdas y(t) = [y1(t) . . . yn(t)]
T , o vetor
de entradas u(t−1) = [u1(t−1) . . . um(t−1)]T , o vetor de perturbac¸o˜es
v(t) = [v1(t) . . . vp]
T , o vetor de ru´ıdos brancos e(t) = [e1(t) . . . en(t)]
T
e ∆ = 1−z−1 que representa o operador diferenc¸a. A e L sa˜o matrizes
diagonais n× n sendo que a primeira representa os denominadores das
func¸o˜es de transfereˆncia entre entradas e sa´ıdas, e a segunda representa
o atraso mı´nimo com relac¸a˜o a`s entradas para cada sa´ıda. B, de ordem
n ×m, e D, de ordem n × p representam os numeradores das func¸o˜es
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de transfereˆncia em relac¸a˜o a`s entradas e a`s perturbac¸o˜es, respectiva-
mente. E´ importante ressaltar que os atrasos existentes com relac¸a˜o a`s
perturbac¸o˜es ficam impl´ıcitos em D. T e´ uma matriz diagonal n × n
com o mesmo propo´sito do polinoˆmio T (z−1) no caso SISO, ou seja,
pode ser utilizado para modelar caracter´ısticas do ru´ıdo e(t), ou como
paraˆmetro de ajuste para melhorar a robustez do sistema em malha
fechada.
Como a matriz A(z−1) e´ diagonal, e´ poss´ıvel obter as predic¸o˜es
o´timas de cada sa´ıda utilizando equac¸o˜es diofantinas independentes,
assim, o seguinte modelo MISO e´ utilizado:
Ai(z
−1)yi(t) = z−diBi(z−1)u(t− 1) +Di(z−1)v(t) + Ti(z
−1)
∆
ei(t)
(4.35)
onde Bi = [Bi1, . . . , Bim], e Di = [Di1, . . . , Dip].
Executando um procedimento ideˆntico ao caso SISO, com uma
u´nica diferenc¸a no aumento no nu´mero de equac¸o˜es diofantinas ne-
cessa´rias devido a` quantidade superior de entradas e perturbac¸o˜es,
obte´m-se a predic¸a˜o o´tima da i-e´sima sa´ıda:
yˆi(t+ l|t) = z−diHil(z−1)∆u(t− 1 + l) + Iil(z−1)∆u(t− 1)
Ti(z−1)
+Hvil(z
−1)∆v(t+ l) + Ivil(z
−1)
∆v(t)
Ti(z−1)
+
Fil(z
−1)
Ti(z−1)
yi(t) (4.36)
onde Hil(z
−1), Iil(z−1), Hvil(z
−1) e Ivil(z
−1) sa˜o vetores polinomiais
onde os referentes a`s entradas possuem ordem 1×m, e os referentes a`s
sa´ıdas 1×p. Estes vetores teˆm como elementos os polinoˆmios resultan-
tes das soluc¸o˜es das equac¸o˜es diofantinas para o i-e´sima sa´ıda.
Repetindo este procedimento para as outras sa´ıdas, pode-se ob-
ter o vetor de predic¸o˜es futuras o´timas yˆ(t) atrave´s da seguinte equac¸a˜o:
yˆ(t) = Hu(t) +Hv(z
−1)∆v(t+ 1) + I(z−1)∆uf (t− 1)
+ Iv(z
−1)∆vf (t) + F (z−1)yf (t)
(4.37)
71
onde
yˆ =
 yˆ1(t)...
yˆn(t)
 , yˆi(t) =
 yˆi(t+N1i|t)...
yˆi(t+N2i|t)
 ,
u(t) =
 ∆u1(t)...
∆um(t)
 , ∆ui(t) =
 ∆ui(t)...
∆ui(t+Nui − 1)
 ,
∆vf (t) =
 ∆vf1(t)...
∆vfn(t)
 , ∆vfi(t) = 1Ti(z−1)
 ∆v1(t)...
∆vp(t)
 ,
∆uf (t− 1) =
 ∆uf1(t− 1)...
∆ufn(t− 1)
 , ∆ufi(t) = 1Ti(z−1)
 ∆u1(t)...
∆um(t)
 ,
∆v(t+ 1) =
 ∆v1(t+ 1)...
∆vp(t+ 1)
 , yf (t) =

y1(t)
T1(z−1)
...
yn(t)
Ti(z−1)
 ,
F (z−1) =
 F1(z
−1) 0
. . .
0 Fn(z
−1)
 ,
I(z−1) =
 I1(z
−1) 0
. . .
0 In(z
−1)
 ,
Iv(z
−1) =
 Iv1(z
−1) 0
. . .
0 Ivn(z
−1)
 .
E´ importante notar que, caso Ti(z
−1) = 1,∀i, na˜o e´ preciso fa-
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zer a filtragem de nenhuma das varia´veis por Ti(z
−1). Desta forma,
alguma das matrizes sa˜o alteradas: (i) ∆vf (t) = [∆v1(t) · · · ∆vp(t)]T ,
(ii) ∆uf (t− 1) = [∆u1(t− 1) · · · ∆um(t− 1)]T , (iii) I(z−1) e Iv(z−1)
passam a ser vetores polinomiais I(z−1) = [I1(z−1) · · · In(z−1)]T ,
Iv(z
−1) = [Iv1(z−1) · · · Ivn(z−1)]T . Tem-se tambe´m que
Hv(z
−1) =
 Hv11(z
−1) · · · Hv1p(z−1)
...
. . .
...
Hvn1(z
−1) · · · Hvnp(z−1)

H =
 H11 · · · H1m... . . . ...
Hn1 · · · Hnm
 .
Da mesma forma que no caso SISO, a Eq. (4.37) pode ser simpli-
ficada agrupando as parcelas que na˜o dependem das variac¸o˜es futuras
da ac¸a˜o de controle na resposta livre f :
yˆ = Hu+ f .
(4.38)
No caso sem restric¸o˜es, a func¸a˜o custo da Eq. (4.33) pode ser
reescrita da seguinte forma
J = (Hu+ f −w)TQy(Hu+ f −w) + uTQuu (4.39)
onde Qy = diag(δ1, . . . , δn) e´ uma matriz diagonal quadrada de ordem∑n
i=1Ni que representa os pesos dos erros futuros e os pesos das ac¸o˜es
de controle futuras sa˜o dadas porQu = diag(λ1, . . . ,λm), que tambe´m
e´ diagonal quadrada, de ordem
∑m
i=1Nui. A soluc¸a˜o da minimizac¸a˜o
de J e´ ideˆntica ao caso SISO, assim como o processo para obteˆ-la.
4.3.3 Exemplo e Implementac¸a˜o
Para ilustrar a aplicac¸a˜o do MIMO-GPC, e mostrar alguns deta-
lhes da implementac¸a˜o, tem-se o seguinte sistema em tempo cont´ınuo
(onde as constante de tempo sa˜o dadas em minutos)
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[
Y1(s)
Y2(s)
]
=
[
1
0,7s+1
5e−0,06s
0,3s+1
1
0,5s+1
2
0,4s+1
] [
U1(s)
U2(s)
]
(4.40)
Discretizando o modelo utilizando o sustentador de ordem zero,
e considerando um per´ıodo de amostragem de 0,03 minutos, tem-se o
seguinte modelo discreto:
[
y1(t)
y2(t)
]
=
[
0,0420z−1
1−0,9580z−1
(0,4758z−1)z−2
1−0,9048z−1
0,0582z−1
1−0,9418z−1
0,1445z−1
1−0,9277z−1
] [
u1(t)
u2(t)
]
(4.41)
Considerando o modelo CARIMA da Eq. (4.34), as matrizes
polinomiais do sistema, obtidos atrave´s da DMF sa˜o:
A(z−1) =
[
1− 1, 8629z−1 + 0, 8669z−2 0
0 1− 1, 8695z−1 + 0, 8737z−2
]
,
B(z−1) =
[
0, 0420z−1 − 0, 0380z−2 (0, 4758z−1 − 0, 4559z−2)z−2
0, 0582z−1 − 0, 0540z−2 0, 1445z−1 − 0, 1361z−2
]
,
L(z−1) =
[
0 0
0 0
]
.
Como o intuito deste exemplo e´ mostrar as matrizes do GPC, os
horizontes de predic¸a˜o e controle foram escolhidos os menores poss´ıveis,
mantendo a estabilidade, de forma a facilitar a visualizac¸a˜o. Os ho-
rizontes sa˜o N11 = N12 = 1, N21 = N22 = 4 e Nu1 = Nu2 = 3.
As ponderac¸o˜es dos sinais de controle sa˜o iguais e constantes λ1(j) =
λ2(j) = 0, 05,∀j, e as ponderac¸o˜es dos erros sa˜o iguais a 1, e o filtro
Ti(z
−1) = 1,∀i. Ale´m disso, as refereˆncias futuras na˜o sa˜o conhecidas.
Com este ajuste, o tempo de acomodac¸a˜o do sistema e´ de aproximada-
mente 20 amostras ou 0,6 minutos.
A partir dos paraˆmetros de ajuste do controlador dado, e´ poss´ıvel
encontrar as matrizes polinomiais utilizadas para o ca´lculo das predic¸o˜es
o´timas da Eq. (4.37) (obtidas atrave´s da soluc¸a˜o de uma se´rie de
equac¸o˜es diofantinas):
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H =

0, 042 0 0 0 0 0
0, 0822 0, 042 0 0 0 0
0, 121 0, 0822 0, 042 0, 476 0 0
0, 0582 0 0 0, 144 0 0
0, 113 0, 0582 0 0, 279 0, 144 0
0, 165 0, 113 0, 0582 0, 403 0, 279 0, 144
 ,
I(z−1) =

−0, 038 0, 476z−1 − 0, 456z−2
−0, 109 0, 476 + 0, 906z−1 − 1, 3z−2
−0, 331 1, 3 + 1, 65z−1 − 2, 49z−2
−0, 054 −0, 136
−0, 155 −0, 391
−0, 296 −0, 747
−0, 473 −1, 19

,
F (z−1) =

2, 86− 2, 73z−1 + 0, 867z−2 0
5.47− 6, 95z−1 + 2, 48z−2 0
8, 70− 12, 4z−1 + 4, 74z−2 0
12, 5− 19, 0z−1 + 7, 54z−2 0
0 2, 87− 2, 74z−1 + 0, 874z−2
0 5, 49− 7, 0z−1 + 2, 51z−2
0 8, 76− 12, 6z−1 + 4, 8z−2
0 12, 6− 19, 2z−1 + 7, 65z−2

,
note que as matrizes foram subdivididas com linhas horizontais e ver-
ticais para evidenciar as sub-matrizes correspondentes a`s diferentes en-
tradas e sa´ıdas. Como foi mostrado anteriormente, estas matrizes sera˜o
utilizadas para o ca´lculo da resposta livre do sistema e para obter a ac¸a˜o
de controle o´tima a ser aplicada no instante t.
Note que I(z−1) e F (z−1) sa˜o matrizes polinomiais. O modo
mais fa´cil de representar este tipo de matriz em um programa de com-
putador e´ utilizando matrizes normais, ou seja, seus elementos sa˜o
nu´meros reais. Desta forma, cada coeficiente de um polinoˆmio se
torna um elemento de uma matriz vetor, por exemplo, o polinoˆmio
F11(z
−1) = 2, 86 − 273z−1 + 0, 867z−2 seria representado por F11 =
[2, 86;−2, 73; 0, 867]. Assim, operac¸o˜es com polinoˆmios se tornam opera-
c¸o˜es matriciais ba´sicas, por exemplo
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F11(z
−1)y(t) = [2, 86;−2, 73; 0, 867]
 y(t)y(t− 1)
y(t− 2)
 .
Utilizando esta representac¸a˜o em I(z−1) e F (z−1), teˆm-se que
I =

−0, 038 0 0, 476 −0, 456
−0, 109 0, 476 0, 906 −1, 3
−0, 331 1, 3 1, 65 −2, 49
−0, 054 −0, 136 0 0
−0, 155 −0, 391 0 0
−0, 296 −0, 747 0 0
−0, 473 −1, 19 0 0

,
F =

2, 86 −2, 73 0, 867 0 0 0
5, 47 −6, 95 2, 48 0 0 0
8, 70 −12, 4 4, 74 0 0 0
12, 5 −19, 0 7, 54 0 0 0
0 0 0 2, 87 −2, 74 0, 874
0 0 0 5, 49 −7, 0 2, 51
0 0 0 8, 76 −12, 6 4, 8
0 0 0 12, 6 −19, 2 7, 65

.
Nota-se que, na matriz F , metade de seus elementos sa˜o nulos e
que, na a matriz I, existindo diferenc¸as de ordem ou de atraso entre os
polinoˆmios Bij(z
−1) para um j fixo, havera´ colunas de zeros na matriz.
Do ponto de vista pra´tico, esta na˜o e´ uma boa representac¸a˜o pois apo´s
cada per´ıodo de amostragem, no ca´lculo da resposta livre, estas matri-
zes sera˜o utilizadas em produtos matriciais e dezenas de multiplicac¸o˜es
sera˜o feitas onde uma de suas parcelas e´ zero, ou seja, na˜o tem ne-
nhum efeito no valor final da operac¸a˜o. Isto gera um desperd´ıcio de
tempo computacional e de memo´ria, recursos important´ıssimos, prin-
cipalmente em um sistema computacional onde estes sa˜o limitados.
Assim, para evitar esse problema, as sub-matrizes polinomiais
de F (z−1) e de I(z−1), sa˜o armazenadas em memo´ria separadamente.
Desta forma, a resposta livre do sistema e´ calculada por partes da
seguinte maneira:
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fi =
m∑
j=1
Iij [∆uj(t−1), . . . ,∆uj(t−dij−nbij)]T+Fi[yi(t), . . . , yi(t−nai)]T
(4.42)
onde fi e´ a resposta livre da i-e´sima sa´ıda, dij e´ o atraso entre a entrada
j e a sa´ıda i, e, nbij e nai, sa˜o as ordens dos polinoˆmios Bij(z
−1) e
Ai(z
−1), respectivamente. A resposta livre total e´ dada por
f =
 f1...
fn
 . (4.43)
Calculando a resposta livre desta forma, elimina-se o problema
descrito anteriormente de ca´lculos desnecessa´rios durante os produtos
matriciais, e do armazenamento em memo´ria de elementos nulos que
na˜o teˆm efeito sobre valores finais das operac¸o˜es.
Figura 15 – Resultado da simulac¸a˜o do exemplo MIMO descrito.
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Na Fig. (15) sa˜o mostrados os resultados da simulac¸a˜o do pro-
cesso descrito sendo controlado pelo algoritmo MIMO-GPC com os
paraˆmetros de controles ja´ dados. Durante a simulac¸a˜o ha´ uma mu-
danc¸a de refereˆncia de 0 para 0, 5 na Sa´ıda 1, e de 0 para 0, 3 na Sa´ıda 2
apo´s 10 amostras. Existe uma segunda mudanc¸a de refereˆncia na Sa´ıda
1 para 0, 4 apo´s 50 amostras. Observa-se que a resposta do sistema
na˜o apresenta um comportamento dominante de segunda ordem para a
Sa´ıda 1, ao contra´rio do que normalmente se espera. Isto pode ser cor-
rigido com o aumento dos horizontes de predic¸a˜o e controle, mas, neste
caso, por simplicidade, optou-se por manter os horizontes em valores
mı´nimos.
4.3.4 Algoritmo MIMO-GPC
Dado um processo MIMO, com m entradas, n sa´ıdas e p per-
turbac¸o˜es, representado por
Y (z−1) = Γu(z−1)U(z−1) + Γv(z−1)V (z−1), (4.44)
onde Γu e Γv sa˜o matrizes de transfereˆncia discretas, o algoritmo
MIMO-GPC e´ executado da seguinte forma:
• Passo 1: Calcular a representac¸a˜o em DMF do processo, obtendo
as matrizes polinomiais A(z−1), B(z−1), D(z−1) e L(z−1)
• Passo 2: Solucionar o conjunto de equac¸o˜es diofantinas dadas
pelas equac¸o˜es (4.16), (4.22) e (4.23) e, considerando os horizontes
de predic¸a˜o e controle, obter as matrizes H, Hv, Iij , Ivik e Fi
dado que i = 1, . . . , n, j = 1, . . . ,m e k = 1, . . . , p
• Passo 3: Leitura das sa´ıdas e perturbac¸o˜es do processo e, caso
Ti(z
−1) 6= 1 para algum i, filtrar as varia´veis de perturbac¸a˜o,
entrada e sa´ıda pelo respectivo polinoˆmio Ti(z
−1)
• Passo 4: Ca´lculo da resposta livre por partes
(a) Calcular a resposta livre da i-e´sima sa´ıda atrave´s da equac¸a˜o
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fi =
m∑
j=1
Iij [∆ufj(t− 1), . . . ,∆ufj(t− dij − nbij)]T
+
p∑
j=1
Ivij [∆vfj(t), . . . ,∆vfj(t− dvij − ndij + 1)]T
+Fi[yfi(t), . . . , yfi(t− nai)]T
(b) Calcular a resposta livre total atrave´s da equac¸a˜o Eq. (4.43)
e adicionar o termo Hv∆v(t + 1) caso os valores das per-
turbac¸o˜es futuras sejam conhecidos
• Passo 5: Minimizac¸a˜o da func¸a˜o custo
(a) obter as matrizes P , qT e f0 da Eq. (4.29)
(b) Minimizar a func¸a˜o custo com o uso de um algoritmo de
otimizac¸a˜o quadra´tica e, assim, obter o vetor de incrementos
das ac¸o˜es de controle futuras u
• Passo 6: Calcular a ac¸a˜o a ser aplicada no instante atual dado
que uj(t) = uj(t− 1) + ∆uj(t)
• Passo 7: Aplicar a ac¸a˜o de controle, e esperar um tempo de amos-
tragem
• Passo 8: Voltar ao Passo 3
Observe que o algoritmo anterior tambe´m se aplica a um processo
SISO, que e´ um caso MIMO particular onde o nu´mero de entradas e
sa´ıdas e´ igual a 1.
4.4 DTCGPC - CONTROLE PREDITIVO GENERALIZADO COM
COMPENSAC¸A˜O DE ATRASO DE TRANSPORTE
Antes de descrever o algoritmo DTCGPC, e´ importante mostrar
algumas das propriedades do GPC e o que levou ao desenvolvimento
deste novo tipo de MPC. Sera´ visto que o controlador GPC pode ser
interpretado, no caso sem restric¸o˜es, como um Preditor de Smith Fil-
trado (PSF) [41], mostrado na Fig. (16), ou seja, possui uma estrutura
preditora interna (identificada na figura) de compensac¸a˜o do atraso
dependente do filtro Fr(z) e do modelo do processo, um controlador
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prima´rio C(z) projetado para estabilizac¸a˜o e conferir a dinaˆmica espe-
cificada, e um filtro de refereˆncia F (z) que da´ um grau de liberdade
a mais no ajuste do controlador. Na Fig. (16), P (z) = G(z)z−d e´ a
func¸a˜o de transfereˆncia real do processo, e Pn(z) = Gnz
−dn representa
o modelo nominal utilizado no projeto do controlador.
Figura 16 – Estrutura com dois graus de liberdade do Preditor de Smith
Filtrado (PSF).
O controlador prima´rio do PSF atua no sistema se baseando na
predic¸a˜o do sistema para o tempo t+ d fornecida pela estrutura predi-
tora. Desta forma o PSF consegue compensar internamente a presenc¸a
do atraso. As predic¸o˜es sa˜o geradas a partir do modelo sem atraso do
processo Gn(z) e com um acre´scimo de correc¸a˜o, dado pela diferenc¸a
entre a sa´ıda real e a do modelo, chamado erro de predic¸a˜o. Este erro
e´ filtrado por Fr(z) que pode ser ajustado para acelerar a resposta do
sistema na rejeic¸a˜o de perturbac¸o˜es, permitir o uso do PSF em plantas
insta´veis, e melhorar a robustez frente a erros de modelagem. Deve-se
levar em conta, no entanto, que estas caracter´ısticas sa˜o geralmente
conflitantes, ou seja, melhorar a robustez implica em um tempo maior
para rejeitar perturbac¸o˜es.
Para um sistema SISO descrito por
y(t) = z−dn
B(z−1)
A(z−1)
u(t− 1)
e´ poss´ıvel demonstrar que o controlador GPC, interpretado pela estru-
tura PSF, possui os seguintes blocos C(z), F (z) e Fr(z):
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C(z) =
ly1 + ly2z
−1 + . . .+ lyna+1z−na
(1− z−1)(1− lu1z−1 − lu2z−2 − . . .− lunbz−nb) , (4.45)
F (z) =
f1z
dn+1 + f2z
dn+2 + . . .+ fNz
dn+N
ly1 + ly2z−1 + . . .+ lyna+1z−na
, (4.46)
Fr(z) =
ly1Fdn(z
−1) + ly2Fdn−1(z
−1) + . . .+ lyna+1Fdn−na(z
−1)
ly1 + ly2z−1 + . . .+ lyna+1z−na
.
(4.47)
onde Fi(z
−1) sa˜o polinoˆmios provenientes das soluc¸o˜es das equac¸o˜es
diofantinas, como ja´ explicado na Sec¸a˜o 4.3, e os coeficiente lyi, lui
e fi sa˜o dependentes dos polinoˆmios A(z
−1) e B(z−1), dos horizontes
de predic¸a˜o e controle, e das ponderac¸o˜es δ(j) e λ(j) [41]. Como e´
mostrado nas equac¸o˜es anteriores, o controlador prima´rio no sistema
equivalente do GPC tem a mesma ordem do modelo do processo, e o
filtro de refereˆncia cancela os zeros de C(z). Ale´m disso, o filtro Fr(z)
utilizado para corrigir os erros entre a sa´ıda real e as predic¸o˜es depende
dos paraˆmetros A(z−1) e dn do modelo, e dos paraˆmetros de ajuste λ
e N .
A obtenc¸a˜o desta estrutura equivalente para o GPC foi um grande
avanc¸o pois permitiu uma ana´lise mais detalhada da estrutura interna
deste controlador. Esta estrutura evidencia o fato de que os algoritmos
preditivos compensam intrinsecamente o atraso de transporte do pro-
cesso e, atrave´s dela, e´ poss´ıvel verificar como esta compensac¸a˜o e´ feita.
A estrutura equivalente pode ser dividida em duas partes, o Preditor,
que calcula as predic¸o˜es o´timas do sistema ate´ t+ dn, e o Otimizador,
que realiza o ca´lculo da ac¸a˜o de controle, a partir da refereˆncia futura e
das predic¸o˜es do Preditor, atrave´s de um controlador o´timo C(z). Esta
ideia esta´ ilustrada na Fig. (17) [41].
4.4.1 GPC e Robustez
Dada a estrutura do PSF na Fig. (16), a resposta do sistema de
malha fechada para mudanc¸as de refereˆncias, considerando o caso ideal
(P (z) = Pn(z)), e´ dada por
Hr(z) =
F (z)C(z)Gn(z)z
−dn
1 + C(z)Gn(z)
. (4.48)
Para analisar a robustez do sistema em malha fechada, a planta
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Figura 17 – Estrutura geral do GPC para processos com atraso de
transporte.
e´ representada pela func¸a˜o de transfereˆncia P (z)
P (z) = Pn(z) + ∆P (z) = Pn(z)[1 + δP (z)] (4.49)
onde δP (z) e ∆P (z) representam, respectivamente, os erros de mode-
lagem na forma multiplicativa e aditiva. Para que o sistema em malha
fechada seja considerado robusto, a seguinte condic¸a˜o deve ser satisfeita
[41]
|δP (z)| < dP (z) = |1+C(z)Gn(z)||C(z)Gn(z)Fr(z)| , z = ejw ∀ ∈ [0, pi]. (4.50)
Assim, o ı´ndice de robustez do GPC pode ser obtido dado Hr(z)
da Eq. (4.48), e sabendo que |e−jwdn | = 1
|δP (z)| < dP (z) = |F (z)||Hr(z)| 1|Fr(z)| , z = ejw ∀w ∈ [0, pi]. (4.51)
Esta equac¸a˜o mostra que, escolhidos os horizontes de predic¸a˜o e
ponderac¸o˜es, a robustez do GPC e´ func¸a˜o do filtro Fr(z), dado na Eq.
(4.47). Como mostrado nesta equac¸a˜o, Fr(z) e´ dependente do atraso
nominal dn, pois dn define os elementos do numerador de Fr(z) atrave´s
dos polinoˆmios Fi(z
−1) resultantes da soluc¸a˜o das equac¸o˜es diofantinas.
Por consequeˆncia, a robustez do controlador GPC e´ dependente do valor
nominal do atraso. Considere, por exemplo, que o erro de modelagem
e´ causado somente por um erro de estimac¸a˜o do atraso ∆d = d − dn.
Assim
δP (w) = |e−jw∆d − 1| ∀w ∈ [0, pi]. (4.52)
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Note que para um valor fixo de ∆d, o erro de modelagem in-
depende de dn, enquanto que dP (w) e´ func¸a˜o de dn. Desta forma, o
controlador GPC tera´ diferentes caracter´ısticas de robustez para valores
diferentes do atraso nominal.
Figura 18 – Esquema do tanque de aquecimento de a´gua.
Para ilustrar as consequeˆncias desta propriedade do GPC, tem-se
o seguinte exemplo de um sistema de aquecimento de a´gua, apresentado
em [41], mostrado na Fig. (18). A func¸a˜o de transfereˆncia do sistema
e´
Pn(s) =
e−Ls
2s+ 1
(4.53)
onde o atraso de transporte L depende da posic¸a˜o do sensor de tempe-
ratura em relac¸a˜o a` sa´ıda do tanque, e o tempo e´ medido em minutos.
O atraso e´ L = 0, 4 minutos se o sensor esta´ mais pro´ximo do tanque e
L = 4 minutos se esta´ na posic¸a˜o mais distante. Discretizando com um
tempo de amostragem Ts = 0, 2 min, a func¸a˜o de transfereˆncia discreta
do sistema e´ Pn(z) =
0,095z−dn
z−0,905 , onde dn = 2 para o primeiro caso e
dn = 20 no segundo caso. Os paraˆmetros do controlador sa˜o λ = 1, 5
e N = Nu = 15. Deseja-se analisar a robustez do sistema em malha
fechada frente a um erro de modelagem do atraso de ±2 amostras, ou
seja, o erro e´ representado pela Eq. (4.52) onde ∆d = 2. Utilizando as
equac¸o˜es (4.45) e (4.46) calculou-se os blocos C(z) e F (z) equivalentes
do Otimizador do GPC:
C(z) =
3, 27(1− 0, 79z−1)
1− z−1 , F (z) =
0, 21
1− 0, 79z−1 . (4.54)
Nota-se que os blocos do Otimizador sa˜o iguais para os dois ca-
sos, ja´ que este independe do atraso nominal do processo. Observa-se
tambe´m que o numerador de F (z) tem ordem zero, pois as refereˆncias
futuras sa˜o consideradas iguais a` do instante atual e o controlador as-
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sume uma estrutura similar a um PI. Utilizando a Eq. (4.47), calcula-se
o filtro Fr(z) equivalente do GPC para os dois casos
Fr1(z) =
1, 22(1− 0, 827z−1)
1− 0, 79z−1 , Fr2(z) =
2, 06(1− 0, 90z−1)
1− 0, 79z−1 . (4.55)
Figura 19 – Em cima, os diagramas de Magnitude dos filtros Fr e,
embaixo, a comparac¸a˜o dos ı´ndices de robustez dP com a curva de
magnitude do erro |δP |.
O primeiro gra´fico na Fig. (19) mostra o diagrama de magnitude
dos filtros Fri(z) calculados. Percebe-se que o aumento do atraso no-
minal, de dn = 2 para dn = 20, faz com que a caracter´ıstica passa-altas
do filtro seja exarcebada. E, como mostrado pela Eq. (4.51), isto faz
com que o sistema em malha fechada seja menos robusto a variac¸o˜es
parame´tricas. No segundo gra´fico da Fig. (19) e´ feita a comparac¸a˜o
do ı´ndice de robustez nos dois casos com o erro de modelagem. Fica
evidente que no caso dn = 20, na˜o se pode garantir robustez para os
erros parame´tricos definidos. Na Fig. (20) sa˜o mostrados os resultados
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de simulac¸a˜o para os casos dn = 2 e dn = 20, que sa˜o comparados com
os resultados quando o atraso real e´ dado por, respectivamente, d = 4 e
d = 22. No primeiro caso, com a adic¸a˜o do erro de modelagem, ha´ uma
deteriorac¸a˜o da resposta, que fica mais oscilato´ria, mas o sistema ainda
e´ esta´vel. No caso dn = 20, quando o atraso real e´ utilizado, o sistema
fica insta´vel, como era esperado devido aos fatos ja´ mencionados.
Figura 20 – Simulac¸a˜o do tanque de aquecimento de a´gua para os casos
dn = 2 e dn = 20, e comparac¸a˜o quando existe erro de modelagem no
atraso de ∆d = ±2 amostras e utilizando a sintonia apresentada.
Em [41, p. 311] foi mostrado que a condic¸a˜o
|Fr(ejw)| > 1 ∀w ∈ [0, pi] (4.56)
pode ser comprovada em alguns casos particulares importantes, apesar
de na˜o ser poss´ıvel provar analiticamente o caso geral. Na maioria
dos casos e´ poss´ıvel verificar que a condic¸a˜o |Fr(ejw)| > 1 para w ∈
[w0, pi], w0 > 0, dado que w0 e´ sempre menor que a frequeˆncia mı´nima
onde os erros de modelagem devido ao atraso sa˜o importantes. Esta
caracter´ıstica do GPC faz com que a estabilidade do sistema controlado
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seja comprometida caso o atraso nominal seja grande.
4.4.1.1 Aumentando a Robustez do GPC com o Polinoˆmio T
Na versa˜o original do GPC, o polinoˆmio T foi utilizado para
representar as caracter´ısticas estoca´sticas das perturbac¸o˜es. Depois
notou-se que o uso deste polinoˆmio alterava a robustez e a resposta
a perturbac¸o˜es do sistema em malha fechada. No caso nominal, sem
ru´ıdos ou perturbac¸o˜es, as predic¸o˜es sa˜o as mesmas do que no caso
com T (z−1) = 1 e a ac¸a˜o de controle final u(t) na˜o depende de T (z−1).
Caso contra´rio, T (z−1) atua como um filtro que pode ser utilizado para
suprimir os efeitos de erros de modelagem em altas frequeˆncias. Neste
caso, as predic¸o˜es na˜o sera˜o o´timas, mas robustez frente a variac¸o˜es
parame´tricas do modelo pode ser atingida [5, 43]. Esta propriedade
foi utilizada por va´rios autores que propo˜em regras de ajuste para T
onde este e´ utilizado para melhorar a robustez em vez de ser utilizado
para modelar caracter´ısticas estoca´sticas das perturbac¸o˜es, apesar de
que seu ajuste na˜o seja trivial [41].
Pode-se demonstrar que, considerando a estrutura PSF ja´ des-
crita, C(z) e F (z) dependem das ponderac¸o˜es, dos horizontes e de
T (z−1). Ale´m disso, o filtro Fr(z−1) e´ dado por
Fr(z
−1) =
1
T (z−1)
ly1Fdn(z
−1) + ly2Fdn−1(z
−1) + . . . + lyna+1Fdn−na(z
−1)
ly1 + ly2z−1 + . . . + lyna+1z−na
,
(4.57)
que mostra que 1T (z−1) pode ser utilizado como um filtro passa-baixas
para aumentar a robustez. Mas seu ajuste na˜o e´ fa´cil pois os coeficientes
lyi, e os polinoˆmios Fi(z
−1), dependem de T (z−1).
Em [44], os autores sugerem que, para processo esta´veis em ma-
lha aberta, a melhor escolha para obter uma melhora da robustez em
altas frequeˆncias e´
T (z−1) = A(z−1)(1− βz−1)N1−g (4.58)
onde β tem um valor pro´ximo do po´lo dominante de A, N1 e´ o horizonte
mı´nimo de predic¸a˜o e g e´ o grau do polinoˆmio utilizado para gerar a
refereˆncia futura do sistema.
Para exemplificar seu uso, retoma-se o exemplo mostrado na
Fig. (18) onde, considerando um atraso nominal dn = 20 e um erro
de modelagem ∆d = 2, o sistema se tornava insta´vel para a sintonia
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GPC apresentada. Mantendo-se o mesmos paraˆmetros horizontes e
ponderac¸o˜es, adiciona-se o seguinte polinoˆmio T (z−1)
T (z−1) = (1− 0, 905z−1)(1− 0, 85z−1) = 1− 1, 755z−1 + 0, 7692z−2,
projetado utilizando a Eq. (4.58), onde se considera N1 − g = 1. Na
Fig. (21) esta˜o os resultados de simulac¸a˜o onde se compara o caso sem
e com o polinoˆmio T (z−1) projetado. Percebe-se que seu uso permitiu
tornar o sistema mais robusto pois manteve a estabilidade do sistema
em malha fechada.
Figura 21 – Simulac¸a˜o do tanque de aquecimento de a´gua considerando
dn = 20 e erro de modelagem ∆d = ±2 nos casos com e sem o polinoˆmio
T (z−1) projetado.
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4.4.2 A Soluc¸a˜o DTCGPC - Mudanc¸as na Estrutura Preditora
Camacho e Normey-Rico mostram em [41, 45, 46] que, se fosse
utilizado a estrutura preditora do PSF para calcular as predic¸o˜es ate´
t+d, ao inve´s do preditor o´timo do GPC, e o Otimizador obtido atrave´s
do procedimento normal do GPC, um controlador mais robusto e mais
fa´cil de ajustar seria obtido.
Este controlador e´ o DTCGPC, que oferece va´rias vantagens se
comparado ao GPC tradicional [41]: (i) tem a mesma performance
nominal do GPC; (ii) o ajuste do filtro para melhorar a robustez e´
muito mais simples e oferece ı´ndices de robustez melhores do que o
preditor o´timo do GPC com um filtro de mesma ordem; (iii) mante´m o
mesmo desempenho sa´ıda-refereˆncia independente da escolha do filtro.
4.4.2.1 Caso SISO
O procedimento para a obtenc¸a˜o do DTCGPC e´ essencialmente o
mesmo do GPC tradicional, havendo apenas algumas alterac¸o˜es. Inici-
almente, sera´ visto como obter o Otimizador do DTCGPC, que calcula
a ac¸a˜o de controle baseando-se nas predic¸o˜es ate´ t + d, e depois como
obter o novo Preditor baseado no PSF.
Dado um sistema SISO representado por
A(z−1)y(t) = B(z−1)z−du(t− 1) +D(z−1)z−dvv(t) + e(t)
∆
, (4.59)
a predic¸a˜o do sistema no tempo t+ j e´
∆A(z−1)y(t+j) = B(z−1)z−d∆u(t−1+j)+D(z−1)z−dv∆v(t+j)+e(t+j).
(4.60)
Utilizando uma equac¸a˜o diofantina, e´ poss´ıvel reescrever a equac¸a˜o
anterior de tal forma que y(t + j) dependa dos valores preditos ate´ o
tempo t+ d. Essa equac¸a˜o e´ dada por
1 = Ej(z
−1)∆A(z−1) + z−lFj(z−1), (4.61)
onde l = j − d. Da Eq. (4.61) tem-se
∆A(z−1) =
1− z−lFj(z−1)
Ej
. (4.62)
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Substituindo a Eq. (4.62) na Eq. (4.60), obte´m-se, apo´s alguns
rearranjos, a seguinte equac¸a˜o:
(1−z−lFj)y(t+j) = EjB∆u(t−1−d+j)+EjD∆v(t−dv+j)+Eje(t+j).
(4.63)
Como o termo Eje(t+ j) so´ possui valores futuros do ru´ıdo, seu
valor esperado futuro e´ zero. Assim, obtem-se a predic¸a˜o o´tima do
sistema em t+ j, com j > d, dependente das predic¸o˜es ate´ t+ d:
yˆ(t+j|t) = EjB∆u(t−1−d+j)+EjD∆v(t−dv+j)+Fjy(t+d). (4.64)
A partir deste ponto, o procedimento e´ ideˆntico ao GPC. Utiliza-
se as equac¸o˜es diofantinas
EjB = Hj + z
−kIj , (4.65)
EjD = Hvj + z
−kIvj , (4.66)
para evidenciar os termos dependentes dos incrementos futuros e pas-
sados de controle e de perturbac¸a˜o. Pode-se, da mesma forma do que
no GPC, colocar as predic¸o˜es de t+N1 ate´ t+N2 na forma matricial:
yˆ = Hu(t) +Hv(z
−1)∆v(t+ 1) + I(z−1)∆u(t− 1)
+Iv(z
−1)∆v(t) + F (z−1)yˆ(t+ d). (4.67)
Tendo os valores preditos futuros de y(t), pode-se utiliza´-los na
minimizac¸a˜o da func¸a˜o custo J . Resta, enta˜o, apenas definir como
sera˜o calculadas as predic¸o˜es ate´ t+ d pelo novo Preditor.
O Preditor o´timo do GPC sera´ substitu´ıdo pelo preditor do PSF,
que e´ ilustrado na Fig. (22), onde Pn(z
−1) = Gn(z−1)z−d =
z−dB(z−1)
A(z−1)
e Pvn = Gvn(z
−1)z−dv = D(z
−1)z−dv
A(z−1) , e Fr(z
−1) e´ o filtro de robustez
ja´ discutido.
A estrutura preditora destacada na Fig. (22) e´ utilizada somente
para estudos do sistema e na˜o pode ser utilizada diretamente, pois gera
instabilidade interna no caso de processos insta´veis em malha aberta.
Assim, quando implementado, utiliza-se a estrutura da Fig. (23), ou
seja,
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Figura 22 – Estrutura com dois graus de liberdade do PSF aplicado ao
GPC.
Figura 23 – Estrutura na forma de implementac¸a˜o do Preditor do PSF.
yˆ(t+ d) = Fr(z
−1)y(t) + S(z−1)u(t) + Sv(z−1)v(t), (4.68)
onde S = Gn − FrPn e Sv = Gvn − FrPvn, e Fr deve ser projetado
de tal forma que S e Sv sejam esta´veis. Caso Gn(z
−1) seja esta´vel e
na˜o integrador, o ajuste do filtro Fr(z
−1) para aumentar a robustez e´
trivial, bastando escolher adequadamente a faixa de frequeˆncia onde
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devera´ haver atenuac¸a˜o devido aos poss´ıveis erros de modelagem. Caso
a planta seja insta´vel, para cada po´lo insta´vel |z0| ≥ 1, o filtro Fr(z−1)
deve satisfazer as seguintes condic¸o˜es, como mostrado em [41, p. 328]:{
(Fr(z
−1)− zd)|z=1 = 0
(Fr(z
−1)− zd)|z=z0 = 0 , (4.69)
e, no caso particular de uma planta integradora{
(Fr(z
−1)− zd)|z=1 = 0
d
dz (Fr(z
−1)− zd)|z=z0 = 0 . (4.70)
Assim, tendo as predic¸o˜es ate´ t + d fornecidas pelo Preditor
atrave´s da Eq. (4.68), o Otimizador e´ capaz de gerar as ac¸o˜es de con-
trole que minimizara˜o a func¸a˜o custo J .
Antes de prosseguir para o caso MIMO, uma particularidade da
func¸a˜o de transfereˆncia Sv(z
−1) deve ser discutida. Caso o atraso da
perturbac¸a˜o dv seja menor que o atraso nominal da planta dn, Sv(z
−1)
sera´ na˜o causal, ou seja, sera´ dependente de valores futuros da per-
turbac¸a˜o v. Quando isto acontece, o algoritmo implementado conside-
rara´ que os valores futuros da perturbac¸a˜o sa˜o iguais ao valor atual, ou
seja, v(t+ k) = v(t), ∀k ≥ 1.
4.4.2.2 Caso MIMO
Considerando um sistema MIMO com n sa´ıdas, m entradas e p
perturbac¸o˜es, a obtenc¸a˜o das predic¸o˜es o´timas yˆi(t+ d|t) dependentes
de yi(t + d) e´ feita seguindo o mesmo racioc´ınio por tra´s da extensa˜o
do caso SISO-GPC para MIMO-GPC. O sistema e´ representado pelo
seguinte modelo
yˆ(t) = Γu(z
−1)u(t− 1) + Γv(z−1)v(t), (4.71)
onde Γu e Γv sa˜o matrizes de transfereˆncia de ordens n ×m e n × p,
respectivamente, de tal forma que o elemento (i, j) e´ uma func¸a˜o de
transfereˆncia discreta entre a j-e´sima entrada (ou perturbac¸a˜o) e a i-
e´sima sa´ıda. A matriz de transfereˆncia pode ser decomposta em Γu =
LΓu, onde L e´ uma matriz diagonal onde o i-e´simo elemento e´ o atraso
mı´nimo entre as entradas e a i-e´sima sa´ıda. Levando esse modelo em
conta, a predic¸a˜o em t+ d e´ dada por
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yˆ(t+ d) = Fr(z
−1)y(t) + S(z−1)u(t) + Sv(z−1)v(t),
onde Fr(z
−1) e´ uma matriz diagonal de ordem n × n onde o i-e´simo
elemento e´ o polinoˆmio Fri(z
−1) ajustado de modo semelhante ao caso
SISO, S = Γu − FrLΓu e Sv = L−1Γv − FrΓv. Assim como no
caso SISO, dependendo dos valores dos atrasos das perturbac¸o˜es e das
entradas, Sv pode ser dependente de valores futuros das perturbac¸o˜es.
Quando isto ocorrer, a soluc¸a˜o adotada e´ a mesma do caso SISO, ou
seja, considerar que os valores futuros sejam iguais ao valor atual da
perturbac¸a˜o.
4.4.3 Algoritmo MIMO-DTCGPC
Dado um processo MIMO, com m entradas, n sa´ıdas e p per-
turbac¸o˜es, representado por
Y (z−1) = Γu(z−1)U(z−1) + Γv(z−1)V (z−1), (4.72)
onde Γ1 e Γ2 sa˜o matrizes de transfereˆncia discretas, o algoritmo MIMO-
DTCGPC e´ executado da seguinte forma:
• Passo 1: Calcular a representac¸a˜o em DMF do processo, obtendo
as matrizes polinomiais A(z−1), B(z−1), D(z−1) e L(z−1)
• Passo 2: Solucionar o conjunto de equac¸o˜es diofantinas dadas
pelas equac¸o˜es (4.61), (4.65) e (4.66) considerando os horizontes
de predic¸a˜o e controle, obtendo as matrizes H, Hv, Iij , Ivik e
Fi dado que i = 1, . . . , n, j = 1, . . . ,m e k = 1, . . . , p
• Passo 3: Ca´lculo do Preditor baseado no PSF, dado Fr(z−1)
e o modelo por matriz de transfereˆncia discreta da Eq. (4.72),
obtendo as matrizes discretas S(z−1) e Sq(z−1)
• Passo 4: Leitura das sa´ıdas e perturbac¸o˜es do processo
• Passo 5: Obtenc¸a˜o das predic¸o˜es ate´ o tempo t + d atrave´s do
Preditor
• Passo 6: Ca´lculo da resposta livre por partes
(a) Calcular a resposta livre da i-e´sima sa´ıda atrave´s da equac¸a˜o
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fi =
m∑
j=1
Iij [∆uj(t− 1), . . . ,∆uj(t− dij − nbij)]T
+
p∑
j=1
Ivij [∆vj(t), . . . ,∆vj(t− dvij − ndij + 1)]T
+Fi[yˆi(t+ d), . . . , yˆi(t− nai)]T
(b) Calcular a resposta livre total atrave´s da Eq. (4.43) e adici-
onar o termo Hv∆v(t+ 1) caso os valores das perturbac¸o˜es
futuras sejam conhecidos
• Passo 7: Minimizac¸a˜o da func¸a˜o custo
(a) obter as matrizes P , qT e f0 da Eq. (4.29)
(b) Minimizar a func¸a˜o custo com o uso de um algoritmo de
otimizac¸a˜o quadra´tica e assim obter o vetor de incrementos
das ac¸o˜es de controle futuras u
• Passo 8: Calcular a ac¸a˜o a ser aplicada no instante atual dado
que uj(t) = uj(t− 1) + ∆u(t)
• Passo 9: Aplicar a ac¸a˜o de controle e esperar um tempo de amos-
tragem
• Passo 10: Voltar ao Passo 4
4.5 SSMPC - CONTROLE PREDITIVO POR ESPAC¸O DE ESTA-
DOS
Dado um processo multivaria´vel com m entradas, n sa´ıdas e l
estados descrito pela seguinte modelo por espac¸o de estados
x(t+ 1) = Ax(t) +B∆u(t) + Pv(t)
y(t) = Cx(t) + e(t) (4.73)
onde A, B, C, P sa˜o matrizes de ordem l×l, l×m, n×l e l×1, respec-
tivamente. v(t) e e(t) sa˜o vetores de ru´ıdos brancos de me´dia nula que
afetam, respectivamente, os estados e as sa´ıdas. As sa´ıdas do processo
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no instante t+ j podem ser calculados recursivamente aplicando a Eq.
(4.73), resultando em:
y(t+ j) = CAjx(t) +
j−1∑
i=0
CAj−i−1B∆u(t+ i) +
+
j−1∑
i=0
CAj−i−1P v(t+ i) + e(k + j) (4.74)
Considerando que o valor esperado para os ru´ıdos no futuro e´
zero, a predic¸a˜o o´tima j passos a` frente do instante t e´ dada por:
yˆ(t+ j|t) = CAjx(t) +
j−1∑
i=0
CAj−i−1B∆u(t+ i) (4.75)
Agora, calculando todos os valores futuros o´timos da sa´ıda con-
siderando um horizonte de predic¸a˜o de N2 e um horizonte de controle
de Nu = N2, tem-se:
y =

yˆ(t+ 1|t)
yˆ(t+ 2|t)
...
yˆ(t+N2|t)
 =

CA
CA2
...
CAN2
x(t)
+

CB∆u(t)∑1
i=0CA
1−iB∆u(t+ i)
...∑N2−1
i=0 CA
N2−1−iB∆u(t+ i)

(4.76)
que pode ser expresso como
y = Mx(t) +Hu (4.77)
onde H e´ uma matriz quadrada triangular inferior onde seus elementos
sa˜o dados por Hij = CA
i−jB e u = [∆u(t)T , . . . ,∆u(t+N2−1)T ]T .
E´ preciso ressaltar que o ca´lculo das predic¸o˜es depende da leitura dos
estados x(t). Como em muitos casos na˜o e´ poss´ıvel obter diretamente
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o valor destas varia´veis, utiliza-se um observador de estados baseado
no filtro de Kalman para obter uma estimac¸a˜o de x(t) [5].
Considerando o conjunto de predic¸o˜es das quais a func¸a˜o objetivo
depende, ou seja, entre t + N1 e t + N2: yN12 = [yˆ(t + N1|t)T , . . . ,
yˆ(t + N2|t)T ]T e o vetor com as N3 ac¸o˜es de controle futuras u =
[∆u(t)T , . . . ,∆u(t+N3 − 1)T ]T . Tem-se
yN12 = MN12x(t) +HN123uN3 (4.78)
onde as matrizes MN12 e HN123 sa˜o formadas pelas correspondentes
sub-matrizes em M e H, respectivamente. E´ importante observar que
a resposta livre do sistema e´ dada por f = MN12x(t).
A func¸a˜o custo Eq. (4.33) pode ser reescrita como:
J = (HN123uN3 +MN12x−w)TQy(HN123uN3 +MN12x−w)
+ uN3
TQuuN3
(4.79)
No caso sem restric¸o˜es, a soluc¸a˜o o´tima e´ dada por:
u = (HTN123QyHN123 +Qu)
−1HN123Qy(w −MN12x(t)) (4.80)
4.5.1 Algoritmo SSMPC
Dado um processo MIMO, com m entradas, n sa´ıdas e l esta-
dos, representado pela Eq. (4.73), o algoritmo SSMPC e´ executado da
seguinte forma:
• Passo 1: Obter as matrizesM eH da Eq. (4.77), e calcular FN12
e HN123 de acordo com os horizontes de predic¸a˜o e controle
• Passo 2: Leitura dos estados do processo x(t). Utilizar um ob-
servador de estados caso nem todos sejam mensura´veis
• Passo 3: Ca´lculo da resposta livre atrave´s da equac¸a˜o
f = MN12x(t)
• Passo 4: Minimizac¸a˜o da func¸a˜o custo
(a) obter as matrizes P , qT e f0 da Eq. (4.29)
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(b) Minimizar a func¸a˜o custo com o uso de um algoritmo de
otimizac¸a˜o quadra´tica e assim obter o vetor de incrementos
das ac¸o˜es de controle futuras u
• Passo 5: Calcular a ac¸a˜o a ser aplicada no instante atual dado
que u(t) = u(t− 1) + ∆u(t)
• Passo 6: Aplicar a ac¸a˜o de controle e esperar um tempo de amos-
tragem
• Passo 7: Voltar ao Passo 2
4.6 MPC COM RESTRIC¸O˜ES
Nenhum dos algoritmos MPC descritos nas sec¸o˜es anteriores le-
vam em conta o fato de que as varia´veis de um processo sa˜o limitadas em
amplitude e esta˜o sujeitas a va´rios tipos de restric¸o˜es, o que na˜o e´ uma
situac¸a˜o real´ıstica. Sistemas de atuac¸a˜o sa˜o limitados em amplitude e
na velocidade com que mudam de valor, por exemplo, uma va´lvula tem
sua abertura limitada de 0 a 100 %, assim como a velocidade com que
ela pode abrir ou fechar. As varia´veis de processo tambe´m sa˜o limita-
das e estes limites podem estar relacionados com aspectos f´ısicos, por
exemplo a altura ma´xima de um tanque, de seguranc¸a, a violac¸a˜o de
restric¸o˜es pode causar danos a equipamentos e a` vida de pessoas, e de
produc¸a˜o, certos tipos de processos necessitam que as varia´veis estejam
dentro de determinadas faixas de valores para garantir a qualidade do
produto sendo produzido [5].
Controladores cla´ssicos como o PID teˆm dificuldades em lidar
com restric¸o˜es, especialmente aquelas ligadas a`s varia´veis controladas,
pois estes controladores na˜o “sabem” como o sistema se comportara´ no
futuro, assim, na˜o podem corrigir a ac¸a˜o de controle para evitar a vi-
olac¸a˜o das restric¸o˜es, ao contra´rio do MPC. O algoritmo MPC faz uma
predic¸a˜o do comportamento futuro do sistema, desta forma e´ poss´ıvel
calcular a ac¸a˜o de controle de tal maneira que as restric¸o˜es na varia´vel
predita na˜o sejam violadas [47].
As restric¸o˜es mais comuns agindo em um processo podem existir
devido a limites de amplitude no sinal de controle, taxa de variac¸a˜o
ma´xima no atuador e limites nas sa´ıdas. Para um sistema MIMO com
m entradas e n sa´ıdas, estas restric¸o˜es podem ser descritas matemati-
camente como [5]:
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Ui,min ≤ ui(t) ≤ Ui,max, ∀t, i = 1, . . . ,m
∆ui,min ≤ ∆ui(t) ≤ ∆ui,max, ∀t, i = 1, . . . ,m
yi,min ≤ yi(t) ≤ yi,max, ∀t, i = 1, . . . , n
(4.81)
Todas estas restric¸o˜es podem ser escritas de forma matricial:
1NuiUi,min ≤ TNui∆ui(t) + 1Nuiui(t− 1) ≤ 1NuiUi,max
1Nui∆ui,min ≤ ∆ui(t) ≤ 1Nui∆ui,max
1Niyi,min ≤ yˆi(t) ≤ 1Niyi,max
(4.82)
onde 1x e´ um vetor coluna com x elementos iguais a 1 e Tx e´ uma matriz
quadrada triangular inferior de ordem x cujos elementos na˜o nulos sa˜o
iguais a 1. Sabendo que yˆ(t) = Hu + f , e estendendo os princ´ıpios
utilizados na Eq. (4.81) para o restante das entradas e sa´ıdas, pode-se
representar as restric¸o˜es dadas da seguinte forma: RUR∆u
Ry
u ≤
 cUc∆u
cy
 (4.83)
onde Rx e cx sa˜o matrizes que representam as restric¸o˜es em x. Os
valores destas matrizes sa˜o dados a seguir:
Ry =
[
H
−H
]
, cy =

1N1y1,max
...
1Nnyn,max
−1N1y1,min
...
−1Nnyn,min

+
[ −f
f
]
R∆u =

INu
−INu
 , c∆u =

1Nu1∆u1,max
...
1Num∆um,max
−1Nu1∆u1,min
...
−1Num∆um,min

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RU =

TNu1 0 0
0
. . . 0
0 0 TNum
−TNu1 0 0
0
. . . 0
0 0 −TNum

,
cU =

1Nu1U1,max − 1Nu1u1(t− 1)
...
1NumUm,max − 1Numum(t− 1)
−1Nu1U1,min + 1Nu1u1(t− 1)
...
−1NumUm,min + 1Numum(t− 1)

,
onde INu e´ uma matrix identidade de ordem
∑m
i=1Nui.
Desta maneira, o ca´lculo da ac¸a˜o de controle e´ dado pelo seguinte
problema de otimizac¸a˜o quadra´tico:
Minimizar: J(u) = 12u
TPu+ qTu+ f0
Sujeito a: Ru ≤ c (4.84)
onde a matriz R e o vetor c sa˜o obtidos combinando as matrizes Rx e
cx dadas anteriormente.
Ao contra´rio do caso sem restric¸o˜es, o problema da Eq. (4.84)
na˜o tem soluc¸a˜o alge´brica, assim, e´ necessa´rio utilizar algoritmos de
otimizac¸a˜o quadra´tica tais como, por exemplo, os algoritmos de Con-
junto Ativo (Active Set Methods) ou de Ponto Interior (Interior-Point
Methods).
Quando se considera restric¸o˜es, a parte de otimizac¸a˜o dos algorit-
mos MPC descritos anteriormente devem ser ligeiramente modificados:
• Passo: Minimizac¸a˜o da func¸a˜o custo
(a) obter as matrizes P , qT e f0 da Eq. (4.29)
(b) calcular as matrizes R e c considerando as restric¸o˜es dadas
(c) Minimizar a func¸a˜o custo com o uso de um algoritmo de
otimizac¸a˜o quadra´tica e assim obter o vetor de incrementos
das ac¸o˜es de controle futuras u
Existem outros tipos de restric¸o˜es que podem ser consideradas,
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como por exemplo, na˜o permitir sobressinal nos transito´rios das respos-
tas ou mesmo restric¸o˜es para lidar com dinaˆmicas de fase na˜o-mı´nima.
Mais detalhes podem ser encontrados em [5].
4.6.1 Controle por Faixas da Sa´ıda
Um modo de operac¸a˜o interessante para a indu´stria, apesar de
na˜o ser uma restric¸a˜o do sistema, e´ o controle por faixas da sa´ıda, ou
seja, a sa´ıda na˜o precisa seguir um valor espec´ıfico de refereˆncia, desta
forma, ela pode variar dentro de uma faixa pre´-definida
yfmin ≤ y(t) ≤ yfmax,∀t.
Consegue-se este tipo de operac¸a˜o da seguinte forma [48]:
• Para cada sa´ıda i, e´ observada sua predic¸a˜o no instante t+ j
• Se yfimin ≤ yˆi(t+j|t) ≤ yfimax, a sa´ıda yˆi(t+j|t) deve ser igno-
rada na func¸a˜o custo, pois ela ja´ esta´ dentro da faixa especificada.
Isto e´ feito modificando o seu peso na matriz de ponderac¸a˜o dos
erros futuros para 0.
• Se yˆi(t+j|t) > yfimax, a sa´ıda yi deve ser trazida para seu limite
superior. Portanto, faz-se wi(t + j) = yfimax, e e´ utilizado a
ponderac¸a˜o especificada no ajuste do controlador.
• Se yˆi(t+ j|t) < yfimin, a sa´ıda yi deve ser trazida para seu limite
inferior. Portanto, faz-se wi(t + j) = yfimin, e e´ utilizado a
ponderac¸a˜o especificada no ajuste do controlador.
4.6.2 Particularidades do Uso de Restric¸o˜es
O uso de restric¸o˜es em conjunto com os algoritmos MPC traz
diversas vantagens. Por exemplo, em certos processos, a violac¸a˜o de
restric¸o˜es leva a paradas de emergeˆncia da planta, que evitam danos aos
equipamentos e riscos de acidentes com empregados. Como e´ poss´ıvel,
com o controle preditivo, levar estas restric¸o˜es em conta no ca´lculo das
ac¸o˜es de controle, diminu´ı-se consideravelmente a chance de paradas de
emergeˆncias e, por consequeˆncia, o tempo na˜o produtivo da planta.
No entanto, o uso de restric¸o˜es aumenta a complexidade do
ca´lculo da ac¸a˜o de controle, pois na˜o e´ mais poss´ıvel encontrar uma
soluc¸a˜o alge´brica para o problema quadra´tico MPC, sendo necessa´ria
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a utilizac¸a˜o de algoritmos de otimizac¸a˜o. O aumento da complexidade
do ca´lculo se traduz em um gasto de tempo maior para gerar o valor
de controle atual, assim, e´ preciso saber de antema˜o qual o tempo que
o sistema embarcado gasta com esta operac¸a˜o, pois, se o problema for
complexo demais, o tempo necessa´rio sera´ maior que o per´ıodo de amos-
tragem especificado, inviabilizando a utilizac¸a˜o do sistema de controle
proposto.
Apesar de haver uma correlac¸a˜o entre o tempo para solucionar
o problema quadra´tico, o nu´mero de varia´veis de decisa˜o (que e´ igual
a` soma dos horizontes de controle) e a quantidade de restric¸o˜es, na˜o
e´ poss´ıvel saber a priori o tempo necessa´rio para calcular a ac¸a˜o de
controle com o algoritmo de otimizac¸a˜o utilizado, fornecido pela bibli-
oteca Python CVXOPT. Assim, e´ necessa´rio fazer um ana´lise atrave´s
de simulac¸o˜es do problema para verificar a viabilidade do uso em de-
terminada planta, como sera´ mostrado no cap´ıtulo 6. Ainda assim,
pode ocorrer de, em uma situac¸a˜o real, o tempo de ca´lculo ultrapas-
sar o per´ıodo de amostragem. Nestes casos, o programa do sistema
embarcado muda o modo de controle para manual e aciona um alarme.
Em [49], foi mostrado que e´ poss´ıvel utilizar uma soluc¸a˜o sub-
o´tima para o problema quadra´tico imposto pelos algoritmos MPC e
ainda assim garantir a estabilidade do processo controlado. Assim, fu-
turamente, sera´ implementada uma biblioteca de otimizac¸a˜o pro´pria
que fac¸a uso dessa propriedade, ou seja, que detecte se o per´ıodo de
amostragem vai ser extrapolado e que, verificada esta condic¸a˜o, inter-
rompa a otimizac¸a˜o e fornec¸a uma soluc¸a˜o sub-o´tima para ser aplicada.
Um outro problema que surge ao se utilizar restric¸o˜es e que afeta
a efica´cia do controle preditivo e´ a factibilidade do problema quadra´tico.
Algumas vezes, durante a otimizac¸a˜o, a regia˜o definida pelas restric¸o˜es
dos valores que as varia´veis manipuladas podem assumir e´ um con-
junto vazio. Nestas condic¸o˜es, o algoritmo de otimizac¸a˜o na˜o consegue
encontrar nenhuma soluc¸a˜o e o problema quadra´tico e´ dito infact´ıvel
[5].
A infactibilidade da soluc¸a˜o pode surgir tanto em regime per-
manente quanto durante os transito´rios. Em regime permanente este
problema surge, em geral, devido a objetivos de controles inating´ıveis.
Por exemplo, quando a refereˆncia na˜o pode ser alcanc¸ada por causa das
restric¸o˜es nas varia´veis manipuladas. Ja´ nos transito´rios, infactibilidade
pode ocorrer caso haja uma perturbac¸a˜o ou uma mudanc¸a grande de
refereˆncia que forc¸am o sistema de tal modo que na˜o e´ poss´ıvel trazeˆ-
lo de volta a` regia˜o permitida com sinais de controle de amplitudes
limitadas [5].
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Como, havendo infactibilidade, o algoritmo MPC na˜o consegue
calcular as ac¸o˜es de controle, tem-se que tomar certas precauc¸o˜es. Em
[5] sa˜o listadas va´rias te´cnicas para melhorar a factibilidade do pro-
blema quadra´tico como, por exemplo, desconectar temporariamente o
controlador, mantendo um valor de controle pre´-fixado, enquanto a fac-
tibilidade na˜o e´ recuperada. Outras te´cnicas envolvem a remoc¸a˜o, ou
apenas relaxac¸a˜o tempora´ria das restric¸o˜es violadas, recuperando assim
a factibilidade.
Na versa˜o atual do programa do sistema embarcado, utiliza-se a
te´cnica de desconectar o controlador explicada anteriormente. Quando
o programa detecta a condic¸a˜o de infactibilidade, mante´m-se o u´ltimo
valor da ac¸a˜o de controle e, se esta condic¸a˜o se manter por um deter-
minado per´ıodo de tempo, altera-se o modo de controle para manual
e um alarme e´ acionado. A te´cnica utilizada funciona bem quando
a condic¸a˜o de infactibilidade for tempora´ria, ou seja, o sistema natu-
ralmente vai para uma regia˜o onde o problema quadra´tico se torna
novamente fact´ıvel. Como ha´ va´rias situac¸o˜es onde isto na˜o ocorre,
futuramente sera´ preciso adicionar te´cnicas que lidam com a infactibi-
lidade de forma mais eficaz.
4.7 CONCLUSO˜ES
Este cap´ıtulo apresentou de forma detalhada como os algoritmos
MPC implementados (GPC, DTCGPC e SSMPC) fazem uso do modelo
do processo para calcular a ac¸a˜o de controle o´tima a ser aplicada na
planta. Tambe´m foi mostrado como obter a representac¸a˜o matricial das
restric¸o˜es mais comuns encontradas nos processos (limites das varia´veis
manipuladas, controlada e incrementos da ac¸a˜o de controle). Estas
restric¸o˜es podem ser aplicadas ao problema quadra´tico imposto pelos
algoritmos MPC de forma a ter um controle maior do processo em
malha fechada. No entanto, foi visto que o uso de restric¸o˜es implica em
um aumento do tempo de resoluc¸a˜o do problema quadra´tico, ale´m de
possibilitar o surgimento de condic¸o˜es de infactibilidade que precisam
ser tratadas adequadamente.
O pro´ximo cap´ıtulo discutira´ a metodologia de Engenharia de
Software utilizada para implementar o programa do sistema embarcado
e a interface de usua´rio.
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5 PROJETO DE SOFTWARE
Este cap´ıtulo tratara´ da metodologia adotada para desenvolver
o programa executado no sistema embarcado e a Interface de Usua´rio.
A utilizac¸a˜o de me´todos da Engenharia de Software e´ essencial para
a criac¸a˜o de programas eficientes, robustos e de fa´cil manutenc¸a˜o e
extensa˜o. Assim, a metodologia empregada no projeto sera´ descrita
em paralelo com os passos seguidos para a implementac¸a˜o tanto do
programa do sistema embarcado quanto da interface.
5.1 PROJETO DE SOFTWARE DO SISTEMA EMBARCADO
Neste trabalho, optou-se por seguir a metodologia de ana´lise e
projeto de softwares descrita por Wazlawick em [50], que se baseia no
Processo Unificado ou, em ingleˆs, Unified Process (UP), apresentado em
[51, 52]. O UP e´ bastante conciso e eficiente para a ana´lise e projeto de
sistemas orientados a objetos. No me´todo, cada artefato utilizado para
descrever o sistema (diagramas, tabelas, etc.) tem uma raza˜o clara de
existir, e as conexo˜es entre os diferentes artefatos sa˜o muito precisas.
O Projeto Orientado a Objetos (POO) e´ um paradigma de pro-
gramac¸a˜o onde o programa criado e´ modelado de modo similar a`quele
pelo qual as pessoas descrevem objetos reais. Ou seja, o uso da POO
permite uma maneira natural e intuitiva de visualizar o processo de
desenvolvimento de um software. Sistemas orientados a objetos sa˜o
compostos de um nu´mero de objetos bem definidos e que se comuni-
cam. Objetos com caracter´ısticas e comportamentos em comum sa˜o
organizados em classes [53]. Classes sa˜o as estruturas ba´sica para mo-
delar objetos e informac¸o˜es. Elas encapsulam atributos e me´todos do
objeto modelado que sa˜o, respectivamente, as caracter´ısticas do ob-
jeto e as operac¸o˜es que o objeto pode realizar. O uso do POO produz
programas mais intelig´ıveis, organizados e fa´ceis de manter, modificar e
depurar [54]. Assim, o uso do POO em conjunto com uma boa metodo-
logia de ana´lise e projeto de softwares permite a criac¸a˜o de programas
de forma eficaz e elegante cujas funcionalidades possam ser facilmente
expandidas.
Um importante aspecto do UP e´ a forte associac¸a˜o a` notac¸a˜o
UML (Unified Modeling Language). A UML e´ uma linguagem gra´fica
que permite a representac¸a˜o padronizada de programas orientados a ob-
jetos [54]. Com seu uso, o entendimento e documentac¸a˜o do programa
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sa˜o facilitados ja´ que ela e´ mundialmente aceita.
O UP propo˜e um processo a´gil, com poucos artefatos e pouca bu-
rocracia, o qual permite um desenvolvimento ra´pido. A documentac¸a˜o
deve ser dirigida para a produc¸a˜o do software. Cada passo no processo
tem um objetivo muito claro e uma utilizac¸a˜o precisa, visando sempre
a` produc¸a˜o de um co´digo que atenda aos requisitos do melhor jeito
poss´ıvel no menor tempo [50]. Este me´todo e´ dividido em quatro fases:
concepc¸a˜o, elaborac¸a˜o, construc¸a˜o e transic¸a˜o.
• Concepc¸a˜o: a primeira etapa de um projeto consiste na descric¸a˜o
detalhada dos requisitos do problema. Esta pra´tica assegura que
as caracter´ısticas do sistema estejam bem definidas para as fa-
ses de projeto e desenvolvimento, diminuindo a chance de haver
necessidade de mudanc¸as no projeto durante a implementac¸a˜o, o
que normalmente implica em custos e desperd´ıcio de tempo [54].
• Elaborac¸a˜o e Construc¸a˜o: a elaborac¸a˜o e´ constitu´ıda de ana´lise e
projeto, e a construc¸a˜o corresponde a` implementac¸a˜o e aos testes.
Estas fases sa˜o feitas de forma c´ıclica e iterativa, onde acontece a
ana´lise detalhada de uma parte do sistema (ana´lise de requisitos
e domı´nio) e nos quais e´ feito o projeto usando os padro˜es de pro-
jeto. Nos ciclos iterativos, sa˜o tambe´m feitos a implementac¸a˜o do
co´digo e os testes. Quando os ciclos iterativos terminam, tem-se
enta˜o um sistema que esta´ praticamente pronto, faltando apenas
os testes finais de integrac¸a˜o e de implantac¸a˜o junto ao usua´rio
[50].
• Transic¸a˜o: ocorre apo´s o u´ltimo ciclo iterativo, quando o sistema,
depois de pronto, sera´ implantado.
A Fig. (24) mostra as fases da metodologia UP, identificando os
ciclos iterativos.
5.1.1 Concepc¸a˜o
A fase de Concepc¸a˜o visa a compreensa˜o abrangente, mas pouco
profunda do sistema, de forma a levantar os requisitos ba´sicos e fazer
o planejamento do projeto. Deve-se buscar colher a maior quantidade
de informac¸o˜es poss´ıveis sobre as func¸o˜es que o sistema deve executar
e as restric¸o˜es sob as quais deve operar. Estas restric¸o˜es, tambe´m cha-
madas requisitos na˜o-funcionais, especificam limitac¸o˜es a que o sistema
esta´ sujeito como, por exemplo no caso deste projeto, de que a ac¸a˜o de
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Figura 24 – Diagrama das fases do Processo Unificado.
controle a ser aplicada deve ser calculada dentro do per´ıodo de amos-
tragem, correndo o risco de, caso na˜o obedecida a restric¸a˜o, degenerar
a resposta do sistema.
A fase de levantamento de requisitos deve ser uma fase de des-
coberta e na˜o de invenc¸a˜o, deve-se listar o maior nu´mero poss´ıvel de
capacidades e restric¸o˜es, mas sem se preocupar em ter uma lista com-
pleta. Requisitos na˜o descobertos nesta fase devera˜o ser conveniente-
mente acomodados ao longo do restante do processo de desenvolvimento
[50]. Esta fase leva a` produc¸a˜o de um Suma´rio Executivo, que e´ um
texto corrido, simples, que fornece uma visa˜o geral do sistema, e a` lis-
tagem dos principais requisitos funcionais e na˜o-funcionais. O Suma´rio
Executivo deste projeto encontra-se na Tab. (3).
A partir do Suma´rio Executivo e´ feita uma listagem dos requi-
sitos do sistema. Estes sa˜o numerados e organizados em tabelas como
mostrado na Tab. (4), onde o requisito Calcular Ac¸a˜o de Controle e´
descrito. Em cada tabela ha´ uma listagem dos requisitos na˜o-funcionais
associados e qualquer outra caracter´ıstica que possa ser pertinente. Fo-
ram encontradas funcionalidades que foram separadas em treˆs catego-
rias: (i) Algoritmo MPC; (ii) Comunicac¸a˜o com Processo e Usua´rio;
(iii) Interac¸a˜o com Usua´rio.
As funcionalidades da categoria (i) sa˜o: (F1) Atualizar dados
do processo, (F2) Calcular Ac¸a˜o de Controle, esta u´ltima mostrada na
Tab. (4) e (F3) Alterar Modo de Controle. A categoria (ii) possui
muitos requisitos na˜o-funcionais que descrevem como a transmissa˜o de
dados e´ realizada e apenas um requisito nomeado (F4) Transmissa˜o de
Dados. Ja´ a categoria de Interac¸a˜o com o Usua´rio descreve as seguin-
tes funcionalidades: (F5) Configurac¸a˜o MPC, (F6) Configurac¸a˜o Rede
Industrial, (F7) Verificac¸a˜o do Estado do Programa. As tabelas que
descrevem cada um dos requisitos esta˜o no Anexo A.
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Tabela 3 – Suma´rio Executivo gerado na fase de Concepc¸a˜o do UP.
Suma´rio Executivo
Criar um software para o sistema embarcado capaz de executar al-
goritmos MPC e integrar com diversos tipos de protocolos de comu-
nicac¸a˜o. O usua´rio deve ser capaz de configurar o tipo de algoritmo e
seus paraˆmetros, e tambe´m que tipo de rede industrial usara´ para se
comunicar com o restante do processo. O sistema deve ser capaz de
detectar erros de comunicac¸a˜o com o processo e verificar de que forma
estes prejudicara˜o o controle da planta, podendo ate´ mesmo acionar
alarmes atrave´s da rede. Ao ser executado, o programa deve obter in-
formac¸o˜es pertinentes dos sensores e calcular a ac¸a˜o de controle a ser
enviada ao processo, tudo atrave´s da rede industrial configurada. Como
isto e´ feito por um algoritmo de alto custo computacional, o pro´prio
sistema deve monitorar o tempo gasto para calcular a ac¸a˜o de controle
e verificar se seu ca´lculo e´ fact´ıvel dentro do tempo de amostragem es-
pecificado. Devera´ existir a possibilidade de trocar o modo de controle
para manual para interromper a operac¸a˜o de controle sem interromper
o programa do sistema embarcado.
Tabela 4 – Tabela descrevendo o requisito funcional F2 - Calcular Ac¸a˜o
de Controle.
F2 - Calcular Ac¸a˜o de Controle
Descric¸a˜o - depois de o sistema obter as varia´veis de processo ne-
cessa´rias, estas sa˜o utilizadas para o ca´lculo da ac¸a˜o de controle atrave´s
do algoritmo MPC escolhido considerando as restric¸o˜es dadas ao pro-
cesso.
Restric¸o˜es Na˜o-Funcionais
NF1.1 - deve-se verificar o tempo necessa´rio para o ca´lculo da ac¸a˜o de
controle e, caso este extrapole o tempo de amostragem, deve-se tomar
provideˆncias para que isto na˜o ocorra.
NF1.2 - caso ocorra de o tempo de ca´lculo ultrapassar o tempo de
amostragem seguidamente, um alarme deve ser acionado.
NF1.3 - caso ocorram problemas de otimizac¸a˜o (ex. infactibilidade),
deve-se tomar provideˆncias para na˜o causar problemas de estabilidade.
NF1.4 - opc¸a˜o de va´rios algoritmos MPC.
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Uma vez levantados os requisitos do sistema, e´ necessa´rio agrupa´-
los em grupos correlacionados chamados Casos de Uso, que represen-
tam os principais nego´cios realizados pelo programa. Na Fig. (25) sa˜o
mostrados os Casos de Uso encontrados: Configurar Controlador, Inici-
alizar Controlador e Calcular Controle. Cada Caso de Uso e´ associado
a um conjunto de requisitos funcionais do sistema e tambe´m sa˜o usa-
dos para indicar os atores envolvidos no conjunto de operac¸o˜es que e´
realizada, que, neste caso, sa˜o o Usua´rio e o Processo Industrial sendo
controlado.
Figura 25 – Diagrama de Casos de Uso.
Com a obtenc¸a˜o dos Casos de Uso, e´ finalizada a fase de Con-
cepc¸a˜o, onde se obteve de forma generalizada as func¸o˜es que sera˜o re-
alizadas pelo software e os atores envolvidos em seu uso.
5.1.2 Elaborac¸a˜o e Construc¸a˜o
Cada ciclo iterativo dentro do Processo Unificado consiste em
elaborac¸a˜o e construc¸a˜o. A fase de elaborac¸a˜o se inicia com uma subfase
de ana´lise e prossegue com a subfase de projeto. A fase de construc¸a˜o
divide-se em implementac¸a˜o e teste do co´digo produzido. A subfase de
ana´lise em si comporta treˆs atividade distintas realizadas na seguinte
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ordem: Expansa˜o dos casos de uso, Construc¸a˜o do modelo conceitual, e
Elaborac¸a˜o dos contratos das operac¸o˜es de sistema [50]. Ja´ a subfase de
projeto compo˜e-se das atividades de criac¸a˜o dos Diagramas de Classe
e de Colaborac¸a˜o.
A primeira atividade da subfase de ana´lise, a expansa˜o dos casos
de uso, corresponde ao aprofundamento da ana´lise de requisitos. Ja´ a
modelagem conceitual corresponde a` ana´lise do programa em seus as-
pectos esta´ticos, ou seja, sera˜o avaliados quais sera˜o as informac¸o˜es
complexas (conceitos) que sera˜o representadas no sistema e depois
dara˜o origem a`s classes do programa. Os conceitos sa˜o ditos informac¸o˜es
complexas porque na˜o podem ser representados por simples tipos pri-
mitivos ou alfanume´ricos como, por exemplo, nu´meros inteiros ou bo-
leanos, ou uma simples string. Por fim, a elaborac¸a˜o dos contratos cor-
responde a` especificac¸a˜o funcional dos aspectos dinaˆmicos, ou interac¸a˜o
entre conceitos, do programa. Os artefatos gerados na realizac¸a˜o dos
passos citados da fase de ana´lise sera˜o utilizados na fase de projeto.
5.1.2.1 Expansa˜o dos Casos de Uso
Quando se esta´ expandindo um caso de uso e´ preciso proceder a
um exame detalhado do processo sendo realizado. Deve-se descrever o
caso de uso passo a passo: como ele ocorre, como e´ a interac¸a˜o entre
os usua´rios e o sistema. E´ preciso identificar o Fluxo Principal do
caso de uso, na qual se descreve o que acontece quando tudo da´ certo
na interac¸a˜o, as variantes do fluxo principal, que sa˜o fluxos alternativos
tomados devido a` caracter´ıstica da informac¸a˜o com que se esta´ lidando,
e, por fim, as excec¸o˜es, que definem o que ocorre caso haja algum
entrave que na˜o permita o seguimento normal no fluxo principal ou
variante. Na Tab. (5) e´ mostrado a expansa˜o do caso de uso Calcular
Controle.
5.1.2.2 Modelagem Conceitual
O modelo conceitual deve descrever e compreender a informac¸a˜o
que o sistema vai gerenciar, assim, representa somente o aspecto esta´tico
da informac¸a˜o, na˜o havendo refereˆncias a operac¸o˜es ou outros aspec-
tos dinaˆmicos do sistema projetado [50]. Os conceitos representados
no modelo conceitual sa˜o representac¸o˜es da informac¸a˜o complexa, que
na˜o pode ser descrita meramente por tipos alfanume´ricos. Os conceitos
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Tabela 5 – Tabela descrevendo a expansa˜o do caso de uso Calcular
Controle.
Caso de Uso: Calcular Controle
Fluxo Principal
1. A cada per´ıodo de amos-
tragem do processo o sis-
tema consulta as varia´veis
de sa´ıda (sa´ıdas, per-
turbac¸o˜es e refereˆncias)
atrave´s da rede industrial.
2. O sistema gera a ac¸a˜o de
controle.
3. O sistema envia a ac¸a˜o de
controle para o processo
atrave´s da rede industrial.
Fluxos Alternativos
2.a Modo Manual: utiliza-se as
ac¸o˜es de controle manuais
enviadas pelo usua´rio.
2.b Modo Automa´tico: o sis-
tema utiliza os dados do
processo para gerar as ma-
trizes de restric¸o˜es, caso
houver, e da resposta livre
de acordo com as particula-
ridades do algoritmo MPC
sendo utilizado.
Excec¸o˜es
1.a Alguns dos dados esta˜o
desatualizados: deve-se
mudar o modo de operac¸a˜o
para Manual e ativar
alarme.
geralmente possuem va´rios atributos, estes sim alfanume´ricos, que o
caracterizam. Ha´ tambe´m as associac¸o˜es, que representam um tipo de
informac¸a˜o que liga diferentes conceitos entre si.
Existem diferentes me´todos para a descoberta dos conceitos, mas
a forma que se utilizou foi a ana´lise dos textos dos casos de uso expan-
didos. Nesta ana´lise, procurou-se descobrir todos os elementos textuais
que referenciam informac¸o˜es relevantes para o sistema que devem ser
guardadas [50].
Na Fig. (26) e´ mostrado o modelo conceitual utilizado no pro-
jeto. Foram encontrados os seguintes conceitos:
• Sistema: na˜o e´ um conceito em si, e´ utilizado apenas para repre-
sentar o sistema com um todo;
• Modelo: representa as informac¸o˜es da planta a ser controlada.
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Atributos: ponto de operac¸a˜o do modelo, tipo de representac¸a˜o(ex.
func¸a˜o de transfereˆncia) e seus paraˆmetros;
• Rede Industrial: representa a rede sendo utilizada pelo programa
para se comunicar com o processo real e armazena os dados rece-
bidos/enviados. Atributos: nome ou identificador, tipo de rede,
paraˆmetros de configurac¸a˜o;
• Processo: representa o processo sendo controlado, a ele esta´ asso-
ciado o controlador MPC, os instrumentos da planta e os modelos
utilizados. Atributos: nome, per´ıodo de amostragem, modo de
controle (Manual/Automa´tico), quantidade de entradas, sa´ıdas e
perturbac¸o˜es, estado do processo, tipo de representac¸a˜o (linear,
linearizado ou na˜o-linear);
• Instrumento: representa os instrumentos presentes no processo.
Este conceito encapsula o processo de conversa˜o e normalizac¸a˜o
de dados recebidos/transmitidos pela rede. Atributos: nome ou
identificador, tipo de instrumento (sensor, atuador, alarme), uni-
dade, valor indicado pelo instrumento, paraˆmetros para conversa˜o
dos dados da rede;
• Interface Rede Industrial: e´ a interface pela qual o conceito Ins-
trumento recebe/envia dados pela rede. Com a separac¸a˜o en-
tre interface de rede e instrumento, e´ poss´ıvel alterar o tipo de
rede de um instrumento modificando apenas a sua interface as-
sociada. Ha´ tambe´m a vantagem de que qualquer alterac¸a˜o na
implementac¸a˜o do acesso a` rede na˜o resulte numa alterac¸a˜o da
classe Instrumento. Atributos: tipo de rede, paraˆmetros de con-
figurac¸a˜o do acesso aos dados recebidos/enviados pela rede;
• Controlador: representa o algoritmo MPC sendo utilizado, esta´
associado ao modelo, pois e´ a partir deste que o controlador e´
calculado. Atributos: horizontes de controle e predic¸a˜o, pon-
derac¸o˜es, restric¸o˜es do processo.
Ao final da construc¸a˜o do modelo conceitual, obtem-se uma re-
presentac¸a˜o fiel e organizada da informac¸a˜o gerenciada pelo software a
ser criado.
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Figura 26 – Modelo Conceitual do projeto.
5.1.2.3 Contratos
A partir dos casos de uso e´ poss´ıvel identificar as operac¸o˜es e con-
sultas de sistema. As operac¸o˜es de sistema correspondem a inserc¸o˜es
de informac¸a˜o no programa e as consultas de sistema correspondem
ao acesso a` informac¸a˜o armazenada. Cada operac¸a˜o ou consulta deste
tipo implica a existeˆncia de uma intenc¸a˜o por parte dos atores, a qual e´
capturada pelos contratos de operac¸o˜es e consultas de sistema. Os con-
tratos sa˜o basicamente tabelas onde se identificam precondic¸o˜es, po´s-
condic¸o˜es e excec¸o˜es no caso de um contrato de operac¸a˜o e precondic¸o˜es
e resultados no caso de um contrato de consulta. As precondic¸o˜es defi-
nem o que deve ser verdadeiro na estrutura da informac¸a˜o armazenada
para a operac¸a˜o ou consulta a ser executada. As po´s-condic¸o˜es definem
o que muda na informac¸a˜o armazenada apo´s a execuc¸a˜o da operac¸a˜o.
Resultados sa˜o os dados obtidos por uma consulta ao sistema, ou seja,
na˜o se pode alterar dados, pois isto esta´ restrito a operac¸o˜es. Por fim,
as excec¸o˜es, que se referem a condic¸o˜es que devem ser avaliadas durante
a execuc¸a˜o da operac¸a˜o e que, dependendo da avaliac¸a˜o, a operac¸a˜o na˜o
podera´ ser conclu´ıda [50].
Um artefato utilizado em conjunto com os contratos sa˜o os dia-
gramas de sequeˆncia, que podem ser constru´ıdos a partir dos casos de
uso. Estes diagramas teˆm como elementos instaˆncias de atores, repre-
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Tabela 6 – Tabela que mostra o contrato de uma das func¸o˜es da Inter-
face de Usua´rio.
Interface de Usua´rio
operac¸a˜o: DefineAlgoritmoMPC(tipoMPC:String)
precondic¸o˜es: deve existir uma instaˆncia de processo
po´s-condic¸o˜es: foi criado uma nova instaˆncia da classe MPC definida
pelo varia´vel tipoMPC. A instaˆncia criada foi associada a` instaˆncia de
Processo corrente.
sentados por figuras humanas esquematizadas, e instaˆncias de objetos
constituintes do sistema. Cada um destes elementos tera´ uma linha de
tempo, representada pelas linhas verticais, na qual os eventos podem
ocorrer. Quando a linha esta´ tracejada, indica inatividade por parte do
ator ou sistema. As linhas horizontais representam fluxo de informac¸a˜o.
Na Fig. (27) e´ mostrado o diagrama de sequeˆncia para se con-
figurar um novo processo no sistema embarcado. Neste diagrama sa˜o
definidas a ordem de execuc¸a˜o das consultas e operac¸o˜es, e tambe´m se
ha´ repetic¸o˜es de uma mesma func¸a˜o, como, por exemplo, o item 8 que
e´ repetido enquanto houver instrumentos a serem definidos. Na Tab.
(6) e´ mostrada o contrato da operac¸a˜o 3 do diagrama da Fig. (27).
5.1.2.4 Diagramas de Colaborac¸a˜o e de Classes
A fase de projeto do software visa produzir uma soluc¸a˜o para o
problema agora claramente identificado pela ana´lise. O problema esta´
especificado no modelo conceitual, nos contratos e nos diagramas de
sequeˆncia dos casos de uso. No momento, resta projetar uma arquite-
tura de software para realizar concretamente o sistema [50].
A atividade de projeto pode ser dividida em tarefas com diferen-
tes objetivos. Em primeiro lugar, e´ importante realizar o projeto da
camada de domı´nio do software. Esta camada corresponde ao conjunto
de classes que vai realizar toda a lo´gica do sistema de informac¸a˜o; as de-
mais camadas (persisteˆncia, interface, seguranc¸a etc.) sa˜o derivadas ou
dependentes da camada de domı´nio e sera˜o vistas nas sec¸o˜es seguintes.
O projeto da camada de domı´nio compo˜e-se basicamente de duas
atividades: (i) definir os diagramas de colaborac¸a˜o e (ii) elaborar o di-
agrama de classes. Os diagramas de colaborac¸a˜o se baseiam nos dia-
gramas de sequeˆncia e indicam detalhadamente como e´ feita a comu-
nicac¸a˜o, atrave´s de mensagens, entre instaˆncias de objetos das diferen-
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Figura 27 – Diagrama de sequeˆncia para a configurac¸a˜o de um novo
processo.
tes classes projetadas. Estas mensagens definira˜o os me´todos que sera˜o
implementados nas classes do projeto e podem ser ba´sicas ou delega-
das. As primeiras ocorrem quando o objeto que recebe a mensagem
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e´ responsa´vel por executar a operac¸a˜o/consulta requisitada. Ja´ as de-
legadas ocorrem quando a mensagem recebida e´ passada adiante para
um outro objeto que realizara´ esta tarefa. Com o uso de delegac¸a˜o de
tarefas, consegue-se o que se chama padra˜o acoplamento fraco [55], ou
seja, evita-se ao ma´ximo a criac¸a˜o de novas associac¸o˜es entre objetos
no diagrama de colaborac¸a˜o, pois isso pode causar o aumento de com-
plexidade das classes envolvidas. Por exemplo, caso seja necessa´ria a
alterac¸a˜o de uma classe, geralmente e´ necessa´rio tambe´m fazer alguma
modificac¸a˜o nas classes associadas, assim, quanto menor o nu´mero de
associac¸o˜es, menor a quantidade de modificac¸o˜es o projeto necessitara´.
Figura 28 – Diagrama de colaborac¸a˜o entre as entidades do programa
quando o usua´rio requisita a criac¸a˜o de um novo processo.
Na Fig. (28) e´ mostrado o diagrama de colaborac¸a˜o entre as
instaˆncias das classes ao se criar um novo processo. Inicialmente a
interface faz a requisic¸a˜o de criac¸a˜o atrave´s da chamada func¸a˜o Cri-
aProcesso, que teˆm como paraˆmetro o arquivo XML de configurac¸a˜o
do processo. Recebida esta mensagem, a instaˆncia de Superviso´rio faz
uma chamada da func¸a˜o IniciaConfiguracao que ira´ dar continuidade
ao procedimento de criac¸a˜o do novo processo. Cria-se, primeiramente,
as redes industriais, que sa˜o armazenadas na varia´vel listaRedes, depois
se instancia um objeto da classe Processo, que recebe como paraˆmetro
o arquivo XML e a lista de redes. Para finalizar, o objeto de Processo
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cria as instaˆncias de Modelo, MPC e Instrumento necessa´rias para o
seu funcionamento.
Depois de conclu´ıdos os diagramas de colaborac¸a˜o e´ poss´ıvel criar
o diagrama de classes, pois detalhes como me´todos a serem inseridos e
direc¸a˜o das associac¸o˜es existentes so´ podem ser efetivamente inseridos
no diagrama apo´s a fase de elaborac¸a˜o dos diagramas de colaborac¸a˜o
[50]. Num primeiro momento, o diagrama de classes e´ uma co´pia exata
do modelo conceitual, depois ha´ a adic¸a˜o de me´todos e da direc¸a˜o das
associac¸o˜es, obtidos atrave´s dos diagramas de colaborac¸a˜o. Tambe´m
havera´ detalhamento maior dos atributos e, se for necessa´rio, alterac¸o˜es
na estrutura das classes e associac¸o˜es. Geralmente tambe´m sa˜o criados
atributos privados, ou seja, informac¸o˜es que representam a dinaˆmica
interna do pro´prio objeto, assim, na˜o faz sentido expoˆ-los a outros
objetos.
Na Fig. (29) e´ mostrado o diagrama de classes da u´ltima versa˜o
do software do sistema embarcado. Foram retirados os atributos e
me´todos de forma que fosse poss´ıvel visualizar a topologia completa do
sistema. Os me´todos e atributos sa˜o detalhados no Anexo A. Nota-se
a adic¸a˜o de va´rias classes que na˜o existiam no modelo conceitual e do
uso de associac¸o˜es por heranc¸a, que sa˜o identificadas pelas setas cheias
no diagrama de classes. Heranc¸a e´ obtida quando duas classes se asso-
ciam por meio de uma relac¸a˜o especial denominada generalizac¸a˜o (no
sentido da classe mais espec´ıfica – subclasse; para a mais gene´rica –
superclasse). A generalizac¸a˜o deve ser usada sempre que um conjunto
de classes (X1, . . . , Xn) possuir diferenc¸as e semelhanc¸as espec´ıficas, de
forma a possibilitar o agrupamento das semelhanc¸as em uma super-
classse X, e as diferenc¸as nas subclasses X1, . . . , Xn. Um exemplo e´
mostrado na Fig. (30), onde a superclasse Instrumento possui atribu-
tos e me´todos comuns a todos os tipos de equipamentos, tais como o
nome e a unidade de engenharia utilizada, mas ela e´ subdividida em
treˆs outras classes: Sensor, Atuador e Digital. Esta subdivisa˜o ocorre
porque ha´ caracter´ısticas distintas em cada uma destas classes como,
por exemplo, no caso do Sensor. Um objeto Sensor leˆ os dados prove-
nientes do processo e, se necessa´rio, filtra os dados obtidos e so´ depois
disponibiliza estes para o controlador. Esta caracter´ıstica na˜o tem mo-
tivo de existir num equipamento do tipo Digital ou Atuador.
1
1
4
Figura 29 – Diagrama de classes do software criado para o sistema embarcado.
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Figura 30 – Exemplo de associac¸a˜o por heranc¸a.
A seguir, uma descric¸a˜o do elementos e associac¸o˜es presentes no
diagrama de classes da Fig. (29):
• Superviso´rio: classe responsa´vel pela comunicac¸a˜o com a interface
de usua´rio, gerenciamento das redes industriais e processos. A co-
municac¸a˜o com o usua´rio e´ feita exclusivamente por rede TCP/IP
Ethernet atrave´s de um servidor local implementado pela respec-
tiva classe;
• Rede Industrial: superclasse que implementa redes industriais.
Tem como subclasses: Ethernet, RS485, RS232 e MODBUS. A
classe Ethernet tambe´m possui classes derivadas que implemen-
tam caracter´ısticas diferentes da comunicac¸a˜o por este tipo de
rede;
• Processo: classe que faz o gerenciamento do controle de um pro-
cesso. Cada instaˆncia de Processo esta´ associada a objetos Sensor,
Atuador e Digital, atrave´s dos quais realiza a comunicac¸a˜o com
o processo real. Ha´ uma associac¸a˜o tambe´m com um controla-
dor preditivo, que e´ um objeto da classe MPC, e com um modelo
da planta (classe Modelo). Caso o processo real possua um mo-
delo linearizado, a classe derivada ProcessoLinearizado deve ser
usada, pois esta realiza a linearizac¸a˜o das varia´veis, e, no caso de
um modelo na˜o-linear, usa-se a classe ProcessoNLinear. No caso
linearizado, pode haver a associac¸a˜o a va´rios controladores MPC
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que sa˜o automaticamente trocados quando ha´ a troca de ponto
de operac¸a˜o;
• Modelo: superclasse abstrata que representa o modelo do pro-
cesso. Os modelos podem ser na˜o-lineares, por func¸a˜o de trans-
fereˆncia e por espac¸o de estados, que sa˜o representados, respecti-
vamente, pelas classes ModeloNLinear, ModeloFT e ModeloSS;
• MPC: superclasse abstrata que representa um controlador predi-
tivo gene´rico. Suas classes derivadas sa˜o SSMPC, GPC e DTCGPC
que implementam os respectivos algoritmos MPC. Cada contro-
lador esta´ associado a um u´nico modelo da planta;
• Instrumento: superclasse abstrata que converte e processa os da-
dos provenientes da rede industrial. Suas classes derivadas sa˜o:
Sensor, Atuador e Digital. Esta u´ltima e´ usada para implemen-
tar alarmes e a troca do modo de controle (Manual/Automa´tico).
Cada instaˆncia desta classe esta´ associada a um objeto Interfa-
ceRedeIndustrial que obtem o dado sem processamento da rede
industrial;
• InterfaceRedeIndustrial: cada interface esta´ associada a uma ins-
taˆncia de RedeIndustrial espec´ıfica. Dependendo do tipo de rede,
usa-se uma das classes derivadas (InterfaceRS485, InterfaceRS232,
InterfaceMODBUS, InterfaceEthernet) que implementam o acesso
a` rede industrial.
5.1.2.5 Camada de Persisteˆncia
A camada de persisteˆncia e´ a parte do programa responsa´vel por
automatizar o salvamento e a recuperac¸a˜o de dados do software em
uma mı´dia na˜o-vola´til, tal como um HD. Desta forma os dados podem
ser recuperados mesmo que o sistema seja desligado ou reiniciado.
Para este projeto, inicialmente especulou-se a necessidade de ar-
mazenagem de dois tipos de dados: os de configurac¸a˜o do processo
(controlador, instrumentos, redes, etc.) e histo´rico das varia´veis de in-
teresse da planta. O primeiro tipo e´ essencial e foi mantido. Quanto ao
segundo, verificou-se que em sistemas distribu´ıdos de controle sempre
ha´ um sistema secunda´rio responsa´vel pela captac¸a˜o e armazenagem
do histo´rico das varia´veis de interesse e, como o controlador MPC pre-
cisa de um nu´mero relativamente pequeno de dados para funcionar,
optou-se por na˜o manter em memo´ria na˜o-vola´til este tipo de dado.
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A armazenagem dos dados de interesse e´ feita no formato XML
(Extensible Markup Language), que e´ uma linguagem de marcac¸a˜o que
define um conjunto de regras para a gerac¸a˜o de documentos de tal
forma que estes sejam leg´ıveis tanto por humanos quanto para ma´quinas
[56]. Ela e´ mantida pela W3C, a principal organizac¸a˜o de padronizac¸a˜o
da World Wide Web, e todas as especificac¸o˜es sa˜o abertas e livres de
licenc¸as.
Documentos XML geralmente sa˜o interpretados utilizando pa-
cotes de software espec´ıficos chamados XML parsers (neste projeto
utilizou-se a biblioteca Python MiniDom [57]). O XML utiliza tags
ou marcac¸o˜es para determinar o tipo de objeto sendo armazenado, as-
sim como o HTML, com a diferenc¸a de que e´ poss´ıvel criar marcac¸o˜es
espec´ıficas para cada aplicac¸a˜o. Assim, pode-se criar elementos de
qualquer tipo e combina´-los em elementos diferentes. A estrutura
hiera´rquica do XML torna poss´ıvel a aplicac¸a˜o do conceito de pro-
gramac¸a˜o orientada a objetos aos documentos, assim, e´ extremamente
simples criar uma camada de persisteˆncia utilizando XML, bastando
apenas definir os tipos dos elementos utilizados [58]. Por exemplo, na
Fig. (31) e´ mostrado um trecho de documento XML onde define-se
um elemento Processo que possui os seguintes elementos como atribu-
tos: Tipo, Nome, Amostragem e Modo. O valor que cada um destes
atributos assume esta´ entre as marcac¸o˜es correspondentes (texto em
preto).
<?xml version="1.0" encoding="UTF-8"?>
<Processo>
<Tipo>Linear</Tipo>
<Nome>HysysColuna</Nome>
<Amostragem>60</Amostragem>
<Modo>AUTO</Modo>
</Processo>
Figura 31 – Exemplo de um Processo sendo definido em um arquivo
XML.
Outra caracter´ıstica importante do XML e´ a validac¸a˜o de docu-
mentos. E´ poss´ıvel especificar a priori como os documentos XML uti-
lizados devem ser constru´ıdos e interpretados. Assim, os documentos
so´ sa˜o realmente utilizados se estiverem dentro de um formato padra˜o,
evitando assim erros devido a arquivos corrompidos ou incompletos, e
excec¸o˜es dentro do programa devido a dados incorretos. Este formato
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e´ definido em um documento onde se define os tipos de elementos, se
estes sa˜o ba´sicos (texto, nu´mero inteiro ou fraciona´rio, etc.) ou se sa˜o
complexos (compostos de outros elementos), a quantidade de cada ele-
mento e a posic¸a˜o em que devem aparecer, ou seja, e´ poss´ıvel definir
completamente a estrutura que os documentos devem seguir.
Os documentos XML que definem estas caracter´ısticas sa˜o cha-
mados XML schemas. Existem diferentes linguagens para a definic¸a˜o
dos schemas sendo que as mais comuns sa˜o o DTD (Document Type De-
finition) e o XML Schema. Este u´ltimo foi escolhido para ser utilizado
no projeto pois permite grande precisa˜o e flexibilidade na descric¸a˜o da
estrutura e dos elementos do documento [58]. Assim como o pro´prio
XML, o XML Schema e´ mantido pela W3C.
Com o uso de arquivos XML, a configurac¸a˜o do sistema embar-
cado fica simples e fa´cil de implementar, pois basta o envio do arquivo
de configurac¸a˜o, que define todas as caracter´ısticas do processo, de
comunicac¸a˜o e controle, para o programa do sistema embarcado pela
Interface de Usua´rio.
O schema utilizado neste projeto foi criado atrave´s do uso do
programa Altova XMLSpy, que fornece uma interface de usua´rio que
facilita a gerac¸a˜o de schemas e de documentos XML. O schema que
define o documento de configurac¸a˜o do sistema embarcado pode ser
visualizado em [59].
5.1.2.6 Implementac¸a˜o
Com os documentos gerados ate´ este ponto no projeto, a gerac¸a˜o
de co´digo se torna quase automa´tica. A partir deles sa˜o criados os
co´digos das classes correspondentes a` camada de domı´nio da aplicac¸a˜o,
ou seja, as classes que realizam toda a lo´gica do sistema a partir das
operac¸o˜es e consultas de sistema. Tambe´m e´ feito a integrac¸a˜o entre a
camada de persisteˆncia e domı´nio, para que os dados de configurac¸a˜o
do sistema possam ser armazenados e recuperados quando necessa´rio.
Assim, criou-se um software para o sistema embarcado cujo fun-
cionamento sera´ descrito a seguir. Ao ser iniciado, o programa cria um
objeto da classe Superviso´rio (ver Fig. (29)). Esta classe, como des-
crito anteriormente, e´ responsa´vel pela comunicac¸a˜o com a interface de
usua´rio e com o processo, pela criac¸a˜o do objeto da classe Processo,
que fara´ o controle da planta, e tambe´m cria objetos responsa´veis pe-
las redes industriais. Os objetos das classes Superviso´rio, Processo e
RedeIndustrial implementam tarefas ou threads que, no contexto de
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um programa, sa˜o trechos de software que sa˜o executados de forma
paralela, o que na˜o significa que elas operam independentemente. Por
exemplo, o controle feito pelo objeto Processo so´ tera´ validade se a rede
industrial estiver funcionando.
Depois de iniciado, o objeto de Superviso´rio cria um servidor
Ethernet que espera mensagens da interface de usua´rio. Esta mensa-
gem pode solicitar que um novo processo seja criado, que um processo
existente entre em funcionamento, e que um processo seja interrom-
pido. Os efeitos das diferentes mensagens sa˜o mostrados no diagrama
de estados da Fig. (32), onde se mostra de forma simplificada os passos
executados pela tarefa do Superviso´rio.
Figura 32 – Diagrama de estados da classe Superviso´rio.
Ja´ na Fig (33) e´ mostrado o diagrama de estados de um objeto
da classe Processo. Depois de iniciado, sa˜o criados os objetos Instru-
mento da planta que enviara˜o/recebera˜o dados do processo, e tambe´m
os objetos das classes Modelo e MPC. Apo´s estas operac¸o˜es, os dados
das varia´veis de processo e de modo de controle sa˜o atualizadas. Em
seguida, dependendo do modo de controle, ocorre operac¸o˜es diferentes.
No caso de modo Manual, o valor de controle inserido pelo usua´rio e´ ob-
tido e depois repassado aos atuadores. Caso o modo seja Automa´tico,
calcula-se o valor das varia´veis manipuladas atrave´s do algoritmo MPC
configurado e depois atualiza-se o valor dos atuadores. Por u´ltimo,
caso ocorra uma situac¸a˜o at´ıpica em que seja acionado o alarme, o pro-
cesso passa automaticamente para modo manual. Em todos os casos,
apo´s um per´ıodo de amostragem, volta-se ao estado onde se atualiza as
varia´veis de processo, reiniciando o ciclo.
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Figura 33 – Diagrama de estados da classe Processo.
5.2 INTERFACE DE USUA´RIO
A versa˜o atual da Interface de Usua´rio e´ bastante simples e e´
mostrada na Fig. (34). Este programa foi criado utilizando a lingua-
gem Java atrave´s do software Netbeans, que fornece um ambiente de
desenvolvimento que visa facilitar a criac¸a˜o de aplicativos com interface
gra´fica Java.
Na Fig. (34) e´ mostrada a tela de adic¸a˜o de novos processos,
onde se especifica a quantidade e os nomes das entradas, sa´ıdas e per-
turbac¸o˜es, tambe´m se configura o nome do processo, o tipo e o per´ıodo
de amostragem a ser utilizado. Ja´ na Fig. (35) esta´ a janela de adic¸a˜o e
configurac¸a˜o de redes, onde se pode adicionar quantas redes industriais
forem necessa´rias, inclusive de tipos diferentes. Apo´s a configurac¸a˜o
das redes, segue-se a tela de interfaces de rede, onde se associa cada
varia´vel de sa´ıda, atuac¸a˜o e perturbac¸a˜o a uma rede industrial, de-
pois sa˜o configurados os modelos e os controladores. Para finalizar, e´
gerado o arquivo XML a ser enviado para o sistema embarcado para
implementar o controle do processo.
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Figura 34 – Tela de adic¸a˜o de um novo processo da Interface de Usua´rio.
5.3 CONCLUSO˜ES
Neste cap´ıtulo foi mostrada a metodologia adotada para se de-
senvolver o software do sistema embarcado e da interface de usua´rio.
A metodologia adotada, o Processo Unificado, e´ pragma´tica, pois per-
mite a criac¸a˜o de programas de forma a´gil a partir de artefatos UML
que teˆm utilidade clara na implementac¸a˜o do projeto, evitando, assim,
gerac¸a˜o de documentac¸a˜o desnecessa´ria e aumento do tempo de pro-
jeto. Com esta metodologia foi poss´ıvel criar um programa confia´vel,
de fa´cil manutenc¸a˜o e extensa˜o.
Quanto a` interface de usua´rio, suas funcionalidades ainda esta˜o
limitadas a` criac¸a˜o e configurac¸a˜o de um processo e sua inicializac¸a˜o
no sistema embarcado, mas, em verso˜es posteriores, pretende-se criar
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Figura 35 – Tela de adic¸a˜o e configurac¸a˜o de redes industriais.
uma interface com mais func¸o˜es que agilizem o processo de ajuste do
controlador, como, por exemplo, a adic¸a˜o de um ambiente de simulac¸a˜o
do modelo da planta para verificar se o ajuste feito atende as especi-
ficac¸o˜es dinaˆmicas e esta´ticas da planta. No pro´ximo cap´ıtulo sera˜o
vistos os resultados experimentais envolvendo os programas criados.
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6 RESULTADOS EXPERIMENTAIS
Este cap´ıtulo apresentara´ alguns experimentos concebidos de
modo a validar o software criado para o sistema embarcado e a apli-
cabilidade do proto´tipo em plantas com dinaˆmicas lentas de me´dio e
pequeno porte.
6.1 AVALIAC¸A˜O DO PROTO´TIPO
Os dois primeiros experimentos foram realizados para verificar
a capacidade computacional do proto´tipo, e tambe´m para demonstrar
como seria feita a avaliac¸a˜o da possibilidade de se utilizar o sistema
embarcado desenvolvido em determinado processo. Para fazer esta
avaliac¸a˜o, fez-se experimentos Hardware-in-the-Loop onde se variou os
horizontes de predic¸a˜o e controle do controlador, e a quantidade de res-
tric¸o˜es ativas, de forma a verificar como estas caracter´ısticas alteram
o tempo de ca´lculo da ac¸a˜o de controle. Vale ressaltar que o tipo de
algoritmo MPC utilizado na˜o influencia o tempo necessa´rio para resol-
ver o problema quadra´tico, pois na˜o e´ o tipo de algoritmo que define o
tamanho do problema a ser resolvido, e sim os horizontes e restric¸o˜es
utilizadas.
Depois de descrever o que e´ um experimento Hardware-in-the-
Loop, sera˜o mostrados os exemplos usados, que foram retirados de livros
sobre controle preditivo, e os paraˆmetros de simulac¸a˜o. Por u´ltimo, sera´
feita uma ana´lise dos resultados.
6.1.1 Experimento Hardware-in-the-Loop
Para realizar os experimentos da forma mais realista poss´ıvel,
utilizou-se a te´cnica Hardware-in-the-Loop (HIL), que tem sido usada
na indu´stria de Defesa e Aeroespacial desde 1950, mesmo tendo um
custo elevad´ıssimo para a e´poca. Isto porque havia um se´rio risco
de vidas humanas ao se testar os equipamentos sendo desenvolvidos
nos processos reais. Com o avanc¸o da tecnologia e da facilidade de se
conseguir equipamentos eletroˆnicos de baixo custo a pronta-entrega, a
utilizac¸a˜o da simulac¸a˜o HIL ganhou muito espac¸o, principalmente na
indu´stria automobil´ıstica na de´cada de 1990 [60].
A ideia ba´sica do HIL e´ simples. Dentro do ambiente HIL, o
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equipamento a ser testado, que neste caso e´ o sistema embarcado MPC,
interage com um sistema virtual que substitui o sistema real. A maior
vantagem do uso da simulac¸a˜o HIL e´ que o equipamento pode ser tes-
tado em uma variedade de cena´rios de operac¸a˜o sem que seja necessa´rio:
(i) o uso do sistema real ou a construc¸a˜o de um modelo em escala do sis-
tema; (ii) a criac¸a˜o de um modelo virtual do equipamento a ser testado
para que haja validac¸a˜o [61]. Ale´m disso, tambe´m pode ser utilizado
em treinamento de operadores de campo.
O experimento HIL e´ geralmente utilizado quando e´ poss´ıvel mo-
delar a dinaˆmica do processo com grande precisa˜o e fidelidade, e quando
experimentos com o processo real implicariam em custos desnecessa´rios
devido ao tempo de instalac¸a˜o e testes do novo equipamento. Ale´m
disto, em muitos casos, e´ uma forma de evitar riscos desnecessa´rios em
projetos onde a seguranc¸a das pessoas pode ser prejudicada [62].
Figura 36 – Esquema da simulac¸a˜o HIL.
Assim como e´ mostrado na Fig. (36), pode-se dividir o HIL em
treˆs componentes [63]:
1. Dispositivo Controlador de Interface ou, em ingleˆs, Controller
Interface Device (CID);
2. Um mo´dulo de software chamado Programa de Interface da Si-
mulac¸a˜o (PIS) que fara´ a ligac¸a˜o entre o CID e o programa de
simulac¸a˜o;
3. Um Simulador que e´ responsa´vel por gerar as sa´ıdas do processo
de acordo com as entradas fornecidas pelo controlador sendo tes-
tado e que e´ executado em um computador hospedeiro .
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O primeiro componente, o CID, e´ a interface pela qual o equi-
pamento sendo testado envia e recebe todas as informac¸o˜es necessa´rias
para realizar a tarefa para a qual foi desenvolvido. Geralmente o CID e´
um equipamento eletroˆnico que faz a conversa˜o de dados analo´gicos
para um formato digital transmiss´ıvel por um tipo rede (Ethernet,
RS232, etc.) para o computador hospedeiro e vice-versa. No compu-
tador hospedeiro esta˜o os componentes restantes, o PIS e o Simulador.
A func¸a˜o deste u´ltimo e´ auto-explicativa, ja´ o PIS tem como objetivo
coordenar como a simulac¸a˜o e´ feita no Simulador e tambe´m realizar a
troca de dados com o CID.
No caso dos experimentos iniciais, o equipamento em teste, o
proto´tipo, faz a transmissa˜o somente de dados digitais atrave´s de redes
industriais, assim, o CID na˜o e´ necessa´rio. A rede industrial utili-
zada nesses experimentos foi a Ethernet com um protocolo baseado em
TCP/IP feito pelo autor para facilitar os testes com o sistema embar-
cado. Apesar de na˜o ser uma rede industrial de facto, seu uso na˜o
invalida os resultados pois estes sa˜o independentes do tipo de rede em
uso.
Quanto ao Simulador e ao PIS, estes foram implementados na
forma de programas Python. O Simulador foi feito de tal forma que
e´ poss´ıvel adicionar ru´ıdo ao processo simulado, variar os paraˆmetros
do modelo da planta para simular erros de modelagem e inserir per-
turbac¸o˜es nas entradas ou sa´ıdas do processo. O PIS, como explicado,
faz o gerenciamento dos dados trocados entre planta e proto´tipo.
6.1.2 Experimento 1: Fracionador de O´leo Pesado
O modelo Fracionador de O´leo Pesado da Shell, apresentado em
[64], tem sido utilizado na literatura para o teste de diferentes es-
trate´gias de controle para colunas de destilac¸a˜o e em [5, 41], foi uti-
lizado para analisar algoritmos MPC. Este exemplo ilustra o controle
de processos MIMO com diferentes atrasos nas varia´veis de sa´ıda.
O processo, mostrado na Fig. (37), possui treˆs varia´veis contro-
ladas: as composic¸o˜es dos produtos de topo (y1) e intermedia´rio (y2),
que sa˜o medidos por analisadores, e a temperatura de fundo (y3). As
varia´veis manipuladas sa˜o as vazo˜es de topo (u1) e lateral (u2) e a por-
centagem de refluxo no fundo da coluna (u3). O modelo cont´ınuo do
processo e´ representado pelas seguintes func¸o˜es de transfereˆncia, onde
os tempos sa˜o dados em minutos:
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Figura 37 – Esquema do Fracionador de O´leo Pesado do exemplo 1.
 Y1(s)Y2(s)
Y3(s)
 =

4,05e−27s
1+50s
1,77e−28s
1+60s
5,88e−27s
1+50s
5,39e−18s
1+50s
5,72e−14s
1+40s
6,9e−15s
1+40s
4,38e−20s
1+33s
4,42e−22s
1+44s
7,2
1+19s

 U1(s)U2(s)
U3(s)
 . (6.1)
Discretizando as func¸o˜es de transfereˆncia da equac¸a˜o anterior
com um per´ıodo de amostragem de Ts = 4 min, tem-se o modelo dis-
creto do sistema:
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
0,08(z−1+2,88z−2)
1−0,923z−1 z
−6 0,114z−1
1−0,936z−1 z
−7 0,116(z−1+2,883z−2)
1−0,923z−1 z
−6
0,211(z−1+0,96z−2)
1−0,923z−1 z
−4 0,187(z−1+0,967z−2)
1−0,936z−1 z
−3 0,17(z−1+2,854z−2)
1−0,905z−1 z
−3
0,5z−1
1−0,886z−1 z
−5 0,196z−1+0,955z−2
1−0,913z−1 z
−5 1,367z−1
1−0,81z−1
 .
(6.2)
Para este processo, treˆs testes foram feitos onde se adotou o
algoritmo DTC-GPC. Em todos eles os pesos sa˜o constantes: Qy =
diag(I, I, I) e Qu = diag(0, 3I; 0, 3I; 0, 5I). Foram utilizadas res-
tric¸o˜es no valor absoluto da ac¸a˜o de controle e no seu incremento: (i) as
entradas podem variar no intervalo [-0,5;0,5] e (ii) incremento ma´ximo
de ±0, 05/min ou ±0, 2 por per´ıodo de amostragem. As restric¸o˜es uti-
lizadas e os horizontes sofrem variac¸o˜es:
• Teste 1: Ni = 30, ∀i, Nui = 15, ∀i, e restric¸o˜es (i) e (ii);
• Teste 2: Ni = 30, ∀i, Nui = 15, ∀i, e restric¸a˜o (i);
• Teste 3: Ni = 30, ∀i, Nui = 10, ∀i, e restric¸o˜es (i) e (ii);
Durante os testes as refereˆncias futuras na˜o sa˜o conhecidas. Ini-
cialmente yr1 = 0, 5, yr1 = 0, 3 e yr1 = 0, 1. Em t = 200 min ha´ uma
mudanc¸a de refereˆncia para 0,4 na sa´ıda y1, e em t = 320 min aplica-se
uma perturbac¸a˜o na entrada u1 de amplitude 0,05. Ale´m disso, ru´ıdos
brancos de me´dia zero e amplitudes ma´ximas de 0, 01 sa˜o adicionadas
a`s sa´ıdas. Erros de modelagem na˜o sa˜o considerados nos testes.
Os gra´ficos na Fig. (38) mostram as sa´ıdas da planta e os sinais
de controle aplicados durante o Teste 1. Nota-se que as amplitudes
das entradas respeitam a restric¸a˜o imposta, ale´m disso, o controlador
consegue fazer com que todas as sa´ıdas sigam as respectivas refereˆncias
dentro de 80 min, um tempo consideravelmente menor do que em ma-
lha aberta. Uma outra caracter´ıstica importante e´ o desacoplamento
realizado pelo algoritmo MPC, que pode ser visto nas respostas das
sa´ıdas 2 e 3 que, apo´s a mudanc¸a de refereˆncia da sa´ıda 1 em t = 200
min, praticamente na˜o se alteram.
Na Tab. (7) sa˜o mostrados os tempos de otimizac¸a˜o, tempo de
outras tarefas (leitura de dados, multiplicac¸a˜o de matrizes, obtenc¸a˜o
da resposta livre, etc.), o tempo total e tambe´m as quantidades re-
lacionadas a`s varia´veis de decisa˜o (soma dos horizontes de controle)
e a`s restric¸o˜es do problema quadra´tico. Como ja´ discutido anterior-
mente, na˜o e´ poss´ıvel saber a priori o tempo para resolver o problema
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Figura 38 – Resultado do Teste 1 do exemplo 1.
Tabela 7 – Resultados dos testes do experimento 1. Os tempos, dados
em segundos, encontram-se na forma x¯/σ, onde x¯ e´ o valor me´dio e σ
o desvio padra˜o.
Teste 1 2 3
Varia´veis de decisa˜o 45 45 30
Quantidade de restric¸o˜es 180 90 120
Tempo Otimizac¸a˜o (s) 19,8/1,22 11,0/1,0 7,42/0,50
Tempo outras operac¸o˜es (s) 0,26/0,17 0,27/0,18 0,23/0,29
Tempo total (s) 20,1/1,24 11,3/1,0 7,65/0,60
quadra´tico MPC com o algoritmo de otimizac¸a˜o utilizado. Ale´m disso,
devido a` execuc¸a˜o de tarefas secunda´rias existentes no SO do sistema
embarcado, os tempos para completar as operac¸o˜es variam durante o
experimento. Assim, devido a` essa natureza na˜o determin´ıstica, faz-se
uso de uma abordagem estat´ıstica para analisar os dados temporais.
Considera-se que os tempos seguem uma distribuic¸a˜o gaussiana com
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me´dia x¯ e desvio padra˜o σ.
Pelos resultados dados, tem-se que o tempo necessa´rio para cal-
cular e enviar a ac¸a˜o de controle para a planta na˜o passara´ de 23, 82
segundos com uma certeza estat´ıstica de 99 % (x¯+3σ), um tempo muito
menor que o per´ıodo de amostragem da planta (4 minutos). Assim, o
proto´tipo poderia ser utilizado para controlar esse processo.
A partir dos resultados tambe´m e´ poss´ıvel visualizar a correlac¸a˜o
entre a quantidade de varia´veis de decisa˜o, a quantidade de restric¸o˜es e
o tempo de otimizac¸a˜o. Nota-se que, no teste 2, reduzindo a quantidade
de restric¸o˜es pela metade, o tempo de otimizac¸a˜o cai 44 % e, no teste 3,
reduzindo a quantidade de varia´veis de decisa˜o, o tempo cai ainda mais.
Assim, caso o proto´tipo na˜o conseguisse calcular a ac¸a˜o de controle
dentro do per´ıodo de amostragem, seria poss´ıvel melhorar os tempos de
otimizac¸a˜o ajustando estes dois paraˆmetros. Pore´m, deve-se considerar
que estes ajustes podera˜o prejudicar a resposta do sistema.
6.1.3 Experimento 2: Compressor
Figura 39 – Esquema do Compressor do exemplo 2.
O segundo experimento se trata do controle de um compressor de
ar de grande escala encontrado frequentemente na indu´stria [5, p. 194].
A pressa˜o de sa´ıda e´ controlada atrave´s da manipulac¸a˜o das aletas
guias do compressor (esquema na Fig. (39)). Uma va´lvula de escape
e´ instalada para prevenir picos de pressa˜o. Quando esta va´lvula esta´
fechada, o compressor e´ um sistema SISO que pode ser controlado com
te´cnicas de controle simples. Quando a va´lvula abre, o compressor
e´ um sistema MIMO com duas entradas e duas sa´ıdas. As varia´veis
130
manipuladas sa˜o o aˆngulo das aletas guias (u1) e a posic¸a˜o da va´lvula
(u2), e as varia´veis controladas sa˜o a pressa˜o (y1) e a vaza˜o de ar (y2).
O modelo do processo e´ dado pela equac¸a˜o a seguir, onde os tempos
sa˜o dados em segundos:
[
Y1(s)
Y2(s)
]
=

0,1133e−0,715s
1+4,48s+1,783s2
0,9222
1+2,071s
0,3378e−0,299s
1+1,09s+0,361s2
−0,321e−0,94
1+2,463s+0,104s2
[ U1(s)U2(s)
]
(6.3)
Considerando um per´ıodo de amostragem de Ts = 0, 05 s, obte´m-
se o seguinte modelo discreto:

10−4(0,7619z−1+0,7307z−2)z−14
1−1,8806z−1+0,8819z−2
0,022z−1
1−0,9761z−1
10−2(0,1112z−1+0,1057z−2)z−6
1−1,8534z−1+0,8598z−2
10−2(−0,2692z−1−0,1821z−2)z−19
1−1,2919z−1+0,306z−2
 .
(6.4)
Para esta planta, treˆs testes foram feitos onde se adotou o algo-
ritmo GPC. Em todos eles os pesos sa˜o constantes: Qy = diag(I, I) e
Qu = diag(0, 8I; 0, 8I). Foram utilizadas restric¸o˜es no valor absoluto
da ac¸a˜o de controle e no seu incremento: (i) as entradas podem variar
dentro do intervalo [−2, 75; 2, 75] e (ii) valor ma´ximo do incremento de
controle de ±1 por per´ıodo de amostragem. As restric¸o˜es utilizadas e
os horizontes sofrem variac¸o˜es:
• Teste 1: N1 = 22, N2 = 17, Nui = 3, ∀i, e restric¸a˜o (i);
• Teste 2: N1 = 22, N2 = 17, Nui = 3, ∀i, e restric¸o˜es (i) e (ii);
• Teste 3: N1 = 22, N2 = 17, Nui = 6, ∀i, e restric¸a˜o (i);
Durante os testes ha´ quatro mudanc¸as de refereˆncia, em t = 5 s
yr1 = 1, em t = 15 s yr2 = 0, 7, em t = 35 s yr1 = 0 e, finalmente, em
t = 45 s yr2 = 0. Assim como no experimento anterior, considera-se
que as refereˆncias futuras na˜o sa˜o conhecidas e tambe´m sa˜o adicionados
ru´ıdos brancos de me´dia zero e amplitude ma´xima 0,001 nas sa´ıdas.
Na˜o sa˜o considerados erros de modelagem nos testes.
Na Fig. (40) e´ mostrado o resultado da simulac¸a˜o com este
processo. Nota-se que, assim como no exemplo passado, o sistema
embarcado foi capaz de gerar ac¸o˜es de controle dentro das restric¸o˜es
impostas.
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Figura 40 – Resultado do Teste 1 do exemplo 2.
Tabela 8 – Resultados dos testes experimento 2. Os tempos, dados em
segundos, encontram-se na forma x¯/σ, onde x¯ e´ o valor me´dio e σ o
desvio padra˜o.
Teste 1 2 3
Varia´veis de decisa˜o 6 6 12
Quantidade de restric¸o˜es 12 36 24
Tempo Otimizac¸a˜o (s) 0,48/0,12 0,63/0,14 1,04/0,27
Tempo outras operac¸o˜es (s) 0,09/0,16 0,09/0,15 0,10/0,14
Tempo total (s) 0,57/0,24 0,72/0,23 1,14/0,31
Assim como no exemplo anterior, pelos resultados apresentados
na Tab. (8), aumentando os horizontes de controle e as restric¸o˜es,
aumenta-se o tempo de otimizac¸a˜o. Mas, para esta planta, mesmo
com um nu´mero baixo destes paraˆmetros, o proto´tipo na˜o poderia ser
utilizado no controle deste processo pois, mesmo no melhor caso (teste
1), levaria-se 1,29 segundos (com 99 % de certeza) para calcular e enviar
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o sinal de controle a` planta, um tempo cerca de 26 vezes maior do que o
per´ıodo de amostragem. Assim, verifica-se que, com o hardware atual,
na˜o e´ poss´ıvel o controle de processos com taxas de amostragem ra´pidas.
6.1.4 Ana´lise dos Resultados
Com os resultados obtidos nestes dois experimentos verificou-se
que a versa˜o atual do proto´tipo e´ capaz de ser utilizada em processos
com taxas de amostragem na ordem de minutos, como visto no experi-
mento 1. Como o pu´blico alvo do produto criado e´ justamente me´dios e
pequenos processos de dinaˆmicas lentas, o proto´tipo conseguiu atingir
o objetivo estipulado. E´ poss´ıvel ate´ mesmo controlar processos com
per´ıodos de amostragem na faixa de dezenas de segundos, contanto que
os horizontes de controle e a quantidade de restric¸o˜es utilizadas sejam
ajustadas adequadamente, mas deve-se levar em conta que, caso estes
ajustes sejam feitos apenas levando em conta o tempo de amostragem,
a resposta do sistema em malha fechada podera´ sofrer deteriorac¸a˜o.
6.2 EXPERIMENTO 3: COLUNA DE DESTILAC¸A˜O DE ETANOL
O segundo experimento tambe´m se trata de uma simulac¸a˜o HIL,
mas ha´ a substituic¸a˜o do simulador Python pelo programa Aspen HYSYS
que faz simulac¸o˜es realistas de processos qu´ımicos. Os resultados ob-
tidos com este experimento permitiram a elaborac¸a˜o do artigo [65],
que foi aceito para publicac¸a˜o no European Control Conference (ECC-
2013), a ser realizado em julho de 2013 em Zu¨rich.
Na indu´stria brasileira de etanol, o processo de destilac¸a˜o e´ co-
mumente encontrado na configurac¸a˜o ilustrada na Figura (41), onde
e´ apresentada a presenc¸a de dois esta´gios: destilac¸a˜o e retificac¸a˜o. Os
produtos gerados nestes esta´gios sa˜o os etano´is de segunda e hidratado.
Os sub-produtos sa˜o a vinhac¸a, flegmac¸a e o o´leo fu´sel.
A unidade de destilac¸a˜o tem um papel significativo na indu´stria
de etanol ja´ que este esta´gio da produc¸a˜o consome a maior parte da
energia utilizada no processo de produc¸a˜o. Apesar disso, infelizmente,
e´ muito comum encontrar uma operac¸a˜o inadequada dos sistemas de
controle que, na maioria dos casos, leva a um consumo de energia maior
e a` degradac¸a˜o da qualidade da produc¸a˜o [65, 66]. Isso se deve a` di-
ficuldade de entendimento do processo por operadores e engenheiros,
o que leva a diferentes concluso˜es sobre a forma que o sistema deve
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Figura 41 – Esquema da coluna de destilac¸a˜o de etanol usada no expe-
rimento 2.
ser controlado. Esta controve´rsia parte das inu´meras possibilidades de
configurac¸a˜o da coluna e das complexas interac¸o˜es das suas malhas,
que, por sua vez, tambe´m dependem das propriedades das colunas de
destilac¸a˜o. Assim, na˜o ha´ uma soluc¸a˜o geral do ponto de vista de con-
trole, apenas princ´ıpios f´ısico-qu´ımicos que, propriamente aplicados,
permitem a operac¸a˜o bem sucedida destes sistemas [67].
Para estudar este problema, uma simulac¸a˜o completa de uma
destilaria de etanol foi desenvolvida como parte da tese de doutorado
de Marcus Americano da Costa [68]. Esta simulac¸a˜o foi feita utilizando
o software Aspen HYSYS, que e´ um sistema de modelagem l´ıder de
mercado, utilizado pelas grandes empresas da a´rea de petro´leo e ga´s
[69], que e´ capaz de criar simulac¸o˜es muito realistas, a ponto de ser
utilizado para projeto de novas colunas de destilac¸a˜o e para estudos
de colunas existentes. Assim, com o uso deste simulador, os dados
de simulac¸a˜o se tornam muito mais ver´ıdicos, ajudando a promover o
produto desenvolvido. Na Fig. (42) e´ mostrada a tela do programa
HYSYS onde foi criada a simulac¸a˜o deste experimento.
Apesar do grande nu´mero de estrate´gias alternativas para me-
lhorar a operac¸a˜o deste tipo de processo, o uso do controle preditivo
esta´ crescendo cada vez mais e pode ser um soluc¸a˜o via´vel para o au-
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Figura 42 – Tela do programa Aspen HYSYS com o arquivo de si-
mulac¸a˜o utilizado no experimento 2.
mento da eficieˆncia energe´tica na produc¸a˜o de etanol [66]. Por este
fator, e considerando que o software de simulac¸a˜o utiliza um modelo
bastante realista de uma unidade de destilac¸a˜o, este experimento foi
desenvolvido para mostrar de maneira mais adequada a capacidade do
sistema embarcado criado.
Assim, foram estabelecidos os seguintes objetivos para este ex-
perimento:
• Desenvolver um experimento para verificar o desempenho do proto´-
tipo criado de forma que este fique sujeito a condic¸o˜es de operac¸a˜o
pro´ximas das de um processo real;
• Ana´lise do comportamento do sistema: tempo de computac¸a˜o,
erros, etc.;
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6.2.1 Descric¸a˜o do Processo
O processo de destilac¸a˜o e´ baseado na diferenc¸a de volatibilidade
dos seus constituintes, caracterizado por uma dupla mudanc¸a de estado
f´ısico. Inicialmente, uma substaˆncia no estado l´ıquido e´ aquecida ate´
atingir a temperatura de ebulic¸a˜o, transformando-se em vapor. Esta
fase entra em contato com a fase l´ıquida, ocorrendo uma transfereˆncia
de massa do l´ıquido para o vapor e deste para aquele. O l´ıquido e
vapor conteˆm, em geral, os mesmos componentes, mas em quantidades
relativas diferentes. O l´ıquido esta´ em seu ponto de bolha1 e o va-
por em equil´ıbrio, no seu ponto de orvalho2. Existe uma transfereˆncia
simultaˆnea de massa do l´ıquido pela vaporizac¸a˜o e do vapor pela con-
densac¸a˜o. O efeito final e´ o aumento do componente mais vola´til no va-
por e do componente menos vola´til no l´ıquido. Posteriormente, o vapor
e´ resfriado ate´ que toda a massa retorne ao estado l´ıquido, assim ob-
tendo uma substaˆncia l´ıquida onde o componente em maior abundaˆncia
e´ diferente do componente principal da substaˆncia original [66, 70].
Nestes tipos de processos, as principais varia´veis controladas sa˜o:
concentrac¸a˜o dos produtos de topo e fundo das colunas (as composic¸o˜es
sa˜o frequentemente inferidas a partir de temperaturas que representam
os pontos de ebulic¸a˜o nas presso˜es de operac¸a˜o), n´ıveis de l´ıquido na
base da coluna e no tanque acumulador, e temperatura e pressa˜o da
coluna. E´ importante frisar que todas as vazo˜es devem ser medidas,
incluindo a alimentac¸a˜o, e devem-se aplicar controladores secunda´rios
nos fluxos manipula´veis de vapor [71]. As varia´veis manipuladas sa˜o
as vazo˜es dos produtos, dos fluidos de aquecimento e resfriamento; e
refluxo. Este u´ltimo proporciona a existeˆncia da fase l´ıquida no u´ltimo
esta´gio da coluna, retirando calor do topo. Normalmente, na˜o e´ poss´ıvel
manipular a alimentac¸a˜o porque esta e´ um produto oriundo de uma
outra coluna [65, 66].
Neste caso particular, o vinho, que e´ produto de uma etapa an-
terior da produc¸a˜o de etanol (processo de fermentac¸a˜o), e´ aquecido e
alimenta a coluna A1 (ver Fig. (41)). A composic¸a˜o do vinho e´ de,
aproximadamente, 90% a´gua, etanol (7 a 10 oGL) e outras substaˆncias
encontradas em menores quantidades tais como glicerina, a´cido ace´tico,
metanol, etc. O vinho comec¸a a ferver e a perder a maior parte dos
seus componentes mais vola´teis que sobem para a coluna D. Da base
da coluna A1, o vinho passa para a coluna A e desce, perdendo a´lcool
ate´ que o fundo da coluna A e´ atingido, gerando a vinhac¸a. No topo
1Temperatura na qual a vaporizac¸a˜o se inicia.
2Temperatura na qual a condensac¸a˜o se inicia
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da coluna A retira-se flegma na forma de vapor que e´ levada a` coluna
B1 para retificac¸a˜o. No topo da coluna D, o vapor e´ condensado e
um dos produtos e´ obtido, o a´lcool de segunda a uma concentrac¸a˜o de
92 oGL. Enquanto isso, o produto na base desta coluna, que e´ rico em
etanol, e´ levado para a coluna B para retificac¸a˜o. A base da coluna
B e´ alimentada com flegma (a uma concentrac¸a˜o de 50 oGL), que su-
bira´ pela coluna, ficando cada vez mais enriquecida com etanol, ate´ que
atinja o topo onde sera´ condensada e retirada na forma de a´lcool hidra-
tado (concentrac¸a˜o de 96 oGL). Nos n´ıveis mais baixos da coluna B1,
a soluc¸a˜o formara´ flegmac¸a, um sub-produto muito pobre em etanol.
6.2.2 Controle da Unidade de Destilac¸a˜o
Como este processo funciona de forma cont´ınua estabilizado em
um determinado ponto de operac¸a˜o, o principal problema de controle
esta´ na rejeic¸a˜o de perturbac¸o˜es. Assim, os objetivos de controle esta-
belecidos foram:
• manter a concentrac¸a˜o de a´lcool de segunda (y1) em 92 oGL;
• manter a concentrac¸a˜o de a´lcool hidratado (y2) em 96 oGL;
• manter a concentrac¸a˜o de vinhac¸a (y3) menor do que 0, 04 oGL.
Para que isto ocorra, o controlador MPC funcionara´ em cas-
cata com controladores PID locais manipulando as seguintes varia´veis:
pressa˜o de fundo da coluna A (u1), temperatura de topo da coluna D
(u2) e o n´ıvel do tanque do condensador na coluna B (u3). As per-
turbac¸o˜es mensura´veis consideradas neste problema sa˜o: (i) vaza˜o de
alimentac¸a˜o de vinho (d1), (ii) vaza˜o de flegma (d2), e (iii) vaza˜o de
sa´ıda do a´lcool hidratado (d3). As duas u´ltimas sa˜o ajustadas de acordo
com as diretivas de produc¸a˜o.
Apesar de as colunas terem dinaˆmicas na˜o-lineares, o algoritmo
MPC utilizado calcula a ac¸a˜o de controle a partir de modelos linea-
res. Desta forma, primeiro e´ necessa´rio identificar os modelos lineari-
zados do processo no ponto de operac¸a˜o desejado para depois ajustar
o controlador. Os pontos de operac¸a˜o escolhidos foram, para as sa´ıdas,
y¯1 = 92
oGL para o a´lcool de segunda, y¯2 = 0, 03
oGL para a vinhac¸a, e
y¯3 = 96
oGL para o a´lcool hidratado. Para as entradas, u¯1 = 119, 1 kPa
para a pressa˜o de fundo, u¯2 = 72, 38
oC para a temperatura de topo e
u¯3 = 50% do n´ıvel ma´ximo do tanque do condensador da coluna B. Fi-
nalmente, para as perturbac¸o˜es, d¯1 = 295000 kg/h para a alimentac¸a˜o
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de vinho, d¯2 = 39550 kg/h para a vaza˜o de flegma e d¯3 = 18130 kg/h
para a vaza˜o de a´lcool hidratado.
A identificac¸a˜o do modelo do processo foi feita aplicando-se se-
queˆncias de degraus unita´rios nas entradas e perturbac¸o˜es. Apo´s a
aplicac¸a˜o destes degraus, os dados coletados foram analisados com o
aux´ılio da biblioteca de identificac¸a˜o de sistemas (System Identification
Toolbox ) do programa Matlab, obtendo-se, assim, os modelos entrada-
sa´ıda e perturbac¸a˜o-sa´ıda da planta.
Os modelos entrada-sa´ıda obtidos foram normalizados de forma
a permitir um ajuste mais fa´cil das ponderac¸o˜es do controlador predi-
tivo. As sa´ıdas do processo, que referenciam concentrac¸o˜es, ja´ esta˜o
normalizadas (variam de 0 a 1 oGL), restando apenas normalizar as
entradas e perturbac¸o˜es. Os valores ma´ximos permitidos para as en-
tradas sa˜o: u1,max = 150 kPa, u2,max = 140
oC e u3,max = 100 %.
Assim, para normalizar as entradas, basta dividir cada uma delas por,
respectivamente, 150 kPa, 140 oC e 100 %. Para as perturbac¸o˜es, o
valor ma´ximo considerado para todas elas e´ di,max = 3, 6 kg/h, ∀i.
Apo´s a identificac¸a˜o, os modelos normalizados entrada-sa´ıda,
Pu(s) na Eq. (6.5), e perturbac¸a˜o-sa´ıda, Pd(s) na Eq. (6.6), foram
obtidos no domı´nio de Laplace. A equac¸a˜o e´ ∆y(s) = Pu∆u(s) +
Pd∆d(s) onde ∆y = [∆y1,∆y2,∆y3]
T , ∆u = [∆u1,∆u2,∆u3]
T e
∆d = [∆d1,∆d2,∆d3]
T .
Pu =

−2,6443
1971,2s+1
6,9829
1706,3s+1 0
−4,4526·10−2
1610s+1
1,6649·10−2
2392,8s+1 0
0 0 −9,674·10
−3(508,86s+1)
(222,35s+1)(15,074s+1)
 (6.5)
Pd =

0,121
1445,7s+1
0,201
1880,93s+1 0
7,28·10−3
815,89s+1
−20,66·10−3
204,26s+1 0
0 0,205s
0,05
s
 (6.6)
6.2.3 Paraˆmetros do Experimento
As condic¸o˜es deste experimento foram as seguintes:
a) tempo de simulac¸a˜o de 500 minutos;
b) o processo de destilac¸a˜o esta´ em regime permanente no ponto de
operac¸a˜o escolhido;
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c) a alimentac¸a˜o de vinho sera´ alterada para simular uma variac¸a˜o de
±1, 7% em sua produc¸a˜o pelo processo anterior (fermentac¸a˜o): t = 2
min aumento de 1,7 %, t = 121 min volta ao valor nominal, t = 242
min reduc¸a˜o de 1,7 e em t = 362 min volta novamente ao valor
nominal;
d) alterac¸o˜es na vaza˜o de flegma atrave´s da variac¸a˜o da abertura da
va´lvula que controla esta varia´vel para compensar parcialmente a
variac¸a˜o na alimentac¸a˜o de vinho: t = 5 min aumento da abertura
em 2,5 %, t = 125 min volta ao valor nominal, t = 245 min dimi-
nuic¸a˜o da abertura em 2,5 %, t = 365 min volta ao valor nominal;
e) alterac¸o˜es na vaza˜o de a´lcool hidratado devido a` variac¸a˜o da ali-
mentac¸a˜o de vinho: t = 15 min aumento de 6,5 %, t = 135 volta ao
valor nominal, t = 255 min diminuic¸a˜o de 6,5 %, t = 375 min volta
ao valor nominal;
f) o controlador MPC sendo executado no sistema embarcado tera´ que
manter as concentrac¸o˜es dos produtos nos valores especificados na
sec¸a˜o 6.2.2.
Depois de um ajuste inicial do controlador e de diversas si-
mulac¸o˜es com o modelo linearizado, os paraˆmetros do controlador GPC
linear foram escolhidos. O per´ıodo de amostragem e´ de Ts = 60 s.
Os horizontes de predic¸a˜o sa˜o N1 = N2 = 60 para, respectivamente,
o a´lcool de segunda e a vinhac¸a, e N3 = 30 para o a´lcool hidra-
tado. Os pesos das ac¸o˜es de controle sa˜o Qu = diag(2I; 4I; 0, 1I) e
Qy = diag(0, 01I; 0, 01I; 8I) sa˜o os pesos das sa´ıdas. As restric¸o˜es,
quando consideradas, sa˜o: (i) valores ma´ximos e mı´nimos para as
varia´veis manipuladas, Umax = [121, 1 kPa; 75, 38
oC; 90 %], e Umin =
[117, 1 kPa; 69, 38 oC; 10 %]; (ii) ma´xima variac¸a˜o das entradas em um
per´ıodo de amostragem ∆u1 = ±1 kPa/min, ∆u2 = ±1 oC/min, e
∆u3 = ±10 %/min.
Os horizontes de controle e restric¸o˜es variam durante os testes
da seguinte forma:
• Teste 1: Nu1 = Nu2 = 15, Nu3 = 5 e restric¸o˜es (i) e (ii);
• Teste 2: mesmos paraˆmetros do Teste 1, mas somente restric¸a˜o
(i);
• Teste 3: Nu1 = Nu2 = 20, Nu3 = 10 e restric¸o˜es (i) e (ii);
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Estes paraˆmetros devem fazer com que perturbac¸o˜es do tipo de-
grau sejam rejeitadas em menos de 20 minutos, de acordo com as si-
mulac¸o˜es com o modelo linearizado.
6.2.4 Resultados
Figura 43 – Valores das sa´ıdas nos diferentes testes para o controle da
coluna de destilac¸a˜o de etanol.
Na Fig. 43, e´ poss´ıvel ver os valores das sa´ıdas do processo de
destilac¸a˜o nos diferentes testes e, na Fig. (44), os valores das varia´veis
manipuladas. Em todos os testes os controladores conseguem rejeitar as
perturbac¸o˜es em menos de 20 minutos para o caso do a´lcool de segunda,
que e´ a varia´vel mais afetada. Quanto a` vinhac¸a, os controladores
conseguiram manter sua concentrac¸a˜o abaixo de 0,04 oGL, como foi
especificado. Ja´ a concentrac¸a˜o de a´lcool hidratado sofre variac¸o˜es
muito pequenas em todos os casos.
Os dados mais interessantes, no entanto, sa˜o os tempos de com-
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Figura 44 – Valores das entradas nos diferentes testes para o controle
da coluna de destilac¸a˜o de etanol.
putac¸a˜o do sistema embarcado para calcular o sinal de controle do pro-
cesso. Um dos principais problemas de implementac¸a˜o dos algoritmos
MPC e´ a necessidade de resolver um problema de otimizac¸a˜o em tempo
real. Isto impede a aplicac¸a˜o do MPC em muitos processos, seja porque
a tecnologia computacional requerida para resolver a otimizac¸a˜o dentro
de per´ıodo de amostragem seja cara demais ou mesmo indispon´ıvel, seja
porque o programa implementado que resolve a otimizac¸a˜o na˜o obedec¸a
a crite´rios de certificac¸a˜o de software , especificamente em aplicac¸o˜es
onde a seguranc¸a e´ um aspecto cr´ıtico [72]. Foi importante registrar
o tempo de computac¸a˜o de cada tarefa sendo executada pelo sistema
embarcado durante a simulac¸a˜o HIL para ter uma estimac¸a˜o da capa-
cidade computacional do sistema embarcado e estipular um limite em
termos de tempo de amostragem e restric¸o˜es. Isto indicara´ com que
tipo de processos o sistema atual podera´ trabalhar.
Na Tab. (9) sa˜o mostrados os tempos referentes ao diferentes
testes deste experimento. Nota-se que, mesmo no pior caso (Teste 3),
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Tabela 9 – Resultados dos testes experimento 3. Os tempos, dados em
segundos, encontram-se na forma x¯/σ, onde x¯ e´ o valor me´dio e σ o
desvio padra˜o.
Teste 1 2 3
Varia´veis de Decisa˜o 35 35 50
Quantidade de Restric¸o˜es 140 70 200
Tempo Otimizac¸a˜o (s) 14, 25/2, 60 5, 87/0, 65 34, 0/5, 47
Tempo outras operac¸o˜es (s) 0, 28/0, 25 0, 26/0, 13 0, 32/0, 14
Tempo total (s) 14, 52/2, 60 6, 12/0, 67 34, 31/5, 46
onde o nu´mero de restric¸o˜es e de varia´veis de decisa˜o sa˜o maiores, o
tempo necessa´rio para calcular a ac¸a˜o de controle e´ de 50,7 segundos
com 99 % de certeza. No entanto, este e´ um tempo muito pro´ximo do
tempo de amostragem. Desta forma, e´ suger´ıvel aplicar os paraˆmetros
do Teste 1, ou seja, reduzir os horizontes de controle. Veja que isto
na˜o comprometera´ a resposta do sistema, como visto na Fig. (43), e
permitira´ que o tempo total seja reduzido para 22,32 segundos com
99% de certeza. Neste caso enta˜o, seria via´vel a utilizac¸a˜o do proto´tipo
para o controle deste processo.
6.3 EXPERIMENTO 4: INTEGRAC¸A˜O COM PROCESSO REAL
Para a validac¸a˜o final do proto´tipo, tinha-se como objetivo o
controle de um processo real com o sistema embarcado. Para tanto,
utilizou-se a Planta Dida´tica III da SMAR [73], localizada no Depar-
tamento de Automac¸a˜o e Sistemas da UFSC.
O objetivo da Planta Dida´tica SMAR e´ demonstrar didatica-
mente a operac¸a˜o das diversas malhas de controle presentes na planta
utilizando os mesmos equipamentos e ferramentas de configurac¸a˜o de-
senvolvidos para aplicac¸a˜o em controle industrial [74]. O processo, cuja
esquematizac¸a˜o simplificada pode ser vista na Fig. (45), e´ constitu´ıdo
de treˆs tanques em cascata que formam um circuito fechado. O Tanque
de Alimentac¸a˜o fornece a a´gua que, pelo uso de uma bomba centr´ıfuga,
alimenta o Tanque 1. A vaza˜o de alimentac¸a˜o deste tanque e´ con-
trolada pela abertura da va´lvula V1. Quando o Tanque 1 esta´ cheio, a
a´gua excedente e´ transportada por uma tubulac¸a˜o para o Tanque 2 que
possui formato coˆnico, diferentemente dos outros tanques que possuem
formato cil´ındrico. A a´gua que chega ao Tanque 2 escoa de volta para
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Figura 45 – Esquema da Planta Dida´tica III da SMAR.
o Tanque de Alimentac¸a˜o atrave´s de uma tubulac¸a˜o em seu fundo, e
tambe´m atrave´s de sa´ıdas auxiliares que podem ser abertas atrave´s das
va´lvulas manuais Vp1, Vp2 e Vp3, de forma a introduzir perturbac¸o˜es no
sistema. Tambe´m e´ poss´ıvel controlar a temperatura da a´gua que cir-
cula pelo processo ao acionar as resisteˆncias ele´tricas de imersa˜o, repre-
sentadas por R, presentes dentro do Tanque 1. Desta forma, decidiu-se
realizar um experimento onde se deseja controlar o n´ıvel do Tanque
2 e a temperatura da a´gua circulante medida no Tanque 1 atrave´s a
abertura da va´lvula V1 e do acionamento das resisteˆncias R.
A instrumentac¸a˜o desta planta dida´tica e´ fundamentada na tec-
nologia FOUNDATION Fieldbus. Sa˜o utilizados instrumentos inteli-
gentes, capazes de executar distribuidamente e de forma dedicada todo
o controle do processo. Entre os instrumentos, encontram-se va´lvulas
de controle FY302 [18], rotaˆmetros para detecc¸a˜o de fluxo no tubulac¸a˜o,
sensores de n´ıvel, resisteˆncias de imersa˜o para aquecimento da a´gua,
bomba centr´ıfuga, entre outros. Ale´m disso, existe um dispositivo de
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ligac¸a˜o (LAS), modelo DFI302, responsa´vel pelo gerenciamento da rede
FF e um CLP (LC700) que coordena os equipamentos que na˜o supor-
tam a rede FF e tambe´m realiza o intertravamento da planta.
Como o gerenciamento da rede FF e´ feito pelo dispositivo de
ligac¸a˜o DFI302, e´ a partir dele que sera´ feita a integrac¸a˜o com o
proto´tipo desenvolvido atrave´s da rede MODBUS. O DFI302 ja´ possui
uma entrada serial RS232, enta˜o, para instalar o proto´tipo, foi ne-
cessa´rio apenas a conexa˜o de um cabo entre os equipamentos. Na Fig.
(46) e´ mostrado o esquema da integrac¸a˜o entre o processo existente e
o proto´tipo.
Figura 46 – Esquema dos dispositivos da planta dida´tica e sua inte-
grac¸a˜o com o proto´tipo.
Instalado o sistema embarcado, primeiramente foi feita a confi-
gurac¸a˜o da comunicac¸a˜o no dispositivo DFI302. A configurac¸a˜o deste
dispositivo e de todos os equipamentos FF e´ feita atrave´s do soft-
ware Smar SYSCON. Atrave´s deste programa, a configurac¸a˜o dos equi-
pamentos e dos lac¸os de controle na rede FF se resume a adicionar
blocos que representam diferentes func¸o˜es (controlador PID, entrada
analo´gica, sa´ıda analo´gica, etc.), e fazer as ligac¸o˜es apropriadas entre
os blocos adicionados. Na tela mostrada na Fig. (47) pode ser visto um
exemplo onde ha´ a ligac¸a˜o entre blocos MODBUS, blocos de entradas
e sa´ıdas analo´gicas e blocos de dois controladores PID no programa
SYSCON.
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Portanto, para configurar a comunicac¸a˜o MODBUS, foi preciso
adicionar os blocos Configurac¸a˜o MODBUS (MBCF), que configura
como sera˜o transmitidos os dados atrave´s da rede, e Controle MODBUS
Mestre (MBCM), que e´ o bloco responsa´vel por ler e escrever dados
atrave´s da rede MODBUS. Na Fig. (48) e´ mostrada a tela do SYSCON
depois de adicionados e configurados os blocos MODBUS.
Figura 47 – Tela de adic¸a˜o de blocos do programa SYSCON.
Apo´s a configurac¸a˜o adequada dos paraˆmetros destes blocos,
feita com o aux´ılio do manual fornecido pela Smar [75], verificou-se se a
integrac¸a˜o entre rede FF e proto´tipo estava funcionando corretamente.
Para isso, atrave´s do programa SYSCON, foram feitas operac¸o˜es de
leitura e escrita na memo´ria do sistema embarcado atrave´s da rede
industrial, o que ocorreu sem nenhum problema.
6.3.1 Controle da Planta Dida´tica
Com o proto´tipo integrado ao processo, restou realizar os pro-
cedimentos de ajuste do controlador MPC. Primeiramente e´ preciso
identificar o modelo do processo. Para isso, com a planta no ponto de
operac¸a˜o escolhido, aplicou-se sequeˆncias de degraus nas entradas do
processo: abertura da va´lvula (u1) e poteˆncia (u2). Depois de coleta-
dos os dados de identificac¸a˜o, chegou-se ao seguinte modelo linearizado,
onde os tempos sa˜o dados em segundos:
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Figura 48 – Tela principal do programa SYSCON apo´s a adic¸a˜o dos
blocos MODBUS.
[
Y1(s)
Y2(s)
]
=

1,44
59,62s+1 0
−1,8·10−4
s
5,62·10−4
s
[ U1(s)U2(s)
]
. (6.7)
onde y1 e y2 sa˜o, respectivamente, o n´ıvel do Tanque 2 e a temperatura
do Tanque 1. Todas as varia´veis esta˜o normalizadas e variam de 0
a 100, e todas as unidades esta˜o em porcentagem, com excec¸a˜o da
temperatura que e´ medida em graus cent´ıgrados mas, por variar entre
0 e 100 oC, esta se encontra normalizada em relac¸a˜o a`s outras varia´veis.
O ponto de operac¸a˜o escolhido foi: y¯1 = 40%, y¯2 = 40
oC, u¯1 = 60%
e u¯2 = 0%. E´ importante explicar que a dinaˆmica da temperatura
em relac¸a˜o a`s entradas e´ integradora devido ao fato de o processo ser
um circuito fechado, isto e´, a a´gua circula continuamente entre os treˆs
tanques. Assim, o que faz a temperatura da a´gua diminuir e´ a troca
te´rmica com o ambiente, que e´ pequena em relac¸a˜o ao fornecimento de
calor pelas resisteˆncias, o que faz a temperatura subir continuamente
caso as resisteˆncias sejam ligadas.
Como o objetivo principal deste experimento e´ mostrar a in-
tegrac¸a˜o do proto´tipo com um processo real e na˜o as vantagens de
algoritmos preditivos, optou-se por um ajuste simples do controlador
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de forma a apenas garantir seguimento de refereˆncia e rejeic¸a˜o de per-
turbac¸o˜es com tempo de assentamento pro´ximo do tempo de malha
aberta. Atrave´s dos resultados de simulac¸o˜es, adotou-se o tempo de
amostragem de Ts = 15 s e chegou-se aos seguintes paraˆmetros de
ajuste para o algoritmo GPC: N1 = 10, N2 = 20, Nu1 = Nu2 = 5 e
Qy = Qu = diag(I, I). Foram utilizadas restric¸o˜es apenas nos valo-
res absolutos dos sinais de controle: [U1,min, U1,max] = [55 %, 75 %] e
[U2,min, U2,max] = [0 %, 30 %]. Este ajuste, pelas simulac¸o˜es com o mo-
delo nominal, fara´ com que o tempo de assentamento do sistema seja
de aproximadamente 3 minutos para o n´ıvel e de 8,5 minutos para a
temperatura.
Figura 49 – Sa´ıdas da planta SMAR no experimento 3.
6.3.2 Resultados
Nas figuras (49) e (50) sa˜o mostrados, respectivamente, os gra´-
ficos das sa´ıdas e entradas do processo durante a realizac¸a˜o deste ex-
147
Figura 50 – Entradas da planta SMAR no experimento 3.
perimento. O controle atrave´s do sistema embarcado e´ iniciado com o
processo fora do ponto de operac¸a˜o, com o n´ıvel em 20 % e a tempera-
tura em 35 oC. O controlador projetado leva cerca de 2 minutos para
levar a planta ao n´ıvel do ponto de operac¸a˜o e aproximadamente 10
minutos no caso da temperatura, o que esta´ de acordo com os resulta-
dos obtidos com a simulac¸a˜o do modelo do processo considerando que
existem erros de modelagem. Em t = 18, 2 min muda-se a refereˆncia de
n´ıvel para 50 % e em t = 25, 8 min a refereˆncia de temperatura passa
a ser 45 oC. Percebe-se que o controlador projetado e´ capaz de estabi-
lizar o sistema e de seguir as refereˆncias dadas sem violar as restric¸o˜es
estipuladas. Nota-se, no entanto, oscilac¸o˜es no sinal de controle de
poteˆncia. Isto e´ causado pela resoluc¸a˜o do acionamento dos resistores,
que na˜o consegue aplicar um valor de poteˆncia muito pequeno. Assim,
o controlador e´ forc¸ado a aplicar ciclicamente um valor maior e menor
fazendo a temperatura da a´gua sofrer pequenas oscilac¸o˜es.
Ao final do experimento, foram recuperados os dados temporais
relacionados ao processamento feito pelo sistema embarcado, que sa˜o
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sintetizados na Tab. (10). O tempo requerido pelo proto´tipo para
gerar a ac¸a˜o de controle e´ 2,76 segundos com certeza de 99 %, cerca
de cinco vezes menor que o tempo de amostragem, o que, junto com os
resultados mostrados nas figuras (49) e (50), mostra que o proto´tipo e´
capaz de controlar esse sistema adequadamente.
Tabela 10 – Resultados temporais do experimento 4. Os tempos, dados
em segundos, encontram-se na forma x¯/σ, onde x¯ e´ o valor me´dio e σ
o desvio padra˜o.
Teste Planta SMAR
Varia´veis de decisa˜o 10
Quantidade de restric¸o˜es 20
Tempo Otimizac¸a˜o 1,45/0,31
Tempo outras operac¸o˜es 0,11/0,17
Tempo total 1,56/0,4
6.4 CONCLUSO˜ES
Durante este cap´ıtulo, foram mostrados alguns dos experimen-
tos realizados para validar o proto´tipo criado. Inicialmente foi feita
uma avaliac¸a˜o da capacidade computacional do proto´tipo atrave´s de
experimentos HIL com exemplos apresentados em livros sobre controle
preditivo. Depois foi feita um experimento mais realista utilizando um
simulador profissional de processos qu´ımicos. Por u´ltimo, para mostrar
de forma concreta que o proto´tipo desenvolvido funciona, realizou-se
um experimento com uma planta real que possui dispositivos FOUN-
DATION Fieldbus.
Com os resultados apresentados neste cap´ıtulo, mostra-se que o
proto´tipo produzido e´ capaz de atingir o objetivo especificado para o
projeto: controle de plantas de me´dio e pequeno porte com dinaˆmicas
lentas.
O pro´ximo cap´ıtulo apresentara´ as concluso˜es finais deste projeto
e as propostas de trabalhos futuros.
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7 CONCLUSA˜O
Este trabalho mostrou os resultados obtidos no desenvolvimento
de um controlador MPC baseado em um sistema embarcado de baixo
custo visando processos industriais de pequeno e me´dio porte de dinaˆmi-
cas lentas onde o uso de algoritmos preditivos, se bem ajustados, per-
mitem melhorar a qualidade da produc¸a˜o. Controladores MPC na˜o sa˜o
adotados nestes tipos de processos porque os investimentos em te´cnicas
avanc¸adas de controle na˜o sa˜o, atualmente, economicamente via´veis.
O produto desenvolvido tenta solucionar este problema oferecendo um
equipamento de baixo custo facilmente integra´vel com processos exis-
tentes, e que suporta diferentes protocolos de comunicac¸a˜o, o que fara´
com que sua instalac¸a˜o seja mais fa´cil e barata pois utilizara´ a infra-
estrutura existente da planta.
No cap´ıtulo introduto´rio deste documento foram apresentadas
as caracter´ısticas que o produto desenvolvido deveria ter. Estas carac-
ter´ısticas sa˜o listadas novamente a seguir, com comenta´rios sobre os
resultados obtidos:
• Fa´cil integrac¸a˜o com processos industriais existentes atrave´s do
suporte a diferentes redes industriais, por exemplo, Fieldbus,
MODBUS, PROFIBUS-PA: isto foi obtido com a implementac¸a˜o
do protocolo MODBUS, pois e´ um protocolo aberto e livre de
licenc¸as que e´ suportado por praticamente todas as redes indus-
triais mais novas;
• Configurac¸a˜o ra´pida dos paraˆmetros do controlador: isto e´ feito
atrave´s de um arquivo XML produzido atrave´s da Interface de
Usua´rio;
• Suporte a diferentes algoritmos MPC, permitindo que o usua´rio
escolha a melhor opc¸a˜o para um determinado processo: foram
implementados os algoritmos GPC, DTCGPC e SSMPC.
Os resultados dos experimentos reforc¸am as caracter´ısticas lista-
das. Foi mostrado que o proto´tipo e´ capaz de trabalhar com plantas de
pequeno e me´dio porte com dinaˆmicas lentas (Sec¸a˜o 6.1 e 6.3) e que a
versa˜o atual ja´ e´ capaz de ser integrada a` infra-estrutura de processos
existentes sem muito trabalho (Sec¸a˜o 6.3).
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7.1 TRABALHOS FUTUROS
Apesar dos bons resultados obtidos, algumas funcionalidades
precisam ser adicionadas e outras, ja´ existentes, melhoradas. Assim,
sugere-se que, na continuac¸a˜o deste projeto, os seguintes pontos sejam
considerados:
• Algoritmos MPC:
a) Suporte ao uso de func¸o˜es objetivos diferentes, que permitam
um ajuste melhor do controlador MPC;
b) Adic¸a˜o de algoritmos baseados em respostas ao degrau, tal
como o DMC;
c) Adic¸a˜o de algoritmos MPC na˜o-lineares como o PNMPC
[39];
d) Adic¸a˜o de um observador de estados no algoritmo SSMPC
quando na˜o e´ poss´ıvel obter a leitura direta de todos os es-
tados;
e) Adic¸a˜o de te´cnicas de controle adaptativo;
• Otimizac¸a˜o:
a) Implementac¸a˜o de um algoritmo de otimizac¸a˜o pro´prio, de
forma a ter controle maior sobre esta tarefa. Devera´ ser
adicionado a este algoritmo a capacidade de detecc¸a˜o e tra-
tamento de problemas quadra´ticos infact´ıveis e tambe´m se a
soluc¸a˜o sera´ obtida dentro do per´ıodo de amostragem, como
discutido na Sec¸a˜o 4.6.2;
b) Adic¸a˜o de te´cnicas de reduc¸a˜o de restric¸o˜es, de forma a re-
duzir o tempo de otimizac¸a˜o;
c) Ana´lise para verificar se a implementac¸a˜o de uma biblioteca
de otimizac¸a˜o em C ou C++ reduziria de forma relevante o
tempo de otimizac¸a˜o;
• Software do sistema embarcado:
a) Caso seja implementado uma biblioteca de otimizac¸a˜o de-
termin´ıstica, torna-se poss´ıvel a utilizac¸a˜o de sistemas ope-
racionais de tempo real, pois todas as outras operac¸o˜es do
software sa˜o determin´ısticas;
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b) Ajustes ou alterac¸a˜o da metodologia de desenvolvimento de
software adotada para acomodar os aspectos de tempo real
inerentes a` aplicac¸a˜o de controle de processos, podendo fazer
uso de frameworks de projetos de sistemas de tempo real
como o SIMOO-RT [76];
c) Avaliac¸a˜o da existeˆncia de condic¸o˜es de deadlock e outros
testes de desempenho como WCET (Worst Case Execution
Time), que mede o pior tempo de execuc¸a˜o de um algo-
ritmo, e SIL (Safety Integrity Level), que proporciona uma
medida probabil´ıstica de quando o dispositivo sofrera´ uma
falha perigosa;
• Interface de Usua´rio:
a) Melhoramentos da interface para torna´-la mais amiga´vel;
b) Adic¸a˜o de te´cnicas de identificac¸a˜o de sistemas para auxiliar
o usua´rio na obtenc¸a˜o do modelo do processo;
Para tornar o proto´tipo criado pronto para ser utilizado em um
processo real, deve-se levar em conta principalmente a questa˜o de fac-
tibilidade e obtenc¸a˜o da ac¸a˜o de controle dentro do per´ıodo de amos-
tragem, o uso de um SO de tempo real para garantir determinismo
para a aplicac¸a˜o e a questa˜o dos testes de desempenho de software
mencionados.
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A.1 TABELAS DE REQUISITOS
Tabela 11 – Tabela descrevendo o requisito funcional F1 - Atualizar
novos dados.
F1 - Atualizar dados do processo
Descric¸a˜o - os dados recebidos atrave´s da rede passa por um processo
de conversa˜o linear (y = Ax + B) e, no caso do sensor, filtragem.
Depois sa˜o armazenados adequadamente para uso no ca´lcula da ac¸a˜o
de controle.
Restric¸o˜es Na˜o-Funcionais
NF1.1 - Possibilidade de ajuste dos coeficientes lineares de conversa˜o
A e B.
NF1.2 - os dados sa˜o: refereˆncias, sa´ıdas, perturbac¸o˜es e sinais de
controle.
Tabela 12 – Tabela descrevendo o requisito funcional F3 - Alterar Modo
de Controle.
F3 - Alterar Modo de Controle
Descric¸a˜o - permite a comutac¸a˜o entre modo automa´tico e manual.
Restric¸o˜es Na˜o-Funcionais
NF1.1 - Permitir que o usua´rio troque a qualquer momento o modo
de controle.
NF1.2 - o algoritmo MPC deve continuar a ser atualizado para, quando
ocorrer uma troca de modo manual para automa´tico, as varia´veis in-
ternas ja´ estejam atualizadas.
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Tabela 13 – Tabela descrevendo o requisito funcional F4 - Transmissa˜o
de dados.
F4 - Transmissa˜o de dados
Descric¸a˜o - Receber e enviar dados atrave´s da rede industrial dis-
pon´ıvel.
Restric¸o˜es Na˜o-Funcionais
NF1.1 - Permitir a escolha entre redes MODBUS, ETHERNET,
RS232, RS485.
NF1.2 - ser tolerante a falhas de comunicac¸a˜o.
NF1.3 - registrar quando os novos dados foram recebidos, de forma
assim, se um certo dado na˜o for atualizado durante um per´ıodo deter-
minado, e´ acionado um alarme devido a falta de atualizac¸a˜o de dados.
Tabela 14 – Tabela descrevendo o requisito funcional F5 - Configurac¸a˜o
MPC.
F5 - Configurac¸a˜o do MPC
Descric¸a˜o - determinac¸a˜o dos paraˆmetros de configurac¸a˜o do MPC
atrave´s da Interface de Usua´rio.
Restric¸o˜es Na˜o-Funcionais
NF1.1 - Permitir escolha dos algoritmos preditivo
NF1.2 - Permitir a escolha de quais restric¸o˜es sera˜o utilizadas
NF1.3 - A Interface de Usua´rio deve permitir a simulac¸a˜o do contro-
lador projetado para verificar se o ajuste foi feito de forma adequada.
Tabela 15 – Tabela descrevendo o requisito funcional F6 - Configurac¸a˜o
Rede Industrial.
F6 - Configurac¸a˜o do MPC
Descric¸a˜o - Permitir a escolha do tipo de rede e a definic¸a˜o de seus
paraˆmetros de configurac¸a˜o.
Tabela 16 – Tabela descrevendo o requisito funcional F7 - Verificac¸a˜o
do Estado do Programa.
F7 - Verificac¸a˜o do Estado do Programa
Descric¸a˜o - Permitir a verificac¸a˜o de erros e do estado atual do sistema
embarcado atrave´s da Interface de Usua´rio.
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A.2 CLASSES DOS PROJETO DE SOFTWARE
Figura 51 – Classes dos algoritmos de controle.
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Figura 52 – Classes dos instrumentos.
167
Figura 53 – Classes das interfaces de rede.
Figura 54 – Classes dos modelos do processo.
168
Figura 55 – Classes dos processos.
169
Figura 56 – Classe das redes industriais.
