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Abstract
The processes inside the arc tube of high-intensity discharge lamps are inves-
tigated by finite element simulations. The behavior of the gas mixture inside
the arc tube is governed by differential equations describing mass, energy and
charge conservation as well as the Helmholtz equation for the acoustic pressure
and the Navier-Stokes equation for the flow driven by the buoyancy and the acous-
tic streaming force. The model is highly nonlinear and requires a recursion proce-
dure to account for the impact of acoustic streaming on the temperature and other
fields. The investigations reveal the presence of a hysteresis and the correspond-
ing jump phenomenon, quite similar to a Duffing oscillator. The similarities and,
in particular, the differences of the nonlinear behavior of the high-intensity dis-
charge lamp to that of a Duffing oscillator are discussed. For large amplitudes the
high-intensity discharge lamp exhibits a stiffening effect in contrast to the Duffing
oscillator.
1 Introduction
High-intensity discharge (HID) lamps are encountered in many lighting applications.
State of the art are metal halide (MH) lamps (Figure 1), which possess a sun-like light
characteristic. To avoid a demixing of the arc tube content and to reduce erosion of
the electrodes, HID lamps are typically operated at 400 Hz alternating current. The
size and the cost of the drivers could be reduced considerably, if the lamps would be
operated at approximately 300 kHz [1]. Unfortunately, at these high frequencies the
periodic heating of the plasma induces acoustic resonances, which, in turn, result in
light flicker and even severer problems [2]. In previous articles we have presented
results of finite-element (FE) simulations, which have been carried out to obtain an
understanding of the mechanisms responsible for light flicker [3–5]. Here we elaborate
on the interpretation of the findings in terms of a nonlinear oscillator.
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Figure 1: Design of a MH lamp (Philips 35 W 930 Elite). The arc tube is filled with
argon, mercury and metal halides. The distance between the electrodes is 4.8 mm. The
upward bending of the plasma arc is due to buoyancy. The temperature in the plasma
arc is about 6000 K and drops to ca. 1500 K at the ceramic walls.
2 Modeling
Dreeben pursued the most direct approach for the modeling of an HID lamp by setting
up a transient model [6]. In order to obtain results within reasonable CPU-time, he
had to restrict himself to a 2D-model corresponding to a lamp with an arc tube of
infinite length. To attain a more realistic description, we use a 3D-model. We set up
a time-independent model in the frequency domain to compensate for the additional
degrees of freedom. The idea is to identify light flicker by the appearance of instable
solutions. It is not possible to take advantage of the axisymmetric lamp design, since
for a horizontally operated lamp the upward bending of the plasma arc due to buoyancy
violates the symmetry.
A relatively simple model describing the processes in the ceramic walls, the elec-
trodes and the interior of the arc tube comprises coupled partial differential equations
(PDE) representing the conservation of mass, energy, electric charge and momentum,
respectively (thermal plasma model [2]). The Navier-Stokes equation (momentum con-
servation) has to be supplemented by the equation of state of an ideal gas. To model
the generation and propagation of sound waves, three additional PDEs for the acoustic
pressure, the acoustic temperature and the sound particle velocity are needed (visco-
thermal acoustic model [7]). It has been suspected that acoustic streaming (AS) plays
an important role for the generation of light flicker [8]. AS is a directed flow in a
fluid, driven by high amplitude periodic sound waves. It is incorporated into the model
by a force term in the Navier-Stokes equation. The model is completed by appro-
priate boundary conditions and coefficients describing the physical properties of the
materials. Some of these coefficients such as viscosity and thermal conductivity are
temperature dependent and, therefore, field variables themselves. Their temperature
dependencies are described by heuristic functions [4].
Due to the complexity of this model, it is not suitable for the computer resources
at our disposal. A considerable reduction of the required computer resources can be
obtained by replacing the three PDEs for the modeling of sound waves by the inhomo-
geneous Helmholtz equation for the acoustic pressure. The inhomogeneity describing
the generation of sound is identical to the resistive loss density minus the power den-
sity for the generation of electromagnetic radiation. The solution of the Helmholtz
equation can be expressed in terms of an acoustic mode expansion, and the modes
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can readily be obtained numerically. This approach has the disadvantage of not tak-
ing acoustic loss into account. However, it is possible to incorporate loss by means of
loss factors [4, 9, 10]. In our model, we have included viscous loss and loss due to
thermal conductivity in the interior of the arc tube and at the inner surface of the arc
tube as well. The simulations based on the mode expansion model consist of several
consecutive steps (Figure 2):
1. The Thermal Plasma Model is solved. The main results of this step are the
temperature field and the inhomogeneity term of the Helmholtz equation.
2. On the basis of the temperature field, the acoustic modes and natural frequencies
are determined. The inhomogeneity term and the loss factors allow determining
the amplitude of the sound pressure at a certain excitation frequency.
3. The sound particle velocity is calculated from the acoustic pressure. It has to be
multiplied by a heuristical factor, which is equal to one in the interior of the arc
tube and drops to zero near the wall. In this way, it is possible to account for the
no-slip condition of the sound particle velocity [11, 12].
4. Once the sound particle velocity is available, the force term driving AS can be
determined. The AS force is added to the buoyancy force term in the Navier-
Stokes equation and the complete procedure has to be repeated starting from
step 1. Thus, a recursion loop is initiated. Once convergence has been reached,
the recursion is terminated.
5. The procedure is repeated for a slightly shifted frequency until the frequency
range of interest is covered (frequency scan). In the simulations, the converged
solution of the previous frequency is used as initial configuration for the simu-
lation at the new frequency. This guarantees that the qualitative character of the
solutions corresponding to neighboring frequencies is identical. Loss of conver-
gence can then be interpreted as an indication that the respective solution does
not represent a physically stable state anymore1.
Using the mode expansion method, despite the necessity of the recursion, leads
to results within manageable computing times. The advantage is due to the fact that
the acoustic model, obtained as described above, is linear. All details of the mode
expansion approach can be found in [4].
3 Results
For the lamps supplied by Philips, the lowest light flicker frequencies typically is near
42 kHz. The FE model identifies two acoustic modes in the vicinity of this fre-
quency. The two modes are degenerate, if gravity and, therefore, the buoyancy force
are switched off. In the presence of gravity, only the mode depicted in Figure 3 is ex-
cited and generates sound waves. The depicted mode corresponds to the first iteration
1This interpretation is supported by the results obtained by the accompanying experiments.
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Figure 2: Schematic description of the recursion.
Figure 3: Acoustic mode resulting from the first iteration of the recursion loop. The
natural frequency is 47.8 kHz. Depicted is the absolute value of the acoustic pressure
in arbitrary units. Blue indicates the pressure node. The mode corresponds to the first
iteration of the recursion loop (no AS force).
of the recursion loop, when the AS force is zero and the acoustic model (the Helmholtz
equation) is not yet coupled to the plasma model. Close to resonance (see Section 3.1)
a strong AS flow exists when the recursion has converged. The impact of the AS flow
field is a shift of the natural frequency, but no alteration to the general pattern of the
mode.
In principle the interest is on the response of the acoustic pressure. The acoustic
pressure data is available in the results of the FE simulations, but there is no simple way
for its measurement. The quantity most easily accessible for measurement and also
available from the data obtained in the FE simulations is the voltage drop between the
electrodes. Hence we focus on the voltage instead of the acoustic pressure. Figure 4
summarizes the corresponding simulation results. In the following we interpret the
figure by discussing the projections of the curve depicted in blue to the three coordinate
planes. During the discussion we will present evidence that the HID lamp behaves in
some respects similar to a nonlinear oscillator. As a prerequisite it seems helpful to
recount some basic facts on oscillators.
An unforced, undamped oscillator with a linear spring oscillates with its natural
frequency, which is determined by the stiffness of the spring and the mass of the bob.
For a nonlinear spring, the stiffness varies with the displacement and, since the stiffness
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Figure 4: Connection of excitation frequency, natural frequency and voltage drop re-
sulting from the FE simulations (blue symbols). The black symbols result from pro-
jections of the blue curve to the respective plane. The meaning of the green line and
of the distinction of data points represented by circles and crosses are explained in
Section 3.1.
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Figure 5: Natural frequency vs. excitation frequency resulting from the FE simulations.
The inlay shows an enlargement of the downward scan data for fexc ≤ 46.50 kHz.
determines the natural frequency, the natural frequency depends on the amplitude of the
oscillation.
The bob of a forced oscillator moves with an amplitude that depends on the de-
viation of the forcing or excitation frequency and natural frequency. Therefore, for a
nonlinear oscillator a shifting of the excitation frequency results in a variation of the
natural frequency. Since the physical behavior of the HID lamp is highly nonlinear, a
corresponding behavior is expected and this assumption is confirmed in the following
section.
3.1 Natural Frequencies
Figure 5 shows how the natural frequency varies with the excitation frequency. Assum-
ing weak damping, natural frequency and resonance frequency practically coincide.
Therefore, when the excitation frequency is tuned to the natural frequency resonance
occurs. Resonance corresponds to a point on the diagonal of Figure 5.
When approaching resonance by an upward scan of the excitation frequency fexc,
the natural frequency has an almost constant value just below the natural frequency
of the mode of the linear acoustic system depicted in Figure 3. This is to be expected,
since far off the resonance the amplitude of the sound wave is small and the influence of
the nonlinearity can be neglected. Only when the excitation frequency is near the reso-
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nance line, the nonlinearity shows in the data by a small drop of the natural frequency.
The simulations cannot be extended to higher frequencies, since the simulations do not
converge anymore. From the lack of convergence we conclude that near the resonances
the system is unstable. We estimated the resonance frequency fres by a fit of the data
to the function a log(fres − fexc) + b and found fres = 47.15 kHz. The values of the
parameters a and b are not important here. Figure 5 shows that the fit to the simulation
results is excellent.
When approaching the resonance by a downward scan of the excitation frequency,
the natural frequency drops by ca. 1 kHz. In this case it is possible to get very close
to the resonance line before convergence gets lost. As expected, the data reveals that a
variation of the excitation frequency results in a sizable shift of the natural frequency.
At a first glance it appears as if the drop of the natural frequency in the downward scan
is described by a straight line. A close inspection of the inlay in the figure reveals that
the curve near the resonance systematically bends towards the resonance line. It is not
clear to us which function should be used to describe the data. Therefore, we tried to
estimate the corresponding resonance frequency by visual inspection. Our estimate is
that it lies in the range between 46.25 kHz and 46.27 kHz.
There is a second reason, why the description of the downward scan data by a
straight line cannot be correct: As mentioned before, far off the resonance the influence
of the nonlinearity can be neglected. Therefore, an extrapolation of the data to higher
excitation frequencies should result in an asymptotic approach to the black horizontal
line representing the natural frequency of the linear acoustic model. Figure 5 depicts a
straight line fit to the downward scan data for the excitation frequency range 46.65 kHz
to 47.20 kHz in the middle of the complete downward scan frequency range. The
deviation of the fit line and the data for fexc > 47.20 kHz indicates the beginning of
the asymptotic approach.
3.2 Backbone Curves
Next, we consider the plane spanned by the axis of the natural frequency and the axis
of the voltage drop. As mentioned above the natural frequency of a nonlinear oscil-
lator varies with the amplitude of the unforced oscillation. A graph which depicts the
connection of natural frequency and amplitude is called backbone curve2 [13]. The
backbone curve of a linear oscillator is trivial: Since the natural frequency constant, it
is a straight line parallel to the amplitude axis.
Almost 100 years ago, Georg Duffing investigated a certain type of idealized non-
linear oscillator [14]. The restoring force of the Duffing oscillator of angular fre-
quency ω0 = 1 is described by
F (x) = x+ γx3, (1)
where x is the deflection of the bob from the position of equilibrium and γ is a con-
stants. For γ > 0 the spring stiffens with increasing deflection and for γ < 0 the spring
2In a previous publication we used a different definition of the term backbone curve [5]. In the leading
order of a perturbation expansion the two definitions lead to identical expressions.
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Figure 6: Left: Backbone curve of a Duffing oscillator with a softening spring. The
vertical blue line is the (trivial) backbone curve of the corresponding linear oscillator
(γ = 0). The dotted horizontal line corresponds to the critical amplitude xcrit. Right:
Backbone curve resulting from the simulations of the HID lamp. The vertical blue line
is the (trivial) backbone curve resulting for AS force equal to zero.
becomes softer when it is stretched or compressed. If in the softening case the ampli-
tude exceeds a critical value xcrit, the force F (x) changes its character from attractive
(F (x) < 0) to repulsive (F (x) > 0), i. e. experiences a zero-crossing3. Formally,
F (x) ≤ 0 corresponds to a vanishing natural frequency.
The left part of Figure 6 depicts the backbone curve of a Duffing oscillator with a
softening spring. The curve has been obtained by solving the differential equation
x¨+ F (x) = 0 (2)
numerically for γ = −0.8. The curve ends once the amplitude reaches the critical
value xcrit. The right part of the figure depicts the backbone curve obtained from the
simulations of the HID lamp. The backbone curves of the two systems show a similar
general behavior. The most prominent difference is the steepening of the HID backbone
curve, which is not present in the case of the Duffing oscillator. The steepening at the
low frequency end of the curve, indicating the presence of a stiffening effect, continues
until the slope of the backbone curve is vertical. An inspection of the flow field reveals
that the occurrence of steepening is connected to the dominance by AS over buoyancy.
In a still idealized but more realistic model of an oscillator build from a softening
spring and a bob (modified Duffing oscillator), the steepening can be understood in the
following way: At large amplitudes of the unforced oscillations the spring is stretched
so far that the spring degenerates to a wire, respectively, the spring is compressed
until neighboring coils come into contact. In both cases the systems experiences a
dramatic stiffening. The force exerted on the bob at such large deflections is much
larger than at smaller deflections. For the sake of simplicity it can be assumed that the
3A practical example for this is a ship floating in the water. If the ship is heeled by an external influence
and then released, the righting moment will result in an oscillation of the ship. When the angle of heel
increases to large values, the righting moment becomes weaker. At the critical angle of heel the righting
moment changes its sign and the ship will capsize.
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stretching and the behavior for compression can be described in identical ways, i. e.,
that F (−x) = −F (x).
The forces acting on the bob at large deflections are practically identical to the
forces acting on an elastic ball reflected between two walls. The bob/the ball is accel-
erated near the points of reversal and moves freely (ball) or almost freely (bob) during
the rest of their trajectory. As long as the materials can be considered to be elastic, the
bouncing frequency can be increased by applying appropriate initial conditions. In the
case of the bob this is linked to an additional stretching of the wire/a quenching of the
contacting coils and, therefore, a larger amplitude of the oscillation. Concerning the
backbone curve this results in a steepening until the slope is vertical. It seems natural
to assume that corresponding effects emerge in the case of the lamp and account for
the steepening in Figure 6.
3.3 Forced Oscillations
Finally we consider the plane spanned by the axis of the excitation frequency and the
axis of the voltage drop. The left part of Figure 7 shows the response of a Duffing oscil-
lator with a softening spring. The frequency scans have been calculated by numerically
solving the differential equation
x¨+ 2ζx˙+ F (x) = x0 cos(Ωτ) (3)
with γ = −0.8, ζ = 0.028 and x0 = 0.06 and by varying the angular frequency Ω
in small steps. In the upward scan the system jumps at Ω1 = 0.875 to a considerably
larger value of the amplitude and in the downward scan to a smaller amplitude value at
Ω2 = 0.602, a behavior well known from the Duffing oscillator. The two frequencies
f1 := Ω1/2pi and f2 := Ω2/2pi are called jump frequencies. The different behaviors
of the system in up- and downward frequency scans exhibit the characteristic of a
hysteresis.
The right part of Figure 7 shows the results for the response of the voltage drop ob-
tained from the simulations of the HID lamp. Again, strong similarities in the behavior
of the Duffing oscillator and the HID lamp can be detected. The jump phenomenon
offers an explanation for the light flicker effect. Obviously, no data from the upward
frequency scan exists above the resonance frequency resulting from the fit in Section
3.1. The estimated boundaries of the range of resonance frequencies for the down-
ward scan are also shown in the figure. Similarly to the backbone curves, the upper
branches of the response curves for the Duffing oscillator and the voltage drop exhibit
a pronounced distinction: Near the low frequency end the voltage drop curve steepens
strongly, while the response of the Duffing oscillator does not show such a behavior.
It is obvious that this steepening is related to the stiffening effect described in Section
3.2. In the experimentally measured voltage data a very similar behavior compared to
the one depicted in the right part of Figure 7 has been found [5].
The top part of Figure 8 qualitatively depicts the response curve of a Duffing oscil-
lator with a softening spring, which is obtained by applying a perturbation expansion
[15]. All frequencies below f2 and above f1 correspond to a unique value of the ampli-
tude. However, in the range from above f2 to below f1 the amplitude can attain three
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Figure 7: Left: Response of a Duffing oscillator with a softening spring. The dotted
horizontal line corresponds to the critical amplitude. Outside the hysteresis region the
up- and downward data are practically identical and, therefore, not discernible. At the
jump frequencies the response shows overshoots, which are related to the dynamics
of the jumps. Right: Results from the simulations of the HID lamp for the response
of the voltage drop. The dotted vertical lines indicate the location of the resonance
frequencies (Section 3.1).
different values. The branch of the response ranging from point A to point B represents
an unstable solution. Therefore, the frequency range from f2 to f1 is called interval
of bi-stability. It is in the nature of the process that the unstable branch of the solution
does not show in the numerical results depicted in Figure 7.
At the jump points A and B the tangent to the response curve is vertical. Each
of these two points constitutes a bifurcation point of a cyclic fold bifurcation [16]. It
would be interesting to identify the type of the bifurcation at the jump points of the
response of the HID lamp. However, the determination of the the system’s bifurcation
type would require to analyze the eigenvalues of the Jacobian and we are not able to do
that.
In the following we assume that the two stable branches of the response curve are
connected by a branch representing an unstable solution. Finding a way to connect the
stable branches of the response of the HID lamp, this is not possible without complica-
tions due to the steepening. If we rule out a scenario with crossing branches, we only
have two choices:
. The most obvious way is schematically depicted in the middle part of Figure 8.
This scenarios possesses one additional point of the response curve with a verti-
cal slope. For the HID lamp behavior we rule out this scenario, because it should
show in the simulation.
. The second possibility to connect the two stable branches is depicted in the bot-
tom part of Figure 8. In this case the response curve is not smooth. Instead it
has a singularity at the point of bifurcation. This seems to be the most likely
scenario.
To our knowledge, no qualitatively different scenarios offer a consistent descrip-
tion of the observed behavior so that no other consequences as the described ones are
10
Figure 8: Top: Response of the Duffing oscillator with softening spring [15]. The
dashed part of the curve corresponds to an unstable solution. Middle and bottom: Ten-
tative suggestions of response curves for the modified Duffing oscillator, respectively,
the HID lamp.
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possible for the behavior of the corresponding physical system. Unless we drop the as-
sumption that the stable branches of the response are connected by an unstable branch
and the unstable branch must not cross a stable branch, we do not see a way to avoid
such a scenario.
4 Conclusions
A stationary 3D FE model for the simulation of the processes in the arc tube of a certain
type of HID lamps has been set up. The aim was to obtain a better understanding of the
light flicker phenomenon, which worries the lighting industry for decades. In order to
restrict the necessary computer resources, the model includes a simplified description
of the plasma and the acoustic streaming effect. The results of the simulations reveal
that the response of the driven system exhibits properties, which strongly resemble that
of the forced Duffing oscillator with a softening spring. In particular, a hysteresis and
the jump phenomenon have been observed. However, the HID lamp exhibits features,
which do not have a counterpart in the Duffing oscillator. It seems that it is necessary to
use an new type of response curve to describe the behavior of the HID lamp properly.
Acknowledgment: This research was supported by the German Federal Ministry of
Education and Research (BMBF) under project reference 03FH025PX2 and Philips
Lighting.
12
References
[1] Grigoriy A. Trestman. Minimizing cost of HID lamp electronic ballast. In IEEE,
editor, Proceedings of the Annual Conference of the Industrial Electronics Soci-
ety, pages 1214–1218, Piscataway, 2002. IEEE.
[2] Peter Flesch. Light and light sources: High-intensity discharge lamps. Springer,
Berlin, 2006.
[3] Bernd Baumann, Marcus Wolff, John Hirsch, Piet Antonis, Sounil Bhosle, and
Ricardo V. Barrientos. Finite element estimation of acoustical response functions
in HID lamps. Journal of Physics D: Applied Physics, 42(22):225209, 2009.
[4] Bernd Baumann, Joerg Schwieger, Marcus Wolff, Freddy Manders, and Jos Sui-
jker. Numerical investigation of symmetry breaking and critical behavior of the
acoustic streaming field in high-intensity discharge lamps. Journal of Physics D:
Applied Physics, 48(25):255501, 2015.
[5] Bernd Baumann, Joerg Schwieger, Marcus Wolff, Freddy Manders, and Jos Sui-
jker. Nonlinear behavior in high-intensity discharge lamps. Journal of Physics
D: Applied Physics, 49(25):255201, 2016.
[6] Thomas D. Dreeben. Modelling of fluid-mechanical arc instability in pure-
mercury HID lamps. Journal of Physics D: Applied Physics, 41(14):144023,
2008.
[7] Nicolas Joly. Finite element modeling of thermoviscous acoustics on adapted
anisotropic meshes: Implementation of the particle velocity and temperature vari-
ation formulation. Acta Acustica united with Acustica, 96(1):102–114, Jan 2010.
[8] Farhang Afshar. The theory of acoustic resonance and acoustic instability in HID
lamps. Journal of Illuminating Engineering Society of North America, 5(1):27–
38, 2008.
[9] Lloyd B. Kreuzer. The physics of signal generation and detection. In Yoh-
Han Pao, editor, Optoacoustic spectroscopy and detection, pages 1–25. Academic
Press, New York, 1977.
[10] Bernd Baumann, Marcus Wolff, Bernd Kost, and Hinrich Groninga. Finite el-
ement calculation of photoacoustic signals. Applied Optics, 46(7):1120–1125,
2007.
[11] Gustav R. Kirchhoff. U¨ber den Einfluss der Wa¨rmeleitung in einem Gase auf die
Schallbewegung. Annalen der Physik und Chemie, 210(6):177–193, 1868.
[12] K. Schuster and W. Matz. U¨ber stationa¨re Stro¨mungen im Kundtschen Rohr.
Akustische Zeitschrift, 5:349–352, 1940.
[13] Richard H Rand. Lecture notes on nonlinear vibrations. 2012.
13
[14] Georg Duffing. Erzwungene Schwingungen bei vera¨nderlicher Eigenfrequenz und
ihre technische Bedeutung. Number 41-42. R, Vieweg & Sohn, 1918.
[15] Tama´s Kalma´r-Nagy and Balakumar Balachandran. Forced harmonic vibration of
a Duffing oscillator with linear viscous damping. In Ivana Kovacic and Michael J.
Brennan, editors, The Duffing equation, pages 139–174. John Wiley & Sons Inc.,
Chichester, UK, 2011.
[16] Jon Juel Thomsen. Some general effects of strong high-frequency excita-
tion: stiffening, biasing and smoothening. Journal of Sound and Vibration,
253(4):807–831, 2002.
14
