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Tracking Control of Nonlinear Networked and Quantized Control
Systems with Communication Delays
Wei Ren, and Junlin Xiong, Member, IEEE
Abstract—This paper studies the tracking control problem of
nonlinear networked and quantized control systems (NQCSs)
with communication delays. The desired trajectory is gener-
ated by a reference system. The communication network is
to guarantee the information transmission among the plant,
the reference system and the controller. The communication
network also brings about some undesired issues like time-
varying transmission intervals, time-varying transmission delays,
packet dropouts, scheduling and quantization effects, which lead
to non-vanishing network-induced errors and affect the tracking
performances. As a result, we develop a general hybrid system
model for NQCSs with all aforementioned issues. Based on
the Lyapunov approach, sufficient conditions are established to
guarantee the stability of the tracking error with respect to the
non-vanishing network-induced errors. The obtained conditions
lead to a tradeoff between the maximally allowable transmission
interval and the maximally allowable delay. Furthermore, the
existence of Lyapunov functions satisfying the obtained conditions
is studied. For specific time-scheduling protocols (e.g., Round-
Robin protocol and Try-Once-Discard protocol) and quantizers
(e.g., zoom quantizer and box quantizer), Lyapunov functions are
constructed explicitly. Finally, a numerical example is presented
to demonstrate the developed theory.
Index Terms—Lyapunov functions, networked control systems,
quantized control, tracking control, time-scheduling protocols.
I. INTRODUCTION
Because of fast development and widespread application
of digital network technologies, networked control systems
(NCSs) have attracted attention in the control community over
the past decades; see [1]–[5]. The presence of the network of-
fers considerable advantages over the traditional feedback con-
trol systems in terms of simplicity and flexibility in installation
and maintenance, low cost and convenient resource sharing.
On the other hand, the introduction of the limited-capacity
network also induces many issues. The network-induced is-
sues can be grouped into five types as follows [6]–[9]:
time-varying transmission intervals; time-varying transmission
delays; quantization errors; packet dropouts (caused by the
unreliability of the network); and communication constraints
(caused by the sharing of the network by multiple nodes and
the fact that only one node is allowed to transmit its packet per
transmission). Therefore, system modelling, stability analysis
and controller design are fundamental problems for NCSs.
Based on different modeling approaches and analysis methods,
many results have been obtained in the literature. For instance,
both system modelling and stability analysis have been studied
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in [8]–[12], and stabilizing controllers have been developed in
[6], [13]–[15].
However, as another fundamental problem in control theory,
tracking control has seldom been studied for NCSs; see [14],
[16]–[18]. The main objective of tracking control is to design
appropriate controller such that the considered system can
track a given reference trajectory as close as possible; see
[19]–[21]. In the tracking control, the controller consists of two
parts [16], [22]: the feedforward part to induce the reference
trajectory in the whole system, and the feedback part to ensure
the stabilization of the considered system and the convergence
to the reference trajectory. Compared with stability analysis,
the tracking control problem is well recognized to be more
general and more difficult [14], [23]. In addition, due to
the presence of the network, the aforementioned network-
induced issues have great impacts on the tracking performance.
For instance, both quantization and time-varying transmission
delays result in the feedforward error; the communication
constraints and limited capacity of the network deteriorate the
tracking performance. Therefore, only approximate tracking
can be achieved [16]. For instance, the approximate tracking
control problem has been studied in [16] for sampled-data
systems, and in [18] for NCSs with time-varying transmission
intervals and delays via the emulation-like approach as in [9],
[11]. However, observe from all the previous works that only
parts of the aforementioned issues are studied, which motivates
us to study this topic further.
In this paper, we study the tracking control problem for
nonlinear networked and quantized control systems (NQCSs)
with communication delays, which are nonlinear NCSs with
all the aforementioned issues. To this end, a unified hybrid
model in the formalism of [24], [25] is developed for the
tracking control of NQCSs with communication delays based
on the emulation-like approach as in [8]–[10], which is our
first contribution. We aim at proposing a high fidelity model
that is amenable to controller design and tracking performance
analysis. To achieve this, all aforementioned network-induced
issues are studied, including time-varying transmission inter-
vals; time-varying transmission delays and quantization errors;
packet dropouts and communication constraints. In addition,
a general quantizer is proposed to recover most types of the
quantizers in previous works [8], [26]–[28]. As a result, the
proposed hybrid model extends those in previous works [8],
[9], [14], [16], [18] on stability analysis and tracking control
of NCSs.
Our second contribution is to establish sufficient conditions
to guarantee the convergence of the tracking error with respect
to network-induced errors using the Lyapunov-based approach.
To this end, some reasonable assumptions are provided, which
are different from those in [9] for stability analysis of NCSs.
2With these assumptions, We derive the tradeoff between the
maximally allowable transmission interval (MATI) and the
maximally allowable delay (MAD) to guarantee that the track-
ing error converges to the origin up to some errors due to
the aforementioned network-induced errors. These network-
induced errors not only leads to the main difference from the
scenario of stabilizing an equilibrium point, but also results
in additional technical difficulties in tracking performance
analysis. Note that the obtain results are also available for
the scenario of stabilizing an equilibrium point. In addition,
the tradeoff depends on the applied communication protocol,
and thus allows for the comparison of different protocols.
Since the assumptions we adopt are different from those
for stability analysis, it is necessary to verify the existence of
Lyapunov functions satisfying these assumptions, which is the
third contribution of this paper. The construction of Lyapunov
functions is presented explicitly based on the quantization-
free and delay-free case in [18], the quantization-free case [9]
and the delay-free cases in [8], [10]. In addition, for different
time-scheduling protocols and quantizers, specific Lyapunov
functions are established. In the construction of Lyapunov
functions, we also show how to reduce the effects of the
network-induced errors on the tracking performance through
the implementation of the controller and the design of the
time-scheduling protocol.
A preliminary version of this work has been presented in the
conference paper [29] where the zoom quantizer is considered
and the reference trajectory is required to be convergent.
The current paper extends the approach to consider general
NQCSs with a more general quantizer and no constraints on
the reference trajectory. In addition, Lyapunov functions is
constructed explicitly in this paper. Therefore, the result of
[29] is recovered as a particular case.
This paper is organized as follows. Preliminaries are pre-
sented in Section II. In Section III, the tracking problem
is formulated and a unified system model is developed.
The Lyapunov-based conditions are obtained in Section V
to guarantee the convergence of the tracking error and the
tradeoff between the MATI and the MAD. The existence of
Lyapunov functions is studied in Section VI. In Section VII,
the developed results are illustrated by a numerical example.
Conclusions and further researches are stated in Section VIII.
II. PRELIMINARIES
Basic definitions and notation are presented in this section.
R := (−∞,+∞); R≥0 := [0,+∞); R>0 := (0,+∞); N :=
{0, 1, 2, . . .}; N>0 := {1, 2, . . .}. Given two sets A and B,
B\A := {x|x ∈ B, x /∈ A}. Given a constant a ∈ R and a
set A, aA := {ax|x ∈ A}. A set A ⊆ Rn is symmetric if
−x ∈ A for all x ∈ A. | · | stands for Euclidean norm; ‖ · ‖J
denotes the supremum norm of a function on an interval J and
‖ · ‖ denotes the supremum norm in the case of J = [t0,∞),
where t0 ∈ R≥0 is the given initial time. For the vectors
x, y ∈ Rn, (x, y) := (xT, yT)T for simplicity of notation
and 〈x, y〉 denotes the usual inner product. In represents the
identity matrix of dimension n, and diag{A,B} denotes the
block diagonal matrix made of the square matrices A and B.
The symbols ∧ and ∨ denote separately ‘and’ and ‘or’ in logic.
B(a, b) denotes the hypercubic box centered at a ∈ Rn with
edges of length 2b. f(t+) := lim sups→0+ f(t+s) for a given
function f : R≥t0 → Rn. A function α : R≥0 → R≥0 is of
class K if it is continuous, α(0) = 0, and strictly increasing;
it is of class K∞ if it is of class K and unbounded. A function
β : R≥0×R≥0 → R≥0 is of class KL if β(s, t) is of class K
for each fixed t ≥ 0 and β(s, t) decreases to zero as t→ 0 for
each fixed s ≥ 0. A function β : R≥0×R≥0×R≥0 → R≥0 is
of class KLL if β(r, s, t) is of class KL for each fixed s ≥ 0
and of class KL for each fixed t ≥ 0.
The basic concepts of hybrid systems are introduced as
follows; see [24] for the details. Consider hybrid systems of
the form: {
x˙ = F (x,w), (x,w) ∈ C;
x+ = G(x,w), (x,w) ∈ D,
(1)
where x ∈ Rn is the system state, w ∈ Rm is the external
input, F : C → Rn is the flow map, G : D → Rm is the
jump map, C is the flow set and D is the jump set. For the
hybrid system (1), the following basic assumptions are given
[24]: the sets C,D ⊂ Rn × Rm are closed; F is continuous
on C; and G is continuous on D.
A subset E ⊂ R≥0×N is a compact hybrid time domain if
E =
⋃
0≤j≤J ([tj , tj+1], j) for some finite sequence of times
0 = t0 ≤ t1 ≤ . . . ≤ tJ+1. E is a hybrid time domain if for
all (T, J) ∈ E, E⋂([0, T ]×{0, . . . , J}) is a compact hybrid
time domain. For all (t1, j1), (t2, j2) ∈ R≥0 × N, denote
(t1, j1)  (t2, j2) (or (t1, j1) ≺ (t2, j2)) if t1 + j1 ≤ t2 + j2
(or t1 + j1 < t2 + j2). A function w : domw → Rm is a
hybrid input if w(·, j) is Lebesgue measurable and locally
essentially bounded for each j. A function x : domx → Rn
is a hybrid arc if x(·, j) is locally absolutely continuous for
each j. The hybrid arc x : domx → Rn and the hybrid
input w : domw → Rm are a solution pair to (1) if: i)
domx = domw and (x(t0, j0), w(t0, j0)) ∈ C ∪ D; ii)
for all j ∈ N and almost all t such that (t, j) ∈ domx,
(x(t, j), w(t, j)) ∈ C and x˙(t, j) = F (x(t, j), w(t, j));
iii) for all (t, j) ∈ domx such that (t, j + 1) ∈ domx,
(x(t, j), w(t, j)) ∈ D and x(t, j + 1) = G(x(t, j), w(t, j)). A
solution pair (x, u) to (1) is maximal if it cannot be extended,
and it is complete if domx is unbounded. Let w be a hybrid
input with (0, 0) as initial hybrid time, we define ‖w‖(t,j) :=
max
{
ess. sup
(t′,j′)∈domw\Γ(w),(0,0)(t′,j′)(t,j)
|w(t′, j′)|,
sup
(t,j)∈Γ(w),(0,0)(t′,j′)(t,j)
sup |w(t′, j′)|
}
where Γ(w)
denotes the set of all (t, j) ∈ domw such that
(t, j+1) ∈ domw. Denote by Sw(x0) the set of all maximal
solution pairs (x,w) to the system (1) with x0 ∈ C ∪D and
finite ‖w‖ := sup(t,j)∈domw,t+j→∞ ‖w‖(t,j).
Definition 1 ( [24]): The hybrid system (1) is input-to-state
stable (ISS) from w to x, if there exist β ∈ KLL, γ ∈ K∞
such that for all (t, j) ∈ domx and all (x,w) ∈ Sw(x(0, 0)),
|x(t, j)| ≤ β(|x(0, 0)|, t, j) + γ(‖w‖(t,j)).
3In addition, β(v, t, j) = Kve−(t+j), where K > 0, then the
system (1) is exponentially input-to-state stable (EISS) from
w to x.
III. PROBLEM FORMULATION
In this section, the tracking control problem for NQCSs
with communication delays is formulated using the emulation
approach as proposed in [10], [11].
A. Tracking Problem of NQCSs
Consider the nonlinear system of the form
x˙p = fp(xp, u), yp = gp(xp), (2)
where xp ∈ Rnp is the system state, u ∈ Rnu is the control
input, and yp ∈ Rnyp is the system output. The reference
system tracked by the system (2) is of the form:
x˙r = fp(xr, uf), yr = gp(xr), (3)
where xr ∈ Rnr is the reference state (nr = np), uf ∈ Rnu is
the feedforward control input, and yr ∈ Rnyr is the reference
output (nyr = nyp = ny). Assume that the reference system
(3) has a unique solution for any initial condition and any
input.
To track the reference system, the controller, which is
designed for (2) in the absence of the network, is given by
u = uc + uf , (4)
where uf ∈ Rnu is the feedforward item, and uc ∈ Rnu is the
feedback item. The feedback item uc is from the nonlinear
feedback controller given below:
x˙c = fc(xc, yp − yr), uc = gc(xc), (5)
where xc ∈ Rnc is the feedback controller state, uc ∈ Rnu
is the feedback controller output. Observe from (5) that the
feedback controller depends on the difference between the
outputs yp and yr, which is different from the cases studied in
previous works [8]–[11], [18] where the feedback controller
depends on the outputs yp and yr. The feedback controller
of the form (5) can be found in the literature [16], [20].
In addition, denote yd := yp − yr ∈ Rny for the sake of
convenience.
Assume that fp and fc are continuous; gp and gc are
continuously differentiable. The objective of this paper is
to implement the designed controller over the network, as
illustrated in Fig. 1, and to demonstrate that under reasonable
assumptions, the assumed tracking performance of the system
(2)-(5) will be preserved for the NQCS.
B. Information Transmission over Quantizer and Network
At the transmission times tsi , i ∈ N, (part of) the outputs
of the plant, the reference system and the controller are sam-
pled, quantized and transmitted through the communication
network. The communication network is used to guarantee
the information transmission among the sensors, the controller
and the actuators. Based on the band-limited network and the
spatial location of the sensors and actuators [30], we group
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Fig. 1. General framework of tracking control of networked and quantized
control systems (NQCSs).
the sensors and actuators into l ∈ N>0 nodes connecting
the network. Correspondingly, the transmitted information is
partitioned into l parts. At each tsi , one and only one node is
allowed to access to the network, which is determined by time-
scheduling protocols; see also [7], [8], [11] and Subsection
VI-A. The transmission times are strictly increasing, and the
transmission intervals are defined as hi := tsi+1 − tsi , i ∈ N.
Due to computation and data coding, the information can not
be transmitted instantaneously; see [31], [32]. As a result, there
exist transmission delays τi ≥ 0, i ∈ N, such that the controller
and actuators receive the transmitted information at the arrival
times ri = tsi + τi, i ∈ N. For both hi and τi, i ∈ N, the
following assumption is adopted; see also [9, Assumption II.1].
Assumption 1: There exist constants hmati ≥ hmad ≥ 0
and ε ∈ (0, hmati) such that ε ≤ hi ≤ hmati and 0 ≤ τi ≤
min{hmad, hi} for all i ∈ N.
In Assumption 1, hmati and hmad are called the maximally
allowable transfer interval (MATI) and the maximally allow-
able delay (MAD), respectively. ε > 0 implies that there are
no Zeno solutions for the closed-loop system; see [8, Assump-
tion 1], [32]. Assumption 1 guarantees that each transmitted
information arrives before the next sampling, which is called
the small delay case; see [9], [33].
Remark 1: In Assumption 1, ε > 0 always exists in
real networks and is called the minimum inter-transmission
interval; see [32]. If packet dropouts are considered, then hmati
is adjusted as h¯mati = hmati/(ℵ + 1), where ℵ ∈ N is the
maximal number of successive packet dropouts; see also [9].

As aforementioned, to match the limited transmission capac-
ity of the network, yd, uc and uf are quantized before they are
transmitted via the network. Each node has a quantizer, which
is a piecewise continuous function qj : R>0 × Rnj → Qj ⊂
R
nj , where Qj is a finite or countable set and j ∈ {1, . . . , l}.
The quantizer has a quantization parameter µj > 0 and
satisfies the following assumption, which is a generalization
of those in [26], [28], [34].
Assumption 2: For each j ∈ {1, . . . , l}, there exist nonempty
symmetric sets C0j ,Cj,Dj ⊂ Rnj and a constant dj ∈ [0, 1)
such that C0j ⊆ Cj , the origin is contained in C0j ,Cj,Dj
and for all zj ∈ Rnj ,
zj ∈ Cj ⇒ qj(µj , zj)− zj ∈ Dj ,
4zj /∈ Cj ⇒ qj(µj , zj) /∈ (1− dj)Cj , (7)
zj ∈ C0j ⇒ qj(µj , zj) ≡ 0. (8)
In Assumption 2, ǫj := qj(µj , zj) − zj is defined as
the quantization error. For each j ∈ {1, . . . , l}, Cj is the
union of all the quantization regions; Dj is the set of all
the (possible) quantization errors; C0j is the deadzone of
the quantizer. Condition (6) gives a bounded region on the
quantization error if the quantizer does not saturate. Condition
(7) provides an approach to detect the possible saturation.
Note that the constant dj is related to the sizes of the sets Cj
and Dj . If the signal is so small, then condition (8) implies
that it is reasonable to quantize such signal as zero. Two
special quantizers will be studied in Subsections VI-C and
VI-D. On the other hand, assume that the quantizer is applied
synchronously on both sides of the network; otherwise, see
[35] for more details.
Remark 2: The applied quantizer is a dynamic quantizer due
to the quantization parameter. Because of the applied dynamic
quantizer, the feedback control is of the form (5) such that yd
is driven to converge. If the reference trajectory is convergent,
then the convergence point of the reference trajectory can be
set as the origin in the applied quantizer. In this case, we can
relax the feedback controller (5) as the following form:
x˙c = fc(xc, yp, yr), uc = gc(xc). (9)
That is, the controller depends on the outputs yp and yr, which
is similar to the cases in previous works [8]–[11], [18]. In this
case, the system modelling and tracking performance analysis
in this paper can be proceeded along the similar fashion with
a slight modification; see also [18], [29]. 
Remark 3: The quantizer satisfying Assumption 2 is an
extension of zoom quantizer in [28] (see also Subsection VI-C)
and includes many types of quantizers in the existing works
[26], [27], [33], [36]. For instance, for the uniform quantizer
in [27], [28], µj is constant, Cj = {zj ∈ Rnj ||zj| ≤ Mj},
Dj = {ǫj ∈ Rnj ||ǫj | ≤ ∆j} and dj = ∆j/Mj , where Mj >
∆j > 0. For the zoom quantizer [28], [31], µj is time-varying,
Cj = {zj ∈ Rnj ||zj | ≤ Mjµj}, Dj = {ǫj ∈ Rnj ||ǫj | ≤
∆jµj} and dj = ∆j/Mj , where Mj > ∆j > 0. For the
box quantizer in [8], [26], Cj = {zj ∈ Rnj |zj ∈ B(zˆj , µj)},
Dj = {ǫj ∈ Rnj ||ǫj | ≤ √njµj/Nj} and dj = 0, where
zˆj is the estimate of zj and Nj is a given constant. Note that
C0j = {zj ∈ Rnj ||zj| ≤ ∆0j} for all the preceding quantizers
and ∆0j ≥ 0 is a small constant. 
All the quantization parameters in l nodes are combined as
µ := (µ1, . . . , µl) ∈ Rl>0, and then the overall quantizer is
defined as
q(µ, z) := (q1(µ1, z1), . . . , ql(µl, zl)).
The quantization parameter µ ∈ Rl>0 evolves according to
a hybrid dynamics, which will be given later. The quantized
measurements are defined as y¯d := q(µ, yd), u¯c := q(µ, uc)
and u¯f := q(µ, uf). Correspondingly, the quantization errors
are ǫd := y¯d − yd, ǫc := u¯c − uc and ǫf := u¯f − uf . Denote
ǫ := (ǫd, ǫc, ǫf) ∈ Rny+2nu .
The quantized measurements are transmitted via the net-
work and received at arrival times ri ∈ R≥0, i ∈ N. In the
following, we use the variables uˆc, uˆf ∈ Rnu and yˆd ∈ Rny
respectively denote the networked versions of uc, uf and yd.
Therefore, the plant (2) receives uˆ := uˆc + uˆf , which is the
networked version of the control input u; the reference system
(3) receives uˆf ∈ Rnu ; and the feedback controller (5) receives
yˆd ∈ Rny . In addition, the errors induced by the quantizer and
the network are defined as ed := yˆd − yd, ec := uˆc − uc
and ef := uˆf − uf . After the reception of the quantized
measurements at arrival times, the received measurements are
updated with the latest quantized measurements as follows.
yˆd(r
+
i ) = y¯d(tsi) + hd(i, ed(tsi), ec(tsi ), ef(tsi)),
uˆc(r
+
i ) = u¯c(tsi) + hc(i, ed(tsi), ec(tsi), ef(tsi)),
uˆf(r
+
i ) = u¯f(tsi) + hf(i, ed(tsi), ec(tsi), ef(tsi)),
where hd, hc and hf are the update functions, and depend
on the time-scheduling protocol that determines which node
is granted to access to the network; see also Subsection VI-A.
In the arrival intervals, the received measurements are
assumed to be operated in zero-order hold (ZOH) fashion,
i.e., for all t ∈ (ri, ri+1), i ∈ N,
˙ˆyd = 0, ˙ˆuc = 0, ˙ˆuf = 0. (10)
Therefore, at the arrival times ri, i ∈ N, the error ed is updated
as follows.
ed(r
+
i ) = yˆd(r
+
i )− yd(r+i )
= y¯d(tsi) + hd(i,ϑ(tsi))− yd(ri)
= ed(ri)− ed(tsi) + ǫd(tsi) + hd(i,ϑ(tsi))
=: ed(ri)− ed(tsi) + hd(i, yd(tsi),ϑ(tsi ), µ(tsi)),
(11)
where hd(i, yd,ϑ, µ) := ǫd + hd(i,ϑ), ϑ := (ed, ec, ef) ∈
R
nϑ and nϑ = ny +nc+nf . In (11), the third “=” holds due
to ZOH device and yˆd(tsi) = yˆd(ri). Similarly,
ec(r
+
i ) = ec(ri)− ec(tsi) + hc(i, xc(tsi),ϑ(tsi ), µ(tsi)),
ef(r
+
i ) = ef(ri)− ef(tsi) + hf(i, xf(tsi),ϑ(tsi ), µ(tsi)),
where xf is an auxiliary variable to ensure that the update of
ef is of the form (11). The variable xf is related to uf because
hf(i, xf ,ϑ, µ) = q(µ, uf)− uf + hf(i,ϑ).
Remark 4: In this paper, the ZOH technique is required in
(10). The reason lies in the existence of time delays. For the
time-delay case (see also [9], [16], [37]), the ZOH technique
leads to the fact that yˆd(ti) ≡ yˆd(ri), which is applied in
(11). For the delay-free case (see also [8], [11], [18]), such a
technique is not required, and the generation of (yˆd, uˆc, uˆf) in
(10) can be more flexible. 
Similar to the evolution of the received measurements,
the quantized measurements are operated in ZOH fashion
on (ri, ri+1) and updated at ri, i ∈ N, with the update of
µ ∈ Rl>0. The evolution of µ is given as follows.
µ˙(t) = g¯µ(yd, xr, xc,ϑ, µ), t ∈ [tsi , tsi+1 ] \ {ri}, (12)
µ(r+i ) = µ(ri)− µ(tsi) + hµ(i, µ(tsi), ǫ(tsi)), (13)
where g¯µ is an evolution function and hµ is an update function
that depends on the time-scheduling protocol.
5Remark 5: The evolution of the quantization parameter µ
is analogous to those in [8], [37], [38]. That is, µ is time-
varying in continuous intervals and updated at discrete-time
instants. If µ is time-invariant in [tsi , tsi+1) and only updated
at the arrival times, then µ˙ ≡ 0 in (ri, ri+1) and µ(r+i ) =
hµ(i, µ(tsi), ǫ(tsi )). This scenario is similar to the case in
[37]. However, µ is updated at the arrival times in this paper
instead of at the transmission times in all the previous works
[8], [38]. Similar case can be found in [37], where there are
two zoom parameters (the one is in the coder side and the other
is in the decoder side) being updated at the arrival times. 
Since there are some errors induced by the quantizer and
the network, the following assumption is used to guarantee
that the quantizer does not saturate; see [8], [37].
Assumption 3: The bound of the initial state
(xp(t0), xr(t0), xc(t0)) is assumed to be known a priori. The
quantization parameter µ ∈ Rl>0 is such that the quantization
error ǫ is bounded.
Assumption 3 ensures that the system state is in the quanti-
zation regions, which further implies that the time-scheduling
protocol is Lyapunov uniformly globally exponentially stable
[9]–[11]. This assumption is enforced easily for linear sys-
tems [8], [26], and reasonable due to the extensive study on
quantized control in the literature. For instance, the bound of
the initial state is obtained by an initial zooming-out stage,
where the quantization parameter increases such that the state
is captured by the quantization regions; see [31], [34]. The
bound of the quantization error can be obtained for linear
systems in [31] and for nonlinear systems in [39].
Remark 6: In previous works [34] without Assumption 3,
the quantization mechanism with zooming-out stage is imple-
mented. The goal of the zooming-out stage is to bound the
system state in finite time by increasing the quantization pa-
rameter. However, since the quantization errors are increasing
in the zooming-out stage, the time-scheduling protocol is not
Lyapunov uniformly globally asymptotically stable (UGAS);
see [9]–[11]. As a result, the stability analysis in this paper
can not be applied directly in this case. 
IV. DEVELOPMENT OF SYSTEM MODEL
According to the analysis for information transmission in
Subsection III-B, we construct an impulsive model and further
a unified hybrid model for the tracking control problem of
NQCSs in this section. To this end, the objective of this paper
is first transformed to establish the convergence of xp towards
xr in the presence of the quantizer and network. To measure
the convergence of xp towards xr, define the tracking error
η := xp−xr ∈ Rnp and the error e1 := (ed, ec) ∈ Rn1 , where
n1 = ny + nc. Combining all the variables and analyses in
Subsection III-B, the resulting system model, denoted by S1,
is presented as the following impulsive system.
η˙ = Fη(η, xc, xr, e1, ef)
x˙c = Fc(η, xc, xr, e1, ef)
x˙r = Fr(η, xc, xr, e1, ef)
µ˙ = Gµ(η, xc, xr, e1, ef , µ)
e˙1 = G1(η, xc, xr, e1, ef)
e˙f = Gf(η, xc, xr, e1, ef)


t ∈ [tsi , tsi+1 ] \ {ri},
µ(r+si ) = µ(rsi)− µ(tsi) +Hµ(i, η(tsi), xc(tsi), xr(tsi),
ed(tsi), ef(tsi), µ(tsi)),
e1(r
+
i ) = e1(ri)− e1(tsi) +H1(i, η(tsi), xc(tsi), xr(tsi),
e1(tsi), ef(tsi), µ(tsi )),
ef(r
+
i ) = ef(ri)− ef(tsi ) +Hf(i, η(tsi), xc(tsi), xr(tsi),
ed(tsi), ef(tsi), µ(tsi)).
All the functions in S1 are derived by detailed calculations
and assumed to be continuous. See Appendix for the detailed
expressions of all the functions appear in S1.
Remark 7: The impulsive model S1 is general enough to
include the one in [18]. If the feedback controller (9) is
applied, then a similar impulsive model can be obtained along
the same fashion. In addition, if the reference system (3) is
removed, then S1 is reduced to a general model for NQCSs
with communication delays. In this case, S1 extends those
developed in [8], [9] by combining all the network-induced
issues and casts a new light on stability analysis for NQCSs
with communication delays. 
Now, our objective is to establish sufficient conditions to
guarantee ISS of the system S1 from ef to (η, e1, µ). Here, ef
is the network-induced errors, and not necessarily vanishing
with the time line; see [16], [18]. For specific quantizers and
time-scheduling protocols, the effects of ef can be attenuated,
which will be discussed in Section VI.
A. Reformulation of System Model
To facilitate stability analysis, the system model S1 is
further transformed into a hybrid system by the similar mecha-
nism proposed in [25] and employed in [9], [10], [18], [37]. To
this end, some auxiliary variables are introduced. For the sake
of convenience, define the augmented state x := (η, xc, xr) ∈
R
nx and the augmented error e := (e1, ef) ∈ Rne , where
nx = np + nc + nr and ne = n1 + nf . For the update at the
arrival times ri, i ∈ N, the variables m1 ∈ Rne and m2 ∈ Rl
are used to store the informationHe(i, x(tsi), e(tsi), µ(tsi ))−
e(tsi) andHµ(i, x(tsi), e(tsi), µ(tsi))−µ(tsi), respectively. In
addition, denote m1 := (m
1
1,m
f
1) and m
1
1 := (m
d
1 ,m
c
1). The
variable τ is a timer to compute both transmission intervals
and transmission delays, and c is a variable to count the
transmission event. The variable b is a logical variable to show
whether the next event is a transmission event or an update
event. That is, the existence of b is to make sure that the update
event is prior to the next sampling.
Based on above auxiliary variables, the resulting hybrid
system, denoted by S2, is presented below. The hybrid system
S2 has two part. The first part is flow equation, which is given
by
x˙ = f(x, e)
e˙ = ge(x, e)
µ˙ = gµ(x, e, µ)
m˙1 = 0, m˙2 = 0
τ˙ = 1, c˙ = 0, b˙ = 0


(b = 0 ∧ τ ∈ [0, hmati])
∨ (b = 1 ∧ τ ∈ [0, hmad]).
(14)
6To simplify the notation, denote ξ := (x, e, µ,m1,m2) ∈ Rnξ
and nξ = nx+2ne+2l. The second part is the jump equation:
(ξ+, τ+, c+, b+) = R(ξ, τ, c, b). The jump equation also
contains two parts for different time instants: the transmission
jump equation for the transmission instants tsi , i ∈ N, is given
by
R(ξ, τ, c, 0) = (x, e, µ,He(c, x, e, µ)− e,
Hµ(c, x, e, µ)− µ, 0, c+ 1, 1); (15)
and the update jump equation for the arrival instants ri, i ∈ N,
is given by
R(ξ, τ, c, 1) = (x, e +m1, µ+m2,−e−m1,
− µ−m2, τ, c, 0). (16)
Note that for the jump equations (15)-(16), we have that (b =
0 ∧ τ ∈ [ε, hmati]) ∨ (b = 1 ∧ τ ∈ [0, hmad]) holds, where the
constant ε > 0 is given in Assumption 2.
B. Hybrid Model of NQCSs
In view of Subsection IV-A, we further write the system S2
into the formalism as in [24], [25]. Denote X := (ξ, τ, c, b) ∈
R := Rnξ ×R≥0 ×N×{0, 1}. The hybrid system S2 can be
rewritten as
H :
{
X˙ = F (X), X ∈ C;
X+ = G(X), X ∈ D, (17)
where C := {X ∈ R|(b = 0 ∧ τ ∈ [0, hmati]) ∨ (b = 1 ∧ τ ∈
[0, hmad])} and D := {X ∈ R|(b = 0∧ τ ∈ [ε, hmati])∨ (b =
1 ∧ τ ∈ [0, hmad])}. The mapping F in (17) is defined as
F (X) := (f(x, e), ge(x, e), gµ(x, e, µ), 0, 0, 1, 0, 0); (18)
and the mapping G in (17) is defined as
G(X) :=
{
G1(X), X ∈ D1;
G2(X), X ∈ D2,
(19)
where G1(X) := (x, e, µ,He(c, x, e, µ) − e,Hµ(c, x, e, µ) −
µ, 0, c + 1, 1) with D1 := {X ∈ R|b = 0 ∧ τ ∈ [ε, hmati]}
corresponds to a transmission jump (15); andG2(X) := (x, e+
m1, µ + m2,−e − m1,−µ − m2, τ, c, 0) with D2 := {X ∈
R|b = 1 ∧ τ ∈ [0, hmad]} corresponds to the update jump
(16).
For the hybrid model H, the sets C and D in (17) are
closed, and the flow map F in (18) is continuous due to the
continuity assumptions on f, ge and gµ. The jump map G in
(19) is continuous and locally bounded by continuity of G1
and G2. As a result, the hybrid model H satisfies the basic
assumptions given in Section II; see also [24], [25], [32].
V. STABILITY ANALYSIS
In this section, the main results are presented. Sufficient
conditions are derived to guarantee ISS from ef to (x, e, µ).
Before we state the main results, some assumptions are
required. For the (e, µ)-subsystem in flow equation (18) and
the jump equation (19), the following two assumptions are
satisfied.
Assumption 4: There exist a function W : Rne ×
R
l × Rne × Rl × N × {0, 1} → R>0 which is locally
Lipschitz in (e, µ,m1,m2) for all (c, b) ∈ N × {0, 1},
α1W , α2W , α3W , α4W ∈ K∞ and λ ∈ [0, 1) such that for
all (e, µ,m1,m2, c, b) ∈ Rne × Rl × Rne × Rl × N× {0, 1},
W (e, µ,m1,m2, c, b) ≥ α1W (|(e, µ,m1,m2)|), (20)
W (e, µ,m1,m2, c, b) ≤ α2W (|(e, µ,m1,m2)|), (21)
W (e, µ, he(c, x, e, µ)− e, hµ(c, x, e, µ)− µ, c+ 1, 1)
≤ λW (e, µ,m1,m2, c, 0) + α3W (|ef |), (22)
W (e+m1, µ+m2,−e−m1,−µ−m2, c, 0)
≤W (e, µ,m1,m2, c, 1) + α4W (|ef |). (23)
Assumption 5: For each b ∈ {0, 1}, there exist a continuous
function Hb : R
nx → R>0, σbW ∈ K∞ and Lb ∈ [0,∞) such
that for all (x,m1,m2, c, b) ∈ Rnx × Rne × Rl × N× {0, 1}
and almost all e ∈ Rne , µ ∈ Rl,
I(b) :=
〈
∂W (e, µ,m1,m2, c, b)
∂e
, ge(x, e)
〉
+
〈
∂W (e, µ,m1,m2, c, b)
∂µ
, gµ(x, e, µ)
〉
≤ LbW (e, µ,m1,m2, c, b) +Hb(x) + σbW (|ef |). (24)
In Assumptions 4-5, the function W is used to analyze
the stability of (e, µ)-subsystem. Assumption 4 is to esti-
mate the jumps of W at the discrete-time instants, i.e., the
transmission times and the arrival times. Assumption 5 is to
estimate the derivative of W in the continuous-time intervals.
Since Assumptions 4-5 are applied to the (e, µ)-subsystem,
(22)-(24) hold with respect to the additional item ef , which
are parts of e. As a result, Assumptions 4-5 are different
from the classic assumptions like Condition IV.1 in [9] and
Assumption 1 in [10], where the external disturbances are
involved. Moreover, α3W and α4W in Assumption 4 are
allowed to be the same. For instance, (22)-(23) hold with
α¯3W (v) := α¯4W (v) := max{α3W (v), α4W (v)}, respectively.
On the other hand, similar conditions to Assumptions 4-5
have been considered in previous works [18], [38]. However,
external disturbances have been studied in [38], whereas ef
is part of the augmented error e in Assumptions 4-5. Both
quantization and transmission delays have not been considered
in [18], and however are studied in this paper. The construction
of W satisfying Assumptions 4-5 will be presented in Section
VI.
Assumption 6: There exist a locally Lipschitz function V :
R
nx → R≥0, α1V , α2V , σbV ∈ K∞, and constants ρb, θb, γb >
0 for b ∈ {0, 1}, such that for all x ∈ Rnx ,
α1V (|x|) ≤ V (x) ≤ α2V (|x|), (25)
and for all (e, µ,m1,m2, c, b) ∈ Rne ×Rl ×Rne ×Rl ×N×
{0, 1} and almost all x ∈ Rnx ,
〈∇V (x), f(x, e)〉 ≤ −ρbV (x)−H2b (x) + (γ2b − θb)
×W 2(e, µ,m1,m2, c, b) + σbV (|ef |), (26)
where Hb : R
nx → R>0 is defined in Assumption 5.
Assumption 6 is a robust stability property of the closed-
loop system (2)-(5), and the function V is used to analyze the
7stability of the x-subsystem; see [18]. Observe from (26) that
ef is treated as the external input of the x-subsystem, which
relaxes the standard assumptions in [8], [9], [37]. In addition,
Assumption 6 implies that the designed controller leads the
η-subsystem (i.e., the tracking error dynamics) to have ISS-
like property from (W, ef) to x. Moreover, Assumption 6 also
indicates that the x-subsystem is L2-stable from (W, ef) to
Hb; see [11, Theorem 4] and [9, Remark V.2]. In Section VII,
a numerical example is presented to demonstrate how to verify
Assumptions 4-6.
Although the transmission intervals and the transmission
delays are bounded in Assumption 1, the tradeoff between
hmati and hmad needs to be studied further. Consider the
following differential equations
˙¯φb = −2Lbφ¯b − γb[(1 + ̺b)φ¯2b + 1], (27)
where b ∈ {0, 1}, and Lb ≥ 0, γb > 0 are given in
Assumptions 5-6. In addition, φ¯b(0) := φ¯b0 ∈ (1, λ−1), and
̺b ∈ (0, λ−2φ¯−2b0 − 1), where λ is given in Assumption 4.
Based on Claim 1 in [10] and Claim 1 in [18], the solutions
to (26) are strictly decreasing as long as φ¯b(τ) ≥ 0, b ∈ {0, 1}.
Now we are in the position to state the main result of this
section. Its proof is based on the comparison principle [24,
Lemma C.1] for hybrid systems and the proof of Theorem IV.
2 in [9]. However, some essential modifications are required
to deal with the effects of the networked-induced errors.
Theorem 1: Consider the system S2 and let Assumptions
4-6 hold. If the MATI hmati and the MAD hmad satisfy
γ0φ¯0(τ) ≥ (1 + ̺1)λ2γ1φ¯1(0), τ ∈ [0, hmati], (28a)
γ1φ¯1(τ) ≥ (1 + ̺0)γ0φ¯0(τ), τ ∈ [0, hmad], (28b)
with φ¯0(0) > 0, φ¯1(0) > 0, φ¯0(hmati) > 0, then the system
S2 is ISS from ef to (η, e1, µ). That is, there exist β ∈ KLL
and ϕ1 ∈ K∞ such that for all the solution of S2 and all
(t, j) ∈ R≥0 × N in the admissible domain of the solution,
|(x(t, j), e(t, j), µ(t, j))|
≤ β(|(x(t0, j0), e(t0, j0), µ(t0, j0))|, t− t0, j − j0)
+ ϕ1(‖ef‖(t,j)). (29)
Proof: Consider the hybrid system H in (17). For X ∈
C ∪D ∪G(D), define the following Lyapunov function:
U(X) := V (x) + γbφ¯b(τ)W
2(e, µ,m1,m2, c, b). (30)
Using (20), (21) and (25), it follows that
U(X) ≥ α1V (|x|) + γ0φ¯0(τ)α21W (|(e, µ,m1,m2)|),
U(X) ≤ α2V (|x|) + γ1φ¯1(τ)α22W (|(e1, µ,m11,m2)|).
According to (28), there exist α1, α2 ∈ K∞ such that
α1(|ξ|) ≤ U(ξ) ≤ α2(|ξ|), (31)
where,
α1(v) := min{α1V (v/2), (1 + ̺1)λ2γ1φ¯1(0)α21W (v/2)},
α2(v) := max{α2V (v), γ1φ¯1(0)α22W (v)}.
Next, consider the evolution of U in the continuous-time
intervals and at the discrete-time instants, respectively. For the
flow equation F in (18), we have that1
〈∇U(X), F (X)〉
= 〈∇V (x), f(x, e)〉 + γb ˙¯φb(τ)W 2(e, µ,m1,m2, c, b)
+ 2γbφ¯b(τ)W (e, µ,m1,m2, c, b)
×
(〈
∂W (e, µ,m1,m2, c, b)
∂e
, ge(x, e)
〉
+
〈
∂W (e, µ,m1,m2, c, b)
∂µ
, gµ(x, e, µ)
〉)
≤ −ρbV (x) − θbW 2(e, µ,m1,m2, c, b)−H2b (x)
+ γ2bW
2(e, µ,m1,m2, c, b) + σbV (|ef |)
+ 2γbφ¯b(τ)W (e, µ,m1,m2, c, b)
× [LbW (e, µ,m1,m2, c, b) +Hb(x) + σbW (|ef |)]
+W 2(e, µ,m1,m2, c, b)
× γb[−2Lbφ¯b(τ) − γb((1 + ̺b)φ¯2b(τ) + 1)]
= −ρbV (x) − θbW 2(e, µ,m1,m2, c, b)−H2b (x)
+ σbV (|ef |) + 2γbφ¯b(τ)W (e, µ,m1,m2, c, b)[Hb(x)
+ σbW (|ef |)]− (1 + ̺b)γ2b φ¯2b(τ)W 2(e, µ,m1,m2, c, b)
≤ −ρbV (x) − θbW 2(e, µ,m1,m2, c, b)− [Hb(x)
− γbφ¯b(τ)W (e, µ,m1,m2, c, b)]2 + σ¯b(|ef |)
≤ −ρbV (x) − θbW 2(e, µ,m1,m2, c, b) + σ¯b(|ef |), (32)
where, the first “=” holds due to the definition of the flow
equation; the first “≤” holds because of the functions in (27)
and Assumptions 5-6; the second “≤” holds due to the fact
that 2xy ≤ ℓx2+ y2/ℓ for all x, y ≥ 0 and ℓ > 0. In addition,
σ¯b(v) := σ
2
bW (v)/̺b + σbV (v) with b ∈ {0, 1}.
For the jump equation G in (19), there are two cases based
on the values of the variable b. For the case b = 0,
U(G1(X)) = V (x) + γ1φ¯1(0)W
2(e, µ, he(c, x, e, µ)− e,
hµ(c, x, e, µ)− µ, c+ 1, 1)
≤ V (x) + γ1φ¯1(0)[λW (e, µ,m1,m2, c, 0) + α3W (|ef |)]2
≤ V (x) + γ1φ¯1(0)[(1 + ̺1)λ2W 2(e, a, µ, c, 0)
+
(
1 +
1
̺1
)
α23W (|ef |)
]
≤ V (x) + γ0φ¯0(τ)W 2(e, µ,m1,m2, c, 0) + α31(|ef |)
= U(X) + α31(|ef |), (33)
where, the first “=” holds due to the definition of the jump
equation; the first “≤” holds due to Assumption 4; the second
“≤” holds due to the fact that 2xy ≤ ℓx2+y2/ℓ for all x, y ≥ 0
and ℓ > 0; the third “≤” holds due to the inequality (28a). In
addition, α31(v) := (̺1λ
2)−1γ0φ¯0(τ)α
2
3W (v). Similarly, for
the case b = 1,
U(G2(X)) = V (x) + γ0φ¯0(τ)W
2(e +m1, µ+m2,
− e −m1, µ−m2, c, 0)
1〈∇U(X), F (X)〉 is used here with a slight abuse of terminology since U
is not differential almost everywhere. However, this is justified by the fact
that c˙ = 0 and b˙ = 0 in (14).
8≤ V (x) + γ0φ¯0(τ)[W (e, µ,m1,m2, c, 1)
+ α4W (|ef |)]2
≤ V (x) + γ0φ¯0(τ)[(1 + ̺0)W 2(e, µ,m1,m2, c, 1)
+
(
1 +
1
̺0
)
α24W (|ef |)
]
≤ V (x) + (1 + ̺0)γ0φ¯0(τ)W 2(e, µ,m1,m2, c, 1)
+ α32(|ef |)
= U(X) + α32(|ef |), (34)
where α32(v) := ̺
−1
0 γ0φ¯0(τ)α
2
4W (v).
Combining (32)-(34), we obtain that
〈∇U(X), F (X)〉 ≤ −ρbV (x)− θbW 2(e, µ,m1,m2, c, b)
+ σ¯b(|ef |),
U(G(X)) ≤ U(X) + α3(|ef |).
Define ε¯ := min{ρb, θb} and ε˜ ∈ (0, ε¯min{1, γ−1b φ¯b(0)}).
We obtain by calculation that
〈∇U(X), F (X)〉 ≤ −ε˜U(X) + σ1(|ef |), (35)
U(X(ti, j + 1)) ≤ U(X(ti, j)) + α3(|ef |), (36)
where σ1(v) := max{σ¯1(v), σ¯2(v)} and α3(v) :=
max{α31(v), α32(v)}.
Integrating and iterating (35)-(36) from (t0, j0) to (t, j) in
the hybrid time domain, one has
U(X(t, j)) ≤ e−ε˜(t−t0)U(X(t0, j0))
+
1
1− e−εε˜ [ε˜
−1σ1(‖ef‖(t,j)) + α3(‖ef‖(t,j))],
(37)
where ε > 0 is given in Assumption 1. From (31) and (37),
we have
|(η(t, j), e1(t, j), µ(t, j))|
≤ α−11 (2e−ε˜(t−t0)α2(|X(t0, j0)|))
+ α−11
(
4
1− e−εε˜ [ε˜
−1σ1(‖ef‖(t,j)) + α3(‖ef‖(t,j))]
)
.
Thus, the system S2 is ISS from (ef , w) to (η, e1, µ) with
β(v, t, j) := α−11 (2e
−ε˜(0.5t+0.5εj)α2(v))
ϕ1(v) := α
−1
1
(
4(ε˜−1σ1(v) + α3(v))
1− e−εε˜
)
,
where the definition of β comes from the fact that t ≥ εj (see
also [10, Section V-A]), and ε > 0 is given in Assumption 1.
As a result, the proof is completed.
Remark 8: In Theorem 1, (28a)-(28b) for the MATI hmati
and the MAD hmad are different from those in [9], [10], [18].
For the delay-free and quantization-free case, the formula of
the MATI was given explicitly in [18, Assumption 4]. In fact,
the MATI in [18] is the same as the one in [10], and is the
solution to the equation ˙¯φ = −2Lφ¯−γ(φ¯2+1), where L, γ >
0. Such equation has the similar form as (27). As a result, the
delay-free and quantization-free case in [18] is recovered as a
particular case of this paper. 
Note that ifW and V are respectively lower bounded by the
functions of (e, µ) and x, then the system S2 is ISS from ef to
(x, e, µ) along the similar line as in the proof of Theorem 1.
In addition, according to Theorem 1, the following corollary
is an direct consequence, and hence the proof is omitted here.
Corollary 1: If all the assumptions in Theorem 1 are
satisfied with α1V (v) = a1V v
2, α2V (v) = a2V v
2, α1W (v) =
a1W v
2 and α2W (v) = a2W v
2, where a1V , a2V , a1W , a2W >
0, then the system S2 is EISS from ef to (η, e1, µ).
In Theorem 1, the tracking error is established to converge
to the region around of the origin. The radius of such a region
is related to the ISS nonlinear gain ϕ1, which is the function
of the norm of ef , respectively. In the following, we further
study the ISS gains obtained in Theorem 1, and develop the
relation among the ISS nonlinear gain ϕ1(v) in (29), the MATI
hmati, and the MAD hmad.
Proposition 1: If all the assumptions in Theorem 1 are
satisfied, then ϕ1(v) in (29) can be written as the form
(1+ ϕ¯(hmati, hmad))ϕˆ(ε)ϕ˜(v), where ϕ¯ : R≥0×R≥0 → R≥0
is a positive definitive function, ϕˆ : R≥0 → R≥0 is a strictly
decreasing function and ϕ˜ ∈ K∞.
Proof: Following the same line as in the proof of Theorem
1, we have ϕ1(v) with the following form
ϕ2(v) = α
−1
1
(
4(ε˜−1σ1(v) + α3(v))
1− e−εε˜
)
.
Since α1(v) = min{α1V (v/2), (1 + ̺1)φ¯−1b0 α21W (v/2)} in
(31), we obtain that α1(v) ≥ α˜1(v) := min{α1V (v/2), (1 +
̺1)λα
2
1W (v/2)}. For b ∈ {0, 1}, define the constant ̺−1b :=
ψb(hmati, hmad) with certain positive definitive functions ψb :
R≥0 × R≥0 → R≥0. It holds from the definitions of the
functions σ1 and α3 in (35)-(36) that
ϕ1(v) ≤ α˜−11
(
4
1− e−εε˜ [ε˜
−1σ1(v) + α3(v)]
)
≤ α˜−11
(
4
1− e−εε˜
[
ε˜−1 max
b∈{0,1}
{
σ2b1W (v)
̺b
+ σb1V (v)
}
+ max
{
γ0φ¯0(τ)
̺1λ2
α23W (v),
γ1φ¯1(τ)
̺0
α24W (v)
}])
≤ α˜−11
(
4
1− e−εε¯min{1,λ/γb}
[
1
ε¯min{1, γ−1b λ}
× max
b∈{0,1}
{
ψb(hmati, hmad)σ
2
bW (v) + σbV (v)
}
+ max
b∈{0,1}
{
γbφ¯b(0)ψb(hmati, hmad)
}
×(λ−2α23W (v) + α24W (v))
])
≤ αˆ1
(
4
1− e−εε¯min{1,λ/γb}
)[
αˆ2
(
2
ε¯min{1, γ−1b λ}
× max
b∈{0,1}
{ψb(hmati, hmad)}σ2bW (v))
+ αˆ2
(
4σbV (v)
ε¯min{1, γ−1b λ}
)
+ αˆ2
(
max
b∈{0,1}
{4γbφ¯b(0)ψb(hmati, hmad)}
×(λ−2α23W (v) + α24W (v))
)]
, (38)
where αˆ1, αˆ2 ∈ K∞ and the fourth “≤” holds because of the
following two facts [40]: for all α ∈ K∞ and x, y ≥ 0, (i)
α(x+ y) ≤ α(2x)+α(2y); (ii) there exist α1, α2 ∈ K∞ such
9that α(xy) ≤ α1(x)α2(y). Using such two facts several times,
there exist a strictly decreasing function ϕˆ1 : R≥0 → R≥0, a
positive definitive function ϕ¯1 : R≥0×R≥0 → R≥0 and ϕ˜1 ∈
K∞ such that ϕ1(v) ≤ ϕˆ1(ε)(1 + ϕ¯1(hmati, hmad))ϕ˜1(v).
Therefore, the proof is completed.
Remark 9: From the proofs of Theorem 1 and Proposition 1,
the norm ‖ef‖(t,j) and the function ϕ1 are related to the MATI
hmati and the MAD hmad. Since ZOH devices are applied,
the bound on ‖ef‖(t,j) can be established via a step-by-step
sampling approach; see [16, Section 4.1]. Thus, the upper
bound on ϕ˜1 can also be obtained. In addition, the function ϕˆ1
is related to the minimum inter-transmission interval ε. From
(37), ϕˆ1 increases to ∞ as ε → 0. That is, the larger ε is,
the smaller ϕˆ1 is. Due to the existence of ε in all practical
networks, the effects of ε on ϕˆ1 can not be avoided but be
limited by choosing appropriate networks, thereby leading to
the minimum of ϕˆ1. 
Observe from Theorem 1 and Proposition 1 that the conser-
vatism of the obtained results comes from the ISS gain ϕ1. We
would like to obtain the ISS gains as small as possible, which
in turn implies better tracking performance. If the feedforward
input uf is transmitted to the reference system directly, then
ef ≡ 0 and ϕ1 ≡ 0. In addition, the Lyapunov function
satisfying Assumptions 4-5 is constructed in Section VI, and
α3W = α3W ≡ 0, which thus reduces the conservatism of the
obtained results. On the other hand, if the reference trajectory
is bounded, we would like to guarantee the boundedness of
(x, e, µ). For this case, the following corollary is established,
which is an extension of Proposition 1 in [18] and thus the
proof is omitted here.
Corollary 2: If all the assumptions in Theorem 1 are
satisfied, and there exist γc ∈ K∞, βr : Rnr × Rnf → R≥0,
βc : R
nc → R≥0 such that for all (t, j) ∈ R≥0 × N in the
admissible domain of the solution,
|(xr(t, j), ef(t, j))| ≤ βr(xr(t0, j0), ef(t0, j0)), (39)
|xc(t, j)| ≤ βc(xc(t0, j0)) + γc(‖(η, xr, e1)‖(t,j)), (40)
then there exists a function β¯ : Rnx ×Rne ×Rl → R≥0 such
that
|(x(t, j), e(t, j), µ(t, j))| ≤ β¯((x(t0, j0), e(t0, j0), µ(t0, j0))).
In Corollary 2, the conditions (39)-(40) hold due to the
boundedness of the reference trajectory. In (39), the bounded-
ness of the reference state comes obviously from the bounded
reference trajectory. If the feedforward input uf is bounded,
then ef is also bounded. The boundedness of xc is from
Assumption 6, which implies that the designed controller leads
to the ISS-like property from (W, ef) to η; see also [11,
Theorem 4] and [9, Remark V.2]. The interested readers are
referred to [18] for more details.
VI. ON THE EXISTENCE OF LYAPUNOV FUNCTIONS
In this section, the existence of the Lyapunov function W
satisfying Assumptions 4-5 is discussed. Since the network-
induced errors are involved, which leads to different assump-
tions on Lyapunov functions, it is necessary to verify the exis-
tence of these Lyapunov functions to ensure the satisfaction of
the applied assumptions. Therefore, based on the construction
of Lyapunov functions in [8], [9], [37], Assumptions 4-5
are verified under some appropriate conditions. In addition,
explicit Lyapunov functions for different time-scheduling pro-
tocols and quantizers are presented.
A. Time-Scheduling Protocols
In Section III, the update of ϑ = (ed, ec, ef) is given by
ϑ(r+i ) = ϑ(ri)−ϑ(tsi)+Hϑ(i, x(tsi ),ϑ(tsi), µ(tsi )), (41)
where Hϑ := (hd, hc, hf) is the update function. Similar to
the analysis and the terminology in [9], [37], the function
Hϑ(i, x(tsi),ϑ(tsi ), µ(tsi)) is referred to as the protocol.
Based on l nodes of the network, ϑ is partitioned into
ϑ = (ϑ1, . . . ,ϑl). If the j-th node is granted to access to the
network according to certain time-scheduling protocol, then
the corresponding component ϑj is updated and the other
components are kept. In the literature, there are several time-
scheduling protocols that can be modeled as Hϑ; see [8], [9],
[37]. In the following, two classes of commonly-used protocols
are presented.
The first protocol is Round-Robin (RR) protocol [11], which
is a periodic protocol [7]. The period of the RR protocol is l,
and each node has and only has one chance to access to the
network in a period. The function Hϑ is given by
Hϑ(i, x,ϑ, µ) = (I −Ψ(si))ϑ(tsi ) + Ψ(si)ǫ(tsi), (42)
where, Ψ(si) = diag{Ψ1(si), . . . ,Ψl(si)} and Ψj(si) ∈
R
nj×nj ,
∑l
j=1 nj = nϑ. If si = j, Ψj(si) = Inj ; otherwise,
Ψj(si) = 0.
Another protocol is Try-Once-Discard (TOD) protocol,
which is a quadratic protocol [7], [11]. For the TOD protocol,
the node with a minimum index where the norm of the local
network-induced error is the largest is allowed to access to the
network. The function Hϑ is given by
Hϑ(i, x,ϑ, µ) = (I −Ψ(ϑ))ϑ(ti) + Ψ(ϑ)ǫ(tsi ), (43)
where, Ψ(ϑ) = diag{Ψ1(ϑ), . . . ,Ψl(ϑ)}, and Ψj(ϑ) = Inj
if min {argmax1≤k≤l |ϑk|} = j; otherwise, Ψj(ϑ) = 0.
Before verifying Assumptions 4-5, the Lyapunov uniformly
globally exponentially stable (UGES) protocol is presented as
follows. The Lyapunov UGES protocol was proposed first in
[11, Definition 7] and extended in [8], [9], [37].
Definition 2: The protocol given by (Hϑ, Hµ) is Lyapunov
UGES, if there exist a function W¯ : Rnϑ × Rl × N → R≥0
with W¯ (·, ·, c) locally Lipschitz for all c ∈ N, constants
α1W¯ , α2W¯ > 0 and λ1 ∈ (0, 1) such that for all ϑ ∈ Rnϑ ,
µ ∈ Rl, c ∈ N and x ∈ Rnx ,
α1W¯ |(ϑ, µ)| ≤ W¯ (ϑ, µ, c) ≤ α2W¯ |(ϑ, µ)|,
(44)
W¯ (Hϑ(c, x,ϑ, µ), Hµ(c, x,ϑ, µ), c + 1) ≤ λ1W¯ (ϑ, µ, c).
(45)
Definition 2 is an extension of Condition 1 in [37] and
the results in [8, Subsections IV-C and IV-D]. Condition
1 in [37] guarantees the Lyapunov UGES property for the
combined protocol of zoom quantizer and network scheduling.
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In addition, the Lyapunov UGES property is studied for
NQCSs in [8], where only zoom quantizer and box quantizer
are considered. Therefore, Definition 2 provides the Lyapunov
UGES property for the combined protocol of the general
quantizer and network scheduling.
B. Construction of Lyapunov Functions
Based on the aforementioned Lyapunov UGES protocol, the
Lyapunov function satisfying Assumptions 4-5 is constructed.
To begin with, the following assumption is required.
Assumption 7: There exist constants λ2 ≥ 1, M1 > 0 such
that for all ϑ ∈ Rnϑ , µ ∈ Rl and c ∈ N,
W¯ (ϑ, µ, c+ 1) ≤ λ2W¯ (ϑ, µ, c), (46)
and for almost all ϑ ∈ Rnϑ , µ ∈ Rl and all c ∈ N,
max
{∣∣∣∣∂W¯ (ϑ, µ, c)∂ϑ
∣∣∣∣ ,
∣∣∣∣∂W¯ (ϑ, µ, c)∂µ
∣∣∣∣
}
≤M1. (47)
In Assumption 7, it follows from (46) that W¯ is bounded
at the transmission jump. In addition, (47) equals to the
requirement that W¯ is globally Lipschitz in (e, µ) uniformly
for c, which is valid for the applied protocols in the existing
works and this paper. Furthermore, Assumption 7 generalizes
the assumptions for the quantization-free case in [9] and the
case of zoom quantization in [37]. Besides Assumption 7,
assume further that there exist a function m¯ : Rnx → R≥0
and constants Me,Mf ≥ 0 such that
|ge(x, e)|+ |gµ(x, e, µ)| ≤ m¯(x) +Me|(e, µ)|+Mf |ef |,
(48)
which is called the growth condition; see also [9], [11].
Based on Assumption 7 and (48), the main result of this
section is presented as follows.
Theorem 2: Consider the system S2. If the following holds:
i) the protocol (Hϑ, Hµ) is Lyapunov UGES with a contin-
uous function W¯ , which is locally Lipschitz in (ϑ, µ);
ii) Assumption 7 and (48) hold for a function m¯ : Rnx →
R≥0, and constants λ2 ≥ 1, M1 > 0, Me,Mf ≥ 0;
iii) |Hϑ,j(i, x,ϑ, µ)| ≤ |ϑj | holds for all ϑ ∈ Rnϑ , µ ∈ Rl,
c ∈ N and each j ∈ {1, . . . , nϑ}.
then the following function, which is defined below,
W (e, µ,m1,m2, c, b) := (1 − b)max{W¯ (ed, ec, 0, µ, c),
W¯ (ed +m
d
1 , ec +m
c
1, 0, µ+m2, c)}
+ bmax
{
λ1
λ2
W¯ (ed, ec, 0, µ, c),
W¯ (ed +m
d
1 , ec +m
c
1, 0, µ+m2, c)}
satisfies Assumptions 4-5. In addition, λ = λ1, α1W (v) =
α1W¯ v, α2W (v) = α2W¯ v, α3W (v) = (1 + λ)M1v, α4W (v) =
0, L0 = α
−1
1W¯
M1Me, L1 = (λ1α1W¯ )
−1λ2M1Me, H0(v) =
H1(v) = M1m¯(v), and σ1W (v) = σ2W (v) = (MeM1/α1W¯+
Mf)M1v.
Proof: According to the local Lipschitz property of W¯
and Lebourg’s Lipschitz mean value theorem [41, Theorem
2.3.7], it follows that
|(e, µ)| ≤ |(ϑ, µ)|
(44)
≤ [W¯ (ϑ, µ, c)− W¯ (ed, ec, 0, µ, c)]/α1W¯
+ W¯ (ed, ec, 0, µ, c)/α1W¯
(47)
≤ W¯ (ed, ec, 0, µ, c)/α1W¯ +M1|ef |/α1W¯ . (49)
Define M1 := (MeM1/α1W¯ +Mf)M1. Based on W defined
in Theorem 2, there are following four cases for Assumptions
4-5.
Case 1: b = 1 and λ1W¯ (ed, ec, 0, µ, c) ≥ λ2W¯ (ed +
md1 , ec+m
c
1, 0, µ, c). In this case, for the discrete-time instants,
we have
W (e, µ,He(c, x, e, µ)− e,Hµ(c, x, e, µ)− µ, c+ 1, 0)
=
λ1
λ2
W¯ (ed, ec, 0, µ, c+ 1)
=
λ1
λ2
[
W¯ (ed, ec, 0, µ, c+ 1)− W¯ (ϑ, µ, c+ 1)
+W¯ (ϑ, µ, c+ 1)
]− λ1W¯ (ed, ec, 0, µ, c)
+ λ1W¯ (ed, ec, 0, µ, c)
(46),(47)
≤ λ1W¯ (ed, ec, 0, µ, c) + λ1(1 + λ−12 )|ef |.
For the continuous-time intervals, we have that
I(1) = λ1
λ2
〈
∂W¯ (ed, ec, 0, µ, c)
∂e1
, g1(x, e)
〉
+
λ1
λ2
〈
∂W¯ (ed, ec, 0, µ, c)
∂µ
, gµ(x, e, µ)
〉
(47),(48)
≤ λ1
λ2
M1[m¯(x) +Me|(e, µ)|+Mf |ef |]
(49)
≤ M1Me
α1W¯
W (e, µ,m1,m2, c, 1) +
λ1
λ2
M1m¯(x)
+ λ1M1|ef |/λ2.
Case 2: b = 1 and λ1W¯ (ed, ec, 0, µ, c) ≤ λ2W¯ (ed +
md1 , ec +m
c
1, 0, µ, c). In this case, we yield that
W (e, µ,He(c, x, e, µ)− e,Hµ(c, x, e, µ)− µ, c+ 1, 0)
= W¯ (Hd(c, x, e, µ), Hc(c, x, e, µ), 0, Hµ(c, x,ϑ, µ), c+ 1)
− W¯ (Hϑ(c, x,ϑ, µ), Hµ(c, x,ϑ, µ), c + 1)
+ W¯ (Hϑ(c, x,ϑ, µ), Hµ(c, x,ϑ, µ), c + 1)
(47)
≤ M1|Hf(c, x,ϑ, µ)|
+ W¯ (Hϑ(c, x,ϑ, µ), Hµ(c, x,ϑ, µ), c + 1)
− λ1W¯ (ed, ec, 0, µ, c) + λ1W¯ (ed, ec, 0, µ, c)
(45),(47)
≤ λ1W¯ (ed, ec, 0, µ, c) + (1 + λ1)M1|ef |,
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and for the continuous-time intervals, it follows that
I(1) =
〈
∂W¯ (ed +m
d
1 , ec +m
c
1, 0, µ, c)
∂e1
, g1(x, e)
〉
+
〈
∂W¯ (ed +m
d
1 , ec +m
c
1, 0, µ, c)
∂µ
, gµ(x, e, µ)
〉
(47),(48)
≤ M1[m¯(x) +Me|(e, µ)|+Mf |ef |]
(49)
≤ λ2M1Me
λ1α1W¯
W (e, µ,m1,m2, c, 1) +M1m¯(x) +M1|ef |.
Case 3: b = 0 and W¯ (ed, ec, 0, µ, c) ≥ W¯ (ed+md1, 0, ec+
mc1, 0, µ +m2, c). At the discrete-time instants, one has that
W (e+m1, µ+m2,−e−m1,−µ−m2, c, 1) = W¯ (ed+md1 , ec+
mc1, 0, µ+m2, c). In the continuous-time intervals,
I(0) =
〈
∂W¯ (ed, ec, 0, µ, c)
∂e1
, g1(x, e)
〉
+
〈
∂W¯ (ed, ec, 0, µ, c)
∂µ
, gµ(x, e, µ)
〉
(47),(48)
≤ M1[m¯(x) +Me|(e, µ)|+Mf |ef |]
(49)
≤ M1Me
α1W¯
W (e, µ,m1,m2, c, 1) +M1m¯(x) +M1|ef |.
Case 4: b = 0 and W¯ (ed, ec, 0, µ, c) ≤ W¯ (ed +
md1 , ec + m
c
1, 0, µ + m2, c). We get that at the discrete-time
instants, W (e + m1, µ + m2,−e − m1,−µ − m2, c, 1) =
W¯ (0, 0, 0, 0, 0, c) = 0. In the continuous-time intervals,
I(0) =
〈
∂W¯ (ed +m
d
1 , ec +m
c
1, 0, µ, c)
∂e1
, g1(x, e)
〉
+
〈
∂W¯ (ed +m
d
1 , ec +m
c
1, 0, µ, c)
∂µ
, gµ(x, e, µ)
〉
(43),(46),(47)
≤ M1[m¯(x) +Me|(e, µ)|+Mf |ef |]
(49)
≤ M1Me
α1W¯
W (e, µ,m1,m2, c, 1) +M1m¯(x) +M1|ef |.
Therefore, for b ∈ {0, 1}, Assumption 4-5 are verified with
the parameters given in Theorem 2. In addition, since (44)
holds and W is given in Theorem 2, the bounds on W as in
(20)-(21) are easily obtained. This completes the proof.
Remark 10: In Theorem 2, only the function W can be
constructed for the system S2 and the function V can not,
which is different from the existing works [9], [10], [37],
where both V and W were constructed. The reasons lie in
that the objective of this paper is the tracking performance and
that V involves in the information of the tracking error, the
reference system and the feedback controller. In the previous
works [9], [10], [37], the objectives are on stability analysis
of NCSs and V is only related to the state of the plant. Since
the stability analysis is a basic topic for NCSs and numerous
preliminary results have been obtained, V has been constructed
in the previous works, whereas V in this paper cannot be
developed along the similar techniques as applied in [9], [10,
Section V]. 
In Theorem 2, the Lyapunov function W¯ satisfying the items
i) and ii) exists; see [9]–[11], [37]. The item iii) guarantees that
the local errors do not increase at each transmission time for all
the relevant protocols. Such constraint is valid for all protocols
discussed in [8], [11]. We can also double the bound of the
local errors due to the quantization error. In the following, two
types of the quantizers are introduced as the special cases of
the quantizer satisfying Assumption 2 and specific Lyapunov
functions are constructed for different cases of time-scheduling
protocols and quantizers.
C. Zoom Quantizer
A zoom quantizer is defined as
qj(µj , zj) = µjqj
(
zj
µj
)
, (50)
where µj > 0, qj in the right-hand side of (50) is a
uniform quantizer; see [28], [31] and Remark 3 in Section
III. According to Assumption 2, we have that for zoom
quantizer, C = {z = (z1, . . . , zl) ∈ Rnz ||zj | ≤ Mjµj},
D = {ǫ = (ǫ1, . . . , ǫl) ∈ Rnz ||ǫj | ≤ ∆jµj} and C0 = {0}.
In addition, the quantization parameter is time-invariant in the
arrival intervals and updated at the arrival times according to
µj(r
+
i ) = Ωjµj(ri) with Ωj ∈ (0, 1).
If the zoom quantizer is implemented, then appropriate
Lyapunov functions satisfying Assumption 4 are constructed
in the following propositions for different time-scheduling
protocols.
Proposition 2: Let Assumption 3 hold. If the quan-
tizer satisfying Assumption 2 is the zoom quantizer and
the protocol in (41) is the RR protocol, then Assump-
tion 4 is verified with W (e, µ,m1,m2, c, b) = |µ| +
̟
√∑∞
i=c |φ1(i, c, e1)|2, where φ1(i, c, e1) is the solu-
tion to e+1 = (hd(i, x, ed, µ), hc(i, x, ec, µ)) at time i
starting at time c with the initial condition e1, and
̟ ∈ (0, (1 − maxj Ωj)/(
√
lmaxj ∆j)). Moreover, λ =
max{
√
(l − 1)/l,̟
√
lmaxj ∆j + maxj Ωj}, α1W (v) =
min{1, ̟}v, α2W (v) = (1+̟
√
l)v, α3W (v) = α4W (v) ≡ 0,
λ2 =
√
l and M1 = ̟
√
l.
Proof: For the RR protocol and zoom quantizer case, the
Lyapunov function is constructed in several steps. First, the
Lyapunov functions for the e-subsystem and µ-subsystem are
constructed, respectively. Then, such two Lyapunov functions
are combined into a Lyapunov function for the whole system.
For the RR protocol, the functions hd, hc, hf are of the form
(46). First, we consider the following system
e+1 =
[
hd(c, x, ed, µ)
hc(c, x, ec, µ)
]
=
[
(I −Ψd(c))ed +Ψd(c)ǫd
(I −Ψc(c))ec +Ψc(c)ǫc
]
=: H1(c, x, e1, µ). (51)
Denote by φ1(i, c, e1) the solution to the system (51) at time
i starting at time c with the initial condition e1 and define
W1(e1, c) :=
√∑∞
i=c |φ1(i, c, e1)|2. Based on Proposition 4
in [11] and similar to the proof of Proposition 3 in [18], we
have |e1| ≤ W1(e1, c) ≤
√
l|e1|. Define W2(µ, c) := |µ| and
W (e, µ,m1,m2, c, b) := ̟W1(e1, c) +W2(µ, c), where ̟ is
given in Proposition 2. Thus, we have that (20)-(21) hold with
α1W (v) := min{1, ̟}v and α2W (v) := (1+̟
√
l)v, respec-
tively. In addition, |ǫ| ≤ maxj ∆j |µ| and |µ+| ≤ maxj Ωj |µ|.
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Observe that Ωj ∈ (0, 1) and the system (51) is dead-beat
stable in l steps (see Proposition 4 in [11]), then (23) holds
with α4W (v) = 0. In the following, we just need to prove (22).
Because of the solution φ1 of the system (51) and following
from the proof of Proposition 7 in [8], we have
W1(H1(c, x, e1, µ), c+ 1)
≤
√
l− 1
l
W1(e1, c) +
√
lmax
j
∆j |µ|. (52)
Combining (52) and the fact that W2(Hµ(c, x, e, µ)) ≤
maxj Ωj |µ| yields that
̟W1(H1(c, x, e1, µ), c+ 1) +W2(Hµ(c, x, e, µ), c+ 1)
≤ ̟
√
l − 1
l
W1(e1, c) +̟
√
lmax
j
∆jW2(µ) + max
j
ΩjW2(µ)
≤ λW (e1, µ, c),
where λ is given in Proposition 2. Thus, the proof is com-
pleted.
The following proposition presents the Lyapunov function
satisfying Assumption 4 under the TOD protocol and zoom
quantizer case. Its proof is a combination of the proofs of
Proposition 2 and Proposition 8 in [8], and hence omitted here.
Proposition 3: Let Assumption 3 hold. If the quan-
tizer satisfying Assumption 2 is the zoom quantizer and
the protocol in (41) is the TOD protocol, then Assump-
tion 4 is verified with W (e, µ,m1,m2, c, b) = ̟|e1| +
|µ|, where ̟ ∈ (0, (1 − maxj Ωj)/(maxj ∆j)). Moreover,
λ = max{
√
(l − 1)/l,̟maxj ∆j + maxj Ωj}, α1W (v) =
min{1, ̟}v, α2W (v) = (1 + ̟)v, α3W (v) = α4W (v) ≡ 0,
λ2 = 1 and M1 = ̟.
In terms of Theorem 2, α3W = 0 is not given a priori.
However, α3W ≡ 0 in Propositions 2-3, which implies that
the effects of ef on η can be ignored. In this case, the
feedforward input can be transmitted to the plant and the
reference system directly. To reduce the effects of η, some
addition conditions are needed or the time-scheduling protocol
needs to be changed. In the following, we introduce the TOD-
tracking protocol [18], which is a refined TOD protocol with
Ψj(ϑ) defined as
Ψj(ϑ) =
{
Inj , if j = min{argmaxj |(ed, ec − ef)j |},
0, otherwise.
(53)
That is, the node to access to the network depends on (ed, ec−
ef) instead of ϑ. Thus, W (e, µ,m1,m2, c, b) = ̟|(ed, ec −
ef)| + |µ| and (28) holds with (η, ed, ec − ef , µ). The TOD-
tracking protocol depends on the network setup. For instance,
if uf is generated by the controller [16], then which node is
granted to access the network is associated to (ed, ec+ ef). If
yp and yr are transmitted via the same nodes, then the node
to access to the network is related to (e1, ef). For the TOD-
tracking protocol, the following proposition is presented.
Proposition 4: Let Assumption 3 hold. If the quantizer
satisfying Assumption 2 is the zoom quantizer and the protocol
in (41) is the TOD-tracking protocol, then Assumption 4
is verified with W (e, µ,m1,m2, c, b) = ̟|(ed, ec − ef)| +
|µ|, where ̟ ∈ (0, (1 − maxj Ωj)/(maxj ∆j)). Moreover,
λ = max{
√
(l − 1)/l,̟maxj ∆j + maxj Ωj}, α1W (v) =
min{1, ̟}v, α2W (v) = (1 + ̟)v, α3W (v) = α4W (v) ≡ 0,
λ2 = 1 and M1 = ̟.
D. Box Quantizer
Box quantizer, whose quantization regions are rectangle
boxes, is another type of dynamical quantizers; see [8], [26].
A box quantizer is defined by three parameters [8]: an integer
Nj > 1 to define the number of the quantization levels, an
estimate zˆj ∈ Rnj of the variables to be quantized zj ∈ Rnj
and a real number µj ≥ 0 to define the size of the quantization
regions, where j ∈ {1, . . . , l}. Because Nj is a given constant
and zˆj depends on µj , µj is called the quantization parameter.
Consider the box B(zˆj , µj) and divide it into N
nj
j equally
small sub-boxes numbered from 1 to N
nj
j in some way. Thus,
q(µj , zj) is the number of the sub-box containing zj , and zˆj
is updated to be the center of such sub-box.2 The evolution of
µ is presented as follows; see [8] for the details.
µ˙(t) = gµ(x, e, µ), t ∈ (ri, ri+1), (54)
µ(r+i ) =
(
µ1(ri)
N1
, . . . ,
µl(ri)
Nl
)
. (55)
For the RR protocol, Hϑ and Hµ are given by
Hϑ(i, x,ϑ, µ) = (I −Ψϑ(si))ϑ(tsi ) + Ψϑ(si)Jϑ(si, x,ϑ, µ),
Hµ(i, x,ϑ, µ) = (I − Ψ¯(si))µ+N−1Ψ¯(si)µ,
where Ψϑ and Ψ¯ are the diagonal matrices with different
dimensions, N = diag{N1, . . . , Nl} and Jϑ depends on the
quantization procedure; see [8]. For the box quantizer and
RR protocol case, the following proposition establishes the
existence of Lyapunov function satisfying Assumption 4.
Proposition 5: Let Assumption 3 hold. If the RR protocol
and the box quantizer are applied and there exists a
constant d > 0 such that |Je(si, x, e, µ)| ≤ d|µ|,3 then
Assumption 4 is verified with W (e, µ,m1,m2, c, b) =
̟
√∑∞
i=c |φ1(i, c, e1)|2 +
√∑∞
i=c |φµ(i, c, µ)|2, where
φ1(i, c, e1) and φµ(i, c, µ) are the solutions to
e+1 = (hd(i, x, ed, µ), hc(i, x, ec, µ)) and µ
+ = hµ(i, x, e, µ)
at time i starting at time c with the initial condition e and µ,
respectively. Moreover, λ = max{
√
(l − 1)/l,̟d
√
l + ρ¯},
α1W (v) = min{1, ̟}v,
α2W (v) =

̟√l +
√
N¯2l
N¯2 − 1

 v, ρ¯ =
√
N¯2l − N¯2 + 1
N¯2l
,
α4W (v) = α6W (v) = 0, λ2 =
√
l,M1 = ̟
√
l, N¯ = minj Nj
and ̟ ∈ (0, (1− ρ¯)/(d
√
l)).
Proof: First, we consider the µ-subsystem. Define
W2(µ, c) :=
√∑∞
i=c |φµ(i, c, µ)|2, where φµ(i, c, µ) is the
solution to µ+ = hµ(i, x, e, µ) at time i starting at time c
2If zj is in the intersection of some sub-boxes, then q(µj , zj) can be any
number of these sub-boxes. In addition, we allow Nj not to be the same for
different nodes, which generalizes the cases in [8], [26].
3The existence of d depends on the expression of Je(si, x, e, µ), which
has been given in [8, Section III-C] (where quantization is considered but
transmission delays are not studied).
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with the initial condition µ. Let N¯ = minj Nj and following
the similar line as the proof of Proposition 5 in [8], we have
|µ| ≤W2(µ, c) ≤
√
N¯2l
N¯2 − 1 |µ|, (56)
W2(µ
+, c+ 1) ≤
√
N¯2l − N¯2 + 1
N¯2l
W2(µ, c). (57)
Next, for the e1-subsystem, consider the following system
e+1 =
[
hd(c, x, ed, µ)
hc(c, x, ec, µ)
]
=
[
(I −Ψd(c))ed +Ψd(c)Jd(si, x, e1, µ)
(I −Ψc(c))ec +Ψc(c)Jc(si, x, ec, µ)
]
= H1(c, x, e1, µ). (58)
Define W1(e1, c) :=
√∑∞
i=c |φ1(i, c, e1)|2, where φ1(i, c, e1)
is the solutions to (58) at time i starting at time c with the
initial condition e1. Similar to the proof of Proposition 2,
we have |e1| ≤ W1(e1, c) ≤
√
l|e|. Based on the proof of
Proposition 5 in [8] and similar to the proof of Proposition 2,
we obtain that
W1(H1(c, x, e1, µ), c+ 1)
≤
√
l− 1
l
W1(c, e1) + d
√
lW2(µ, c). (59)
Finally, define W (e, µ,m1,m2, c, b) := ̟W1(e1, c) +
W2(µ, c), and (20)-(21) hold with α1W (v) = min{1, ̟}v and
α2W (v) = (̟
√
l +
√
N¯2l/(N¯2 − 1))v. Similar to the proof
of Proposition 2, it follows that (23) holds. Combining (57)
and (59) yields that
̟W1(H1(c, x, e1, µ), c+ 1) +W2(Hµ(c, x, e, µ), c+ 1)
≤ ̟
√
l − 1
l
W1(e1, c) +̟d
√
lW2(µ, c)
+
√
N¯2l − N¯2 + 1
N¯2l
W2(µ, c)
≤ λW (e1, µ, c),
where λ is given in Proposition 5. Thus, (22) holds and the
proof is completed.
For the TOD protocol and the TOD-tracking protocol, the
time-scheduling protocol and the update of µ are given by
Hϑ(i, x,ϑ, µ) = (I − Ψ(ϑ))ϑ(tsi ) + Ψ(ϑ)Jϑ(si, x,ϑ, µ),
Hµ(i, x,ϑ, µ) = (I − Ψ¯(ϑ))µ +N−1Ψ¯(ϑ)µ.
In above cases, the following propositions are presented. The
proofs are proceeded along the similar strategy as the proof
of Proposition 5, and hence omitted here.
Proposition 6: Let Assumption 3 hold. If the TOD protocol
and the box quantizer are applied and there exists a constant
d > 0 such that |Je(si, x, e, µ)| ≤ d|µ|, then Assumption
4 is verified with W (e, µ,m1,m2, c, b) = ̟|e1|+ |µ|, where
̟ > 0. Moreover, λ = max{
√
(l − 1)/l,̟d+ ρ˜}, α1W (v) =
min{1, ̟}v, α2W (v) = (1+̟
√
l)v, α3W (v) = α4W (v) = 0,
M1 = ̟, where ̟ ∈ (0, (1−ρ¯)/d), α ∈ (0, 1), N¯ = minj Nj
and
ρ˜ = max
{√
l− 1
l
,
√
N¯2l − α2N¯2 + α
N¯2l
}
. (60)
Proposition 7: Let Assumption 3 hold. If the TOD-tracking
protocol and the box quantizer are applied and there ex-
ists a constant d > 0 such that |Je(si, x, e, µ)| ≤ d|µ|,
then Assumption 4 is verified with W (e, µ,m1,m2, c, b) =
̟|(eη, ec − ef)| + |µ|, where ̟ > 0. Moreover,
λ = max{
√
(l − 1)/l,̟d + ρ˜}, α1W (v) = min{1, ̟}v,
α2W (v) = (1 + ̟
√
l)v, α3W (v) = α4W (v) = 0, M1 = ̟,
where ̟ ∈ (0, (1− ρ¯)/d), α ∈ (0, 1), N¯ = minj Nj and ρ˜ is
given in (60).
VII. ILLUSTRATIVE EXAMPLE
In this section, the developed results are demonstrated with
a numerical example. We will illustrate how Assumptions 4-6
could be verified and how the verification of these conditions
leads to quantitative tradeoff between hmati and hmad.
Consider a single-link revolute manipulator modeled by
Lagrange dynamics [42], [43]:M(q)q¨+C(q, q˙)q˙+g(q) = τ .
Pick M(q) = 1, C(q, q˙) = 0, g(q) = m cosq, τ = au and
define q1 = q, q2 = q˙, we have that
q˙1 = q2, q˙2 = −m cosq1 + au, (61)
where q1 is the generalized configuration coordinate, q2 is the
generalized velocity, τ is the generalized force acting on the
system and m, a > 0 are certain constants. Both q1 and q2
are measurable. The reference system is given by
q˙r 1 = qr 2, q˙r 2 = −m cosqr 1 + auf , (62)
where qr 1, qr 2 are measurable and uf = 2 cos(5t).
Assume that if there is no communication network, then the
tracking error is asymptotically stable. The designed controller
is u = uf+uc, where uc = −a−1[m sin(qd 1/2)+qd 1+qd 2],
where qd 1 := q1 − qr 1 and qd 2 := q2 − qr 2. In this paper,
we consider the case that the communication between the
controller and the plant is via a quantizer and a communication
network. The applied quantizer is zoom quantizer (50) with
maxj ∆j = 0.8 and maxj Ωj = 0.6. The controller is
applied using ZOH devices and the network is assumed to
have l = 3 nodes for qd 1, qd 2 and u, respectively. In this
case, the applied feedback controller is emulated and given
by uc = −a−1[m sin(qˆd 1/2) + qˆd 1 + qˆd 2]. In addition, uf is
assumed to be transmitted to the reference system directly for
the TOD-tracking protocol and qˆd 1, qˆd 2 are implemented in
ZOH fashion in the update intervals, which implies that the
feedback controller knows qr 1, qr 2 but does not depend on
qr 1, qr 2. To simplify the following simulation, the transmis-
sion intervals and the transmission delays are constants, that
is, hi ≡ hmati and τi ≡ hmad for all i ∈ N.
In the following, we first verify Assumptions 4-6. Based on
(61)-(62), we obtain that Fη = (η2,−m[cos(η1+ed 1+qr 1)−
cos(qr 1)+sin((η1+ed1)/2)]−(η1+ed1)−(η2+ed2)+auf+
aef), Fr = (qr 2,−m cosqr 1 + auf + aef), G1 = (−Fη, 0),
Gr = −Fr and Gf = −u˙f . Choose the Lyapunov function W
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Fig. 2. The functions φ¯b, b ∈ {0, 1} with φ¯0(0) = φ¯1(0) =
√
3 for RR
protocol.
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Fig. 3. The functions φ¯b, b ∈ {0, 1} with φ¯0(0) =
√
3, φ¯1(0) =
√
3 + 1
for TOD and TOD-tracking protocols.
in Proposition 2 for the RR protocol,W (e, µ,m1,m2, c, b) :=
̟|e|+ |µ| for the TOD protocol and W (e, µ,m1,m2, c, b) :=
̟|(ed, ec − ef)| + |µ| for the TOD-tracking protocol. Thus,
Assumption 4 holds easily based on Propositions 2-4.
On the other hand, it holds that |g1| ≤ |η2| + |η1 + η2| +
E1|e1| + a|ef |, where E1 = m +
√
3max{1, a}. It is known
from Propositions 2-4 that α1W (v) = min{1, ̟}v for all
v ≥ 0 and max{|∂W¯ (ϑ, µ, c)/∂ϑ|, |∂W¯ (ϑ, µ, c)/∂µ|} ≤M1
for almost all e,m1 ∈ Rne , µ,m2 ∈ Rl, c ∈ N and
b ∈ {0, 1}, where M1 =
√
l for the RR protocol and
M1 = 1 for the TOD and TOD-tracking protocols. Thus,
|〈∂W (e, µ,m1,m2, c, b)/∂e, ge(x, e)〉| ≤ ̟M1[|η1| + |η1 +
η2| + E1|e1| + a|ef |]. As a result, Assumption 5 holds with
L0 = ̟M1E1/α1W , L1 = ̟M1E1λ2/(λ1α1W ), H0(x) =
H1(x) = ̟M1(|η1|+ |η1 + η2|) and σbW (v) = ̟aM1|v|.
To verify Assumption 6, define V (η) := φ1η
2
1 + φ2η1η2 +
φ3η
2
2 , where φ1, φ2, φ3 are chosen to make V satisfy (25).
Assume that there exists a time-varying parameter mˆ ∈
[−m,m] such that m[cos(η1 + ed 1 + qr 1) − cos(qr 1) +
sin((η1 + ed 1)/2)] = mˆed 1. Thus, using twice the fact that
2xy ≤ cx2 + y2/c for all x, y ≥ 0 and c > 0, we get that
〈∇V (η), Fη(x, e)〉 ≤ −φ2η21 − (2φ3 − φ2)η22 + (2φ1 − 2φ3 −
φ2)η1η2+(̺
−1
0 +̺
−1
1 )(φ2η1+2φ3η2)
2+̺0E
2
2 |e1|2+̺1a2|ef |2,
where ̺0, ̺1 > 0 are defined in (27) and E2 =
√
3max{1 +
m, a}. Therefore, if φ1, φ2, φ3 are chosen such that (25) holds
and
− ρb(|η|) −H2b (x) ≥ −φ2η21 + (2φ1 − 2φ3 − φ2)η1η2
− (2φ3 − φ2)η22 + (̺−10 + ̺−11 )(φ2η1 + 2φ3η2)2, (63)
Fig. 4. Tracking errors for hmati = 0.0242, hmad = 0.00390 and RR
protocol.
Fig. 5. Tracking errors for hmati = 0.0256, hmad = 0.00385 and TOD
protocol.
Fig. 6. Tracking errors for hmati = 0.0256, hmad = 0.00385 and TOD-
tracking protocol.
then Assumption 6 is verified with θb(v) = πv
2, γ0 =√
π + ̺0E22 , γ1 =
√
π + ̺1λ22E
2
2/λ
2
1, σbV (v) = ̺1a
2|v|2
and π > 0 is arbitrarily small.
Observe that L0 and L1 depend on the magnitude of m and
a; γ0 and γ1 depend on the choice of ̺0, ̺1 and ε. Thus, the
tradeoff between hmati and hmad is related to m, a, ̺0 and
̺1. Pick m = 4.905, a = 2, ̟ = π = 0.005, ̺0 = 1 and
̺1 = ̺0λ2/λ1. The choices of φ1, φ2 and φ3 are to satisfy
(25) and (63). Thus, L0 = 17.7150, L1 = 37.5792, γ0 =
7.2325, γ1 = 22.3450 for the RR protocol and L0 = 10.2278,
L1 = 21.6964, γ0 = 7.2325, γ1 = 22.3450 for the TOD and
the TOD-tracking protocols.
Set the initial φ¯0(0) = φ¯1(0) =
√
3 for the RR protocol, and
φ¯0(0) =
√
3, φ¯1(0) =
√
3+ 1 for the TOD and TOD-tracking
protocols, then hmati and hmad are obtained via (28a)-(28b);
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see Figs. 2-3. Follows from Figs. 2-3, hmati = 0.0242 and
hmad = 0.00390 for the RR protocol; hmati = 0.0256 and
hmad = 0.00385 for the TOD and TOD-tracking protocols. In
addition, the magnitudes of hmati and hmad are different from
different initial conditions. For instance, hmati = 0.0255 and
hmad = 0.00425 for the RR protocol with φ¯0(0) = φ¯1(0) =√
2; hmati = 0.0242 and hmad = 0.0069 for the TOD protocol
with φ¯0(0) =
√
2 and φ¯1(0) =
√
2 + 1. hmati = 0.02375 and
hmad = 0.00365 for the RR protocol with φ¯0(0) = φ¯1(0) = 2;
hmati = 0.02615 and hmad = 0.0024 for the TOD protocol
with φ¯0(0) = 2 and φ¯1(0) = 3. Therefore, different tradeoffs
between hmati and hmad can be obtained for different initial
conditions. Furthermore, from (28), hmati and hmad depend on
̺0 and ̺1. For instance, changing the value of ̺0 leads to the
different magnitudes of hmati and hmad. The maximal value
of ̺0 is 2.090. If ̺0 > 2.090, then there is no intersection
between γ1φ¯1 and (1 + ̺0)γ0φ¯0.
Based on hmati and hmad obtained from Figs. 2-3, the
tracking errors are illustrated in Figs. 4-6 for different cases.
Figs. 4-5 are for the RR and TOD protocol cases, respectively.
The tracking errors are convergent and bounded in Figs. 4-5
due to the effects of the network-induced error ef . Since uf
is transmitted to the reference system and the plant directly
in the TOD-tracking protocol, ef = 0 and the tracking error
converge to zero in Fig. 6.
VIII. CONCLUSIONS
In this paper, the tracking control of nonlinear networked
and quantized control systems was analyzed based on a
Lyapunov approach. To deal with the network-induced issues,
a new hybrid model was developed. Sufficient conditions were
established to guarantee the convergence of the tracking error.
In addition, the Lyapunov function satisfying the obtained
conditions was constructed. For the specific time-scheduling
protocols and quantizers, we discussed how to reduce the
effects of the network-induced errors on the convergence
of the tracking error. Finally, the developed results were
demonstrated by a numerical example.
In the future, our work will focus on tracking control
of networked and quantized control systems with external
disturbances. Since the disturbances may lead the system
state to escape from the quantization regions, the general
quantization mechanism in [26], [28] needs to be considered.
APPENDIX
The detailed expressions of the functions in S1 are presented
as follows. As the preceding definitions in Section III, we have
xp = η + xr. Moreover, based on (2)-(5), (10), we have that
for t ∈ [tsi , tsi+1 ] \ {ri}, i ∈ N,
η˙ = fp(xp, uˆc + uˆf)− fp(t, xr, uˆf)
= fp(xp, uc + ec + uf + ef)− fp(t, xr, uf + ef)
= fp(η + xr, gc(xc) + ec + uf + ef)− fp(t, xr, uf + ef)
=: Fη(η, xc, xr, e1, ef),
x˙c = fc(xc, yˆd) = fc(xc, yd + ed)
= fc(xc, gp(η + xr)− gr(xr) + ed)
=: Fc(η, xc, xr, e1, ef),
x˙r = fp(xr, uˆf) = fp(xr, uf + ef) =: Fr(η, xc, xr, e1, ef),
µ˙ = gµ(xp, xc, xr,ϑ, µ)
= gµ(η + xr, xc, xr, ed, ec, ef , µ)
=: Gµ(η, xc, xr, e1, ef , µ),
e˙1 =
[
e˙d
e˙c
]
=
[
e˙p − e˙r
e˙c
]
=

 〈∇gp(xr), fp(xr, uf + ef)〉−〈∇gp(xp), fp(η + xr, gc(xc) + ec + uf + ef)〉
〈∇gc(xc), fc(η, xc, xr, eη)〉


=: G1(η, xc, xr, e1, ef),
e˙r = −〈∇gr(xr), fr(xr, uf + ef)〉 =: Gr(η, xc, xr, e1, ef),
e˙f = −u˙f = − ∂uf
∂xp
(Fη + Fr)− ∂uf
∂xr
Fr − ∂uf
∂xc
Fc
=: Gf(η, xc, xr, e1, ef).
At the arrival time ri, i ∈ N,
hµ(i, µ, ǫ) = hµ(i, µ, ǫd, ǫc, ǫf)
= hµ(i, µ, q(µ, gp(xp)− gr(xr))− gp(xp) + gr(xr),
q(µ, gc(xc))− gc(xc), q(µ, uf)− uf)
=: Hµ(i, η, xc, xr, e1, ef , µ),
hd(i, yd,ϑ, µ) = ǫd + hd(i,ϑ)
= q(µ, gp(xp)− gr(xr))− gp(xp) + gr(xr)
+ hd(i, ed, ec, ef)
=: Hd(i, η, xr, xc, e1, ef , µ),
hc(i, xc,ϑ, µ) = ǫc + hc(i,ϑ)
= q(µ, gc(xc))− gc(xc) + hc(i, ed, ec, ef)
=: Hc(i, η, xr, xc, e1, ef , µ),
hf(i, xf ,ϑ, µ) = ǫf + hf(i,ϑ)
= q(µ, uf)− uf + hf(i, ed, ec, ef)
=: Hf(i, η, xr, xc, e1, ef , µ).
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