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１．はじめに	 
ポスターやWEBページ等のデザイン制作では「デザイナー」1
人だけではなく,「クライアント」等の複数の人が関わってデ
ザインを制作していく作業が行われている．このような作業で
は,デザインという目に見えない頭の中のイメージを複数の人
で制作するため,お互いの制作したいイメージを理解すること
が難しい.よって,お互いのイメージを伝え合う時間が多くな
り,大幅な労力と時間がかかってしまう.	 
そこで我々は,ユーザのイメージを可視化するために,デザ
インのイメージに最も影響を与える配色に着目し,配色に対す
るイメージの評価を教示データとして統計的学習を行い,ユー
ザの感性のモデル化を試みている[1].しかし,精度の高い感性
のモデルを構築するには,安定した感性の統計的学習が必要で
ある.それを行うには次の二点の学習をしないといけないので
ユーザの負担が大きい.	 
１：詳細に分類された教示データの学習	 
２：多くの教示データの学習	 
そこで本研究では,大雑把に分類された少ない教示データか
らでも,安定した教示学習を行うことによって,ユーザの負担
を軽減させることを目指す.	 
	 
２．教示学習の問題	 
我々はユーザのイメージを可視化するために,配色に着目し,
教示学習を用いてユーザの感性のモデル化を試みている[1].
学習方法は,ユーザが様々な配色を見て「Cool」「Pretty」等の
イメージ語に適しているかを一つずつ評価したものをコンピ
ュータに教示する.この評価を教示データとして重回帰分析を
用いて,教示学習を行うことで感性モデルを構築している.こ
のモデルを利用することで,ユーザのイメージ語に適した配色
がわかるので,実際にユーザ同士が互いにこのシステムで感性
モデルを見せ合うことで,双方の頭の中のイメージを可視化す
ることができる.しかし,安定した教示学習を行うためには以
下のことを行わないといけないため,ユーザに大きな負担がか
かる.	 
１：詳細に分類された教示データ群の用意：イメージ語のよ
うな曖昧さを含む基準で,教示データ群を構築しようと試みて
も信頼性の高い教示データ群を構築することが難しい.同じイ
メージ語でもユーザが考えるイメージが１通りではないから
である.イメージが幅広いと色のバラつきが大きくなってしま
い,大雑把な教示データ群しか構築することができない.	 
	 そのような大雑把な教示データ群から色の物理量を抽出し
ても特徴量の分散が大きくなってしまう可能性がある.その分
散が大きい教示データ群を用いてモデルを構築してしまうと,
特徴量の分散が大きいので信頼性の低いモデルが構築されて
しまう.	 
この問題を改善するためには,ユーザ自ら学習させる配色を
考慮しながらイメージの細分化を行わければいけない.	 例え
ばユーザによっては,「Cool」と感じる配色が「赤色を基調と
した配色」だけではなく,「赤色を基調とした配色」と「青色
を基調とした配色」等といった複数のパターンの場合がある.	 
このように一つのイメージ語に対して複数のパターンの配
色でモデル化を行いたい場合には,既存のシステムではユーザ
自ら最初は「赤色を基調とした配色」の学習,次に「青色を基
調とした配色」の学習といったように複数のパターンに分けて
学習させなければ信頼性の高い教示データ群は構築できない.	 
２：多くの教示データの学習：教示学習は,教示データが多
いほど共通した特徴を見つけやすくなるので安定した統計的
学習を行える.しかし,ユーザは用意した教示データの数だけ
評価をしなければいけない.	 
そこで本研究では,大雑把な教示データ群を自動的に分類す
る手法と,少ない教示データから教示データを増やして補完す
る手法を提案し,この二つの手法を教示学習に組み込むことで,
ユーザの負担を減らしつつ安定した教示学習を行えるのでは
ないかと考えた.本研究の提案する大雑把な分類の少ない教示
データから、詳細に分類された多くの教示データ群にする流れ
を図１にまとめた.	 
 
	 
	 	 	 	 	 	 	 	 図１	 本研究の流れ	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３．大雑把な教示データ群の自動分類法	 
	 2章の１の問題を解決するために,大雑把な教示データ群か
らの自動分類法を提案する.大雑把なイメージでもシステムが
自動的に共通する特徴を見つけ,詳細な教示データ群毎にグル
ープ化することで,ユーザの負担を軽減する.	 
	 そこで提案方法では,教示データ群に対してK平均法を行う
ことにより自動的に詳細に分類することができる.この事から
信頼性があり,安定した統計的学習に有効性があると考えた.	 
	 
３．１．k平均法	 
	 k平均法の計算方法は以下の通りである.	 
①	 各データ ix (i=1,	 ･･･,	 n)に対してランダムにクラスター
を割り振る.	 
②	 割り振ったデータをもとに各クラスターの中心	 
jV 	 (ｊ=1,	 ･･･,	 ｋ)を計算する.計算は割り当てられた
データの各要素の平均（重心）を用いる.	 
③	 各 ix と各 jV との距離を求め,	 ix を最も近い中心のクラ
スターに割り当て直す.	 
④	 全ての ix でクラスターの割り当てが変化しなかった場合
は処理を終了する.それ以外の場合は新しく割り振られた
クラスターから ix を再計算して上記の処理を繰り返す.	 
	 
３．２．クラスター数の設定	 
	 k 平均法ではクラスター数をあらかじめ決定する必要があ
る,本研究では,クラスター数を相関比が最大となる値に設定
している.相関比ηは以下の式で定義される.	 
! 
" = 1# | Sw || ST |
	 
ここで,	 wS は群内の平方和・積和行列,	 TS は全体の平方
和積和行列である.	 
	 
４．少ない教示データからの自動補完法	 
2章の2の問題を解決するために,少ない教示データからの自
動補完法を提案する.	 
既存の教示学習では重回帰分析やSVM等といった多変量解析
が用いられることが多い[2].しかしこのような多変量解析で
は,イメージに適する評価だけではなく,イメージに適さない
評価も必要なため,多くの教示データの学習が必要でありユー
ザの負担が大きいという問題がある.	 
そこでイメージに適している配色だけで学習を行えば,教示
データが少なく,ユーザの負担を減らすことができると考えた.
イメージに適している配色だけで学習する場合は,イメージに
適している複数の配色から類似している配色をデータベース
から検索し,教示データを補完してモデル化を行えば安定した
教示学習が行えると考えた.そこで,複数の配色からの類似検
索システムを構築した.	 
	 
４．１．配色の特徴量	 	 
構築した配色の類似検索システムでは色の配色として２
色・３色の配色を用いる.これらを採用した理由は,１色ではユ
ーザに印象を与えるのは不十分であり,４色以上ではイメージ
が分散してしまうと考えられるからである.そこで配色イメー
ジチャート[3]に記載されている２色配列と３色配列を採用し
た. 
色の特徴量としては,Lab色空間を採用した.Labを使用する
理由は,人の視覚を近似するように数値が設定されているの
と,Labの各軸が独立しているので数学的に扱いやすいからで
ある.そこで本研究では,明度を表すL,緑から赤への色相を表す
a,青から黄色への色相を表すb,彩度を表すaとbの二乗平方の値
とこれらの差を用いる. 
 
４．２．複数の配色からの類似検索システム	 
類似検索システムでは,ユーザにいくつかの配色を選択して
もらうことで,検索を行う.	 検索方法としては配色の特徴量の
平均値とデータベース中の配色の特徴量との比較を行い,特徴
量間の類似度の大きいデータベース中の配色を検索し補完し
ている．	 
また人は類似度を主観的に判断する時,配色の各特徴量を同
列に評価せず,興味の惹かれた点を重要視すると言われている
[4].そのため,興味の惹かれた点に重点をおく必要がある.そ
の特徴を推定するために,分散を用いる.分散を用いることで
各特徴量の分散の値を比較し,分散の値が小さい特徴量がバラ
つきが小さいので興味の惹かれた点であると推定することが
できる.この分散の値を重みとして検索することで,ユーザの
興味の惹かれた点と捉えている特徴量を重視しながら検索を
行える.	 
	 
５．配色の類似検索システムの精度の評価実験	 	 
	 本研究で構築したシステムの精度とユーザの負担削減率を
調べるために実験を行った.被験者は20代学生男子10名である.
実験手順を以下に記述する.	 
①	 ２色配列・３色配列に対しユーザが「Cool」「Elegant」
「Natural」の各イメージ語に対して適していると感じる配色
を各配色パターンの中から選択してもらう.	 
②	 ユーザの教示データを基に自動分類法の有効性を検討す
る.	 
③	 配色の類似検索システムの精度を検討する.	 
④	 少ない教示データからの自動補完法の有効性を検討する.	 
②~④で検索された上位20個の配色の適合率を見ることで有
効であるかどうか検討する.	 
⑤	 手法を組み込まないで教示データを選ぶ際に催した時間
と自動補完法を用いて教示データを選ぶ際に催した時間を比
較する.	 
	 上記の実験の流れを図2に示す.	 
  
	 
図２	 評価実験の流れ	 
	 
５．１．自動分類法の有効性の検討	 
	 表1は各イメージ語毎にクラスタリングを行った時と行って
いない時の結果をまとめた表である.表１から自動分類法を用
いることで,各イメージ語の精度が上昇したことがわかる.特に
「Natural」は自動分類法を用いることで２色配列・３色配列
共に15%精度が上昇した．これは「Cool」「Elegant」と違い,
「Natural」というイメージ語がユーザにとって幅広いイメー
ジを抱きやすく精度が低かったが,クラスタリングを行うこと
で,詳細な教示データに分類することが出来たことにより一段
と精度が上昇したと考えられる.また,全体では約10％システム
の精度が上昇した.この事からユーザの一つのイメージ語に対
して抱くイメージは一通りではなく幾つかのパターンがある
ことがわかると共に,ユーザのイメージを学習させるには自動
分類法が有効であると考えられる. 
 
表１	 自動分類法の精度（教示データ数１０個）	 
 
 
５．２	 自動補完法の有効性の検討	 
表２・表３は自動分類法を用いて自動補完法の有効性を検討
した表である.教示データ10個,20個,30個,40個,50個,60個,70
個,80個,90個で学習し,システムで検索された教示データを補
完し,教示データ100個で再度学習させた.その結果手動で100
個学習させた時と比べ全体的に精度が若干下がってしまうこ
とがわかる.これは補完されたデータの中で幾つかユーザのイ
メージに適さない配色をシステムが教示データとして補完し
てしまい,それを教示データ群としてしまうことで,イメージ
に適さない配色も一緒に学習してしまい精度が下がったと考
えられる.	 
	 しかし,精度が若干下がっているだけであり,教示データ50
個以上からは然程精度は変わらないと言える.	 
	 
表２	 自動補完法の精度(２色)	 
	 
	 
表３	 自動補完法の精度(３色)	 
	 
	 上記に記述したが,精度が若干下がってしまった理由として
補完されたデータの中で幾つかユーザのイメージに適さない
配色が補完されてしまい,それを教示データにしたという理由
が考えられるので,２色配色に対してイメージに適さない配色
を除外して再度学習させた結果と手動で100個学習させた結果
を表４にまとめた.	 
	 
表４	 適さない配色を除外した自動補完法の精度（２色）	 
	 
	 表４を見ると,少ない教示データからでもイメージに適さな
い配色を除外する作業を組み込むことで手動の学習時と精度
はほぼ変わらないことがわかる.適さない配色を除外すること
でユーザのイメージに適した安定した教示データ群を構築す
ることができたと考えられる.この事から自動補完法は有効で
あると考えられる.	 
	 
	 
	 
	 
②選択された教示データの表示 ③自動分類法を行う ④自動補完法を行う
①イメージに適した配色を選択 
⑤ユーザに対してレコメンドを行い適合率を求める
Cool(%) 70 60 60 55
Elegant(%) 60 50 55 45
Natural(%) 50 35 50 35
Ave(%) 58 47 55 45
有り（２色） 無し（２色） 有り（３色） 無し（３色）
　
イメージ語
自動分類法
教示 補完
データ数(個) データ数(個) Cool(%) Elegant(%) Natural(%)
10 90 90 85 65 80
20 80 90 85 65 80
30 70 90 85 65 80
40 60 95 90 70 85
50 50 95 90 70 85
60 40 95 90 70 85
70 30 95 90 80 88
80 20 95 90 80 88
90 10 95 90 85 90
100 0 95 95 90 93
イメージ語
Ave(%)
教示 補完
データ数(個) データ数(個) Cool(%) Elegant(%) Natural(%)
10 90 70 70 60 67
20 80 72 75 60 69
30 70 77 75 65 72
40 60 77 75 65 72
50 50 77 80 65 74
60 40 77 80 65 74
70 30 80 80 65 75
80 20 90 85 70 82
90 10 95 85 65 82
100 0 95 85 75 85
イメージ語
Ave(%)
Cool(%) 92 95
Elegant(%) 89 95
Natural(%) 70 90
Ave(%) 84 93
　
イメージ語
教示１０個
補完９０個
教示１００個
補完０個
自動補完法
  
５．３	 ユーザの負担削減の検討	 
	 本研究で提案した自動分類法と自動補完法の精度の結果か
ら,	 この２つの手法を教示学習に組み込むことで,安定した教
示学習を行う事ができると考えられる.そこでこの２つの手法
がどの程度ユーザの負担を削減させる事ができたのかを把握
するために,２色配列に対して教示データ１００個選択するま
でに催した作業時間と教示データ１０個選択するまでに催し
た時間と補完された配色の中からイメージに適さない配色を
除外する作業時間を２０回測定し,定量的に求めてみた結果を
表4に示す.	 
表５	 教示データを選ぶまで催した平均時間(20回)	 
	 
	 表５の結果を見ると,教示データ100個選択するのに催した
時間が３０５秒であるのに比べ,教示データ１０個は２５秒,
教示データ１０個選択し,次に補完された教示データ９０個の
中でイメージに適さないのを除外する作業の一連の時間が８
５秒であることから,自動補完法を用いることで時間が大幅に
短縮されていることが分かる.	 
	 短縮された理由として,教示データ１００個選ぶ際にはシス
テムに表示されている配色を上から順に見て,教示データを１
００個選択する作業を行わないといけない.この作業がユーザ
にとっては負担のかかる作業であったと考えられ時間がかか
ってしまったと考えられる.一方で教示データ１０個選択する
場合は,教示データ１００個選択する作業に比べ容易でありそ
こまで時間はかからなかったと考えられる.	 
	 また補完された配色の中から適さない配色を除外する作業
は,上から順に配色を見て選択する作業に比べ,類似検索を行
なって抽出してきた配色の中から除外する作業である.この時
補完されている配色の大抵はユーザのイメージに適した配色
であり,その中からイメージに適さない配色を探す作業がユー
ザにとって容易であったと考えられる.以上の理由から作業時
間が短縮されたと考えられる.	 
	 以上の結果を考慮すると自動分類法・自動補完法を組み込み
教示学習を行うことはユーザの負担を削減させるのに有効で
あったと考えられる.	 
	 
６．	 まとめと今後の展望	 
	 本研究では,少ない大雑把な教示データ群からでも,クラス
タリングによる自動分類法と,類似検索システムによる自動補
完法により,詳細に分類された多くの教示データ群を構築する
手法を提案した.今回は２色・３色の配色で実験を行ったが,こ
の手法は配色以外にも有効であると考えられる.	 
大雑把な教示データからの自動分類法では,大雑把なイメー
ジからでもk平均法を用いて自動的に細分化することで,教示
データ群を詳細に分類することができた.	 
	 
少ない教示データからの自動補完法では,少ない教示データ
から類似検索を行い,検索されたデータを教示データに追加す
ることで教示データを増やすことができた.	 
また２つの手法を組み込むことで大幅に作業時間を短縮で
きたことからユーザの負担を削減することができたと考えら
れる.	 
今後は,モデル化に用いる配色を配色イメージチャートに記
載されている配色だけではなく,ベースカラーとアクセントカ
ラーを抽出する方法[5]と組み合わせ風景画・商品写真等の画
像から配色を抽出し,感性モデルを構築しようと考えている.
これが実現出来れば今主流なキーワード検索ではなく,配色を
用いた個人の感性モデルから直感的な画像検索が可能になる
と考えられるので試みたい.	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