Abstract. A very general optimization problem with a variational inequality constraint, inequality constraints and an abstract constraint is studied. Fritz John type and Kuhn-Tucker type necessary optimality conditions involving Mordukhovich coderivatives are derived. Several constraint quali cations for the Kuhn-Tucker type necessary optimality conditions involving Mordukhovich coderivatives are introduced and their relationships are studied. Applications to bilevel programming problems are also given.
1.
Introduction. An optimization problem with variational inequality constraints (OPVIC) is a special class of an optimization problem over variables x and y in which some or all of its constraints are de ned by a parametric variational inequality with y as its primary variable and x as the parameter. In this paper we consider a very general optimization problem with variational inequality constraints in nite dimensional spaces de ned as follows:
(OPVIC) minimize f(x; y) subject to (x; y) 0; (x; y) 2 C y 2 ; hF(x; y); y ? zi 0 8z 2 where f : R n+m ! R, : R n+m ! R d , F : R n+m ! R m are Lipschitz near all optimal solutions of (OPVIC), C is a nonempty closed subset of R n+m and is a closed convex subset of R m . The above problem is also called a generalized bilevel programming problem (see e.g. Ye, Zhu and Zhu 27]) or a mathematical program with equilibrium constraints (see e.g. Luo, Pang and Ralph 10]). The reader is referred to 10] for recent developments on the subject and references for other types of optimality conditions.
Although under certain constraint quali cations one can reduce (OPVIC) to an ordinary nonlinear programming problem, it is known that the usual constraint qualication such as the Mangasarian-Fromovitz constraint quali cation can not in general be satis ed for the equivalent nonlinear programming problem (see 27, Proposition 1.1]). In Ye and Ye 26] , under the pseudo-upper-Lipschitz continuity, a Kuhn-Tucker type necessary optimality condition involving Mordukhovich coderivatives was derived for (OPVIC). In Ye 25] , it was shown that a Kuhn-Tucker type necessary optimality condition involving the proximal coderivatives (which are in general smaller than Mordukhovich coderivatives) holds under a stronger constraint quali cation in the case where the variational inequality is a complementarity system, i.e., = R a R b + with a + b = m.
The purpose of this paper is to study (OPVIC) under much weaker assumptions and derive more powerful results than those in 26] . In particular, we incorporate Department of Mathematics and Statistics, University of Victoria, Victoria, B.C., Canada V8W 3P4; e-mail:janeye@math.uvic.ca 1 inequality constraints and an abstract constraint in our problems and we do not assume the smoothness of the mapping F as in 26].
As 
4). Moreover we introduce the concept of calmness for (OPVIC) and
show that under the calmness condition can be taken as 1. Several constraint quali cations that are stronger than the calmness condition but easier to verify are introduced and their relationships are indicated.
Note that in the case where = R m , (OPVIC) is reduced to an ordinary nonlinear programming problem with equality, inequality and abstract constraints. Hence our results are applicable even for an ordinary nonlinear programming problem.
We organize the paper as follows. x2 contains background material on nonsmooth analysis. In x3, we derive the Fritz John type necessary optimality condition involving Mordukhovich coderivatives and the Kuhn-Tucker type necessary optimality conditions involving Mordukhovich coderivatives under the calmness condition. In x4 we introduce several constraint quali cations for the Kuhn-Tucker necessary optimality conditions involving the Mordukhovich coderivatives and study the relationships between these constraint quali cations. Applications to bilevel programming problems are discussed in x5.
The following notations are used throughout the paper. For a m-by-n matrix A and index sets I f1; 2; : : :; mg, J f1; 2. Preliminaries. This section contains some background material on nonsmooth analysis which will be used later. We only give concise de nitions that will be needed in the paper. For more detailed information on the subject, our references are Clarke 3] is called the Clarke normal cone to set at point z.
Using the de nitions for normal cones, we now give de nitions for subgradients of a single-valued map. The following calculus rules for subgradients are well known and can be found in the references given in the beginning of this section (see e.g. 9, Proposition 5A.4, Theorem 5A.8], proof of 5, Lemma 2.2]). Proposition 2.3. Let functions f : R n ! R f+1g be lower semicontinuous and nite at z 2 R n , g : R n ! R be Lipschitz near z and h : R n ! R is C 1+ at z (i.e., the gradient of h is Lipschitz near z). Then the nonnegative scalar multiplication In the special case when a set-valued map is single-valued, the coderivative is related to the limiting subgradient in the following way. On the other hand, the following upper-Lipschitz behavior was studied by Robinson 21] . Definition 2.7. A set-valued map : R n ) R q is said to be upper-Lipschitz continuous at z 2 R n if there exist a neighborhood U of z and 0 such that (z) ( z) + kz ? zkclB; 8z 2 U:
The following proposition is a sum rule for coderivatives. 
Although the terminology of the extremal principle was rst given by Mordukhovich 14] , the essence of the results can be traced back to Mordukhovich 11] . We may usefully view it as an extension of the Hahn-Banach separation theorem to nonconvex sets. The proof for the case when n = 2 can be found in 14, Theorem 3.2]. For the case when n > 2, the result can be proved in exactly the same way as the proof of 14, Theorem 3.2] or mathematical induction on n can be used as in the proof of
Mordukhovich and Shao 17, Theorem 3.2].
The extremal principle turns out to be very useful in deriving the Fritz John type necessary optimality condition as shown in the following theorem. 
The conclusion of the theorem follows from inclusions (6), (7) , (3), (8) The following constraint quali cation called no nonzero abnormal multiplier constraint quali cation (NNAMCQ) follows from the Fritz John type necessary condition. (9) h ( x; y); i = 0 is satis ed at ( x; y). Then > 0 in the conclusion of Theorem 3.2.
Proof. By Theorem 3.2, there exists 0, 2 R m ; 2 R d + not all zero such that 0 2 @f( x; y) + @h ; i( x; y) + @hF; i( x; y) +f0g D N ( y; ?F( x; y))( ) + N(( x; y); C) (10) h ( x; y); i = 0:
The case = 0 is impossible under condition (NNAMCQ). Indeed, if = 0 in the above condition, then the inclusion (10) coincides with inclusion (9) . But this is impossible since ( ; ) is nonzero.
It is well known that the calmness condition (see e.g. Clarke 3] ) is the weakest constraint quali cation for nonlinear programming problems with Lipschitz problem data. We now extend the concept to the setting of (OPVIC). Notice that maxf i ( x; y); 0; i = 1; ; dg = 0. The proof is complete. Theorem 3.6. Let ( x; y) be a local solution of (OPVIC). Suppose that (GP) is calm at ( x; y). Then can be taken as 1 in the conclusion of Theorem 3.2.
Proof. By Lemma 3.5, ( x; y; 0) is a local solution to the new (OPVIC): minf(x; y; q) s:t: 0 2F(x; y; q) + N(y; ); wheref(x; y; q) := f(x; y) + d maxf i (x; y); 0; i = 1; ; dg + kqk andF (x; y; q) := ?q + F(x; y).
We now prove that condition (NNAMCQ) is satis ed. Indeed, it is easy to see that the inclusion (9) ) at ( x; y) implies that (CS) has a local error bound at ( x; y).
We now prove that the constraint system for (OPVIC) has a local error bound at the point ( x; y) implies that (OPVIC) is calm at ( x; y). Proposition 4.2. Assume that ( x; y) is a local solution to (OPVIC). Then (CS) has a local error bound at the point ( x; y) implies that (GP) is calm at ( x; y).
Proof. Since (CS) has a local error bound at ( x; y), there exist positive numbers ; ; such that (11) The proof is complete. We now study su cient conditions for existence of a local error bound that are easier to verify. Recall that a set-valued map is called a polyhedral multifunction if its graph is a union of nitely many polyhedral convex sets. This class of set-valued maps is closed under ( nite) addition, scalar multiplication, and ( nite) composition. By Robinson 23 (12) is upper-Lipschitz at any feasible solution of (OPVIC) and hence the constraint system (CS) has a local error bound at any feasible solution of (OPVIC). which is also a union of polyhedral convex sets, is also a polyhedral multifunction. By 23, Proposition 1], is upper-Lipschitz. Hence the system (CS) has a local error bound at any feasible point.
Remark: The result in the case = R m is actually the well-known error bound result for linear systems due to Ho man 7]. In this case, the above result recovers the well-known result in nonlinear programming that no other constraint quali cation is needed when the constraint system is linear. We now prove that condition (NNAMCQ) de ned in Corollary 3.3 is a su cient condition for existence of a local error bound. Inclusion (9) Consequently by condition (NNAMCQ), ( ; ) = (0; 0) and hence is pseudoLipschitz continuous around (0; 0; x; y).
In the case of the nonlinear programming problem (i.e, when = R m ) condition where A denote the index set A := f1; 2; ; ag.
In the case where D is an open set, as in Outrata 18] , the results follow from applying Motzkin's and Tucker's theorems of alternatives and the general case follows from applying the convex separation theorem.
Remark: Note that in the case where = R m , (OPVIC) is an ordinary nonlinear programming problem with equality, inequality constraints and abstract constraints and (GMFCQ) is reduced to the condition that the matrix rF( x; y) has full row rank and there exist vectors k 2 intT C (( x; y); C) such that r M ( x; y)k < 0 rF( x; y)k = 0; which is the generalized Mangasarian-Fromovitz constraint quali cation for the nonlinear programming problems (see e.g. Jourani 8] ). Note that we can also deal with the case where the mappings ; F are not smooth but Lipschitz continuous only by replacing the gradient r by the Clarke gradient @ C without any di culty. The smoothness in the assumption is just for the easy exposition.
The following theorem extends a su cient condition in 4, Theorem 3.3.1] for existence of a local error bound of an equality system to the constraint system (CS). Note that as in the proof of 4, Theorem 3.3.8], we can prove that (NNAMCQ) is stronger than the following su cient condition for existence of an local error bound. (13) at y in the sense of Robinson 22] . Indeed, in the following theorem we will show that strong regularity is stronger than the constraint quali cation (NNAMCQ). The reader is referred to 22] for conditions for strong regularity. Since (13) is strongly regular at y. where a t denotes the transpose of a vector a. Hence the original bilevel programming problem becomes a (OPVIC). Applying Theorems 3.2 and 3.6 we now derive necessary optimality conditions for (BP).
Theorem 5.1. Assume that f and are C 1 , g; ' are twice continuously di erentiable around ( x; z). Further assume that g is pseudoconvex in z, ' is quasiconvex in z. Let ( x; z) solve the problem (BP). For each feasible solution (x; z) of (BP) suppose that a certain constraint quali cation holds for (P x ) at z and u is a corresponding multiplier associated with ( x; z), i.e., Hence incorporating an abstract constraint in (OPVIC) can be used as a useful devise to handle linear and nonlinear constraints separately.
