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ABSTRACT
Title: Enhancing the Light Efficiency Incident on Photovoltaic Cell Using Dual
Nanostructure Crystal Grating

Ashton Ellaboudy

In this research we study the effect of adding a single diffraction grating on top of a solar
cell. We simulated the square diffraction grating, as well as triangular diffraction grating.
The single square grating showed more favorable results, achieved 330% power
improvement compared to 270% power improvement in the single triangular grating
case.
We simulated a triangle/triangle (top-bottom) and triangular/rectangular (top-bottom)
grating cases. The Triangular grating achieved higher light absorption compared to
rectangular grating. The best top grating was around 200nm grating period. We realized
solar cell efficiency improvement about 42.4% for the triangular rectangular (top-bottom)
grating.
We studied the light transmitted power in a silicon solar cell using double diffraction
triangular nano-grating. We simulated the solar cell behavior as it absorbs sunlight
through its structure in various cases, results showed 270% increase of the weighted
transmitted power when the top grating period (At) varies from 300nm to 800nm, and the
bottom grating period (Ab) is at 500nm.
We finally studied the effect of changing the location of the diffraction gratings with
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respect to the solar cell. We were able to increase the light efficiency by 120%. The study
showed that the power absorbed by the solar cell is not sensitive to the grating location.
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Chapter 1 - Introduction
1.1 Background
Solar cell is one of most prominent alternatives in the contemplate era. The sun is an
environmental friendly source of energy as it doesn't require burning fossil fuel or nuclear
energy. The industrial growing interest in the solar technology is a good indication of its
reliability. It has become a wide field of applications, for instance, small appliances, cars
and even houses which makes the advancement of solar cell technology one of the most
important endeavors of the 21st century.[1]
According to U.S. Department of Energy, solar energy has been used for thousands of
years. The Greeks developed a way to burn enemies’ ships through reflecting the sun rays
with large bronze shields as early as 200 B.C.[2]
Horace DE Saussure, a Swiss scientist developed the first solar collector in 1767;
while the photovoltaic effects were noticed by the French scientist Edmond Becquerel in
1839. In 1903 Albert Einstein published a paper on the photovoltaic effect, winning a
Nobel prize for his theories in 1921.[3]
In the solar technology, there are mainly three types of solar cells: discrete cell
techniques, multi-crystalline silicon techniques, and integrated thin film techniques. In
discrete cell techniques, we can reach 20 to 30 percent light extraction efficiency and it is
made out of synthetic silicon. The multi-crystalline silicon has less efficiency which
averages from 14 to 18 percentage efficiency made of cast silicon blocks. Lastly, the
integrated thin film has 11 percent light extraction efficiency and is made of
polycrystalline material.[4]
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As for limitations of the solar light power extraction incident on the solar cell, the
first key factor is the absorption of incident light (coming from the solar system) within
the device at multiple quantum well region (if available) or depletion region (p-n
junction) or at defects within the Silicon semiconductor crystal structure. Photon
absorption constitutes a critical aspect of not only light extraction efficiency, but also of
device operation. Since the photon has a work function, then the band gab (Eg) may be
absorbed outside the junction; it will not contribute to the maximization of output power
in lumens per watt. In addition, about 80% of the absorbed photon incident power
generates heat that is dispersed throughout the crystal lattice vibration [5]. Increased heat
within the solar cell seriously degrades solar cell lifetime, increases the dark current
which is highly dependent on temperature change, and consumes energy that could be
used for generating electric energy. The Depletion region generates the light within the
diode and it must be paid a particular attention. Since the generated photon matches the
band-gap energy of the light-generating, depletion region can readily absorb photons and
does so at a high rate.
Therefore, every pass across the depletion region increases the chances of absorption.
Photons must be absorbed, both in greater quantity and speed, before absorption occurs
[6-8]. A grating structure will solve this issue by creating more angles of escape. Some of
the commonly used grading lattices are: pyramidal, spherical, conical, cylindrical, but
only a few can be fabricated easily. Nano-structure etching is made by using a sapphire
backplane, UV light, and a high power KRF laser. Peking University’s (PKU) experiment
varied the grating depths from 75nm to 120nm [9]. Imprint lithography can also produce
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similar air holes that measure 180nm in diameter, with a depth of 67nm, and a period of
295nm [10].
Another proposed idea to increase the solar cell efficiency is by using other materials
instead of Silicon such as co-doped YVO4 phosphors used with UV (ultraviolet) light
[11]. But relying on this approach will have some disadvantages like the narrow
wavelength spectrum, and cost efficiency.

1.2 Project Affiliation with Peking University
The experimental part of this research was conducted with Peking University (PKU),
in Beijing, China, to fulfill both simulation and experiment in a cost effective manner.
Peking University is one of the top universities in China with over 100 years of academic
history as a major research university.
Cal Poly entered into this collaborative agreement with PKU's State Key Laboratory
for Mesoscopic Physics and Department of Physics in July 2007 with the intention of
having Cal Poly students perform grating optimization simulations, while PKU would
prepare samples and perform light output measurements. We would report efforts of our
research in conference papers, journals and other informal publications and presentations.
Advisors from both Universities would direct student research, while communicating
with each other for the direction of the project.
Students would also collaborate and sometimes travel to each respective University to
discuss research goals and clarify results or conclusions in English or Chinese language.
If the research has significant findings, we would publish papers together and send a
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representative to present the results of our collaborative research. Cal Poly’s strength in
electrical engineering and simulation, coupled with PKU’s expertise in device physics
and fabrication, built a strong foundation for research in GaN LEDs.
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Chapter 2- Finite Difference Time Domain Method
2. 1 Introduction to FDTD Method
The four vector equations of Maxwell are one of the greatest accomplishment of the
18th Century, in which Maxwell incorporated Gauss Faraday’s and Ampere’s work and
added a small term to the four equations, which described and characterized the
electromagnetic wave behavior in space and materials. General numerical methods to
solve the Maxwell equations are:

2.1.1 Finite-difference time-domain (FDTD)
The (FDTD) is a popular technique easy to understand and implement in software.
The basic FDTD algorithm traces back to a seminal 1966 paper by Kane Yee in IEEE
Transactions on Antennas and Propagation. Allen Taflove originated the descriptor
"Finite-difference time-domain" and its corresponding "FDTD" acronym in a 1980 paper
in IEEE Transactions on Electromagnetic Compatibility. Since 1990, Multi-resolution
time-domain (MRTD) is an adaptive alternative to the finite difference time domain
method (FDTD) based on wavelet analysis. Wavelet theory is applicable to several
subjects. All wavelet transforms may be considered forms of time-frequency
representation for continuous-time (analog) signals and so are related to harmonic
analysis. Almost all practically useful discrete wavelet transforms use discrete-time filter
banks. These filter banks are called the wavelet and scaling coefficients in wavelets
nomenclature. These filter banks may contain either finite impulse response (FIR) or
infinite impulse response (IIR) filters. The wavelets forming a continuous wavelet
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transform (CWT) are subject to the uncertainty principle of Fourier analysis respective
sampling theory: Given a signal with some event in it, one cannot assign simultaneously
an exact time and frequency response scale to that event. The product of the uncertainties
of time and frequency response scale has a lower bound. Thus, in the scale gram of a
continuous wavelet transform of this signal, such an event marks an entire region in the
time-scale plane, instead of just one point. Also, discrete wavelet bases may be
considered in the context of other forms of the uncertainty principle. Wavelet transforms
are broadly divided into three classes: continuous, discrete and multi-resolution
based.[12]

2.1.2 Finite element method (FEM)
The finite element method (FEM) is used to find approximate solution of partial
differential equations (PDE) and integral equations. The solution approach is based either
on eliminating the differential equation completely (steady state problems), or rendering
the PDE into an equivalent ordinary differential equation, which is then solved using
standard techniques such as finite differences, etc.
In solving partial differential equations, the primary challenge is to create an equation
which approximates the equation to be studied, but which is numerically stable, meaning
that errors in the input data and intermediate calculations do not accumulate and destroy
the meaning of the resulting output. There are many ways of doing this, with various
advantages and disadvantages. The Finite Element Method is a good choice for solving
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partial differential equations over complex domains or when the desired precision varies
over the entire domain.[13]

2.1.3 Finite integration technique (FIT)
It is a spatial discretization scheme to numerically solve electromagnetic field
problems in time and frequency domain. It preserves basic topological properties of the
continuous equations such as conservation of charge and energy. FIT was proposed in
1977 by Thomas Wieland and has been enhanced continually over the years. This method
covers the full range of electromagnetic (from static up to high frequency) and optic
applications and is the basis for commercial simulation tools. [14]
The basic idea of this approach is to apply the Maxwell equations in integral form to a
set of staggered grids. This method stands out due to high flexibility in geometric
modeling and boundary handling as well as incorporation of arbitrary material
distributions and material properties such as anisotropy, non-linearity and dispersion.
Furthermore, the use of a consistent dual orthogonal grid (e.g. Cartesian grid) in
conjunction with an explicit time integration scheme (e.g. leap-frog-scheme) leads to
compute and memory-efficient algorithms, which are especially adapted for transient
field analysis in radio frequency (RF) applications.

2.1.4 Pseudo-spectral time domain (PSTD)
This class of marching-in-time computational techniques for Maxwell's equations
uses either discrete Fourier or Chebyshev transforms to calculate the spatial derivatives of
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the electric and magnetic field vector components that are arranged in either a 2-D grid or
3-D lattice of unit cells. PSTD causes negligible numerical phase velocity anisotropy
errors relative to FDTD, and therefore allows problems of much greater electrical size to
be modeled.[15]

2.1.5 Pseudo-spectral special domain (PSSD)
PSSD solves Maxwell's equations by propagating them forward in a chosen spatial
direction. The fields are therefore held as a function of time, and (possibly) any
transverse spatial dimensions. The method is pseudo-spectral because temporal
derivatives are calculated in the frequency domain with the aid of FFTs. Because the
fields are held as functions of time, this enables arbitrary dispersion in the propagation
medium to be rapidly and accurately modeled with minimal effort.[16] However, the
choice to propagate forward in space (rather than in time) brings with it some subtleties,
particularly if reflections are important.[17]
We will only include the FDTD in our simulation since it is the method used by RSoft. FDTD techniques have emerged as the primary means to model many scientific and
engineering problems addressing electromagnetic wave interactions with material
structures. It converts Maxwell equations from the differential form into temporal (time
domain) and spatial (space domain) difference equations which predict the values of the
electric and magnetic field of the light in a certain discrete space at a certain time.
Repeating the previous procedure applying the previous values of electric and magnetic
field that we already solved, will converge the next point in the space new parameters
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(electric and magnetic field components). So by using this method we can approximately
determine the electromagnetic variables (E, H) at any point and time in space or material
without going through the complications of solving second order deferential equations in
conventional Maxwell mathematical complications.
Figure 2.1 illustrates the concept of the (FDTD). The figure shows that we can
discretize the light propagation path of the electromagnetic wave into a proportionally*
(1) small cubes. Each one of these cubes is a Yee Mesh; based on six initially assumed
boundary conditions (will be discuss later on through the chapter), we can easily
determine the Magnetic components (Hx, Hy, Hz) and the electric field components (Ex,
Ey, Ez) of the first Mesh, then we use iteration to solve for the 3 electrical components
and the 3 magnetic components of the second Mesh , then the third, fourth, fifth and so
on until the light beam reaches the boundary line of the window of calculations as
referred to by (PML) *(2) in Figure (2.1).

-9-

Figure 2.1: Successive Yee Meshes used to analyze the electro-magnetic components of the light wave as it
propagates through a substrate of silicon.
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2.1.6 Derivation of FDTD Difference Equations
Maxwell Equations:
Gauss's law

…................................................
................ (2.1)

Gauss's law for magnetism

…..........................................................
................. (2.2)

Maxwell–Faraday equation
….........................................
..................... (2.3)

(Faraday's law of induction)

Ampere’s circ

…........................
...................... (2.4)

Manipulating the above equations we obtain:
............
............................................................................................
............................... (2.5)

…......................................
....................................................................................................
.................. (2.6)
From Equation (2.5),
5), we can write the curl operator of the electric field as follows:
follow

....... (2.7)

We can also write the right side of Equation ((2.5) as follows:
. ......................................................................................
........................ (2.8)
Substitute Equation (2.7)
7) and ((2.8) in Equation (2.5) we obtain the following three
scalars 1st order Differential Equations:
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X component Equation:










µ



 


….....................................................................................

(2.9)

Y component Equation


  






µ

 



..........................................................................................

(2.10)

Z component Equation:













µ

 
…….....................................................................................


We discretize Equations 2.9, 2.10, 2.11 in space and time using the Yee Mesh in
Figure 2.2.

Figure 2.2: Yee Mesh and the Electric Field illustration
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(2.11)

From Equation (2.11) we discretize the following derivatives in space:


 ,,  ,,

..............................................................................................



 ,,  ,,

….............................................................................................. (2.13)









(2.12)

In order to discretize in time we have to consider the temporal leap frog relation
between the electric and magnetic field illustrated in Figure 2.3.

Figure 2.3: Discretization in time domain for the Electric Field

∆t = one unit of time step
n = specific moment
Figure 2.3 describes the relation between the electric and magnetic field with respect
to time as one (leads/lags ) the other by half a step and this is what we refer to as “the
leap frog effect“.
dh z

Based on this analysis we can write dt as follow:
 


/!
,,


"/!

 


,,

…................................................................................. (2.14)
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In the above Equation Hzn+1/2 and Hzn+1/2 describe the electric field component that
falls between them which is En as we can see from Figure 2.3. Substitute Equation
(2.12), (2.13) and (2.14) into Equation (2.11), we get:
 ,,  ,,


µ$, %, &

#

 ,,  ,,


/!
,,  "/! ,,




.............................................................................

(2.15)

Equation (2.15) is the difference form of Equation (2.11). This is a very simple
Equation constitutes only of addition and subtraction operation, its strength relies on its
ability to determine Hzn+1/2 that will happen in the future based on knowing the previous
values of
(/+

'( $ # 1, %, & , '( $, % # 1, & , '( $, %, & , *

$, %, & and predetermined constant

values which are the size of the mesh and the time step (d x, d y, d z and d t) respectively
which we will discuss later.
To this point we manipulated Equation (2.5) into Equation (2.15) which is the
numerical form used in the FDTD method.
Applying the same procedures 2.12, 2.13 and 2.14 on Equations (2.9) and (2.10), we
can get the difference Equations for the X and Y components.
Similarly we have:
 ,,  ,,


µ$, %, &

#

/!
,,


 ,,  ,,


"/!

 


,,

….......................................................................... (2.16)

- 14 -
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 ,,  ,,

#



/!
,,


µ$, %, &

"/!

 


,,

............................................................................. (2.17)

The same process will be conducted on Equation (2.6) to get the other three Magnetic
difference Equations. So let’s put Equation (2.6) in its scalar form:

 


.
/

0











.
,-*
-

-





*

*

*

 



. 
/







 



 


#0



 



=







12' # 3   4 # 12' # 3   4  # 12' # 3   4  …..................... (2.18)
Similarly the above Equation consist of the 3 Equations in the X,Y and Z directions.
Consider the Y component Equation for the purpose of illustration:
 




 


2' # 3




………………………….................................................... (2.19)

Applying the same procedures in Equations (2.12) and (2.13) using the illustrations in
dH z

dH x

Figure 2.4 to redefine d x and d z

we can rewrite the left side of Equation (2.19) in

the following form:





! ,,





  ! ,,






! ,,





  ! ,,
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.......................................... (2.20)

With respect to (n+1/2) time step as showing above of Hz and Hx, the right side of
Equation (2.19) is in the time domain, so we discretize in time according to the
illustration in Figure 2.4.

Figure 2.4: Time discretization for the magnetic field

Since we defined the left side of Equation (2.19) with respect to Hn+1/2 then we have
to define d E/d t at the same time step:
d E/d t= (En+1 – En / d t ) and E will be the average value of En and En+1
Now we can write the right side of the Equation as:

σi, j, k

:
8:
9 ;,<,= 89 ;,<,=

+

# εi, j, k

:
8:
9 ;,<,= 89 ;,<,=

>?

…...................................

(2.21)

Substitute Equation (2.20) and (2.21) into (2.19) we obtain Equation (2.22) which
is the diffidence form of Equation (2.6)





! ,,


σi, j, k




  ! ,,


:
8:
9 ;,<,= 89 ;,<,=

+





! ,,


# εi, j, k




  ! ,,


:
8:
9 ;,<,= 89 ;,<,=

>?
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=

………………..............

(2.22)

E yn

The strength of this Equation is that it calculates the value of

1

based on

knowing the value of Hzn+1/2 which we calculated from Equation (2.15).
Similarly we have:





! ,,


σi, j, k





! ,,




:
8:
@ ;,<,= 8@ ;,<,=

+





! ,,


# εi, j, k




  ! ,,


=

:
8:
@ ;,<,= 8@ ;,<,=

>?

…………………………... (2.23)

And





! ,,


σi, j, k




  ! ,,


;,<,= 8:
8:
A
A ;,<,=
+





! ,,


# εi, j, k




  ! ,,


=

;,<,= 8:
8:
A
A ;,<,=
>?

……………...………….. (2.24)

Figure 2.5: Yee Mesh and the Magnetic Field illustration
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Equations (2.15), (2.16), (2.17), (2.22), (2.23) and (2.24) are the general diffidence
Equations of the FDTD numerical algorithm which calculate the future values of Hxn+1/2 ,
(/+

Hyn+1/2 , Hzn+1/2 , '

(/+

, '

(/+

, and '

in the time domain.[18]
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2.2 Getting started with R-Soft
2.2.1 Software Installation
Before installing the software, make sure you read the installation manual compatible
with your computer and operating system. The student version of the software provided
by the Department of the Electrical Engineering at Cal Poly State Unversity will work
with most operating system Windows or MAC. Some newer version operating systems
might not run the R-Soft program. In this case you might need to work with either a
different operating system or obtain an upgraded version of the software.
The software will automatically generate the necessary files and programs needed to
complete the installation which are as follows:
•

Install the main program.
-

Note: do not apply the hard-lock key to the USB port while installing the
software.

-

If the installation is successful then congratulations you should be able to access
the R_CAD simulation window.

-

If otherwise encounter any installation error then uninstall the software, restart
the system then reinstall it back.

-

For troubleshooting please see installation manual or contact the R-soft techsupport team at www.rsoftdesign.com/support.

•

Install the hard-lock key driver and license file.
-

Note: the license file number should match the license no. on the hard-lock key,
the hard lock-lock key is a unique key that allows the program to run, duplicate
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copies of the keys are not provided by the manufacturer, special arrangement
and measurements should be taken to ensure safe storage and handling of the
hard key.
-

R-Soft package has the following modes:


Beam PROP, Full WAVE, Band SOLVE, Grating MOD, Diffract MOD, Fem SIM,



Laser MOD, Opt Sim and Mode SYS



Each mode has its unique hard-lock key

•

Add the installation directory to the path and make any registry entries as needed

•

The user name and password might be needed in this regard which is located on the
software’s CD.

2.2.2 Design the simulation structure using R-CAD
R-SOFT is an advanced software that allows the user to build the design structure in
3-D Graphic window in order to visualize the structure and avoid design mistakes. The
following example illustrates how to use R-CAD to A) draw multiple layers of optical
semiconductor materials, B) Draw a single or double diffraction grating surface, C) Run
the simulation and use the MOST button.
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Figure 2.6: R-Soft Cad layout

2.2.3 Drawing multi-layers
Open a new file, left click the segment key on the side
the cursor to the desired location on the grid, press and hold the left button on the mouse
choosing the size of the segment, release the button,
specific location, right click on the segment, a
below (Fig 2.7). It will allow you to change the dimension, shape, refractive i
material of the layer.

Figure 2.7: Property of the segment window

The above window shown in Figure (2.7) shows the properties of segment (layer)
#161 shown on the top part of the window screen which is divided into four sections. The
initial shape of the segment will be cylindrical unless you decide to change it to a cubical
substrate by choosing the substrate option in the scroll down menu shown at the 3-D
structure type box on the top left corner of the screen.
To activate this box you have to choose the option 3-D from the global window
shown in Fig 2.6 then switch back to 2-D after you made the necessary changes. The
material box in the top right section of the screen has the material files which describe
each material property (electric permittivity (ε) and permeability (µ)) in linear and
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nonlinear conditions. The software has the capability to choose the proper file based on
the value of the refractive index inserted in the index difference box located at the bottom
left section of the screen “starting vertex”.
The component height and width, X, Y and Z boxes in the starting and ending vertex
will allow you to specify the dimension, offset and location of the substrate respectively.
When designing a structure it is always recommended to check your work in the 3-D. To
activate the 3-D mode, click the global button on the side tool bar and activate the 3-D
option on the top right corner of the global window as showing in Figure 2.8 below. Press
ok to exit the screen then go to the main screen showing in Figure 2.6 and choose one of
the 3-D planes options located on the top tool bar.

Figure 2.8: Global setting window
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2.2.4 Drawing Single or Double Diffraction Grating
Double click the utility button; choose Array from the scroll down menu, the following
window will appear on the screen.

Figure 2.9: Array Layout Generator Window

In the Dimension box choose the option 2D XY to lay the diffraction grating in the
horizontal plane, or 2D XZ for the vertical Plane. The lattice type box determines the
shape of the cells in the Grating. The lattice size below determines the no. of cells per
lattice for instance let L=7, M=7 this will create a 7x7 array. Notice the N box is not
active in the 2D lattice; it’s only used with the 3D lattice option. (You may not worry
about this option for the purpose of our simulation). In the output prefix box, type a file
name for the lattice. The name has to be letters or numbers with no spaces in between
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otherwise the program may not work. Press ok, the lattice is generated on the screen. You
can generate conical shape lattice from the original cylindrical form by individually right
click each cell and zero out the component height and width in the ending vertex box.
You can also change distances (between cells) and heights of cells by changing the X box
value for each cell individually; this process might be time consuming if you have
hundreds of cells to work with, generating a MAT LAP or any other programming
language might be a good idea to solve this problem.
To change location of the entire lattice, left click and hold the cursor while moving it
over the entire lattice, locate the cursor inside the selected box press and hold the left
button of the mouse while moving the box to the desired new location.
To generate a second lattice, select the first lattice as shown above; press the duplicate
button shown in Figure 2.6. Press and hold the left button of the mouse while moving the
new duplicate lattice to the desired location. Use the previous method to change the size,
dimensions and shape of the new lattice.
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2.2.5 Running the simulation and using the MOST button
Pressing the traffic light button will open the window showing in fig 2.10:

Figure 2.10: Full wave simulation parameter window

2.2.6 Grid Sizes
The grid sizes shown in the Yee’s mesh in Figure 2.2 are represented by the
differential distances x, y, and z. A smaller grid size produces a more accurate
simulation. The smaller the size of the grid the higher complexity of the numerical
analysis required in the simulation domain, which interns require larger data storage
memory and significantly longer simulation times. Setting the appropriate grid sizes are
critical for the stability of the simulation. Figure 2.10 shows the Simulation Parameters
window that allows for setting grid sizes and time steps in X, Y, and Z axis. “Grid Size”
should not exceed the smallest dimension on that axis or one tenth of the wavelength of
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light used in the simulation, whichever is smaller, to ensure simulation accuracy and
stability. A default stability value is automatically assigned to the simulation window
which should not be exceeded. In fact, the program will not let the simulation run if the
FDTD time step is over the stability limit. The simulation’s time step, t, can be set in
the “Time Step” field, based on the following equation

B∆D






E ! !  !
∆G
∆H
∆F

……………………………………………………………….

(2.25)

Where C is the speed of light
For non-metallic materials, the time step can be set close to the stability limit.
However, if there is a metal used in simulations, it is not recommended to exceed 90% of
the stability limit value, in order to maximize accuracy and minimize simulation time.
The stop time refers to how long the simulation is allowed to run. The stop time
should be set at a value large enough to include a steady state response.
The monitor time defines the time interval at which time monitors perform the
calculation in Eq. 26 and stores the value in a TMN file. The update time refers to the
interval of time that the simulation domain is updated visually for the user through the
graphical user interface (GUI). This allows attentive users to spot deviating simulations
and other problems with the simulation that may occur. Most often we only collect the
data at the final time monitor value. Note that updating the screen at frequent intervals
can slow down a simulation considerably, especially for large simulation domains and
long simulation times. This parameter is often set to a high value, such as
“65535*fdtd_time_step” to effectively never update the screen during the course of the
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simulation but still collect monitor data at a regular interval set by the monitor time.

Figure 2.11: Monitor result window versus time in (cT.) and the time stop

2.2.7 Simulation Domain and the Perfectly Matched Layer
The simulation domain should be no larger than necessary, as this affects the amount
of memory required. More grid points must be calculated as a result of a larger simulation
area. Just outside the simulation domain is a Perfectly Matched Layer (PML) a general
guideline, to allow an incident wave to have enough room to properly attenuate in the
PML region. For example, a x of 1 micron means that a PML in the x-axis should be 10
microns thick.

2.2.8 Time Monitors
Time monitors capture all field data in FullWAVE™. The monitor can gather many
different kinds of information including spatial output, such as spatial intensity maps, farfield patterns calculated from spatial data, and pointing vectors, as well as temporal
outputs, any field component, power, field density, and absorption. A time monitor is
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embedded in a simulation domain by selecting the time monitor from the button on the
left toolbar and placing the monitor anywhere on the simulation domain. The time
monitor in Figure 2.11 is placed just above an LED to measure the light output power in a
typical simulation. The monitor is most often oriented towards the top, as the side
radiation radiates negligible fields compared to the top emitted radiation. The time
monitor can be oriented and rotated in any manner through the angular measures of phi
and theta, if necessary. By R-Soft convention, these are in units of degrees, not radians.
When R-Soft stores the data from the time monitors, they are stored in two formats:
(1) *.tmn files contain the signed square root of the power output, P(t), and (2) *. ptm
files contain R-Soft graph plotting files that also contain the actual power values of P(t).
The power through a time monitor normally records instantaneous field measurements,
although a time monitor can also output the average power over the last cycle of the
simulation. In mathematical form, the instantaneous power is defined in Eq. 2.26 as:


1 
*
S(t)= Re∫ [E(t)×H (t)]⋅dA………………………………………………………... (2.26)
S0 A

Where S0 is the power of the first launch field and is used for normalization purposes.
The differential area is evaluated over the surface of the time monitor, which is defined
by the width and height parameters in Figure 2.12 below and usually oriented in the
positive z-direction (where phi and theta are 0).
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2.2.9 Launcher
Many types of excitation types can excite an FDTD simulation domain, such as
impulse, pulsed, constant wave (CW), and current sources. However, the most common
source, the CW source, is used by most researchers to simulate photonic devices. This
type of source sends out an incident beam from the launch field rather than an introduced
current term. We use this source because the multiple quantum well hetero-junction
hetero
layers emit incoherent light,
t, that when taken on the aggregate, can be approximated by a
constant plane wave, as shown in Fig
Figure 2.12,, similar to the CW source beam.
Mathematically, the source can be modeled, as shown in Eq. 227,, as a ramp up envelope,
ramp down envelope, and sinusoid with a chirp factor.

…............................................................................
…...........................................................
(2.27)
where ξ represents a ramping function to softly lead in and lead out a constant wave,
A represents a chirp coefficient (not used in this simulation), and λ represents the
wavelength of the excitation wave. Ramping time, both up and down, was fixed to the
wavelength
th of light in this simulation.
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Figure 2.12: Launcher parameter window in R-Soft full wave
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Chapter 3- Single Diffraction Grating Located on Top of Solar Cell
In this chapter we will consider the first case of single diffraction grating located on
top of the solar cell. We will simulate the square diffraction grating as its period varies
from 100nm to 800nm, and obtain the average power transmitted in each case. We will
also simulate the triangular diffraction grating; similarly we will change its period from
100nm to 800 nm. We will also compare between the two designs in an effort to
determine which one yields more favorable results.
In the first part of chapter 4 we will discuss the double diffraction grating using a
triangular diffraction grating on top and a square diffraction grating on the bottom of the
solar cell, while in the second part of the same chapter we will discuss the double
diffraction gratings of the triangular shape. We will also conduct a comparison between
the two cases to determine which case has the ultimate power efficiency.
In chapter 5 we will discuss the effect of changing the location of the top and bottom
diffraction grating on the maximum transmitted power of the solar cell. The study will be
exclusive on the case were we have a top triangular diffraction grating and a bottom
square diffraction grating.
All the simulations are done using the R-Soft full wave analysis as mentioned earlier
in chapter 2.
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3.1 Single square diffraction grating

Figure 3.1: Square diffraction grating and its parameters

3.1.1 Single square diffraction model
We employ three parameters: grating cell period (Α), grating cell height (D), and
grating cell width (W). The grating cell period (A) is the length from center-to-center
between unit cells. The parameter (w) represents the width of the individual cell from
beginning to the end. While the grating cell height (D) is simply the height of the
triangular cell. We also used a fill factor of 50%. Throughout this research, the only
parameter of interest to us is the period (A), as we keep changing its value for
optimization purposes, while we keep the other two parameters width (W), and height
(D) constant.
The structure of the solar cell consists of three blocks, as shown in table 3.1 below,
using heavy doped N type semiconductor material of Silica with refractive index of 3.49;
laying on top of a cubical block of heavy doped P type material, with a dimension of 500
nm3; forming the P-N junction needed for the operation of the solar cell. For the
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maximum light entrapment efficiency, we also included a reflector material of
AR(SI3N4) with a reflective index of 2.01 at the base of the substrate; as the lower
reflective index will guarantee a complete reflection of the incident light penetrating from
a higher to a lower reflective index interface. Figure 3.2 shows the actual structure of the
solar cell as it appears in R-Soft simulation program.
Table 3.1: Solar cell materials specifications

MAT.

color

height

N

AR(SI3N4)

BLUE

200 nm

2.01

SILICA(P+)

GRAY

500 nm

3.49

SILICA(N-)

RED

500nm

3.49

MONITOR

GRN.

- -

-

LAUNCHE

ORG.

- -

-

Figure 3.2: Single square diffraction grating located on top of the solar cell
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3.1.2 Simulation results
Running our simulations on various square grids of different periods (A) while
monitoring the average transmitted power, we obtained the values in table 3.2 and the
plot in figure 3.3; as the incident light wavelength varies from 500 nm to 1100 nm, which
is the solar spectrum as we will explain later in chapter 4, showing 13 deferent
wavelengths and the power response on 8 deferent square grids, giving a total of 104
cases of simulations.
Table 3.2: Average power transmitted in a single square diffraction grating model with a different incident
(light) wavelength

Wave
length
500.00
550.00
600.00
650.00
700.00
750.00
800.00
850.00
900.00
950.00
1000.0
1050.0
1100.0

100nm

200nm

300nm

400nm

500nm

600nm

700nm

800nm

0.6846
0.0448
0.0734
0.1770
0.2835
0.6469
0.7058
0.7058
0.6685
0.7113
0.6887
0.6850
0.6846

0.007940
0.11319
0.54013
0.61492
0.37095
0.62969
0.68309
0.67200
0.67240
0.71497
0.69103
0.68038
0.67781

0.03587
0.10416
0.09145
0.35511
0.55680
0.64934
0.68126
0.67999
0.67144
0.66444
0.63798
0.65843
0.64133

0.4157
0.3940
0.2049
0.4983
0.6078
0.6402
0.6853
0.6922
0.6971
0.6869
0.6744
0.6992
0.6763

0.05207
0.11005
0.27323
0.18676
0.54426
0.65319
0.67338
0.66154
0.67612
0.68993
0.65991
0.71236
0.69366

0.08074
0.40611
0.33838
0.34102
0.59693
0.66141
0.68884
0.67933
0.69322
0.67961
0.67827
0.67988
0.67966

0.03858
0.04032
0.21259
0.33974
0.51419
0.65224
0.67429
0.67692
0.69757
0.66802
0.66913
0.68030
0.66030

0.3417
0.1450
0.3920
0.3139
0.5730
0.6622
0.6806
0.6747
0.6634
0.7025
0.6650
0.6996
0.6977
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Transmission power (a.u)

0 .8
0 .6
100
200
300
400
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600
700
800
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0 .4
0 .2
0
- 0 .2
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nm
nm
nm
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g r a tin g
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800
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W a v e le n g t h ( n m )

1 2 00

Figure 3.3: Power transmitted in a single square diffraction grating model with a different incident (light)
wavelength

3.2 Single triangle diffraction grating
Figure 3.4 shows the triangular diffraction grating as it lies on top of the solar cell.
The dimension parameters are similar to the ones discussed earlier in this chapter. (Please
refer to the square diffraction grating in page 33).

Figure 3.4: Triangle diffraction grating and its parameters
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3.2.1 Simulation model
The simulation modal is exactly the same as the one we discussed above in the first
section of chapter 3. The only difference is the triangular grating that appears on top of
the structure in Figure 3.5.

Figure 3.5: Single triangular diffraction grating located on top of a solar cell

3.2.2 Simulation results
Running our simulations on various triangle grids of different periods (A) while
monitoring the average transmitted power, we obtained the values in table 3.3 and the
plot in figure 3.6; as the incident light wavelength varies from 500 nm to 1100 nm, with
observing the peak value of .74 a.u average transmitted power at 1100 nm wavelength of
the incident light, when using a triangle grid with period (A) = 100nm.
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Table 3.3: Power transmitted in a single triangular diffraction grating model with a different incident
(light) wavelength

Wave 800nm 700nm 600nm 500nm 400nm
300nm
200nm 100nm
length
500.00 0.0390 0.09810 0.05404 0.5106 0.05800 0.0004994 0.16803 0.06998
550.00 0.1840 0.30700 0.33076 0.4429 0.36029 0.47801 0.28846 0.25261
600.00 0.2999 0.38368 0.47877 0.4515 0.58533 0.48871 0.05787 0.26097
650.00 0.4376 0.44978 0.54752 0.5610 0.49625 0.40159 0.59267 0.24634
700.00 0.4361 0.46115 0.49923 0.4684 0.45449 0.51611 0.35762 0.18031
.52110
0.55884 0.57555
750.00 0.5427 0.54373 0.54756 0.5504 0.47487
800.00 0.5240 0.47531 0.44826 0.4390 0.48353 0.53642 0.56836 .60121
850.00 0.5503 0.46672 0.44155 0.4866 0.49822 0.56896 0.58703 0.66577
900.00 0.5632 0.48047 0.47800 0.5106 0.53740 0.56896 0.66620 0.72802
950.00 0.5572 0.56059 0.57448 0.5789 0.61980 0.62591 0.65513 0.65516
1000.0 0.6098 0.48994 0.58586 0.6184 0.64295 0.67342 0.71945 0.66624
1050.0 .5501 0.53229 0.46169 0.5237 0.61099 0.56896 0.61380 0.67093
.50100
0.61380 0.74429
1100.0 0.5010 0.48994 .42100 0.5667 0.59495

transmission Power (a.u)

0 .8
0 .6
0 .4

8 00 nm
7 00 nm
6 00 nm
5 00 nm
4 00 nm
3 00 nm
2 00 nm
1 00n m
n o n g r a t in g

0 .2
0
-0 .2

400

600
800
1000
W a v e le n g t h ( n m )

1200

Figure 3.6: Power transmitted in a single triangle diffraction grating model with a different incident (light)
wavelength
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Weighted power (a.u.)
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Figure 3.7: Weighted transmitted power with top grating period changes from 100nm to 800nm

3.3 Summary and conclusion
3.3.1 For the square grating:
When wavelength of incident light is between 400nm to 650nm, the non-grated solar
cell does not absorb any power, and power absorption increases linearly in the range
between 650nm to 800nm, reaching average power of .5 a.u. The maximum power
absorption occurs at wavelength=1100 nm, with average power of .6 a.u., as shown in
Figure 3.5.
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The effect of adding the diffraction grading seems to improve the maximum weighted
power absorption by 330% of the power of the non-grated cell, this was the case when
the period (A) =400 nm, as shown in Figure 3.7.

For the triangular grating:
We noticed that adding the diffraction grating improves the power absorption in the
low region of the incident light wave length between 450nm and 800nm by
approximately 230% which was the case measured at the 700 nm wavelength.
For higher wavelength (above 800nm), the improvement in the power absorption was
not as high as in the low region of wavelength. We observed a 120% improvement of
power, which was the case at a 1000 nm wavelength, Shown in table 3.3.
The effect of adding the diffraction grading seems to improve the maximum weighted
power absorption by 270% of the power of the non-grated cell. This was the case when
the period (A) =500 nm, as showing in Figure 3.7.
The single square grating appears to show more favorable results then single
triangular grating; as it achieved 330% power improvement compared to 270% power
improvement in the single triangular grating case.
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Chapter 4 - Top and Bottom Diffraction Grating Design
4.1 Simulation of triangular grating on top and square grating on bottom
It has been a long time, since the discovery of photovoltaic effect by Becquerel in
1839. Recently, rapid industrial growth, urbanization, and increasing demands for
consumer electronics have led to a very fast depletion of existing energy resource.
Furthermore, in the past years, the awareness of the negative impacts of fossil fuel
consumption on the environment has been increased. This leads to the alternative energy
research. One of the solutions of above problem is the silicon solar cell. The solar cells or
“photovoltaic device” can convert optical power from Sun to electricity. It is best
candidate for the next generation energy sources. They are low cost and easy to fabricate
[19][20]. However, one of the major drawbacks is its fairly low absorption coefficient.
Many approaches have been proposed to enhance the absorption efficiency, such as
adding back reflector [21][22]; designing periodic arrays of metal nano-particles [23];
modulating surface textures for enhancing light trapping [24], two-dimensional photonic
crystal [25][26]; using light scattering textured back electrodes [27][28][29]; using
diffraction grating [30][31], and photonic crystal back reflector [32], etc.
As the light transmission is affected by the shape and dimension of the grating, in this
research we study the solar cell “photovoltaic device” light extraction under variable
grating surfaces in the nano-structure. Gratings can vary in the following ways: (1) by
placing the grating on different layers within the solar cells, (2) by varying the density of
grating cells on the grating layer, (3) by altering the shape of the grating cells, and (4) by
increasing the symmetry of the photonic crystal grating. The top grating utilizes the
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scattering effects to allow more light to come into the solar cell to improve the overall
absorption efficiency [5]. The silver back reflector grating is used in the thin-film silicon
solar cells to reflect and scatter light, which was not absorbed during the first path
through the cell [3]. The research presented in this paper simulates a variety of gratings,
explores the transmission of light above the critical angle, studies the light reflection, and
uncovers the mechanics behind light extraction from grating structures. This paper
focuses on the transmission and reflection grating structure and their design optimization.
A single grating structure approximately doubles the light absorption and a double
grating may improve the total absorption.

4.1.1 SIMULATION Model
We analyze a solar cell by the Finite Difference Time Domain (FDTD) method to
simulate transmission/reflection double grating cases. We determine the characteristics of
propagation of the light incident on the solar cell. Accuracy of a Yee’s mesh is dependent
on the grid size. The FDTD in conjunction with a Yee’s mesh can simulate structures of
arbitrary length and size. However, the model is limited in size due to the simulation time
and amount of memory required to simulate larger devices. Methods to ease the
requirements of three-dimensional models include use of Graphics Processing Units
(GPU), parallel processing, and mode simplifications [33-35]. Since three-dimensional
model requires so much memory space, the two-dimensional FDTD is used to simulate
this model to avoid unnecessary complications [36].
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Shapes and sizing of the grate will determine the amount of the power generated by
the cell based in the diffractions of the solar spectrum incident on the cell. The following
types of grating, triangular gratings and square gratings shown in Figure 4.1, are one of
the most studied structures based on their cost efficiency and simplicity yet efficient
construction. One of the most popular methods of fabrication is called itching or laser
scratching [21][24]. To define a regular spacing between unit cells in a crystal lattice
arrangement, we employ three parameters: grating cell period (Α), grating cell height (d),
and grating cell width (w), all shown above. The grating cell period is the length from
center-to-center between unit cells. In 3-D, the parameter w represents a diameter in the
case of a circular structure (i.e. sphere, cone, and cylinder) or a length of a side in the
case of a box structure (i.e. cube, rectangular cube). The grating cell height d is the depth
of the bottom hole. The simulated solar cells structure is shown in Figure 4.2. The two
triangular lines represent the top and bottom grating respectively. The rectangular is the
simulation window. The simulation wavelength can be set from 300nm to 1100nm. The
grating period sweep starts at 100nm to 800nm with 100nm increment. We optimize the
double grating (top-bottom) and compare the results with the non-grating case using
FDTD. Finally, we sweep the input light wavelength and calculate weighted total
absorption according to Sun spectrum and Si photo detector responsively.
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(a) Triangular grating

(b) Square grating

Figure 4.1: Grating structure studied in the paper

Figure 4.2: Two-dimension view of the solar cell

4.1.2 SIMULATION results
We simulated double grating (top-bottom) light transmission at a single wavelength
850nm. The best top grating period is 200nm triangular grating. Compared to non-grating
solar cell of similar structure (the average power is about 0.5569 a.u.), we calculate the
percentage improvement of light transmission for each case, which is listed in the Table
4.1 and Table 4.2.
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Table 4.1: Simulation of triangular grating (top) and square grating (bottom)

No. Top: triangular grating Bottom: square grating
1

100nm

100nm

Power
Percentage
(a.u.) Improvement (%)
0.58800 5.5845

2

100nm

200nm

0.68400 22.823

3

100nm

300nm

0.76200 36.829

4

100nm

400nm

0.79300 42.395

5

100nm

500nm

0.78900 41.677

6

100nm

600nm

0.69415 24.645

7

200nm

100nm

0.62602 12.412

8

200nm

200nm

0.62762 12.699

9

200nm

300nm

0.62319 11.903

10

200nm

400nm

0.62425 12.094

11

200nm

500nm

0.62524 12.272

12

200nm

600nm

0.62265 11.806

Table 4.2: Simulation of triangular grating (top), triangular grating (bottom)

1

Top: triangular
grating
200nm

Bottom: triangular
grating
100nm

Power
Percentage
(a.u.)
Improvement
.66
19.6 (%)

2

200nm

200nm

.67

20.3

3

200nm

300nm

.668

19.9

4

200nm

400nm

.644

15.6

5

200nm

500nm

.666

19.6

6

200nm

600nm

.628

12.7

No.

We simulated triangular-rectangular (top-bottom) grating cases, Table 4.1 and
triangular-triangular (top-bottom) grating case, Table 4.2, at 850nm wavelength. By
varying the bottom reflection grating period from 100nm to 600nm and keeping the top
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grating fixed as 100nm-period triangular grating, we realize solar cell efficiency
improvement about 42.4%. For the triangular-rectangular (top-bottom) grating case, the
20% efficiency improvement is achieved. It is also shown that 100nm top grating
performance is better compared to 200nm top grating.

0.8
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Figure 4.3: FDTD simulation of double grating (top: triangular and bottom: rectangular) at different
wavelength
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Figure 4.5: Total weighted light absorption to the center of solar cells

4.1.3 Conclusion
Based on this study, we find that the combination of the triangular surface and square
surface will yield the optimal result taking in consideration the effect of the practical
solar spectrum incident on the detector. As the spectrum power on the solar system is at
different altitudes, we will be concerned with the sea level spectrum. The previous chart
represented the weighted values of the different design dimensions. As we might be able
to distinguish the highest power generated among all the cases, what we are comparing is
the cell that has dimensions triangle 300nm at the top and square grid that changes
between 100nm to and 200nm period at the bottom square grid, as noticed from the
graph. At this specific design, the peak power value occurs at 900nm wave length as you
can see from Figure 4.5.
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4.2 Simulations of triangular grating on top and bottom
This study concentrates on the solar light extraction power in a silicon solar cell using
double diffraction triangular nano-grating. The first grating is located on the top of the
solar cell and the second lattice is located on the bottom of the solar cell right above a
reflective metallic substrate of AR(Si3N4) (Argon silicon nitrite). We simulate the solar
cell behavior as it absorbs sunlight and compare the average power output extracted from
the center of the solar cell. Each case simulates a period (At) that varies from 100nm to
800nm with a 100nm interval for the top lattice, while maintaining the bottom lattice at a
constant period (Ab). We repeat this procedure for the bottom lattice, changing the lattice
period from 100nm to 800nm with a 100nm interval in order to find the optimized case.
We also consider the solar spectrum irradiation under wavelength ranges from 300nm to
1100nm with a 50nm interval. Results show an improvement of the power extraction
about 100% with a top grating period (At) varying from 300nm to 800nm and a bottom
grating period (Ab) at 500nm. We also observed a maximum power extraction
improvement 138% at wavelength 900nm for the 100nm period top diffraction grating.
4.2.1 Introduction
Solar energy is one of the most prominent energy alternatives in today’s industry; the
sun is an environmental friendly source of energy as it doesn't require burning fossil fuel
or nuclear energy. The growing interest in the solar technology is a good indication of its
reliability and wide field of applications. Over the last 20 years, research concentrated on
increasing the efficiency of the solar cell structure to best extract the photonic energy
from the incident solar beam and convert this optical energy into useful electric energy.
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Many solutions were proposed such as adding back reflector [37][38], using thin lay
(approximately 10nm) of microcrystalline Si:H materials in solar cells fabrications with
remote low pressure ECR (electron cyclotron resonance) plasma deposition
[39][40][41][42], using laser-grooved backside contact that achieves 17% efficiency with
open-circuit voltage (Voc) of more than 680 mV [43][44] which requires 4 to 7 mask
levels to fabricate [45], or using diffraction grating [46][47]… etc. Since the photon with
a work function that is greater than the band gab (Eg) may be absorbed outside the
junction, it will not contribute to the maximization of output power in lumens per watt. In
addition, about 80% of the absorbed photon incident power generates heat that is
dispersed throughout the crystal lattice vibration [48]. Increased heat within the solar cell
seriously degrades the solar cell lifetime, increases the dark current and consumes energy
that could be used for generating electric energy. In this research, we enhance the solar
cell efficiency using the diffraction grating approach, which guides the path of the
incident photons and increases its chances of absorption in the depletion region (P-N
junction). The design parameters of the grating lattice are the size, shape, location, and
symmetry. They play essential role in controlling the light extraction and absorption in a
photovoltaic solar cell. Adding the back reflector substrate at the bottom of the structure
also redirects the unabsorbed photons back to the P-N junction which optimizes the light
entrapment and increases solar efficiency. We also consider the light on the solar
spectrum and some radiometry as it also affects the total electric power generated by the
solar cell.
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4.2.2 Simulation model
Diffraction gratings have various shapes and dimensions based on design
specification and fabrication techniques. Theoretically any cell’s shape might represent a
grating lattice, but technical manufacture limitations might have other shape preferences
such as conical, semispherical, square, triangle, and cylindrical cells that are some of the
common fabrication examples of diffraction crystals. The two most popular methods of
manufacturing fabrication techniques are wet itching and dry itching. The wet itching
involves chemical processing while the dry itching is done by means of laser scratching
or electron beam technique; the last method is highly technical with great precision and
design capabilities. [49][50]
The triangular grating in particular is cost efficient, simple and has solid structure. In
this paper, we study the variation of the total power extracted when the solar cell is under
various triangular grating conditions. The diffraction grating design is to define a regular
spacing between unit cells in a crystal lattice arrangement, and we employ three
parameters: grating cell period (Α), grating cell height (D), and grating cell width (W), all
shown in Figure 4.6 below. The grating cell period (A) is the length from center-to-center
between unit cells, the parameter (w), represents the width of the individual cell from
beginning to the end. While the grating cell height (D) is simply the height of the
triangular cell. We also used a fill factor of 50% throughout of the paper. In this structure,
the top grating is called the transmission grating which allows more light to penetrate the
structure; while the bottom grating (reflection grating) will redirect the unabsorbed beam
back to the P-N junction for maximum extraction efficiency. Table 4.3 below shows
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dimension, materials, and refractive index (n) of each layer used in the solar cell
according to Figure 4.6. “Launch” is where the sun light calculated in the model. The
“Monitor” is the place the light is collected. There is the top transmission grating in the ntype Si and the bottom reflection grating in the p-type Si with reflector at the bottom.

Table 4.3: Solar cell materials specifications

Material

Height

Refraction
index
n

AR (SI3N4)

500 nm

2.01

SILICA (P+)

200 nm

3.49

SILICA (N-)

200nm

3.49

MONITOR

- -

-

LAUNCH

- -

-

Figure 4.6: Triangle diffraction gratings in the solar sell structure
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4.2.3 Simulation results and discussion
We simulate the solar cell with the above design using the finite difference time
domain (FDTD) computational method to analyze the electromagnetic plane wave of the
incident light. This simulation method’s greatest strength is its capability of solving
Maxwell’s equations in heterogeneous materials. In our research, since we employ two
diffraction grating surfaces instead of one grating only, FDTD will give more flexibility
for the grating structure including its location. To further simplify our analysis, we
assume one dimension (Z direction) of propagation, with transverse electric mode of
polarization. We also assume lossless isotropic and heterogeneous materials which have
linearized the electric permeability (ε) and magnetic permittivity (µ) of each layer used in
our structure, and stabilized the refractive index (n) at the assumed direction of
propagation. We also perform the simulations in 2-D to avoid memory and operating
system processor limitations.

4.2.4 Radiometry background
To help understand the solar irradiance curve, we consider the sun or any heat source
as a black body, which means it radiates heat in the form of electro-magnetic flux as well
as absorbs the entire heat/radiation incident on it equally according to the following
probability distribution function:
Ppλ(y) = (1/ap)* (1/ (y4. (e1/y-1))) …………………………………………………………. (4.1)
or
Ppλ(x)=(1/ap)*(x2/ex-1)…………………………………………………………………….. (4.2)
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The probability distribution function (Ppλ) indicates the probability of the incident
photon density per unit volume per unit direction per wave length [51] [52], where
Y=1/x, x=λT/λ, λT= hc/kT= thermal wavelength, ap=ϒ(3). Г(3)=2.404, T= temp. In
Kelvin, h = Poltsman constant, Ѵ=the wave #=1/λ, and K=planks man constant.
Figure 4.7 shows a plot of the above equation; the probability of the incident photons
P(x) can easily be converted into power by multiplying the energy of the photon, while X
is a function of the wave length (λ) as shown above. This yields to Table 4.4 which
demonstrates the relation between the incident photonic power and its corresponding
wave length. We account for power variation as we change the wave length from 300nm
to 1100nm in our simulation cases.

Table 4.4: Solar power and corresponding solar spectrum at sea level altitude

Wave

300n

length

m

350nm 400n

450 nm

500n

550n

m

m

1.3

1.416

900nm

m

600nm 650nm

700nm

1.406

1.236

1.22

1.109

950n

1000

1050n

1100nm

----

m

nm

m

0.729

0.618

0.523

0.509

----

nm
Power/w

0.187

0.81

1.01

Wave

750n

800nm 850

length

m

nm

nm
Power/w

0.92

0.8727

0.88

0.876
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Figure 4.7: Distribution functions of the solar spectrum probability and weighted factor for solar cell

4.2.5 Design parameters and simulation results
In this research we concentrated on changing the period for the top grating cells (At)
and the period for the bottom grating cells (Ab), while maintaining the depth of the
grating cells (D) constant at 100nm; the width of the triangular grating cell (W) is equal
to the air gap between two successive grating cells, in a uniformly distributed grating
structure measured at the base of the cells; W is dependent on the change of the period
(A) according to the following equation W=A/2, as we assume the fill factor=50%. For
simplicity in this simulation, we consider lossless dielectrics and incident electromagnetic
plane wave polarization perpendicular to the plane of incidence, as we simulate the light
beams are orthogonal to the solar cell interface meaning that the direction of propagation
is in the Z direction so there is only one component of the electric field (Ex) in the X
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direction and one component of the magnetic field (Hy) in the Y direction, this will yield
a constant value of relative permittivity (µ) and relative permeability () along the entire
structure of the solar cell material.
Figure 4.8 shows the various simulation cases, part (a) shows the top grating period
At=100nm, while we change the bottom grating period (Ab) from 100nm to 800nm, at
variable wave length from 300nm to1100nm, with corresponding launching conditions
based on Table 4.4 above. Average transmission power is calculated for each case and
plotted in the graph. Each color coded line represents the corresponding bottom period
interval (Ab) showing in the legend, where each point on the line represents the average
transmitted power response in a.u. at a certain incident photonic wavelength. Part (b)
through (f) in figure 4.8 shows similar cases with respect to top grating periods (At) of
200nm, 300nm, 400nm, 500nm, and 600nm, respectively, while the bottom grating
period (Ab) changes from 100nm to 800nm.
Figure 4.8 shows similar cases where the top grating period is constant 700nm and
800nm, while the bottom grating period (Ab) changes from 100nm to 800nm, part(a) and
(b) respectively. The bottom line in each graph represents the cases which we apply the
solar light on a non-grating solar cell, collecting the average power response at various
wavelengths for purposes of comparison. According to our solar cell design we notice a
total reflection to the incident light that has wavelength from 0 to 500nm, which yields to
zero power output in that range, as you can see on the plots of Figure 4.8 and Figure 4.9;
we also observed a very adherent data analyses in cases of top grating period At=200nm,
300nm, 400nm, 500nm, 600nm, 700nm and 800nm. This indicate a slight change in the
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total power extracted as we change the parameter of the grating, While that pattern was
disturbed in the case where At=100nm in part (a) of Figure 4.8. In Figure 4.8 (f) and
Figure 4.9 (a), we notice that the average power values of double grated solar cell drop
below the non-grated case as the incident light wavelength increases above 750nm,
although the optimum power values occurred at the 900nm to 950nm wavelength values
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Figure 4.8: Solar cell transmission power for top grating periods

Fig 4.8 Solar cell transmission power for top grating periods of (a) 100nm, (b)
200nm, (c) 300nm, (d) 400nm, (e) 500nm, and (f) 600nm
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Figure 4.9: Solar cell transmission power versus top grating periods

Figure 4.9 Solar cell transmission power versus (a) top grating period of 700nm, and
(b) top grating period of 800 nm.
In practical operating conditions for the solar cell, the incident optical power has a
wide spectrum of wavelength as it shows in Figure 4.7, which means that total photonic
power transmitted to the solar cell at a specific time is a function of the incident photons
solid angle, area, and wavelength; assuming solid angle and area are constant per all
cases of comparison. This leaves us with the power equation as a function of wavelength;
to optimize this function one needs to zero out the first order derivative with respect to
the wavelength, which is otherwise known as “the weighted power value” shown in
Figure 4.10 below. As we might be able to distinguish, the highest power generated
among all the cases which is the one with periods Ab=triangle500 nm at the bottom
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grating (reflection grating) and top grating (transmission grating) that changes between
300nm to 800nm period (At), compared with the non-grating case. This result shows how
the power extracted increases proportionally with changing the parameter (Ab) of the
bottom grating, and the insignificant contribution of changing the top grating on the total
power extracted from the solar cell .
.
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Figure 4.10: Average weighted power versus variable top and bottom grating periods
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4.2.6 Conclusion
Based on this study, we find that the combination of the two triangular gratings yield
270% increase in the weighted spectral power versus the non-grating case. We are able to
see that in the case of Ad =500 nm, and At=300 to 800 nm, taking in consideration the
effect of the solar spectrum.
The change in the parameter (A) does not dramatically affect the power extracted
from the solar cell, except for the optimum case (Ab=500 nm and At=300nm to 800nm);
thus larger grids manufacture may sound more appealing and cost efficient than the
smaller grids which are costly and require great deal of precision and some significant
complexity.
The power extracted increases proportionally with changing the parameter (Ab) of the
bottom grating; while changing the top grating has insignificant contribution to the total
power transmitted from the solar cell.
Adding the double triangular grid improves the incident light extracted power in the
range of the visible wavelength (between 450nm to 750nm); while it is insignificant in
the range between 800nm to 1100nm, as it yields approximately the same results as the
none-grating case.
We also shade the light on how the shape of the grating affects the total output power.
When we compare double triangle grating with a double square, or with a combination of
triangle and square grating which yields 104% power efficiency, we find that the double
triangle grating case can achieve better results [53].

- 61 -

Chapter 5 - Effect of Vertical Location of Diffraction Grating on Extracted Power in Solar Cell

We study the effect of changing the location of the diffraction grating on the total power
absorbed by the solar cell. The study is conducted on a solar cell with a combination of
triangular and square grating in the Nano-structure. We vary the locations of the grids
along the Z axis of the solar cell. Using the double diffraction grating increased the total
absorbed power to 120% of the non-grated case. We observed no change in the total
power absorbed as we change the locations of the gratings. The total absorbed power
drops to 72% of the non-grating case, when the square grating falls below the reflective
substrate of the cell.
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5.1 Introduction
The solar cell is very critical for the energy conversion as well as being green energy
source, environmental friendly and cost efficient as we mentioned earlier. However, there
are some limitations to the solar energy among which are the low level of the solar
irradiance per area for the sun, considering other cosmic and elliptic phenomenon. Our
hands are tied in this regard, but on the other hand we will try to maximize the solar cell
extraction efficiency on the receiving end of the spectrum to offset the above nature
aspect. In this research, we will study the effect of changing the locations of a direction
grating surfaces with respect to: first their position to one another, second their endive
dual location to the cell.
It is worth mentioning in this regard that the predetermined parameters of the
diffraction surface (we study in this research) was based on a previous study that
compared between a wide range of different lattice shapes, parameters, and wave lengths.
We will shade the light briefly on this subject, as more work will be conducted by fellow
researchers in that field in the future.

5.2 Simulation design
The solar cell in discussion consists of the main components shown in Figure 5.1.
From top to bottom, the Red block represents the P type semiconductor material of
Silicon with refractive index of 3.49, and thickness of 200nm. The Gray block is the N
type semiconductor of the same material, and thickness as well. The reflective material at
the bottom has a refractive index of n=2.01 which entraps the incident light and increases
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extraction, with thickness of 50 nm. The green plate in the graph represents the monitor
of the optical incident power, and the orange plate on top of the cell represents the
incident sun light.

Figure 5.1: Plane view of the solar cell

We have a triangular grating of Silica with a fixed period (A) = 20 nm and height
(D)= 10 nm. We also have a square grating of a fixed period (A)= 30 nm, and same
height as the triangular grating.
We decided to locate the grating at predetermined locations (marked with red arrows)
as shown in figure 5.2.
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Figure 5.2
5.2: Levels of the grid with respect to the z axis

We place the square grating on one of the above locations, then move the triangular
grating among all the possible levels from Z= -100 nm to 550 nm. We collect the value of
the transmitted power at each case
case. Then we move the square grating to the next level on
the Z axis, and repeat thee entire process again, so we simulate a total of 49 cases, in
which we optimize, and find the best and worst location.
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5.3 Simulation results and discussion
In this study, we simulate a solar cell with a triangular and a square grating. From
Figure 5.3 (a): the dark broken blue line which shows a fixed position of the square
grating is located at Z=400 nm, while the triangle grating changes positions from Z=550
nm to Z=-100 along the solar cell, maintaining constant dimensions of the grating
parameters (A) and (D). We observe a gradual increase of the absorbed power as the
triangular grating moves from the bottom to the top of the solar cell perpendicular to Z
axis. The total transmitted power increases linearly from 0.3a.u to approximately .66a.u
which is the optimum value of the transmitted power. This value remains constant as the
triangular grating moves between Z=250 nm to +400 nm, it drops down to .55a.u. when
the triangular grating is at Z=+450 nm, then it increases back to .66a.u., forming the
notch shape that we see in the graph. The constant line shows the condition of the non
grated cell which has a constant power extracted =.5407 watt.
Figure 5.3 (b), (c), (d) ,and Figure 5.4 (a), (b), (c) represent similar comparisons
between deferent locations of the square grading, as we vary the location of the
rectangular grating from Z=-100 nm to +550nmd. We were able to obtain similar results
as the results we saw in Figure 5.3 (a).
Figure 5.4 (d): we sum up all the pervious comparisons between all different cases to
be able to compare and distinguish the best relative location of the square and triangular
grating within the solar cell structure.
Observer should easily be able to notice the advantage of adding the grading interface
as in most cases it enhances the transmitted power to .66a.u.

- 66 -

0.7

0.6

0.6

0.5

0.4

SQ. grating (nm)
Z=550
Z=450
non grated

0.3

TransmissionPower (a.u.)

Transmitted power (a.u.)

0.7

0.5

0.4
SQ. grating (nm)
0.3

0.2

0.2

-80 0 80 160 240 320 400 480
Triangle grid location with respect to z axis

0.7

0.6

0.6

0.5

0.4
SQ. grating (nm)
Z=350
non grated

Transmission Power (a.u.)

Transmission Power (a.u.)

(b)

0.7

0.2

-80 0 80 160 240 320 400 480

Triangle grid location with respect to z axis

(a)

0.3

Z=400
non grated

0.5

0.4
SQ. grating (nm)
0.3

0.2
-80 0 80 160 240 320 400 480

Z=250
non grated
-80 0 80 160 240 320 400 480

Triangle grid location with respect to z axis
(d)

Triangle grid location with respect to z axis
(c)

Figure 5.3: Transmitted power with the square grating located at a) Z=0 b) Z= -1 c) Z= -2 d) Z= .5
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5.4 Conclusion
1) In all the above cases, the light power absorbed by the solar cell is enhanced
independent of the location of our triangle and square grating by a 120% comparing
to the non-grated cell, all except in the case of Figure 5.4(c) where we located the
square grating 100 nm below the bottom of the photo cell, and varied the location of
the triangular grating between Z=-100 nm to +550 nm. In this case, the transmitted
power dropped to 72% of the total transmitted power of the non grating solar cell.
2) Interchange locations of the triangular and square gratings within the body of the
solar cell does not affect the total absorbed power, regardless the sequence of the
triangle and the square grids.
3) The total absorbed power decreases to .55 a.u. when we locate either diffraction
grating right at the top of the solar cell. This is an unfavorable location, as we can
obtain the same absorbed power without using any of the gratings. (Refer to the
condition of the non-grating cell).
To solve this problem we should immerse both grating in the structure of the cell,
making sure they don’t immerge out, and directly contact the medium (Air).
4) We notice that there is a wide range of flexibility with selecting the locations of both
gratings, as we obtain maximum transmitted power when we place the triangle
grating between Z=0 nm to =+400 nm, and the square grating between Z=0 nm to
Z=+350 nm.
From the manufacture stand point, this allows for less precision when placing the
diffraction grating interfaces in the solar cell.
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