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In this paper, we develop a fast block Jacobi method for linear systems based on discrete
wavelet transform (DWT). Traditional wavelet-based methods for linear systems do not
fully utilize the sparsity and the multi-level block structure of the transformed matrix after
DWT. For the sake of numerical eﬃciency, we truncate the transformed matrix to be a
sparse matrix by letting the small values be zero. To combine the advantages of the direct
method and the iterative method, we solve the sub-systems appropriately based on the
multi-level block structure of the transformed matrix after DWT. Numerical examples show
that the proposed method is very numerically effective.
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1. Introduction
Numerous problems in science and engineering give rise to the linear system
Ax= b, (1.1)
where A ∈ RN×N , x,b ∈ RN , x denotes the unknown vector, b is a given vector and R denotes the set of real numbers.
Usually, there are two types of methods to solve the linear system (1.1), the direct methods and the iterative methods.
Direct methods, such as the Gaussian elimination and LU factorization method, compute the exact solution after ﬁnite steps.
However, the computational complexity of the direct method is usually too high for large scale linear systems. The iterative
methods, such as the Jacobi method and Gauss–Seidel method, are more suitable for large sparse linear systems, which gain
a good approximation of the exact solution [3,12,19].
Wavelet analysis is an important tool in many areas such as image processing, signal analysis and scientiﬁc computing
[5,7–9,14,16]. The ability to give a sparse representation of data makes it a tool of increasing importance. Discrete wavelet
transform (DWT) is the discrete variant of the wavelet transform. A matrix after two-dimensional (2-D) DWT has a special
block structure. The upper left block of the transformed matrix corresponds to the approximation coeﬃcients (low frequency
information) which keep the most important information. The remaining blocks correspond to details coeﬃcients (high
frequency information) which possess small values almost close to zero. The upper left block is a coarse version of the
original matrix. For example, we consider the “cameraman” image in Fig. 1(a) as the matrix A. The ﬁrst and second level
wavelet decomposition are presented in Fig. 1(b) and (c). As it can be seen, after DWT, the main information of transformed
matrix are concentrated on the upper left block.
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Exploiting such a block structure, several numerical methods have been developed to solve the linear system (1.1) in
recent years. For the direct method based on DWT, a multiresolution LU factorization method was proposed based on non-
stand DWT in [11]. Using the upper left block as a coarse grid, wavelet algebraic multigrid (WAMG) methods were proposed
recently [6,10,13,18,20]. However, the numerical methods mentioned above have not utilized the sparsity of the data after
DWT.
In this paper, we develop a fast block Jacobi method based on the special block structure and sparsity of the transformed
matrix after DWT. In order to make the transformed matrix sparser, we truncate the small values to be zero. The error
between the approximate solution and the exact solution is controlled by the truncation. Furthermore, in order to improve
the numerical eﬃciency, we solve the sub-systems in different ways. We solve the small sub-systems with low frequency
information exactly by a direct method, and solve the large sparse sub-systems with high frequency information approxi-
mately by an iterative method. Numerical examples show that the proposed method is numerical effective and combines
the advantages of the direct method and the iterative method.
This paper is organized as follows. Section 2 gives a short review of discrete wavelet transform. In Section 3, we develop
a block Jacobi method based on wavelet truncation, and analyze the convergence. In Section 4, numerical examples are
presented to illustrate the eﬃciency of the proposed method. Finally, in Section 5, we draw our conclusion.
2. Discrete wavelet transform
In this section, we give a short review of the discrete wavelet transform (cf. [15]). In practice, DWT can be understood
as the application of a pair of ﬁlters: low-pass ﬁlters derived from the scaling function and high-pass ﬁlters derived from
the wavelet function.
Let G be a low-pass ﬁlter which is determined by coeﬃcients {gi}L−1i=0 and H be a high-pass ﬁlter which is determined
by coeﬃcients {hi}L−1i=0 . They are ﬁlters of length L and order L − 1. In this paper, we concentrate on orthogonal wavelets
which are the most popular group of wavelets. Then, the ﬁlter coeﬃcients must satisfy hi = (−1)i gL−1−i for i = 0, . . . , L − 1
in order to obtain a reversible DWT.
The discrete signal in one dimension (1-D) can be represented by a vector v. Let the length of v be N = 2n , where n is a
positive integer. Then, the one-level DWT over v can be carried out by convolving v with ﬁlters G and H respectively, getting
two sequences of length N . Next, by the elimination of one out of two samples (sub-sampling), two resulting sequences of
length N2 are obtained: a sequence {di} of details coeﬃcients (wavelet coeﬃcients) and a sequence {ai} of coeﬃcients called
approximation coeﬃcients. The approximation coeﬃcients keep the most important information of v, whereas most of the
elements of the details coeﬃcients are very small. The 1-D DWT over a vector is equivalent to the multiplication of vector
by matrix. Let G ∈R N2 ×N be a matrix deﬁned by coeﬃcients {gi}L−1i=0 as follows
G :=
⎡
⎢⎢⎣
gL−1 gL−2 gL−3 · · · g1 g0 · · · · · · · · · 0
0 0 gL−1 gL−2 gL−3 · · · g1 g0 · · · 0
...
...
...
gL−3 · · · g1 g0 0 · · · · · · 0 gL−1 gL−2
⎤
⎥⎥⎦ .
The matrix H is deﬁned in the similar way with coeﬃcients {hi}L−1i=0 . And the coeﬃcients {hi}L−1i=0 satisfy hi = (−1)i gL−1−i
for i = 0, . . . , L − 1. The transform matrix Wn ∈RN×N is deﬁned as follows
Wn :=
[
G
H
]
. (2.1)
The nonzero entries of G correspond to low-pass ﬁlters, and those of H correspond to high-pass ﬁlters. Multiplying vector v
by matrix Wn , we have
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[
G
H
]
v=
[
Gv
Hv
]
= [a1 · · · a N
2
d1 · · · d N
2
]T
, (2.2)
where T denotes the transposition of a matrix or vector, ai (i = 1, . . . , N2 ) are the approximation components (low frequency)
and di (i = 1, . . . , N2 ) are the detail components (high frequency). The transform matrix Wn constructed in this way is an
orthogonal matrix. The L-level DWT for a vector is obtained by applying L times the one-level DWT over the low frequency
part of the data vector.
The two-dimensional (2-D) DWT can be obtained through the application of 1-D DWT into the rows and columns of the
matrix successively. So, when a 2-D DWT is applied over matrix A, we obtain the transformed matrix Â := WnAWTn . The
transformed matrix Â can be partitioned into four blocks as follows
Â=WnAWTn =
[
GAGT GAHT
HAGT HAHT
]
. (2.3)
Let A1 := GAGT , B1 := GAHT , C1 := HAGT and D1 := HAHT . The upper left block A1 corresponds to approximation coeﬃ-
cients which keep the most important information. It represents a coarse version of the original matrix A, and we can see
this from the Fig. 1(b). The remaining blocks B1, C1, D1 are the horizontal, the vertical and the diagonal details coeﬃcients
respectively, which possess smaller values. The L-level 2-D DWT of a matrix is obtained by applying L-level 1-D DWT over
the columns, and then applying L-level 1-D DWT over the rows. In Section 1, Fig. 1(c) shows the result of applying 3-level
DWT over the “cameraman” image.
3. Fast block Jacobi method based on wavelet truncation
In this section, we propose a fast block Jacobi method based on the wavelet transform and truncation of the transformed
matrix after DWT.
3.1. Block Jacobi algorithm based on wavelet transform
We now describe a new block Jacobi iterative algorithm based on the wavelet transform.
Applying 2-D DWT over the system (1.1), we obtain a transformed system
Â̂x= b̂, (3.1)
where Â := WAWT , b̂ := Wb, W ∈ RN×N is an invertible matrix related to ﬁlters, and x̂ ∈ RN denotes the unknown vector.
The solution of (1.1) is obtained by inverse wavelet transform x=WT x̂.
When the 2-D DWT is applied over the system (1.1), we obtain the transformed system (3.1). The transformed matrix Â
has a special block structure. According to this structure, Â and b̂ are partitioned into different blocks as follows
Â=
⎡
⎢⎢⎣
Â00 Â01 · · · Â0L
Â10 Â11 · · · Â1L
...
...
...
...
ÂL0 ÂL1 · · · ÂLL
⎤
⎥⎥⎦ , b̂=
⎡
⎢⎢⎣
b̂0
b̂1
...
b̂L
⎤
⎥⎥⎦ , (3.2)
where
Â00 ∈R2n−L×2n−L , b̂0 ∈R2n−L ,
and
Âii ∈R2n−(L−i+1)×2n−(L−i+1) , b̂i ∈R2n−(L−i+1) ,
with 1 i  L. The upper left block Â00 contains the approximation coeﬃcients, whereas the remaining blocks are consid-
ered to contain the details coeﬃcients.
The details coeﬃcients of Â possess a number of very small values, which are close to zero. In order to improve the
numerical eﬃciency, a truncation can be performed on Â. That is, let the entries of Â with very small values be zeros.
Denoting the truncated matrix by A˜, we obtain the truncated system
A˜˜x= b˜, (3.3)
where b˜ := b̂ and x˜ ∈ RN denotes the unknown vector. The approximate solution of (1.1) is obtained by x = WT x˜. Since A˜
has much less nonzero elements than Â, it will greatly improve the computational eﬃciency of the iterative method.
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A˜=
⎡
⎢⎢⎣
A˜00 A˜01 · · · A˜0L
A˜10 A˜11 · · · A˜1L
...
...
...
...
A˜L0 A˜L1 · · · A˜LL
⎤
⎥⎥⎦ , b˜=
⎡
⎢⎢⎣
b˜0
b˜1
...
b˜L
⎤
⎥⎥⎦ , (3.4)
where A˜ii and b˜i (0 i  L) have the same size as Âii and b̂i respectively. A˜00 is the low frequency diagonal block which
contains the most important information, whereas A˜ii (2 i  L) is the high frequency diagonal blocks which contains less
important information.
We have the wavelet-based block Jacobi method (WBJ) as follows. In this paper, ‖ · ‖ denotes the Euclidean norm.
Algorithm 3.1. Wavelet-based block Jacobi method (WBJ)
1 Apply 2-D DWT over the system (1.1), and obtain the transformed system (3.1) with the coeﬃcient matrix having the
partition as (3.2).
2 Perform truncation on Â, obtaining A˜.
3 x˜(0) ← [˜x(0)0 , x˜(0)1 , . . . , x˜(0)L ].
4 r˜(0) ← b˜− A˜˜x(0) .
5 k ← 0.
6 While ‖˜r
k‖
‖˜r0‖ > tol (tolerance)
7 k ← k + 1.
8 For i ← 0 To L.
9 x˜(k+1)i = A˜−1ii (˜bi −
∑n
j=0, j =i A˜i, j˜x
(k)
i ).
10 End For
11 r˜(k+1) ← b˜− A˜˜x(k+1) .
12 End While
13 The ﬁnal approximate solution of (1.1) at kth step is xk :=WT x˜(k) .
Since iterative solution itself is an approximation of the exact solution, the truncation is reasonable if A˜ is a good
approximation of Â. It will be shown in Section 3.2 that the error between the approximate solution and the exact solution
of (1.1) is controlled by both the truncation and iteration steps.
3.2. Numerical analysis of the WBJ method
In this section, the numerical analysis for the WBJ method is given.
Denote the exact solution of the transformed system (3.1) by x̂∗ . Then, the exact solution of the original system (1.1) is
x∗ =WT x̂∗ . For block Jacobi method, x̂(k) and x˜(k) represent the approximate solution of (3.1) and (3.3) respectively. Assume
that A is symmetric positive deﬁnite. Then, Â also is symmetric positive deﬁnite, since W is an invertible matrix. Let D̂ be
the block diagonal matrix deﬁned as
D̂ := diag(̂A00, Â11, . . . , ÂLL).
Deﬁne N̂ := D̂− Â, thus, Â= D̂− N̂. The block Jacobi iteration for transformed system Â̂x= b̂ can be written as
x̂(k+1) = D̂−1N̂̂x(k) + D̂−1b̂, (3.5)
where D̂−1N̂ is the iterative matrix. As is known, the necessary and suﬃcient condition of convergence of (3.5) is that the
spectral radius ρ(D̂−1N̂) < 1. Similarly, for the truncated system A˜˜x= b˜, the block Jacobi iteration is
x˜(k+1) = D˜−1N˜˜x(k) + D˜−1b˜, (3.6)
with D˜, N˜ deﬁned similarly as D̂, N̂. As to the convergence of (3.6), that is, whether the spectral radius ρ(D˜−1N˜) is less
than 1, it is related with the truncation. We ﬁrst present that A˜ is symmetric positive deﬁnite under certain condition when
Â is symmetric positive deﬁnite. We have the following lemma.
Lemma 3.2. Let Â be real symmetric positive deﬁnite, and let 0 < λ̂1  λ̂2  · · · λ̂N be all the eigenvalues of Â. Suppose ‖A˜− Â‖ <
λ̂1 , then A˜ is real symmetric positive deﬁnite.
Proof. Since Â is real symmetric positive deﬁnite, there is an orthogonal matrix P such that
P−1ÂP= Λ := diag(̂λ1, . . . , λ̂N ).
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min
λ̂∈σ (̂A)
|˜λ − λ̂| ∥∥P−1∥∥‖P‖‖A˜− Â‖,
where σ (̂A) := {̂λ1, . . . , λ̂N}. Noting that P is orthogonal, thus,
min
λ̂∈σ (̂A)
|˜λ − λ̂| ‖A˜− Â‖ < λ̂1.
Then, for certain λ̂k (1 k  N), we have |˜λ − λ̂k| < λ̂1. Hence, λ˜ > λ̂k − λ̂1  0. Since all the eigenvalues are positive, A˜ is
real symmetric positive deﬁnite. 
From Lemma 3.2, we have that A˜ is real symmetric positive deﬁnite if ε is smaller than the smallest eigenvalue of Â. If
Â and A˜ are symmetric positive deﬁnite, both D̂ and D˜ are also symmetric positive deﬁnite according to the matrix theory.
Then, we have D̂ = (D̂1)2 and D˜ = (D˜1)2, where D̂1 and D˜1 are symmetric invertible matrices. The following theorem gives
the convergence condition of (3.6).
Theorem 3.3. Let Â be real symmetric positive deﬁnite matrix with Â= D̂− N̂, D̂= D̂21 , let λ̂1 be the smallest eigenvalue of Â, and let
A˜ be the truncation of Â with A˜= D˜− N˜. Suppose that ‖A˜− Â‖ < λ̂1 and ρ(D̂−1N̂) < 1. We deﬁne ε to be
ε := min
{
1− ρ(D̂−1N̂)
‖D̂−11 ‖(4‖D̂−11 ‖ + 3‖N̂‖)
,
∥∥D̂−11 ∥∥, λ̂1
}
. (3.7)
If max{‖D˜−11 − D̂−11 ‖,‖N˜− N̂‖} ε, then, ρ(D˜−1N˜) < 1.
Proof. It follows immediately from Lemma 3.2 that A˜ is real symmetric positive deﬁnite. Let σ(D̂−1N̂) denote the set of all
eigenvalues of D̂−1N̂, and deﬁne similarly σ(D˜−1N˜). Let μ̂ ∈ σ(D̂−1N̂), we have x = 0 such that
D̂−1N̂x= μ̂x. (3.8)
Since D̂= D̂21, (3.8) can be rewritten as
D̂−11 N̂D̂
−1
1 z= μ̂z, (3.9)
where z = D̂1x. It means D̂−11 N̂D̂−11 has the same eigenvalues as D̂−1N̂. Similarly, D˜−11 N˜D˜−11 and D˜−1N˜ have the same
eigenvalues as well, where D˜= D˜21. Let μ˜ ∈ σ(D˜−1N˜), according to the Bauer–Fike theorem, we have
min
μ̂∈σ (D̂−1N̂)
|μ˜ − μ̂| ∥∥P−1∥∥‖P‖∥∥D˜−11 N˜D˜−11 − D̂−11 N̂D̂−11 ∥∥, (3.10)
where P is an invertible matrix such that P−1D̂−11 N̂D̂
−1
1 P is diagonal. Noting that D̂
−1
1 N̂D̂
−1
1 is real symmetric positive
deﬁnite, so P can be chosen to be an orthogonal matrix. Thus,
min
μ̂∈σ (D̂−1N̂)
|μ˜ − μ̂| ‖E‖, (3.11)
where E := D˜−11 N˜D˜−11 − D̂−11 N̂D̂−11 . A simple estimate of ‖E‖ yields
‖E‖ = ∥∥(D˜−11 − D̂−11 + D̂−11 )(N˜− N̂+ N̂)(D˜−11 − D̂−11 + D̂−11 )− D̂−11 N̂D̂−11 ∥∥
= ∥∥K1K2K1 + K1N̂K1 + D̂−11 K2K1 + D̂−11 N̂K1 + K1K2D̂−11 + K1N̂D̂−11
+ D̂−11 K2D̂−11 + D̂−11 N̂D̂−11 − D̂−11 N̂D̂−11
∥∥, (3.12)
where K1 := D˜−11 − D̂−11 , K2 := N˜− N̂. Since max{‖D˜−11 − D̂−11 ‖,‖N˜− N̂‖} ε, we have
‖E‖ ε(ε2 + ε‖N̂‖ + 2ε∥∥D̂−11 ∥∥+ ∥∥D̂−11 ∥∥‖N̂‖ + ∥∥D̂−11 ∥∥2) ε∥∥D̂−11 ∥∥(4∥∥D̂−11 ∥∥+ 3‖N̂‖). (3.13)
It follows from (3.7) that ‖E‖ < 1− ρ(D̂−1N̂). Substitution of (3.13) into (3.11), then there is a μ̂0 ∈ ρ(D̂−1N̂) such that
|μ˜ − μ̂0| < 1− ρ
(
D̂−1N̂
)
.
That is
−1 μ̂0 − 1+ ρ
(
D̂−1N̂
)
< μ˜ < μ̂0 + 1− ρ
(
D̂−1N̂
)
 1.
Hence, we have ρ(D˜−1N˜) < 1, and this completes the proof. 
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system (3.3) if the truncation error is suﬃciently small.
For the WBJ, the approximate solution of (1.1) at nth step is x(n) := WT x˜(n) . With the exact solution of (1.1) being
x∗ = WT x̂∗ , we have the error ‖x(n) − x∗‖ = ‖WT x˜(n) − WT x̂∗‖ = ‖˜x(n) − x̂∗‖. For the estimate of ‖˜x(n) − x̂∗‖, we have the
following theorem.
Theorem 3.4. Let Â = D̂ − N̂ and A˜ = D˜ − N˜ with D̂, D˜ being invertible. Let ρ(D̂−1N̂), ρ(D˜−1N˜) are less than 1. Denote ε1 :=
max{‖D˜− D̂‖,‖N˜− N̂‖}, and suppose ε2 is any two positive number. Then we have∥∥˜x(n) − x̂(n)∥∥ cε1, (3.14)
where c is a positive constant independent of n, and there is a positive integer N0 such that when n N0 , it holds that∥∥˜x(n) − x̂∗∥∥ cε1 + ε2. (3.15)
Proof. It follows from (3.5), (3.6) that
D̂̂x(k+1) = N̂̂x(k) + b̂, (3.16)
D˜˜x(k+1) = N˜˜x(k) + b˜. (3.17)
Noting that b̂= b˜, then subtraction of (3.16) from (3.17) yields
D˜˜x(k+1) − D̂̂x(k+1) = N˜˜x(k) − N̂̂x(k). (3.18)
Rewrite (3.18) as
(D˜− D̂)˜x(k+1) + D̂(˜x(k+1) − x̂(k+1))= N˜˜x(k) − N̂̂x(k), (3.19)
or
x˜(k+1) − x̂(k+1) = D̂−1N̂(˜x(k) − x̂(k))+ D̂−1(N˜− N̂)˜x(k) − D̂−1(D˜− D̂)˜x(k+1). (3.20)
Let y(k+1) := x˜(k+1) − x̂(k+1) , M := D̂−1N̂, F1 := D̂−1(N˜− N̂), F2 := D̂−1(D˜− D̂), then, we have
y(k+1) =My(k) + F1˜x(k) − F2˜x(k+1). (3.21)
This recursive relation yields
y(n) =Mn y(0) + ξ + η (3.22)
where
ξ :=Mn−1F1˜x(0) +Mn−2F1˜x(1) + · · · +MF1˜x(n−2) + F1˜x(n−1), (3.23)
η :=Mn−1F2˜x(1) +Mn−2F2˜x(2) + · · · +MF2˜x(n−1) + F2˜x(n). (3.24)
Since {˜x(n)}∞n=0 converges, there is a positive constant c0 such that ‖˜x(n)‖ < c0. Noting that ρ(M) = ρ(D̂−1N̂) < 1, according
to the matrix theory, there is certain matrix norm ‖ · ‖a such that ‖M‖a < 1. Hence,
‖ξ‖a  c0‖F1‖a
(‖M‖n−1a + ‖M‖n−2a + · · · + 1) c0‖F1‖a(1− ‖M‖na)1− ‖M‖a 
c0‖F1‖a
1− ‖M‖a . (3.25)
Similarly,
‖η‖a  c0‖F2‖a
1− ‖M‖a . (3.26)
It follows from (3.22), (3.25), (3.26) that
∥∥y(n)∥∥a  ‖M‖na∥∥y(0)∥∥a + ‖ξ‖a + ‖η‖a  ‖M‖na∥∥y(0)∥∥a + c0(‖F1‖a + ‖F2‖a)1− ‖M‖a . (3.27)
Since ‖M‖a < 1, for positive number ε1, there is a positive integer N1 such that when n N1, ‖M‖na  ε1. When n N1, we
have ∥∥y(n)∥∥a  ε1∥∥y(0)∥∥a + c0(‖F1‖a + ‖F2‖a) . (3.28)1− ‖M‖a
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c1‖ · ‖ ‖ · ‖a  c2‖ · ‖, (3.29)
where c1, c2 are two positive constants. It follows from (3.28), (3.29) that
∥∥y(n)∥∥ c2ε1‖y(0)‖
c1
+ c0c2(‖F1‖ + ‖F2‖)
c1(1− c1‖M‖)
 c2ε1‖˜x
(0) − x̂(0)‖
c1
+ c0c2‖D̂
−1‖(‖D˜− D̂‖ + ‖N˜− N̂‖)
c1(1− c1‖D̂−1N̂‖)
 c2ε1‖x
(0) − x̂(0)‖
c1
+ 2c0c2ε1‖D̂
−1‖
c1(1− c1‖D̂−1N̂‖)
.
Let
c := c2‖x
(0) − x̂(0)‖
c1
+ 2c0c2‖D̂
−1‖
c1(1− c1‖D̂−1N̂‖)
,
we have∥∥y(n)∥∥= ∥∥˜x(n) − x̂(n)∥∥ cε1.
Since limn→+∞ x̂(n) = x̂∗ , for any positive number ε2, there is a positive integer N2 such that when n N2, it holds ‖̂x(n) −
x̂∗‖ ε2. Hence, when n N0 := max{N1,N2}, we have∥∥˜x(n) − x̂∗∥∥= ∥∥˜x(n) − x̂(n) + x̂(n) − x̂∗∥∥ ∥∥˜x(n) − x̂(n)∥∥+ ∥∥̂x(n) − x̂∗∥∥ cε1 + ε2.
This completes the proof. 
From Theorem 3.4, we can see that the error ‖˜xn − x̂∗‖ is controlled by truncation error ε1 and iteration error ε2. In
practice, ε1 can be chose according to the precision requirement of the approximate solution.
3.3. A special strategy for handling the sub-systems in WBJ
In this subsection, we describe our strategy to solve sub-systems in the WBJ method. It is based on multi-level structure
of the transformed system after DWT and the fact that the low frequency information is more important than the high
frequency information.
When implementing the algorithm WBJ, we need to solve sub-systems
A˜iix
(k+1)
i = b˜i −
n∑
j=0, j =i
A˜i, jx
(k)
i , i = 1,2, . . . , L. (3.30)
Most of the sub-systems (3.30) are so large that we cannot afford to solve them by direct methods. For i = 0, since the
main information of A˜ is concentrated on the upper left block A˜00, it is important to solve (3.30) with high accuracy. And
the size of A˜00 is small, so the direct methods are more suitable to solve (3.30) for i = 0. Having the same small size as A˜00,
A˜11 is more important than other high frequency diagonal blocks A˜ii (2 i  L). So, for i = 1, the sub-system (3.30) is also
solved exactly by direct methods. For the remaining sub-systems, as mentioned before, the high frequency diagonal blocks
A˜ii (2 i  L) are less important than the block A˜00, A˜11. Hence, an iterative method such as the Jacobi method is employed
to solve (3.30) approximately as an inner iteration. In practice, only a few inner iteration steps are needed in practice.
Based on the strategy described above, we obtain a fast wavelet-based block Jacobi method (FWBJ).
Algorithm 3.5. Fast wavelet-based block Jacobi method (FWBJ)
1 Apply 2-D DWT over the system (1.1), and obtain the transformed system (3.1) with the coeﬃcient matrix having the
partition as (3.2).
2 Perform truncation on Â, obtaining A˜.
3 x˜(0) ← [˜x(0)0 , x˜(0)1 , . . . , x˜(0)L ].
4 r˜(0) ← b˜− A˜˜x(0) .
5 k ← 0.
6 While ‖˜r
k‖
‖˜r0‖ > tol (tolerance)
7 k ← k + 1.
8 For i ← 0 To L.
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10 Solve (3.30) by a direct method, obtaining the exact solution.
11 Else
12 Solve (3.30) approximately by a iterative method.
13 End If
14 End For
15 r˜(k+1) ← b˜− A˜˜x(k+1) .
16 End While
17 The ﬁnal approximate solution of (1.1) at kth step is xk :=WT x˜(k) .
The FWBJ method consists of an outer block iteration and an inner pointwise iteration. In this paper, we take block
Jacobi method as the outer iteration, and pointwise Jacobi method as the inner iteration, which are easy to implement.
We can also choose other iteration methods such as the Gauss–Seidel, or SOR [2] method to complete the inner iteration.
In practice, only a few inner iteration steps (range from 3 to 10) are needed. It can be justiﬁed by the fact that the high
frequency diagonal blocks A˜ii (2 i  L) are sparse after truncation and contain less important information.
4. Numerical experiments
In this section, four examples are tested to illustrate the application FWBJ method. All the tests are performed on Intel(R)
PC with 2.66 GHz and 4 Gb RAM.
Example 1. In this example, we consider the Poisson problem [19]
uxx + uyy = − f , (4.1)
where x, y ∈ [0,1] × [0,1] with Dirichlet boundary conditions: u(0, y) = u(1, y) = u(x,0) = u(x,1) = 0. Using the 5-point
difference scheme to discretize the above equation, we have
1
h2
[−4ui, j + ui+1, j + ui−1, j + ui, j+1 + ui, j−1] = − f i, j, (4.2)
where i, j ∈ {1,2, . . . ,n} and h = 1n+1 . For convenience, f i, j is chosen in a way that the solution of linear system (4.2) is a
vector with all the element equal to 1. Eq. (4.2) is equivalent to the linear system
Au= f,
where A ∈RN×N ,u, f ∈RN and N = n2. The resulting coeﬃcient matrix A is sparse 5-diagonal.
Example 2. This example is about the de-blurring problem of noisy and blurred signals. Using rectangle formulae to dis-
cretize the model, we have (see [4])
h= Fu+w, (4.3)
where h ∈ RN is the observed signal, w ∈ RN is noise and F ∈ RN×N is a blurring matrix. We try to recover the unknown
object u ∈RN when both F and h are known. For a regularized approximation to u in (4.3), we have to solve the following
linear system by regularization(
λI+ FT F)u= FTh, (4.4)
where λ is an regularization parameter, and I ∈RN×N is the identity matrix. In this example, we choose λ = 1 and
F := 1
16
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
6 4 1
4
. . .
. . .
. . .
1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
. . .
. . .
. . . 4
1 4 6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.5)
Example 3. In this example, we consider the linear system stemming from integral equation. The coeﬃcient matrix of the
linear system is full. Consider a Fredholm integral of the second [1]
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The comparison of three different methods: FWBJ, WAMG, Jacobi method.
Linear systems Method Setup time Running time Total time
Example 1 Jacobi 0.00 1.42 1.42
WAMG 0.13 0.67 0.80
FWBJ 0.23 0.46 0.69
Example 2 Jacobi 0.00 divergence –
WAMG 0.15 divergence –
FWBJ 0.29 0.23 0.52
Example 3 Jacobi 0.00 7.86 7.86
WAMG 1.48 4.52 6.00
FWBJ 1.77 1.46 3.23
Example 4 Jacobi 0.00 12.62 12.62
WAMG 1.48 4.25 5.73
FWBJ 1.86 1.89 3.75
λx(t) −
1∫
0
sin
1
3 (t + s)x(s)ds = y(t), (4.6)
where t ∈ (0,1) and λ = 1. The integral equation is uniquely solvable for any given y ∈ C[0,1], which is the continuous
function space. For convenience, we can obtain the right-hand side of (4.6) by giving an analytic solution, for example,
let x(t) := et . We intend to use Nyström method to solve Eq. (4.6). Divide the interval [0,1] into N − 1 pieces with step
h = 1/(N − 1) and nodes tk = kh, k = 0,1, . . . ,N − 1. Using compound trapezoidal formula to approximate (4.6), we obtain
a linear system
Ax= y,
where A ∈RN×N , x,y ∈RN , A is a full matrix, x= [x(t0), x(t1), . . . , x(tN−1)] and y= [y(t0), y(t1), . . . , y(tN−1)].
Example 4. Last, we consider the linear system stemming from machine learning. In machine learning, a large number of
problems can come down to solve the system [17](
λI+ K[x])x= y, (4.7)
where λ > 0,x,y ∈RN , I ∈RN×N is the identity matrix and K[x] = [k(x j, xk)]Nj,k=1 with
k(x, y) = e
−|x−y|
(2σ)2
or
e−|x−y|2
(2σ)2
,
x j = jδ, xk = kδ, j,k = −N2 + 1, . . . ,
N
2
. (4.8)
In (4.8), k(x, y) is the Gauss kernel. The coeﬃcient matrices of the above linear systems are full. In this example, parameter
λ is chosen to be λ = 0.9.
The ﬁrst two examples are tested on the sparse linear systems, whereas the last two are tested on the systems whose
coeﬃcient matrices are full. The freedom of all the linear systems are chosen to be the nth power of 2. In this text, we
choose n = 12, that is N = 2n = 4096. If the freedom of the practical problem is not the nth power of 2, we can take the
strategy suggested in [18].
We compare the performance of FWBJ method with that of wavelet algebraic multi-grid (WAMG) and the Jacobi method.
The relative error is deﬁned by the Euclidean norm of the residual divided by the norm of the right hand side. For all these
three methods, the iteration terminates when the relative error is less than 1.0× 10−5. Both the WAMG and FWBJ methods
have setup phase because of the DWT. So the total computing time for method WAMG and FWBJ includes the setup time
and the running time of iterations. In this paper, the standard 6-level DWT with ﬁlters of Daubechies of length 4 is adopted
for both methods. For the FWBJ method, the inner iteration steps will be chosen to be 8, and the elements of Â with |̂ai, j|
smaller than 10−9 is truncated to be zeros.
Table 1 shows the result of comparison of three methods. The total time-consuming consists of setup time and the run-
ning time of iterations. The CPU time is measured by the second (s). We can see from the table that the FWBJ method spends
the least total time, while the Jacobi method spends the most. Though the setup time of FWBJ is more than WAMG because
of the truncation, the total time of FWBJ method is less than the WAMG method. It is reasonable since the transformed
matrix after truncation is more sparse. For the same reason, the proposed FWBJ method has more numerical advantage over
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the other two methods for the linear systems with full coeﬃcient matrix. We can also see from the table that the FWBJ
method converges quickly in numerical Example 2, while WAMG and Jacobi method diverge in this case. This may be due
to the fact that FWBJ method solve the sub-systems with low frequency information exactly by direct method.
To compare the convergence of the three methods, the relative error of each outer iteration step for Example 3 is plotted
logarithmically in Fig. 2. We can observe from Fig. 2 that the Jacobi method converges linearly, and the proposed FWBJ
method converges fastest among the three methods. For other numerical examples, we have similar results. From Fig. 2 and
Table 1, we can see the proposed method combines the advantages of direct methods and iterative methods, i.e., converges
fast and has low computational cost.
5. Conclusions
In this paper, we develop a fast wavelet-based block Jacobi method (FWBJ) to solve linear systems. We make full use
of the properties of multi-level block structure and sparsity of the transformed matrix after DWT. Numerical experiments
demonstrate the eﬃciency of the proposed FWBJ method and its outperformance over the existing algorithms.
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