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Let 0 < r, < 1 and W, = eienln, n = 1, 2 ,.... For a function f holomorphic in 
the open unit disc U, we consider the linear functionals s, defined by the means 
&Jr,, , f) = (l/n) &f(r,wnk). If 0 < r, < p < 1, we prove that f is uniquely 
determined by s,,(r,, f ), n = 1, 2 ,..., and in fact, f can be represented by a poly- 
nomial series whose coefficients involve s,(r,, , f). The case 0 < r,, < 1 is also 
considered. In particular, if r, = 1 for all large n, there exist nontrivial functions 
f, holomorphic in U and continuous on the closure of U, such that s,(r, , f) = 0 
for n = 1, 2,.... 
1. INTRODUCTION AND MAIN RESULTS 
Let U denote the open unit disc in the complex plane with closure U and 
boundary T. Let H = H(U) denote the space of functions holomorphic in U; 
and as usual, let HP be the Hardy spaces and A the space of functions in H 
which are continuous on U. For each positive integer II, let w,~ = exp(i2&/n), 
k = l,..., n, be the nth roots of unity. For a continuous function f on T, 
we consider its arithmetic means 
These are Riemann sums and hence converge to the Riemann integral 
s,(f) = Jo1f(ei2”t) d  
off as n + co. The sequence r,(f) = s,(f) - s,(f), called the sequence of 
Riemann coefficients off in [4], has similar asymptotic behavior to the 
sequence of Fourier coefficients offfor certain classes of functionsf(cf. [4,7]). 
Since the Fourier coefficients off uniquely determinef, it is natural to ask if 
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the Riemann coethcients of ,f‘ would also uniquely determine f: 1 io\+eve~-. 
it is clear that any “odd” function 
where C j a, / < CC say, satisfies 
s,(f) = 0, /I = I, 2,... . (1) 
Hence, we only consider functions holomorphic in U. This problem was 
studied in [2], [6]. and [8]. We collect some of the known results in the 
following 
THEOREM A. Let f(z) = C,“=, a& be in A such that (1) is satisjied. 
Then f is the zero function, if one of the folIowing conditions is satisjed: 
(a) f’E.W; 
(b) a, =: 0( 1 in1 * ‘) for some E > 0; 
(c) Zr=, I a, I := O(1 IN); or 
(d) j(z) = I;=,, b&l with C 1 b, j < co where q is some positirc 
integer. 
Of course each of the above sufficient conditions is a technical one. Hou- 
ever, it will be shown in Section 4 that there exists a nontrivial f (z) -~ 11 a,r” 
in A with j a71 1 < I/n for all n such that (1) is satisfied. 
We remark that the problem considered above is a “one-dimensional” 
one. In [8], a “two-dimensional” problem was posed, and it is the intention 
of this paper to study it. Let 0 < r,, < I, n =~- 1, 2 ,... . For each f c H, 
consider the “two-dimensional” means 
off, that is, the means taken on the concentric circles 1 z / :m r,, ) 11 -- I, 2,... . 
We will establish the following. 
THEOREM 1. Let 0 < r, < p < 1, n = 1,2 ,..., and let f E H satisfy 
s,(r, ,f) = 0, n = 1, 2,... . (2) 
Then f is the zero function. 
It will be clear (from the following Theorem 2) that none of the r,‘s in 
Theorem 1 can be replaced by 0. The condition that the r,‘s are uniformly 
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bounded away from 1 is a technical one. We will give a proposition in 
Section 4 where the r,‘s are allowed to tend to 1. If some r,‘s would be 1, 
then to define the means s,(r, ,f), we would have to assume that f is a 
function in A. However, we will show that there is a nontrivial function f 
in A with s,(r, ,f) = 0 for all n = 1, 2 ,..., where all, with the exception of 
a finite number of the Y,‘s, are equal to 1. The next results show that if any 
of the conditions in (2) is omitted, then Theorem 1 no longer holds. 
THEOREM 2. Let 0 < r, <. 1, n = I,2 ,... . For each positive integer N, 
there is a unique polynomial Pn of degree N, leading coefJicient equal to 1, 
and Pn(O) = 0, such that 
s,O-, , PN) = r,“LN, n = 1,2,... (3) 
where, as usual, a,., is the Kronecker delta. 
The polynomials Pn can be found explicitly and will be studied in Section 3. 
When 0 < r, < p < 1, Theorem 1 tells us that each functionfholomorphic 
in U is uniquely determined by its means s,(r, , f). This leads to the following 
interesting, and perhaps important, question: How do we reconstruct a 
functionfg H from its means s,,(r,A , f)? From Theorem 4 below, we will see 
that f can be reconstructed from a polynomial series whose coefficients are 
the means s,(r, , .f). The “one-dimensional” problem has been studied in [S], 
and the representation polynomial series there is called a “Riemann series.” 
In Section 3, we will prove the following results. 
THEOREM 3. Let 0 < r, < p < 1, n = 1,2,... and {a,} be a sequence of 
complex numbers which satisfies the condition 
lim sup 1 (Y, jlln/rn < 1. (4) 11 --f cc 
Then the polynomial series 
(5) 
where the polynomials P, are dejned in Theorem 2, converges uniformly on 
every compact subset of U to a function f 6 H, such that s,(r, , f) = a, for 
each n = 1,2,... . 
THEOREM 4. Let 0 < r, <[ p < 1 and P, be the polynomials defined in 
Theorem 2. Then every function f holomorphic in U can be represented by a 
polynomial series: 
f(z) = f(0) -t f s&Tz ’ ;;g f(o) P,(z) 
n=1 
where the series converges untformly on every compact subset of U to$ 
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We call (5) a “two-dimensional” Riemann series, and (6) a “two- 
dimensional” Riemann series expansion of $ 
In Section 4, we will study the case when the radii r, are allowed to 
approach 1. 
2. PROOF OF THEOREM 1 
We will first prove f(0) := 0. 
LEMMA 1. Let0 <r, <p < l,n = 1,2 ,..., f~H,ands,(r,,f) =Ofor 
infinitely many n. Then f (0) =- 0. 
Proof. By choosing a subsequence, if necessary, we may assume that 
s,(r,,f)==O for n=nj,j=1,2 ,..., and r,i-tro<p<l. Then for 
n = nj , we have 
I f(O)! = I .f(O> - s,,(r, f >I 
= 1s’ fCroeieTt> dt - s,(r, , f)l 
0’ 
The first term on the right tends to zero because Riemann sums converge 
to the Riemann integral and the second term is arbitrarily small for large 
n = nj because f is uniformly continuous on / z / < (1 + r,)/2. Hence, 
f(0) = 0. 
In virtue of Lemma 1, we may now write 
so that 
From hypothesis (2), it is necessary and sufficient to prove that the infinite 
homogeneous system 
f rF-l’nakn = 0, n = 1, 2,... 
k=l 
(7) 
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has only the trivial solution. Let F = (F,J be the (infinite) coefficient 
matrix: 
1 r12 rl r13 r14 r15 r16 .. . 
0 1 0 rz2 0 r24 0 ... 
F = (FJ = 0 0 1 0 0 rs3 0 ... (8) 
000 1 0 0 0 ... . . . . . . . . . . . . . . . . . . . , . 
I 
where 
Fi,j = 0 if ifj 
= rt-i * if i 1 j, 
(9) 
and let FN = (F#,i)l<i,j<N, N = 1, 2 ,..., be the truncated N x N matrices. 
For each N, we are interested to find the inverse GN of FN. From the 
properties of F, it is easy to show that the matrices GN = ( gi( j))l(i,iSN, 
N = 1, 2,..., are truncations of an infinite matrix 
G = M.i~~ = [ii’” ;“I:’ I;:]. 
Indeed, GNFN = IN means XL, g,(l)Fc,, = S,,, , 1 < k, n < N, and by 
using (9), we have 
1 idO r-l = Sk,, . (10) 
I 111 
In particular, the g,(l)% have the following properties: 
g,(l) = 1, sdn> = - C g,(d) G-4 (11) 
and 
din 
d<n 
g,dn) = 0 if kfn. (12) 
Here, (11) follows trivially from (IO), and (12) can be obtained by an 
induction proof as follows. Indeed, if k r n, then from (10) it follows that 
Sk(n) + C g,(d) Cd = 6, n = 0. 
din 
din 
If d 1 II and d < II then k T d (for otherwise k I n) so that gk(d) = 0 by the 
induction hypothesis. Hence, (12) is obtained. From (10) and (12), we also 
have 
gk(l) = 0 if k > 1, and g,(k)=1 for k31. (13) 
640/22/1-2 
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Next, for a fixed integer k, k > 1, we define 
hk(n) = g,(nk) and p1 = r;, . (14) 
Then from (12) and (13), it is clear that h&r) satisfies 
and 
/?k(l) = 1 
h,(n) = - 1 h,(f) py if n>l. 
We remark that the h,‘s satisfy the same recursive scheme as g, with r, 
replaced by p,, . To estimate g, and Ali, we need the following combinatorial 
lemma. 
LEMMA 2. Let H be a function defined on the set of positive integers by 
and 
H(1) == 1 
H(n) = c H(f) if n>l. 
1111 
I<?1 
Then H(n) < 2t10gnJ10@)2 for all II. 
Proof. As usual, let Q(n) denote the number of prime factors of n, 
counted with their multiplicities (cf. [lo]). We will call D(n) the length of n. 
Now, if p is a prime number, then by definition H(p) = H(1) = 1, 
H(p2) = H(p) + H(1) = 2 ,..., H(pj) = H(pj-‘) + ... + H(1) = 2’-l,... . 
Hence, in general, if p1 ,..., pt are primes and 01~ ,..., CQ are positive integers, 
then H(p;l a*. p:t) does not depend on p1 ,...,pt but only depends on 
El )...) at . Also for each positive integer k, there are only a finite number of 
ways to choose positive integers iyl ,..., 01~ such that 01~ + ... $- OI~ = k. 
We can therefore define 
Sk = max(H(n): Q(n) = k). 
(Here, we note that if IZ = pii ...pTt, then Q(n) = 0~~ + ... + at = k.) It is 
clear that S, < Sz < .... Let us write n = p1 .‘.pk where some of the 
primes pi’s may be equal, so that Q(n) = k. The number of factors of n 
with length k - 1 is at most k = (If), the number of factors of n with length 
k - 2 is at most (i),... . Hence, we have 
Sk < (;) Sk-1 + (“;) Sk--2 + *.* + (5 so 
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and therefore, 
Sk < 2% k-l < 2”2”-3!j& < e-e < 2k”“-l’f”‘” < 2”=. 
Thus, if n is any positive integer, with length Q(n) = k say, then 
El(n) < 2(Q(nnZ. 
But 12 =pr *.*pk _ > 2k == 2R(n). This completes the proof of the lemma. 
LEMMA 3. Let 0 < r, < 1. Then for each n, / g,(n)1 ,< H(n). 
Proof. We have g,(l) = H(1) = 1. Hence, from (11) and by using the 
induction hypothesis, we have 
i .&)I G C I g,(d)l Cd < C WI = M4 
dfn d;n 
d<?r a<n 
for n > 1. 
If the Y,‘S are uniformly bounded above by p < 1, then we have the 
following upper bound for gr(n). 
LEMMA 4. Let 0 < r, < p :g 1. Then for all n = 2, 3 ,..., 
1 gl(n)I < pnP 2(WnilQ52)2a 
Proof. We have, from (11) and by using Lemma 3, for n > 1, 
s*(n)l < c I ‘&Go c-” < 
4" 
;, fw) p"-". 
d<n d< I! 
Since d < n and d / n imply d < n/2, we have n - d > n/2, so that 
P n-d :; -P nl2. By Lemma 2, we then obtain 
By using the above argument and (15) we also have 
LEMMA 5. Let 0 -C r, < p ~2 1 and k be any positive integer. Then 
g,(nk)l = i h,(n)1 < pn”/2 2(“‘g+~;l”g2)2 I1 > 1. (161 
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We are now ready to complete the proof of Theorem 1. Let 0 < r, < 
p < I, and let k be any positive integer. From (7) and (8), we have 
0 = [gk(l,L..., g7m i %..I 
and hence, 
FNI R 
I - - -,- - - 
I 
I 
0 / s 
I 
a1 
aN 
---- 
UN+1 
0 = [k,(l),..., g,(N)1 FN i Ml),..., g,(N)1 RI 
= [O ,...) 0, 1) 0 ,..., 0 ! Ml),..., gO91 RI 9 
where the 1 occurs at the kth entry and we have used the fact that G,F, = IN. 
Hence, we have 
a, = - f aj - - f wj , (17) 
j=N+l j=N+l 
d<N 
where, using (9), 
ci = C g,(d) Fd,j = (18) 
dli 
d$N d<N 
From (12), we see that cj = 0 if k r j. Thus, (17) can be written as 
al, = - If c77ca2k . (19) 
Z>(Nfl)/L 
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Now, in (18), applying (12), (1 l), (14), (15) and Lemma 5, we have 
I czk I = / 1 gk(4 rik-’ i 
dlZk 
d>N 
= 1 ; g,(kv) r$-') 1 
"<l;i,,lk 
= g,(k) i-f')' + C h,(v) pi-" 
VIZ 
l<v<N/k 
< ,,'Z-1'" f- 1 pkv/Z 2(10gv/lo!@~2pLh') 
42 
l<v<N/k 
= p'z-l'" _ 
' zp 
k(Z--v/Z) 2~logv/logzP~ 
l<v<Nlk 
But v I I, v < I implies that v < l/2. Hence, for I 3 2, 
19 
i cZk t < pkz’2 1 + 
( 
c 
2~logv/log2P 
41 
l<V<N/k 
Therefore, for Ik 3 N + 1, and sufficiently large N, we have 
1 CZk / < pw (1 + 2 2~losN)2) < plk/4. (20) 
Now since the power series C akzk has radius of convergence >I, we have 
,t I a3 I pii < a, 
so that combining (19) and (20) and taking N--f co, we can conclude that 
ak = 0. This holds for every k. That is, the given functionfe H, satisfying (2), 
is the zero function. 
3. TWO-DIMENSIONAL RIEMANN SERIES REPRESENTATION 
In this section we will prove Theorems 2, 3, and 4. Let P&) = 
w + **a + aNzN be a polynomial of degree N. That PN satisfies (3) means 
that 
c aknrn (k-l)n = 6, n , n = 1, 2,... . 
W=<N/* 
That is, the coeffkients u1 . . . . . ns of P., are uniquely determined by the 
nonhomogeneous system 
Hence, 
Since gN(N) = I, we have aN = I. This completes the proof of Theorem 2. 
From (21) we note that 
a, = gJN) = 0 if nt’N 
= h,(N/n) if n/N. 
Hence, we can write 
Pi = n-N hz (-$-j zn = ,& gn(N) z”. 
For reference we list the first six polynomials: 
P2(z) = -rlz + 22, 
Pa(z) = -r12z + 23, 
P4(4 = (-I3 + rlr22) 2 - r22z2 + z4, 
P&z) = -r14z -t z5, 
P6(z) = (-r15 + r1r24 + r12rs3) z - r24z2 - rs3z3 + z6. 
Suppose now 0 < r, < p < 1 for all n. From Lemma 5, we have 
I Pn(z)l G I z In + 1 I gkml I z lk 
kin 
k<n 
< 1 z In + c ,,W 2(Uog~lk)llo@)z [  Ik 
kin 
k<n 
< j z In + pn12 2(10gnllW2)2 1 z lnj2 d(n), 
where, as usual, d(n) denotes the number of divisors of n (cf. [lo]). 
(22) 
(23) 
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Let p1i2 < r < 1. Then for all z with I z j < r, we have 
1 P,(z)/ < 2rni2 
for all large n. Hence, if {an} is any sequence satisfying (4), then 
lim sup 
n-m2 
cz P,(z)llin < r1/2 < I 
uniformly for / z / < r. This proves that the polynomial series (5) converges 
uniformly on every compact subset of U to some function f E H. Write 
Then by Theorem 2, we have 
N = 1, 2,... . This completes the proof of Theorem 3. 
We now proceed to prove Theorem 4. Let f = C a,zn E H and let 01, = 
s,(r, , f) - f@>. Then 
Hence, 
- = a, + f a,,rt-l)n. %I 
r, n v=2 
-$$- < I a, I + “g2 I avn I f~(“-l)~ 
where p” = p112 < 1. The infinite series on the right converges ince f~ H. 
Also, since SE H, lim sup 1 a,, I1ln < 1. Hence, lim sup I 01, I1ln/rn < 1, and 
by Theorem 3, the polynomial series 
f(0) + f 3 P,(z) = f(0) + f sn(r, ’ ;gf(0) P,(z) 
n-1 ?Z=l 
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converges uniformly on every compact subset of U to a function FE H. 
Clearly, s,(Y, , F) = s,(r, ,f), or s,(T, , F -f) == 0, for n = 1, 2 ,... . By 
Theorem 1, F = J This completes the proof of Theorem 4. 
4. EXTENSIONS AND COUNTEREXAMPLES 
In this section we will consider the case when the radii r, are allowed to 
approach 1, and we will show that in general we cannot take Y, to be 1 
for all large n. We need a lemma first. 
LEMMA 6. Let 0 -C r, < (+)I’” for n = 1,2,... . Then 1 gl(n)j < + for 
n = 2, 3,... . 
Proof. We know from (11) that g,(2) = -rl g,(l) = -rl so that 
j g,(2)I < 3. We will prove the general result by induction. Again by (11) 
we have 
< (:y+l + c Wd, din 
l<d<n 
where the last inequality follows from the induction hypothesis. Since n > 2, 
we have (n - 1) # n/d for all d I n and 1 < d < n. Hence, 
I ‘%(~)I G (W1 + c (Wd 
din 
l<d<n 
< f (4)” = 4. 
d=2 
With the above lemma and the results developed in Section 2, we can now 
prove the following. 
PROPOSITION 1. Let 0 < r, < 1 such that for all Iarge n, say n > n, , 
r, < (W”. (24) 
Let f (z) = x:,“=, a,zn such that C 1 a, I < co. Then f must be the zero function 
ifs,(r, , f) = 0 for each n = 1,2 ,... . 
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Proof. Since C j a, I < co, we know thatfE A so that s,(l,f) is defined. 
By a proof similar to that of Lemma 1, we can also conclude that f(0) = 0. 
Let k be any positive integer. Fix k. Then for any arbitrarily large positive 
integer N, we have, from (19) in Section 2, 
1 ak 1 6 c 1 CZk / / %k 1) (25) 
2>(N+l)/k 
where, as in Section 2, 
where &(v) = g,(vk) and py == r,kk . Let us first assume that (24) holds for 
all n = 1, 2,... . Then since hl, satisfies the same recursive scheme as g, with 
rk replaced by pk (cf. (11) and (15)), we see from Lemma 6 that 1 hk(V)j < * 
for all V. Hence, 
1 CZk 1 < rk 
k&-l) + 3 ; &v)k 
< (#Z-l) + + 1 (#(Z-v)/vk 
VIZ 
Putting this into (25), we have 
1 OkI d ck c 1% / -O as N-tco. 
v=N+l 
Hence, ah = 0 for each k or .f E 0. More generally, suppose now (24) is 
satisfied for n > IZ,, . Let 
t-(z) = f(z) - F 2’s& , f) &(z) 
k=l 
where the polynomials I’, are defined in Theorem 2 for the sequence -&..., + 
(so that s,(&, pj) = 6,,j/2i, 1 <: j, k < n,). Hence, 
= hd4 3 f> - &dt 3 f> = 0 
for n = l,..., n, . But for n > n,, , s,(r, , F) = s,(r, ,f) = 0. Hence, from 
the above conclusion with the sequence i,..., $, r,p+l ,... (which clearly 
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satisfies (24) for all n), we can conclude that f 0, or f(z) al- ~'- "' 
anOz”o, a polynomial of degree at most n, . But then 0 =y- ~,*(r,~ ,f) my 
~,~~r:; , 0 == s,,~_~(Y,~~ 1 , f) == CI, ,., r$I: . . . . . 0 = .sl(rl , f) =- qrl . Hence. f is 
the zero function as asserted. This completes the proof of Proposition 1. 
A similar transformation can be used to derive the following from Theorem 1: 
COROLLARY 1. Let 0 c rn C. 1, n = 1, 2 ,... and lim sup,.*, Y,, i 1. Let 
f E H satisfy s,(r, , f) = 0 for n == 1, 2,... . Then f is the zero function. 
Next, we have the following result concerning “two-dimensional” Riemann 
series expansion. 
PROPOSITION 2. Let 0 < r,, < 1 such that rn < (&)“” for all large n. 
Let f(z) == xz=, a,zn sari&l> 
a - O(n- (l+c)) n- for some E > 0. (26) 
Then f can be represented by the Riemann series expansion (6) (un$ormlJ, on 
every compact subset of U). 
Proof. Let 
where P,(z) = I,,[, g”(n) z”. From the estimate in Lemma 6 (where we can 
assume without loss of generality by the transformation used at the end of the 
’ above proof that rn < (2) l/la for all n), it is clear that the series converges 
uniformly on every compact subset of U to FE H. Also, it is clear that 
s,(r, , F) = s,(r, , f) for n = 1, 2 ,... . In order to apply Proposition 1 to 
conclude that F = f, it is sufficient to prove that x 1 b, j < ccj. For n > 1, 
it is easy to see that 
b, _ f svn(rvn ?.fi -f(O) g,(vn) 
“=l “12 
= !l a,,rF-‘)” + $J g,(un) ,Z, a,,,rj~-l)“n. 
v=2 
Hence, for all large II, we have 1 aj / < c/~I+~ and / g,(j)\ < i (where we 
again apply Lemma 6, by assuming without loss of generality that (24) holds 
for all n), so that 
Hence, C 1 b, 1 < cc and we have completed the proof of Proposition 2. 
A TWO-DIMENSIONAL MEAN PROBLEM 25 
We will now show that one cannot expect a very general result. In a private 
communication [l], Ching (who unfortunately passed away in 1974 at the age 
of 27) has observed that the function 
J(z) = f q zn, 
?L=l 
(27) 
where p is the classical number theoretic Mobius function (cf. [lo]), is in A, 
and satisfies the condition s,( 1,f) = 0 for all n = 1,2,... . It is obvious that 
the functionfin (27) is holomorphic in U. To prove thatfis continuous on i7’, 
we can use the following estimate of Davenport [9] 
il CL(k) eike =O(ff(log g-z), (28) 
where the estimate is uniform in 8, and apply the standard technique of 
summation by parts to the partial sums of the series (27). To prove that 
s,(l,f) = 0 for all n, it is necessary and sufficient o prove that 
n = 1, 2,... . (29) 
It is well known (cf. [12]) that (29) holds for n = 1. For n > 1, we have: 
= 0. 
By using the transformation technique at the end of the proof of 
Proposition 2 and the example in (27), we can conclude the following: 
PROPOSITION 3. Let 0 < r, < 1 and r, = 1 for all large n. There exists a 
nontrivialfunction f E A such that s,(r, , f) = 0 for n = 1, 2,... . 
5. FINAL REMARKS 
In this paper, when the radii r, are uniformly bounded away from 1, the 
two-dimensional problem is completely solved. If the radii r, are allowed to 
tend to 1, both positive and negative results are obtained in Section 4. 
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However, it is clear that there is still a big gap between these results. The 
functions gn(k) introduced in this paper take the place of the number 
theoretic Miibius function p(/i) that is used in the one-dimensional problem 
(cf. [2, 51). To improve the positive results, one has to get better estimates 
on the functions g,,(k), while to improve the negative result, even the signs 
of these functions have to be considered. A deeper understanding of the 
problem depends on a generalization of the combinatorial Miibius functions 
,upxp where P is a locally finite poset. The idea is that the associated zeta 
function can take any complex value, not merely 0 and 1. We will show 
elsewhere that Mijbius inversion in this context is not appreciably more 
difficult then what Rota describes in [ll]. In this way we hope to attack 
the problem of more general IL.,‘<, where perhaps M’,~ is the kth root of an 
nth degree polynomial. Further studies on this project will be deferred to a 
later date. We note that question (a) posed in [8] has now been answered, 
and problems (e) and (f) posed in [8] have also been partially solved in this 
paper. 
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