Abstract-In increasingly many cases of interest in computer vision and pattern recognition, one is often confronted with the situation where data size is very large. Usually, the labels are expensive and the challenge is, thus, to determine which unlabeled samples would be the most informative (i.e., improve the classifier the most) if they were labeled and used as training samples. Particularly, we consider the problem of active learning of a regression model in the context of experimental design. Classical optimal experimental design approaches are based on least square errors over the measured samples only. They fail to take into account the unmeasured samples. In this paper, we propose a novel active learning algorithm which operates over graphs. Our algorithm is based on a graph Laplacian regularized regression model which simultaneously minimizes the least square error on the measured samples and preserves the local geometrical structure of the data space. By constructing a nearest neighbor graph, the geometrical structure of the data space can be described by the graph Laplacian. We discuss how results from the field of optimal experimental design may be used to guide our selection of a subset of data points, which gives us the most amount of information. Experiments demonstrate its superior performance in comparison with conventional algorithms.
I. INTRODUCTION
I N many computer vision and pattern recognition tasks, there is no shortage of unlabeled data but labels are expensive. The challenge is, thus, to determine which unlabeled samples would be the most informative (i.e., improve the classifier the most) if they were labeled and used as training samples. This problem is typically called active learning [1] . Here, the task is to minimize an overall cost, which depends both on the classifier accuracy and the cost of data collection. Particularly, we consider the problem of active learning of a regression model in the context of experimental design [2] . The author is with the State Key Lab of CAD&CG, Zhejiang University, Hangzhou, Zhejiang, 310058 China (e-mail: xiaofeihe@cad.zju.edu.cn).
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Digital Object Identifier 10.1109/TIP. 2009.2032342 In statistics, the problem of selecting samples to label is typically referred to as experimental design. The sample is referred to as experiment, and its label is referred to as measurement. The study of optimal experimental design (OED) [2] is concerned with the design of experiments that are expected to minimize variances of a parameterized model. The intent of optimal experimental design is usually to maximize confidence in a given model, minimize parameter variances for system identification, or minimize the model's output variance. Classical experimental design approaches include A-Optimal Design, D-Optimal Design, and E-Optimal Design [2] . All of these approaches are based on a least squares regression model. They evaluate the model over the measured (labeled) points, whereas the unmeasured (unlabeled) points are ignored.
Besides regression based active learning approaches, many other active learning techniques have been proposed, mostly based on support vector machines. Based on the observation that the closer to the SVM boundary a data point is, the less reliable its classification is, Tong and Chung proposed a method which selects those unlabeled data points closest to the boundary to solicit user's labeling so as to achieve maximal refinement on the hyperplane between the two classes [3] . The major disadvantage of SVM active learning is that the estimated boundary may not be accurate enough. Moreover, because it needs an initial classification boundary, it cannot be applied when there is no labeled data points. It would be important to note that the experimental design methods described above [2] do not suffer from these limitations. Some other SVM based active learning algorithms can be found in [4] and [5] .
In the last decade, there has been considerable interest in the problem of learning from both labeled (measured) and unlabeled (unmeasured) points [6] - [9] . Two well known algorithms are transductive SVM [10] and co-training [11] . Transductive SVM aims at finding a separating hyperplane for the training set that is also maximally distant from the (unlabeled) working set. This hyperplane is used to predict the labels for the working set points. In this form, the problem has exponential computational complexity, and several approaches have been attempted to solve it. Generally, they involve some form of local search [12] , integer programming methods [13] , or semi-definite programming [14] . The co-training setting applies when a dataset has a natural division of its features. An algorithm that uses the co-training setting may learn separate classifier over each of the feature sets, and combine their predictions to decrease classification error. Co-training algorithms using label and unlabeled data explicitly leverage this split during learning. Recently, geometry-based semi-supervised learning methods have attracted an increasing amount of attention [6] , [15] , [16] . These algo-rithms explicitly take into account the intrinsic manifold structure by making use of both labeled and unlabeled data points. For a detailed treatment, please see [6] .
Active learning and semi-supervised learning can be thought of as two sides of the same coin. Both of them aim at reducing the labeling task. In this paper, we propose a novel active learning algorithm over graphs, called Laplacian Regularized D-optimal Design (LapRDD), which is motivated by recent progress on manifold based semi-supervised learning [15] . Our algorithm is fundamentally based on experimental design framework. However, unlike traditional experimental design methods whose loss functions are only defined on the measured points, the loss function of our proposed algorithm is defined on both measured and unmeasured points. Specifically, we use a loss function which imposes a locality preserving regularizer into the standard least-square-error based loss function. The new loss function aims at finding a classifier which is locally as smooth as possible. Using techniques from experimental design [2] , we can select the most informative data points which are presented to the user for labeling.
One of the most natural application of active learning is relevance feedback driven image retrieval [17] - [24] . The user is required to provide his/her relevance judgements on the top images returned by the system. The labeled images are then used to train a classifier to separate images that match the query concept from those that do not. However, in general, the top returned images may not be the most informative ones. In the worst case, all the top images labeled by the user may be positive, and, thus, the standard classification techniques cannot be applied due to the lack of negative examples. Unlike the standard classification problems where the labeled samples are pregiven, in relevance feedback image retrieval the system can actively select the images to label. Thus, active learning can be naturally introduced into image retrieval. Our previous work has demonstrated that image retrieval performance can be improved by actively selecting images for labeling [25] . The major issue is that the computational complexity is relatively high, which restricts its real application.
The rest of the paper is organized as follows. In Section II, we provide a brief description of the related work. Our proposed Laplacian Regularized D-optimal Design algorithm is introduced in Section III. We describe the nonlinear generalization of our algorithm in Section IV. The extensive experimental results on image retrieval are presented in Section V. Finally, we provide some concluding remarks and suggestions for future work in Section VI.
II. RELATED WORK
Our algorithm is fundamentally based on Laplacian regularized least squares (LapRLS, [15] ). Also, for regression based active learning, the most related work is optimal experimental design [2] , including A-Optimal Design, D-Optimal Design, and E-Optimal Design. In this section, we give a brief description of these approaches. Throughout this paper, we use to denote the labeled point, and to denote any point (either labeled or unlabeled).
A. Active Learning Problem
The generic problem of active learning is the following. Given a set of points in , find a subset which contains the most informative points. In other words, the points can improve the classifier the most if they are labeled and used as training points.
B. Optimal Experimental Design
We consider a linear regression model (1) where is the observation, is the independent variable, is the weight vector and is an unknown error with zero mean. Different observations have errors that are independent, but with equal variances . We define to be the learner's output given input and the weight vector . Suppose we have a set of labeled sample points , where is the label of . Thus, the maximum likelihood estimate for the weight vector, , is that which minimizes the sum squared error (2) With some simple algebraic steps, we have (3) where and . The estimate gives us an estimate of the output at a novel input:
. By Gauss-Markov theorem, we know that has a zero mean and a covariance matrix given by , where is the Hessian of where . The three most common scalar measures of the size of the parameter covariance matrix in optimal experimental design are as follows.
• D-optimal design: determinant of . • A-optimal design: trace of . • E-optimal design: maximum eigenvalue of . Some recent work on experimental design can be found in [26] and [27] .
In this work, we adopt the similar optimality criterion to D-optimal design for selecting the most informative data points. However, the major drawback of the above methods is that they only take into account the measured (labeled) data points whereas the unmeasured (unlabeled) data points are ignored. There is no theoretical guarantee how the trained classifier performs on the entire data set. To overcome this limitation, we use regularized least squares as the objective function which takes into account the local manifold structure of both measured and unmeasured data points.
C. Laplacian Regularized Least Squares
Different from the standard regression framework which makes use of only labeled points, the LapRLS algorithm makes use of both labeled and unlabeled points to discover the intrinsic geometrical structure in the data. It is assumed that if two points , are sufficiently close to each other, then their measurements ( , ) are close as well. Suppose there are totally points out of which points are labeled. Let be a similarity matrix. Thus, the LapRLS algorithm solves the following optimization problem: (4) where is the measurement (or, label) of . The loss function with our choice of symmetric weights incurs a heavy penalty if neighboring points and are mapped far apart. Therefore, minimizing is an attempt to ensure that if and are close then and are close as well. There are many choices of the similarity matrix . A simple definition is as follows:
if is among the nearest neighbors of or is among the nearest neighbors of otherwise.
(5) Let be a diagonal matrix, , and . The matrix is called graph Laplacian in spectral graph theory [28] . Let . The solution to the minimization problem (4) is given as follows: (6) where is an identity matrix. For more details about the algorithm, please see [15] .
LapRLS is a passive learning algorithm in which the training data points are pregiven. Our algorithm shares the same objective function as LapRLS but actively selects the data points for labeling. There are several contributions of the proposed framework of analysis and the algorithm. First, this is the first work which takes into account the intrinsic manifold structure by using both measured and unmeasured data points. In some applications like image retrieval, the labeling resource is usually limited. Thus, the selected data points are very crucial for training a good classifier. Second, we introduce a simple yet effective scheme to solve the optimization problem. Comparing to previous work [25] , the computational complexity of the proposed approach is much lower and, thus, more suitable for real applications. Third, a unified active and semi-supervised learning framework is proposed in a principled manner. During the retrieval process, the system has opportunity to present the most informative images to the user for feedbacks, which is essentially an active learning problem. Once the feedbacks are obtained, both the labeled and unlabeled images are used to learn a classifier, which is essentially a semi-supervised problem.
III. LAPLACIAN REGULARIZED D-OPTIMAL DESIGN
In this section, we introduce our active learning algorithm which is based on Laplacian Regularized Least Squares. Often estimates of the parameters are of interest together with predictions of the responses from the fitted model. The variances of the parameter estimates and predictions depend on the particular experimental designs used and should be as small as possible. We begin with the analysis of bias and variance.
A. Analysis of Bias and Variance

Since
, we have , where . Clearly , where . We define (7) and (8) It can be shown that is the hessian of . The bias of the estimator for the coefficient vector can be computed as follows: (9) By noticing that and is symmetric, the covariance matrix of has the expression (10) In order to make the estimator as stable as possible, the size of covariance matrix has to be as small as possible. Different measures of the size of the covariance matrix lead to different optimality criteria.
B. Algorithm
The most important design criterion in application is that of D-optimality, in which the determinant of the covariance matrix is minimized. Two other popular criteria that have a statistical interpretation in terms of the covariance matrix are A-and E-optimality [2] . In A-optimality , the total variance of the parameter estimates, is minimized, equivalent to minimizing the average variance. In E-optimality the variance of the least well estimated linear combination is minimized subject to the constraint that . Thus, the in the name stands for extreme. For a detailed description about these optimality criteria, please see [2] . Let denote the set of all the data points and denote the set of the first selected points. Clearly, and . In this paper, we apply D-optimality to select the most informative samples due to its connection to the confidence region for the parameters [2] . Since the regularization parameters ( and ) are usually set to be very small, we have where denote the determinant. So the smaller is, the smaller is the size of the covariance matrix. Also, since
, by minimizing the size of , the bias is also minimized. Noticing that , the problem is, thus, formally defined below.
Laplacian Regularized D-Optimal Design
where are selected from
In the following, we describe a sequential construction of Laplacian regularized D-optimal designs. Let be the hessian of after points are selected (11) where . It is easy to show that the graph Laplacian is positive semi-definite. Therefore, is positive definite and invertible. The first data point is selected such that is maximized. Suppose points have been selected. In other words, is given. Thus, the -th point is selected such that is maximized (12) By using matrix determinant lemma [29] , the determinant of can be written as a multiplicative updated of the determinant of (13) Since is a constant while selecting the -th point, (12) can be rewritten as follows: (14) Once the -th point is selected, the inverse of can be updated based on the inverse of , by using the Sherman-Morrison formula [30] (15)
Our analysis shows that we do not need to compute the matrix determinant and inverse. Instead, at each iteration we select a new point such that is maximized and the inverse of can be efficiently updated in terms of (15) .
IV. NONLINEAR GENERALIZATION
In this section, we describe how to generalize our algorithm to nonlinear problem by using kernel tricks [31] .
We consider the problem in a feature space induced by some nonlinear mapping:
.
Thus, the hessian in the Hilbert space can be written as follows: (16) Since is unknown, there is no way to compute the determinant of . Instead, we consider the regression model in RKHS (17) Thus, the objective function (4) in RKHS can be written as follows:
We have the following proposition. Proposition IV.1: Let be a subspace of , the minimum solution to the problem (18) 
where . Since is a constant matrix in RKHS, (19) 
Kernel Laplacian Regularized D-Optimal Design
where are selected from Let be the th column vector of and be the set of . corresponds to , and . Thus, the first data point is selected such that is maximized. Suppose points have been selected, and we define (22) Let . The -th point is selected by solving the following optimization problem: (23) which is equivalent to the following problem by matrix determinant lemma [29] : (24) Similar to the linear algorithm described in Section III-B, the inverse of can be updated as follows:
As can be seen, the computation of the nonlinear algorithm is essentially the same as that of the linear algorithm, except that the data vectors are replaced by .
V. CONTENT-BASED IMAGE RETRIEVAL USING LAPRDD
In this section, we describe how to apply LapRDD to contentbased image retrieval (CBIR). We begin with a brief description of image representation using low level visual features.
A. Low-Level Image Representation
Low-level image representation is a crucial problem in CBIR. General visual features includes color [32] , texture [33] , shape [34] , etc. Color and texture features are the most extensively used visual features in CBIR. Compared with color and texture features, shape features are usually described after images have been segmented into regions or objects. Since robust and accurate image segmentation is difficult to achieve, the use of shape features for image retrieval has been limited to special applications where objects or regions are readily available.
In this work, We combine 64-dimensional color histogram and 64-dimensional color texture moment (CTM, [35] ) to represent the images. The color histogram is calculated using bins in HSV space. The color texture moment is proposed by Yu et al. [35] , which integrates the color and texture characteristics of the image in a compact form. CTM adopts local Fourier transform as a texture representation scheme and derives eight characteristic maps to describe different aspects of co-occurrence relations of image pixels in each channel of the (SVcosH, SVsinH, V) color space. Then CTM calculates the first and second moment of these maps as a representation of the natural color image pixel distribution. Please see [35] for details.
B. Relevance Feedback Image Retrieval
Relevance feedback is one of the most important techniques to narrow down the gap between low level visual features and high level semantic concepts [17] . Traditionally, the user's relevance feedbacks are used to update the query vector or adjust the weighting of different dimensions. This process can be viewed as an on-line learning process in which the image retrieval system acts as a learner and the user acts as a teacher. The typical retrieval process is outlined as follows.
1) The user submits a query image example to the system. The system ranks the images in database according to some predefined distance metric and presents to the user the top ranked images. 2) The system selects some images from the database and request the user to label them as "relevant" or "irrelevant." 3) The system uses the user's provided information to re-rank the images in database and returns to the user the top images. Go to step 2 until the user is satisfied. Our LapRDD algorithm is applied in the second step for selecting the most informative images. Once we get the labels for the images selected by LapRDD, we apply Laplacian regularized least squares to solve the optimization problem (4) and build the classifier. The classifier is then used to re-rank the images in database. Note that, in order to reduce the computational complexity, we do not use all the unlabeled images in the database but only those within top 500 returns of previous iteration. We have also tried using different unlabeled images rather than those within the top 500 returns. We found that there is almost no difference by using different unlabeled images for training the classifier.
VI. EXPERIMENTAL EVALUATION
In this section, we apply our proposed algorithm to relevance feedback driven image retrieval [23] , [23] , [36] and evaluate its performance on a large image database. The image database we used consists of 7,900 images of 79 semantic categories, from COREL data set. Fig. 2 shows some sample images. We begin with a simple synthetic example to give some intuition about how LapRDD works.
A. Simple Synthetic Example
A simple synthetic example is given in Fig. 1 . The data set is generated from mixture of three Gaussians. Three points are selected by AOD and LapRDD. As can be seen, the points selected by AOD are far from the cluster centers, whereas LapRDD selects three points right at the center of the clusters. Clearly, the points selected by our LapRDD algorithm can better represent the original data set. We did not compare our algorithm with because cannot be applied in this case due to the lack of the labeled points.
B. Experimental Settings
In this subsection, we describe the experimental settings. We start with the evaluation metric. 
1) Evaluation Metric:
We use precision-scope curve and precision rate [37] to evaluate the effectiveness of the image retrieval algorithms. The scope is specified by the number of top-ranked images presented to the user. The precision is the ratio of the number of relevant images presented to the user to the scope . The precision-scope curve describes the precision with various scopes and, thus, gives an overall performance evaluation of the algorithms. On the other hand, the precision rate emphasizes the precision at a particular value of scope. In general, it is appropriate to present 20 images on a screen. Putting more images on a screen might affect the quality of the presented images. Therefore, the precision at top 20 is especially important.
In a real image retrieval system, a query image is usually not in the image database. To simulate such environment, we use five-fold cross validation to evaluate the algorithms. More precisely, we divide the whole image database into five subsets with equal size. Thus, there are 20 images per category in each subset. At each run of cross validation, one subset is selected as the query set, and the other four subsets are used as the database for retrieval. The precision-scope curve and precision rate are computed by averaging the results from the five-fold cross validation.
2) Automatic Relevance Feedback Scheme: We designed an automatic feedback scheme to model the retrieval process. For each submitted query, our system retrieves and ranks the images in the database. At each iteration, ten images were selected from the database for user labeling and the label information is used by the system for re-ranking. Note that, the images which have been selected at previous iterations are excluded from later selections. For each query, the automatic relevance feedback mechanism is performed for four iterations.
3) Compared Algorithms: To demonstrate how our proposed algorithm improves the performance of image retrieval, we compared the following five algorithms.
• Our LapRDD algorithm.
• Ridge regression (RidgeReg).
• Support Vector Machines (SVM).
• Support Vector Machine Active Learning (SVM-AL, [3] ).
• Laplacian Regularized Least Squares (LapRLS, [15] ). Out of these five algorithm, LapRDD and SVM-AL are active learning algorithms, whereas RidgeReg, SVM, and LapRLS are standard classification algorithms. Both RidgeReg and SVM only make use of the labeled samples, whereas LapRLS is a semi-supervised learning algorithm which makes use of both labeled and unlabeled samples. For RidgeReg, SVM, and LapRLS, the user is required to label the top 10 images at each iteration, whereas for LapRDD and SVM-AL, the ten 0 training images are selected by the algorithms themselves. It would be important to note that SVM-AL is based on the standard SVM, and our LapRDD algorithm is based on LapRLS. The regularization parameters and are both set to be 0.01. For both LapRDD and LapRLS algorithms, we use the same graph structure [see (5)] and set the value of (number of nearest neighbors) to be 5.
C. Performance Evaluation
In the real world, it is not practical to require the user to provide many rounds of feedbacks. The retrieval performance after the first two rounds of feedbacks (especially the first round) is the most important. Table I shows the precision at the top 20 after the first round of feedbacks for all the 79 categories. The baseline method describes the initial retrieval result without feedback information. Specifically, at the beginning of retrieval, the Euclidean distances are used to rank the images in the database. The retrieval performance of all the algorithms varies with the different categories. As can be seen, among all the 79 categories, our LapRDD algorithm performs the best on 54 categories. For the rest 25 categories, LapRLS performs the best on 16 of them, SVM performs the best on 4 of them, Ridge Regression performs the best on two of them, and the baseline performs the best on three of them. Note that, SVM-AL can only be applied when there is a initial classifier available. Therefore, it cannot be applied at the first round and we use the standard SVM to build the initial classifier.
We noticed that for categories containing images with similar colors and textures, the baseline method which simply uses Euclidean distance to sort the images works the best. For example, for category 44 as shown in Fig. 2(c) , the baseline method achieved 95.2% retrieval accuracy, while Ridge Regression, SVM, LapRLS, and LapRDD achieved 89.6%, 87.6%, 89.2%, 74.2% retrieval accuracies, respectively. In this case, our algorithm performs the worst. One reason might be that for these categories, the images are well clustered. Therefore, the Euclidean distance is the best choice for distinguishing one category from the others.
D. Discussions
In general, active learning algorithms perform better than passive learning algorithms. This is because active learning algorithms select the data points for labeling in a principled manner to minimize the expected prediction error. We believe the main reason that our algorithm works better than other active learning algorithms (e.g., A-optimal design and SVM active learning) is that our algorithm explicitly considers the local geometrical structure and tries to find data points on which the trained classifier is as smooth as possible on the whole data set. In other words, our algorithm tries to minimize the expected prediction error on the whole data set rather than just the selected data points. For A-optimal design, it essentially tries to find data points such that the variance is maximized. So, the selected data points can well represent the whole data set. It is, therefore, optimal in the sense of representation. However, it is not optimal in the sense of classification because the unmeasured (unlabeled) points are not considered while estimating the coefficients. Regarding SVM active learning, it relies heavily on the initial classifier since it selects data points closest to the decision boundary. If the initial classifier is not that good, the selected data points may not be good for classification. Fig. 3 shows the precision-scope curves of the five algorithms for the first two feedback iterations. By iteratively adding the user's feedbacks, the corresponding precisions at top 10 (20, 30) of the five algorithms are shown in Fig. 4 . These results reveal a number of interesting points.
1) In all the results, our LapRDD algorithm consistently outperforms the other four algorithms. It especially performs well at the first round of feedback. 2) As more relevance feedbacks are provided by the user, the precisions obtained by different algorithms get close. As can be seen from Fig. 3(b) , at the second round of feedback there is almost no performance difference between SVM, SVM-AL, and LapRLS. On the other hand, the user is usually not willing to provide too many feedbacks. Therefore, the retrieval performance at the first round of feedback is crucial. 3) SVM-AL gains little improvement over the standard SVM, whereas our LapRDD algorithm significantly outperforms LapRLS. This indicates that our algorithm is more effective than SVM-AL as to selecting the most informative samples. 4) Out of the three passive learning algorithms (RidgeReg, SVM, and LapRLS), LapRLS significantly outperforms the other two. This shows that the unlabeled samples are very useful to discover the geometrical structure in the data and, thus, improve the learning performance.
VII. CONCLUSION
In this paper, we introduce a novel active learning algorithm called Laplacian Regularized D-optimal Design. The proposed algorithm is motivated from recent progress on graph based semi-supervised learning. Using techniques from optimal experimental design, we select those points such that the size of the covariance matrix of the estimated coefficients is minimized. Central to the algorithm is a graph structure that is inferred on the data points and captures the intrinsic geometry of the data space. We have demonstrated the effectiveness of our proposed method through extensive experiments on image retrieval. Our proposed algorithm outperforms ridge regression, and two state-of-the-art algorithms, that is, Laplacian regularized least squares and support vector machines.
There are several interesting directions for extending the present work. One of the most important direction would be to automate model selection issues (such as the regularization parameters). This is especially difficult for active learning scenario, since there is no label information available at the beginning. Thus, standard model selection methods such as cross validation cannot be applied. In this work, we use -optimality criterion to measure the size of the covariance matrix of the coefficients. It remains unclear how other criteria work when graph Laplacian regularization is introduced. Moreover, our previous work has shown that active learning also can be effectively applied to image compression [38] . It is interesting to explore application domains where our proposed algorithm can yield good results.
