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Abstract. In mixed linear statistical models the best linear unbiased estimators need a
known covariance matrix. However, the variance components must be usually estimated.
Thus a problem arises what is the covariance matrix of the plug-in estimators.
Keywords: mixed linear model, variance components, plug-in estimator
MSC 2010 : 62J05
Introduction
In mixed linear statistical models [7] the estimated parameters of the covariance
matrix (variance components) which must be used for the estimation of some param-
eters of the mean value of the observation vector make it necessary to use the plug-in
estimator instead of the BLUE (best linear unbiased estimator). This enlarges the
variances and the problem is to determine this enlargement in comparison to the
variances of the BLUE.
The aim of the paper is to contribute to the solution of the problem.
1. Notation and preliminaries







means that Y is an n-dimensional normally
distributed random vector (observation vector) with the mean value E(Y) equal
to Xβ. The n × k matrix X is given and its rank r(X) is equal to k < n. The
k-dimensional vector β is an unknown vector parameter which must be estimated.
* Supported by the Czech Government under research project MSM 6198959214.
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The vector ϑ = (ϑ1, . . . , ϑp)
′ of the variance components must be estimated as well.
It is assumed that ϑi > 0, i = 1, . . . , p, and the symmetric matrices V1, . . . ,Vp are




positive definite in a neighbourhood of a chosen point ϑ0.










































where ϑ̂ = (ϑ̂1, . . . , ϑ̂p)
′ is an estimator of ϑ.
The ϑ0-MINQUE (minimum norm quadratic unbiased estimator) of ϑ is (in more
detail see [7])





















ϑ0,iVi, ϑ0 = (ϑ0,1, . . . , ϑ0,p)
′ is an approximate value of the vector ϑ,
MX = I − X(X′X)−1X′ is the projection matrix on the Euclidean complement of
the subspaceM{Xu : u ∈ Rk} and Rk is the k-dimensional real linear vector space.
The (i, j)th entry of the matrix Σ(MXΣ0MX )+ is
{S(MXΣ0MX )+}i,j = Tr[Vi(MXΣ0MX)+Vj(MXΣ0MX)+], i, j = 1, . . . , p.
The symbol (MXΣ0MX)
+ means the Moore-Penrose generalized inverse of the
matrixMXΣ0MX and under our assumption it can be expressed as
(2) (MXΣ0MX)
+ = Σ−10 − Σ−10 X(X′Σ−10 X)−1X′Σ−10
(in more detail see [6]).
The symbol ∗ means the Hadamard multiplication [6]. It is defined as follows. Let
An,m and Bn,m be n × m matrices. Then {An,m ∗ Bn,m}i,j = ai,jbi,j , i = 1, . . . , n,
j = 1, . . . , m, where ai,j = {An,m}i,j, bi,j = {Bn,m}i,j . (It is used in Lemma 2.3.)
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, an important property of
the estimation (1) is that its covariance matrix Varϑ0(ϑ̂) can be expressed as
(3) Var
ϑ0
(ϑ̂) = 2S−1(MXΣ0MX )+ .








an,1B, . . . , an,mB

 ,
1n = (1, . . . , 1)
′ ∈ Rn and e(n)i ∈ Rn is the vector with the ith entry equal to 1 and
the other entries are zero.
The problem is to find Varϑ0 [β̂(ϑ̂)] at least approximately.



























expressed as v′Σ−10 ViΣ
−1
0 v, where v = Y − X(X′Σ−10 X)−1X′Σ−10 Y.
P r o o f. It is a direct consequence of (2). 





ti,jtk,ltr,s + ti,jtk,rtl,s + ti,jtk,stl,r
+ti,ktj,ltr,s + ti,ktj,rtl,s + ti,ktj,stl,r
+ti,ltj,ktr,s + ti,ltj,rtk,s + ti,ltj,stk,r
+ti,rtj,ktl,s + ti,rtj,ltk,s + ti,rtj,stk,l
+ti,stj,ktl,r + ti,stj,ltk,r + ti,stj,rtk,l,
i, j, k, l, r, s = 1, . . . , n.


















After simple however rather tedious calculation we obtain the statement of the
lemma. 
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R em a r k 1.3. If the n3 × n3 matrix
Φ6 = E[(vv
′) ⊗ (vv′) ⊗ (vv′)]























2. Linear error propagation law
Lemma 2.1. Let ϑ0 be an approximate value of ϑ,
v = Y − X(X′Σ−10 X)−1X′Σ−10 Y,




ϑ0,iVi, ϑ0 = (ϑ0,1, . . . , ϑ0,p)
′.
Then

































P r o o f. We have


























− C−10 X′Σ−1(ϑ0)ViΣ−1(ϑ0)Y = −C−10 X′Σ−1(ϑ0)v.
The equality (MXΣ(ϑ0)MX)
+






































Dv = C−1X′Σ−1(ϑ0){Y − X[X′Σ−1(ϑ0)X]−1X′Σ−1(ϑ0)Y} = 0.







Thus the following statement is valid.
Lemma 2.2. The covariance matrix of the plug-in estimator β̂(ϑ0 + δ̂ϑ) is




































































Here v ∼ Nn(0,Σ0 − XC−10 X′) (see Lemma 1.2).
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Thus the enlargement of Varϑ0 [β̂(ϑ0)] caused by the use of β̂(ϑ0 + δ̂ϑ) instead of
β̂(ϑ0) is relatively complicated for numerical calculation even for an approximation
only.
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R em a r k 2.4. The linear error propagation law gives a good results in such a
case only when the standard deviation of the random argument is relatively small as
compared with its mean value. If η = f(ξ), where ξ ∼1 (µ, σ2), then the approxima-
tion Var(η) ≈ (df(µ)/dµ)2σ2 is admissible if σ/µ is sufficiently small, e.g. σ/µ < 0.1
(in more detail see [1]).
If instead of ξ the estimation of the variance components ϑ̂1, . . . , ϑ̂p is considered











, i = 1, . . . , p,
must be sufficiently small.
3. Observation vector Y and the estimator ϑ̂ of the vector ϑ
are independent
The expression for Varϑ0 [β̂(ϑ0 + δ̂ϑ)] given in the preceding section needs a rela-
tively tedious numerical calculation.
The situation seems to be simpler if the experiment is replicated. It is not so
rare, since in experimental science a rule “one measurement is no measurement”
governs. In a replicated experiment the residual vector v and the estimator ϑ̂ can
be determined in such a way that they are, in the case of normality, stochastically
independent.
The situation is also favourable in the case that ϑ is estimated from another
experiment and thus also the vectors Y and ϑ̂ are independent.










































, i, j = 1, . . . , p,
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(Σ0 − XC−10 X′)
]
are stochastically independent.
P r o o f. Since Eϑ(S) =
p∑
i=1
ϑiVi, the estimator ϑ̂ is obviously an unbiased




















































































































ξ ∼ Nn(0,Σ0) ⇒ ∀{A = A′,B = B′} covϑ0(ξ′Aξ, ξ′Bξ) = 2 Tr(Σ0AΣ0B)
are utilized. The independence of the vectors v and ϑ̂ is implied by the fact that S
and Y are independent. 
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shows that the values
√{ 2







, i = 1, . . . , p,
can be made sufficiently small by sufficiently large number of replication.
Theorem 3.2. Let Y ∼ Nn(Xβ,
p∑
i=1
ϑiVi) and let the estimator ϑ̂ of ϑ be
independent of Y. Let Varϑ0(ϑ̂) = W, {W}i,j = wi,j , i, j = 1, . . . , p. Then the










































































































, i, j = 1, . . . , p.
P r o o f. Since


























































0 (wi,j + δϑiϑj).
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0 , Vi, (MXΣ0MX)
+, and Vj ,















































[β̂(ϑ0 + δ̂ϑ)] ≈ C−10 + (δϑ′ ⊗ Ik,k)U(δϑ ⊗ Ik,k)
+ (1′p ⊗ Ik,k)[(W ⊗ Ik,k) ∗U](1p ⊗ Ik,k).
In the case of a replicated model,
Var
ϑ0
























R em a r k 3.3. The term
(δϑ′ ⊗ Ik,k)U(δϑ ⊗ Ik,k)
can be neglected for a function h′β, β ∈ Rk if δϑ ∈ Nh, where Nh is the insensitivity
region given as
Nh = {δϑ : (δϑ)′Whδϑ 6 2εh′C−10 h},
where
{Wh}i,j = h′C−10 X′Σ−10 Vi(MXΣ0MX)+VjΣ−10 XC−10 h.
If δϑ ∈ Nh, then Varϑ0 [β̂(ϑ0 + δϑ)] 6 (1+ ε)2 Var[β̂(ϑ0)] (the term ε2 is neglected).
In more detail see [3], [4], [2]. The confidence region for δϑ must be used in order to



































0.4/1 = 0.632 ≫ 0.1,
√
7/16 = 0.165 > 0.1) and let Y and ϑ̂ be stochastically
independent.































































































= 0.4 × 256
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[β̂(ϑ0 + δ̂ϑ)] ≈ 0.9412 + 0.0521(δϑ1)2 + 0.0002(δϑ2)2 + 0.0222 = 0.9634
(for δϑ1 = δϑ2 = 0).
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(β̃(i) − β̃)2 = 0.9775.
The approximated value attains 98.6 % = 0.9634/0.9775 × 100 % of the true
value, even if the uncertainties of the estimators δ̂ϑ1 and δ̂ϑ2 are relatively large
(0.632; 0.165).
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