Resumo Maximum Distance Separable (MDS) convolutional codes are characterized through the property that the free distance meets the generalized Singleton bound. The existence of free MDS convolutional codes over Z p r was recently discovered in [26] via the Hensel lift of a cyclic code. In this paper we further investigate this important class of convolutional codes over Z p r from a new perspective. We introduce the notions of p-standard form and roptimal parameters to derive a novel upper bound of Singleton type on the free distance. Moreover, we present a constructive method for building general (non necessarily free) MDS convolutional codes over Z p r for any given set of parameters.
Introduction
The extension of the concept of convolutional codes from finite fields to finite rings was first developed in [18] and have attracted much attention in recent years. This interest is mainly due to the discover that the most appropriate codes for phase modulation are the linear codes over the residue class ring Z M , M a positive integer. It was immediately apparent that convolutional codes over rings behave very different from convolutional codes over finite fields. For instance, in contrast with the field case, (linear) convolutional codes over finite rings R are not necessarily free modules over R.
Fundamental results of the structural properties of convolutional codes over finite rings can be found in, for instance, [7, 11, 23, 24] . In particular, the properties of noncatastrophic, right invertible, basic and systematic ring convolutional encoders were thoroughly discussed. The problem of deriving minimal encoders (left prime and row-reduced) was posed in [6, 30] . This problem was solved in [17, 16] using the concept of minimal p-encoder, which is an extension of the concept of p-basis introduced in [31] to the polynomial context.
In [2, 14] the search for and design of unit-memory convolutional codes over Z 4 that gives rise to binary trellis codes with high free distances was investigated and several concrete constructions were reported. In [12] two 16-state trellis codes of rate 2 4 , again over Z 4 , were found by computer search. However, in contrast to the block code case [10, 25] little is known about distance properties and constructions of convolutional codes over large rings, see for instance [30] .
Recently, in [26] a bound on the free distance of convolutional codes over Z p r was derived, generalizing the bound given in [28] for convolutional codes over finite fields. Codes achieving such a bound were called Maximal Distance Separable (MDS). The concrete constructions of MDS convolutional codes over Z p r presented in [26] were restricted to free codes and cannot be extended to the general case. An explicit general construction of nonfree MDS codes over finite rings was left as an open problem.
In this paper we adopt a simple but novel approach to further investigate this important class of convolutional codes over Z p r . In particular, we derive new upper-bounds on the free distance and provide explicit novel constructions of nonfree MDS convolutional codes over Z p r for every set of given parameters. In the proof of these results, an essential role is played by the theory of pbasis and in particular of a canonical form of the p-encoders. In contrast with the papers [25, 26] where the Hensel lift of a cyclic code was used, in this paper a direct lifting is employed to build convolutional codes over Z p r from known constructions of convolutional codes over Z p . Note that by the Chinese Remainder Theorem, results on codes over Z p r can be extended to codes over Z M , see also [5, 11, 19] .
The paper is organized as follows: In the next section we introduce some preliminaries on p-basis of
. After presenting block codes over Z p r we introduce the new notions of p-standard form and r-optimal parameters. Using these notions a novel Singleton-type upper-bound is derived. In section 3 we consider convolutional codes and provide the basic definitions. An upper bound for their free distance is presented. Finally, we propose a method to build MDS convolutional codes over Z p r for any given set of parameters in section 4.
Preliminaries

P -basis and p-dimension
Any element in Z n p r can be written uniquely as a linear combination of 1, p, p 2 , . . . . . . , p r−1 , with coefficients in A p = {0, 1, . . . , p − 1} ⊂ Z p r (called the p-adic expansion of the element) [3] . Note that all elements of A p \{0} are units. This set will play an important role throughout the paper since it will allow us to introduce the notion of p-basis of Z p r -submodule of Z n p r , which will be crucial in the analysis and construction of optimal convolutional codes over Z p r .
) is a p-generator sequence it holds (see for instance [17] 
is a p-generator sequence of M . 
The degrees of the vectors of two reduced p-bases of M are the same (up to permutation) and their sum is called the p-degree of M .
Block Codes
A (linear) block code C of length n over Z p r is a Z p r -submodule of Z n p r and the elements of C are called codewords. A generator matrix G ∈ Z k×n p r of C is a polynomial matrix whose rows form a minimal set of generators of C over Z p r . If G has full row rank, then it is called an encoder of C and C is a free module.
of C is a matrix whose rows form a p-basis of C and therefore
Next we introduce the notion of p-standard form that will play an important role in the sequel. Given a p-basis (v 1 , . . . , v k ) of C there are certain elementary operations that can be applied to (v 1 , . . . , v k ) so that we obtain another p-basis of C. These are described in the following lemma which is not difficult to prove.
Given a generator matrix of C in standard form as in [3, 25] , it is easy to see that we can extend it as in (1) and apply the elementary row operations (as defined in Lemma 21 and deleting the zero rows) to obtain a p-encoder G in the following form: 
where I ℓ denotes the identity matrix of size ℓ. One can verify that the scalars k i , i = 0, 1, . . . , r−1, are equal for all p-encoders of C in this form, i.e., they are uniquely determined for a given code
If G is in such a form we say that G is in the p-standard form. The p-standard form will be a useful tool to prove our results in the same way the standard form was for previous results in the literature, see for instance [3, 25] .
The free distance d(C) of a linear block code C is given by
where wt(v) is the Hamming weight of v over Z p r .
Considering the last row of any p-encoder in the p-standard form as a codeword, the next result on the generalized Singleton bound on the free distance of codes over Z p r readily follows. Among block codes of length n and p-dimension k, we are interested in the ones with largest possible distance. Hence, given an integer r ≥ 1 and a non-negative integer k we call the ordered set (k 0 , k 1 , · · · , k r−1 ), k i ∈ N, i = 0, · · · , r − 1 an r-optimal set of parameters of k if
Note that when C is free, k must divide r and k 0 = k r , i.e., (k 0 , 0, . . . , , 0) is the unique r-optimal set of parameters of k. However, the r-optimal set of parameters of k is not necessarily unique for given k, r. For instance if k = 25 and r = 6, (4, 0, 0, 0, 0, 1) and (0, 5, 0, 0, 0, 0) are two possible 6-optimal set of parameters of 25. The computation of the r-optimal set of parameters is the well-known change making problem [4] .
Lemma 22
Using completely different approach this result was also derived in [26, Theorem 3.1] without using the notions of p-standard form nor the r-optimal set of parameters. Note, however, that our approach and in particular these two notions will turn out to be crucial to derive our results in the following two sections. If
of C is a polynomial matrix whose rows form a p-basis of C and therefore
If the rows of G(D) ( G(D)) form a reduced p-basis (basis) then we say the G(D) ( G(D)
) is in reduced form. The p-degree of C, denoted by δ, is the sum of the row degrees of any p-encoder in reduced form. In the sequel, we will adopt the notation used by McEliece [20, p. Remark 1 We emphasize that in this paper we do not assume that C is free. Note that convolutional codes C ⊂ Z n p r [D] always admit a p-encoder however they may not admit a full row rank generator matrix, i.e., an encoder. The difference is that the input vector takes values in A p [D] for p-encoders whereas for generator matrices takes values in Z p r [D] . This idea of using a p-adic expansion for the information input vector is already present in, for instance, [3] and was further developed in [31] introducing the notion of p-generator sequence of vectors in Z p r . In [16, 17] this notion was extended to polynomial vectors. Conform [1,15,21,27,30] we have decided to define our codes as finite support convolutional codes. There exists however a considerable body of literature in which code sequences are semi-infinite Laurent series [7, 11, 18, 23, 24] . We note that for the issues treated in this paper there is no difference and all our results apply to both approaches.
Remark 2
The weight of v(D) is given by wt(v(D)) =
i≥0 wt(v i ) and the free distance of a convolutional code C is defined as
The j-th row distance d r j of a p-encoder in reduced form G(D) [13] is defined as the minimum of the weights of all finite codewords resulting from an information sequence
Let C be a (n, k, δ)-convolutional code defined over
ν1 be a p-encoder in reduced form with ordered row degrees ν 1 ≥ ν 2 · · · ≥ ν k , and let ν = min{ν 1 , ν 2 , . . . , ν k } denote the value of the smallest row degree and ℓ the number of rows with row degree equal to ν. After applying row permutation and elementary row operations we can bring the last ℓ rows of the matrix G ν into the p-standard form with parameters ℓ 0 , ℓ 1 , . . . , ℓ r−1 . This transformation has no effect on the row space of G(D) and it also does not affect the row degrees ν i . We have the following upper bound on the free distance of the code.
ν1 be a p-encoder of an (n, k, δ)-convolutional code C in reduced form and row degrees ν 1 ≥ ν 2 · · · > ν k−ℓ−1 = · · · = ν k and define ν = ν k . Assume that the last ℓ rows of G ν are in p-standard form with parameters ℓ 0 , ℓ 1 , . . . , ℓ r−1 . Then the free distance of C must satisfy
Proof We show that the upper bound in (3) is actually an upper bound of d r 0 and therefore the result readily follows from (2) . Write 
it is easy to see that the input vector
. The polynomial vector v(D) has the last n − (ℓ 0 + ℓ 1 + · · · + ℓ r−1 ) + 1 coordinates with weight at most ν + 1 and the first ℓ 0 + ℓ 1 + · · · + ℓ r−1 − 1 coordinates with weight at most ν. Therefore,
which concludes the proof.
Remark 3 We note that
is another p-encoder of C in reduced form it must also have ℓ rows of degree ν.
ν be as in proof of Theorem 1. Then one can use the predictable degree property to show that Im Ap 
and furthermore Im Ap G ′ ν = Im Ap G ′ ν which shows the claim that the ℓ 0 + ℓ 1 + · · · + ℓ r−1 are invariants of C, see [17] for more details.
Taking the maximum of the bound (3) over all (n, k, δ)-convolutional codes we obtain the main result of [26, Theorem 4.10] .
Corollary 31
The free distance of an (n, k, δ) convolutional code C satisfies
Proof Let G(D) be as in Theorem 1. The highest value of (3) is obtained by considering the maximum value of ν and the minimum value of (ℓ 0 + ℓ 1 + · · · + ℓ r−1 ). It is easy to see that the maximum value of ν is when ν = δ k and
and, thus
On the other hand, the values of (ℓ 0 , ℓ 1 , . . . , ℓ r−1 ) that minimize ℓ 0 + ℓ 1 + · · · + ℓ r−1 and such that ℓ = r i=0 (r − i)ℓ i are the r-optimal set of parameters of ℓ. By Lemma 22,
An (n, k, δ)-convolutional code over Z p r is said to be Maximum Distance Separable (MDS) if
Remark 4
It is important to remark that the Singleton-type upper bound presented in (4) is derived as a corollary of the Theorem 1 by taking an roptimal set parameters of ℓ = k δ k + 1 − δ and therefore it follows that MDS convolutional codes over Z p r must have these optimal set of parameters.
General constructions of MDS convolutional codes over Z p r
In this section we present a general procedure for building (non necessarily free) MDS convolutional codes over Z p r . The idea is to start from well-known constructions of MDS convolutional codes over Z p and then lift them to Z p r in such a way that the resulting convolutional code is MDS over Z p r . This method is direct and works for any given set of parameters (n, k, δ).
For the sake of simplicity of exposition, we first assume that k | δ and consequently the row degrees of any p-encoder G(D) of C are ν = ν 1 = · · · = ν k = δ k and thus ℓ = k. The general case will be treated at the end of the section. Hence, the MDS (n, k, δ)-convolutional C that we aim to construct must satisfy
Note that
where k 0 , k 1 , . . . , k r−1 is an r-optimal set of parameters of k.
) and δ = ν k, and let us consider any of the well-known construction of MDS convolutional codes C (see [9, 22, 29] ) with length n, dimension k and degree δ over a field Z p .
The distance of C equals (see [28] )
be an encoder of C in reduced form, where G ki (D) is a k i × n matrix, i = 0, 1, . . . , r − 1, . By Lemma 22, k = k r and since δ = ν k we get that
Next, we lift G(D) to construct a k × n matrix G(D) in Z p r as follows,
Lemma 41 The matrix G(D) defined in (7) is a p-encoder in reduced form with row degrees all equal to ν. Moreover, the convolutional code generated by G(D) has p-dimension k and p-degree δ.
Proof Since all the rows of G(D) have row degrees ν, the rows of G(D) have also degree ν. From the construction of G(D) it is straightforward to verify that its rows form a p-generator sequence. It remains to show that G(D) is in reduced form, i.e., the rows of
. . .
. . . (k 0 , . . . , k r−1 ) is an r-optimal set of parameters of k we obtain that G(D) has k rows, i.e., C has p-dimension equal to k. Moreover, the degree of C is νk = δ k k = δ.
to be an encoder of C in reduced form, where G a (D) is a a × n matrix, G 1 (D)
Conclusions
In this paper we further investigated distance properties of convolutional codes over Z p r extending the results presented in [25] for block codes. In particular we have focused our attention on a generalization of the Singleton bound and the class of MDS codes. Continuing the work in [26] we presented novel results in this direction, e.g., a method to construct MDS for any set of given parameters.
It will be interesting to study these codes equipped with a homogeneous weight [8] or different metrics. Another interesting avenue of research is to investigate how we can use these results to construct non-linear (binary) trellis codes.
