The evolution characteristics of dipolar vortices in a strain flow were investigated both experimentally and theoretically. The laboratory experiments were performed in a stratified fluid, the strain flow being generated by four rotating horizontal discs, whereas the dipolar vortex was created by a pulsed injection of a small amount of fluid. Dye-visualization studies and particle-tracking techniques were used to obtain qualitative and quantitative information about the horizontal flow field. Depending on the initial orientation of the dipole, either a head-tail structure or a pair of elliptic-like monopolar vortices was formed. In the former case, the distance between the vortex centers was observed to remain nearly constant due to the opposing effects of strain and lateral diffusion, while in the latter case, the vortex centers were passively advected by the ambient flow. The head-tail formation could be explained kinematically by a simple point-vortex model. Full-numerical simulations based on the quasi-two-dimensional vorticity equation revealed a very good agreement with the laboratory observations.
The evolution characteristics of dipolar vortices in a strain flow were investigated both experimentally and theoretically. The laboratory experiments were performed in a stratified fluid, the strain flow being generated by four rotating horizontal discs, whereas the dipolar vortex was created by a pulsed injection of a small amount of fluid. Dye-visualization studies and particle-tracking techniques were used to obtain qualitative and quantitative information about the horizontal flow field. Depending on the initial orientation of the dipole, either a head-tail structure or a pair of elliptic-like monopolar vortices was formed. In the former case, the distance between the vortex centers was observed to remain nearly constant due to the opposing effects of strain and lateral diffusion, while in the latter case, the vortex centers were passively advected by the ambient flow. The head-tail formation could be explained kinematically by a simple point-vortex model. Full-numerical simulations based on the quasi-two-dimensional vorticity equation revealed a very good agreement with the laboratory observations. © 1998 American Institute of Physics.
͓S1070-6631͑97͒03112-7͔

I. INTRODUCTION
Two-dimensional vortices, such as those present in large-scale geophysical flow systems, may be deformed due to their mutual interaction or by the presence of some arbitrary background flow. Based on their topological shapes, these vortices can be classified into monopolar, dipolar and other multipolar vortex structures.
The most common type is the monopolar vortex, which usually has a circular or elliptic shape. The deformation of monopolar vortices in straining or shearing ambient flow fields has been investigated in analytical, 1,2 numerical 3-6 and experimental [7] [8] [9] [10] [11] studies. The dipolar vortex is characterized by two closely packed patches of oppositely signed vorticity and contains net linear momentum. Although less frequently observed than monopolar vortices, the dipolar vortex is important because of its self-propelling motion which implies transport of scalar properties like heat, salt and other constituents. Dipoles have been observed both in nature ͑see, e.g., Refs. 12 and 13͒ and in the laboratory ͑see, e.g., Ref.
14͒. An important question concerns the stability of these vortex structures in a deforming ambient flow. For example, in the atmosphere dipolar vortices may lead to a phenomenon called ''atmospheric blocking'' ͑see Refs. 15 and 16͒, which means that the global west-east circulation is locally hindered or ''blocked'' by two pressure cells of opposite circulation. Atmospheric blocking systems may persist for a relatively long time and consequently may have a large effect on local weather conditions. Therefore, it is essential to investigate the effect of a deforming background flow on the stability of these systems.
In contrast to monopolar vortices, the evolution characteristics of dipolar vortex structures in ambient flows have hardly been addressed in literature. In a numerical study by Kida et al., 17 it was observed that the front-back symmetry of a two-dimensional dipolar vortex is broken when the vortex is submitted to a strain flow that pushes both dipole halves together. As a result, a head-tail structure was formed. However, this behavior has as yet not been confirmed by experimental observations. For that reason, the strain-induced evolution of dipolar vortices is investigated in the present study. In fact, two different cases are considered in which the vortex centers of the dipole are either compressed or separated by the ambient flow. In the former situation, see Fig. 1͑a͒ , the strain flow will be referred to as ''cooperative'' in view of its progressive effect on the translational motion of the dipole, whereas in the latter case, see Fig. 1͑b͒ , the strain flow will be termed ''adverse'' since it opposes the dipole's self-induced motion. As far as the present authors are aware, the evolution of a dipolar vortex in an adverse strain flow has not been considered before, neither in numerical studies nor in experimental work.
The laboratory experiments described in this paper were carried out in a stratified fluid. The dipolar vortex was generated by a pulsed horizontal injection of a small amount of fluid, whereas the strain flow was continuously forced through four rotating discs ͑see Ref. 9͒. The horizontal flow characteristics were measured by tracking small passive tracer particles which were floating at a specific level in the stratified fluid. Furthermore, dye-visualization studies were used to obtain qualitative information about the dipole evolution.
The laboratory observations are compared with two numerical models. As a first approach, the dipolar vortex is represented by two point vortices of equal strength, but opposite in sign, surrounded by a single contour of passive tracers. The time evolution of the passive contour is calculated by the method of contour kinematics. This technique has been applied successfully by Meleshko and van Heijst 18 to study the stirring properties of interacting monopolar and dipolar vortices. As a second approach, both the spatial distribution of vorticity and the effect of viscous diffusion are taken into account by solving the quasi-two-dimensional vorticity equation with a finite-difference method.
This paper is organized as follows. In Sec. II, a description of the experimental set-up is given. After that, the observed evolution of the dipolar vortex in a cooperative strain flow is discussed in Sec. III. Furthermore, a kinematic explanation of the head-tail formation is given, followed by a comparison with the numerical results obtained by the different calculation techniques. Likewise, the behavior of the dipolar vortex in an adverse strain flow is examined in Sec. IV. Finally, the main conclusions are given in Sec. V.
II. EXPERIMENTAL ARRANGEMENT
The experiments were carried out in a Perspex tank, with horizontal dimensions 100ϫ100 cm and depth 30 cm. The tank was filled with a two-layer fluid in which fresh water was lying over salty water, and the total fluid depth was approximately 26 cm. Owing to vertical mass diffusion of salt, a layer of typically 5 cm thickness was formed near the mid-plane of the tank in which the density rapidly changed. Since this sharp density gradient persisted for several days, mass diffusion of salt is believed to be of minor importance during the evolution of the experiment. The buoyancy frequency N near the mid-plane of the tank was varied between 3.5 and 4.5 rad s Ϫ1 . Here, N is defined by Nϭ(Ϫg/ )(d/dz), with g the gravitational acceleration, the mean density and d/dz the vertical density gradient averaged over the thickness of the diffused interface.
The strain flow was realized with four rotating horizontal discs ͑diameter 10 cm, thickness 0.5 cm͒, which were positioned at the corners of a square in the mid-plane of the tank ͑see Fig. 2͒ . The diagonal distance between the centers of the discs was 60 cm, and the discs were rotated with a constant rotation speed of typically 3.0 r.p.m. This generation method is identical to that described by Trieling et al. 9 Typically one hour after the forcing was started, a quasi-steady strain flow was formed that was close to uniform near the center of the tank.
The dipolar vortex was created by a pulsed injection of a small amount of fluid through a thin nozzle ͑see, e.g., Ref.
19͒. The injection nozzle was positioned in the same plane as the rotating discs, along one of the strain axes, and the density of the injected fluid was chosen equal to that of the ambient fluid at the plane of injection. A computer-driven injection mechanism was used to control the injection rate Q (ϭ5.6 ml s Ϫ1 ) and the forcing period ␦t (ϭ1.2 s͒. The Reynolds number ReϭU in j d/ was equal to 2400 and was based on the injection speed U in j , the nozzle diameter d (ϭ2 mm͒ and the kinematic viscosity of the injected fluid ͑which was equal to 1.085ϫ10 Ϫ2 cm 2 s Ϫ1 with the temperature being 19°C͒. As a result, a three-dimensional turbulent cloud was created by the injected fluid. It was shown in Refs. 19 and 14 that in the subsequent stage, the turbulent region quickly collapsed under gravity, leading to the gradual formation of a flat dipolar vortex structure.
Quantitative information about the horizontal flow characteristics was obtained by monitoring small polystyrene particles of density 1.04 g cm Ϫ3 with a video camera, which was mounted at some distance above the tank. The passive particles were distributed around the injection level within a layer of approximately 1 cm thickness. After the entire experiment was recorded on video tape, the video images were digitized and subsequently processed by the image analysis system DigImage. 20 A particle-tracking technique, which is part of this system, was used to obtain the local velocity vectors at successive times. As a next step, the horizontal velocity field was calculated on a rectangular 65ϫ65 grid by a spline-interpolation method, 21, 22 from which the values of the vertical vorticity and the stream function could be calculated in each grid point. The stream function was defined by u h ϭϪk؋ٌ, with u h the horizontal velocity and k the unit vector in the upward direction. In other cases, the flow was visualized by adding fluorescent dye of matching density to the injection fluid.
III. DIPOLAR VORTEX IN COOPERATIVE STRAIN FLOW
A. Qualitative observations
The typical evolution of the dipolar vortex in a cooperative strain flow is shown by the sequence of video images presented in Fig. 3 . Initially, the motion of the injected fluid is essentially three-dimensional turbulent, as can be observed in Fig. 3͑a͒ . Owing to the gravitational collapse and the merging of like-signed eddies ͑see Ref. 14͒, this turbulent region eventually transforms into a dipolar vortex structure ͓see Figs. 3͑b͒-3͑d͔͒. Although special care was taken that the injection nozzle was accurately aligned with one of the strain axes, a slightly asymmetric dipole was formed in this case. Symmetric dipoles were obtained on only very few occasions, which is most likely due to the irregular distribution of vorticity during the dipole formation. The deforming effect of the straining flow can be observed in Figs. 3͑e͒-3͑h͒: the dipole is compressed and elongated as a whole, resulting in the formation of two tails at its rear. Because the dipole is slightly asymmetric, the lower tail is more pronounced than the other.
Note that the long dye filaments behind the dipole are just remnants of the formation process of the vortex and should not be confused with the tails of the dipole. In fact, these filamentary structures have also been observed behind dipolar vortices in a quiescent ambient fluid ͑see Ref. 14͒. Furthermore, it can be seen that shortly after the dipole formation, considerable entrainment of ͑irrotational͒ ambient fluid occurs at the rear side of the dipole, which leads to the spiral shape in the dye distributions. In the subsequent stage, however, the entrainment process is counteracted by the detrainment of dyed fluid.
B. Kinematic explanation of the head-tail formation
The formation of a head-tail structure can be explained by a simple kinematic approach. For this, the flow is assumed to be two-dimensional and the dipolar vortex is represented by a configuration of two point vortices of equal, but oppositely signed strengths. Supposing that these point vortices with strengths Ϫ␥ and ␥ are located at (x,y)ϭ(0,Ϫb) and (x,y)ϭ(0, b), respectively, the pointvortex dipole will move steadily along the x-axis with a translation speed Uϭ␥/4b. Relative to a co-moving frame with velocity U ͑in which the flow is steady͒, the stream function associated with the vortex pair is given by and can be approximated by an ellipse with axes 2.09b and 1.73b. Furthermore, the flow contains two stagnation points located at (x,y)ϭ(Ϫbͱ3,0) and (x,y)ϭ(bͱ3,0), respectively, which are the points of intersection of the atmosphere boundary and the streamline yϭ0.
When the point-vortex dipole is exposed to a pure strain flow, the analytical velocity field in a co-moving reference frame is given by
Ϫey, ͑4͒
with u and v the velocity components in the Cartesian x-and y-directions, respectively, and e the rate of strain. It should be noted that the relations ͑3͒ and ͑4͒ contain an implicit time dependence: owing to the interaction between the pointvortex dipole and the strain flow, the value of b varies according to ḃ ϭϪeb, or
with b 0 ϵb(0). As a consequence, the distance 2b between the point vortices will decrease in a cooperative strain flow (eϾ0). The stream function associated with ͑3͒ and ͑4͒ can be written as
where Uϭ␥/4b has been used. In order to find the corresponding stagnation points, it is convenient to introduce the complex velocity Vϵuϩiv, so that relations ͑3͒ and ͑4͒ can be combined into
where V* represents the complex conjugate of V, and zϵxϩiy ͑with iϭͱϪ1). On putting Vϭ0, and defining the dimensionless values ϵz/b and ϵ␥/4eb 2 , a cubic equation is obtained of the form 3 Ϫ 2 Ϫϩ2ϭ0, ͑8͒
of which the three roots can be found by standard algebra. It is worth mentioning that the dimensionless parameter represents the ratio between the dipole's translation speed U and the characteristic velocity eb induced by the strain flow. By defining
Ϸ62.4, ͑9͒
three different cases can be considered. If Ͼ 0 , then the roots are real and unequal, which means that the three stagnation points are located at the symmetry axis ͓see Fig. 4͑b͔͒ . If ϭ 0 , there will be three real roots of which two are equal. In other words, the symmetry axis will contain all stagnation points, of which two are degenerate ͓see Fig.  4͑c͔͒ . Finally, if Ͻ 0 there will be one real root and two conjugate imaginary roots, i.e., one stagnation point will lie on the symmetry axis, whereas the two others are mirrored with respect to the symmetry axis ͓see Fig. 4͑d͔͒ . Note that each conjugate imaginary root is associated with the selfintersection of a streamline. Also shown in Figs. 4͑b͒-4͑d͒ is the boundary of the atmosphere associated with the point-vortex dipole in an otherwise quiescent fluid ͑dashed lines͒. If the strain flow were absent, all fluid particles inside this atmosphere would be trapped and would consequently move along with the dipole. However, if the point-vortex pair is submitted to a strain flow, part of the tracers enclosed by the original atmosphere boundary ͑i.e., with the strain flow being absent͒ will be located in the exterior region. In other words, a new ''atmosphere'' is formed which only partly catches the tracers enclosed by the dashed line. Consequently, part of the fluid enclosed by the original atmosphere boundary is carried away by the ambient flow at the rear of the point-vortex dipole. It is important to note that the velocity field ͑7͒ is unsteady, so that the streamline patterns as shown in Figs. 4͑b͒-4͑d͒ only indicate the instantaneous direction of particle movement. Nevertheless, the streamline patterns depicted in Figs. 4͑b͒-4͑d͒ clearly explain the formation of a head-tail structure.
C. Quantitative observations
The formation of the head-tail structure is also nicely illustrated by the experimentally obtained vorticity contour plots presented in Figs. 5͑a͒-5͑d͒, in which the vorticity contours around the rotating discs have been eliminated for clarity. Note that in this case, and those that follow, the translational motion of the dipole has been chosen along the vertical axis. Like in the dye-visualization experiment, the dipole is elongated in the axial direction, while simultaneously a tail is formed at the rear side of each dipole half. These results are in good qualitative agreement with the numerical simulations obtained by Kida et al. 17 Likewise, a similar head-tail asymmetry was observed by Flór and van Heijst 14 in their study on laminar-injection dipoles in a quiescent ambient fluid. However, in their case, the asymmetry and the deformation of the vortex were due to the initial forcing with a jet. Moreover, their experiments revealed that the dipole gradually relaxed towards an approximately circular shape, whereas the present results show the opposite. Figure 6͑a͒ shows a sequence of cross-sectional distributions of vorticity which correspond to the experimental observations depicted in Figs. 5͑b͒-5͑d͒. The vorticity profile associated with Fig. 5͑a͒ was excluded since the dipole was not completely developed by that time. The cross-sections were taken along a line intersecting both vortex centers, and the vorticity values between the grid points were obtained by bilinear interpolation. The vorticity has been scaled with the maximum vorticity value 0 at tϭ40 s ͓Fig. 5͑b͔͒, whereas the spatial coordinate has been normalized with the initial distance d 0 between the vortex centers. It can be seen that the profiles are approximately self-similar in time. Moreover, the instantaneous distance d between the vortex centers remains nearly constant until about tϭ70 s, as can be inferred from Fig. 7 . If the vortex centers were passively advected by Ϫ2 s Ϫ1 . Panels ͑a͒-͑d͒ show the observed evolution of the spatial vorticity distribution, with the contour labels presented in units of s Ϫ1 . Experimental parameters as in Fig. 3 . The time evolution of the Lamb-Chaplygin vortex as calculated by the finite-difference method is depicted in panels ͑e͒-͑h͒; for each plot, the contour levels correspond to 1%, 10%, 30%, 50%, 70% and 90% of the instantaneous extremal vorticity, respectively. Numerical parameters: aϭ3.7 cm, U LC ϭ0.98 cm s Ϫ1 and ϭ1.085ϫ10 Ϫ2 cm 2 s Ϫ1 . Along the horizontal lines depicted in frames ͑d͒ and ͑h͒, the cross-sectional distributions of vorticity were determined ͑see Fig. 8͒ . Panels ͑i͒-͑l͒ show the time evolution of passive tracers as obtained by the contour kinematics technique. The tracers were initially located at the boundary of the vortex-pair atmosphere; see ͑i͒. The numerical parameters are aϭ2bϭ3.7 cm, Cϭ173/1.09 cm 2 s Ϫ1/2 and ϭ85 s.
the distance between the vortex centers decreases significantly as a result of the non-uniformity of the strain flow: it was shown by Trieling et al. 9 that the local rate of strain increases at larger radii from the center of the tank. Apparently, the strain rate is eventually large enough to overcome the effect of lateral diffusion.
Additional cross-sectional distributions of vorticity were taken across the tails of the dipolar vortex. A typical vorticity profile is shown in Fig. 8͑a͒ , where the cross-section was taken along the horizontal line depicted in Fig. 5͑d͒ . Obviously, the left and right tail are associated with positive and negative vorticity, respectively. The asymmetry in the vorticity distributions is due to the asymmetric shedding of vorticity at the rear side of the vortex.
Some more information about the dipolar vortex characteristics can be obtained by plotting the vorticity against the stream function in a so-called ''scatter plot'' for a large number of grid points. Figure 9͑a͒ shows the scatter plot corresponding to the head of the dipolar vortex depicted in Fig. 5͑d͒ . The stream function has been corrected for the translation speed (U x ,U y ) of the dipolar vortex according to ЈϭϪU x yϩU y x, where U x and U y have been obtained from the displacements of the vortex centers. Furthermore, the vorticity and the stream function have been scaled with their extremal values m and m Ј , respectively. Obviously, the positive and negative branches are related to one of the dipole halves, whereas the horizontal band around ϭ0 is associated with the exterior potential flow. The scatter is more pronounced for weaker vorticity values, indicating that the scatter is mainly caused by the continuous deformation of the dipole by the strain flow, i.e., most parts of the scatter are related to the edge of the dipole where vorticity is being removed and being shed in the form of two tails. Despite the scatter, an approximately linear relationship is present inside the dipolar vortex.
A theoretical model of a dipolar vortex with a linear (,Ј)-relationship is the so-called Lamb-Chaplygin dipole model. [24] [25] [26] This model is based on the steady Euler equations, and assumes a linear relationship ϭk 2 Ј ͑with k being a constant͒ inside a circular region with radius a, while in the exterior region (rϾa) an irrotational flow is assumed. The stream function and the vorticity associated with the Lamb-Chaplygin dipole are given by Ј͑r,͒ϭ
respectively, where polar coordinates (r,) have been used for convenience. The functions J 0 and J 1 are the first-and second-order Bessel function of the first kind, respectively, and U LC represents the uniform fluid velocity at infinity ͑which is equal to the dipole's translation speed in a fixed frame of reference͒. Continuity of velocity at rϭa requires that J 1 (ka)ϭ0, i.e., kaϭ3.83. Furthermore, it can be derived from ͑11͒ that the circulation ␥ LC in each dipole half is equal to 6.83U LC a, and that the distance d between the points of extremal vorticity is equal to 0.96a ͑so that kdϭ3.68).
In Fig. 9͑a͒ , the data points associated with the positive and negative branches were least-square fitted with the linear relationship ϭk 2 Ј, which yielded the slope FIG. 8. ͑a͒ Measured cross-sectional distribution of vorticity across the tails of the dipolar vortex depicted in Fig. 5͑d͒ . The vorticity has been scaled with its extremal value m ϭ0.38 s Ϫ1 ͑corresponding to one of the vortex centers͒, whereas the spatial coordinate has been normalized by the distance between the vortex centers dϭ5.62 cm. ͑b͒ Corresponding calculated profiles, see Fig. 5͑h͒ Fig. 6͑a͒ ͑indicated by the crosses͒, the value kdϭ3.6Ϯ0.6 was obtained, which is close to the theoretical value kdϭ3.68 related with the Lamb-Chaplygin model. Thus, despite the deformation of the dipolar vortex, the Lamb-Chaplygin model apparently still applies to the main part of the dipolar vortex. In contrast, it was shown by Flór and van Heijst 14 that turbulent-injection dipoles are characterized by a sinh-like (,Ј)-relationship. In their experimental study, this nonlinear relationship was ascribed to the weak linking between the positive and negative vorticity patches; that is, the vortex centers were further apart than expected from the LambChaplygin model. Since the cross-sectional distributions in Fig. 6͑a͒ show a strong linking between the vortex centers, and the nonlinearity of the (,Ј)-relationship in Fig. 9͑a͒ is less pronounced than in the experimental observations by Flór and van Heijst, 14 it may be concluded that the (,Ј)-relationship of turbulent-injection dipoles in a cooperative strain flow is more linear due to the compressive action of the ambient flow.
D. Numerical simulations 1. Finite-difference method
Stratified fluid experiments by Flór and van Heijst 14 have shown that dipolar vortices are characterized by a pancake-like shape. The same authors demonstrated by a scaling analysis that in a thin region around the mid-plane (zϭ0) vortex tilting by the vertical shear is negligible, and that the vertical vorticity is to leading order governed by
where satisfies the Poisson equation ϭϪٌ h 2 with appropriate boundary conditions, ٌ h 2 is the horizontal Laplace operator and J represents the Jacobian.
In order to solve ͑12͒ in only two dimensions, i.e., in the mid-plane zϭ0, the latter term in ͑12͒ is modelled by the analytical expression
which applies for tϾ0 and zϭ0 ͑see Ref. 9 for more details͒. This expression is based on the assumption that at tϭ0 the vorticity is distributed according to ϭ 2D (x,y)␦(z), with 2D (x,y) the horizontal distribution of the vertical vorticity and ␦ the Dirac delta function ͑see Ref. 27͒. As a result, the vertical diffusion term in ͑12͒ is independent of z and can be easily treated by a two-dimensional finitedifference code. In the present paper, the vorticity equation ͑12͒ with the vertical diffusion being modelled by ͑13͒ is referred to as the quasi-two-dimensional vorticity equation. The quasi-two-dimensional vorticity equation was solved by a finite-difference method that is second-order accurate both in space and in time ͑see Ref. 28͒. The same numerical method has been used successfully in previous studies 9, 10 to model the evolution of monopolar vortices in a strain flow. The time integration was performed with a variable time step, such that CFLϭ0.5, and the computational domain was represented by a 256ϫ256 grid. The strain flow was included as a boundary condition for the Poisson equation.
As an initial condition, the vorticity distribution associated with the Lamb-Chaplygin dipole model was used, where the relevant initial parameters ͑i.e., the radius a and the translation speed U LC ͒ were based on typical laboratory values. Considering the singularity at tϭ0 and the typical time scale on which the dipole was formed, the simulation was initiated at tϭ10 s.
The calculated evolution of the Lamb-Chaplygin dipole in a cooperative strain flow is shown by the vorticity contours plotted in Figs. 5͑e͒-5͑h͒ , and the formation of the head-tail structure is obvious. Figure 6͑b͒ shows the distributions of vorticity along the line intersecting both vortex centers, which correspond to Figs. 5͑f͒-5͑h͒. The numerically obtained vorticity distributions are in very good qualitative agreement with the observed profiles given in Fig.  6͑a͒ . In both cases, the profiles have similar shapes, and the distance d between the positions of extremal vorticity remains virtually constant. Additional numerical simulations have shown that the balance between advection and lateral diffusion of vorticity does not hold for all values of e: for larger strain rates e, the vortex centers were observed to approach each other. Similar numerical results were obtained by Kida et al. 17 The calculated cross-sectional distribution of vorticity across the tails of the dipolar vortex are shown in Fig. 8͑b͒ , and are in good qualitative agreement with the laboratory observations ͓Fig. 8͑a͔͒. The magnitude of vorticity is experimentally larger than in the numerical simulation: owing to the non-uniformity of the experimental strain flow the shedding of vorticity at the dipole boundary is intensified, leading to higher vorticity values in the tails of the dipole.
In Fig. 9͑b͒ , the numerically obtained (,Ј)-scatter plot is provided for the dipolar vortex shown in Fig. 5͑h͒ , and a good qualitative agreement is obtained with the laboratory observations depicted in Fig. 9͑a͒ . Close to the vortex centers the (,Ј)-relation is linear, whereas at lower levels of vorticity considerable scatter occurs due to the shedding of low-level vorticity. Besides experimental errors, the scatter in Fig. 9͑a͒ is more pronounced because the laboratory vortex experienced a larger strain rate due to the nonuniformity of the experimental strain flow.
The scatter in Fig. 9͑b͒ may also be caused by viscous effects. Since the initially imposed Lamb-Chaplygin dipole is discontinuous in ‫‪r‬ץ/ץ‬ on the circle rϭa, the kink in the vorticity profile will be smoothed out by viscous diffusion. As a result, the Jacobian becomes non-zero in a thin layer near the circular boundary rϭa. However, it was shown by Kida et al. 17 that this nonlinear effect is small as long as tӶT d , with T d ϭa 2 / the characteristic time scale on which the viscous layer spreads over the whole vortex structure. In the present study, the dipole radius a was typically 5 cm, implying that T d Ϸ2500 s, which is much larger than the duration of the numerical simulation. Moreover, additional finite-difference simulations have revealed much less scatter at the weaker vorticity levels when the strain flow was absent. Yet, the continuous removal of the weaker vorticity levels may increase the spatial vorticity gradient at the boundary, leading to an accelerated outward diffusion flux. 
Contour kinematics method
It was shown above that the formation of a head-tail structure can be explained by considering the strain-induced evolution of a point-vortex dipole and its original atmosphere. For that reason it is interesting to calculate the deformation of the atmosphere boundary and to make a comparison with both the laboratory observations and the finitedifference results. For this, the contour kinematics method is adopted here, which implies that a material contour is followed in an analytically prescribed velocity field. The material line is composed of a large number of markers, which are displaced in time by a Runge-Kutta method with variable time step and order ͑see Ref. 29͒. For a detailed description of the contour kinematics technique, the reader is referred to Ref. 18 . In the present study, the analytical velocity field is represented by that of a point-vortex dipole in a straining flow ͓see ͑3͒ and ͑4͔͒.
In order to compare the point-vortex pair with the Lamb-Chaplygin dipole, two important physical quantities were taken to be the same: the total impulse ͑being 2b␥ and 2a 2 U LC , respectively͒ and the translation speed ͑be-ing ␥/4b and U LC , respectively͒. As a result, aϭ2b and ␥ LC ϭ1.09␥. In order to account for the decay of circulation, which is mainly due to diffusion of vorticity in the vertical direction, ␥ was made time dependent according to the decay of circulation as obtained by the finite-difference method. In fact, the calculated decay of circulation could be very accurately described by the functional relationship (C/ͱt)exp(Ϫt/), with a characteristic time scale associated with horizontal diffusion due to the cancellation of vorticity along the symmetry axis. This analytical relationship is based on the so-called ''vertical diffusion model'' introduced by Flór et al. 27 with the horizontal flow based on the viscously decaying Lamb-Chaplygin dipole. Both the initial position of the point-vortex pair and the strain rate constant were taken the same as in the finite-difference simulation. The tracers were initially distributed on the separatrix associated with the point-vortex dipole in an otherwise quiescent fluid.
Figures 5͑i͒-5͑l͒ show that the initially elliptic material line is deformed into a head-tail structure, as expected from the streamline patterns depicted in Figs. 4͑b͒-4͑d͒ . Since the initial contour encloses both point vortices, only one tail shows up in the contour kinematics simulation. It is apparent that the translation speed of the vortex pair is larger compared to both the experimental and finite-difference results. This can be explained by noting that the point vortices are passively advected by the strain flow according to ͑5͒, so that the self-induced translation speed Uϭ␥/4b of the pointvortex dipole increases more rapidly than in the viscous case, where the convergence of the dipole centers is counteracted by horizontal diffusion of vorticity. Likewise, the absence of Ϫ2 s Ϫ1 . Panels ͑a͒-͑d͒ show the observed evolution of the spatial vorticity distribution, with the contour labels displayed in units of s Ϫ1 . Experimental parameters as in Fig. 10 . The time evolution of the Lamb-Chaplygin vortex as calculated by the finite-difference method is depicted in panels ͑e͒-͑h͒; for each plot, the contour levels correspond to 10%, 30%, 50%, 70% and 90% of the instantaneous extremal vorticity, respectively. The numerical parameters are aϭ5.3 cm, U LC ϭ0.88 cm s Ϫ1 and ϭ1.085ϫ10 In panels ͑a͒-͑d͒, the cross-sectional distributions of vorticity are plotted along a line through the vortex centers of the laboratory dipoles which are shown in Figs. 11͑a͒-11͑d͒ , respectively. In each plot, the vorticity has been scaled with its extremal value m , whereas the spatial coordinate has been normalized by the initial distance between the vortex centers d 0 ϭ8.85 cm ͑at tϭ20 s͒. The extremal vorticity ranged from m ϭ1.14 s Ϫ1 at tϭ20 s to m ϭ0.14 s Ϫ1 at tϭ200 s. In frames ͑e͒-͑h͒, similar normalized vorticity profiles are shown related to the finite-difference results depicted in Figs. 11͑e͒-11͑h͒ . The extremal vorticity m varied from 1.21 s Ϫ1 at tϭ20 s to 0.17 s Ϫ1 at tϭ200 s. Furthermore, d 0 ϭ5.20 cm ͑at tϭ20 s͒.
viscous effects may explain why the tail associated with the contour kinematics simulation is much thinner than in the laboratory experiments and the finite-difference simulation. Nevertheless, this simple approach clearly demonstrates the formation of a head-tail structure.
IV. DIPOLAR VORTEX IN ADVERSE STRAIN FLOW
A. Laboratory observations
The qualitative behavior of a dipolar vortex in an adverse strain flow is displayed by the video images shown in Fig. 10 . Shortly after the turbulent-injected fluid has collapsed under gravity, a dipolar vortex appears which entrains a considerable amount of non-colored ambient fluid ͓see ͑a͒-͑c͔͒. In the next stage, see ͑d͒-͑f͒, the dipole halves gradually separate by the action of the background strain flow, i.e., the dipole breaks up into two monopolar vortices. It is interesting to note that both monopoles are oriented at an angle of approximately 45°with respect to the horizontal strain axis. Similar observations were made in analytical, numerical and experimental studies on monopolar vortices in strain flows ͑see, e.g., Refs. 2, 4, and 9͒, where it was shown that this orientation corresponds to the quasi-stationary state of a monopolar vortex in a strain flow.
The measured vorticity fields are shown in Figs. 11͑a͒-11͑d͒ at four different times, and a similar behavior is found to that observed in the dye-visualization experiments. The separation of the vortex centers is also clear from the crosssectional distributions of vorticity depicted in Figs. 12͑a͒-12͑d͒ , where the cross-sections were taken along the line intersecting both vortex centers.
In order to examine whether the dipole halves were passively advected by the strain flow, the distance d between the vortex centers was determined from cross-sectional distributions as shown in Figs. 12͑a͒-12͑d͒ . In Fig. 13 , the distance d/d 0 is plotted logarithmically as a function of time, with d 0 the distance d at tϭ20 s. The exponential increase is obvious, at least up to tϭ150 s. Hence, the experimental data corresponding to tр150 s were least-square fitted with an exponential function of the form exp(␤t) ͓see ͑5͔͒, which is displayed by a straight line in Fig. 13 . The parameter ␤ was found to be equal to (0.73Ϯ0.05)ϫ10 Ϫ2 s Ϫ1 , which is in excellent agreement with the strain rate constant eϭ(0.70Ϯ0.01)ϫ10 Ϫ2 s Ϫ1 . The final accelerated increase of d is due to the non-uniformity of the strain flow ͑see Ref.
9 for more details͒. In view of the above results, it may be concluded that the vortex centers are passively advected by the strain flow.
The monopolar vortex characteristics were investigated by plotting the distribution of vorticity along a horizontal line through one vortex center. Figure 14͑a͒ shows such a vorticity profile corresponding to the monopolar vortex depicted on the left-hand side of Fig. 11͑c͒ , which obviously has only single-signed vorticity. A possible model for a nonisolated vortex is the so-called Lamb vortex ͑see Ref. 24͒, for which the radial distributions of vorticity and azimuthal velocity are given by
respectively, with ␥ L the total circulation of the Lamb vortex, and R a characteristic length scale. The experimental data in Fig. 14͑a͒ were least-square fitted with ͑14͒ and show a very good agreement with the Lamb-vortex model. In addition, the scatter plot of the observed monopolar vortex is displayed in Fig. 15͑a͒, 
B. Numerical simulations
Figures 11͑e͒-11͑h͒ provide the calculated evolution of a Lamb-Chaplygin vortex in an adverse strain flow, where the quasi-two-dimensional vorticity equation ͑12͒ was solved by the same finite-difference method as described in the preceding section. Likewise, the initial conditions were taken from the experiments, and the simulation was started at laboratory observations, which is evident from the separation as well as the orientation of both dipole halves.
Also shown are the corresponding cross-sectional distributions of vorticity through the vortex centers ͓see Figs. 12͑e͒-12͑h͔͒, which have similar characteristics to those obtained experimentally ͓see Figs. 12͑a͒-12͑d͔͒ .
The characteristics of the monopolar vortices were investigated numerically by taking cross-sectional distributions of vorticity along a line through a single vortex center, as shown in Fig. 14͑b͒ , and by plotting the vorticity versus the stream function in a scatter plot, as displayed in Fig. 15͑b͒ . The vorticity profiles as well as the scatter plots have been compared with the Lamb-vortex model. The numerical results definitely confirm the formation of two Lamb-like monopoles after the breakup of the Lamb-Chaplygin dipole.
Since the point-vortex model can explain the formation of a head-tail structure, it is interesting to examine whether this simple model can also describe the characteristic features of a dipolar vortex in an adverse strain flow. The relevant initial parameters were taken from the experiments, FIG. 14. ͑a͒ Measured cross-sectional distribution of vorticity along a horizontal line through the vortex center displayed on the left-hand side of Fig. 11͑c͒ . The vorticity has been scaled with its maximum value m ϭ0.20 s Ϫ1 , while the spatial coordinate xЈ has been scaled with the distance between the vortex centers dϭ19.7 cm. The solid line corresponds to ͑14͒ and has been least-square fitted to the experimental data. ͑b͒ The corresponding vorticity profile as obtained by the finite-difference calculation ͓see Fig. 11͑g͔͒ , with m ϭ0.259 s Ϫ1 and dϭ13.0 cm, and a least-square fit through the numerical data according to ͑14͒. and the same correction was made as in the previous section to link the point-vortex model to the Lamb-Chaplygin dipole. The circulation of each point vortex was again modulated by the functional relationship (C/ͱt)exp(Ϫt/), which proved to describe the decay of circulation as obtained by the finite-difference simulations very well. Due to the breakup of the dipolar vortex, the cancellation of vorticity along the symmetry axis appeared to be negligibly small ͑i.e., was much larger than the typical time span of the laboratory experiment͒ so that the exponential term exp(Ϫt/) could be excluded. Figures 11͑i͒-11͑l͒ display the evolution of the material contour, which initially corresponded to the atmosphere boundary of a vortex pair in an otherwise still fluid. The agreement with the full-numerical simulation is striking considering the translation speed, the distance between the vortex centers, and the orientation of the ͑passive͒ contours around the vortex centers. Moreover, both the dyevisualization experiment and the contour kinematics simulation show the entrainment of ambient fluid, which leads to the spiral shape of the passive tracer distributions. Owing to horizontal diffusion of vorticity, such a spiral structure is not present in the vorticity distributions ͓see Figs. 11͑a͒-11͑h͔͒. Since the dipole halves are weakly linked, the translation speed of the point-vortex pair is approximately the same as in the finite-difference simulation.
V. CONCLUSIONS
In this paper, the evolution characteristics of dipolar vortices have been studied both in a cooperative and in an adverse strain flow. Experimentally, the strain flow was generated in the mid-plane of a stratified fluid by four rotating horizontal discs, whereas the dipolar vortex was created by a pulsed injection of a small amount of fluid. Dye-visualization studies and quantitative measurements of the planar flow field revealed that the evolution of the dipole in a cooperative strain flow was characterized by the formation of a head-tail structure. Similar results were obtained in a numerical study by Kida et al. 17 Despite the presence of the strain flow, the vorticity distribution in the core of the dipolar vortex could be accurately described by the LambChaplygin dipole model. The distance between the vortex centers was observed to remain nearly constant because the compressive effect of the strain flow was cancelled by the lateral diffusion of vorticity as well as by the initial entrainment of ambient fluid. A kinematic explanation of the headtail formation was given by modelling the dipolar vortex with a point-vortex pair and its atmosphere, where the deformation of the atmosphere boundary was calculated by applying the contour kinematics technique. However, this kinematic model was not suitable for making a qualitative comparison with the experimental results. On the other hand, the full-numerical simulations based on the quasi-twodimensional vorticity equation revealed a very good qualitative agreement with the laboratory observations.
When the dipole was embedded in an adverse strain flow, the vortex was observed to split up into two ellipticlike quasi-stationary Lamb vortices, which were oriented at an angle of approximately 45°with respect to the horizontal strain axis. The vortex centers were passively advected by the strain flow. Both the contour kinematics results and the full-numerical simulations were in excellent qualitative agreement with the experimental observations.
