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Introduction
Let V φ,0 be a subspace of L 2 (R) (the space of all measurable square integrable functions on R with usual inner product ·,· L 2 and norm · L 2 ) containing all finite linear combinations of the integer shifts of a generator function φ ∈ L 2 (R). We say that the set {φ(· − n)} n∈Z forms a Riesz basis for the L 2 -closure of V φ,0 defined by V φ = n∈Z c n φ(· − n): {c n } n∈Z ∈ 2 (Z) , (1.1) if there exist two positive constants A and B such that A c Here and hereafter, p (X) (p 1) is the space of all p-summable sequences over the index set X with usual norm · p (X) . Whenever X = Z we write p for brevity.
By imposing regularity requirements on V φ (for example the function φ is continuous on R with some decay at infinity) and by assuming that the infinite matrix (or operator) Φ = {Φ k,n = φ(k − n)} k,n∈Z is bounded and has bounded inverse Φ −1 = {Φ −1 k,n } k,n∈Z on 2 we can prove that V φ is a sampling space, i.e. any function f ∈ V φ is stably reconstructed from the sample set L( f ) = { f (n)} n∈Z by the formula φ(x − k) [18, 19] . Eq. (1.3) is an example of a regular sampling expansion including classical Shannon-type sampling theorems, wavelet sampling expansions and sampling expansions in shift invariant spaces [13, 23, 24] .
In a variety of applications the sampling process becomes more efficient if the uniform sampling set τ = Z is shifted or perturbed by a bounded sequence = {δ n } n∈Z (called perturbation sequence) due to fluctuations of the signal or possible delay due to channel cognition. may be also unknown if it is caused from disturbances of the acquisition device or jitter. In both cases we are led to a non-uniform sampling scheme [7, 16] and a basic problem is to examine whether the resulting irregular sampling set {n + δ n } n∈Z continues to be a set of stable sampling for the space V φ in the sense that there exist positive constants C , D such that
for all f ∈ V φ . (1.4) If this double inequality holds then there exists another Riesz basis {ψ n (·)} n∈Z for the space V φ providing a stable reconstruction formula for elements f ∈ V φ of the form (1.5) and a perturbation of regular sampling formula (1.3) is obtained. Notice that the largest bound of the perturbation set for which (1.4) holds is called maximum perturbation of .
The existence of stable perturbed sampling sets and formulas has been studied in spaces of band-limited functions (see [12] and references therein), in wavelet spaces [5, 15] and in shift invariant spaces [6, 14, 25] but the resulting sampling formulas are complicated. We mention that certain estimates on the maximum perturbation have been established, based on decay assumptions on the generator function φ [6, 25] . In [19, Theorem 3 .2] a perturbation formula for non-necessarily shift-invariant spaces was established. Also in [19, Theorem 6 .2] a partial reconstruction formula suitable for numerical implementation was derived and error estimates were obtained based on Wiener's lemma for a suitable Gramian matrix.
Our motivation for this work originates from [19] . More precisely, the first tenet of this work is to derive a class of perturbed sampling expansions (1.5) for the space V φ under a certain decay assumption on φ and a non-vanishing property for the function
In Section 2 we determine a maximum perturbation δ φ so that the set τ δ = {n + δ n : |δ n | δ} n∈Z is a set of stable sampling for the space V φ for any 0 δ < δ φ . Then in Theorem 1 of Section 2 we demonstrate the corresponding reconstruction formula and we present certain examples where we compare the ranges of the perturbations with the ranges obtained in [1, 17, 25] . Notice that our sampling formula is different from the reconstruction formula obtained in [19] , however it is complicated because it requires evaluation of the inverse of an infinite matrix. In Section 3 we state our second main result. In Theorem 2 we establish a partial reconstruction formula for V φ suitable for numerical implementation and we provide estimates to the corresponding error based on Wiener's lemma for infinite matrices and the finite section method [10] . Notice that the resulting decay rate estimates are smaller compared to the estimates obtained in [19] .
Finally in Section 4 we deal with the case where the uniform sampling set τ = Z is distorted without our knowledge.
In this case when we reconstruct f using (1.3) we are facing jitter error [2] [3] [4] . In Proposition 1 we address this problem and we determine a number δ φ, so that for any perturbation bounded by the number δ φ, the jitter error is less than a pre-determined error .
Perturbed reconstruction formulas for V φ
In this section we establish stable perturbation sampling formulas for the space V φ under the following assumptions on φ (notice that we have already assumed that the set {φ(· − n)} n∈Z forms a Riesz basis for V φ ):
for every x ∈ R and φ belongs in the weighted 
as an operator on 2 is self-adjoint, bounded and has bounded inverse on 2 . More precisely, it is easy to see that the operator Φ satisfies the following double inequality
where
Let us define a distortion of the above matrix Φ by
where τ δ = {τ n = n + δ n : |δ n | δ} n∈Z is a sampling set on R for some δ > 0 and τ δ is also an ordered and ε-separated sampling set, i.e., τ m+1 − τ m ε > 0 for all m ∈ Z and for some ε > 0.
(2.4)
In addition let us determine a positive real number
where (2.6) and Φ † 0 > 0 by assumption (P 2 ). Taking into account (2.1) we see that the function G φ (x) is well defined on R + and moreover it is continuous, increasing and unbounded on R + with G(0) = 0. Therefore 0 < δ φ < +∞. 
where f c (γ ) = n∈Z c n e −inγ and Φ
as we mentioned above, the last inequality in (2.8) is immediately obtained.
First we compute (2.11) where the function
We omit the proof here. Substituting the bound (2.11) into (2.10) we obtain
Substituting the bounds (2.12) and (2.8) into (2.9) we obtain the lower inequality of (2.7) with
To derive the upper bound of (2.7) we observe that
as we showed above. Using (2.13) and (2.3) and recalling (2.1) we obtain
where x is the ceiling of a real number x. Indeed
Therefore the upper bound of (2.7) is obtained with 
pointwise on R, where 
Substituting the above equality into (2.15) and using (1.2) it is easy to prove that (1.4) holds for any f ∈ V φ , i.e. the set τ δ is a set of stable sampling for V φ . In addition, since the matrix Φ τ δ is invertible on 2 as a result of Corollary 1 we have
and so Eqs. 
where G φ (x) as in (2.6). For example we consider the B 2 -spline φ(x) = 1 − |x| if |x| 1 and φ(x) = 0 elsewhere. For any 0 x 1 we observe that is an estimate obtained in [6, 15] as well.
Moreover this estimate is optimal in the sense that for δ φ = , N 1 for stable sampling sets when some suitable kernels K N are used to reconstruct the linear spline space.
Let us present another sampling function. Consider the function φ(x) = (
4 , x ∈ R. In this case for any 0 x 1/2 we have
and from this equality we obtain numerically a maximum perturbation 
for 0 x 1/2. For example if c = 1 we find numerically that δ φ ≈ 0.21. We work similarly for functions of the form φ(x) = e −cx 2 , c > 0.
A finite reconstruction formula for V φ
The exact reconstruction formula (2.16) is difficult to be implemented numerically because we must know an infinite number of sampled data and we need to compute the inverse of the infinite matrix Φ −1 τ δ . In this section we establish a finite reconstruction formula approximating elements of the space V φ on bounded intervals.
In the previous section we considered infinite matrices Φ τ δ produced from a function φ ∈ W p (L ∞,u α ), where u α (x) = Proof. Let Φ τ δ ∈ F δ φ and τ δ = {τ n = n + δ n : |δ n | δ} n∈Z for some number δ bounded by the number δ φ as in (2.5). Fix an integer i. Then for any j ∈ Z we have
Therefore if u α (x) is the polynomial weight related to the decay of φ (recall condition (P 1 )), then for any 1 p < +∞ we 
We work with the first term in the right-hand side of (3.3). We observe that for any k ∈ Y n,x we have
and by Lemma 2 we obtain the bound 2
. For the second term in the right-hand side of (3.3) we observe that for k / ∈ Y n,x we have
and so we obtain a bound 2
If p = +∞ we easily obtain
and the proof is complete. 2
In order to produce a numerically implementable reconstruction formula for the space V φ approximating the sampling formula (2.16) we replace the infinite matrix Φ −1 τ δ appearing in the representation of the basis functions ψ τ δ n (see (2.17)) with the inverse (if it exists) of a finite square matrix of the form {φ(τ m − n)} and examine if the new formula approximates the original sampling formula in some sense. The finite section method [10] provides answers to these questions. First we give some definitions.
We consider a finite set X containing successive integers and for any positive integer R we define the R-neighborhood of X by
be the projection of a sequence c ∈ 2 onto a finite dimensional subspace H X R and let
be the finite section of a matrix
Then we have 
(3.6)
Proof. Since Φ τ δ ∈ F δ φ the inequality (2.7) holds for any element of the space H X R (the range of the operator P X R ), so
.
From this inequality we easily obtain C P X R c 
Proof. For any finite set Y ⊂ Z there holds
Let |X R | be the cardinality of a set X R as above and let
be a block-diagonal infinite matrix where Y X R ,λ = {s + λ|X R |: s ∈ X R }. Then for any c ∈ 2 we have
By (3.6) we obtain 
and thus by applying Wiener's lemma for infinite matrices we obtain
for some constant C 0 independent of the set X and the positive integer R (see Remark 1 and combine with Eqs. (3.7) and (3.8)). Since from (3.9) there holds
for any i, j ∈ X R the result is proved. 2
Now we can prove the main result of this section. 
the finite reconstruction approximation of f on X , where the set X R is the R-neighborhood of the set X = {n ∈ Z: τ n ∈ X },
is the inverse of a square matrix Φ τ δ ,X 3R as in (3.5) . Then there exists a positive constant C independent of the bounded interval X , the set X , the positive integer R and the function f such that the error when we reconstruct f on X using the finite reconstruction approximation f * (x) is bounded by
Here, the number α > 1 − Proof. For any f ∈ V φ and for any x ∈ X we have (3.11) where the functions ψ τ δ n (x) are as in (2.17). First we deal with the second term in the right-hand side of (3.11) and we have
Let X = {n ∈ Z: τ n ∈ X } and let X R be the R-neighborhood of X . By assumption the set τ δ is an ordered and ε-separated set satisfying (2.4), so for any x ∈ X we have
Taking into account the above relation we compute
for some positive constant C 1 depending on α, ε, q, C 0 . Here the constant C 0 is as in (3.2), α > 1 − 1 p for some p 1 is the exponent of a polynomial weight α(x) = (1 + |x|) α related with the decay of the generator φ (see condition (P 1 ) at the beginning of Section 2 and compare with Corollary 2), q is the conjugate exponent of p and the number ε is as in (2.4).
In order to compute an upper bound for the first term in (3.11) we need estimates for sup x∈X n∈ X R |ψ
Since the projection matrix Φ τ δ ,X 3R = {φ(τ n − l): n, l ∈ X 3R } is invertible as a result of Lemma 3, we multiply both sides of the above equality with the inverse matrix Φ −1 τ δ ,X 3R
and we obtain
(3.13)
First we deal with the first term of the right-hand side of (3.13). Taking into account the decay estimates obtained in Lemmas 2 and 4 we compute (3.14) where the constant C 1 is as in (3.12) and the constant C 2 depends on α and q. We notice that the overall constant C does not depend on the set X or the positive integer R because the norm Φ −1 τ δ ,X 3R A 1,u 0 is independent of the set X and the positive integer R as we showed in Lemma 4.
We work similarly for the second term of (3.13 (3.15) where the constant C 1 is as in (3.12) and the constant C 3 depends on α and q. The overall constant C does not depend on the set X or the positive integer R for the same reasons as above. The bound (3.15) and the bound (3.14) are applied to (3.13). The resulting bound together with the bound (3.12) are applied to (3.11) and for C = max{C 1 , C + C } the result is obtained. 2
