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On centralizers of parabolic subgroups in Coxeter groups
Koji Nuida
Abstract
Let W be an arbitrary Coxeter group, possibly of infinite rank. We describe a decompo-
sition of the centralizer ZW (WI) of an arbitrary parabolic subgroup WI into the center of
WI , a Coxeter group and a subgroup defined by a 2-cell complex. Only information about
finite parabolic subgroups is required in an explicit computation. By using our description
of ZW (WI), we will be able to reveal a further strong property of the action of the third
factor on the second factor, in particular on the finite irreducible components of the second
factor.
1 Introduction
1.1 Background and summary of this work
A group W is called a Coxeter group if it has a generating set S such that W admits a presen-
tation of the following form:
W = 〈S | (st)ms,t = 1 for all s, t ∈ S such that ms,t <∞〉 ,
where the data ms,t ∈ {1, 2, . . . } ∪ {∞} are symmetric in s, t ∈ S and we have ms,t = 1 if and
only if s = t. The pair (W,S) of a group W and such a generating set S is called a Coxeter
system. Coxeter groups and some associated objects, such as root systems, appear frequently
in various topics of mathematics such as geometry, representation theory, combinatorics, etc.
In connection with such related topics, algebraic or combinatorial properties of Coxeter systems
and those associated objects have been well studied, forming a long history and establishing
many beautiful theories (see e.g., [16] and references therein). However, group structures of
Coxeter groups themselves, especially those of infinite Coxeter groups, have not been studied
so well; for example, even a fundamental property that an infinite irreducible Coxeter group
is always directly indecomposable as an abstract group had not been known until very recent
works [21, 26].
The object of this paper is the centralizer ZW (WI) of any parabolic subgroup, which is
the subgroup WI = 〈I〉 generated by a subset I of S, in an arbitrary Coxeter group W . We
emphasize that we do not place any restriction on W or WI such as finiteness of cardinalities
or finiteness of ranks. Analogously to other classes of groups such as finite simple groups, it
is natural to hope that centralizers of some typical subgroups of Coxeter groups are useful to
investigate the structural properties of Coxeter groups as abstract groups. Indeed, the results
of this paper and their enhancements, the latter being planned to be included in a forthcoming
paper by the author, are applied in an indispensable manner to the author’s recent study on
the isomorphism problem in Coxeter groups (see [18]). See Section 1.2 for other applications.
We give a brief summary of the results of this paper. We present a decomposition of the
centralizer ZW (WI) in the following manner:
ZW (WI) = Z(WI)× (W
⊥I
⋊BI) .
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Here the first factor Z(WI) is the center of WI whose structure is well known; the second
factor W⊥I is the subgroup generated by the reflections along the roots orthogonal to all roots
associated to the subsystem (WI , I) of (W,S); and the third factor BI is a certain subgroup.
For the second factor W⊥I , an existing general theorem implies that such a reflection subgroup
W⊥I forms a Coxeter group with canonical generating set; in this paper we give an explicit
description of the canonical generating set and the corresponding fundamental relations ofW⊥I
by using some graphs and some 2-cell complex. The conjugation action of the third factor BI
on W⊥I induces automorphisms on W⊥I as a Coxeter system, i.e., those leaving the canonical
generating set invariant. We describe the subgroup BI as an extension of the fundamental group
YI of the above-mentioned 2-cell complex by certain symmetries, and determine the action of
BI in terms of this complex.
One may feel that the above-mentioned result is similar to the preceding result on the nor-
malizer NW (WI) of WI given by Brigitte Brink and Robert B. Howlett [5] (or by Howlett [14]
for the case of a finite W ). In fact, our decomposition of the centralizer looks like the decom-
position of the normalizer given by their work, and some properties of our decomposition are
derived from the corresponding properties for normalizers. However, it is worthy to emphasize
that some fundamental properties of our decomposition are essentially new and desirable, and
cannot be derived from the result on normalizers. Moreover, those new properties enable us
to prove (under a certain assumption on I) the following strong property, which will be in-
cluded in a forthcoming paper by the author, of the centralizer ZW (WI) that has been known
for neither the centralizers nor the normalizers: The above-mentioned subgroup YI of ZW (WI)
(which occupies a fairly large part of the third factor BI) acts trivially on every finite irreducible
component of the Coxeter group W⊥I . (This novel property plays a central role in the author’s
recent study on the isomorphism problem in Coxeter groups; see [18].) Thus the result of this
paper is not just an analogy of the preceding result, but gives further novel insights into the
structural properties of Coxeter groups. See Section 1.2 for detailed explanations. Conversely,
as a by-product of our result, we also give another decomposition of NW (WI) which shares the
above-mentioned desirable properties with the decomposition of ZW (WI).
1.2 Related works
As mentioned in Section 1.1, a similar problem of describing the normalizer NW (WI) of a
parabolic subgroup WI was studied for finite W by Howlett [14] and for general W by Brink
and Howlett [5]. Some part of our result is closely related to their preceding result, however
some part of our result is essentially new and not derived from their work. More precisely, in our
description of the centralizer ZW (WI) we use a groupoid C, which turns out to be a covering
of the groupoid G developed in their work, therefore some (but not all) properties of C are
inherited from those of G. Our groupoid C has W⊥I ⋊ YI as a vertex group, and by analyzing
the groupoid we give a presentation of W⊥I as a Coxeter group and a description of YI as
the fundamental group of a 2-cell complex Y. On the other hand, NW (WI) is the semidirect
product of WI and a vertex group of G, the latter being described in terms of a certain complex
corresponding to Y (temporarily denoted by Y ′). Now the preceding result gives a semidirect
product decomposition of the vertex group of G, whose normal part is also a Coxeter group.
However, unlike the case of ZW (WI) where the normal part W
⊥I is a reflection subgroup of
W , the normal part for the case of NW (WI) is in general not a reflection subgroup of W . The
property that our normal part W⊥I is a reflection subgroup plays a significant role in the proof
of the above-mentioned result on the action of YI on finite irreducible components of W
⊥I . The
properties of the decompositionW⊥I⋊YI are not immediately inherited from those of the vertex
group of G (see Remark 4.7 for details). Moreover, the structure of our complex Y is somewhat
2
simpler than their complex Y ′; namely, Y has no 2-cells with non-simple boundaries, while Y ′
may have such a non-simple cell. Due to these differences, our description of the structure of
ZW (WI) is still hard to derive even if that of NW (WI) is clear.
A description of normalizers of finite parabolic subgroups WI in Coxeter groups W (in fact,
also in extensions of W by Coxeter graph automorphisms) was also studied by Richard E.
Borcherds in [3]. Although that paper seems to focus on the normalizers as its main object,
the result includes the case of some other subgroups of the normalizers such as the centralizers.
Borcherds’s argument also has a flavor similar to that in the present paper; for example, his
result also gives a semidirect product decomposition into a Coxeter group and some outer factor,
the latter being expressed by using its classifying category. However, the argument based on
classifying categories resulted in geometric objects of higher dimensions, while the present paper
requires only two-dimensional cell complexes to describe the full structure of centralizers. This
simplicity enables us to obtain more explicit expressions of centralizers and, as a consequence,
to reveal further properties of the centralizers (see a forthcoming paper by the author) which
do not immediately follow from the results of the present and Borcherds’s papers.
On the other hand, for the centralizer ZW (WI), a special case where I consists of a single
generator was studied and a similar decomposition was given by Brink [4], although explicit
generators of the Coxeter group part (W⊥I in our notation) were not given. Patrick Bahls and
Mike Mihalik gave a complete description of ZW (WI) if W is an “even” Coxeter group, namely
if the product of any two distinct generators has either an even or infinite order, as is found
in their preprint and a recent book by Bahls [1]. Their approach is highly different from ours.
The commensurators of WI in W and the centralizers of parabolic subgroups AX in Artin-Tits
groups A of certain types were examined by Luis Paris [25, 24]. Eddy Godelle [12, 13] described
the normalizers, centralizers and related objects of AX in A, and revealed some new relationship
between Artin-Tits groups and Coxeter groups.
The results of this paper are applied to the author’s recent studies on the isomorphism
problem in Coxeter groups [18] and some relevant topics in structural properties of Coxeter
groups [20, 21]. Moreover, recently Ivonne J. Ortiz [23] used the result of (a preliminary version
of) this paper for explicitly computing the lower algebraic K-theory of Γ3 = O
+(3, 1)∩GL(4,Z)
(see also [22]).
1.3 Organization of this paper
The paper is organized as follows. Section 2 is devoted to some preliminaries, and Section 3
summarizes the properties of the groupoid C that are obtained by lifting the corresponding
properties of the groupoid G. Section 4 investigates the groupoid C further, enhancing its
similarity with Coxeter groups noticed by Brink and Howlett in [5], and derive the decomposition
of the vertex group CI =W
⊥I
⋊YI as well as the presentations of W
⊥I and YI . (Although this
looks similar to the decomposition GI = N˜I ⋊MI given in [5], there seems no overall relation
between the structures of N˜I and W
⊥I or between those of MI and YI ; see Remark 4.7 for
details.) Section 5 completes the description of the entire ZW (WI), and gives a description of
NW (WI) based on the same argument. Section 6 carries out an explicit computation of the
presentation of ZW (WI) with an example.
Acknowledgments. This paper is an enhancement of the material in Master’s thesis [19] by
the author. The author would like to express his deep gratitude to everyone who helped him,
especially to Professor Itaru Terada who was the supervisor of the author during the graduate
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2 Preliminaries
2.1 Groupoids and related objects
We briefly summarize the notion of groupoids, fixing some notation and convention. We refer
to [7] for the terminology and facts not mentioned here.
A groupoid is a small category whose morphisms are all invertible; namely a family of sets
G = {Gx,y}x,y∈I with index set V(G) = I endowed with (1) multiplications Gx,y ×Gy,z → Gx,z
satisfying the associativity law, (2) an identity element 1 = 1x in each Gx,x, and (3) an inverse
g−1 ∈ Gy,x for every g ∈ Gx,y. In particular, each Gx,x is a group, called a vertex group of G.
We write g ∈ G to signify g ∈
⊔
x,y∈I Gx,y, and X ⊆ G for X ⊆
⊔
x,y∈I Gx,y. If g ∈ Gy,x we call y
and x the target and source of g, respectively. (Note that this is reverse to the usual convention.
The reason is that we will consider later an action of an element g ∈ Gy,x of a certain groupoid
G from the left that maps an element associated to x to one associated to y.) An element g ∈ G
is called a loop in G if the source and target of g are equal, namely if g lies in some vertex group
of G. A sequence (gl, gl−1, . . . , g1) of elements of G is composable if the source of gi+1 is equal
to the target of gi for every 1 ≤ i ≤ l − 1. A homomorphism between groupoids is a covariant
functor between them regarded as categories. Notions such as isomorphisms and subgroupoids
are defined as usual.
Let X ⊆ G. A word in the set X±1 = X ⊔ {x−1 | x ∈ X} is a composable sequence
(xεll , . . . , x
ε2
2 , x
ε1
1 ) of symbols in X
±1. We say that this word represents the element xεll · · · x
ε2
2 x
ε1
1
of G. The set X is called a generating set of G if every element of G is represented by a word
in X±1. Given a generating set X of G, a set R of formal expressions of the form ξ = η, where
ξ and η are words in X±1, is called a set of fundamental relations of G with respect to X if
(1) the two words ξ and η in each expression ξ = η in R represent the same element of G, and
(2) if two words ζ and ω in X±1 represent the same element of G, then ω is obtained from ζ
by a finite steps of transformations replacing a subword matching one side of an expression in
R ∪ {xεx−ε = ∅ | x ∈ X and ε ∈ {±1}} (where ∅ represents the empty word) by the other side
(or vice versa).
Let G be an unoriented graph on vertex set V with no loops. The fundamental groupoid of G,
denoted here by π1(G; ∗, ∗), is a groupoid with index set V. The edges of G, each endowed with
one of the two possible orientations, say, from x ∈ V to y ∈ V, define elements of π1(G; y, x) =
π1(G; ∗, ∗)y,x, and π1(G; ∗, ∗) is freely generated by these elements. Note that the same edge
endowed with two opposite orientations give inverse elements to each other. A vertex group
π1(G;x) = π1(G;x, x) is the fundamental group of G at x, which is a free group. To keep
consistency with our convention for groupoids, in this paper we write a path in a graph from
right to left, hence a path el · · · e2e1, where ei is an oriented edge from xi−1 to xi for 1 ≤ i ≤ l,
determines an element of π1(G;xl, x0).
In this paper, the term “complex” refers to a pair K = (K1, C) of a graph K1, called the
1-skeleton of K, and a set C of some (not necessarily simple) closed paths in K. As an analogy
of usual 2-dimensional cell complexes, each closed path c ∈ C is regarded as a “2-cell” of K
with boundary c. When K1 has no loops, the fundamental groupoid of K, denoted similarly
by π1(K; ∗, ∗), is constructed from π1(K
1; ∗, ∗) by adding new relations “boundary of a 2-cell
= 1”. Note that to every complex K a topological space (called a geometric realization of K)
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is associated in such a way that π1(K; ∗, ∗) is naturally a full subgroupoid of the fundamental
groupoid of the space (see [7, Section 5.6] for details).
A groupoid G˜ is called a covering groupoid of a groupoid G with covering map p : G˜ → G
if p is a surjective homomorphism and, moreover, for any g ∈ G with source x and x˜ ∈ V(G˜)
projecting onto x (called a lift of x), there exists a unique element g˜ ∈ G˜ with source x˜ projecting
onto g (also called a lift of g); see e.g., [6, Section 9.2]. Any lift of an identity element in G
is an identity element in G˜. If (gl, . . . , g2, g1) is a composable sequence of elements of G, then
for any lift x˜ of the source x of g1, there is a unique composable sequence (g˜l, . . . , g˜2, g˜1) of lifts
of gl, . . . , g2, g1 respectively, with x˜ being the source of g˜1; and the product g˜l · · · g˜2g˜1 is the
lift of gl · · · g2g1 with source x˜. In later sections we will use the following property of covering
groupoids, whose proof is straightforward and so omitted here:
Proposition 2.1. Suppose that a groupoid G admits a covering groupoid G˜, a generating set
X and a set R of fundamental relations. Then the set X˜ of the lifts of the generators g ∈ X
generates G˜. Moreover, G˜ admits, with respect to the X˜, a set R˜ of fundamental relations
consisting of the formal expressions ξ˜ = η˜ such that ξ˜ and η˜ are words in X˜±1 with the same
source and these are lifts of corresponding terms of an expression ξ = η belonging to R.
2.2 Coxeter groups
The basics of Coxeter groups summarized here are found in [16] unless otherwise noticed.
2.2.1 Definitions
A pair (W,S) of a group W and its generating set S is called a Coxeter system if W admits the
following presentation
W = 〈S | (st)ms,t = 1 for all s, t ∈ S such that ms,t <∞〉 ,
where the ms,t ∈ {1, 2, . . . } ∪ {∞} are symmetric in s and t, and ms,t = 1 if and only if s = t.
Note that the set S may have infinite cardinality. A group W is called a Coxeter group if
(W,S) is a Coxeter system for some S ⊆ W . An isomorphism of Coxeter systems from (W,S)
to (W ′, S′) is a group isomorphism W → W ′ that maps S onto S′. It is shown that ms,t is
precisely the order of st ∈W , therefore the system (W,S) determines uniquely the data (ms,t)s,t
and hence the Coxeter graph Γ, which is a simple unoriented graph with vertex set S in which
two vertices s, t ∈ S are joined by an edge with label ms,t if and only if ms,t ≥ 3 (by usual
convention, the label is omitted when ms,t = 3). For I ⊆ S, the subgroup WI = 〈I〉 of W
generated by I is called a parabolic subgroup. If I is (the vertex set of) a connected component
of Γ, then WI and I are called an irreducible component of W (or of (W,S), if we emphasize
the generating set S) and of S, respectively. Now W is the (restricted) direct product of its
irreducible components. If Γ is connected, then (W,S), W and S are called irreducible. If I ⊆ S,
then (WI , I) is also a Coxeter system, of which the Coxeter graph ΓI is the full subgraph of Γ
with vertex set I and the length function is the restriction of the length function ℓ of (W,S).
2.2.2 Geometric representation and root systems
Let V denote the space of the geometric representation of (W,S) over R equipped with a basis
Π = {αs | s ∈ S} and a W -invariant symmetric bilinear form 〈 , 〉 determined by
〈αs, αt〉 =
{
− cos(π/ms,t) if ms,t <∞ ;
−1 if ms,t =∞ ,
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where W acts faithfully on V by s · v = v − 2〈αs, v〉αs for s ∈ S and v ∈ V . Then the root
system Φ = W · Π consists of unit vectors with respect to the 〈 , 〉, and it is the disjoint union
Φ = Φ+ ⊔ Φ− of Φ+ = Φ ∩ R≥0Π and Φ
− = −Φ+ where R≥0Π signifies the set of nonnegative
linear combinations of elements of Π. Elements of Φ, Φ+, and Φ− are called roots, positive roots,
and negative roots, respectively. For any subset Ψ ⊆ Φ and w ∈W , put
Ψ± = Ψ ∩ Φ± , respectively,
and
Ψ[w] = {γ ∈ Ψ+ | w · γ ∈ Φ−} .
We have ℓ(w) = |Φ[w]|, hence w = 1 if and only if Φ[w] = ∅. This implies that the set Φ[w]
determines the element w ∈W uniquely. The following property is well known:
Lemma 2.2. For w1, w2 ∈W , the following conditions are equivalent:
1. ℓ(w1w2) = ℓ(w1) + ℓ(w2);
2. Φ[w2] ⊆ Φ[w1w2];
3. Φ[w1] ∩ Φ[w
−1
2 ] = ∅;
4. Φ[w1w2] = (w
−1
2 · Φ[w1]) ⊔ Φ[w2].
For any element v =
∑
s∈S csαs ∈ V , define the support of v by
Supp v = {s ∈ S | cs 6= 0} .
For each I ⊆ S, put
ΠI = {αs | s ∈ I} ⊆ Π , VI = SuppΠI ⊆ V and ΦI = Φ ∩ VI .
It is well known that ΦI coincides with the root system WI · ΠI of (WI , I) (see also Theorem
2.3(3) below). The support of any γ ∈ Φ is irreducible; this follows from the facts that we have
γ ∈ ΦI where I = Suppγ, and that Supp (w · αs) (for w ∈ WI and s ∈ I) is contained in the
irreducible component of I containing s.
2.2.3 Reflection subgroups
For a γ = w · αs ∈ Φ, let sγ = wsw
−1 denote the reflection along γ acting on V by sγ · v =
v−2〈γ, v〉γ for v ∈ V . Note that ℓ(usγ) 6= ℓ(u) for any u ∈W . For any subset Ψ ⊆ Φ, letW (Ψ)
denote the subgroup generated by all sγ with γ ∈ Ψ. A subgroup of W of this form is called a
reflection subgroup. Note that W (Ψ) = W (W (Ψ) ·Ψ) and −W (Ψ) ·Ψ = W (Ψ) · Ψ. Moreover,
let Π(Ψ) denote the set of all “simple roots” γ ∈ (W (Ψ) ·Ψ)+, namely all the γ such that any
expression γ =
∑r
i=1 ciβi with ci > 0 and βi ∈ (W (Ψ) ·Ψ)
+ satisfies that βi = γ for all i. Put
S(Ψ) = {sγ | γ ∈ Π(Ψ)} .
It was shown by Vinay V. Deodhar [10] that (W (Ψ), S(Ψ)) is a Coxeter system. Note that
Matthew Dyer [11] also proved independently that W (Ψ) is a Coxeter group and determined a
corresponding generating set, which in fact coincides with S(Ψ). First, we summarize Deodhar’s
result (the claim 1 below) and some related properties:
Theorem 2.3. Let Ψ ⊆ Φ be any subset.
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1. The pair (W (Ψ), S(Ψ)) is a Coxeter system. For any β ∈ Π(Ψ), the reflection sβ permutes
the elements of (W (Ψ) ·Ψ)+ r {β}. Moreover, any γ ∈ (W (Ψ) ·Ψ)+ can be expressed as
a nonnegative linear combination of elements of Π(Ψ).
2. Let β, γ ∈W (Ψ) ·Ψ and w ∈W (Ψ). Then wsβw
−1 = sγ if and only if w · β = ±γ.
3. If γ ∈ Φ and sγ ∈ W (Ψ), then γ ∈ W (Ψ) · Π(Ψ). In particular, we have W (Ψ) · Ψ =
W (Ψ) · Π(Ψ).
4. Let ℓΨ be the length function of (W (Ψ), S(Ψ)). Then for w ∈W (Ψ) and γ ∈ (W (Ψ) ·Ψ)
+,
we have ℓΨ(wsγ) < ℓΨ(w) if and only if w · γ ∈ Φ
−.
5. If w ∈W (Ψ), then ℓΨ(w) = |(W (Ψ) ·Ψ)[w]| <∞.
Note that the claim 2 is well known for arbitrary roots. On the other hand, once the claim
3 is proven, the claims 4 and 5 will follow from the proof of the main theorem of Deodhar’s
another paper [9]. To prove the claim 3, we require another theorem of Deodhar [8]:
Theorem 2.4 ([8, Theorem 5.4]). If w ∈ W and w2 = 1, then w decomposes into a product
of commuting reflections along pairwise orthogonal roots. Hence if w is an involution, then
w · γ = −γ for some γ ∈ Φ.
Proof of Theorem 2.3(3). For the first part, let γ ∈ Φ such that sγ ∈ W (Ψ). Then Theorem
2.4 gives us a decomposition sγ = sβ1 · · · sβr of the involution sγ in a Coxeter group W (Ψ) into
pairwise commuting distinct reflections sβi along βi ∈ W (Ψ) · Π(Ψ). Write γ = w · αs with
s ∈ S and w ∈W , then s = w−1sγw = sβ′1 · · · sβ′r where all β
′
i = w
−1 · βi are orthogonal as well
as the βi. This implies that s · β
′
i = −β
′
i, therefore β
′
i = ±αs for every i. Hence we have r = 1
and γ = ±w · β′1 = ±β1 ∈W (Ψ) ·Π(Ψ), as desired.
For the second part, any element γ ∈ W (Ψ) ·Ψ satisfies that sγ ∈ W (W (Ψ) ·Ψ) = W (Ψ),
therefore γ ∈W (Ψ) · Π(Ψ) by the first part. The other inclusion is obvious.
Secondly, we summarize a part of Dyer’s result and its consequences needed later. We say
that a subset Ψ ⊆ Φ+ is a root basis if for all β, γ ∈ Ψ, we have{
〈β, γ〉 = − cos(π/m) if sβsγ has order m <∞ ;
〈β, γ〉 ≤ −1 if sβsγ has infinite order.
Theorem 2.5 ([11, Theorem 4.4]). Let Ψ ⊆ Φ+ be any subset. Then we have Π(Ψ) = Ψ if and
only if Ψ is a root basis.
Corollary 2.6. Let Ψ ⊆ Φ+ be a root basis such that |W (Ψ)| < ∞. Then Ψ is a basis of a
positive definite subspace of V with respect to the form 〈 , 〉.
Proof. By Theorem 2.5, the finite Coxeter group W (Ψ) has its own geometric representation
space V ′ with basis Π′ = {β | β ∈ Ψ} and positive definite bilinear form 〈 , 〉′ (see [16, Theorem
6.4]) such that 〈β, γ〉 = 〈β, γ〉′ for β, γ ∈ Ψ. Now if v =
∑
β∈Ψ cββ ∈ spanΨ and 〈v, v〉 ≤ 0,
then 〈v, v〉′ = 〈v, v〉 ≤ 0 where v =
∑
β∈Ψ cββ ∈ V
′, implying that cβ = 0 as desired.
Here we present two more results needed later as well. The first one is a slight improvement
of [15, Proposition 2.6]. Note that the assumption |S| <∞ in the original statement is in fact
not necessary; namely we have:
Proposition 2.7. Let Ψ ⊆ Φ+ be a root basis such that |W (Ψ)| < ∞, and U = spanΨ. Then
there exist w ∈ W and I ⊆ S such that |WI | < ∞ and w · (U ∩ Φ
+) = Φ+I . Moreover, this w
maps U ∩Π into ΠI .
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Proof. First, Theorem 2.3(3) implies that the set {γ ∈ Φ | sγ ∈W (Ψ)} coincides with the root
system W (Ψ) ·Ψ of W (Ψ), which is finite by the hypothesis. Thus the hypothesis of the original
proposition [15, Proposition 2.6] is satisfied, hence it follows from that proposition that there are
w ∈W and I ⊆ S such that |WI | <∞ and w · (U ∩Φ) = ΦI (note that U = span (W (Ψ) ·Ψ)).
Choosing such a w with shortest length, it also holds that w−1 · Φ+I ⊆ U ∩ Φ
+. Indeed, if
γ ∈ ΦI [w
−1], then sγw ∈ W also satisfies the condition and is shorter than w (apply Theorem
2.3(4) to w−1). Hence the first claim holds.
For the second claim, if αs ∈ U ∩ Π and w · αs =
∑
t∈I ctαt with ct ≥ 0, then αs =∑
t∈I ctw
−1 · αt, while w
−1 · αt ∈ Φ
+. Thus we have w−1 · αt = αs whenever ct > 0, showing
that w · αs = αt ∈ ΠI as desired.
The second result is that the theorem [16, Theorem 1.12 (d)] also holds for a general W :
Proposition 2.8. Let Ψ ⊆ Φ be any subset. Then any w ∈ W of finite order that fixes Ψ
pointwise decomposes into a product of reflections also having this property.
Proof. First, a well-known theorem of Jacques Tits implies that the finite subgroup 〈w〉 of W
is conjugate to a subgroup of a finite WI (see [2, Theorem 4.5.3] for a proof), therefore we may
assume without loss of generality that w ∈ WI . Since VI is positive definite (see [16, Theorem
6.4]), each γ ∈ Ψ decomposes as γ = v + v′ with v ∈ VI and v
′ ∈ VI
⊥. Now w ∈WI fixes every
v = γ − v′, therefore the result for the finite WI yields a decomposition w = sβ1 · · · sβr , where
each reflection sβj ∈WI fixes every v, hence fixes every γ = v + v
′ ∈ Ψ, as desired.
2.2.4 Finite parabolic subgroups and their longest elements
We say that a subset I ⊆ S is of finite type if |WI | < ∞, or equivalently |ΦI | < ∞. The finite
irreducible Coxeter groups have been classified as summarized in [16, Chapter 2]. Here we give
a canonical labelling r1, r2, . . . , rn (where n = |I|) of elements of an irreducible subset I ⊆ S
of each finite type used in this paper in the following manner, where we put mi,j = mri,rj for
simplicity and the mi,j not listed here are all equal to 2:
Type An (n ≥ 2): mi,i+1 = 3 (1 ≤ i ≤ n− 1);
Type Bn (n ≥ 2): mi,i+1 = 3 (1 ≤ i ≤ n− 2) and mn−1,n = 4;
Type Dn (n ≥ 4): mi,i+1 = mn−2,n = 3 (1 ≤ i ≤ n− 2);
Type En (n = 6, 7, 8): m1,3 = m2,4 = mi,i+1 = 3 (3 ≤ i ≤ n− 1);
Type F4: m1,2 = m3,4 = 3 and m2,3 = 4;
Type Hn (n = 3, 4): m1,2 = 5 and mi,i+1 = 3 (2 ≤ i ≤ n− 1);
Type I2(m) (m ≥ 5): m1,2 = m.
Let w0(I) denote the (unique) longest element of a finite WI , which has order two and
maps ΠI onto −ΠI . Now let I be irreducible of finite type. If I is of type An (n ≥ 2),
Dk (k odd), E6 or I2(m) (m odd), then the automorphism of the Coxeter graph ΓI of WI
induced by (the conjugation action of) w0(I) is the unique nontrivial automorphism on ΓI .
Otherwise w0(I) lies in the center Z(WI) of WI and the induced automorphism on ΓI is trivial,
in which case we say that I is of (−1)-type. Moreover, if WI is finite but not irreducible, then
w0(I) = w0(I1) · · ·w0(Ik) where the Ii are the irreducible components of I. Note that for an
arbitrary I ⊆ S, the center Z(WI) is an elementary abelian 2-group generated by the w0(J)
where J runs over all irreducible components of I of (−1)-type.
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3 The groupoid C
From now on, we fix an arbitrarily given subset I ⊆ S unless specifically noted otherwise. In
this section, we introduce and study a groupoid C, one of whose vertex groups gives a fairly
large part (still not all) of the centralizer ZW (WI). As we shall see in Section 3.3, our groupoid
C is a covering of the groupoid G defined by Brink and Howlett in [5] for their study of the
normalizer NW (WI). As a consequence, many properties, but not all, of C can be obtained
from those of G.
Here we survey the connection among the centralizer ZW (WI) and the two groupoids C and
G. If X is a W -set (that is, a set with W -action) and Y ⊆ X, let G = (X;Y ) denote tentatively
a groupoid with index set Y defined by G = {Gy,y′}y,y′∈Y and Gy,y′ = {w ∈ W | y = w · y
′},
with multiplication induced by that of W . The vertex group Gy,y of G at y ∈ Y is the stabilizer
of y in W . If X ′ is another W -set and Y ′ ⊆ X ′, then a W -equivalent map ϕ : X → X ′ with
ϕ(Y ) ⊆ Y ′ induces a groupoid homomorphism ϕ∗ : (X;Y ) → (X
′;Y ′). It is a covering of
groupoids if ϕ(Y ) = Y ′ and Y = ϕ−1(Y ′).
Now fix a set Λ with |Λ| = |I|. For a W -set X, let X∗ temporarily denote the set of all
injections Λ → X with the W -action induced from that on X. Then the centralizer ZW (WI),
that is the final target of our study, is the vertex group of a groupoid (T ∗;S∗) at an element
xI ∈ S
∗, where T denotes the set of reflections in W with respect to S (on which W acts by
conjugation) and the image of the map xI is I.
Look at the following diagram of groupoids, whose morphisms are induced by the obvious
W -equivalent maps. Here the symbol
(X
|Λ|
)
, where X is a W -set, denotes the set of all subsets
of X with cardinality |Λ| with the W -action induced from that on X. The two morphisms
marked ∗ are coverings, and the one marked # is an inclusion as a full subgroupoid. Note that
the composition of the vertical arrows induces a bijection on the index sets. The groupoid C
we introduce below is isomorphic to the connected component of the groupoid (Φ∗; Π∗) on the
top-left corner containing the lift of xI . Since ZW (WI) contains elements projected from those
of the groupoid (Φ∗; (±Π)∗) with source being the lift of xI ∈ S
∗ that lies in Π∗ ⊆ (±Π)∗ and
target being its other lifts in (±Π)∗ r Π∗, the vertex group CI is only a part of ZW (WI) in
general. On the other hand, the groupoid G in [5] is a connected component of the groupoid
(
( Φ
|Λ|
)
;
( Π
|Λ|
)
) on the right.
CI ⊆ (Φ
∗; Π∗)
∗
−−−−→ (
( Φ
|Λ|
)
;
( Π
|Λ|
)
) ⊇ G
#
y
(Φ∗; (±Π)∗)
∗
y
ZW (WI) ⊆ (T
∗;S∗)
3.1 Definitions
In what follows, we would like to deal with an “ordered tuple” consisting of the elements of a
given subset of S. The reason is that elements of the centralizer ZW (WI) not only leaves the set
I invariant but also fix every element of I pointwise. For the purpose, first we fix an auxiliary
index set Λ0 having the same cardinality as S. Then put
S(Λ) = {x : Λ→ S | x is injective} for each Λ ⊆ Λ0
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and
S∗ =
⋃
Λ⊆Λ0
S(Λ) .
For x ∈ S(Λ) and λ ∈ Λ, we write xλ for x(λ); thus x may be regarded as a duplicate-free “Λ-
tuple” (xλ) = (xλ)λ∈Λ of elements of S. If |Λ| = n <∞, then it is regarded as a duplicate-free
sequence (x1, x2, . . . , xn) by identifying Λ with {1, 2, . . . , n}. We write
xA = {xλ | λ ∈ A} for each A ⊆ Λ , and [x] = xΛ .
If we put
Ĉx,y = {w ∈W | αxλ = w · αyλ for all λ ∈ Λ} for all x, y ∈ S
(Λ)
and Ĉx,y = ∅ for all x ∈ S
(Λ) and y ∈ S(Λ
′) such that Λ 6= Λ′, then Ĉ = {Ĉx,y}x,y∈S∗ is a
groupoid with vertex set V(Ĉ) = S∗ and multiplication induced by that of W . Write
x = w · y if x, y ∈ S∗ and w ∈ Ĉx,y . (3.1)
Now we fix elements
Λ ⊆ Λ0 and xI ∈ S
(Λ) such that [xI ] = I ,
and define the groupoid C as the connected component of Ĉ containing xI ; hence
V(C) = {x ∈ S(Λ) | Ĉx,xI 6= ∅} and Cx,y = Ĉx,y for x, y ∈ V(C) .
Note that Cx,y 6= ∅ for all x, y ∈ V(C). We put
CI = CxI ,xI = {w ∈W | w · αs = αs for all s ∈ I} ,
which is a normal subgroup of ZW (WI). We will see below that this CI occupies a fairly large
part, but in general not the whole, of ZW (WI).
We will see in Theorem 4.6 the following semidirect product decomposition
CI =W
⊥I
⋊ YI . (3.2)
We define the factors below. First, for arbitrary subsets I, J ⊆ S, let
Φ⊥IJ = {γ ∈ ΦJ | γ is orthogonal to every αs ∈ ΠI}
and
W⊥IJ =W (Φ
⊥I
J )
(see Section 2.2.3 for notations). Note that for any γ ∈ Φ⊥IJ , we have sγ · αs = αs for every
s ∈ I, therefore sγ · Φ
⊥I
J = Φ
⊥I
J . Hence by Theorem 2.3, W
⊥I
J is a Coxeter group with root
system W⊥IJ · Φ
⊥I
J = Φ
⊥I
J , generating set and simple system given by
RJ,I = S(Φ⊥IJ ) and Π
J,I = Π(Φ⊥IJ ) , respectively.
In the notations, the symbol J will be omitted when J = S. In particular, the factor W⊥I in
(3.2) is given by
W⊥I =W⊥IS = 〈{sγ | γ ∈ Φ
⊥I}〉 .
For the factor YI in (3.2), first define a subgroupoid Ŷ = {Ŷx,y}x,y∈S∗ of Ĉ by
Ŷx,y = {w ∈ Ĉx,y | w · (Φ
⊥[y])+ ⊆ Φ+} = {w ∈ Ĉx,y | (Φ
⊥[x])+ = w · (Φ⊥[y])+}
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for x, y ∈ S∗. Here the second equality is a consequence of the following fact
Φ⊥[y] = w · Φ⊥[x] for all w ∈ Ĉx,y ,
also implying that W⊥[x] is normal in Ĉx,x. Now let Y be the full subgroupoid of Ŷ with vertex
set V(C), namely
V(Y ) = V(C) and Yx,y = Ŷx,y for x, y ∈ V(C) ,
and write
YI = YxI ,xI = {w ∈ CI | (Φ
⊥I)+ = w · (Φ⊥I)+} .
Then Y is a subgroupoid of C. Note that W⊥[x] ∩ Yx,x = 1 since any element of W
⊥[x] ∩ Yx,x
has length zero by virtue of Theorem 2.3(5).
3.2 Preceding results on normalizers
Here we summarize some preceding results on the normalizers NW (WI) of WI in W given by
Brink and Howlett [5]. Their first step is the decomposition NW (WI) = WI ⋊ NI (see [5,
Proposition 2.1]), where the factor
NI = {w ∈W | w · ΠI = ΠI}
is the main subject of the paper [5].
The following theorem, used in [5] for general S, is proven in [8] by Deodhar under the
assumption |S| <∞. A proof for the general case is given in [21].
Theorem 3.1 (Deodhar). Let K ⊆ S be any subset and J ⊂ K a proper subset, and suppose
that WK is infinite and irreducible. Then |ΦK r ΦJ | =∞.
For J,K ⊆ S, let J∼K denote the union of the connected components of the graph ΓJ∪K
having nonempty intersection with K. Then Theorem 3.1 implies that, in the case J ∩K = ∅,
the set J∼K ⊆ S is of finite type if and only if the set ΦJ∪K r ΦJ = ΦJ∼K r ΦJ is finite. Here
the last equality follows from the irreducibility of the support of any root (see Section 2.2.2).
In this case, it is shown in [5] that
w0(J∼K)w0(J∼K rK) ·ΠJ ⊆ ΠJ∪K
and
Φ [w0(J∼K)w0(J∼K rK)] = Φ
+
J∪K r ΦJ .
Moreover, it is easy to show that
(w0(J∼K)w0(J∼K rK))
−1 = w0(J
′
∼K ′)w0(J
′
∼K ′ rK
′) , (3.3)
where we put ΠJ ′ = w0(J∼K)w0(J∼K rK) ·ΠJ and K
′ = (J ∪K)r J ′.
An element u ∈ W is called a right divisor of w ∈ W if ℓ(w) = ℓ(wu−1) + ℓ(u). The
following lemma is a generalization of [5, Lemma 4.1]. The proof of the original lemma can be
easily adapted.
Lemma 3.2 (See [5, Lemma 4.1]). Let w ∈W and J,K ⊆ S, and suppose that w ·ΠJ ⊆ Π and
w · ΠK ⊆ Φ
−. Then J ∩K = ∅, the set J∼K is of finite type and w0(J∼K)w0(J∼K rK) is a
right divisor of w.
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A groupoid G played a central role in the paper [5]. We recall the definition. Given I ⊆ S,
put
J = {J ⊆ S | ΠJ = w ·ΠI for some w ∈W} ;
GJ,K = {(J,w,K) | w ∈W and ΠJ = w · ΠK} for J,K ∈ J .
The multiplication in the groupoid G = {GJ,K}J,K∈J is defined by
(J1, w, J2)(J2, u, J3) = (J1, wu, J3) .
Note that the map (I, w, I) 7→ w from GI,I to NI is a group isomorphism. Now for J ⊆ S and
s ∈ S r J , write
v[s, J ] = w0(J∼s)w0(J∼s r {s}) if J∼s is of finite type,
hence v[s, J ] · ΠJ = ΠK for a unique K ⊆ S. Moreover, an expression g = g1g2 · · · gn of
g = (J0, w, Jn) ∈ GJ0,Jn with gi = (Ji−1, v[si, Ji], Ji) is called a standard expression in G if
ℓ(w) =
∑n
i=1 ℓ(v[si, Ji]).
The argument in [5] requires the following theorem of Deodhar:
Theorem 3.3 ([8, Proposition 5.5]). Any (J,w,K) ∈ G admits a standard expression in G.
Moreover, if s ∈ S and w · αs ∈ Φ
−, then this expression can be chosen in such a way that it
ends with (J ′, v[s,K],K) for some J ′.
Now we summarize some results of [5] required in this paper:
Theorem 3.4. 1. ([5, Theorem 2.4]) Suppose that s, t 6∈ J ⊆ S, s 6= t and J ′ = J∼{s,t}
is of finite type, hence w = w0(J
′)w0(J
′
r {s, t}) maps ΠJ onto a unique ΠK . Then
(K,w, J) ∈ G admits exactly two standard expressions of the form
(J0, v[s1, J1], J1) · · · (Jn−1, v[sn, Jn], Jn)
in G. Both of them consist of the same number n of factors and satisfy that Ji ∪ {si} ⊆
J ∪ {s, t} for all i. Moreover, one of them satisfies sn = s and the other satisfies sn = t.
2. ([5, Theorem A]) The groupoid G is generated by the elements (J, v[s,K],K). Moreover,
the following two kinds of relations
• (J, v[s,K],K)(K, v[t, J ], J) = 1, with K ∪ {s} = J ∪ {t},
• g1g2 · · · gn = g
′
1g
′
2 · · · g
′
n, where g1g2 · · · gn and g
′
1g
′
2 · · · g
′
n are the standard expressions
of a common w0(J
′)w0(J
′
r {s, t}) such that s, t 6∈ J ⊆ S, s 6= t and J ′ = J∼{s,t} is
of finite type,
are fundamental relations of G with respect to these generators.
Note that g1 6= g
′
1 in the statement 2, since g
−1
n · · · g
−1
2 g
−1
1 and g
′
n
−1 · · · g′2
−1g′1
−1 are the
standard expressions of the element (w0(J
′)w0(J
′
r {s, t}))−1 (see (3.3) and the statement 1).
In this paper, we say that a generator (J, v[s,K],K) of G is a loop generator if J = K,
namely if it is a loop of the groupoid G (see Section 2.1 for terminology).
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3.3 Lifting from G to C
Now it is straightforward to show that C is a covering groupoid of G with covering map that
sends x ∈ V(C) to [x] ∈ J and w ∈ Cx,y to ([x], w, [y]) ∈ G[x],[y] (see Section 2.1 for the
terminology). This enables us to lift up the above results on G to its covering groupoid C, as
in Theorem 3.5 below (see Proposition 2.1).
We prepare notations and terminology. For a pair ξ = (x, s) of x ∈ V(C) and s ∈ S r [x]
such that [x]∼s is of finite type, we have y = v[s, [x]] ·x ∈ V(C) (see (3.1) for notation), and the
generator ([y], v[s, [x]], [x]) of G has a unique lift in Cy,x. We denote this element in Cy,x by w
s
x
or wξ, and write
ϕ(ξ) = ϕ(x, s) = (y, t) ,
where t is the unique element of ([x] ∪ {s}) r [y]. Theorem 3.5(3) below implies that ϕ is
an involutive map from the set of all such pairs (x, s) to itself. Moreover, we also use the
terminology “a standard expression of w in C” in a similar way, where the elements wsx play
the role of the (J, v[s,K],K) in G. Now we have the following results on the groupoid C by
applying Proposition 2.1 as mentioned above:
Theorem 3.5. 1. Any w ∈ C admits a standard expression in C. Moreover, if s ∈ S and
w · αs ∈ Φ
−, then this expression can be chosen in such a way that it ends with wsx.
2. Suppose that x ∈ V(C), s, t ∈ S r [x], s 6= t and J = [x]∼{s,t} is of finite type, hence
w = w0(J)w0(J r {s, t}) belongs to Cy,x for a unique y ∈ V(C). Then w admits exactly
two standard expressions of the form
ws1z1w
s2
z2 · · ·w
sn
zn
in C. Both of them consist of the same number n of factors and satisfy that [zi] ∪ {si} ⊆
[x]∪ {s, t} for all i. Moreover, one of them satisfies sn = s and the other satisfies sn = t.
3. The groupoid C is generated by the elements wsx. Moreover, the following two kinds of
relations
• wsxw
t
y = 1, with [x] ∪ {s} = [y] ∪ {t} (or equivalently, wξwϕ(ξ) = 1),
• c1c2 · · · cn = c
′
1c
′
2 · · · c
′
n, where c1c2 · · · cn and c
′
1c
′
2 · · · c
′
n are the standard expressions
of a common w0(J)w0(J r {s, t}) such that x ∈ V(C), s, t ∈ S r [x], s 6= t and
J = [x]∼{s,t} is of finite type,
are fundamental relations of C with respect to these generators. In addition, for the
relation of the second type, we have c1 6= c
′
1.
We use the term “loop generator” also for C; an element wsx is a loop generator of C if
wsx ∈ Cx,x, or equivalently w
s
x · x = x.
We refer to any transformation of expressions in C of the form
w1c1c2 · · · cnw2  w1c
′
1c
′
2 · · · c
′
nw2 ,
where c1c2 · · · cn and c
′
1c
′
2 · · · c
′
n are the two expressions in the second relation in Theorem 3.5(3),
as a generalized braid move (or a GBM in short). Its loop number is defined as a half of the total
number of loop generators contained in two expressions c1c2 · · · cn and c
′
1c
′
2 · · · c
′
n. In fact, this is
equal to the number of loop generators in c1c2 · · · cn, or equivalently in c
′
1c
′
2 · · · c
′
n (see Remark
4.5 below). Now Theorem 3.5(3) says that any two expressions in C of the same element can
be converted to each other by generalized braid moves together with insertions and deletions of
subwords of the form wξwϕ(ξ). This property will be enhanced in Proposition 4.4.
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3.4 The graph C
The set of generators wsx of C given in Theorem 3.5(3) can be regarded as the edge set of a
(connected) graph C with vertex set V(C), where wsx is an edge from x ∈ V(C) to w
s
x ·x ∈ V(C).
To regard C as an unoriented graph, we identify each edge wξ with its opposite wϕ(ξ). Since
we write an edge or a path in C from right to left by the convention mentioned in Section 2.1,
the paths in C are the expressions of elements in C. This graph C will be used in our argument
below.
Let x ∈ V(C) and s, t ∈ S r [x] such that s 6= t and J∼(Jr[x]) is of finite type, where
J = [x] ∪ {s, t}. Let C(J) be the subgraph of C consisting of all vertices y ∈ V(C) with [y] ⊆ J
and all edges ws
′
y with [y] ∪ {s
′} ⊆ J . Moreover, let G be the connected component of C(J)
containing x. Then it is easy to show that, for any vertex y of G, we have |J r [y]| = 2,
J∼(Jr[y]) = J∼(Jr[x]), and yλ = xλ whenever λ ∈ Λ and xλ 6∈ J∼(Jr[x]). (Indeed, it suffices to
check the property only for adjacent vertices x, y in G.) Thus G is a finite graph in which every
vertex is adjacent to exactly two edges, hence it is classified into the following two types:
1. A cycle without loops. We refer to any nonempty, non-backtracking closed path p in this
G as a circular tour.
2. A union of two loops and a simple (possibly empty) path joining the loops (see the left-
hand side of Figure 1). We say that a closed path p in this G is a shuttling tour if it visits
every vertex of G exactly twice (except the start point of the path) and passes each of the
two loops exactly once (see the right-hand side of Figure 1).
In both cases, the path p represents an element of the finite parabolic subgroupWJ
∼(Jr[x])
, hence
the order of p as an element of W is finite.
✣✢
✤✜② ② · · · ②✣✢
✤✜
②∧ > ∨<
Figure 1: The component G of the second type
The next lemma relates the shuttling tours with the generalized braid moves:
Lemma 3.6. Let q be a path in C and k ≥ 1. Then the followings are equivalent:
1. q = pk as paths in C for a shuttling tour p of order k;
2. q = (c′1 · · · c
′
r)
−1c1 · · · cr as paths in C for a generalized braid move c1 · · · cr  c
′
1 · · · c
′
r of
loop number k.
Proof. Assuming the property 1, let p correspond to the graph G, start with ws
′
y and end with
(wt
′
y )
−1. Then [y]∼{s′,t′} is of finite type as mentioned above, therefore the triple (y, s
′, t′) yields
a GBM c1 · · · cr  c
′
1 · · · c
′
r such that (cr, c
′
r) = (w
s′
y , w
t′
y ), both c1 · · · cr and c
′
1 · · · c
′
r are non-
backtracking distinct paths in G, and c1 6= c
′
1. Now the shape of G forces the closed path
q′ = (c′1 · · · c
′
r)
−1c1 · · · cr to be a power of p, say, p
n with n > 0. Then this GBM has loop
number n, since the path pn contains 2n loops.
We show that n = k. Since q′ = pn represents an identity element in C, the order k of p
is a divisor of n. Now if k < n, then k ≤ n/2 and a path pk representing an identity element
must be a subpath of the first half c1 · · · cr of q
′ = pn, contradicting the standardness of c1 · · · cr.
Thus n = k as desired, hence the property 2 follows.
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On the other hand, assuming the property 2, let the triple (x, s, t) correspond to the GBM
as in Theorem 3.5(3). Then, since the closed path q = (c′1 · · · c
′
r)
−1c1 · · · cr contains 2k loops,
the same argument as the first paragraph implies that q is a certain power pn of a shuttling
tour p with n > 0, this p has order n, and we have n = k since pn contains 2n loops. Hence the
property 1 follows, concluding the proof of Lemma 3.6.
4 The decomposition of C
The aim of this section is to prove the decomposition (3.2) of the group CI and describe the
factors in detail. In the course of our argument (see Section 4.1), we develop more similarities
of C with Coxeter groups, in addition to those inherited from those of G shown in [5] and
summarized above.
4.1 Similarities of C with Coxeter groups
We start with the following lemma, which says that any loop generator of C lying in Cx,x is a
reflection along a root in Φ⊥[x]. This property of our groupoid C, which the groupoid G does
not possess, plays an important role in our argument below.
Lemma 4.1. For x ∈ V(C) and s ∈ S r [x], the three conditions are equivalent:
1. [x]∼s is of finite type, and ϕ(x, s) = (x, s), i.e., w
s
x ∈ Cx,x;
2. [x]∼s is of finite type, and Φ
⊥[x][wsx] 6= ∅, i.e., w
s
x 6∈ Y ;
3. Φ
⊥[x]
[x]∪{s} 6= ∅.
If these conditions are satisfied, we have Φ⊥[x][wsx] = (Φ
⊥[x]
[x]∪{s}
)+ = {γ(x, s)} for a unique
positive root γ(x, s) such that sγ(x,s) = w
s
x.
Proof. Put ξ = (x, s). First, we deduce the property 2 from the property 1. The property
1 implies that wξ = wϕ(ξ), while wϕ(ξ) = w
−1
ξ (see Theorem 3.5(3)), therefore wξ
2 = 1. Thus
Theorem 2.4 gives us a root γ with wξ ·γ = −γ, which satisfies that γ ∈ Φ
⊥[x] since wξ ∈ Cx,x and
the form 〈 , 〉 isW -invariant, proving the property 2 as desired. Moreover, the property 2 implies
the property 3 since Φ[wξ] ⊆ Φ[x]∪{s}. This inclusion also implies that Φ
⊥[x][wξ] ⊆ (Φ
⊥[x]
[x]∪{s})
+.
Now we deduce the property 1 from the property 3. Let γ ∈ (Φ
⊥[x]
[x]∪{s})
+. Then we have
sγ ∈ Cx,x∩W[x]∪{s}, therefore ∅ 6= Φ[sγ ] ⊆ Φ
+
[x]∪{s}rΦ[x], forcing the root sγ ·αs to be negative.
Hence Theorem 3.5(1) gives us a standard expression of sγ in C ending with wξ. Moreover, this
expression consists of only the term wξ, since the equality Φ
+
[x]∪{s} r Φ[x] = Φ[wξ] implies that
Φ[sγ ] ⊆ Φ[wξ] and ℓ(sγ) ≤ ℓ(wξ). This proves that sγ = wξ ∈ Cx,x. Since γ ∈ (Φ
⊥[x]
[x]∪{s}
)+ was
chosen arbitrarily, the uniqueness of γ = γ(x, s) and the inclusion (Φ
⊥[x]
[x]∪{s})
+ = {γ(x, s)} ⊆
Φ⊥[x][wξ] follow. Moreover, it also follows that wξ · x = x, therefore ϕ(ξ) = ξ as desired. Hence
the proof of Lemma 4.1 is concluded.
The next property is an analogy of the Exchange Condition for Coxeter groups:
Lemma 4.2. Let w = wξ1wξ2 · · ·wξnwζ be an expression in C, where ζ = (x, s) and ϕ(ζ) =
(y, t), such that the expression wξ1 · · ·wξn is standard. Then the conditions 1–3 below are equiv-
alent in general, and moreover, the condition 4 is also equivalent to the first three when wζ = sγ
is a loop generator with γ a positive root (see Lemma 4.1):
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1. the expression wξ1 · · ·wξnwζ is not standard;
2. wξ1 · · ·wξn · αt ∈ Φ
−;
3. wξ1 · · ·wξn ∈ C admits a standard expression ending with w
−1
ζ = wϕ(ζ);
4. wξ1 · · ·wξn · γ ∈ Φ
−.
Proof. Put u = wξ1 · · ·wξn . First, the condition 2 implies the condition 3 by Theorem 3.5(1),
while the condition 3 implies the condition 1 since now ℓ(uwζ) = ℓ(u) − ℓ(wζ). We show
that the condition 1 implies the condition 2. By the hypothesis and the condition 1, we have
ℓ(uwζ) < ℓ(u) + ℓ(wζ), hence u maps some γ ∈ Φ[w
−1
ζ ] = Φ
+
[y]∪{t} r Φ[y] to a negative root (see
Lemma 2.2). Since u maps Π[y] into Π, it must map αt to a negative root, proving the condition
2 as desired.
In the special case wζ = sγ , the condition 4 implies the condition 1, since now both u and
sγ send γ ∈ Φ
+ into Φ− and hence ℓ(usγ) < ℓ(u) + ℓ(sγ) by Lemma 2.2. On the other hand,
the condition 3 implies the condition 4 since now we have γ ∈ Φ[w−1ζ ] ⊆ Φ[u] by Lemma 2.2
again. Hence the proof of Lemma 4.2 is concluded.
Given w ∈ C and its standard expression, let lp(w) denote the number of the loop generators
contained in this expression. It will be shown in Proposition 4.3 that lp(w) is well-defined
regardless of the choice of the standard expression of w. The next property is an analogy of a
well-known property of Coxeter groups concerning the length of w and the set Φ[w]. The proof
is also analogous to the case of Coxeter groups.
Proposition 4.3. Let w ∈ Cy,x. Then lp(w) is equal to the cardinality of the set Φ
⊥[x][w], hence
is determined just by w regardless of the given standard expression. If w admits a standard
expression of the form u0sγ1u1sγ2u2 · · · un−1sγnun, where each ui contains no loop generators
and each sγi is a loop generator with γi positive, then
Φ⊥[x][w] = {βi = (uisγi+1ui+1 · · · sγnun)
−1 · γi | 1 ≤ i ≤ n} .
Proof. Put wi,j = uisγi+1ui+1 · · · sγjuj for indices i ≤ j, and zi = wi,n ·x. First we show that all
the βi in the statement are distinct and lie in Φ
⊥[x][w], proving that n ≤ |Φ⊥[x][w]|. Note that
βi ∈ Φ
⊥[x] since γi ∈ Φ
⊥[zi]. Now if 1 ≤ i < j ≤ n and βi = βj , then we have
wi,j−1
−1 · γi = sγjwj,n · βi = sγjwj,n · βj = sγj · γj = −γj ∈ Φ
− ,
therefore Lemma 4.2 gives us a standard expression of wi,j−1, hence of wi,n, beginning with sγi .
The same situation occurs if βi ∈ Φ
−. However, this prevents the given expression of w from
being standard, contradicting the hypothesis. Thus all βi are positive and distinct. Moreover,
Lemma 2.2 implies that βi ∈ Φ[sγiwi,n] ⊆ Φ[w]. This completes the first claim of this proof.
From now, we prove the other inequality |Φ⊥[x][w]| ≤ n by induction on n. First, Lemma
4.1 says that any non-loop generator of C, hence the un, lies in the groupoid Y . This proves
the claim for n = 0 and allows us to assume that un = 1 without loss of generality. Now since
Φ⊥[x][sγn ] = {γn} (see Lemma 4.1), sγn maps Φ
⊥[x][w] r {γn} into the set Φ
⊥[x][w0,n−1] with
cardinality not larger than n − 1 (the induction assumption), proving the desired inequality.
Hence the proof of Proposition 4.3 is concluded.
The next result shows a further remarkable property of C, enhancing Theorem 3.5(3). Note
that the corresponding property of the fundamental relations of Coxeter groups plays a crucial
role in the solution of the word problem in Coxeter groups; see e.g., [2, Theorem 3.3.1]. The
proof is analogous to the case of Coxeter groups again.
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Proposition 4.4. Let w ∈ C be any element.
1. Any two standard expressions of w can be converted to each other by using the generalized
braid moves only.
2. Any expression of w can be converted to a given standard expression of w by using the
generalized braid moves and cancellations of subwords of the form wξwϕ(ξ) only, not using
insertions of subwords wξwϕ(ξ).
Proof. For the claim 1, we proceed the proof by induction on ℓ(w), the case ℓ(w) = 0 being
trivial. Suppose that ℓ(w) > 0, and let ws1x1 · · ·w
sn
xn and w
t1
y1 · · ·w
tm
ym be two standard expressions
of w, hence xn = ym. Then we have w · αsn ∈ Φ
− by the fact wsnxn · αsn ∈ Φ
− and Lemma
2.2, and w · αtm ∈ Φ
− similarly. Now the combination of Lemma 3.2 and Theorem 3.5(1)(2)
implies that J = [xn]∼{sn,tm} is of finite type and there are two standard expressions of w of
the forms uc1 · · · cr and uc
′
1 · · · c
′
r, where c1 · · · cr and c
′
1 · · · c
′
r are the standard expressions of
w0(J)w0(J r {sn, tm}) ∈ C ending with cr = w
sn
xn and c
′
r = w
tm
ym, respectively. Then we have
ws1x1 · · ·w
sn
xn
GBMs
 uc1 · · · cr
GBM
 uc′1 · · · c
′
r
GBMs
 wt1y1 · · ·w
tm
ym
as desired, where the first and the third transformations come from the induction assumption
and the second one is the definition of the GBM.
For the claim 2, let wξ1 · · ·wξn be an expression of w. We show the claim by induction on
the total length of the wξi , the case of length zero being trivial. Owing to the claim 1, we may
assume that this expression is not standard. Take the last index i such that wξ1 · · ·wξi−1 is
standard. Then by Lemma 4.2, wξ1 · · ·wξi−1 admits another standard expression of the form
wζ1 · · ·wζmwϕ(ξi), which can be reached from wξ1 · · ·wξi−1 by GBMs only (apply the claim 1).
Thus we have
wξ1 · · ·wξn
GBMs
 wζ1 · · ·wζmwϕ(ξi)wξi · · ·wξn
cancel
 wζ1 · · ·wζmwξi+1 · · ·wξn
and the total length decreases through the transformation. Hence the induction works and the
claim follows.
Remark 4.5. As shown in Theorem 3.5(2), both terms of a generalized braid move have the same
number of generators, the same number of loop generators (see Proposition 4.3) and the same
total length of generators contained. Thus none of those quantities increases in a transformation
appearing in Proposition 4.4. As a result, any expression of w ∈ C contains at least lp(w) loop
generators.
4.2 The factorization of C
The previous results enable us to deduce the following properties. Recall from Section 3.1 that
W⊥[x] is normal in Cx,x and W
⊥[x] ∩ Yx,x = 1.
Theorem 4.6. 1. We have
Cy,x =W
⊥[y] · Yy,x = Yy,x ·W
⊥[x] for all x, y ∈ V(C) .
Hence Cx,x admits a semidirect product decomposition Cx,x =W
⊥[x]
⋊ Yx,x.
2. The groupoid Y is generated by all the non-loop generators of C. We have
Yy,x = {w ∈ Cy,x | lp(w) = 0} for all x, y ∈ V(C) .
Moreover, Proposition 4.4 holds also for Y under the modification that the generalized
braid moves are restricted to the ones containing no loop generators.
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3. The length of an element w ∈ W⊥[x] with respect to the generating set Rx = S(Φ⊥[x]) of
W⊥x is equal to lp(w), and we have
R[x] = {wsγw
−1 | sγ ∈ Cy,y and w ∈ Yx,y for some y ∈ V(C)} . (4.4)
Moreover, w ∈ W⊥[x] admits an expression (w1sγ1w1
−1) · · · (wnsγnwn
−1) with n = lp(w)
such that the expression obtained from it by replacing every w1, wi
−1wi+1, wn
−1 with its
standard expression is also standard.
4. If w ∈ Yy,x, then the map u 7→ wuw
−1 is an isomorphism of Coxeter systems from
(W⊥[x], R[x]) to (W⊥[y], R[y]).
Proof. First we note the following fact used in the proof. If w ∈ C admits an expression of
the form u0sγ1u1sγ2 · · · un−1sγnun, where the sγi are loop generators and the ui contain no loop
generators, then
w = (w1sγ1w1
−1 · · ·wnsγnwn
−1)wn+1 = (sw1·γ1 · · · swn·γn)wn+1 (4.5)
where we put wi = u0u1 · · · ui−1 for each 1 ≤ i ≤ n+ 1.
For the claim 1, it suffices to show the first part of the claim, in particular the first equal-
ity, since then the second equality follows by taking the inverse. This is done by using the
transformation (4.5) and Lemma 4.1 (indeed, if w ∈ Cy,x, then wi ·γi ∈ Φ
⊥[y] and wn+1 ∈ Yy,x).
For the claim 2, the first and the third parts follow from the second part, Theorem 3.5(1)
and Remark 4.5. Moreover, the second one is deduced from Proposition 4.3.
For the claim 3, note that the claim on the length of w follows from Theorem 2.3(5) and
Proposition 4.3. Moreover, any element u of the right-hand side of (4.4) satisfies that lp(u) ≤ 1
(see Remark 4.5) and 1 6= u ∈ W⊥[x], hence lp(u) = 1 and u ∈ R[x] by the above claim. Now
take a standard expression u0sγ1u1sγ2 · · · un−1sγnun of w ∈W
⊥[x] in C of the above form, hence
n = lp(w). Then in the equality (4.5), we have wn+1 = 1 since W
⊥[x] ∩ Yx,x = 1, while w1 = u0
and wi
−1wi+1 = ui for all 1 ≤ i ≤ n. Hence (4.5) is the desired expression of w. This argument
also implies that the set R[x] = {w ∈ W⊥[x] | lp(w) = 1} is contained in the right-hand side of
(4.4). Hence the claim holds.
Finally, the claim 4 is a corollary of the claim 3. Hence Theorem 4.6 holds.
Remark 4.7. It is shown in [5] that the vertex group GI = GI,I of the groupoid G admits a
similar decomposition GI = N˜I ⋊MI into a Coxeter group N˜I and a vertex group MI of a
groupoid M , where M and N˜I are (by definition) generated by non-loop generators of G, and
by conjugates of loop generators of G by elements of M , respectively. However, in contrast with
the case of C, the properties of W⊥I and Y are not inherited immediately from N˜I and M ,
since a lift of a loop generator of G may be a non-loop generator of C and not all the generators
of W⊥I are lifts of those of N˜I . More precisely, it can be shown that W
⊥I is a normal reflection
subgroup of the Coxeter group N˜I , but not a parabolic one; hence the structure of W
⊥I is still
hard to describe even if that of N˜I is clear.
4.3 The factor Y
In this and the following subsections, we study the structure of the two factors W⊥I and YI
more precisely. First, we have the following result:
Proposition 4.8. Each vertex group Yx,x of Y is torsion-free.
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Proof. If w ∈ Yx,x has finite order, then Proposition 2.8 gives us a decomposition w = sβ1 · · · sβr
such that each sβj fixes Π[x] pointwise, therefore we have βj ∈ Φ
⊥[x] and w ∈ Yx,x ∩W
⊥[x] = 1,
implying w = 1 as desired.
This yields the following analogy of Lemma 3.6 (see Section 3.4 for the definitions):
Corollary 4.9. Any circular tour has order 1. Moreover, for a path p in the graph C, the
followings are equivalent:
1. p is a circular tour;
2. p = (c′1 · · · c
′
r)
−1c1 · · · cr as paths in C for a generalized braid move c1 · · · cr  c
′
1 · · · c
′
r with
loop number 0.
Proof. By definition, any circular tour p represents an element of finite order in some Yx,x that
is a torsion-free group (see Proposition 4.8), hence the element must be identity. The second
claim is deduced by the same argument as Lemma 3.6.
The combination of this corollary and Theorem 4.6(2) yields the next description of the
groupoid Y . Define a complex Y (see Section 2.1 for terminology) such that its 1-skeleton Y1
is the subgraph of C obtained by deleting all the loops, and Y has a 2-cell with boundary G for
each cycle G as in the definition of circular tours (see Section 3.4). Note that every path in Y
represents an element of C.
Theorem 4.10. The groupoid Y is naturally isomorphic to the fundamental groupoid π1(Y; ∗, ∗)
of the complex Y. Hence each Yx,x is also isomorphic to the fundamental group π1(Y;x) of Y
at x.
Note that the groupoid C also admits a similar description in terms of a certain complex
with C being the 1-skeleton, though C involves a loop in general and the boundary of a 2-cell is
not always a simple closed path any longer.
For a further description, we fix a maximal tree T in the connected graph Y1. For y, z ∈
V(C), let pz,y denote the unique non-backtracking path in T from y to z. Note that pz,ypy,x =
pz,x and py,z = pz,y
−1 hold in π1(Y
1; ∗, ∗). Moreover, put
q(x) = px,zqpy,x for x ∈ V(C) and a path q in Y
1 from y to z , (4.6)
which is the extension of the path q to a vertex x along the tree T . Note that (eξn · · · eξ1)(x) =
(eξn)(x) · · · (eξ1)(x) in π1(Y
1;x). Then a theorem in combinatorial group theory (see e.g., [7,
Theorem 5.17]) yields the following presentation of π1(Y;x):
Theorem 4.11. The group π1(Y;x) admits a presentation with generators given by
(wsy)(x) = px,zw
s
ypy,x , with w
s
y ∈ E(Y) and z = w
s
y · y ,
where E(Y) denotes the set of the oriented edges of Y, and fundamental relations given by
• (wξ)(x)(wϕ(ξ))(x) = 1 for every wξ ∈ E(Y);
• (wξ)(x) = 1 for every wξ ∈ E(Y) contained in the tree T ;
• (eξn)(x) · · · (eξ1)(x) = 1 for a boundary eξn · · · eξ1 of each 2-cell of Y.
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Example 4.12. Here we consider the case |I| = 1 examined by Brink [4]; hence S(Λ) = S and
I = {xI}. Then for x ∈ S and s ∈ S r {x}, the set {x}∼s is of finite type and w
s
x · x 6= x if
and only if mx,s is odd. Thus the 1-skeleton Y
1 is the connected component of the odd Coxeter
graph Γodd of (W,S) containing xI used in Brink’s description of ZW (xI), where Γ
odd is (by
definition) the subgraph of Γ obtained by removing the edges with non-odd labels. Moreover,
the acyclicness of Coxeter graphs of finite type implies that this Y has no 2-cell and Y = Y1.
Hence our result agrees with the result of [4] for this special case.
4.4 The factor W⊥I
First, for x ∈ V(C), define
Rx = {(w, u) | w ∈ Yx,x and u is a loop generator of C}
and
rx(w, u) = wu(x)w
−1 for (w, u) ∈ Rx (see (4.6) for the notation),
hence the generating set R[x] ofW⊥[x] consists of all the rx(w, u) with (w, u) ∈ Rx (see Theorem
4.6(3)). The subscripts ‘x’ are omitted when x = xI . The pair (w, u) is also denoted by (w, γ)
when u = sγ . To study relations between the generators rx(w, u), for integer 1 ≤ k < ∞, we
define a relation
k
∼ on Rx by
(w, γ)
k
∼ (wq(x), β) if there is a shuttling tour of order k of the form sγqsβq
−1
(see Section 3.4 for the terminology). Note that the relation
k
∼ is symmetric, and the product
rx(w, γ)rx(u, β) of two generators of W
⊥[x] has order k if (w, γ)
k
∼ (u, β). Let ∼ denote the
transitive closure of
1
∼, which is an equivalence relation.
The next result describes the structure of the group W⊥[x] in terms of those relations. Note
that the first claim of this result can be deduced directly from Theorem 3.5(3) in a similar way,
without Proposition 4.4 that is essential in the proof of the second claim.
Theorem 4.13. The group W⊥[x] admits a presentation with generators given by
rx(w, γ) , with (w, γ) ∈ Rx
and fundamental relations given by
• rx(w, γ)
2 = 1 for every (w, γ) ∈ Rx;
• (rx(w, γ)rx(u, β))
k = 1 for every pair (w, γ)
k
∼ (u, β) with 1 ≤ k <∞.
Moreover, any expression of an element of W⊥[x] (with respect to these generators) can be
converted into an arbitrarily given shortest expression of the element (with respect to these
generators) by using the following two kinds of transformations:
• rx(w, γ)
2
 1, corresponding to the first relation above;
• rx(w, γ)rx(u, β)rx(w, γ) · · ·  rx(u, β)rx(w, γ)rx(u, β) · · · (where both terms consist of k
generators), corresponding to the second relation above.
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Proof. Owing to Theorem 4.6(3), it suffices to prove that any expression of an element of W⊥[x]
can be converted into a given shortest expression of the form given in Theorem 4.6(3) in the
above way, since the above transformations of second type are invertible. In this proof, we
write w ≡ u if two expressions w and u represent the same element, distinguishing from the
case w = u where the expressions w and u themselves are equal.
To prove the above claim, write the given original expression as
w1l1w
−1
1 w2l2w
−1
2 · · ·wnlnw
−1
n , where (wi, li) ∈ Rx . (4.7)
Put w0 = 1 and wn+1 = 1. Then, owing to the assumption on the property of the target shortest
expression, the combination of Proposition 4.4 and Theorem 4.6(2) implies the following fact: To
convert (4.7) into the target expression, where both of the original and the target expressions
are regarded as those in C, the following three kinds of transformations are enough and an
insertion of any subword sβsβ is not required:
(T1) a cancellation of a subword sβsβ, with sβ a loop generator;
(T2) a GBM that contains a loop generator;
(T3) a transformation u u′, where u and u′ contain no loop generators and u ≡ u′ in Y .
Now we proceed the proof by induction on the total number N of transformations T1 and T2
in the conversion process. Note that, in the case N = 0, the original and the target expressions
with respect to the generators of W⊥[x] are already equal, hence we have nothing to do.
In the conversion process of the general case, we apply (possibly no) T3 transformations to
the expression (4.7) before applying the first T1 or T2 transformation, obtaining an expression
u1l1u2l2u3 · · · unlnun+1, where the ui contain no loop generators and ui ≡ wi−1
−1wi . (4.8)
First we consider the case that T1 is then applied to (4.8). If the generators li−1 and li with
2 ≤ i ≤ n are cancelled by the T1, then ui should be empty (hence wi−1 ≡ wi) and li−1 = li.
Now the T1 results in the expression
u1l1u2 · · · ui−2li−2ui−1ui+1li+1ui+2 · · · unlnun+1 . (4.9)
Moreover, since now ui−1ui+1 ≡ wi−2
−1wi+1, (4.9) is convertible by a sequence of T3 transfor-
mations into
w1l1w1
−1 · · ·wi−2li−2wi−2
−1wi+1li+1wi+1
−1 · · ·wnlnwn
−1 , (4.10)
which is also obtained from (4.7) by the transformation rx(wi, li)
2
 1 in the statement (recall
that now wi−1 ≡ wi in Y and li−1 = li, hence rx(wi−1, li−1) = rx(wi, li)). Now the total number
of T1 and T2 transformations required in a conversion of (4.10) into the target expression is the
same as that for (4.9), which is N − 1, hence the claim follows by the induction assumption.
From now, we consider the other case that T2 is applied to (4.8) instead of T1. Then the
subword of (4.8) on which the GBM acts can be written as bliui+1 · · · ujljc for some 1 ≤ i < j ≤
n, where we decomposed ui and uj+1 as ui = ab and uj+1 = cd. Here we only consider the case
that the loop number k = j − i + 1 of this GBM is odd, since the other case is similar. Then
Lemma 3.6 implies that, by the shape of shuttling tours (see Figure 1), there is a shuttling tour
p = lqLq−1 of order k, where l and L are loop generators, such that
li = li+2 = · · · = lj = l , li+1 = li+3 = · · · = lj−1 = L ,
ui+1 = ui+3 = · · · = uj−1 = q , ui+2 = ui+4 = · · · = uj = q
−1
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and the expression q admits two decompositions of the form q = cc′ and q = b−1b′−1. By these
and the relations um ≡ wm−1
−1wm, we have wi ≡ wi+2 ≡ · · · ≡ wj and wi+1 ≡ wi+3 ≡ · · · ≡
wj−1 in Y . Now this GBM, whose loop number is k, is of the form
bliui+1 · · · ujljc = b
(
lqLq−1
)(k−1)/2
lc
GBM
 b′−1Lq−1
(
lqLq−1
)(k−3)/2
lqLc′−1 ,
which converts (4.8) into
u1l1 · · · ui−1li−1a
(
b′−1Lq−1
(
lqLq−1
)(k−3)/2
lqLc′−1
)
dlj+1uj+2 · · · lnun+1 . (4.11)
On the other hand, the shuttling tour p defines a relation (wi, l)
k
∼ (wiq, L), while wiq =
wiui+1 ≡ wi+1. Thus we have
(4.7) ≡ w1l1w
−1
1 · · ·wi−1li−1wi−1
−1
(
wilw
−1
i wi+1Lwi+1
−1
)(k−1)/2
wilw
−1
i
·wj+1lj+1wj+1
−1 · · ·wnlnw
−1
n
 w1l1w
−1
1 · · ·wi−1li−1wi−1
−1
(
wi+1Lwi+1
−1wilw
−1
i
)(k−1)/2
wi+1Lwi+1
−1
·wj+1lj+1wj+1
−1 · · ·wnlnw
−1
n , (4.12)
where the left-hand and the middle terms coincide with each other as expressions with respect
to the generators of W⊥[x] given in the statement, and the last transformation comes from a
transformation of second type given in the statement concerning the generators rx(wi, l) and
rx(wi+1, L). Moreover, we have
wi−1
−1wi+1 ≡ uiui+1 ≡ ab
′−1, wi+1
−1wi ≡ q
−1, wi+1
−1wj+1 ≡ ujuj+1 ≡ c
′−1d ,
therefore the right-hand side of (4.12) is convertible into (4.11) by a sequence of T3 transfor-
mations. Thus the total number of T1 and T2 transformations required in a conversion of the
right-hand side of (4.12) into the target expression is the same as that for (4.11), which is N−1,
therefore the claim follows from the induction assumption. Hence the proof of Theorem 4.13 is
concluded.
This theorem yields the main result of this subsection, as follows:
Theorem 4.14. We have rx(w, γ) = rx(u, β) if and only if (w, γ) ∼ (u, β). Moreover,
rx(w, γ)rx(u, β) has order k with 2 ≤ k < ∞ if and only if there exist (w
′, γ′) and (u′, β′)
in Rx such that (w, γ) ∼ (w
′, γ′)
k
∼ (u′, β′) ∼ (u, β).
Proof. Note that both of the two “if” parts follow from the definition. From now, we prove the
two “only if” parts. First, note that if (w, γ) ∼ (w′, γ′), (u, β) ∼ (u′, β′), (w, γ)
k
∼ (u, β) and
(w′, γ′)
ℓ
∼ (u′, β′), then we have k = ℓ, since now k and ℓ are the order of the same element
rx(w, γ)rx(u, β) = rx(w
′, γ′)rx(u
′, β′). Now Theorem 4.13 yields a presentation of W⊥[x] with
generators given by
rx(w, γ) = rx(w, γ) , where (w, γ) denotes an equivalence class of ∼
and fundamental relations given by
• rx(w, γ)
2 = 1 for every generator rx(w, γ),
•
(
rx(w, γ)rx(u, β)
)k
= 1 for every pair (w, γ)
k
∼ (u, β).
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The above remark shows that these data form a Coxeter presentation of the Coxeter group
W⊥[x]. Thus for two (w, γ) and (u, β) in Rx, the product rx(w, γ)rx(u, β) has order 1 ≤ k <∞
if and only if the relation “
(
rx(w, γ)rx(u, β)
)k
= 1” appears as one of the above fundamental
relations. Hence the claim follows.
To study the relation ∼ further, we introduce an auxiliary graph I as follows. The vertices
of I are the loop generators sγ of C, or equivalently the loops in the graph C. The edges of I
from a vertex sβ to a vertex sγ are the paths q in Y
1 such that sγqsβq
−1 is a shuttling tour of
order one (note that such a path q must be nonempty). Let ι : π1(I; ∗, ∗)→ π1(Y
1; ∗, ∗) be the
groupoid homomorphism that maps a vertex sγ of I to x ∈ V(C) with sγ ∈ Cx,x, and maps an
edge q of I to a path q in Y1.
Remark 4.15. Note that the induced homomorphism ι : π1(I; sγ) → π1(Y
1;x) between funda-
mental groups, where sγ ∈ Cx,x, is injective. Indeed, if a cancellation of two consecutive edges
ee−1 occurs in a path ι(qn · · · q2q1), then it should occur between the end of some ι(qi) and the
beginning of ι(qi+1), forcing qi+1 = q
−1
i by definition of I and reducing qn · · · q1 to a shorter
path qn · · · qi+2qi−1 · · · q1 in I. This argument implies the injectivity of ι.
Now Theorem 4.14 implies that rx(w, γ) = rx(u, β) if and only if there is a path q˜ in I from
sβ to sγ such that u = wι(q˜)(x). Hence rx(w, γ) = rx(u, γ) if and only if (w
−1u)(y) ∈ ι(π1(I; sγ))
where sγ ∈ Cy,y.
By this formulation, we obtain the following observation about the finite part of the Coxeter
groupW⊥I , denoted byW⊥Ifin, which we define as the product of all the irreducible components
of W⊥I of finite type. We prepare some temporary notations. For a fixed loop generator
sγ ∈ Cx,x, put P = π1(I; sγ) and let N denote the kernel of the natural projection π1(Y
1;x)։
π1(Y;x) where the image of c is denoted by c. Let ι denote the composition π1(I; ∗, ∗)
ι
→
π1(Y
1; ∗, ∗) ։ π1(Y; ∗, ∗) of the above map ι followed by the natural projection. Let Ab denote
the abelianization map π1(Y
1;x)։ Ab(π1(Y
1;x)).
Theorem 4.16. Under the above notations, suppose that |S| <∞ and the subgroup Ab(ι(P )N)
has infinite index in Ab(π1(Y
1;x)). Then for any w ∈ YI , the vertex r(w, γ) of the Coxeter
graph of W⊥I is adjacent to an edge with label ∞, hence r(w, γ) 6∈W⊥Ifin.
In particular, the second assumption is satisfied if rk(P ) + n < rk(π1(Y
1;x)), where rk(F )
denotes the rank of a free group F and n is the number of 2-cells of Y.
Proof. To prove the first claim, we suppose that r(w, γ) is not adjacent to an edge with label∞
in the Coxeter graph of W⊥I , and give a decomposition of Ab(π1(Y
1;x)) into a finite number of
cosets modulo Ab(ι(P )N), yielding a contradiction. Theorem 4.6(4) allows us to assume without
loss of generality that w = 1. Then for any a ∈ π1(Y
1;x), we have either r(1, γ) = r(a(xI ), γ),
or r(1, γ)r(a(xI), γ) has order 2 ≤ k <∞, by the above hypothesis of the proof.
In the second case, Theorem 4.14 implies the existence of an element b ∈ π1(Y
1;xI) and a
shuttling tour sβqsβ′q
−1 of order k such that
(1, γ) ∼ (b, β)
k
∼ (b(q)(xI ), β
′) ∼ (a(xI ), γ) . (4.13)
Now the hypothesis |S| <∞ implies that only a finite number of shuttling tours, say sβiqisβ′iq
−1
i
with 1 ≤ i ≤ r < ∞, appear in this manner. Let the above-mentioned shuttling tour be
the j-th one. Then (4.13) implies that b = ι(q˜)(xI ) for some q˜ ∈ π1(I; sγ , sβj), and a(xI) =
b(qj)(xI )ι(q˜
′)(xI) for some q˜
′ ∈ π1(I; sβ′j , sγ). Thus we have a(xI ) = (ι(q˜)qjι(q˜
′))(xI ). Since
sγ ∈ Cx,x and a ∈ π1(Y
1;x), it follows that
a = ι(q˜)qjι(q˜′) ∈ ι(P )ι(p˜j)qjι(p˜′j)ι(P )
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for some p˜j ∈ π1(I; sγ , sβj ) and p˜
′
j ∈ π1(I; sβ′j , sγ) (fixed for each j), therefore a ∈ ι(P )cjι(P )N
where we put cj = ι(p˜j)qjι(p˜
′
j) ∈ π1(Y
1;x).
On the other hand, in the first case r(1, γ) = r(a(xI), γ), we have a ∈ ι(P ) and a ∈
ι(P )c0ι(P )N , where we put c0 = 1 ∈ π1(Y
1;x).
Summarizing, we have a ∈ ι(P )ciι(P )N for some 0 ≤ i ≤ r. Since a was arbitrarily chosen,
this means that π1(Y
1;x) =
⋃r
i=0 ι(P )ciι(P )N , therefore we have
Ab(π1(Y
1;x)) =
r⋃
i=0
Ab(ι(P ))Ab(ci)Ab(ι(P ))Ab(N) =
r⋃
i=0
Ab(ci)Ab(ι(P )N) .
This is the desired decomposition of Ab(π1(Y
1;x)) into finitely many cosets modulo Ab(ι(P )N).
Hence the first claim holds.
For the second claim, let g˜1, . . . , g˜r (where r = rk(P )) be free generators of P and c1, . . . , cn
the boundaries of the 2-cells of Y. Then N is generated by the conjugates of the (ci)(x),
therefore Ab(ι(P )N) is generated by the Ab(ι(g˜i)) and Ab((cj)(x)). By the hypothesis, the
total number r+n of these generators is less than rk(π1(Y
1;x)) that is equal to the rank of the
free abelian group Ab(π1(Y
1;x)), implying that the subgroup Ab(ι(P )N) ⊆ Ab(π1(Y
1;x)) has
infinite index, as desired. Hence Theorem 4.16 holds.
On the other hand, for a general S, we have the following result. For any J ⊆ S, put
J⊥ = {s ∈ S r J | s is not adjacent to J in the graph Γ} . (4.14)
Proposition 4.17. Let sγ = w
s
x be a loop generator of C, w ∈ YI and J ⊆ S a finite subset
such that [x]∼s ⊆ J and [x] r J ⊆ J
⊥, hence sγ ∈ R
J,[x]∩J . Then we have r(w, γ) 6∈ W⊥Ifin
whenever sγ 6∈W
⊥[x]∩J
J fin.
Proof. First, Theorem 4.6(4) allows us to assume that w = 1 and x = xI , therefore r(w, γ) = sγ .
Now since [x] r J ⊆ J⊥, we have Φ
⊥[x]
J = Φ
⊥[x]∩J
J , hence Π
J,[x]∩J = ΠJ,[x] ⊆ Π[x]. This
implies that the Coxeter system (W
⊥[x]∩J
J , R
J,[x]∩J) is a subsystem of (W⊥[x], R[x]). Hence if
sγ 6∈ W
⊥[x]∩J
J fin, then the irreducible component of W
⊥[x] containing sγ = r(w, γ) contains
the infinite irreducible component of W
⊥[x]∩J
J containing sγ , implying that r(w, γ) 6∈W
⊥I
fin as
desired.
At the last of this subsection, we explain how to compute the order of a shuttling tour in an
individual case. We fix a shuttling tour sγusβu
−1 in a connected component G of C(J) (recall
the definition in Section 3.4) with β, γ ∈ Φ+, and put sβ = w
s
x, sγ = w
t
y and J = [x] ∪ {s, s
′} =
[y] ∪ {t, t′}. Put K = J∼(Jr[y]), which is of finite type. Now by applying our arguments above
to W
⊥[y]
J instead of W
⊥[y], it follows that RJ,[y] = {sγ , usβu
−1 = su·β} and, since u ·β ∈ Φ
+, we
have ΠJ,[y] = {γ, u · β}. Thus Theorem 2.5 says that the order k of the shuttling tour sγusβu
−1
is determined by the equality
〈γ, u · β〉 = − cos(π/k) .
Moreover, we have Φ
⊥[y]
J = Φ
⊥[y]∩K
K by definition of K, while W
⊥[y]
J is now the dihedral group
of order 2k, having k positive roots. Thus we have another relation
|(Φ
⊥[y]
J )
+| = |(Φ
⊥[y]∩K
K )
+| = k ,
which also enables us to determine the order k if the root system ΦK of a finite Coxeter group
WK is well understood.
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Owing to these arguments, if WK is not irreducible, namely if t and t
′ lie in distinct irre-
ducible components of WJ , then we have
k = 1 if wt
′
y · y 6= y , and k = 2 if w
t′
y · y = y .
If WK is irreducible, then the possible situations are completely listed (up to symmetry) in
Tables 1 and 2, where we use the canonical labelling K = {r1, . . . , rn} given in Section 2.2.4,
and abbreviate ri to i.
Table 1: List of the shuttling tours, in the case TypeK = An, Bn or Dn
K (s, s′) (t, t′) order
An (n ≥ 3) (1, 2) (n, n− 1) 1
(n = 2) (1, 2) (2, 1) 3
Bn (1, 2) (2, 1) 4
(3, 1) (3, 2) 2
(4, 2) (4, 2) 2
(i ≥ 5) (i, i − 2) (i, i − 2) 1
(i ≥ 4) (i, i − 1) (i, i − 1) 1
Dn (1, 2) (1, 2) 2
(n ≥ 6) (4, 2) (4, 2) 2
(4 6= i ≤ n− 2) (i, i − 2) (i, i − 2) 1
(n ≥ 5 even) (n− 1, n− 2) (n− 1, n− 2) 1
(n ≥ 5 odd) (n− 1, n− 2) (n, n− 2) 1
Table 2: List of the shuttling tours, for the remaining cases
K (s, s′) (t, t′) order K (s, s′) (t, t′) order
E6 (1, 3) (6, 5) 1 E8 (1, 3) (1, 3) 1
(2, 4) (2, 4) 3 (1, 8) (1, 8) 2
(3, 6) (5, 1) 1 (2, 4) (2, 4) 1
E7 (1, 3) (1, 3) 3 (2, 7) (2, 7) 1
(2, 4) (2, 4) 1 (3, 6) (3, 6) 1
(2, 7) (2, 7) 1 (7, 1) (7, 1) 1
(3, 6) (3, 6) 1 (8, 7) (8, 7) 3
(6, 1) (6, 1) 2 H3 (1, 2) (3, 2) 2
(7, 6) (7, 6) 1 H4 (1, 2) (1, 2) 3
F4 (1, 2) (1, 2) 3 (2, 4) (2, 4) 2
(1, 4) (4, 1) 4 (4, 3) (4, 3) 5
(2, 4) (3, 1) 2 I2(m) (1, 2) (2, 1) m
5 Description of the entire centralizer
Although the subgroup CI = CxI ,xI we have described occupies a fairly large part of the
centralizer ZW (WI), it is in fact not yet the whole of ZW (WI). In this section, we describe the
structure of the entire centralizer ZW (WI) further (Section 5.1). On the other hand, by using
the above results, we can also decompose the normalizer NW (WI) in a different manner from
[5]. We also show the new decomposition of NW (WI) as a by-product of our argument (Section
5.2). It is worthy to notice that our decomposition of NW (WI) possesses some good properties
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which failed in [5]; for instance, in contrast with the second factor N˜I of the decomposition of
NW (WI) in [5] which is a Coxeter group as well, our second factor W
⊥I is a reflection subgroup
of W , not just a general Coxeter group, and the factor admits a simple closed definition.
5.1 On the centralizers
The aim here is to show that ZW (WI) is a (not necessarily split) extension of CI by an elementary
abelian 2-group A˜ described below, and give a further decomposition of ZW (WI). Our first
observation is that the map xλ 7→ yλ defines an isomorphism W[x] → W[y] for any x, y ∈ V(C),
since this map is induced by conjugation by an element of Cy,x 6= ∅. Hence if A ⊆ Λ, the
groups WxA are isomorphic for all x ∈ V(C) in this manner, justifying the expression “A is
an irreducible component of Λ” to mean that WxA is an irreducible component of W[x]. The
situation is similar for the expressions “A ⊆ Λ is of finite type” and “A ⊆ Λ is of (−1)-type”.
Note that, if A ⊆ Λ is of finite type, then
ww0(xA)w
−1 = w0(yA) holds in W for all w ∈ Cy,x
since the above isomorphism WxA →WyA sends w0(xA) to w0(yA).
Let A ⊆ Λ be of finite type and a union of irreducible components of Λ. Then define
xA ∈ S(Λ) for x ∈ V(C) by xAλ = w0(xA)xλw0(xA) .
Note that there is a common permutation σA on Λ such that x
A
λ = xσA(λ) for all x ∈ V(C) and
λ ∈ Λ, and that w0(xA) and w0(xA′) commute (hence σA and σA′ do as well) for such A,A
′ ⊆ Λ.
More precisely, w0(xA)w0(xA′) = w0(xAA′) where AA
′ denotes the symmetric difference of A
and A′ (hence AA′ = A′A). Let
A˜ = {A ⊆ Λ | xI
A is defined and xI
A ∈ V(C)} ,
which is an elementary abelian 2-group with the symmetric difference as multiplication. Indeed,
if A,A′ ∈ A˜ and w ∈ CxIA,xI 6= ∅, then w also lies in C(xIA)A′ ,xIA′ and xI
A′ ∈ V(C), hence
(xI
A)A
′
= xI
AA′ ∈ V(C) and AA′ ∈ A˜. More precisely, for A ∈ A˜, the graph C defined in
Section 3.4 admits an automorphism τA such that
τA(y) = y
A for y ∈ V(C) , τA(w
s
y) = w
s
yA for any edge w
s
y ,
w0(zA)ww0(yA) = τA(w) holds in CzA,yA for all w ∈ Cz,y . (5.15)
Note that the map A 7→ τA is a group homomorphism A˜ → Aut C.
Now we have the following result. Recall the maximal tree T in Y1 and the paths py,x in T
introduced in Section 4.3. Note that each path in C from x to y represents an element of Cy,x.
Theorem 5.1. We have an exact sequence 1 → CI →֒ ZW (WI)
A
→ A˜ → 1 of group homomor-
phisms and a map g : A˜ → ZW (WI) with A ◦ g = idA˜, where
A : ZW (WI)→ A˜ , w 7→ A(w) = {λ ∈ Λ | w · α(xI)λ = −α(xI)λ} ,
g : A˜ → ZW (WI) , A 7→ gA = pxI ,xIAw0((xI)A) .
If we define a subgroup B˜I of ZW (WI) by
B˜I = {w ∈ ZW (WI) | (Φ
⊥I)+ = w · (Φ⊥I)+} ,
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then we have g(A˜) ⊆ B˜I , the sequence 1 → YI →֒ B˜I
A
→ A˜ → 1 is exact and ZW (WI) =
W⊥I ⋊ B˜I , where B˜I acts on W
⊥I as automorphisms of Coxeter system.
Moreover, if p ∈ π1(Y
1;xI) and A,A
′ ∈ A˜, then we have
gApgA
−1 = τA(p)(xI ) , (5.16)
gAgA′ = τA(pxI ,xIA′ )(xI )gAA′ , (5.17)
gA
2 = τA(pxI ,xIA)(xI ) , (5.18)
gAgA′gA
−1gA′
−1 = τA(pxI ,xIA′ )(xI )τA′(pxIA,xI )(xI ) . (5.19)
Proof. For the first part, the only nontrivial claim is the one on well-definedness of the homo-
morphism A. This will follow easily once we show that A(w) ∈ A˜. Now Lemma 3.2 implies
that A(w) is of finite type. On the other hand, for λ, µ ∈ Λ with 〈α(xI )λ , α(xI )µ〉 6= 0, we have
λ ∈ A(w) if and only if µ ∈ A(w), since w leaves the form 〈 , 〉 invariant. Thus A(w) is a
union of irreducible components of Λ, hence xI
A(w) is defined. Moreover, the remaining claim
xI
A(w) ∈ V(C) follows since w0((xI)A(w))w ∈ CxIA(w) ,xI . Hence the first part is proven.
For the second part, we have gA ∈ B˜I for all A ∈ A˜, since pxI ,xIA ∈ Y and w0((xI)A) ∈
WI . This implies the exactness of the sequence. Moreover, the first exact sequence and the
properties g(A˜) ⊆ B˜I and CI = W
⊥I YI imply that ZW (WI) = W
⊥IB˜I , and then we have
ZW (WI) = W
⊥I
⋊ B˜I in the same way as the case of the decomposition CI = W
⊥I
⋊ YI . The
conjugation action of B˜I on W
⊥I defines automorphisms of Coxeter system since each element
of B˜I leaves the positive system (Φ
⊥I)+ of W⊥I invariant.
Finally, since w0(xA′) = w0(xA)w0(xAA′) = w0((x
A′)A)w0(xAA′), the last formulae are de-
duced by straightforward computations based on (5.15). Hence Theorem 5.1 holds.
For a further study, we define
A = {A ∈ A˜ | A ∩A′ = ∅ if A′ ⊆ Λ is an irreducible component of (−1)-type} ,
A′ = {A ⊆ Λ | A is a finite union of irreducible components of (−1)-type} .
Since xI
A = xI and gA = w0((xI)A) for any A ∈ A
′, both A and A′ are subgroups of A˜, and we
have A˜ = A×A′ and g(A′) = Z(WI) by the structure of Z(WI) (see Section 2.2.4). Moreover,
gAA′ = gAgA′ for A ∈ A and A
′ ∈ A′. Now the following result is an easy consequence of these
properties and Theorem 5.1:
Theorem 5.2. If we define a subgroup BI of B˜I by
BI = {w ∈ B˜I | A(w) ∈ A} ,
then we have g(A) ⊆ BI , the sequence 1→ YI →֒ BI
A
→ A→ 1 is exact and B˜I = Z(WI)×BI .
Moreover, we have
ZW (WI) =W
⊥I
⋊ (Z(WI)×BI) = (Z(WI)×W
⊥I)⋊BI ,
where BI acts on W
⊥I as automorphisms of Coxeter system.
Note that the exact sequences in these theorems may not split, since the map g is not
necessarily a group homomorphism (see below for a counterexample). However, we have the
following result:
Proposition 5.3. If the maximal tree T ⊆ Y1 is stable under the maps τA for all A ∈ A,
then g : A˜ → ZW (WI) is a group homomorphism. Hence in this case, the exact sequences of
Theorems 5.1 and 5.2 split via the g.
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Proof. First, by definition of A′, the τA is identity if A ∈ A
′. Then, since A˜ = A × A′, the
hypothesis implies that T is stable under the τA for all A ∈ A˜. Thus τA(pxI ,xIA′ ) = pxIA,xIAA′
for all A,A′ ∈ A˜, hence gAgA′ = gAA′ by (5.17) as desired.
Example 5.4. Here we give an example to show that the conclusion of Proposition 5.3 does not
necessarily hold in general. Let (W,S) be the Coxeter system corresponding to the Coxeter
graph in the left (A) of Figure 2, and put I = {s1, s2, s4, s5} and xI = (s1, s2, s4, s5) (therefore
Λ = {1, 2, 3, 4}). Then a direct calculation shows that the graph Y1 is as in the right (B) of
Figure 2, where each vertex (si1 , si2 , si3 , si4) of Y
1 is abbreviated to (i1, i2, i3, i4) and each edge
wsy from a vertex y to another vertex w
s
y · y is labelled s. (See Section 6 for a more detailed
example of calculation of the graph Y1.) We take a maximal tree T in Y1 to be obtained by
removing the edge between xI = (1, 2, 4, 5) and (4, 5, 1, 2). Then we have A = A˜ = {∅,Λ}. By
(5.18), the element g = gΛ of BI corresponding to the generator Λ of A satisfies that g
2 is the
cycle (1, 2, 4, 5) ← (5, 4, 2, 1) ← (2, 1, 5, 4) ← (4, 5, 1, 2) ← (1, 2, 4, 5) in Y1, which generates the
free group YI ≃ π1(Y;xI) ≃ Z of rank one. This implies that BI is now the infinite cyclic group
generated by g, in which YI is a normal subgroup of index two. Hence this BI does not split
over YI , since BI has no subgroup isomorphic to BI/YI ≃ Z/2Z.
②
s1
②
s2 ✐
s3
②
s4
②s5✐s6
✟✟
✟
❍❍❍
(A)
(1, 2, 4, 5)
(5, 4, 2, 1) (2, 1, 5, 4)
(4, 5, 1, 2)
6 6
3
3
(B)
Figure 2: (A) Coxeter graph for Example 5.4 (here black circles signify elements of I); (B) the
resulting 1-skeleton Y1, with maximal tree T depicted by solid lines
A general result in combinatorial group theory (see e.g., [17, Proposition 10.1]) enables us
to construct a presentation of a group extension from those of its factors. In the case of the
group BI , this result gives the following presentation:
Theorem 5.5. Let A0 be a basis of the elementary abelian 2-group A. Then BI admits a
presentation, with generators given by (wξ)(xI ) for all wξ ∈ E(Y) and gA for all A ∈ A0, and
fundamental relations given by those of YI , relations (5.16) for A ∈ A0 and q = (wξ)(xI ) (where
wξ ∈ E(Y)), relations (5.18) for A ∈ A0, and relations (5.19) for A,A
′ ∈ A0.
Finally, we determine the action of BI on W
⊥I in the following manner:
Proposition 5.6. Let wsy = sγ(y,s) be a loop generator of C, where the root γ(x, s) is the one
defined in Lemma 4.1, and let w, u ∈ YI and A ∈ A. Then
ur(w,wsy)u
−1 = r(uw,wsy) and gAr(w,w
s
y)gA
−1 = r(τA(wpxI ,y)(xI ), w
s
yA) .
Proof. Since τA(sγ(y,s)) = sγ(yA,s), this claim is an easy consequence of (5.15).
5.2 On the normalizers
In a similar manner, we also give a decomposition of NW (WI), in particular that of the second
factor NI of NW (WI) =WI ⋊NI (see Section 3.2).
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Let AN be the set of the bijections ρ : Λ → Λ such that ρ(xI) ∈ V(C), where ρ acts on
S(Λ) by ρ(y)λ = yρ−1(λ). Then we have NI =
⊔
ρ∈AN
CxI ,ρ(xI ) by definition. Moreover, the
connectedness of Y1 implies that each ρ fixes all but finitely many elements of Λ, hence ρ has
finite order in the symmetric group Sym(Λ) on Λ.
It also holds that each ρ ∈ AN acts on C as an automorphism by y 7→ ρ(y) and w
s
y 7→ w
s
ρ(y).
In particular, we have (ρρ′)(xI) = ρ(ρ
′(xI)) ∈ V(C) for all ρ, ρ
′ ∈ AN, where we put ρρ
′ = ρ◦ρ′,
therefore AN is a subgroup of Sym(Λ). Thus this group AN is embedded into Aut C. Moreover,
for a ρ ∈ AN and any path p in C, the two paths p and ρ(p) represent the same element in W .
Now define the following maps
AN : NI → AN, w 7→ ρ for any w ∈ CxI ,ρ(xI )
and
h : AN → NI , ρ 7→ hρ = pxI ,ρ(xI) .
Note that AN is a group homomorphism since
CxI ,ρ1(xI )CxI ,ρ2(xI) = CxI ,ρ1(xI )Cρ1(xI),ρ1ρ2(xI) ⊆ CxI ,ρ1ρ2(xI ) holds in W .
Then the following analogous results are deduced in a similar way:
Theorem 5.7. The sequence 1→ CI →֒ NI
AN→ AN → 1 is exact and satisfies that AN◦h = idAN .
If we define a subgroup Y˜I of NI by
Y˜I = {w ∈ NI | (Φ
⊥I)+ = w · (Φ⊥I)+} ,
then h(AN) ⊆ Y˜I , the sequence 1 → YI →֒ Y˜I
AN→ AN → 1 is exact and NI = W
⊥I
⋊ Y˜I , where
Y˜I acts on W
⊥I as automorphisms of Coxeter system. Hence
NW (WI) =WI ⋊ (W
⊥I
⋊ Y˜I) = (WI ×W
⊥I)⋊ Y˜I .
Moreover, if q ∈ π1(Y
1;xI), then we have
h−1ρ qhρ = ρ
−1(q(ρ(xI ))) , (5.20)
hρ1hρ2hρ3 · · · hρk = pxI ,ρ1(xI )ρ[1](pxI ,ρ2(xI))ρ[2](pxI ,ρ3(xI)) · · ·
· · · ρ[k−1](pxI ,ρk(xI ))pρ[k](xI),xIhρ[k] , (5.21)
where we put ρ[i] = ρ1ρ2 · · · ρi for each i.
Proposition 5.8. If the maximal tree T is stable under all the ρ ∈ AN, then h is a group
homomorphism. Hence in this case, the exact sequences of Theorem 5.7 split via the h.
Theorem 5.9 (See [17, Proposition 10.1]). For the group AN, choose a generating set A
′
N and
fundamental relations of the form “ρ1ρ2 · · · ρk = 1” with ρi ∈ A
′
N (this is possible since each
ρ ∈ AN has finite order). Then Y˜I admits a presentation, with generators given by (wξ)(xI ) for
all wξ ∈ E(Y) and hρ for all ρ ∈ A
′
N, and fundamental relations given by those of YI , relations
(5.20) for ρ ∈ A′N and q = (wξ)(xI) (where wξ ∈ E(Y)), and relations (5.21) for each sequence
ρ1, ρ2, . . . , ρk ∈ A
′
N such that “ρ1ρ2 · · · ρk = 1” is one of the chosen fundamental relations of
AN.
Proposition 5.10. Let wsy = sγ(y,s) be a loop generator of C, and let w, u ∈ YI and ρ ∈ AN.
Then we have
ur(w,wsy)u
−1 = r(uw,wsy) and hρr(w,w
s
y)h
−1
ρ = r(ρ(wpxI ,y)(xI ), w
s
ρ(y)) .
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6 Example
Let (W,S) be the Coxeter system corresponding to the Coxeter graph in Figure 3, and put
I = {s1, s3, s4} and xI = (s1, s3, s4). Then we compute ZW (WI) and NW (WI).
②
s1
✐
s2
②
s3
②
s4
✐
s5
✐
s6
4
Figure 3: Coxeter graph for the example (here black circles signify elements of I)
First we construct the graph C. We start with a vertex x = xI , and choose s ∈ S r [x] such
that [x]∼s is of finite type. Say, s = s5, hence [x]∼s = {s3, s4, s5} and [x]∼s r {s} = {s3, s4} are
of type A3 and A2, respectively; therefore
αs3
w0([x]∼sr{s})
7→ −αs4
w0([x]∼s)
7→ αs4 and αs4
w0([x]∼sr{s})
7→ −αs3
w0([x]∼s)
7→ αs5 .
Thus we have ϕ(x, s) = ((s1, s4, s5), s3), hence we add to the graph C a new vertex y = (s1, s4, s5)
and a new edge wsx from x to y. Iterating such a process, we obtain the entire graph C finally
as depicted in Figure 4 by solid lines. In the figure, we abbreviate si to i, and each edge w
s
y is
labelled s when the tuples wsy · y and y consist of the same contents, since now the element s
cannot be determined by the vertices y and wsy · y only.
v1 v2 v3
v4v5
v6 v7
v8v9v10
2 3
❇❇ ✂✂
6
✂✂ ❇❇
6
✟
❍ 3
✟
❍ 3
✟
❍ 3
✟
❍ 3
     
 
 
 
 
  
 
    
     
 
 
 
 
  
 
    
v1 = (1, 3, 4) v2 = (1, 4, 5) v3 = (1, 5, 6)
v5 = (2, 4, 5) v4 = (2, 5, 6)
v6 = (2, 5, 4) v7 = (2, 6, 5)
v10 = (1, 4, 3) v9 = (1, 5, 4) v8 = (1, 6, 5)
shaded cycles : 2-cells of the complex Y
: shuttling tours of order 1
: shuttling tours of order 2
Figure 4: Graph C, complex Y and shuttling tours for the example
Concerning the circular tours and the shuttling tours, choose a subset J ⊆ S with |J | =
|I|+ 2 = 5, say J = S r {s3}, and a connected component G of C(J), say the cycle v2v3v4v5v2,
such that J∼(Jr[y]) is of finite type for a vertex y of G. Since G is now a cycle, it contains a circular
tour by definition, yielding a 2-cell of Y with boundary G. On the other hand, if J = S r {s2},
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and G consists of two loops ws6v1 and w
s3
v3 and a path p = v1v2v3, then J∼(Jr[v1]) = J r {s1} is
of finite type, hence we obtain a shuttling tour ws6v1pw
s3
v3p
−1 of order one (see the first row of
Table 1, where K = J r {s1}). This p is depicted in Figure 4 as a broken line. Iteration of such
a process enumerates the circular tours (hence the 2-cells of Y) and the shuttling tours. (Note
that the cycle v1v2v5v6v9v10 is not the boundary of a 2-cell, since J∼(Jr{s1}) = J is not of finite
type where J = S r {s6}.)
We determine the structure of BI ⊆ ZW (WI) and Y˜I ⊆ NW (WI). Let e1, e2, e3 be the edges
v4 ← v3, v6 ← v5, v8 ← v7, respectively, and take a unique maximal tree T in Y
1 such that
e1, e2, e3 6∈ T . By Theorems 4.10 and 4.11, YI ≃ π1(Y;xI) is generated by the three (ei)(v1), and
has fundamental relations “(e1)(v1) = 1” and “(e3)(v1) = 1” induced by the two 2-cells of Y. As
a result, YI is a free group of rank one (i.e., an infinite cyclic group) generated by a = (e2)(v1).
Now for BI , we have xI
A = v10 ∈ V(C) and A = {∅, A}, where A = {2, 3} ⊆ Λ = {1, 2, 3}. Now
T is stable under the map τA that sends each vi to v11−i, therefore Proposition 5.3 implies that
BI is a semidirect product of YI by a subgroup 〈gA〉 ≃ A ≃ {±1}. Moreover, by the formulae
in Theorem 5.1, we have
gAag
−1
A = τA(a)(v1) = e
−1
2 (v1)
= a−1 .
Hence, by putting b = b′ = gA and a
′ = ba, we have
BI = 〈a〉⋊ 〈b〉 ≃ Z ⋊ {±1} and BI = 〈a
′, b′ | a′2 = b′2 = 1〉 ≃W (A˜1) ,
an affine Coxeter group of type A˜1.
Similarly, putting ρ =
(1 2 3
1 3 2
)
∈ Sym(Λ), we have AN = {idΛ, ρ}, ρ(vi) = v11−i and T is
stable under the ρ. Thus Theorem 5.7 and Proposition 5.8 imply that
h−1ρ ahρ = ρ
−1((e2)(v10)) = (e2)(v1)
−1 = a−1
and we have Y˜I = 〈a〉⋊ 〈hρ〉 ≃W (A˜1).
We compute the structure of W⊥I by using Theorems 4.13 and 4.14. Let ξi (with i =
1, 3, 4, 7, 8, 10) denote the unique pair of the form (vi, sj) such that wξi is a loop in C. Then
W⊥I is generated by the r(ak, wξi) for all i and k ∈ Z. For their relations, let wξiqwξjq
−1 be
one of the six shuttling tours. If (i, j) = (1, 10), (1, 3) or (8, 10), then the shuttling tour has
order one and q ⊆ T , therefore we have
(ak, wξi)
1
∼ (akq(v1), wξj ) = (a
k, wξj ) .
If (i, j) = (4, 7), then the order is also one and q(v1) = a
−1, therefore we have
(ak, wξ4)
1
∼ (akq(v1), wξ7) = (a
k−1, wξ7) .
Moreover, if (i, j) = (3, 4) or (7, 8), then the order is two and q ⊆ T , therefore we have
(ak, wξi)
2
∼ (akq(v1), wξj ) = (a
k, wξj ) .
These exhaust the relations
m
∼ on the set RxI . Thus the generating set R
I of W⊥I consists of
infinitely many distinct elements
r1,k = r(a
k, wξ1) and r4,k = r(a
k, wξ4) , with k ∈ Z
and the fundamental relations are as depicted in Figure 5 where, differently from usual Coxeter
graphs, any two adjacent generators commute and a product of any two non-adjacent generators
31
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❚
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❚
✔
✔
✔
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❚❚
r1,k · · · · · ·
r4,k · · · · · ·
yx
b′, c˜
yx
a′, a˜
Figure 5: Structure of the centralizer in the example (here two adjacent generators commute
and the product of two non-adjacent generators has infinite order)
has infinite order. In particular, W⊥I is not finitely generated though W is finitely generated.
Note that this W⊥I possesses no finite irreducible component; this fact can also be deduced
directly by using Theorem 4.16.
Finally, we determine the actions of BI and Y˜I on W
⊥I by using Propositions 5.6 and 5.10.
Put c = hρ, a˜ = ca and c˜ = c. Note that {a
′, b′} and {a˜, c˜} are the generating sets of BI
and Y˜I , respectively, as affine Coxeter groups of type A˜1. Then by the formulae given in those
propositions, we have
a′r1,ka
′−1 = a˜r1,ka˜
−1 = r1,−k−1 , a
′r4,ka
′−1 = a˜r4,ka˜
−1 = r4,−k ,
b′r1,kb
′−1 = c˜r1,kc˜
−1 = r1,−k , b
′r4,kb
′−1 = c˜r4,k c˜
−1 = r4,1−k .
Thus a′ and a˜ act on the graph in Figure 5 as the rotation round the vertical axis through
r4,0, while b
′ and c˜ do as the rotation round the vertical axis through r1,0. This determines the
actions of BI and Y˜I .
Finally, we have Z(WI) = 〈s1〉 ≃ {±1} (see Section 2.2.4). Hence the structure of ZW (WI)
and NW (WI) have been completely determined.
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