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Studies have shown that contextual settings play an important role
in users’ decision processes of what to consume, but data support-
ing the investigation of context-aware recommender systems are
scarce. In this paper we present a TV consumption dataset enriched
with contextual information of viewing situations. The dataset is
designed for studying the intrinsic complexity of TV watching ac-
tivities, and hence we also evaluate the performance of predicting
chosen genres given contextual settings, and compare the results to
contextless predictions. The results suggest a significant improve-
ment by including contextual features in the prediction.
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1 INTRODUCTION
The concept of context-aware recommendations has been studied
in several academic and commercial projects [2, 9], but there is still
a need for publicly available datasets since only a limited number
of such datasets exist, e.g. [1, 6, 10]. Also, temporal context has
constituted a significant part of development and evaluation within
context-aware recommender systems (CARS), since timestamps are
often logged together with events, e.g. ratings, which allows for
a simple way to reformulate challenges designed for traditional
recommender systems into the CARS domain by using timestamps
as temporal context. However, previous studies of users’ TV watch-
ing behavior in given contexts have shown that the TV is mostly a
social platform and consumption takes place in a wide variety of
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situations [8]. Furthermore, it has been shown that both temporal
and social settings are key contextual indicators of what content is
consumed [5, 11]. It is, however, challenging to collect TV consump-
tion data that includes contextual information beyond timestamps,
such as social settings. People meters, for instance, are challenged,
[3], by non-compliance (participants neglect to push a button), and
secondly, since meters log the opportunity to consume some con-
tent, there is no information of the actual exposure, i.e. the TV
could be showing some content that the user does not watch.
In this work, we collect and analyze self-reported TV consump-
tion data using the Experience-Sampling Method (ESM) [4]. We
structure the data to accommodate quantitative analyses, e.g. in the
CARS community. Lastly, using well-established Machine Learning
methods we show performance in predicting consumed content
given contextual settings, and compare this with contextless pre-
diction.
2 CONTEXTUAL TVWATCHING DATASET
To obtain data from participants we developed a web page, and
asked participants to answer questions five times every day at 8, 12,
17, 20, and 22 (or when going to bed) for a five week period. These
intervals were chosen to accommodate work and study schedules,
while still providing ample opportunity to participate over a full
day period. Participants were allowed to answer more frequently
(and at other times) than the five pre-specified intervals. To remind
participants when to answer, we used a public calendar with alerts
for iOS devices and web push notifications for all other types of
devices.
Table 1: Questions and selection options in the dataset.
Questions Options
Q1: Have you watched TV within thelast four hours? Yes, no
Q2: Who were you watching it with?
Multiple-option: Alone, partner,
child (0-12), child (12+), sibling,
parent, friend, other (text)
Q3: Howmany people (including your-self) watched TV? 1, 2, 3, 4, 5+
Q4: What did you watch?
Multiple-option: News, sport, movie,
series, music, documentary, enter-
tainment, children’s, user-generated,
other (text)
Q5: Which service(s) did you use?
Multiple-option: Traditional TV,
DRTV, TV2 Play, Viaplay, Netflix,
HBO Nordic, YouTube, other (text)
Q6: How much attention did you payto the TV? None-full (5 steps)
We collect the following background information the first time a
participant login: gender, age group, language, device type, house-
hold size, additional household members, frequency of TV watch-
ing, and favorite TV genres. On subsequent logins, participants
are asked the questions listed in Table 1. The general flow is that
Q2-Q6 are asked only if the selection for Q1 is yes. Also, Q3 is
skipped if alone is selected for Q2. For Q5 all except Traditional TV
(and possibly other) are streaming services, some specific to Den-
mark/Scandinavia. The multiple-option questions allow more than
one selection, e.g. partner and friend. Participants are instructed to
split answers with different contextual settings, e.g. watching news
alone and children’s TV with a child. Answers are logged with the
following format: Answer ID, User ID, timestamp, Q1, Q2, Q3, Q4,
Q5, Q6. For further information see the publicly available dataset
consisting of 118 participants and more than 6000 answers.1
3 EXPERIMENT
The goal of the experiment is to predict what genre a user is going
to watch (Q4) in the reported context. The task is defined as a
multi-class classification problem with the users’ selections for Q4
as target. The selections for the remaining questions are used as
contextual features. All features are categorical and represented
using one-hot encoding. The optional text input for other in Q2,
Q4, and Q5 are not included in this study.
The experiment includes two methods based on contextless (CL)
and context-aware (CA) predictions, respectively. CL only takes
the user ID of the respondent into account, while CA includes all
the collected contextual features. A scikit-learn [7] implementation
of logistic regression (LR) is used. We fit the LR weights using sto-
chastic average gradient descent with L2 regularization, and set the
multi-class parameter to ”multinomial” for 10-way softmax regres-
sion. We also include two baseline methods for comparison, namely
random and toppop. The random predictor randomly ranks the
genres for each prediction. For toppop, genres are ranked by their
popularity judged by the number of observations in the training
set.
The methods are evaluated using nested cross-validation with
five outer folds and three inner folds. That is, the training data for
each outer fold are divided into three inner folds for optimization
of hyperparameters. We report the average performance across the
outer folds and the standard deviation. Performance is measured in
terms of accuracy at K predictions (A@K)2, F1 (macro), and mean
reciprocal rank (MRR).
The results are shown in Table 2. Note that toppop outperforms
random in terms of A@1, A@3, and MRR, but random performs
better than toppop for F1 (macro), due to the diversity in predicted
genres. The LR-based methods achieve considerably higher scores
than both baseline methods, and furthermore CA-LR outperforms
CL-LR. The MRR of CA-LR indicates that on average the true genre
is ranked among the first and second (as indicated by 1/MRR≈1.5)
of the 10 possible genres. The corresponding number for CL-LR
1Available at http://kom.aau.dk/~zt/online/ContextualTVDataset.
2At K larger than one, multiple guesses are allowed for each test sample. It is calculated








, where N is the number of tests. 1 is
the indicator function, which is one if the prediction, ŷn,k , is equal to the actual target,
yn , and zero otherwise.
Table 2: Results for the genre predictions (standard devia-
tion in parentheses).
Method A@1 A@3 F1 (macro) MRR
random 0.093 (0.010) 0.296 (0.005) 0.083 (0.011) 0.289 (0.008)
toppop 0.245 (0.009) 0.560 (0.014) 0.039 (0.001) 0.460 (0.008)
CL-LR 0.368 (0.026) 0.761 (0.008) 0.244 (0.023) 0.586 (0.016)
CA-LR 0.487 (0.005) 0.849 (0.005) 0.446 (0.025) 0.679 (0.005)
is 1.7. McNemar’s test3 shows statistical significant improvement
(χ2(1)=146.92, p<0.001, V=0.22) between the two methods.
4 CONCLUDING REMARKS
In this paper, an extensive field study over a period of five weeks
with a group of more than 100 participants is used to evaluate to
which degree contextual knowledge influences the performance
of predicting what content will be consumed. The experimental
results show that inclusion of contextual information significantly
improves accuracy compared to contextless predictions.
In future work, we will apply state-of-the-art CARS methods
to the dataset, and investigate the contribution of each contextual
dimension.
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