Abstract. The germ of a smooth real-valued function on Euclidean space is called a real isolated line singularity if its singular set is a nonsingular curve, its Jacobian ideal is Lojasiewicz at the singular set, and its Hessian determinant restricted to the singular set is Lojasiewicz at 0. Consider the set of all germs whose singular set contains a fixed nonsingular curve L. We prove that such a germ f is infinitely determined among all such germs with respect to composition by diffeomorphisms preserving L if, and only if, the Jacobian ideal of f contains all germs which vanish on L and are infinitely flat at 0 if, and only if, f is a real isolated line singularity.
§1. Introduction
If f is a complex holomorphic germ in n variables with an isolated singularity at 0, then V (f ) := f −1 (0) is a hypersurface germ with an isolated singularity at 0. These of course have been widely studied. One of the properties of such an f is that it is finitely determined: there is a k such that j k g(0) = j k f (0) implies that there is a germ of a biholomorphic h such that g • h = f (i.e., g is "right-equivalent" to f ). More recently there has been much interest in studying varieties with non-isolated singularities. The simplest such varieties are the zero sets of an f whose singular set Σ(f ) is a nonsingular curve with transversal cross-section away from 0 a Morse singularity; these are called "isolated line singularities". Siersma, in [Si] , proved the finite determinacy of these inside the space of functions whose singular sets contain Σ(f ). In this paper we prove the analogue of this latter result for real analytic or smooth functions.
Let E k be the ring of all germs at 0 of smooth functions on R k , m k be the maximal ideal of E k and J l k = E k /m l+1 k be the jet space. Denote by R the group of all smooth local diffeomorphisms φ at 0 on R k which fix the origin, i.e., φ(0) = 0. R acts on E k by composition; f, g ∈ E k are R-equivalent if they are in the same R orbit. One says that f is finitely (respectively, infinitely) R-determined if there is an l ∈ N (respectively, l = ∞) such that j l g(0) = j l f (0) implies that g and f are R-equivalent. If f is a function of x 1 , . . . , x k , let J(f ) denote the Jacobian ideal ( ∂f ∂x1 , . . . ,
The following results are classical (a good reference is [Wa] ). Theorem 1. Suppose f ∈ E n . The following are equivalent:
Theorem 2. Suppose f ∈ E n . The following are equivalent:
The assumption in (3a) of Theorem 2 that f be analytic can be dropped if we replace the condition of isolated singularity by a Lojasiewicz inequality. One says that a continuous germ g at 0 is Lojasiewicz on A at S if for one (and hence for every) representative G of g, there is a neighborhood U of 0 and constants C, r > 0 such that |G(x)| ≥ Cd (x, S) r for all x ∈ U ∩ A, where d(x, S) = inf y∈S |x − y| (necessarily S contains g −1 (0)). We omit saying "on A" if A contains a neighborhood of 0. A finitely generated ideal I is Lojasiewicz at S if it contains an element which is Lojasiewicz at S. As pointed out in section V.4 of [To] , it is equivalent to check for any set of generators of the ideal whether the sum of the squares of the generators or the sum of the absolute values of the generators is Lojasiewicz at S. Then Theorem 2 is true if we replace condition (3a) by
It is a well-known result of Lojasiewicz that every analytic germ at 0 is Lojasiewicz at its zero set. Hence condition (3) reduces to condition (3a) when f is analytic.
Before stating the analogous theorems for isolated line singularities, we need some more notation and some preliminary results.
Let z = (x, y) = (x, y 1 , . . . , y n ) = (z 0 , z 1 , . . . , z n ) be the coordinate system of R n+1 , where x ∈ R and y ∈ R n , and let |y|
) be a germ of a smooth function with a smooth 1-dimensional critical set Σ(f ). Necessarily f = 0 on Σ(f ). After a change of coordinates we can
2 E n+1 , where (y) 2 E n+1 denotes the ideal in E n+1 generated by all y i y j , 1 ≤ i, j ≤ n. For any ring R, let M(R, n) denote the space of all n × n matrices with entries in R, and let S(R, n) denote the subspace of M(R, n) consisting of all symmetric matrices.
It is shown in [Si] that
is the determinant of the Hessian matrix of f with respect to y on L, i.e., the matrix of second partials of f with respect to the y variables, evaluated on L. Thus D(x) is independent of the choice of the f ij 's.
Definition. f ∈ E n+1 has a real isolated line singularity if:
(1) Σ(f ) is a nonsingular curve through 0; (2) J(f ) is Lojasiewicz at Σ(f ); and (3) D|Σ(f ) is Lojasiewicz at 0.
Remark. The second condition in the above definition does not imply the third by the following example. Obviously the third one can't imply the second. Here are some functions which are isolated line singularities:
The following function is a real isolated line singularity, but its complexification is not an isolated line singularity: (y Proof. It is routine to see that (2) implies the condition of this Lemma. We shall show that (3) implies:
Hence (3) and the condition of this Lemma together imply (2).
Suppose that (3) holds and that ( * ) fails. Then, for each p ∈ N, J(f ) fails to be 
Theorem 3 ([Si]).
For f ∈ (y) 2 E n+1 , the following conditions are equivalent:
Actually Siersma only considered complex analytic functions, but it is easy to check that (1), (2) and (3) are still equivalent in the smooth case.
Siersma's result has also been generalized to the case in which Σ(f ) is a curve with a singularity at 0 (see [Pe] and [IzMats] ).
The principal result of this paper extends Theorem 3 to real isolated line singularities and infinite determinacy:
2 E n+1 , the following conditions are equivalent: [To] ). Let A be the diagonal matrix with u 1 , . . . , u p on the diagonal. By assumption, there is an r×p matrix N such that A = M N . By the Cauchy-Binet formula, u = det A is in F 0 (M).
Then ker ψ is the module of relations among the functions y 1 , . . . , y n ∈ E n+1 . Let e i ∈ E n n+1 have a 1 in the i-th component and 0's elsewhere, for 1 ≤ i ≤ n. Lemma 2.2. ker ψ is generated by the trivial relations {y i e j −y j e i : 1 ≤ j < i ≤ n}.
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Proof. Let O k denote the ring of analytic germs at 0 in R k and let α:
Because y 1 , . . . , y n is a regular sequence in O n+1 , the analytic relations ker α are generated by the trivial relations (see I.5.1 of [To] ). But E n+1 is a flat O n+1 -module (Corollary VI.1.3 of [To] ). It follows from Proposition I.4.2 of [To] that (ker α) ⊗ On+1 E n+1 = ker(α ⊗ On+1 E n+1 ) = ker ψ, i.e., the smooth relations ker ψ are also generated by the trivial relations.
Let R(f ) denote the matrix whose columns are these generators of ker ψ. Next we wish to determine ψ
and let M (f ) be the corresponding matrix. Let M (f )|R(f ) be the matrix formed by adjoining these two matrices (so this matrix generates the submodule M(f )+ker ψ). Thus
(by Lemma 2.1) iff I(f ) is Lojasiewicz at 0 (by Proposition V.4.3 of [To] ). 0) ) is Lojasiewicz at 0. By Proposition 2.3, it suffices to prove that I(f ) is Lojasiewicz at 0.
Proof of (4) ⇒ (3). By assumption, |
For each i and j, 1 ≤ i ≤ n and 1 ≤ j ≤ n + 1, let M i,j denote the n × n submatrix of M (f )|R(f ) whose first column is the j-th column of M (f ) and whose other columns are the relations y i e k − y k e i , 1 ≤ k < i, and
is a sum of absolute values of elements of I(f ) which is Lojasiewicz at L. It follows that ∆ is Lojasiewicz at 0 on the set {(x, y) : |y| ≥ C|x| r }, for any positive constants C and r. We need to find an element of I(f ) which is Lojasiewicz on the complementary set
By assumption, there exist C, r > 0 such that
We conclude that ∆ + | det A| is a sum of absolute values of elements of I(f ) which is Lojasiewicz at 0, which implies that I(f ) is Lojasiewicz at 0, as desired. §3. The tangent space τ (f ) to the orbit of f in (y)
where E n+2 (0, t 0 ) denotes the smooth germs at (0, t 0 ) ∈ R n+2 . We are trying to show that g is R L -equivalent to f . It suffices to show that there exists for each t [Math] or [Mart] ) shows that we can find h t if, for each t 0 ∈ [0, 1], u = ∂F/∂t ∈ τ * (F ) (0,t0) . Thus, it suffices to show that τ
as required. §4. The proof of (1) ⇒ (4)
In this section we assume that f is infinitely determined in (y)
. Since φ is a diffeomorphism, the matrix (
) is invertible, and its inverse is
Lemma 4.1. Let φ, A and a ij be as above.
Proof. 
Proof. Let B p be the interval (
Let µ p be a smooth function on R with the following properties: (1) µ p (x p ) = 1, µ p = 0 outside B p and (2) there exist positive constants C k depending only on k (not on x p ) such that |µ
. Denote the corresponding submatrices of (g ij (x, 0) 2 E n+1 . But f + u can't be R L -equivalent to f , since (f + u)(z p ) = w p is a critical value of f + u but is not a critical value of f .
