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SOME REMARKS ON DEGENERATE HYPOELLIPTIC
ORNSTEIN-UHLENBECK OPERATORS
M. OTTOBRE, G.A. PAVLIOTIS & K. PRAVDA-STAROV
Abstract. We study degenerate hypoelliptic Ornstein-Uhlenbeck operators in L2 spaces
with respect to invariant measures. The purpose of this article is to show how recent
results on general quadratic operators apply to the study of degenerate hypoelliptic
Ornstein-Uhlenbeck operators. We ﬁrst show that some known results about the spectral
and subelliptic properties of Ornstein-Uhlenbeck operators may be directly recovered
from the general analysis of quadratic operators with zero singular spaces. We also
provide new resolvent estimates for hypoelliptic Ornstein-Uhlenbeck operators. We show
in particular that the spectrum of these non-selfadjoint operators may be very unstable
under small perturbations and that their resolvents can blow-up in norm far away from
their spectra. Furthermore, we establish sharp resolvent estimates in speciﬁc regions of
the resolvent set which enable us to prove exponential return to equilibrium.
1. Introduction
1.1. Ornstein-Uhlenbeck operators. We study Ornstein-Uhlenbeck operators
(1.1) P =
1
2
n∑
i,j=1
qi,j∂
2
xi,xj +
n∑
i,j=1
bi,jxj∂xi =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
where Q = (qi,j)1≤i,j≤n and B = (bi,j)1≤i,j≤n are real n × n-matrices, with Q symmetric
positive semi-deﬁnite. In the following, we denote 〈A,B〉 and |A|2 the scalar operators
(1.2) 〈A,B〉 =
n∑
j=1
AjBj , |A|2 = 〈A,A〉 =
n∑
j=1
A2j ,
when A = (A1, ..., An) and B = (B1, ..., Bn) are vector-valued operators. Notice that
〈A,B〉 = 〈B,A〉 in general, since e.g., 〈∇x, Bx〉 = 〈Bx,∇x〉+Tr(B).
We consider degenerate hypoelliptic Ornstein-Uhlenbeck operators for which the sym-
metric matrix Q is not positive deﬁnite, but only positive semi-deﬁnite. In the recent
years, these degenerate operators have been studied extensively, e.g. [2, 5, 6, 15, 16, 17].
We recall from these works that the assumption of hypoellipticity is characterized by the
following equivalent assertions:
(i) The Ornstein-Uhlenbeck operator P is hypoelliptic.
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(ii) The symmetric positive semi-deﬁnite matrices
(1.3) Qt =
∫ t
0
esBQesB
T
ds,
with BT the transpose matrix of B, are nonsingular for some (equivalently, for all)
t > 0, i.e. detQt > 0.
(iii) The Kalman rank condition holds:
(1.4) Rank[B|Q 12 ] = n,
where
[B|Q 12 ] = [Q 12 , BQ 12 , . . . , Bn−1Q 12 ],
is the n×n2 matrix obtained by writing consecutively the columns of the matrices
BjQ
1
2 , with Q
1
2 the symmetric positive semi-deﬁnite matrix given by the square
root of Q.
(iv) Ho¨rmander’s condition holds:
∀x ∈ Rn, Rank L(X1, X2, ..., Xn, Y0)(x) = n,
with
Y0 = 〈Bx,∇x〉, Xi =
n∑
j=1
qi,j∂xj , i = 1, ..., n
When the Ornstein-Uhlenbeck operator is hypoelliptic, i.e. when one (equivalently, all) of
the above conditions holds, the associated Markov semigroup (T (t))t≥0 has the following
explicit representation
(1.5) (T (t)f)(x) =
1
(2π)
n
2
√
detQt
∫
Rn
e−
1
2
〈Q−1t y,y〉f(etBx− y)dy, t > 0.
This formula is due to Kolmogorov [13]. On the other hand, the existence of an invariant
measure μ for the Markov semigroup (T (t))t≥0, i.e., a probability measure on Rn verifying
∀t ≥ 0, ∀f ∈ Cb(Rn),
∫
Rn
(T (t)f)(x)dμ(x) =
∫
Rn
f(x)dμ(x),
where Cb(R
n) stands for the space of continuous and bounded functions on Rn, is known
to be equivalent [3, Sec. 11.2.3] to the following localization of the spectrum of B,
(1.6) σ(B) ⊂ C− = {z ∈ C : Re z < 0}.
When this condition holds, the invariant measure is unique and is given by dμ(x) = ρ(x)dx,
where the density with respect to the Lebesgue measure is
(1.7) ρ(x) =
1
(2π)
n
2
√
detQ∞
e−
1
2
〈Q−1∞ x,x〉,
with
(1.8) Q∞ =
∫ +∞
0
esBQesB
T
ds.
The spectral and subelliptic properties of hypoelliptic Ornstein-Uhlenbeck operators have
been studied in detail recently [2, 6, 17]. We recall in particular that the spectrum of these
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operators in Lpμ = Lp(Rn, dμ) spaces with respect to invariant measures for 1 ≤ p < +∞,
has been explicitly described by Metafune, Pallara and Priola [17]. Furthermore, the work
by Farkas and Lunardi [6] provides optimal embeddings for the domains of hypoelliptic
Ornstein-Uhlenbeck operators on L2μ spaces with respect to invariant measures, whereas
global Lp = Lp(Rn, dx) estimates of the elliptic directions were established by Bramanti,
Cupini, Lanconelli and Priola [2] for 1 < p < +∞, see below the estimates (2.14).
The purpose of this article is to show how recent results on general quadratic operators
allow us to provide a uniﬁed approach for studying these problems. We ﬁrst show that
some of the results mentioned above for Ornstein-Uhlenbeck operators may be completely
or partially recovered from the general analysis of quadratic operators developed in the
works [8, 19, 21, 22], see Propositions 2.1, 2.2 and 2.3 in the next section. We also
study the spectral stability of these operators under small perturbations. These operators
are in general non-normal. It is for instance always the case when these hypoelliptic
operators are degenerate, i.e., when the symmetric matrix Q is not positive deﬁnite. When
an operator is non-normal, it is well-known that its resolvent can blow-up in norm in
unbounded regions of the resolvent set very far away for the spectrum [24, 25]. As recalled
in the following, this type of phenomena is linked to the very strong instability of the
spectrum of the operator under small perturbations. In the present work, we show that
such phenomena occur for all no n-normal hypoelliptic Ornstein-Uhlenbeck operators on
L2μ spaces with respect to invariant measures (Theorems 2.4 and 2.5). On the other hand,
we show that the hypoellipticity of Ornstein-Uhlenbeck operators still allows us to establish
sharp resolvent estimates in speciﬁc regions of the resolvent set, whose geometry directly
depends on the loss of derivatives with respect to the elliptic case in global subelliptic
estimates satisﬁed by these operators (Theorem 2.6). These resolvent estimates are then
very useful to control and get sharp bounds for the associated semigroups which allow to
establish results of exponential return to equilibrium (Theorem 2.7). Related results for
degenerate hypoelliptic Fokker-Planck operators are then given in Propositions 2.8 and
2.9, and Corollary 2.10.
1.2. Setting of the analysis. Let P be the Ornstein-Uhlenbeck operator deﬁned in (1.1).
When P is hypoelliptic and admits an invariant measure, we may associate to the operator
P acting on L2μ = L
2(Rn, dμ), the quadratic operator L acting on L2 = L2(Rn, dx),
(1.9) L u = −√ρP ((√ρ)−1u)− 1
2
Tr(B)u.
We notice that the localization of the spectrum (1.6) implies that
Tr(B) < 0,
since B ∈ Mn(R). Recalling the notation (1.2), a direct computation (see (3.7) in Sec-
tion 3.1) shows that
(1.10) L = −1
2
|Q 12∇x|2 + 1
8
|Q 12Q−1∞ x|2 −
〈(1
2
QQ−1∞ +B
)
x,∇x
〉
=
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
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with Dx = i
−1∇x, where Q∞ is the symmetric positive deﬁnite matrix (1.8). The operator
L may be considered as a pseudodiﬀerential operator
(1.11) L u = qw(x,Dx)u(x) =
1
(2π)n
∫
R2n
ei(x−y)·ξq
(x+ y
2
, ξ
)
u(y)dydξ,
deﬁned by the Weyl quantization of the quadratic symbol
(1.12) q(x, ξ) =
1
2
|Q 12 ξ|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x, ξ
〉
, (x, ξ) ∈ R2n.
This explicit computation is performed in (3.13) (Section 3.2) by noticing that the Weyl
quantization of the quadratic symbol xαξβ , with (α, β) ∈ N2n, |α+β| = 2, is the diﬀerential
operator
(1.13) (xαξβ)w = Opw(xαξβ) =
xαDβx +D
β
xxα
2
.
Notice that the real part of the symbol Re q ≥ 0 is a non-negative quadratic form since
Q, Q∞ and B ∈ Mn(R). We know from [11] (p. 425) that the maximal closed realization
of the operator L , i.e., the operator on L2 with domain
(1.14) D(L ) = {u ∈ L2 : L u ∈ L2},
coincides with the graph closure of its restriction to the Schwartz space
L : S (Rn) → S (Rn).
Classically, to any quadratic form deﬁned on the phase space
q : Rnx × Rnξ → C, n ≥ 1,
is associated a matrix F ∈ M2n(C) called its Hamilton map, or its fundamental matrix,
which is deﬁned as the unique matrix satisfying the identity
(1.15) ∀(x, ξ) ∈ R2n, ∀(y, η) ∈ R2n, q((x, ξ); (y, η)) = σ((x, ξ), F (y, η)),
with q(·; ·) the polarized form associated to the quadratic form q, where σ stands for the
standard symplectic form
(1.16) σ((x, ξ), (y, η)) = 〈ξ, y〉 − 〈x, η〉 =
n∑
j=1
ξjyj − xjηj ,
with x = (x1, ..., xn), y = (y1, ...., yn), ξ = (ξ1, ..., ξn), η = (η1, ..., ηn) ∈ Cn. We check in
(3.16) (Section 3.2) that the Hamilton map of the quadratic form (1.12) is given by
(1.17) F =
[ − i4(QQ−1∞ + 2B) 12Q
−18Q−1∞ QQ−1∞ i4(QQ−1∞ + 2B)T
]
.
In [8], the notion of singular space was introduced by pointing out the existence of
a particular vector subspace of the phase space, which is intrinsically associated to a
quadratic symbol q(x, ξ) and deﬁned as the following ﬁnite intersection of kernels
(1.18) S =
( 2n−1⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n,
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where Re F and Im F stand respectively for the real and imaginary parts of the Hamilton
map F associated to the quadratic symbol q,
Re F =
1
2
(F + F ), Im F =
1
2i
(F − F ).
The works [8, 19, 22] show that this particular vector subspace of the phase space plays
a basic role in the understanding of the properties of the quadratic operator qw(x,Dx).
According to (1.17) and (1.18), the singular space of the quadratic form (1.12) reads as
(1.19) S =
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ 2n− 1, QQ−1∞ (QQ−1∞ + 2B)jx = 0,
Q(Q−1∞ Q+ 2B
T )jξ = 0
}
,
since Q and Q∞ are symmetric matrices. The key point in this article is to prove in (3.22)
(Section 3.3) that this singular space is actually equal to zero
(1.20) S = {0}.
A complete proof of this key property of hypoelliptic Ornstein-Ulhenbeck operators with
invariant measures is given in Section 3.
For now, the next section shows how the recent results [8, 19, 22] about general quadratic
operators with zero singular spaces apply to the study of degenerate hypoelliptic Ornstein-
Uhlenbeck operators or degenerate hypoelliptic Fokker-Planck operators, and how they
relate to the previous works on this subject [1, 2, 6, 17].
2. Statement of Main Results
2.1. Smoothing eﬀect. The ﬁrst proposition shows that the semigroup associated to a
hypoelliptic Ornstein-Uhlenbeck operator with an invariant measure satisﬁes smoothing
and decay properties:
Proposition 2.1. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Then, the global solution to the Cauchy problem
(2.1)
{
∂tv = Pv,
v|t=0 = v0 ∈ L2μ,
satisﬁes the following property
∀t > 0, ∀α, β ∈ Nn, xα∂βxv(t) = xα∂βx (etP v0) ∈ L2μ.
Proof. By using the fact that the quadratic operator
L = qw(x,Dx) =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
6 M. OTTOBRE, G.A. PAVLIOTIS & K. PRAVDA-STAROV
has a Weyl symbol with a zero singular space S = {0} and a non-negative real part
Re q ≥ 0, we can deduce from [8] (Theorem 1.2.1) that the evolution equation associated
to the accretive operator L , {
∂tu+L u = 0,
u|t=0 = u0 ∈ L2(Rn, dx),
is smoothing in the Schwartz space S (Rn) for any positive time t > 0, i.e.,
(2.2) ∀t > 0, u(t) = e−tL u0 ∈ S (Rn),
where (e−tL )t≥0 denotes the contraction semigroup generated by L . It follows from (1.9)
that the solution to the evolution equation (2.1) is given by
(2.3) v(t) = etP v0 = (
√
ρ)−1e−t(L+
1
2
Tr(B))(
√
ρv0) = e
− t
2
Tr(B)(
√
ρ)−1e−tL (
√
ρv0),
for all t ≥ 0. By using from (1.7) that
√
ρ∂xi
(
(
√
ρ)−1u
)
= e−
1
4
〈Q−1∞ x,x〉∂xi(e
1
4
〈Q−1∞ x,x〉u) =
(
∂xi +
1
2
(Q−1∞ x)i
)
u,
where (Q−1∞ x)i denotes the ith coordinate, since the matrix Q−1∞ is symmetric, we notice
that for all α = (α1, ..., αn) ∈ Nn, β = (β1, ..., βn) ∈ Nn, t ≥ 0,
xα∂βxv(t) = e
− t
2
Tr(B)(
√
ρ)−1xα
(
∂x1 +
1
2
(Q−1∞ x)1
)β1
...
(
∂xn +
1
2
(Q−1∞ x)n
)βn
e−tL (
√
ρv0).
We deduce from (2.2) that for all t > 0,
xα
(
∂x1 +
1
2
(Q−1∞ x)1
)β1
...
(
∂xn +
1
2
(Q−1∞ x)n
)βn
e−tL (
√
ρv0) ∈ L2,
since
√
ρv0 ∈ L2, because v0 ∈ L2μ. This implies that
∀t > 0, ∀α, β ∈ Nn, xα∂βxv(t) ∈ L2μ.
This ends the proof of Proposition 2.1. 
2.2. Spectrum of hypoelliptic Ornstein-Ulhenbeck operators. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. The Markov semigroup (T (t))t≥0 deﬁned in (1.5) extends to a strongly continuous
semigroup of positive contractions in Lrμ = L
r(Rn, dμ), for every 1 ≤ r < +∞. We denote
(Pr, Dr) the generator of (T (t))t≥0 in the Lrμ space.
The result by Metafune, Pallara and Priola [17] (Theorem 3.1) shows that for all 1 <
r < +∞, the spectrum of the generator Pr is discrete and is composed of eigenvalues with
ﬁnite algebraic multiplicities given by
(2.4) σ(Pr) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
,
where N stands for the set of non-negative integers. When r = 1, the spectrum of the
generator P1 in the L
1
μ space is the closed left half-plane
σ(P1) = {z ∈ C : Re z ≤ 0}.
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Furthermore, each complex number z with a negative real part Rez < 0 is an eigenvalue [17]
(Theorem 5.1).
The following proposition shows that we can recover from [8] (Theorem 1.2.2) the de-
scription of the spectrum of hypoelliptic Ornstein-Ulhenbeck operators on L2μ spaces with
respect to invariant measures:
Proposition 2.2. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Then, the spectrum of the operator P : L2μ → L2μ equipped with the domain
(2.5) D(P ) = {u ∈ L2μ : Pu ∈ L2μ},
is only composed of eigenvalues with ﬁnite algebraic multiplicities given by
σ(P ) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
.
Proof. Starting again from the fact that the quadratic operator
L = qw(x,Dx) =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
has a Weyl symbol with a zero singular space S = {0} and a non-negative real part
Re q ≥ 0, we deduce from [8] (Theorem 1.2.2) that the spectrum of the operator L acting
on L2 = L2(Rn, dx) equipped with the domain (1.14) is only composed of eigenvalues with
ﬁnite algebraic multiplicities given by
(2.6) σ(L ) =
{ ∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(−iλ) : kλ ∈ N
}
,
with C+ = {z ∈ C : Re z > 0}, where F denotes the Hamilton map (1.17) of the Weyl
symbol q, and where rλ stands for the dimension of the space of generalized eigenvectors
of F in C2n associated to the eigenvalue λ. By using that the mappings
T : L2μ → L2
u → √ρu ,
T−1 : L2 → L2μ
u → √ρ−1u ,
are isometric, it follows from (1.9) and (2.6) that the spectrum of the operator P acting
on L2μ = L
2(Rn, dμ) equipped with the domain (2.5) is only composed of eigenvalues with
ﬁnite algebraic multiplicities exactly given by
(2.7) σ(P ) =
{
− 1
2
Tr(B) +
∑
λ∈σ(F )
−iλ∈C+
(rλ + 2kλ)(iλ) : kλ ∈ N
}
.
We notice from (1.6) and Corollary 3.5 that
(2.8) {λ ∈ σ(F ) : −iλ ∈ C+} =
{
± i
2
μ : μ ∈ σ(B), ±μ ∈ C+
}
=
{
− i
2
μ : μ ∈ σ(B)
}
,
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since σ(B) ⊂ C−. Furthermore, we also deduce from (1.6) and Corollary 3.5 that rλ the
dimension of the space of generalized eigenvectors of F in C2n associated to the eigenvalue
λ = − i2μ, with μ ∈ σ(B), is exactly equal to r˜μ the dimension of the space of generalized
eigenvectors of B in Cn associated to the eigenvalue μ, since
σ
(
− i
2
B
)
∩ σ
( i
2
B
)
= ∅,
because σ(B) ⊂ C−. It follows from (2.7) and (2.8) that
σ(P ) =
{
− 1
2
Tr(B) +
1
2
∑
μ∈σ(B)
(r˜μ + 2kμ)μ : kμ ∈ N
}
=
{ ∑
μ∈σ(B)
μkμ : kμ ∈ N
}
,
since ∑
μ∈σ(B)
μr˜μ = Tr(B).
This ends the proof of Proposition 2.2. 
As noticed in [17], it is interesting to underline that the spectrum of the hypoelliptic
Ornstein-Ulhenbeck operator
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
only depends on the spectrum of B the matrix appearing in the transport part, and not
on the diﬀusion matrix Q. We remark, however, that the function space L2μ on which acts
the operator P depends on Q.
2.3. Global hypoelliptic estimates. In the work [2], Bramanti, Cupini, Lanconelli and
Priola established global Lp(Rn, dx) estimates for the elliptic directions of hypoelliptic
Ornstein-Uhlenbeck operators for every 1 < p < +∞.
More speciﬁcally, let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which does not necessarily admit an in-
variant measure. We deﬁne (Vk)k≥0 the vector subspaces
(2.9) Vk =
(
Ran(Q
1
2 ) + Ran(BQ
1
2 ) + ...+Ran(BkQ
1
2 )
) ∩ Rn ⊂ Rn, k ≥ 0,
where the notation Ran denotes the range. Since the Ornstein-Uhlenbeck operator P is
hypoelliptic, the Kalman rank condition holds
Rank[Q
1
2 , BQ
1
2 , . . . , Bn−1Q
1
2 ] = n.
We can therefore consider the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
(2.10) Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n,
and we notice from (2.9) and (2.10) that
(2.11) V0  V1  ...  Vk0 = R
n.
The work by Lanconelli and Polidoro [15] shows that a fan orthonormal basis
(2.12) B = (e1, ..., en), Vk = Span{ej : 1 ≤ j ≤ dim Vk}, 0 ≤ k ≤ k0,
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for the subspaces V0, ..., Vk0 , may be chosen so that the Ornstein-Uhlenbeck operator in
these new coordinates can be written as
(2.13) P˜ =
p0∑
i,j=1
a˜i,j∂
2
xi,xj +
n∑
i,j=1
ci,jxj∂xi ,
with 1 ≤ p0 ≤ n, where A˜ = (a˜i,j)1≤i,j≤p0 ∈ Mp0(R) is symmetric positive deﬁnite and
C = (ci,j)1≤i,j≤n has the block structure
C =
⎛
⎜⎜⎜⎜⎜⎝
∗ ∗ · · · ∗ ∗
C1 ∗ · · · ∗ ∗
0 C2
. . . ∗ ∗
...
. . .
. . . ∗ ∗
0 · · · 0 Ck0 ∗
⎞
⎟⎟⎟⎟⎟⎠ ∈ Mn(R),
where Cj is a pj × pj−1 block with rank pj for all j = 1, ..., k0 satisfying
p0 ≥ p1 ≥ p2 ≥ ... ≥ pk0 ≥ 1,
where
p0 = dim V0, pi = dim Vi − dim Vi−1, 1 ≤ i ≤ k0.
Bramanti, Cupini, Lanconelli and Priola established in [2] the following global Lp estimates
(2.14) ∀1 < p < +∞, ∃Cp > 0, ∀u ∈ C∞0 (Rn),
p0∑
i,j=1
‖∂2xi,xju‖Lp ≤ Cp(‖P˜ u‖Lp + ‖u‖Lp),
where ‖ · ‖Lp denotes the Lp(Rn, dx) norm.
On the other hand, Farkas and Lunardi provided in [6] sharp embeddings for the domains
of hypoelliptic Ornstein-Uhlenbeck operators with invariant measures acting on L2μ spaces,
in some anisotropic Sobolev spaces. In order to recall the results of [6], we consider the
sets of indices
(2.15) I0 = {j ∈ N : 1 ≤ j ≤ dim V0}, Ik = {j ∈ N : dim Vk−1 + 1 ≤ j ≤ dim Vk},
for 1 ≤ k ≤ k0, providing the partition
I0 unionsq I1 unionsq .... unionsq Ik0 = {1, ..., n}.
The 1-dimensional Hermite polynomials are deﬁned by
hn(x) =
(−1)n√
n!
e
x2
2
dn
dxn
e−
x2
2 , n ≥ 0, x ∈ R.
By using the fact that the symmetric matrix Q∞ is positive deﬁnite, we can introduce an
orthogonal matrix U , ﬁxed once for all, such that UQ∞U−1 = diag[λ1, ..., λn] is diagonal.
We deﬁne for any multi-index β = (β1, ..., βn) ∈ Nn,
Hβ(x) =
n∏
j=1
hβj
((UT −1x)j√
λj
)
, x ∈ Rn,
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where T denotes the invertible matrix representing the change of basis from the canonical
basis of Rn to the basis B deﬁned in (2.12). As eigenfunctions of the selfadjoint non-positive
Ornstein-Uhlenbeck operator
(2.16) AHβ =
(1
2
Tr(Q∞∇2x)−
1
2
〈x,∇x〉
)
Hβ = −|β|
2
Hβ ,
with |β| = β1+ ...+βn, these polynomials constitute an orthonormal basis of L2μ. For any
s > 0, the Sobolev space Hs(Rn, dμ) is deﬁned as the domain of the operator (
√
I −A)s,
i.e., the set of L2μ functions satisfying
(2.17) ‖u‖2Hs(Rn,dμ) = ‖(
√
I −A)su‖2L2μ =
∑
β∈Nn
(
1 +
|β|
2
)s|(u,Hβ)L2μ |2 < +∞.
For s0, s1, ..., sk0 > 0, the anisotropic Sobolev space H
s0,s1,....,sk0 (Rn, dμ) is deﬁned as the
space of L2μ functions satisfying
‖u‖2
H
s0,s1,....,sk0 (Rn,dμ)
=
∑
β∈Nn
k0∑
k=0
(
1 +
∑
j∈Ik
βj
2
)sk |(u,Hβ)L2μ |2,
where the sets of indices (Ik)0≤k≤k0 are deﬁned in (2.15). The result of [6] (Theorem 8)
shows that the domain of the inﬁnitesimal generator of the Ornstein-Ulhenbeck semigroup
(T (t))t≥0 satisﬁes the following embedding into the anisotropic Sobolev space
(2.18) D(P ) ⊂ H2, 23 , 25 ...., 22k0+1 (Rn, dμ) ⊂ H 22k0+1 (Rn, dμ).
The following proposition shows that we can recover the weaker embedding of the
domain into the isotropic Sobolev space
D(P ) ⊂ H 22k0+1 (Rn, dμ),
from the global L2 subelliptic estimates established for general accretive quadratic oper-
ators with zero singular spaces in [22] (Theorem 1.2.1). This indicates that the general
result of [22] manages to capture the exact loss of derivatives with respect to the elliptic
case
δ = 2− 2
2k0 + 1
=
4k0
2k0 + 1
> 0,
even if it misses to provide stronger estimates in the less degenerate frequency directions.
Proposition 2.3. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Then, there exists a positive constant C > 0 such that
∀v ∈ D(P ), ‖v‖
H
2
2k0+1 (Rn,dμ)
≤ C(‖Pv‖L2μ + ‖v‖L2μ),
where k0 denotes the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n,
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with ‖ · ‖L2μ the norm in the L2(Rn, dμ) space, where the Sobolev space H
2
2k0+1 (Rn, dμ) is
deﬁned in (2.17).
Proof. By using that
e−
1
4
〈Q−1∞ x,x〉∂xi(e
1
4
〈Q−1∞ x,x〉u) =
(
∂xi +
1
2
(Q−1∞ x)i
)
u,
where (Q−1∞ x)i denotes the ith coordinate, since the matrix Q−1∞ is symmetric, we obtain
from (1.7) and (2.16) that
(2.19) −√ρA((√ρ)−1u) = −1
2
e−
1
4
〈Q−1∞ x,x〉
( n∑
i,j=1
q˜i,j∂
2
xi,xj −
n∑
j=1
xj∂xj
)
(e
1
4
〈Q−1∞ x,x〉u)
= −1
2
n∑
i,j=1
q˜i,j
(
∂xi +
1
2
(Q−1∞ x)i
)(
∂xj +
1
2
(Q−1∞ x)j
)
u+
1
2
n∑
j=1
xj
(
∂xj +
1
2
(Q−1∞ x)j
)
u,
with Q∞ = (q˜i,j)1≤i,j≤n. By using that
n∑
i,j=1
q˜i,j∂xi
(
(Q−1∞ x)j
)
= Tr(Q∞Q−1∞ ) = n,
it follows that
√
ρ(I −A)((√ρ)−1u) = 1
2
|Q
1
2∞Dx|2u+ 1
8
|Q−
1
2∞ x|2u+
(
1− n
4
)
u.
We deduce from (2.16) that the family (Hβ
√
ρ)β∈Nn is a Hilbert basis of the L2(Rn) space
composed by the eigenvalues of the harmonic oscillator
(2.20) H (Hβ
√
ρ) =
(1
2
|Q
1
2∞Dx|2 + 1
8
|Q−
1
2∞ x|2
)
(Hβ
√
ρ) =
( |β|
2
+
n
4
)
Hβ
√
ρ.
It follows from (2.17) that for all s > 0,
(2.21) ‖v‖2Hs(Rn,dμ) = ‖(
√
I −A)sv‖2L2μ =
∑
β∈Nn
(
1 +
|β|
2
)s|(v,Hβ)L2μ |2
=
∑
β∈Nn
(
1 +
|β|
2
)s|(√ρv,Hβ√ρ)L2 |2 = ∥∥∥(1 +H − n4
) s
2
(
√
ρv)
∥∥∥2
L2
,
where the fractional power of the harmonic oscillator is deﬁned by functional calculus. It
follows from (2.21) that for any s > 0,
(2.22) ‖v‖Hs(Rn,dμ) ∼ ‖〈
√
H 〉s(√ρv)‖L2 .
Starting anew from the fact that the quadratic operator
L = qw(x,Dx) =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
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has a Weyl symbol with a zero singular space S = {0} and a non-negative real part
Re q ≥ 0, we can apply the result of [22] (Theorem 1.2.1) to show that there exists a
positive constant C > 0 such that
(2.23) ∀u ∈ D(L ), ∥∥Opw(〈(x, ξ)〉 22k0+1 )u∥∥
L2
≤ C(‖L u‖L2 + ‖u‖L2),
where the domain D(L ) is deﬁned in (1.14) and where k0 denotes the smallest integer
0 ≤ k0 ≤ 2n− 1 satisfying( k0⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n = {0},
with F the Hamilton map of the quadratic operator L . We notice from (3.23) and (3.24)
that this integer k0 corresponds exactly to the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n.
We easily check the equivalence of the norms
(2.24)
∥∥Opw(〈(x, ξ)〉 22k0+1 )u∥∥
L2
∼ ∥∥Opw(〈((2√2)−1Q− 12∞ x, (√2)−1Q 12∞ξ)〉 22k0+1 )u∥∥L2 .
As noticed in [7] (Proposition A.4), see also the discussion in [19] (pp. 4021-4022), the
following equivalences of norms hold
(2.25)
∥∥Opw(〈((2√2)−1Q− 12∞ x, (√2)−1Q 12∞ξ)〉 22k0+1 )u∥∥L2 ∼ ‖〈√H 〉 22k0+1u‖L2
and
(2.26)
∥∥Opw(〈(x, ξ)〉 22k0+1 )u∥∥
L2
∼ ‖〈(x,Dx)〉
2
2k0+1u‖L2 ,
where the harmonic oscillatorH is deﬁned in (2.20) and where the operator 〈(x,Dx)〉
2
2k0+1
is deﬁned by the functional calculus of the operator
〈(x,Dx)〉2 = 1 + |Dx|2 + |x|2.
By taking v = (
√
ρ)−1u ∈ L2μ, with u ∈ L2, we deduce from (1.9), (2.5), (2.22), (2.23),
(2.24) and (2.25) that there exists a positive constant C0 > 0 such that for all v ∈ D(P ),
‖v‖
H
2
2k0+1 (Rn,dμ)
≤ C0(‖L u‖L2 + ‖u‖L2) ≤ C0(‖Pv‖L2μ + C0
(
1 +
1
2
|Tr(B)|
)
‖v‖L2μ .
This ends the proof of Proposition 2.3. 
2.4. Spectral instabilities and resolvent estimates. Let
(2.27) P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Recalling that B ∈ Mn(R) and thus Tr(B) ∈ R, we notice from (1.9) and (1.10)
that the operator P is selfadjoint on L2μ if and only if the operator L is selfadjoint on L
2,
that is, when
1
2
Q−1∞ Q+B
T = 0.
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When this condition does not hold, the operator is non-selfadjoint. In this case, it is well-
known that the resolvent of such an operator may take very large values in norm far away
from its spectrum and that the spectrum may be very unstable under small perturbations.
These two features are highly related. Indeed, studying the level lines of the norm of the
resolvent of an operator provides substantial information about its spectral stability. We
recall from [23] that when A is a closed unbounded linear operator with a dense domain
on a complex Hilbert space H, its ε-pseudospectrum
σε(A) =
{
z ∈ C : ‖(A− z)−1‖ ≥ 1
ε
}
, ε > 0,
with the convention that ‖(A− z)−1‖ = +∞ for any point z ∈ σ(A), can be deﬁned in an
equivalent way in term of the spectrum of perturbations of the operator
σε(A) =
⋃
B∈L(H), ‖B‖L(H)≤ε
σ(A+B),
where L(H) stands for the set of bounded linear operators on H. There exists an extensive
literature on the notion of pseudospectrum. We refer the reader to [24, 25] and the
references therein for a detailed account of this topic.
The study of pseudospectrum is non-trivial only for non-selfadjoint operators, or more
precisely for non-normal operators. Indeed, the classical formula
(2.28) ∀z ∈ σ(A), ‖(A− z)−1‖ = 1
dist(z, σ(A))
,
implies that the resolvent of a normal operator
(2.29) ∀z ∈ σ(A), ∀ζ ∈ σ(A∗), (A− z)−1(A∗ − ζ)−1 = (A∗ − ζ)−1(A− z)−1,
cannot blow up far away from its spectrum [12] (Chap. V, Sect. 3.8, formula (3.31)). It
ensures the stability of the spectrum under small perturbations
(2.30) σε(A) = {z ∈ C : dist(z, σ(A)) ≤ ε}.
However, the formula (2.28) does not hold anymore for non-normal operators and the
resolvent of such operators may become very large in norm far away from the spectrum.
It implies that the spectra of these operators may become very unstable under small
perturbations.
Consider now again the hypoelliptic Ornstein-Uhlenbeck operator (2.27). We observe
from (1.9) that the operator P commutes with its L2μ-adjoint P
∗,
(2.31) ∀u ∈ S (Rn), [P, P ∗](√ρ−1u) = 0,
when acting on
√
ρ−1S (Rn), if and only if the operator L commutes with its L2-
adjoint L ∗,
(2.32) ∀u ∈ S (Rn), [L ,L ∗]u = 0,
when acting on S (Rn), since [L ,L ∗] = −√ρ[P, P ∗]√ρ−1. We deduce from Lemma 3.3
that the condition (2.32) holds if and only if the following commutator is zero
[Q−1∞ Q,B
T ] = 0.
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Furthermore, Lemma 3.3 indicates that, when the condition (2.31) does not hold, then
the operator P is non-normal, and that the operator P can be normal only if it is elliptic,
i.e. when the symmetric matrix Q is positive deﬁnite. When the operator P is elliptic,
both situations can occur. The operator P is for instance selfadjoint, thus normal, when
B = −In, whereas it is non-normal when
Q =
(
1 0
0 1
)
, B =
( −1 1
0 −1
)
.
The study of resolvent estimates for hypoelliptic Ornstein-Uhlenbeck operators is there-
fore non-trivial. The resolvents of these operators may exhibit rapid growth in norm far
away from their spectra. The following theorem points out that this is actually the case
for any non-normal elliptic Ornstein-Uhlenbeck operator satisfying
[Q−1∞ Q,B
T ] = 0.
More speciﬁcally, we deduce from the results in [21] that the resolvent of such an operator
exhibits rapid growth in norm along all the half-lines contained in the particular open
angular sector
Λ = −1
2
Tr(B)−
◦
Σ(q)⊂ C,
starting from −12Tr(B), where
◦
Σ(q) denotes the interior of the numerical range Σ(q) =
q(R2n) of the Weyl symbol (1.12).
Theorem 2.4. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be an elliptic Ornstein-Uhlenbeck operator, i.e., when Q is a symmetric positive deﬁnite
matrix, which admits the invariant measure dμ(x) = ρ(x)dx and satisﬁes the condition
[Q−1∞ Q,BT ] = 0, implying that P is non-normal. Setting
m− = inf
(x,ξ)∈B
〈(
− 1
2
QQ−1∞ −B
)
x, ξ
〉
, m+ = sup
(x,ξ)∈B
〈(
− 1
2
QQ−1∞ −B
)
x, ξ
〉
,
with
B =
{
(x, ξ) ∈ R2n : 1
2
|Q 12 ξ|2 + 1
8
|Q 12Q−1∞ x|2 = 1
}
,
then the resolvent blows-up in norm along all the half-lines
∀m− < λ < m+, ∀N ∈ N, lim
t→+∞
∥∥(P + 12Tr(B) + t(1 + iλ))−1∥∥L(L2μ)
tN
= +∞,
where ‖ · ‖L(L2μ) denotes the operator norm in the space of bounded operators on L2μ =
L2(Rn, dμ).
This result highlights that the resolvent of a non-normal elliptic Ornstein-Uhlenbeck
operator as in Theorem 2.4, blows up rapidly in norm far away from its spectrum
σ(P ) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
,
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described in Proposition 2.2.
Proof. Under the assumptions of the theorem, we observe from Lemma 3.3 that the qua-
dratic operator on L2,
L = qw(x,Dx) =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
is elliptic and does not commute with its L2-adjoint L ∗,
[L ,L ∗] = 0,
when acting on S (Rn). The interior of the numerical range Σ(q) = q(R2n) of its Weyl
symbol (1.12) is given by
◦
Σ(q)= {z = t(1 + iλ) ∈ C∗ : m− < λ < m+, t > 0},
where the constants m± are deﬁned in the statement of Theorem 2.4. It follows from [21]
(Theorem 2.2.1) that for all m− < λ < m+ and N ∈ N, there exist h0 > 0 and a family of
the Schwartz functions (uh)0<h≤h0 satisfying
(2.33) ∀0 < h ≤ h0, ‖uh‖L2 = 1, ‖qw(x, hDx)uh − (1 + iλ)uh‖L2 = O(hN ),
when h → 0. We notice that
(2.34) ∀t > 0, T˜t
(
qw(x,Dx)− t(1 + iλ)
)
T˜−1t = t
(
qw(x, t−1Dx)− (1 + iλ)
)
,
where T˜t stands for the isometry of L
2(Rn) deﬁned by (T˜tu)(x) = t
n
4 u(
√
tx). We deduce
from (2.33) and (2.34) that for all m− < λ < m+, N ∈ N,
(2.35) lim
t→+∞
∥∥(L − t(1 + iλ))−1∥∥L(L2)
tN
= lim
t→+∞
∥∥(qw(x, t−1Dx)− (1 + iλ))−1∥∥L(L2)
tN+1
= +∞,
where ‖ · ‖L(L2) denotes the operator norm in the space of bounded operators on L2. By
using that the mappings
T : L2μ → L2
u → √ρu ,
T−1 : L2 → L2μ
u → √ρ−1u ,
are isometric, we notice from (1.9) that
(2.36)
∥∥(L − t(1 + iλ))−1∥∥L(L2) =
∥∥∥(P + 1
2
Tr(B) + t(1 + iλ)
)−1∥∥∥
L(L2μ)
,
where ‖ · ‖L(L2μ) denotes the operator norm in the space of bounded operators on L2μ =
L2(Rn, dμ). The statement of Theorem 2.4 then directly follows from (2.35) and (2.36). 
The result of [21] does not apply directly to the degenerate case when the symmetric
matrix Q is not positive deﬁnite, but the same blow-up phenomena actually occur for all
degenerate hypoelliptic Ornstein-Uhlenbeck operators, i.e. when the diﬀusion matrix Q
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is degenerate. The following result shows that the resolvent of any degenerate hypoel-
liptic Ornstein-Uhlenbeck operator exhibits rapid growth in norm along all the half-lines
contained in the open half-plane
−1
2
Tr(B) + C− ⊂ C,
starting from −12Tr(B).
Theorem 2.5. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a degenerate hypoelliptic Ornstein-Uhlenbeck operator, i.e. when det(Q) = 0, which
admits the invariant measure dμ(x) = ρ(x)dx. Then, the resolvent blows-up in norm
along all the half-lines
∀z ∈ C+, ∀N ∈ N, lim
t→+∞
∥∥(P + 12Tr(B) + tz)−1∥∥L(L2μ)
tN
= +∞,
where ‖ · ‖L(L2μ) denotes the operator norm in the space of bounded operators on L2μ =
L2(Rn, dμ).
Proof. Since Q is degenerate, we deduce from Lemma 3.6 that the numerical range Σ(q) =
q(R2n) of the quadratic symbol (1.12) is equal to
Σ(q) = {z ∈ C : Re z ≥ 0}.
Furthermore, for all z ∈ C+, there exists (x0, ξ0) ∈ R2n such that
(2.37) z = q(x0, ξ0), {Re q, Im q}(x0, ξ0) < 0.
Then, the result of Zworski [26] (p. 2956) and [27] (Theorem, p. 300) allows us to
construct semiclassical quasimodes for the operator qw(x, hDx) at any point z ∈ C+.
More speciﬁcally, for all z ∈ C+ and N ∈ N, we can ﬁnd h0 > 0 and a family of the
Schwartz functions (uh)0<h≤h0 satisfying
(2.38) ∀0 < h ≤ h0, ‖uh‖L2 = 1, ‖qw(x, hDx)uh − zuh‖L2 = O(hN ),
when h → 0. The proof of Theorem 2.5 is then completed by following the very same lines
as in the proof of Theorem 2.4. 
Remark 1. The above result for the construction of semiclassical quasimodes is a par-
ticular case of a general existence result of semiclassical quasimodes for pseudodiﬀeren-
tial operators violating the condition (Ψ), i.e., for operators whose adjoints violate the
Nirenberg-Treves condition, also called condition (Ψ), see Deﬁnition 26.4.6 and Theo-
rem 26.4.12 in [10]. This result indicates that, when the principal symbol of P0−z violates
the condition (Ψ), then there exist some semiclassical quasimodes of the type (2.38) for
the operator Pw(x, hDx;h) − z. The condition (2.37) corresponds to the particular case
when the principal symbol violates the condition (Ψ) by changing sign in the prohibited
sense at the ﬁrst order, whereas the general result holds true more generally without any
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Figure 1. The resolvent ‖(P − z)−1‖L(L2μ) blows-up along all the half-
lines contained in the dark region starting from −12Tr(B). The spectrum is
represented with black dots. The left ﬁgure corresponds to the non-normal
elliptic case as in Theorem 2.4 and the right one to the degenerate case.
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restriction on the order, ﬁnite or inﬁnite, at which the prohibited change of sign given by
the violation of the condition (Ψ) is done. The existence of this result was ﬁrst mentioned
in [4]. It is an adaptation to the semiclassical setting of the quasimode construction inti-
ated by Moyer [18] and completed in all dimensions by Ho¨rmander [10] (Theorem 26.4.7).
A complete proof of this adaptation in the semiclassical setting is given in [20].
Despite the blow-up phenomena described in Theorems 2.4 and 2.5, it was shown in [19]
that the subelliptic properties enjoyed by quadratic operators with zero singular spaces
imply that their resolvents must stay bounded in certain unbounded regions of the resol-
vent set with a speciﬁc geometry. The following theorem makes explicit how these results
apply for hypoelliptic Ornstein-Uhlenbeck operators with invariant measures:
Theorem 2.6. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Then, there exist some positive constants C, c > 0 such that the resolvent estimate
∀z ∈ Γk0 , ‖(P − z)−1‖L(L2μ) ≤ C
∣∣∣z − (1− 1
2
Tr(B)
)∣∣∣− 12k0+1 ,
holds in the subset of the resolvent set Γk0 ⊂ C \ σ(P ) deﬁned as
Γk0 =
{
z ∈ C : Re z ≤ 1
2
(
1−Tr(B)), ∣∣∣Re z−(1− 1
2
Tr(B)
)∣∣∣ ≤ c∣∣∣z−(1− 1
2
Tr(B)
)∣∣∣ 12k0+1},
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with ‖ · ‖L(L2μ) the operator norm in the space of bounded operators on L2μ = L2(Rn, dμ),
where k0 denotes the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n.
Moreover, we have
∀z ∈ C, Re z > −1
2
Tr(B) > 0, ‖(P − z)−1‖L(L2μ) ≤
1
Re z + 12Tr(B)
.
Proof. Following the proof of Proposition 2.3, we deduce from (2.23) and (2.26) that the
quadratic operator (1.10) enjoys the following global subelliptic estimate
∃C > 0, ∀u ∈ D(L ), ‖〈(x,Dx)〉
2
2k0+1u‖L2 ≤ C(‖L u‖L2 + ‖u‖L2),
where k0 denotes the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n.
As explained in [19] (pp. 4021-4023), this estimate is shown to extend as
(2.39) ∃C > 0, ∀u ∈ D(L ), ∀ν ∈ R, ‖〈(x,Dx)〉
2
2k0+1u‖L2 ≤ C(‖L u− iνu‖L2 + ‖u‖L2).
Using this estimate and standard functional analytic estimates we derive the localization
of the spectrum
∃c, C > 0,
{
z ∈ C : Re z ≥ −1
2
, Re z + 1 ≤ c|z + 1| 12k0+1
}
∩ σ(L ) = ∅,
together with the resolvent estimate
(2.40) ‖(L − z)−1‖L(L2) ≤ C|z + 1|−
1
2k0+1 ,
for all z ∈ C satisfying Re z ≥ −12 , Re z+1 ≤ c|z+1|
1
2k0+1 . On the other hand, it follows
from (1.10) that for all Re z < 0,
Re(L u− zu, u)L2 =
1
2
‖Q 12Dxu‖2L2 +
1
8
‖Q 12Q−1∞ xu‖2L2 − Re z‖u‖2L2 ≥ |Re z|‖u‖2L2 .
We deduce from (2.6) and the Cauchy-Schwarz inequality that for all Re z < 0,
(2.41) ‖(L − z)−1‖L(L2) ≤
1
|Re z| .
It follows from (1.9), (2.36) and (2.40) that the resolvent estimate
∀z ∈ Γ˜k0 ,
∥∥∥(P + 1
2
Tr(B)− z
)−1∥∥∥
L(L2μ)
≤ C|z − 1|− 12k0+1 ,
holds in the following subset of the complex plane
Γ˜k0 =
{
z ∈ C : Re z ≤ 1
2
, |Re z − 1| ≤ c|z − 1| 12k0+1
}
⊂ C \ σ
(
P +
1
2
Tr(B)
)
.
Moreover, we observe from (2.41) that
∀z ∈ C, Re z > 0,
∥∥∥(P + 1
2
Tr(B)− z
)−1∥∥∥
L(L2μ)
≤ 1
Re z
.
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This ends the proof of Theorem 2.6. 
Figure 2. Spectrum of the hypoelliptic Ornstein-Uhlenbeck operator P
acting on L2μ and subset Γk0 .
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As explained in [19] (pp. 4023-4025), the resolvent estimates as in Theorem 2.6 are key
for establishing results on exponential return to equilibrium for the Ornstein-Uhlenbeck
semigroup.
2.5. Exponential return to equilibrium for hypoelliptic Ornstein-Uhlenbeck op-
erators. The following result establishes the result of exponential return to equilibrium
for hypoelliptic Ornstein-Uhlenbeck operators with invariant measures:
Theorem 2.7. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Setting
τ0 = inf
μ∈σ(B)
Re(−μ) = − sup
μ∈σ(B)
Re μ > 0,
then for all 0 ≤ τ < τ0, there exists a positive constant C > 0 such that
∀t ≥ 0, ∀v ∈ L2μ,
∥∥∥etP v − (∫
Rn
v(x)ρ(x)dx
)∥∥∥
L2μ
≤ Ce−τt‖v‖L2μ .
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Proof. We begin by noticing from (1.6) that the parameter τ0 > 0 is positive. We remark
that the quadratic operator (1.10) is real
L = −1
2
|Q 12∇x|2 + 1
8
|Q 12Q−1∞ x|2 −
〈(1
2
QQ−1∞ +B
)
x,∇x
〉
,
in the sense that L u is a real-valued function whenever u is a real-valued function since
B, Q and Q−1∞ ∈ Mn(R). Starting now from the fact that the quadratic operator L has a
Weyl symbol with a zero singular space S = {0} and a non-negative real part, we notice
that these properties hold true as well for its L2(Rn)-adjoint (3.8), since L ∗ is a quadratic
operator whose Weyl symbol q is the complex conjugate of the Weyl symbol of L , and
whose Hamilton map F is the complex conjugate of the Hamilton map F of L . We
deduce from (1.6), (1.9), Proposition 2.2, [19] (Theorem 2.1) and [12] (Chap. III, Sect. 6.6,
Thm 6.22) that
−1
2
Tr(B),
is the eigenvalue with the lowest real part for both the operators L and L ∗ on L2(Rn).
Furthermore, this eigenvalue has algebraic multiplicity 1 for both operators. It therefore
follows from (3.9) that
(2.42) Ker
(
L +
1
2
Tr(B)
)
= Ker
(
L ∗ +
1
2
Tr(B)
)
= C
√
ρ.
Setting
(2.43) τ0 = 2 inf
λ∈σ(F )
Im λ>0
Im λ > 0,
we deduce from [19] (Theorem 2.3) that for all 0 ≤ τ < τ0, there exists a positive constant
C > 0 such that for all t ≥ 0, u ∈ L2(Rn),
(2.44)
∥∥∥e−t(L+ 12Tr(B))u− (u,√ρ)L2‖√ρ‖2
L2
√
ρ
∥∥∥
L2
≤ Ce−τt‖u‖L2 .
We notice from Corollary 3.5 and (1.6) that
τ0 = inf
μ∈σ(B)
Re(−μ) = − sup
μ∈σ(B)
Re μ > 0.
On the other hand, we deduce from (1.7) that
(2.45) ‖√ρ‖2L2 =
∫
Rn
ρ(x)dx =
∫
Rn
1
(2π)
n
2
√
detQ∞
e−
1
2
〈Q−1∞ x,x〉dx = 1.
By taking u =
√
ρv ∈ L2 with v ∈ L2μ, it follows from (2.3) and (2.44) that
(2.46) ∀t ≥ 0, ∀v ∈ L2μ,
∥∥∥etP v − (∫
Rn
v(x)ρ(x)dx
)∥∥∥
L2μ
≤ Ce−τt‖v‖L2μ .
This ends the proof of Theorem 2.7. 
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2.6. Relative entropy decay for degenerate Fokker-Planck operators. We con-
sider the Fokker-Planck operator
(2.47) P =
1
2
Tr(Q∇2x)− 〈Bx,∇x〉 − Tr(B), x ∈ Rn,
where Q = (qi,j)1≤i,j≤n and B = (bi,j)1≤i,j≤n are real n × n-matrices, with Q symmetric
positive semideﬁnite. We assume that the Kalman rank condition and the localization of
the spectrum of B,
(2.48) Rank[Q
1
2 , BQ
1
2 , . . . , Bn−1Q
1
2 ] = n, σ(B) ⊂ C−,
hold. As before, we consider
(2.49) ρ(x) =
1
(2π)
n
2
√
detQ∞
e−
1
2
〈Q−1∞ x,x〉,
with
(2.50) Q∞ =
∫ +∞
0
esBQesB
T
ds.
We aim at studying the operator P acting on the L21/ρ = L
2(Rn, ρ(x)−1dx) space. In the
recent work [1], Arnold and Erb studied the degenerate parabolic Fokker-Planck equation
∂tf =
1
2
Tr(Q∇2x)f − 〈Bx,∇x〉f − Tr(B)f.
By employing a new entropy method based on a modiﬁed, non-degenerate entropy dissipa-
tion like functional, they established results on exponential convergence of the solution of
the Fokker-Planck equation to equilibrium and the exponential decay in relative entropy
(logarithmic till quadratic) with a sharp rate. The following proposition shows that the
result of [8] for quadratic operators with zero singular spaces enables us to recover the
description of the spectrum established in [1, Thm 5.3]:
Proposition 2.8. Let
P =
1
2
Tr(Q∇2x)− 〈Bx,∇x〉 − Tr(B), x ∈ Rn,
be a Fokker-Planck operator satisfying the assumption (2.48). Then, the spectrum of the
operator P : L21/ρ → L21/ρ equipped with the domain
(2.51) D(P) =
{
f ∈ L21/ρ : Pf ∈ L21/ρ
}
,
is only composed of eigenvalues with ﬁnite algebraic multiplicities exactly given by
σ(P) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
.
Proof. We begin by associating to the operator P acting on L21/ρ, the quadratic operator
L acting on L2 given by
(2.52) Lu = −√ρ−1P(√ρu)− 1
2
Tr(B)u.
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By using the fact that
e
1
4
〈Q−1∞ x,x〉∂xi(e
− 1
4
〈Q−1∞ x,x〉u) =
(
∂xi −
1
2
(Q−1∞ x)i
)
u,
where (Q−1∞ x)i denotes the ith coordinate, since the matrix Q−1∞ is symmetric, we obtain
from (2.47), (2.49) and (2.52) that
(2.53) Lu = e
1
4
〈Q−1∞ x,x〉
(
− 1
2
n∑
i,j=1
qi,j∂
2
xi,xj +
n∑
i,j=1
bi,jxj∂xi
)
(e−
1
4
〈Q−1∞ x,x〉u) +
1
2
Tr(B)u =
−1
2
n∑
i,j=1
qi,j
(
∂xi−
1
2
(Q−1∞ x)i
)(
∂xj−
1
2
(Q−1∞ x)j
)
u+
n∑
i,j=1
bi,jxj
(
∂xi−
1
2
(Q−1∞ x)i
)
u+
1
2
Tr(B)u.
It follows from (3.3) that
L = −1
2
〈Q∇x,∇x〉 − 1
8
〈QQ−1∞ x,Q−1∞ x〉 −
1
2
〈Bx,Q−1∞ x〉
+ 〈Bx,∇x〉+ 1
2
〈QQ−1∞ x,∇x〉+
1
2
Tr(B) +
1
4
Tr(QQ−1∞ ).
With Dx = i
−1∇x, we deduce from (1.2), (3.5) and (3.6) that
(2.54) L =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 + i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
.
We notice that this operator is equal to the L2(Rn)-adjoint operator of L deﬁned in (3.8).
It follows from (1.9), Proposition 2.2 and [12] (Chap. III, Sect. 6.6, Thm 6.22) that the
spectrum of the operator L : L2 → L2 equipped with the domain
D(L) = {u ∈ L2 : Lu ∈ L2},
is only composed of eigenvalues with ﬁnite algebraic multiplicities exactly given by
(2.55) σ(L) =
{
−
∑
λ∈σ(B)
λkλ − 1
2
Tr(B) : kλ ∈ N
}
,
since B ∈ Mn(R). By using the fact that
μ ∈ σ(B) ⇐⇒ μ ∈ σ(B),
because B ∈ Mn(R), it follows from (2.52) and (2.55) that
σ(P) =
{ ∑
λ∈σ(B)
λkλ : kλ ∈ N
}
.
This ends the proof of Proposition 2.8. 
The following proposition and its corollary show that the result of [19] for quadratic
operators with zero singular spaces enables us to recover the exponential decay in quadratic
relative entropy established in [1, Thm. 4.6]:
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Proposition 2.9. Let
P =
1
2
Tr(Q∇2x)− 〈Bx,∇x〉 − Tr(B), x ∈ Rn,
be a Fokker-Planck operator satisfying the assumption (2.48). Setting
τ0 = inf
μ∈σ(B)
Re(−μ) = − sup
μ∈σ(B)
Re μ > 0,
then for all 0 ≤ τ < τ0, there exists a positive constant C > 0 such that
∀t ≥ 0, ∀f ∈ L21/ρ,
∥∥∥etPf − (∫
Rn
f(x)dx
)
ρ
∥∥∥
L2
1/ρ
≤ Ce−τt‖f‖L2
1/ρ
,
where (etPf)t≥0 denotes the semigroup in L21/ρ associated to P.
Proof. We begin by noticing from (2.48) that the parameter τ0 > 0 is positive. We remark
that the quadratic operator (2.54) is real
L = −1
2
|Q 12∇x|2 + 1
8
|Q 12Q−1∞ x|2 +
〈(1
2
QQ−1∞ +B
)
x,∇x
〉
,
since B, Q andQ−1∞ ∈ Mn(R). As noticed in the proofs of Theorem 2.7 and Proposition 2.8,
the quadratic operator L = L ∗ has a Weyl symbol with a zero singular space and a non-
negative real part. These properties hold true as well for its L2(Rn)-adjoint (L)∗ = L ,
where L is the quadratic operator (1.10). We deduce from (2.42) that
−1
2
Tr(B),
is the eigenvalue with the lowest real part for both the operators L and L∗ on L2, since
L = L ∗ and L∗ = L . Furthermore, this eigenvalue has algebraic multiplicity 1 for both
operators L and L∗. It follows from (2.42) that
Ker
(
L+
1
2
Tr(B)
)
= Ker
(
L∗ +
1
2
Tr(B)
)
= C
√
ρ.
The operator L is accretive and generates a contraction semigroup (e−tL)t≥0 on L2. Setting
(2.56) τ0 = 2 inf
λ∈σ(F )
Im λ>0
Im λ > 0,
we deduce from [19] (Theorem 2.3) that for all 0 ≤ τ < τ0, there exists a positive constant
C > 0 such that for all t ≥ 0, u ∈ L2,
(2.57)
∥∥∥e−t(L+ 12Tr(B))u− (u,√ρ)L2‖√ρ‖2
L2
√
ρ
∥∥∥
L2
≤ Ce−τt‖u‖L2 ,
since F is the Hamilton map of the quadratic operator L. We notice from Corollary 3.5
and (2.48) that
τ0 = inf
μ∈σ(B)
Re(−μ) = − sup
μ∈σ(B)
Re μ > 0.
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On the other hand, the solution to the Cauchy problem
(2.58)
{
∂tv = Pv,
v|t=0 = f ∈ L21/ρ,
is given by
(2.59) ∀t ≥ 0, v(t) = etPf = √ρe−t(L+ 12Tr(B))(√ρ−1f),
where (e−tL)t≥0 denotes the contraction semigroup generated by L. By taking u =√
ρ−1f ∈ L2 with f ∈ L21/ρ, it follows from (2.45), (2.57) and (2.59) that
(2.60) ∀t ≥ 0, ∀f ∈ L21/ρ,
∥∥∥etPf − (∫
Rn
f(x)dx
)
ρ
∥∥∥
L2
1/ρ
≤ Ce−τt‖f‖L2
1/ρ
,
since the mappings
T : L2 → L21/ρ
u → √ρu ,
T−1 : L21/ρ → L2
u → √ρ−1u ,
are isometric. This ends the proof of Proposition 2.9. 
We directly deduce from Proposition 2.9 the exponential decay of the quadratic relative
entropy
e2(f |ρ) =
∫
Rn
∣∣∣f(x)
ρ(x)
− 1
∣∣∣2ρ(x)dx.
Corollary 2.10. Let
P =
1
2
Tr(Q∇2x)− 〈Bx,∇x〉 − Tr(B), x ∈ Rn,
be a Fokker-Planck operator satisfying the assumption (2.48). Setting
τ0 = inf
μ∈σ(B)
Re(−μ) = − sup
μ∈σ(B)
Re μ > 0,
then for all 0 ≤ τ < τ0, there exists a positive constant C > 0 such that
∀t ≥ 0, ∀f ∈ L21/ρ,
∫
Rn
f(x)dx = 1,
e2(e
tPf |ρ) =
∫
Rn
∣∣∣(etPf)(x)
ρ(x)
− 1
∣∣∣2ρ(x)dx ≤ Ce−2τt ∫
Rn
|f(x)|2
ρ(x)
dx,
where (etPf)t≥0 denotes the semigroup in L21/ρ associated to P.
3. Elements of proof
The main purpose of this section is to check that the quadratic operator (1.9) has a zero
singular space. We also compute explicitly the eigenvalues of the Hamilton map (1.17),
and provide a necessary and suﬃcient condition for the quadratic operator to be normal.
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3.1. Computation of the quadratic operator L . We begin by noticing from (1.3)
and (1.8) that for all t ≥ 0,
(3.1) Q∞ = Qt + etBQ∞etB
T
.
We deduce from (3.1) the steady state variance equation
(3.2)
d
dt
(Qt + e
tBQ∞etB
T
)|t=0 = Q+BQ∞ +Q∞BT = 0.
We use now
e−
1
4
〈Q−1∞ x,x〉∂xi(e
1
4
〈Q−1∞ x,x〉u) =
(
∂xi +
1
2
(Q−1∞ x)i
)
u,
where (Q−1∞ x)i denotes the ith coordinate since the matrix Q−1∞ is symmetric, to obtain
from (1.1), (1.7) and (1.9) that
L u = −e− 14 〈Q−1∞ x,x〉
(1
2
n∑
i,j=1
qi,j∂
2
xi,xj +
n∑
i,j=1
bi,jxj∂xi
)
(e
1
4
〈Q−1∞ x,x〉u)− 1
2
Tr(B)u =
−1
2
n∑
i,j=1
qi,j
(
∂xi+
1
2
(Q−1∞ x)i
)(
∂xj+
1
2
(Q−1∞ x)j
)
u−
n∑
i,j=1
bi,jxj
(
∂xi+
1
2
(Q−1∞ x)i
)
u−1
2
Tr(B)u.
Furthermore, since
(3.3)
n∑
i,j=1
qi,j∂xi
(
(Q−1∞ x)j
)
= Tr(QQ−1∞ ),
it follows that
L = −1
2
〈Q∇x,∇x〉 − 1
8
〈QQ−1∞ x,Q−1∞ x〉 −
1
2
〈Bx,Q−1∞ x〉
− 〈Bx,∇x〉 − 1
2
〈QQ−1∞ x,∇x〉 −
1
2
Tr(B)− 1
4
Tr(QQ−1∞ ).
By recalling the notation (1.2), we obtain that
(3.4) L =
1
2
〈QDx, Dx〉 − 1
8
〈QQ−1∞ x,Q−1∞ x〉 −
1
2
〈Bx,Q−1∞ x〉
− i〈Bx,Dx〉 − i
2
〈QQ−1∞ x,Dx〉 −
1
2
Tr(B)− 1
4
Tr(QQ−1∞ ),
with Dx = i
−1∇x. We deduce from (3.2) that
(3.5) Tr(QQ−1∞ ) = −Tr(B +Q∞BTQ−1∞ ) = −Tr(B)− Tr(BT ) = −2Tr(B).
On the other hand, it also follows from (3.2) that
(3.6) − 〈Q−1∞ QQ−1∞ x, x〉 = 〈Q−1∞ Bx, x〉+ 〈BTQ−1∞ x, x〉 = 2〈Bx,Q−1∞ x〉,
since Q∞ is symmetric. It follows from (3.4), (3.5) and (3.6) that
(3.7) L =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
.
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We notice that the L2(Rn)-adjoint operator of L is given by
(3.8) L ∗ =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 + i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
since B,Q,Q∞ ∈ Mn(R), and
Tr
(1
2
QQ−1∞ +B
)
= 0,
according to (3.5). We check that
(3.9)
(
L +
1
2
Tr(B)
)
(
√
ρ) =
(
L ∗ +
1
2
Tr(B)
)
(
√
ρ) = 0.
Indeed, it follows from (1.7), (3.2), (3.3) and (3.5) that
(3.10)
(1
2
|Q 12Dx|2
)
(
√
ρ) =
∑
1≤i,j≤n
qi,j
(1
4
∂xj
(
(Q−1∞ x)i
)− 1
8
(Q−1∞ x)i(Q
−1
∞ x)j
)√
ρ
=
(1
4
Tr(QQ−1∞ )−
1
8
|Q 12Q−1∞ x|2
)√
ρ =
(
− 1
2
Tr(B)− 1
8
|Q 12Q−1∞ x|2
)√
ρ
and
(3.11)
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
(
√
ρ) =
i
2
〈(1
2
QQ−1∞ +B
)
x,Q−1∞ x
〉√
ρ = 0,
since
〈QQ−1∞ x,Q−1∞ x〉 = 〈Q−1∞ QQ−1∞ x, x〉 = −〈Q−1∞ Bx, x〉 − 〈BTQ−1∞ x, x〉 = −2〈Bx,Q−1∞ x〉,
because Q∞ is symmetric. The formulas (3.9) directly follow from (3.10) and (3.11).
3.2. Weyl symbol and Hamilton map of the quadratic operator L . By using that
the Weyl quantization of the quadratic symbol xαξβ , with (α, β) ∈ N2n, |α+ β| = 2, is
(xαξβ)w =
xαDβx +D
β
xxα
2
,
we observe that the Weyl symbol of the operator
(3.12) L = qw(x,Dx),
is the quadratic symbol
(3.13) q(x, ξ) =
1
2
|Q 12 ξ|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x, ξ
〉
,
since according to (3.5), we have
Tr
(1
2
QQ−1∞ +B
)
= 0.
This agrees with the formula (1.12). Notice that the polarized form associated to the
quadratic form (3.13) is
(3.14) q((x, ξ); (y, η)) =
1
2
(
q(x+ y, ξ + η)− q(x, ξ)− q(y, η))
=
1
2
〈Q 12 ξ,Q 12 η〉+ 1
8
〈Q 12Q−1∞ x,Q
1
2Q−1∞ y〉 −
i
4
〈(QQ−1∞ + 2B)x, η〉 −
i
4
〈(QQ−1∞ + 2B)y, ξ〉.
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Writing (y˜, η˜) = F (y, η), we deduce from the deﬁnition of the Hamilton map
q((x, ξ); (y, η)) = σ((x, ξ), F (y, η)) = σ((x, ξ), (y˜, η˜)) = 〈ξ, y˜〉 − 〈x, η˜〉,
that
(3.15) (y˜, η˜) = F (y, η) =
(1
2
Qη− i
4
(QQ−1∞ +2B)y,−
1
8
Q−1∞ QQ
−1
∞ y+
i
4
(QQ−1∞ +2B)
T η
)
,
since Q and Q∞ are symmetric. It follows that
(3.16) F =
[ − i4(QQ−1∞ + 2B) 12Q
−18Q−1∞ QQ−1∞ i4(QQ−1∞ + 2B)T
]
,
(3.17) Re F =
1
8
[
0 4Q
−Q−1∞ QQ−1∞ 0
]
and
(3.18) Im F =
1
4
[ −(QQ−1∞ + 2B) 0
0 (QQ−1∞ + 2B)T
]
,
since Q, Q∞ and B ∈ Mn(R).
3.3. Singular space of the quadratic operator L . We deduce from (3.17) and (3.18)
that for all k ≥ 0,
(3.19)
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ k, QQ−1∞ (QQ−1∞ + 2B)jx = 0, Q(Q−1∞ Q+ 2BT )jξ = 0
}
,
since Q and Q∞ are symmetric. We need the following lemma:
Lemma 3.1. We have for all k ≥ 0,
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ inf(k, n− 1), QQ−1∞ Bjx = 0, Q(BT )jξ = 0
}
.
Proof. We begin by proving by induction that for all k ≥ 0,
(3.20)
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ k, QQ−1∞ Bjx = 0, Q(BT )jξ = 0
}
.
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We notice from (3.19) that the formula (3.20) holds for k = 0. If for k ≥ 0,
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ k, QQ−1∞ Bjx = 0, Q(BT )jξ = 0
}
,
it follows from (3.17) and (3.18) that
( k+1⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n = {(x, ξ) ∈ R2n : ∀0 ≤ j ≤ k, QQ−1∞ Bjx = 0,
Q(BT )jξ = 0, QQ−1∞ (QQ
−1
∞ + 2B)
k+1x = 0, Q(Q−1∞ Q+ 2B
T )k+1ξ = 0
}
.
We deduce by expanding the products that
QQ−1∞ (QQ
−1
∞ + 2B)
k+1x = 2k+1QQ−1∞ B
k+1x, Q(Q−1∞ Q+ 2B
T )k+1ξ = 2k+1Q(BT )k+1ξ,
when
∀0 ≤ j ≤ k, QQ−1∞ Bjx = 0, Q(BT )jξ = 0.
This proves that
( k+1⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ k + 1, QQ−1∞ Bjx = 0, Q(BT )jξ = 0
}
.
This shows that the formula (3.20) holds for all k ≥ 0. Next, we deduce from (3.20) and
the Cayley-Hamilton theorem
χB(B) = χBT (B
T ) = 0,
where χB and χBT denote respectively the characteristic polynomials of the n×n-matrices
B and BT , that for all k ≥ 0,
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n
=
{
(x, ξ) ∈ R2n : ∀0 ≤ j ≤ inf(k, n− 1), QQ−1∞ Bjx = 0, Q(BT )jξ = 0
}
,
since degχB = degχBT = n. This ends the proof of Lemma 3.1. 
We establish the following result:
Lemma 3.2. For all k ≥ 0, the following equivalence holds
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n = {0} ⇐⇒ ( inf(k,n−1)⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = {0}.
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Proof. According to Lemma 3.1, we have already proved that
( k⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n = {0} =⇒ ( inf(k,n−1)⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = {0}.
Conversely, if ( inf(k,n−1)⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = {0},
it follows from Lemma 3.1 that it is suﬃcient to prove that
( inf(k,n−1)⋂
j=0
Ker
[
QQ−1∞ B
j
]) ∩ Rn = ( inf(k,n−1)⋂
j=0
Ker
[
Q(Q−1∞ BQ∞)
jQ−1∞
]) ∩ Rn = {0},
i.e. ( inf(k,n−1)⋂
j=0
Ker
[
Q(Q−1∞ BQ∞)
j
]) ∩ Rn = {0},
since Q−1∞ ∈ Mn(R). According to (3.2), it is suﬃcient to show that( inf(k,n−1)⋂
j=0
Ker
[
Q(Q−1∞ Q+B
T )j
]) ∩ Rn = {0}.
On the other hand, we easily check by induction as in Lemma 3.1 that for all k ≥ 0,
( k⋂
j=0
Ker
[
Q(Q−1∞ Q+B
T )j
]) ∩ Rn = ( k⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn.
This ends the proof of Lemma 3.2. 
We deduce from (1.18) and Lemma 3.2 that the singular space of the quadratic form
(3.13) is zero if and only if the following intersection of kernels is zero
(3.21) S = {0} ⇐⇒
( n−1⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = {0}.
On the other hand, the Kalman rank condition which holds since the Ornstein-Uhlenbeck
operator (1.1) is assumed to be hypoelliptic, reads as
Rank[B|Q 12 ] = Rank[Q 12 , BQ 12 , . . . , Bn−1Q 12 ] = n,
where the n×n2 matrix [Q 12 , BQ 12 , . . . , Bn−1Q 12 ] is obtained by writing consecutively the
columns of the matrices BjQ
1
2 . Writing (C1, C2, ..., Cn) the n columns of the real matrix⎡
⎢⎢⎢⎢⎣
Q
1
2
Q
1
2BT
...
Q
1
2 (BT )n−1
⎤
⎥⎥⎥⎥⎦ ,
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the Kalman rank condition is equivalent to the linear independence of the column vectors
(C1, C2, ..., Cn), which is also equivalent to the condition
( n−1⋂
j=0
Ker
[
Q
1
2 (BT )j
]) ∩ Rn = ( n−1⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = {0}.
According to (3.21), this shows that the hypoellipticity of the Ornstein-Uhlenbeck operator
(1.1) implies that the singular space of the quadratic operator (1.10) is zero
(3.22) S = {0}.
Regarding the subelliptic properties of the quadratic operator (1.10), it is interesting to
notice from Lemma 3.2 that the smallest integer 0 ≤ k0 ≤ 2n− 1 satisfying
(3.23)
( k0⋂
j=0
Ker
[
Re F (Im F )j
]) ∩ R2n = {0},
corresponds exactly to the smallest integer 0 ≤ k0 ≤ n− 1 satisfying
(3.24) Rank[Q
1
2 , BQ
1
2 , . . . , Bk0Q
1
2 ] = n.
3.4. Condition for normality. The following lemma gives a necessary condition for the
operator L to be normal:
Lemma 3.3. Let
P =
1
2
Tr(Q∇2x) + 〈Bx,∇x〉, x ∈ Rn,
be a hypoelliptic Ornstein-Uhlenbeck operator, which admits the invariant measure dμ(x) =
ρ(x)dx. Let L be the quadratic operator (1.9) and L ∗ its L2(Rn, dx)-adjoint. Then, the
commutator [L ,L ∗] is given by the quadratic operator
[L ,L ∗] =
〈
(QQ−1∞ Q+ 2QB
T )Dx, Dx
〉
+
1
4
〈
(QQ−1∞ Q+ 2QB
T )Q−1∞ x,Q
−1
∞ x
〉
,
with Dx = i
−1∇x. The operator L commutes with its L2-adjoint L ∗,
∀u ∈ S (Rn), [L ,L ∗]u = 0,
when acting on S (Rn), if and only if the following commutator is zero
[Q−1∞ Q,B
T ] = 0.
Furthermore, if the operator L is normal, i.e.,
(3.25) ∀z ∈ σ(L ), ∀ζ ∈ σ(L ∗), (L − z)−1(L ∗ − ζ)−1 = (L ∗ − ζ)−1(L − z)−1,
then the condition [Q−1∞ Q,BT ] = 0 holds. Moreover, the operator L can be normal only
if the symmetric matrix Q is positive deﬁnite.
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Proof. A direct computation or the use of Weyl calculus (see e.g. [9], Theorem 18.5.4)
shows that the commutator [L ,L ∗] is a quadratic operator whose Weyl symbol is exactly
given by the Poisson bracket
1
i
{q, q} = 2{Im q,Re q} = 2〈∇ξIm q,∇xRe q〉 − 2〈∇xIm q,∇ξRe q〉,
where q denotes the Weyl symbol of L . By using from (3.2) that
QQ−1∞ B = −QBTQ−1∞ −QQ−1∞ QQ−1∞ ,
we deduce from (1.12) that
(3.26) 2{Im q,Re q} = −1
2
〈(1
2
QQ−1∞ +B
)
x,Q−1∞ QQ
−1
∞ x
〉
+ 2
〈(1
2
Q−1∞ Q+B
T
)
ξ,Qξ
〉
=
1
2
〈(1
2
QQ−1∞ Q+QB
T
)
Q−1∞ x,Q
−1
∞ x
〉
+ 2
〈(1
2
QQ−1∞ Q+QB
T
)
ξ, ξ
〉
,
since Q and Q∞ are symmetric. It follows that the commutator [L ,L ∗] is zero as an
operator acting on the Schwartz space S (Rn),
(3.27) ∀u ∈ S (Rn), LL ∗u = L ∗L u,
if and only if the following condition holds
QQ−1∞ Q+QB
T +BQ = 0.
By using again from (3.2) that
QQ−1∞ = −B −Q∞BTQ−1∞ ,
this condition is equivalent to
(3.28) −Q∞BTQ−1∞ Q+QBT = 0 ⇐⇒ [Q−1∞ Q,BT ] = 0.
By using the fact that the singular space is zero S = {0}, we deduce from (3.21) and (3.28)
that
{0} =
( n−1⋂
j=0
Ker
[
Q(BT )j
]) ∩ Rn = ( n−1⋂
j=0
Ker
[
Q−1∞ Q(B
T )j
]) ∩ Rn
=
( n−1⋂
j=0
Ker
[
(BT )jQ−1∞ Q
]) ∩ Rn = Ker(Q) ∩ Rn,
when the condition (3.28) holds. It follows that the operator L satisﬁes the condition
(3.27) only if the real symmetric matrix Q is positive deﬁnite. It remains to check the con-
dition (3.27) holds if the operator L is normal. We observe from (2.6) and [12] (Chap. III,
Sect. 6.6, Thm 6.22) that σ(L ) ⊂ C+ and σ(L ∗) ⊂ C+, implying that σ(L ) = C and
σ(L ∗) = C. Let z ∈ σ(L ) and ζ ∈ σ(L ∗). We deduce from the inclusions
S (Rn) ⊂ D(L ) = {u ∈ L2 : L u ∈ L2}, S (Rn) ⊂ D(L ∗) = {u ∈ L2 : L ∗u ∈ L2},
that
∀u ∈ S (Rn), ∃v ∈ L2, u = (L − z)−1v, ∀u ∈ S (Rn), ∃w ∈ L2, u = (L ∗ − ζ)−1w.
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Since (L −z)u = v ∈ S (Rn) and (L ∗−ζ)u = w ∈ S (Rn), when u ∈ S (Rn), this implies
that
∀u ∈ S (Rn), ∃v ∈ S (Rn), u = (L−z)−1v; ∀u ∈ S (Rn), ∃w ∈ S (Rn), u = (L ∗−ζ)−1w.
It follows that
(3.29) ∀u ∈ S (Rn), ∃v ∈ S (Rn), u = (L −z)−1(L ∗−ζ)−1v = (L ∗−ζ)−1(L −z)−1v,
when the operator L is normal. We deduce from (3.29) that for all u ∈ S (Rn),
(L ∗ − ζ)(L − z)u = v = (L − z)(L ∗ − ζ)u.
This implies that the operator L commutes with its L2-adjoint L ∗,
∀u ∈ S (Rn), [L ,L ∗]u = 0,
when acting on S (Rn). This ends the proof of Lemma 3.3. 
3.5. Computation of the eigenvalues of the Hamilton map. We aim at computing
the eigenvalues of the Hamilton map (1.17). After conjugating with the invertible matrix
G =
⎡
⎣ 1√2Q− 12∞ 0
0
√
2Q
1
2∞
⎤
⎦ ,
we notice from (1.17) that
(3.30) GFG−1 = 1
4
[
−i(Q− 12∞ QQ− 12∞ + 2Q− 12∞ BQ 12∞) Q− 12∞ QQ− 12∞
−Q−
1
2∞ QQ
− 1
2∞ i
(
Q
− 1
2∞ QQ
− 1
2∞ + 2Q
− 1
2∞ BQ
1
2∞
)T
]
.
Setting
(3.31) M = − i
2
Q
− 1
2∞ BQ
1
2∞ ∈ Mn(C),
we observe from (3.2) that
(3.32) MT = − i
2
Q
1
2∞BTQ
− 1
2∞ =
i
2
(Q
− 1
2∞ QQ
− 1
2∞ +Q
− 1
2∞ BQ
1
2∞),
since
Q
− 1
2∞ QQ
− 1
2∞ +Q
− 1
2∞ BQ
1
2∞ +Q
1
2∞BTQ
− 1
2∞ = 0.
It follows from (3.30), (3.31) and (3.32) that
(3.33) GFG−1 = M,
with
(3.34) M =
[
M−MT
2 −iM+M
T
2
iM+M
T
2
M−MT
2
]
.
We use the following lemma:
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Lemma 3.4. If
M =
[
M−MT
2 −iM+M
T
2
iM+M
T
2
M−MT
2
]
∈ M2n(C),
with M ∈ Mn(C), we have for all X ∈ Cn, μ ∈ C and k ≥ 0,
(M−μ)k
[
X
iX
]
=
[
(M − μ)kX
i(M − μ)kX
]
, (M−μ)k
[
X
−iX
]
= (−1)k
[
(MT + μ)kX
−i(MT + μ)kX
]
.
The spectrum of M is the union of the spectra of M and −M ,
σ(M) = σ(M) ∪ σ(−M).
More precisely, the algebraic multiplicity of μ as an eigenvalue of M is equal to the sum
of the algebraic multiplicity of μ as an eigenvalue of M and the algebraic multiplicity of μ
as an eigenvalue of −M .
Proof. It is suﬃcient to check that
(M− μ)
[
X
iX
]
=
[
(M − μ)X
i(M − μ)X
]
, (M− μ)
[
X
−iX
]
= −
[
(MT + μ)X
−i(MT + μ)X
]
,
and iterate these two formulas in order to prove the ﬁrst assertion. Then, we use that
(3.35) C2n = F1 ⊕ F2,
where
(3.36) F1 = {(X, iX) : X ∈ Cn}, F2 = {(X,−iX) : X ∈ Cn}.
Let B = (e1, ..., en) be a basis of Cn composed by generalized eigenvectors of the matrix
M ∈ Mn(C), and C = (ε1, ..., εn) be a basis of Cn composed by generalized eigenvectors
of the matrix MT ∈ Mn(C). It follows from the ﬁrst assertion of this lemma that
B˜ = (e˜1, ..., e˜n), with e˜j =
[
ej
iej
]
,
is a basis of the vector subspace F1 composed by generalized eigenvectors of the matrix
M ∈ M2n(C), and that
C˜ = (ε˜1, ..., ε˜n), with ε˜j =
[
εj
−iεj
]
,
is a basis of the vector subspace F2 composed by generalized eigenvectors of the matrix
M ∈ M2n(C). B˜ ∪ C˜ is therefore a basis of C2n composed by generalized eigenvectors of
the matrix M ∈ M2n(C). We deduce that
σ(M) = σ(M) ∪ σ(−MT ) = σ(M) ∪ σ(−M),
since the eigenvalues of M and MT agree with algebraic multiplicities. Furthermore, the
algebraic multiplicity of μ as an eigenvalue of M is equal to the sum of the algebraic
multiplicity of μ as an eigenvalue of M and the algebraic multiplicity of μ as an eigenvalue
of −M . This ends the proof of Lemma 3.4. 
We deduce from (3.31), (3.33), (3.34) and Lemma 3.4 the following result:
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Corollary 3.5. The spectrum of the Hamilton map
F =
[ − i4(QQ−1∞ + 2B) 12Q
−18Q−1∞ QQ−1∞ i4(QQ−1∞ + 2B)T
]
,
of the quadratic operator
L =
1
2
|Q 12Dx|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x,Dx
〉
,
is given by
σ(F ) = σ
(
− i
2
B
)
∪ σ
( i
2
B
)
.
More precisely, the algebraic multiplicity of μ as an eigenvalue of F is equal to the sum of
the algebraic multiplicity of μ as an eigenvalue of i2B and the algebraic multiplicity of μ
as an eigenvalue of − i2B.
3.6. Numerical range of the quadratic operator L . The following lemma shows
that the numerical range Σ(q) = q(R2n) of the Weyl symbol (1.12) is the closed right
half-plane of C, when the matrix Q is degenerate:
Lemma 3.6. When the symmetric matrix Q is degenerate, then the numerical range
Σ(q) = q(R2n) of the quadratic symbol
q(x, ξ) =
1
2
|Q 12 ξ|2 + 1
8
|Q 12Q−1∞ x|2 − i
〈(1
2
QQ−1∞ +B
)
x, ξ
〉
,
is equal to
Σ(q) = {z ∈ C : Re z ≥ 0}.
Furthermore, for all z ∈ C+ = {z ∈ C : Re z > 0}, there exists (x0, ξ0) ∈ R2n such that
z = q(x0, ξ0) and
{Re q, Im q}(x0, ξ0) = 〈∇ξRe q,∇xIm q〉(x0, ξ0)− 〈∇xRe q,∇ξIm q〉(x0, ξ0) < 0,
where {Re q, Im q} denotes the Poisson bracket of the symbols Re q and Im q.
Proof. Since Q is a degenerate real symmetric matrix, we can ﬁnd ζ0 ∈ Rn, ζ0 = 0 such
that ζ0 ∈ Ker Q. We consider the non-negative analytic function
(3.37) ∀t ≥ 0, F0(t) = 〈QetBT ζ0, etBT ζ0〉 = |Q 12 etBT ζ0|2 ≥ 0.
This function vanishes at zero F0(0) = 0, because ζ0 ∈ Ker Q. On the other hand, we
notice that the function F0 cannot be identically equal to zero since
∀t > 0, 0 < |Q
1
2
t ζ0|2 =
∫ t
0
F0(s)ds,
according to (1.3). By analyticity, this implies that the function F0 cannot be ﬂat at zero.
It follows from (3.37) that there exists j0 ≥ 1 such that
(3.38) F0(t) =
F
(2j0)
0 (0)
(2j0)!
t2j0 + o(t2j0), F ′0(t) =
F
(2j0)
0 (0)
(2j0 − 1)! t
2j0−1 + o(t2j0−1),
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with F
(2j0)
0 (0) > 0, when t → 0. We deduce from (3.38) that there exists δ > 0 such that
(3.39) ∀0 < t ≤ δ, F0(t) > 0, ∀0 < t ≤ δ, F ′0(t) > 0.
Setting
(3.40) ∀t ∈ R, G(t) = 〈BQ∞ζ0, etBT ζ0〉,
we can ﬁnd 0 < t0 ≤ δ such that G(t0) = 0. Indeed, this directly follows from the
continuity of G if G(0) = 0. On the other hand, if G(0) = 0, it follows from (1.6) and
(3.2) that
G′(0) = 〈BQ∞ζ0, BT ζ0〉 = −〈Q∞BT ζ0, BT ζ0〉 = −|Q
1
2∞BT ζ0|2 < 0,
because the matrices Q∞, BT are invertible and ζ0 ∈ Ker Q, ζ0 = 0. This implies that
there exists 0 < t0 ≤ δ such that G(t0) < 0. We can therefore choose 0 < t0 ≤ δ such that
F0(t0) > 0, F
′
0(t0) > 0 and G(t0) = 0. It follows from (3.37) and (3.40) that
(3.41) F0(t0) = |Q 12 et0BT ζ0|2 > 0, F ′0(t0) = 2〈QBT et0B
T
ζ0, e
t0BT ζ0〉 > 0
and
(3.42) G(t0) = 〈BQ∞ζ0, et0BT ζ0〉 = 0.
Let z ∈ C+. Setting
(3.43) λ = − Im z
G(t0)
√
F0(t0)
2Re z
, μ =
√
2Re z
F0(t0)
> 0,
we consider
(3.44) (x0, ξ0) = (λQ∞ζ0, μet0B
T
ζ0) ∈ R2n.
It follows from (1.12), (3.41), (3.42), (3.43) and (3.44) that
(3.45) q(x0, ξ0) =
μ2
2
|Q 12 et0BT ζ0|2 + λ
2
8
|Q 12 ζ0|2 − iλμ
〈(1
2
Q+BQ∞
)
ζ0, e
t0BT ζ0
〉
=
μ2
2
|Q 12 et0BT ζ0|2 − iλμ〈BQ∞ζ0, et0BT ζ0〉 = μ
2
2
F0(t0)− iλμG(t0) = z,
since ζ0 ∈ Ker Q. It implies that C+ ⊂ q(R2n). On the other hand, we have
q(R2n) ⊂ {z ∈ C : Re z ≥ 0},
since the real part of q is non-negative. It follows that
Σ(q) = q(R2n) = {z ∈ C : Re z ≥ 0}.
We deduce from (3.26) and (3.44) that
{Re q, Im q}(x0, ξ0) = −1
4
〈(1
2
QQ−1∞ Q+QB
T
)
Q−1∞ x0, Q
−1
∞ x0
〉
−
〈(1
2
QQ−1∞ Q+QB
T
)
ξ0, ξ0
〉
= −μ2
〈(1
2
QQ−1∞ Q+QB
T
)
et0B
T
ζ0, e
t0BT ζ0
〉
,
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because Q is symmetric and Qζ0 = 0. It follows from (3.41) and (3.43) that
{Re q, Im q}(x0, ξ0) = −μ
2
2
|Q−
1
2∞ Qet0B
T
ζ0|2 − μ
2
2
F ′0(t0) < 0.
This ends the proof of Lemma 3.6. 
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