Abstract. This paper concerns the boundary behavior of solutions of certain fully nonlinear equations with a general drift term. We elaborate on the nonhomogeneous generalized Harnack inequality proved by the second author in [26] , to prove a generalized Carleson estimate. We also prove boundary Hölder continuity and a boundary Harnack type inequality.
Introduction
In this paper we study the boundary behavior of solutions of the following nonhomogeneous, fully nonlinear equation
The operator F is assumed to be elliptic in the sense that there are 0 < λ ≤ Λ such that
for every pair of symmetric matrices X, Y where Y is positive semidefinite. We assume that F has a drift term which satisfies the following growth condition
where φ ∶ [0, ∞) → [0, ∞) is continuous, increasing, and satisfies the structural conditions from [26] (see Section 2) . Note that the function F (⋅, p, x) is 1-homogeneous while F (0, ⋅, x) in general is not. In the case there is no drift term, i.e., φ = 0, we say that the equation (1.1) is homogeneous. The problem we are interested in is the so-called Carleson estimate [12] . The Carleson estimate can be stated for the Laplace equation in modern notation as follows. Let Ω ⊂ R N be a sufficiently regular bounded domain and x 0 ∈ ∂Ω . If u is a non-negative harmonic function in B(x 0 , 4R) ∩ Ω which vanishes continuously on ∂Ω ∩ B(x 0 , 4R), then (1.4) sup
where the constant C depends only on ∂Ω and N , and where A R ∈ B(x 0 , R C) ∩ Ω such that d(A R , ∂Ω) > R C 2 (A R is usually called a corkscrew point). For Ω to be sufficiently regular it is enough to assume that Ω is e.g., an NTA-domain, see [24] . The Carleson estimate is very important and useful when studying the boundary behavior and free boundary problems for linear elliptic equations [11, 13, 24, 28] , for p-Laplace type elliptic equations [5, 6, 7, 32, 33, 34, 35] , for parabolic p-Laplace type equations [3, 4] , and for homogeneous fully nonlinear equations [19, 20, 21] .
In this paper we deal with either Lipschitz or C 1,1 domains and assume that they are locally given by graphs in balls centered at the boundary with radius up to R 0 > 0 which unless otherwise stated satisfies R 0 ≤ 16. For a given Lipschitz domain with Lipschitz constant l we denote L = max{l, 2}. The main result of this paper is the sharp Carleson type estimate for non-negative solutions of (1.1). Due to the non-homogeneity of the equation it is easy to see that (1.4) cannot hold. Instead the Carleson estimate takes a similar form as the generalized interior Harnack inequality proved in [26] (see Theorem 2.1). Our main result reads as follows. Theorem 1.1. Assume that Ω is a Lipschitz domain such that 0 ∈ ∂Ω and assume u ∈ C(B 4R ∩ Ω), with R ∈ (0, R 0 4], is a non-negative solution of (1.1). Let A R ∈ B R 2L ∩ Ω be a point such that d(A R , ∂Ω) > R (4L 2   ) , and assume that u = 0 on ∂Ω∩B 4R . There exists a constant C > 1 which is independent of u and of the radius R such that
where M = sup B R C ∩Ω u.
This result is sharp since already the interior Harnack estimate is sharp. The novelty of Theorem 1.1 is that the constant does not depend on the solution itself.
Let us point out a few consequences of Theorem 1.1. Let us assume that u is as in the theorem. First, if φ satisfies (1.5)
then there is an increasing function f R such that the maximum M is bounded by the value f R (u(A R )). The function f R is defined implicitly by the estimate in the theorem. If φ does not satisfy (1.5) then the maximum M may take arbitrary large values (see [26] ). However, even if φ does not satisfy (1.5) we may still deduce that if u(A R ) ≤ 1 then the maximum M is uniformly bounded assuming that the radius R is small enough. This follows from the fact that R 2 φ(t R) → 0 locally uniformly under our growth assumption on φ. Second if φ satisfies the Osgood condition In the homogeneous case, perhaps the most flexible proof of the Carleson estimate is due to [11] and has been adapted to many situations, see e.g., [1, 3, 4, 14, 17, 18] . This proof relies on two basic estimates:
(1) A decay estimate up to the boundary (Hölder continuity), sometimes denoted by the oscillation lemma. (2) An upper estimate of the blow-up rate for singular solutions. The point is that the rate of blow-up dictated by (2) does not need to be sharp, this is because it only needs to match the geometric decay dictated by (1) .
Let us make some notes regarding the proof of (1) and (2) in the homogeneous case. In the context of divergence form equations, the proof of (1) is standard and follows e.g., from the flexible methods developed by De Giorgi [16] , and is thus valid for very general domains (outer density condition). However, in the context of non-divergence form equations, this is far from trivial if the domain is irregular. In fact, in Lipschitz domains it is basically only known for linear equations, and the proof relies on the classical result by Krylov and Safonov [30, 31] . For more regular domains the approach is usually via flattening, symmetry and iterating the Harnack inequality. If the Harnack inequality for a non-negative solution in B 2R holds, i.e., sup
for a constant C independent of u and R, then a well known proof of (2) consists of iterating the Harnack inequality in a dyadic fashion up to the point of singularity. Due to the non-homogeneity of our equation the classical Harnack inequality no longer holds, and we will instead use the generalized Harnack inequality, which states that a non-negative solution u ∈ C(B 2R ) of (1.1) with R ≤ 1 satisfies
where m = inf B R u, M = sup B R u and C is a constant which is independent of u and R. To continue our discussion it is important to note that the standard Harnack inequality for harmonic functions can be written as
As such, the term R 2 φ(t R) in (1.7) is the non-homogeneous correction term which compensates the effect of (1.3). When using (1.7) the "contest" between the correction term and the base term t becomes evident. When we study the blow-up rate (2) for solutions of (1.1) (Theorem 4.1) our goal is to show that for every solution there exists a critical threshold level where the correction term becomes small and stays small, all the way up to the singularity. This means that the asymptotic behavior after the critical level is the same as in the homogeneous case. This argument strongly relies on the structural assumptions on φ which imply that φ(t) = η(t)t for a slowly increasing function η. Similarly when we prove the Hölder continuity estimate (Theorems 3.1 and 3.2) we show that there is a critical radius such that below it the oscillation of the solution reduces in a geometric fashion. Again the point is to quantify the critical radius.
1.1. First application: Boundary Harnack inequality. In the last section of this paper, we consider the boundary Harnack inequality. Our contribution in this direction is the same as for the Carleson estimate, i.e., we derive an estimate where the constant does not depend on the solution. The proof is based on a barrier function estimate and this requires the domain to be C 1,1 -regular.
) and assume that v(A R ) = u(A R ) > 0 and v = u = 0 on ∂Ω ∩ B 4R . There exists a constant C, which is independent of u, v and of the radius R, and numbers
In the homogeneous case Theorem 1.2 reduces to the classical boundary Harnack inequality, i.e., the ratio v u is bounded by a uniform constant. If φ satisfies the Osgood conditions (1.5) and (1.6) then Theorem 1.2 implies that the ratio v u is bounded. In the general case when φ does not satisfy (1.5) and (1.6) the ratio v u can be unbounded. Note that we allow µ 0 = 0 and µ 1 = ∞. In this case, arguing as in the case of Theorem 1.1, we may still conclude that if u(A R ) = 1 then the ratio v u is bounded when the radius R is small enough. At the end of the paper we give an example which shows that in the model case φ(t) = ( log t + 1)t Theorem 1.2 is essentially sharp.
1.2.
Consequences for the theory of the p(x)-Laplacian. Consider the p(x)-Laplace equation
Let us make the assumption that p(⋅) is continuously differentiable. In non-divergence form this equation is of the form (1.1) and has a drift term which satisfies (1.3) with φ(t) = C( log t + 1)t (see [26, 27] ). Solutions of (1.8) are called p(x)-harmonic functions.
Let us return to the previous outline of the proof of the Carleson estimate. In [2, 23, 37] it was proved that a non-negative p(x)-harmonic function u in B 2R satisfies the following Harnack type estimate
for a constant C depending on the solution u. In [1] , Adamowicz and Lundström used the above estimate to prove a version of (1.4) with a constant depending on the solution. From our perspective Theorem 1.1 provides an improvement over this. Specifically, calculating the integral in Theorem 1.1 in the context of the p(x)-Laplacian we obtain the following corollary.
, and assume that u = 0 on ∂Ω ∩ B 4R . There exists a constant
.
Let us now turn our attention to Theorem 1.2. An immediate corollary for p(x)-harmonic functions is.
The above corollary is similar to the boundary Harnack inequality proved in [1] , but in Corollary 1.2 the constants does not depend on the solution. As we already mentioned we provide an example in Section 6 that shows that Corollary 1.2 is essentially sharp.
1.3. Organization of the paper. In Section 2 we list all the assumptions on φ in (1.3) and recall the definition of a Reifenberg flat domain. In Section 3 we prove the sharp Hölder continuity estimate up to the boundary in Reifenberg flat domains (Theorem 3.2). By this we mean that we give the sharp Hölder norm in terms of the maximum of the solution. In Section 4 we study the blow-up rate of a solution near the boundary in NTA-domains (Theorem 4.1). These results are crucial in the proof of the Carleson estimate but are of independent interest. In Section 5 we give the proof of the Carleson estimate (Theorem 1.1). In Section 6 we prove the boundary Harnack estimate (Theorem 1.2).
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Preliminaries
Throughout the paper B(x, r) denotes the open ball centered at x with radius r. When the ball is centered at the origin we simply write B r . Given a point x ∈ R N and a set E ⊂ R N we denote their distance by d(x, E) ∶= inf y∈E x − y . We recall the definition of a viscosity solution. Definition 1. We call a lower semicontinuous function u ∶ Ω → R a viscosity supersolution of (1.1) in Ω if the following holds: if x 0 ∈ Ω and ϕ ∈ C
2
(Ω) are such that u − ϕ has a local minimum at x 0 then
An upper semicontinuous function u ∶ Ω → R is a viscosity subsolution of (1.1) in Ω if the following holds: if x 0 ∈ Ω and ϕ ∈ C
(Ω) are such that u − ϕ has a local
Finally a continuous function is a viscosity solution if it is both a super-and a subsolution.
As mentioned in the introduction we assume that F in (1.1) has a drift term which satisfies the growth condition
is continuous, increasing, and satisfies the following structural conditions from [26] . For t > 0 we write φ(t) as φ(t) = η(t) t and assume the following.
(
(P3) There is a constant Λ 0 such that
for every s, t ∈ (0, ∞). The assumption (P2) implies that η is a slowly increasing function [9] . We will repeatedly use the fact that for every ε > 0 there is a constant C ε such that η(t) ≤ C ε t ε for every t ≥ 1, see again [9] . We explicitly note that our assumptions (P1)-(P3) do not rule out the possibility that φ(0) > 0, that φ is non-Lipschitz at 0, and that the maximum/comparison-principle does not hold. Moreover the assumptions (P1)-(P3) do not imply that φ satisfies the Osgood conditions (1.5) and (1.6).
We may replace the equation (1.1) by two inequalities which follow from the ellipticity condition and the modulus of continuity of the drift term (1.3). In other words if u is a solution of (1.1) then it is a viscosity supersolution of
and a viscosity subsolution of
in Ω. Here P − λ,Λ , P + λ,Λ are the usual Pucci operators, which are defined for a symmetric matrix X ∈ S n×n with eigenvalues e 1 , e 2 , . . . , e n as P
We note that all the results of this paper hold if we instead of assuming that u is a solution of (1.1) we only assume that it is a supersolution of (2.1) and a subsolution of (2.2). We recall the result from [26] .
Theorem 2.1. Assume that u ∈ C(B(x 0 , 2r)), with r ≤ 1, is a non-negative solution of (1.1). Denote m ∶= inf B(x0,r) u and M ∶= sup B(x0,r) u. There is a constant C which is independent of u and r such that
To describe the kind of domains we will be considering we first recall the definition of Reifenberg flat domains.
Definition 2.
Let Ω ⊂ R N be a bounded domain. Then ∂Ω is said to be uniformly (δ, r 0 )-approximable by hyperplanes, provided there exists, whenever w ∈ ∂Ω and 0 < r < r 0 , a hyperplane π containing w such that h(∂Ω ∩ B(w, r), π ∩ B(w, r)) ≤ δr .
We denote by F (δ, r 0 ) the class of all domains Ω which satisfy Definition 2. Let Ω ∈ F (δ, r 0 ), w ∈ ∂Ω, 0 < r < r 0 , and let π be as in Definition 2. We say that ∂Ω separates B r (w), if
Definition 3. Let Ω ⊂ R N be a bounded domain. Then Ω and ∂Ω are said to be (δ, r 0 )-Reifenberg flat provided Ω ∈ F (δ, r 0 ), δ < 1 8 and provided (2.3) holds whenever 0 < r < r 0 , w ∈ ∂Ω.
For short we say that Ω and ∂Ω are δ-Reifenberg flat whenever Ω and ∂Ω are (δ, r 0 )-Reifenberg flat for some r 0 > 0. We note that an equivalent definition of Reifenberg flat domains is given in [29] .
Next we recall the following definition of NTA-domains.
Definition 4. A bounded domain Ω is called non-tangentially accessible (NTA)
if there exist L ≥ 2 and r 0 such that the following are fulfilled: (i) corkscrew condition: for any w ∈ ∂Ω, 0 < r < r 0 , there exists a point a r (w) ∈ Ω such that
In Definition 4, H 1 denotes length or the one-dimensional Hausdorff measure. We note that (iii) is different but equivalent to the usual Harnack chain condition given in [24] (see [8] , Lemma 2.5). Moreover, using [29, Theorem 3.1] we see that there existsδ =δ(N ) > 0 such that if Ω ⊂ R N is a (δ, r 0 )-Reifenberg flat domain and if 0 < δ ≤δ, then Ω is an NTA-domain in the sense described above with constant L = L(N ). In the following we assume 0 < δ ≤δ and we refer to L as the NTA constant of Ω.
Remark 2.1. Let Ω be a Lipschitz domain with constant l < 1 8 then Ω is δ-Reifenberg flat with constant
Moreover note that δ < l and that any Lipschitz domain is also an NTA-domain.
Reduction argument.
Reduction to small Lipschitz constant. First we observe that we may assume that the domain Ω in Theorem 1.1 is Reifenberg flat with small δ. Indeed assume Ω is an l-Lipschitz domain, and the equation (1.1) has ellipticity constants λ and Λ. We may stretch the domain by a linear map T such that
is a solution of a similar equation with ellipticity constantsλ andΛ. Thus we may consider the case when Ω an l-Lipschitz domain, with l ≤ 1 100. In particular, by Remark 2.1 we may assume that Ω is Reifenberg flat with constant 1 100.
Reduction to a canonical scale. In the proof of Theorem 1.1 we prefer to scale the radius R to one and R 0 = 16. In this way we do not get confused by the many radii which appear in the proof. Let us assume that u is as in the theorem. By rescaling
we obtain a function u R which is a solution to the equation
Note that (2.4) is of type (1.1), satisfying (1.2) with the same constants and with nonlinearity φ R . Since φ R does not satisfy (P1)-(P3) we need to rephrase Theorem 2.1 in our new scale as we cannot use it directly for u R (see Corollary 2.1). With this in mind we prove the Hölder regularity estimates (Theorem 3.1 and Theorem 3.2) and the blow-up estimate (Theorem 4.1) assuming that we have a solution of (2.4) and (2.5).
The simplifying point is that if we denote
then we see that Φ R satisfies (P1) and (P2) with η R (t) = Rη(t) + 1 and instead of (P3) it satisfies
for every s, t ∈ (0, ∞), with the Λ 0 from (P3) for φ. Rephrasing Theorem 1.1 in terms of u R we see that if we denote M R = sup B1∩Ω u R and m R = u(A R ) R
, then Theorem 1.1 becomes
Thus our aim will be to prove that for a solution of (2.4) and (2.5), (2.7) holds.
Corollary 2.1. Assume that u ∈ C(B(x 0 , 2r)), is a non-negative solution of (2.4) and (2.5). Denote m ∶= inf B(x0,r) u and M ∶= sup B(x0,r) u. Let α 0 ∈ (0, 1), then there exists a constant C(α 0 ) > 1 which is independent of u, r and R such that
Proof. We define v ∈ C(B(x 0 , 2ρ)), where ρ = rR ≤ 1, by rescaling v(y) = Ru(y R).
Then v is a solution of (1.1) with non-homogeneity φ and Theorem 2.1 implies
Since η is slowly increasing function we have η(t) ≤ C ε t ε for all t > 1 and for any ε. It is now easy to see that if ε ≥ ε 0 for some fixed ε 0 ∈ (0, 1) then η(t) ≤ C ε0 t ε . Therefore by (P3) we deduce that for any α ∈ [0, α 0 ] we have
for a constant C(α 0 ) > 1. Plugging this into (2.8) gives the result.
Hölder continuity estimates
In this section we prove interior and boundary Hölder continuity estimates (Theorem 3.1 and Theorem 3.2) when Ω is Reifenberg flat. We note that solutions of (1.1) are known to be Hölder continuous [36] . The point of the following results is to derive the sharp Hölder norm with respect to the L ∞ -norm of the solution. As we mentioned in the previous section we assume that u solution of (2.4) and (2.5).
Theorem 3.1. Let u ∈ C(B(x 0 , 2r)), with r ≤ 1, be a solution of (2.4), (2.5), and denote M = sup B(x0,r) u . Then u is Hölder continuous, i.e. for every ρ ≤ r the following holds
for some C 1 and α ∈ (0, 1 4), which are independent of u, r and R. We also have the following oscillation decay, there exist a constant
Proof. Without loss of generality we may assume that x 0 = 0. For every ρ ≤ r we denote M ρ = sup Bρ u and
and M w,ρ 2 and m w,ρ 2 for the supremum and infimum of w.
Since v is a solution of (2.4) and (2.5) we obtain from Corollary 2.1 with α = 1 2 that
By integrating this we deduce
This in turn implies
Similar argument applied to w yields
Denote ω(ρ) = osc Bρ u. Adding (3.2) and (3.3) gives
for every ρ ≤ r ≤ 1 where τ = C−1 C+1 < 1. This is (3.1). Moreover by [22, Lemma 8.23 ] the following holds
for some α > 0.
We will turn our attention to the Hölder continuity up to the boundary for solutions vanishing at the boundary. The boundary regularity does not follow directly from the interior regularity. There is an additional difficulty due to the fact that the comparison principle does not hold for (1.1). In fact, even the maximum principle in general is not true. We need two lemmas which allow us to overcome the lack of comparison principle.
The first lemma shows the existence of the maximal solution of the equation (2.2) with a given Dirichlet boundary data. Here we do not need the assumption (P3) so we may state the result for φ instead of Φ R .
Lemma 3.1. Let Ω be a bounded Lipschitz domain. Assume that u ∈ C(Ω) is a subsolution of (2.2) in Ω. Then there exists a function v ∈ C(Ω) which is a solution of (2.2) in Ω such that u = v on ∂Ω and u ≤ v in Ω.
Remark 3.1. Assume that we have a subsolution of (2.2) with nonlinearity φ R . Then by scaling to the original scale as in the proof of Corollary 2.1 we get a subsolution to (2.2) with nonlinearity φ, consequently we can apply Lemma 3.1 and subsequently scale back to the canonical scale to obtain that Lemma 3.1 also holds for subsolutions of (2.2) with nonlinearity φ R .
Proof. For ε > 0 small we define
where φ is from (1.3). It is straightforward to check that φ ε satisfies the assumptions (P1)-(P3). We claim that there exists a solution v ε ∈ C(Ω) of
The existence of v ε follows from [36] . We need to check that (3.4) satisfies the assumptions in [36] . First we write (3.4) as
Since the Pucci operator is uniformly elliptic [10] we only have to check that
holds for every s, t ≥ 0. Note that we allow the constants above to depend on ε.
Since φ is locally Lipschitz and satisfies the condition (P2) we have for every t ≥ ε that φ
where the last inequality follows from the η(t) ≤ Ct for every t ≥ 1. Thus we have
Hence we have (3.5) and the existence v ǫ follows.
Let 0 < ε 1 < ε 2 and let v ε1 and v ε2 be solutions of the corresponding equations (3.4). Let us show that the solutions are monotone with respect to ε, i.e.,
The claim (3.6) follows from the standard comparison principle for semicontinuous functions and we only give the sketch of the argument. For more details and for the notation see [15, Section 3] . Assume that the claim does not hold. Then we conclude that there exists points x, y ∈ Ω, a vector p ∈ R N and symmetric matrices X, Y such that X ≤ Y and the pair (p, X) belongs to the semi-jetD 2,+ v ε1 (x) and (p, Y ) belongs to the semi-jetD 2,− v ε2 (y). If the functions v ε1 , v ε2 were C 2 regular this would mean that
which is a contradiction. Thus we have (3.6).
We note that repeating the above argument we get that u(x) ≤ v ε (x) for every x ∈ Ω and for every ε > 0. Hence we have that v ε (x) → v(x) point-wise in Ω and v ≥ u. It follows from the interior Hölder regularity Theorem 3.1 that v ε are locally uniformly Hölder continuous in Ω. Therefore v is continuous in Ω and by a standard viscosity convergence argument it is a solution of (2.2) in Ω. Moreover, it follows from (3.6) that for every ε ∈ (0, ε 0 ) the following holds
for every x ∈ Ω.
Since u = v ε0 on ∂Ω we conclude that v ∈ C(Ω) and v = u on ∂Ω.
The next result shows that in small balls the equation (2.2) almost satisfies the maximum principle. Lemma 3.2. Let v ∈ C(B r ) be a subsolution of (2.2) in B r with non-homogeneity Φ R and r ≤ 1 such that v ≤ M on ∂B r and let σ > 1. There is a constant c 0 > 0, which depends on σ, such that if r ≤ Proof. For every small ε > 0 we define
We first let ε 0 = 1 2 and consider r 0 so small that
where λ > 0 is the ellipticity constant of the Pucci operator P − λ,Λ . Clearly we may choose r 0 such that it does not depend on R ≤ 1. Note that this implies
. We define a radial function
Now note that φ ε (s) is constant for s ≤ ε and thus g ε (s) = cs 2 close to 0. It is therefore straightforward to see that w ε ∈ C 2 (B r ) and a calculation shows that
and w ε = M ≥ v on ∂B r . It follows from the fact that v is a subsolution of (2.2) with Φ R instead of φ, and from φ ε > Φ R that v − w ε does not attain local maximum in B r (see the proof of Lemma 3.1). Hence we have w ε ≥ v in B r . Now if φ satisfies the Osgood condition With the above in mind let us assume that (3.7) does not hold. In this case it is easy to see that f ε → f uniformly and for every t ∈ (0, r) it holds that (3.8)
Moreover g ε → g uniformly with g(t) = ∫ t 0 f (s) ds and w ε → w with
We still have w ≥ v in B r and w = M on ∂B r . Thus it is enough to show that sup Br w ≤ σM , which by the definition of w is equivalent to
We argue by contradiction and assume g(r) > µM . Since g(0) = 0 it follows from the mean value theorem that there exists ξ < r such that g
. Therefore it follows from (3.8) that
By the assumption (P3') we obtain
where the last inequality follows from η(t)
We will now prove the boundary Hölder continuity. , u is Hölder continuous and for every 0 < ρ ≤ r the following holds
for some C 1 and α ∈ (0, 1 8).
Proof. We may assume that δ = 1 100
, since the proof does not improve with smaller value of δ. We may also assume that x 0 = 0. In this proof we will proceed with a comparison construction which is more or less standard when dealing with δ-Reifenberg domains.
First let τ ∈ (0, 1) be from (3.1) and let κ ∈ (0, 1 4) be a number which we choose later. Let us fix σ ∶= τ +1 2τ and let c 0 (σ) be the constant from Lemma 3.2. For the forthcoming iteration argument we wish to prove the following. Assume that we are given a radius 0 < ρ 0 ≤ r and an upper bound M 0 which satisfy (3.10) sup
Let us define the following quantities,
We will show that when κ > 0 is chosen small enough then (3.10) implies (3.11) sup
Moreover the choice of κ is independent of u, r and R.
We begin by proving the first claim of (3.11). To do this we will fix the scale ρ 0 in Definition 2 and obtain a hyperplane π and a set of local coordinates such that after rotation, the normal of the plane is in the e N direction and Ω ∩ B ρ ⊂ {x N > −2δρ 0 }. Let us choose a point z 0 = (0, −2δρ 0 ) ∈ R N −1 × R and notice that
Denote D ∶= B(z 0 , ρ 0 2) ∩ {x N > −2δρ 0 }. First note that in the domain D ∩ Ω u is a subsolution of (2.2) and vanishes continuously on D ∩ ∂Ω. It is easy to see that if we extend u ≡ 0 to D ∖ Ω then u is a subsolution of (2.2) in D with nonlinearity φ R . By Lemma 3.1 and remark 3.1 there exists v ∈ C(D) which is a solution of the following Dirichlet problem 
Since u ≤ v in D we have by (3.12) and (3.10) that
which implies the first claim of (3.11).
To prove the second claim of (3.11), the aim is to choose κ such that it holds. First note that τ M 0 ≤ M 1 ≤ M 0 , which can be rephrased as
Hence using (P3') and the fact that on (0, 1) η is non-increasing, we get
From (3.10) together with the above we get
we have proved the second claim of (3.11). Let us now choose M 0 ∶= 1 σ M and a radius ρ 0 ≤ r such that (3.14)
Define the radii ρ j ∶= κ j ρ 0 and the quantities
Iterating the implication (3.10) ⇒ (3.11) we obtain that 
Thus as in Theorem 3.1, we may use (3.16) and [22, Lemma 8.23 (with τ = κ 2 , µ = 1 2, γ = τ 1 )] to get anα ∈ (0, 1 4) such
Using (3.15), (3.17) , the definition of ω and arguing as before, we get for a new constant C > 1
We have thus proved the oscillation decay for possibly small radii ρ ≤ ρ 0 . To finish the proof let us show that (3.18) implies the result. First if ρ 0 = r we are done. Let us assume that ρ 0 < r. If ρ ∈ (ρ 0 , r) then it follows fromα ∈ (0, 1 4) and (3.14) that ρ and therefore (3.19) osc
On the other hand if ρ ≤ ρ 0 we get from Young's inequality that
where the last inequality follows from ρ . Therefore by the above inequality together with (3.18) and by (3.19) we get
Denoting α =α 2 finishes the proof.
Blow up estimates
In this section we study the blow-up profile of non-negative solutions of (1.1) near the boundary of an NTA-domain. The goal is to prove that every solution grows first with a growth-rate prescribed by the non-homogeneity of the equation. Then we show that there exists a critical value, which we are able to control in a quantitative way, such that after the critical value the solution blow-up as the solutions of the homogeneous equation.
We begin by describing this critical value of the solutions. As in Section 2.1 we may rescale such that if we have an (L, r 0 )-NTA-domain, with L ≥ 2, we may assume instead that we have an (L, 2L 
where the constants L ′ , r 0 depend only on L ≥ 2 and the dimension N . As in [24] we call such a domain a cap. Let us also define the joint boundary of the domain and the cap, Γ ∶= ∂Ω ′ ∩ ∂Ω and the retracted caps
The reason for introducing the cap Ω ′ is the following useful property.
. Furthermore by the triangle inequality
which proves the lemma.
For the next lemma we denote
where the retracted cap Ω ′ s is defined in (4.2). As in the previous section we assume that u is a solution of (2.4) and (2.5). Again we write Φ R (t) = η R (t)t with η R (t) = Rη(t) + 1.
Lemma 4.2 (Existence of a critical value).
Let Ω and Ω ′ be as above, and denote by A = a 1 (0) a corkscrew point for the origin 0 ∈ ∂Ω. Assume that u ∈ C(Ω ∩ B 2L 3 ) is a non-negative solution of (2.4), (2.5) and denote M = sup Ω ′ u. For every δ > 0 and α ∈ (0, 1) there are S ∈ (0,s] (s is from Lemma 4.1) and a constant C depending on δ and α but not on u and R such that either
If (1.5) holds then we always have (4.3).
Before the proof we would like to point out that the properties in (4.3) for M S are exactly what we want for the critical value. The second inequality in (4.3) says that the non-homogeneous part in the Harnack inequality in Corollary 2.1 is as small as we want. The first inequality says that we are still able to control the critical value M S in a precise way.
Proof. For the rest of this proof denote Ω L = Ω ∩ B 2L 3 . Let us fix δ > 0. To be able to use Lemma 4.1, we define for every s ∈ [0,s] (wheres is from Lemma 4.1)
Let us first assume that there exists s ∈ (0,s] such that s α η R (M s ) ≤ δ and prove that this implies the second statement of the lemma. We define S ∈ (0,s] as
We need to show that there exists a constant such that
To this aim let K ∈ N be such that 2 −K−1s ≤ S ≤ 2 −Ks . For every k ≤ K we define s k = 2 −ks and s K ∶= S. Moreover we denote
We claim that for every k ≤ K − 1 the following holds (4.5)
. By Lemma 4.1 we deduce that there exists a pointx ∈ Ω ′ s k such that (4.6)
for a constant C depending on L. Moreover d(x k+1 , Γ) ≥ s k+1 . It can be seen from Definition 4 (with respect to Ω) that we may construct a sequence of equi-sized balls B j , j = 1, . . . , n with radii ρ ≈ s k such that 2B j ⊂ Ω L , pairwise intersecting and
where n depends only on the NTA constants of Ω. Let us now use Corollary 2.1 in each ball, and denotinḡ
Since the balls are pairwise intersecting we get
Consequently for a constant C 0 > 1 depending only on α and on the NTA constants of Ω we have
Let us next show that
Indeed, by the definition of S we know that the following holds
which proves (4.8).
Finally we have by (4.7) and (4.8) that
This proves (4.5) since Φ R (t) = η R (t)t and s k ≤ 2 −k . Summing (4.5) over k = 0, . . . , K − 1 we conclude that there is a constant C such that
Recall that by definition
Therefore it follows from the fact that Ω is an NTA-domain together with repeated use of the interior Harnack (Corollary 2.1 with equi-sized balls) as before (staying inside Ω L ) that
and (4.4) follows. We need to treat the case when s α η R (M s ) > δ for all s ∈ (0, 1]. We show that this implies the first claim of the lemma. We define M k as before but now K = ∞. In this case we argue exactly as above and observe that (4.5) holds for every k ∈ N.
Hence we have
Finally we note that in the above case the assumption
Therefore if φ satisfies (1.5) then (4.10) provides a contradiction and we are never in the case that
Next we show that if δ in (4.3) is chosen small enough the solution u will blowup as the solution of the homogeneous equation. The reason for this is that we may choose δ so small that the non-homogeneous term in the Harnack inequality in Corollary 2.1 stays small all the way up to the boundary. This follows from the assumption that φ is of the form φ(t) = η(t)t, where η is a slowly increasing function We continue to use the notation M s ∶= sup Ω ′ s u, where the retracted cap Ω ′ s is defined in (4.2), Φ R (t) = Rφ(t) + t and use the notation Φ R (t) = η R (t)t, i.e., η R (t) = Rη(t) + 1.
Lemma 4.3 (Blow up rate after the critical value).
Let Ω, Ω ′ , u, α and S be as in Lemma 4.2. There exists a δ > 0 such that if for some S ∈ (0,s] the following holds
holds for some γ > 1, where δ, γ and C depends on α but not on u and R.
Proof. First, let us choose δ 1 > 0 such that
Here Λ 0 is the constant from the assumption (P3) and C 0 is from (4.7). Second, we choose δ 2 > 0 such that
This is possible since η is slowly increasing which implies η(t) ≤ C ε t ε for t ≥ 1 for all ε > 0. We choose δ > 0 as δ ∶= δ 1 δ 2 and assume that
First we prove that for every k ∈ N the following holds:
. We argue by contradiction and assume that the implication (4.14) is not true. Let T ∈ (M k , M k+1 ] be the first number for which
As in the proof of Lemma 4.2 we choose x k+1 ∈ Ω ′ s k+1 such that M k+1 = u(x k+1 ) and letx ∈ Ω ′ s k be such that (4.6) holds (see Lemma 4.1). Then we can proceed as in (4.7) in Lemma 4.2 to conclude that
This implies T ≤ e 2C0 M k . Since T ≥ 1 and since η R is non-decreasing on [1, ∞), we have by the assumptions (P3') on η R that (4.12) . This contradicts (4.15) and therefore (4.14) holds.
Recall that by our notation M S = M 0 and S = s 0 . We prove the first estimate in (4.11) by induction and claim that for every k ∈ N it holds that
Clearly (4.16) holds for k = 0. Let us make the induction assumption that (4.17) (4.16) holds true for k > 0 .
First, by the assumptions on u we have (4.18) follows from (4.14). If M k ≥ 1 then by the induction assumption and by the assumptions (P3') on η R we have
where the last inequality follows from (4.13) and from the choice of δ. Hence (4.18) follows from (4.14). We need to show
Again arguing by iterating Corollary 2.1 as in (4.7) we may conclude that
Therefore by (4.18) we have
We integrate the above inequality and use the induction assumption (4.17) to deduce
which proves (4.19). Thus we have showed that (4.17) implies (4.18) and (4.19) for k + 1 and thus (4.16) holds for all k ≥ 0, which implies the first estimate in (4.11). The second estimate in (4.11) follows from (4.18).
Using the δ ∈ (0, 1) given by Lemma 4.3 in Lemma 4.2 we get the following result.
Theorem 4.1. Let Ω and Ω ′ be as in the beginning of the section, and denote by A = a 1 (0) the corkscrew point for the origin 0 ∈ ∂Ω. Assume that u ∈ C(Ω ∩ B 2L 3 ) is a non-negative solution of (2.4), (2.5) and denote M = sup Ω ′ u. Let α ∈ (0, 1), then there is a constant C 2 (α) > 1 such that either
or there is an S ∈ (0,s] such that
and
However, if φ satisfies (1.5), then (4.21), (4.22) , and (4.23) always hold.
Proof of Theorem 1.1
This section is devoted to the proof of the main theorem.
Reduction. As discussed in Section 2.1 we may assume that Ω is a Lipschitz domain with constant 0 < l < 1 small enough so that Ω is Reifenberg flat with δ ≤ 1 100
. Assume that 0 ∈ ∂Ω. Furthermore, again alluding to Section 2.1 we will assume that u ∈ C(B 16 ∩ Ω) is a non-negative solution of (2.4) and (2.5). Due to the above assumption that Ω is a Lipschitz domain with constant l and the assumption on scale (Section 2.1), we conclude that Ω is a (2, 16)-NTA-domain.
Setup. Let us assume that we are in the case in Theorem 4.1 that (4.21), (4.22) and (4.23) hold. Indeed, if we have (4.20) then the claim is trivially true.
Denote M ∶= sup B1∩Ω u. Let C 2 be the constant from Theorem 4.1 as well as the values S, M S , and the cap Ω ′ . Note that B 2 ∩ Ω ⊂ Ω ′ by (4.1). We wish to prove that there isĈ > 1 such that M ≤Ĉ M S . This will prove the claim since Φ R (t) ≥ t and therefore
Contradiction argument. Assume that there exists a point P 1 ∈ B 1 ∩ Ω such that
We will in the following use the short notation
where α is from Theorem 3.2. To show the second statement above, note that by continuity there is an s 1 such that M s1 = u(P 1 ) and d(P 1 ) ≤ s 1 . Thus for this particular s 1 we get from Theorem 4.1 that
Let k > C 1 be a number such that
where C 1 and α are from Theorem 3.2 and γ > 1 is from Theorem 4.1. Moreover, by choosingĈ in (5.1) large enough we may assume that d 1 is so small that
where C 2 is from Theorem 4.1 and Λ 0 is from the assumption (P3). LetP 1 be a point on ∂Ω such that P 1 −P 1 = d(P 1 ). Let us show that there is a point
First we use Theorem 3.2 in B kd1 (P 1 ) ∩ Ω with r = kd 1 and ρ = d(P 1 ) ≤ d 1 , and conclude that there is a point P 2 ∈ B kd1 (P 1 ) ∩ Ω such that u(P 2 ) ≥ u(P 1 ) and by (5.6) we have
Let us show the first claim in (5.7), i.e.,
We argue by contradiction and assume that u(P 2 ) < 2 γ u(P 1 ).
Then we have by the assumption (P3') on η that
Therefore by (5.8), the above inequality, (5.4) and (5.3), and finally by (5.5) we conclude
This contradicts u(P 2 ) < 2 γ u(P 1 ) and thus the first claim in (5.7) is proved. To continue we use the same argument as in (5.2) by applying Theorem 4.1 to get
which proves the third claim. Since u(P 2 ) ≥ 2 γ u(P 1 ) we deducê
Hence we have proved (5.7). We may repeat the argument for (5.7) we find a sequence of points
for every i = 2, 3, . . . . By construction for every l ≥ 2 we have
By (5.9) we deduce that lim i→∞ u(P i ) = ∞ which contradicts the fact that u vanishes continuously on ∂Ω.
The Boundary Harnack Principle
In this section we use the Carleson estimate to prove a boundary Harnack principle for two non-negative solutions which vanish on the boundary (Theorem 1.2). The proof is based on barrier function estimate and this requires the boundary of the domain to satisfy exterior and interior ball condition, i.e., the boundary has to be C 1,1 -regular.
Proof of Theorem 1.2.
Since Ω is a C 1,1 -domain we may, by flattening the boundary, rescaling (see Section 2.1) and translating, assume that 0 ∈ ∂Ω and Ω ∩ B(0, 16C) = R N + ∩ B(0, 16C), where C is the constant in Theorem 1.1, and u, v are solutions of (2.4) and (2.5) .
It is enough to show that (6.1) sup
for every z ∈ B(0, C) ∩ {x n = 1} for numbers µ 0 and µ 1 which satisfy the bound stated in the theorem. In fact, it is enough to show (6.1) for z = e N . Second, by Theorem 1.1 we have
We divide the proof in two cases. First we assume that (6.4)
holds, whereC is a large constant which we choose later. We construct two C 2 -regular barrier functions w 1 , w 2 such that
Moreover w 1 , w 2 are such that their gradient do not vanish and they have boundary values w 2 ≥ 0 on ∂B(x 0 , 1) and w 2 = M v on ∂B(x 0 , 3), and w 1 = 0 on ∂B(x 1 , 2) and w 1 = m u on ∂B(x 1 , 1). Hence we have that w 2 ≥ v on ∂V and w 1 ≤ u on ∂U . Since v is a viscosity subsolution of (2.2) and since Dw 2 > 0 it follows from (6.6) and the definition of viscosity subsolution that v − w 2 does not attain local maximum in V . Therefore we deduce that w 2 ≥ v in V . Similarly we have w 1 ≤ u in U . Thus it is enough to bound the ratio sup t∈(0,1)
To construct w 1 we define g ∶ (0, 1) → R such that
whereC > 1, which is the constant in (6.4) and (6.5), and 0 < µ 0 ≤ m u are constants which we choose later. Note that g is well defined by the implicit function theorem due to (6.5) (recall that m u ≤ M v ). Then we have g(0) = µ 0 and g ′ =CΦ R (g). We define the lower barrier w 1 ∶ U → R by
Then w 1 = 0 on ∂B(x 1 , 2). If we choose µ 0 = 0 in (6.8) we deduce from (6.4) that g(t) ≤ m u 3 for all t ∈ (0, 1). This implies w 1 (x) ≤ m u 3 for all x ∈ ∂B(x 1 , 1). On the other hand, by choosing µ 0 = m u in (6.8) yields g(t) > m u for all t ∈ (0, 1), which implies w 1 (x) > m u for all x ∈ ∂B(x 1 , 1). Hence, by continuity we may choose 0 < µ 0 < m u such that w 1 = m u on ∂B(x 1 , 1). Finally it follows from the construction that inf
After a straightforward calculation we see that since g ′ =CΦ R (g), we may choose the constantC > 2 in (6.8) large enough such that w 1 satisfies the following inequality in U P
The inequality above follows from Φ R (t) ≥ t. The upper barrier function w 2 is constructed similarly by defining first for every
This is well defined due to (6.4) . For x ∈ V we define w 2 (x) by
Then w 2 = 0 on ∂B(x 0 , 1). By choosing
. Therefore, by continuity we may choose
Finally we chooseC so large that w 2 satisfies (6.7) in V . Note that it follows from (6.4) that, inf t∈(0,2) f > 0. Hence we have
To prove the claim we will show that (6.9) sup t∈(0,1)
and that
Let us study the functionsw 1 (t) = w 1 (te N ) andw 2 (t) = w 2 (te N ) for t ∈ [0, 1]. By construction we have thatw
we conclude thatw 1 is convex andw 2 is concave. In particular, for every t ∈ (0, 1) we havẽ
which is (6.9). Recall thatw 1 (0) = 0 andw 1 (1) = m u . By the mean value theorem there exists ξ ∈ (0, 1) such that m u =w ′ 1 (ξ) = g(ξ). By (6.8) we have
Similarly we deduce that
Since u(A) = v(A) the estimate (6.10) follows from the previous two inequalities, (6. 2) and (6.3). We need to deal the case when either (6.4) or (6.5) does not hold. In this case the result is almost trivial since we do not claim that the ratio v u is bounded. Assume first that (6.4) does not hold. Then we simply choose µ 0 = 0 and µ 1 = u(A). The estimate (6.10) follows from (6.2) as follows
If (6.5) does not hold, we choose µ 0 = v(A) and µ 1 = ∞. Then by (6.3) we have
6.2. Example for the sharpness of the boundary Harnack principle. Here we discuss the sharpness of Theorem 1.2. We will only consider the case of the p(x)-Laplace equation and show that Corollary 1.2 is sharp. To simplify the argument we construct the example for cubes in the plane. To this aim we construct two nonnegative p(x)-harmonic functions in the cube Q = (0, 1)
at the center point x c = (1 2, 1 2) and u, v = 0 at the bottom of the cube (0, 1) × {0}. We will show that the ratio in a smaller cube
is not uniformly bounded, but it depends on the value u(x c ) as in the statement of Corollary 1.2. First let us choose p(⋅) ∈ C ∞ (Q) to be ⟩ denotes the infinity Laplacian. The point is that the equation is homogeneous for functions of type u(x) = f (x 2 ) and non-homogeneous for u(x) = g(x 1 ). Let H min > 10 4 be a constant to be fixed, and consider H ≥ H min . We define u ∈ C 2 (Q) simply to be u(x) = 2Hx 2 .
Then u is a solution of (6.11) and satisfies u(x c ) = H at the center point x c = (1 2, 1 2) and u(x) = 0 when x 2 = 0. Let us construct a solution v such that v(x) = 0 when x 2 = 0, (6.12) v(x c ) ≤ H and at a pointx = (7 8, 1 2) ∈ Q ′ the following holds since u(x) = H, this implies that the power-like behavior observed in Corollary 1.2 is sharp. To this aim we choose K > 1 to be the number which satisfies (6.14) H = 
ds.
We now see that it is enough to prove the much stronger inequality Let us show that v satisfies (6.12) and (6.13). To show (6.12) we construct a barrier function ϕ such that ϕ ≥ v in Q and ϕ(x c ) = H. We choose ϕ(x) = F (x 1 ) where F is an increasing and convex function which is a solution of
with F (0) = 0. We may solve the above equation explicitly by
ds for any K ∈ R. When we choose K as in (6.14) we get ϕ(x c ) = F (1 2) = H. Moreover by (6.14) it holds that F (1) = M and therefore ϕ ≥ v on ∂Q. It is easy to see that ϕ ∈ C 2 (Q) satisfies
Since v is a solution of (6.16) v − ϕ does not attain a local maximum. Thus from ϕ ≥ v on ∂Q it follows that ϕ ≥ v in Q. Hence we have (6.12) . To show (6. 
Let us for a moment assume that such a function exists. The inequality (6.17) implies that ψ ∈ C 2 (D) satisfies
for every x ∈ D. Therefore v − ψ does not attain local minimum in D. From the conditions G(1 2) = 0 and G(1 4) = M it follows that ψ ≤ v on ∂D. Therefore ψ ≤ v in D.
To find G, we denote G ′ = g and define
where the large parameter R ∈ R and the small parameter ε ∈ (0, 1) are chosen later. When R > 1 is large G ′ = g satisfies (6.17). To see this note that g ′ = (1 + ε)e R−(1+ε)t g .
Thus (6.17) becomes
(1 + ε)e R−(1+ε)t g ≥ log( g ) g + 4 g .
After rewriting, this becomes εe R−(1+ε)t ≥ 4, which is true if R >R(ε). We define G(t) = M + Then we have G(1 2) = 0 and G(1 4) = M as wanted.
We need yet to show that ψ(x) ≥ H γ . Recall thatx = (7 8, 1 2) and x b = (5 4, 1 2). Hence x − x b = 3 8 and therefore ψ(x) = G(3 8). We use Lemma 6.1.
(6.14), the definition of G and the condition G(1 2) = 0 to estimate (6.18 ) e (by (6.15)).
We define γ = e 1 16−2ε which is bigger than one by choosing ε > 0 small enough, hence also fixing H min . This shows (6.13).
