This book is a third edition that deals with the subject of optimizing a nonlinear objective function in the presence of equality and inequality constraints. The development of highly efficient and robust algorithms and software for nonlinear programming and the advent of high-speed computers have made nonlinear programming an important tool for solving problems in a variety of fields. This book reflects the advances in optimization theory and algorithms during the past four decades and presents these developments in a logical and self-contained fashion.
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The book is divided into three major parts: (i) convex analysis; (ii) optimality conditions and duality; and (iii) computational methods. The authors' intent is to make this book suitable both as a text and as a reference. Detailed numerical and analytical examples are provided in each chapter, along with many exercises, both introductory and advanced. At the end of each chapter, extensive references and related material are presented for further study.
Chapter 1 is a preamble to the theory chapters and gives several examples of applications problems from different engineering disciplines that can be viewed as nonlinear programs, such as production, inventory control and highway design. To illustrate more complex applications, a largescale nonlinear model for the management of water resources is developed. Part 1 follows and consists of Chapters 2 and 3, which deal with the subjects of convex sets and convex functions, topological properties of convex sets, separation and support of convex sets, polyhedral sets extreme points of polyhedral sets, and linear programming. It is interesting that linear programming is covered before unconstrained optimization.
Part 2 includes Chapters 4 through 6 and presents optimality conditions and duality. In Chapter 4, the classical Fritz John and the Karush-Kuhn-Tucker (KKT) optimality conditions are developed for both inequalityand equality-constrained problems. First and secondorder constraint qualification conditions are presented in Chapter 5. Chapter 6 deals with Lagrangian duality and saddle point optimality conditions, duality theorems and properties and solution of the dual function.
Part 3 (Chapters 7 through 11) presents algorithms for solving both unconstrained and constrained nonlinear programming problems. Chapter 7 deals exclusively with convergence theorems for evaluating various algorithms. Chapter 8 on unconstrained optimization discusses several methods for exact and inexact line searches that can be used to minimize a function of several variables, with either derivative or derivative-free information. As before, the issues of convergence and rates of convergence for the various algorithms are addressed. However, some readers may feel there is undue emphasis on older techniques like Hooke-Jeeves.
In Chapter 9 penalty and barrier function methods for solving nonlinear programs are covered, along with general exterior and the augmented Lagrangian penalty function approaches, the method of multipliers and interior barrier penalty functions. In all cases, implementation issues and convergence rate characteristics are addressed. To indicate the formal approach taken, there are 55 pages of theory and proofs for KKT conditions.
Chapter 10 gives a historical perspective on the method of feasible directions. Starting with the original methods proposed by Zoutendijk, successive linear and quadratic programming approaches including the use of penalty functions are presented. This chapter also describes the gradient projection method of Rosen, which leads to the generalized reduced gradient method. Chapter 11 deals with special problems that arise in separable, linear fractional and geometric programming problems.
This book can be used both as a reference for topics in nonlinear programming and as a text in the fields of operations research, management science, industrial engineering, applied mathematics, and in other engineering disciplines. The material discussed requires some mathematical maturity and a working knowledge of linear algebra and calculus. Appendix A summarizes some mathematical topics used frequently in the book, including matrix factorization techniques. This is a third edition, although the previous two editions published in 1970 and 1993 still set the tone for the new version. Only 4% of the references in the book's reference list
