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ABSTRACT
Social networks as a representation of relational data, often
possess multiple types of dependency structures at the same
time. There could be clustering (beyond homophily) at a
macro level as well as transitivity (a friend’s friend is more
likely to be also a friend) at a micro level. Motivated by [21]
which constructed a family of Exponential Random Graph
Models (ERGM) with local dependence assumption, we ar-
gue that this kind of hierarchical models has potential to
better fit real networks. To tackle the non-scalable estima-
tion problem, the cost paid for modeling power, we propose
a two-stage working model strategy that first utilize Latent
Space Models (LSM) for their strength on clustering, and
then further tune ERGM to archive goodness of fit.
Keywords
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1. INTRODUCTION
Social networks take the form of a graph consisting a set
of nodes and edges. Typically, the nodes represent persons
or organizations, and each edge is a measure of the rela-
tion between a pair of nodes. For example, in the citation
network of Statisticians [13], a (directed) link variable Yi,j
indicates individual i has cited j’s work if Yi,j = 1, otherwise
if Yi,j = 0. Statistical analysis beyond descriptive is focused
on modeling dependencies of the link formation.
As data getting collected at larger scales, social networks of-
ten exhibits a hierarchical structure: people are from differ-
ent communities, within each community there are various
types of link formation process taking action while between
communities the connections are much sparser. Communi-
ties could be not only physical such as geographical, but also
abstract such as by political attitude. Within a community,
transitivity is often a major type of force that generate links,
2
ACM ISBN 978-1-4503-2138-9.
DOI: 10.1145/1235
for instance, if i cites j and j cites k, then it is more likely
that i also cites k. However, we should also expect different
strength of transitivity among statisticians working in differ-
ent areas (clustering). Figure 1 is a simulated (undirected)
network of three communities each has the same number of
nodes (20) but with different transitivities, while any prob-
ability of a between-cluster tie is the same (0.05). Using the
R package latentnet [15], we can see the structures clearly:
the cluster with high transitivity (blue) has its nodes closer
to each other, and the one with low transitivity (red) is more
spreading. The uncertainties of clustering are indicated by
the pie of colors.
When the network is homogeneous, i.e. has one single
community, Exponential Random Graph Models (ERGM)
is a popular tool for modeling as it provides researchers an
intuitive formulation of related structures to test various so-
cial theories [28]. The Monte Caolo Markov Chain (MCMC)
techniques developed in [10, 12, 22] and computer programs
statnet [6] led to its widespread use. However, practitioners
often found that the programs had convergence problems
for many specifications, and the statistical properties of the
MLE are not comprehensive. Recently, [21] suggests that the
distribution of sufficient statistics in the traditional ERGM
can be asymptotically normal if some local dependence is
imposed. Hence solves the notorious degeneracy problem,
which is mainly caused by the global dependence introduced
by the Markov property [2]. However, the Bayesian inference
procedure proposed by their paper is extremely expensive
in computation as it involves two exponentially increasing
terms, one nested in the other.
Present work. Motivated by the Hierarchical ERGM con-
struction in [21], we attempt to find a general and feasi-
ble procedure to infer clustering and the within-cluster de-
pendences simultaneousy. However, our purpose is not to
archive the large sample properties as the number of clus-
ters goes to ∞ in a Frequentist way, because we view the
network as a fixed set of nodes and the parameter estimates
not only for interpretation but also as a parsimonious lo-
cal mechanism to represent global structure, e.g. improving
model goodness of fit [11].
To illustrate our ideas more efficiently, from here we fo-
cus on the undirected binary graph though the extension
to the directed and/or weighted graph is straightforward.
Notations are given as following: an undirected binary graph
G = (V,E) consists a set of vertices V = {1, . . . , n} and
edges E = {(i, j)|i, j ∈ V }. Typically, G is represented by
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Figure 1: A simulated network to illustrate its hierarchical structure: on the left is a mix of three communities
each has 20 nodes, between-cluster ties Yi,j (i ∈ kth cluster, j ∈ lth cluster, k 6= l) are i.i.d. Bernoulli(0.05).
The clusters are generated from an exponential random graph model with a baseline density of 0.05 plus
a transitivity parameter (in terms of gwdsp and gwesp, which will be explained in Section ??) of 0.2, 0.5
and 1.0, respectively. The cluster of low transitivity is not visually apparent. On the right is the clustered
visualization of this network by a latent space model (see Section 3.2).
its adjacency matrix Y = {Yi,j}1≤i 6=j≤n where
Yi,j =
{
1 if there is an edge between vertices i and j
0 otherwise
and Yi,i = 0 for all i as loops are not allowed. We may
also observe pair-specific characteristics X = {xi,j}. It
could be a function of node-specific attributes, for exam-
ple, xi,j = I(xi = xj) where I is the indicator function.
This so called homophily means individuals with similar at-
tributes are more(less) likely to be linked. Furthermore, the
vertices belong to K clusters/neighborhoods/blocks, so each
of them has membership/color mi = k for k ∈ 1, . . . ,K. In
math literatures, (Y,M = {mi}) is called colored graph.
In Section 2 we take a brief review of recent works on ERGM
with a two folded purpose. One is to argue that with a hi-
erarchical construction, it has capability to serve as a (hy-
pothetical) true model for networks in the real world. The
other is to show difficulty in estimation. In Section 3, we un-
cover its connection to LSM by changing the angle of view,
hence propose our two-stage strategy using a working model.
In Section 4, two examples are given to apply the proposed
strategy, which is essentially about how to choose a work-
ing model appropriately. We summarize our idea, discuss
its limitation, and point out some directions to improve in
Section 5.
2. THE EVOLUTION OF ERGM
[2] defined a probability distribution for a graph to be a
Markov graph, if the number of nodes is fixed at n and pos-
sible edges between disjoint pairs of nodes are independent
conditional on the rest of the graph. It is motivated by the
Markov property of stochastic process and spatial statistics
on a lattice [1]. With the Hammersley-Clifford theorem, and
under the permutation invariance assumption, it is proved
that a random undirected graph is a Markov graph if and
only if the probability distribution can be written as
Pθ{Y = y} = exp
(
n−1∑
k=1
θkSk(y) + τT (y)− ψ(θ, τ)
)
(1)
where the statistics Sk and T are defined by
S1(y) =
∑
1≤i<j≤n
yij number of edges
Sk(y) =
∑
1≤i≤n
(
yi+
k
)
number of k-stars(k ≥ 2)
(2)
T (y) =
∑
1≤i<j<h≤n
yijyihyjh number of triangles
with θk and τ denoting the parameters, and ψ(θ, τ) is the
normalizing constant. A practical model will truncate k to
a small number say 2, i.e. the sufficient statistics is a vector
of count for how many edges, 2-stars and triangles are in
the graph. [28] further proposed to use a model of this form
with arbitrary statistics S(y) in the exponent which yields
the probability functions:
Pθ{Y = y} = exp
(
θ′S(y)− ψ(θ)) (3)
where S can be a vector of any dimension, so that it leaves
space for researchers to specify structures of scientific inter-
ests. The interpretation of the parameters is typically based
on the log odds ratio of forming a tie, conditional on the rest
of the graph since:
logit
(
Pθ{Yi,j = 1|Y ci,j}
)
= θ
′
ci,j (4)
where Y ci,j = {Yu,v| for all u < v, (u, v) 6= (i, j)} represents
all other ties except Yi,j , ci,j = S
(
y(ij1)
)
−S
(
y(ij0)
)
is the
change statistic with y(ij0) and y(ij1) denoting the adjacency
matrices with the (i, j)th element equal to 1 and 0 while all
others are the same as y. One example using formula 1 is
that when the triangle parameter τ is positive, the log odds
of forming a tie will increase by τ if this tie also completes
a triangle (conditional on the status of all other ties in the
graph). It is an indication of transitivity, which means that if
we have a friend in common, we are more likely to be friends.
Not only facilitated a good interpretation, this conditional
formula 4 also induced a pseudo-likelihood [25] defined by
l(θ) =
∑
i<j
ln
(
Pθ{Yi,j = yi,j |yci,j}
)
, which is a sum of the
(log) conditional probabilities and can be fitted by a logistic
regression.
2.1 Estimation is difficult
However, the maximum likelihood estimation has a major
barrier that the normalizing function ψ(θ) = log
∑
y∈Y
exp(θ′S(y))
is typically intractable. The summation is over the sam-
ple space Y where the number of possible graphs became
astronomically large even when the number of nodes are
only dozens. To tackle this intractable likelihood problem,
[22] proposed an Markov Chain Monty Carlo (MCMC) way
for approximating the ML by following the approach of [4].
Random samples from the distribution 3 can be obtained
using the Gibbs sampler [3]: cycling through the set of all
random variables Yi,j (i 6= j), or by mixing [26], to gener-
ate each value according to the conditional distribution in
4. A comparison of the statistical properties of the Max-
imum Likelihood Estimator (MLE) and Maximum Pseudo
Likelihood Estimator (MPLE) showed that MLE could per-
form much better than MPLE on Bias, Efficiency and Cov-
erage Percentage, especially in terms of the mean value re-
parametrization µ(θ) = Eθ [S(Y )] [27].
A problem of the above mentioned sampling approximation
to the ML inference of ERGM, termed inferential degener-
acy, persists as an obstacle to real applications. While it
appears to be a MCMC algorithm issue of not converging
or always converging to a degenerate (complete or empty)
graph, this problem is also rooted in the geometry of Markov
Graph Models as an exponential family [8]. There are two
lines of efforts to fix it, one line along [24] is introduced
here and adopted in our proposed procedure, the other line
initiated by [21], which motivated this paper, will be de-
tailed in the rest of this section. [24] extended the scope
of modeling social networks using ERGM by representing
transitivity not only by the number of transitive triads, but
in other ways that are in accordance with the concept of
partial conditional independence of [20]. This type of de-
pendence formulates a condition that takes into account not
only which nodes are being potentially linked, but also the
other ties that exist in the graph: i.e., the dependence model
is realization-dependent. Specifically, it states that two pos-
sible edges with four distince nodes are conditionally depen-
dent whenever their existence in the graph would create a
four-cycle. Along this line, [12] proposed the Curved Ex-
ponential Family Models and [10] proposed a lognormal ap-
proximation and ”stepping” algorithm. Together with the
development of a suite of R packages called statnet, the ap-
plied work began to adopt the ML inference widely.
2.2 Hierarchical ERGM
Finally it comes to the model exactly motivated our work.
Inspired by the notion of finite neighborhoods in spatial
statistics and M-dependence in time series, [21] proposed
the local dependence in random graph models, which could
be constructed from observed or unobserved neighborhood
structure. Their paper shows that while the conventional
ERGM do not satisfy a natural domain consistency condi-
tion, the local dependence satisfy it such that a central limit
theorem can be established. Their effort is trying to fix the
fundamental flaw of Markov random graph models that, for
any given pair of nodes {i, j}, the number of neighbors is
2(n − 2) and thus increases with the number of nodes n.
This insight leads to a natural and reasonable assumption
that each edge variable depends on a finite subset of other
edge variables. They define:
Definition (local dependence) The dependence induced by
a probability measure P on the sample space Y is called lo-
cal if there is a partition of the set of nodes A into K ≥
2 non-empty finite subsets A1, . . . , AK , called neighbour-
hoods, such that the within- and between- neighbourhood
subgraphs Yk,l with domains Ak×Al and sample spaces Yk,l
satisfy,
PK(Y ∈ Y) =
K∏
k=1
Pk,k(Yk,k ∈ Yk,k)
k−1∏
l=1
Pk,l(Yk,l ∈ Yk,l, Yl,k ∈ Yl,k)
(5)
where within-neighborhood probability measures Pk,k in-
duce dependence within subgraphs Yk,k, whereas between-
neighborhood probability measures Pk,l induce independence
between subgraphs
Thus, local dependence breaks down the dependence of ran-
dom graph Y into subgraphs, while leaving Scientists free-
dom to specify dependence of interest within subgraphs. Un-
der some sparsity condition, local and sparse random graphs
tend to be well behaved in the sense that neighborhoods can-
not dominate the whole graph and the distribution of statis-
tics tends to be Gaussian, provided the number of neighbor-
hoods K is large.
To estimate, they proposed a fully Bayesian approach. With
the following conditional likelihood:
P (Y = y|M = m) =
K∏
k=1
P (Yk,k = yk,k|M = m)
k−1∏
l=1
P (Yk,l = yk,l|M = m)
(6)
where the between-neighborhood ties are assumed to be in-
dependent P (Yk,l = yk,l|M = m) =
∏
i∈Ak,j∈Al P (Yi,j =
yi,j |M = m), the within-neighborhood probability has spe-
cific ERGM parameters as Pθ(Yk,k = yk,k|M = m) = exp{θ′kSk(yk,k)−
ψk(θk)}. The marginal distribution of membership is as-
sumed as Mi
iid∼ Multinomial(pi), for all i = 1, . . . , n. For
the sake of illustration purpose, we omit the non-parametric
priors on the neighborhood structure (membership), only
stating the parametric one here:
pi = (pi1, . . . , piK) ∼ Dirichlet(ω1, . . . , ωk)
θk
iid∼ MVN(µk,Σ−1k ) k = 1, . . . ,K
θB ∼MVN(µB ,Σ−1B )
where θB = {θkl|k 6= l; k, l ∈ 1, . . . ,K} is a vector of pa-
rameters governing the between-neighborhood distribution.
It could be simplified to just one scalar p by assuming all
between-neighborhood ties are i.i.d. Bernoulli(p) as in Fig-
ure ?? and Section 3.
3. TWO-STAGE ESTIMATION
In this section, we change the angle of viewing Hierarchi-
cal ERGM (HERGM) to uncover its connection to another
widely used class of network models, namely Latent Space
Models (LSM). Recall that our major concern is unobserved
(latent) clustering structure will “confound” the true within-
cluster effect(s). If this is a bottom-up way of first pick a
specific ERGM and then consider (possibly) multiple com-
munities, now for estimation we could follow a top-down di-
rection of first tackle clustering problem while taking local
structures into account.
3.1 HERGM as a extension of Stochastic Block-
models
A careful inspection of the Bayesian formulation of the
HERGM reveals its connection to another class of network
models which is initially intended for community (block)
detection, namely Stochastic Blockmodels (SBM) [19, 23].
The purpose of blockmodeling is to partition the vertex set
into subsets called blocks in such a way that the block struc-
ture and the pattern of edges between the blocks capture
the main structural features of the graph. [17] proposed
blockmodeling based on the concept of structural equiva-
lence, which states that two vertices are structually equiv-
alent (belong to the same block) if they relate to the other
vertices in the same way. The adjacency matrix should show
a block pattern if it is permuted in a certain way. So that
type of models are formulated this way:
Definition (Stochastic Blockmodels) membership (Mi)
n
i=1
are assumed i.i.d. random variables with P (Mi = k) = pik
for k = 1, . . . ,K and conditional on M = {Mi}, the edges
Yi,j are independent Bernoulli(θMi,Mj ).
If we keep the assumptions on membership and between-
block edges but relax the independence to ERGM for within-
block edges, it became the HERGM essentially. While this
extension is conceptually attractive, the computational cost
is prohibitive as it involves two exponentially increasing func-
tions. In the SBM part, the sample space of membership M
is Kn where K is the number of blocks and n is the number
of nodes. In the within-block ERGM part, the sample size
of edge variable Yk is 2(
nk
2 ) where nk is the number of nodes
in kth block (each pair of nodes can have a link present
or absent in an undirected binary network). So both parts
need MCMC or other sampling methods to do the Bayesian
inference or approximate the MLE (see Section 2), directly
combining them makes the problem intractable. To provide
a more feasible way to tackle the inference of HERGM, we
import LSM to account for local structures in an indirect
way.
3.2 Generalized to Latent Space Models
Instead of explicitly modeling dependence, the Latent Space
Models (LSM) postulate latent nodal variables Z and con-
ditional independence of Yi,j given those variables Zi and
Zj . SBM can be viewed as a simple case of LSM in which
membership Mi is the only Zi.
[9] introduced the concept of unobserved ”social space”within
which each node has a position so that a tie is independent
of all others given the unobserved positions of the pair it
connects to:
P (Y = y|Z,X, β) =
∏
i6=j
P (Yi,j = yi,j |xi,j , zi, zj , β) (7)
where X are observed covariates, and β and Z are parame-
ters and positions to be estimated. [7] took a subclass Dis-
tance Models where the probability of a tie is modeled as
a function of some measure of distance between the latent
space positions of two nodes:
logit{P (Yi,j = 1|xi,j , zi, zj , β)} = βT0 xi,j − β1|zi − zj | (8)
with restriction of
√
1
n
∑
i |zi|2 = 1 for the identification
purpose. Then they imposed a finite mixture of multivariate
Gaussian distribution for zi to represent clustering:
zi
iid∼
K∑
k=1
λkMVNd(µk, σ
2
kId) (9)
where non-negative λk is the probability that an individual
belongs to the kth group, with
K∑
k=1
λk = 1. A fully Bayesian
estimation of this Latent Position Cluster Model was pro-
posed by specifying the priors:
β ∼MVNp(, ψ)
λ ∼ Dirichlet(ν)
µk
iid∼ MVNd(0, ω2Id) k = 1, . . . ,K
σ2k
iid∼ σ20Invχ2α k = 1, . . . ,K
where , ψ, ν = (ν1, . . . , νG), σ
2
0 , α and ω
2 are hyper-
parameters. The posterior membership probabilities are:
P (Mi = k|others) = λkφd(zi;µk, σ
2
kId)
K∑
l=1
λlφd(zi;µl, σ2l Id)
, (10)
where φd(·) is the d-dimensional multivariate normal den-
sity.
3.3 Working Model Strategy
Now a natural idea comes: can we use LSM as a working
model to infer the membership in the HERGM, and then
use this information to infer cluster-specific ERGM? Our
initial attempt is by [5] type of pseudo maximum likelihood
estimation as the following theorem tells us:
Theorem 1. ([5]) Let Y1, . . . , Yn
iid∼ Fθ0,pi0 , and let pˆin(Y1, . . . , Yn)
be a consistent estimate of pi0. Under certain regularity con-
ditions, for  > 0, let An() be the event that there exists a
root θˆ of the equation
∂
∂θ
`(θ, pˆi) = 0 (11)
for which |θˆ− θ0| < . Then, for any  > 0, P{An()} → 1.
when the pseudo maximum likelihood equation has a unique
solution, then the pseudo MLE is consistent. The analog in
our application is that when the clustering estimator, e.g.
the posterior membership predictor of LSM, has good large
sample properties, the MLE of cluster specific ERGM pa-
rameters conditioned on it should does. However, the prob-
lem is that those two models, HERGM and LSM, may be
uncongenial to each other, meaning that no model can be
compatible with both of them [18]. Apparently, they make
very different assumptions about data, as in ERGM they fol-
low an exponential family and in LSM they are conditional
independent, as well as the ERGM MLE is a frequentist’s
procedure and LSM is of Bayesian. So is there a way to show
they are operationally, although not theoretically, equiva-
lent? In other words, can LSM fully capture the network
structures in the true underlying generating mechanism (as-
sumed to be HERGM), to the extent that membership esti-
mator is consistent.
[23] proposed a property called the asymptotically correct
distinction of vertex colors, which means that the probabil-
ity of correctly identifying the membership (color) for all
nodes tends to 1 as n goes to ∞. The implication of this
property is that once we can find a function F (Y ) such that
P (M = F (y)|θ)→ 1 for all θ as n→∞ (12)
then any statistical test or estimator T (Y, F (Y )) has asymp-
totically the same properties as T (Y,G):
lim
n→∞
P (T (Y, F (Y )) = T (Y,M)|θ) = 1 (13)
Note that T (Y,G) is when membership G is observed but
T (Y, F (Y )) is based on network Y only. In our situation,
the probability P is under HERGM and the function F is
through LSM.
4. APPLICATIONS
In this section, we give two examples of how to apply
our working model strategy. From basic ideas in ERGM
and LSM, we can see the point that although they impose
very different assumptions, their targeting network struc-
tures, e.g. homophily, degree heterogeneous, and transitiv-
ity, could be the same. Since both of them are a class of
models rather than a single model, the key property of an
appropriate working LSM model is targeting networks struc-
tures as close as possible to the hypothesized true ERGM
model.
4.1 A Transitivity Example
We first specifically consider one important example where
the only dependence are within-cluster transitivities. With-
out generality, we assume between-cluster densities are all
equal since the likelihood governed by those nuisance pa-
rameters are completely factored out, and the estimates are
trivial. The probability mass function is as following:
P (Y = y|M = m) = pyB (1− p)nB−yB
K∏
k=1
exp
(
θ
(k)
1 Edges(y) + θ
(k)
2 GWDSP(y)
+θ
(k)
3 GWDEP(y)− ψ(θ(k))
)
(14)
where the number of between-cluster edges yB =
k 6=l∑
i∈Ak,j∈Al
yi,j
follows a Binomial distribution with total number of possi-
ble ties nB =
∑
k 6=l
nk ∗ nl and probability p. Each cluster
has two statistics, Geometrically Weighted Dyadwise Shared
Partner (GWDSP) and Geometrically Weighted Edgewise
Shared Partner (GWESP) (see [24] for details), to represent
the transitivity. Since there are no homophily or degree het-
erogeneity, we can also omit the covariates and node specific
random effects in LSM [16] and simply have the probability
condition on the distance between latent positions only:
logit{P (Yi,j = 1|xi,j , zi, zj , β)} = β1|zi − zj | (15)
As long as the defined distance satisfies triangle inequality,
it captures the transitivity in the sense that if i and j are
both close to k, then i and j should be also close to each
other. Intuitively, if the true model has the transitivity as its
only dependency structure, then the working model should
be able to recover the membership.
4.1.1 Stage 1: clustering
First we evaluate the performance, in terms of mis-clustering
rate, of the working model along sample size and transitiv-
ity strength. From Figure 2, we can see that mis-clustering
rates drop as sample size increase, and the stronger the tran-
sitivity, the faster it hits zero.
4.1.2 Stage 2: fine tuning
One question a practitioner may ask is: if my working
model is good enough, why should I bother to fit cluster
specific ERGM? The answer is two folded. One is for esti-
mation / hypothesis testing, the other is for overall goodness
of fit. Figure 3 shows that a second fine tuning step may
greatly improve the model goodness of fit, even then the
working model did a perfect job on clustering.
4.1.3 Sensitivity to mis-clustering
4.2 A Degree Distribution Example
Another major type of network dependence we would like
to use as an example is the degree distribution. Since there
is a specific spectral clustering method designed to the so
called Degree Corrected Stochastic Block Models (DC-SBM)
[14]. We evaluate mis-clustering rate of that method on a
degree distribution ERGM.
5. DISCUSSION AND CONCLUSION
In this paper, we analyze the complementary strengths
and limitations of ERGM and LSM, both in model specifica-
tion and the interpretation of parameters. We start from the
computational non-scalability of the Bayesian inference ap-
proach for the Hierarchical ERGM and propose a two phase
procedure as a feasible way to do data analysis. We intu-
itively formulate this procedure, that is to find clusters us-
ing Latent Space Models (LSM) first and then to fit cluster
specific ERGM, conditioned on the first phase result. The
key idea is to decouple the estimates of membership M and
ERGM parameters θk, so we can provide a feasible way to
improve goodness of fit, rather than to archive good asymp-
totic properties.
When modeling social networks or other types of relational
data, valid statistical inference is especially challenging if
only one single network is observed. This network can be
viewed as a snapshot of the accumulated effects of possibly
more than one relation forming processes. So, our future di-
rection along this line is to propose a new class of dynamic
HERGM for longitudinal network data.
Figure 2: The mis-clustered rates drop as the number of nodes per cluster increase, with different speed at
different transitivity strengths.
Figure 3: The left plot is model goodness of fit by a Latent Space Model, the right one is by cluster-
specific ERGM using the membership estimates from the left model. Notes that although the estimation of
parameters: (-0.87, 0.28, 0.20), (-5.00, 1.39, 0.58), (-3.84, 0.66, 1.38) are not close to the truth: (-2, 0.5, 0.5),
(-2, 0.5, 0.5), (-2, 0.5, 0.5), the model fit is still very good.
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