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IWASAWA THEORY OF HEEGNER CYCLES, I.
RANK OVER THE IWASAWA ALGEBRA
MATTEO LONGO AND STEFANO VIGNI
Abstract. Iwasawa theory of Heegner points on abelian varieties of GL2 type has been
studied by, among others, Mazur, Perrin-Riou, Bertolini and Howard. The purpose of this
paper, the first in a series of two, is to describe extensions of some of their results in which
abelian varieties are replaced by the Galois cohomology of Deligne’s p-adic representation
attached to a modular form f of even weight > 2. In this more general setting, the role
of Heegner points is played by higher-dimensional Heegner cycles in the sense of Nekova´rˇ.
In particular, we prove that the Pontryagin dual of a certain Bloch–Kato Selmer group
associated with f has rank 1 over a suitable anticyclotomic Iwasawa algebra.
1. Introduction
Initiated by Mazur’s paper [20], Iwasawa theory of Heegner points on abelian varieties of
GL2 type (most notably, elliptic curves) has been investigated by, among others, Perrin-Riou
([28]), Bertolini ([1], [2]) and Howard ([12], [13]). A recurrent theme in all these works is
the study of pro-p-Selmer groups, where p is a prime number, in terms of Iwasawa modules
built out of compatible families of Heegner points over the anticyclotomic Zp-extension of an
imaginary quadratic field. In particular, several results on the structure of Selmer groups
obtained by Kolyvagin by using his theory of Euler systems ([15]) were generalized to an
Iwasawa-theoretic setting.
The goal of the present paper, the first in a series of two, is to describe extensions of some
of the results of the previously mentioned authors in which abelian varieties are replaced by
the Galois cohomology of Deligne’s p-adic representation attached to a modular form f of
even weight > 2. In this context, the role of Heegner points is played by Heegner cycles,
which were introduced by Nekova´rˇ in [24] in order to extend Kolyvagin’s theory to Chow
groups of Kuga–Sato varieties. More precisely, the main result of our article shows that the
Pontryagin dual of a certain Bloch–Kato Selmer group associated with f has rank 1 over a
suitable anticyclotomic Iwasawa algebra.
Let N ≥ 3 be an integer, let k ≥ 4 be an even integer and let f be a normalized newform
of weight k and level Γ0(N), whose q-expansion will be denoted by
f(q) =
∑
n≥1
anq
n.
Fix an imaginary quadratic field K of discriminant coprime to Np in which all the prime
factors of N split and let p be a prime number not dividing N . For simplicity, we suppose
that O×K = {±1}, i.e., that K 6= Q(
√−1) and K 6= Q(√−3). Fix also embeddings K →֒ C
and Q¯ →֒ Q¯p. Write F for the number field generated over Q by the Fourier coefficients an
of f and let OF be its ring of integers. Let p be a prime ideal of OF above p and denote
by Vf,p the p-adic representation of Gal(Q¯/Q) attached to f and p by Deligne ([10]). If Fp
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is the completion of F at p then Vf,p is an Fp-vector space of dimension 2 equipped with a
continuous action of Gal(Q¯/Q). Write Op for the valuation ring of Fp and set a′p := ap
/
pk/2−1.
Throughout this article we shall always work under the following
Assumption 1.1. (1) Vf,p is non-exceptional ([6, Definition 6.1]);
(2) p ∤ 6Nφ(N)hK(k − 2)! where φ is Euler’s function and hK is the class number of K;
(3) p does not ramify in F ;
(4) a′p ∈ O×p ;
(5) a′p 6≡ 2 (mod p) if p splits in K and a′p 6≡ 1 (mod p) if p is inert in K.
Additional cohomological conditions that allow us to obtain an analogue of Mazur’s control
theorem for elliptic curves will be listed and made precise in Assumption 2.4.
In light of results of Serre on eigenvalues of Hecke operators ([30, §7.2]), it seems reasonable
to expect that (4) in Assumption 1.1 holds for infinitely many primes p (at least if F 6= Q).
In fact, questions of this sort appear to lie in the circle of ideas of the conjectures of Lang
and Trotter on the distribution of traces of Frobenius automorphisms acting on elliptic curves
([16]) and of their extensions to higher weight modular forms ([22], [23]).
LetK∞ be the anticyclotomic Zp-extension ofK (i.e., the Zp-extension of K that is dihedral
over Q), set G∞ := Gal(K∞/K) and form the Iwasawa algebra Λ := Op[[G∞]]. As in [24], one
can define a Gal(Q¯/Q)-representation A that is a quotient of the k/2-twist of Vf,p; denote by
H1f (K∞, A) the Bloch–Kato Selmer group of A over K∞. Finally, let
X∞ := HomcontOp
(
H1f (K∞, A), Fp/Op
)
be the Pontryagin dual of H1f (K∞, A), which turns out to be finitely generated over Λ.
Our main result is the following
Theorem 1.2. The Λ-module X∞ has rank 1.
This is the counterpart of [1, Theorem A]. The key tool in the proof of Theorem 1.2 is
the Iwasawa module of Heegner cycles, which is denoted by H∞ in the main body of the
text. The Λ-module H∞ is built out of the systematic supply of Heegner cycles introduced by
Nekova´rˇ ([24]), which are higher-dimensional analogues of classical Heegner points. Since we
are interested in Iwasawa-theoretic results, we work with Heegner cycles of p-power conductor;
these cycles live in the Selmer groups H1f (Km, A), where for every m ≥ 1 the field Km is the
subextension of K∞/K such that Gal(Km/K) ≃ Z/pmZ.
As will become apparent later, our strategy follows [1] closely; in fact, we extend to Heegner
cycles the Λ-adic Kolyvagin method developed by Bertolini. From a slightly different point of
view, analogous results could presumably be obtained by exploiting the theory of Kolyvagin
systems due to Mazur and Rubin ([21]). More precisely, we expect that our constructions
can easily be adapted to the formalism of [21], as was done by Howard in [12] for Heegner
points on elliptic curves and by Fouquet in [11] in the context of big Heegner points, thus
leading to one divisibility in the relevant Iwasawa-type Main Conjecture. However, in this
paper we preferred to adopt the more direct and explicit approach of Bertolini, and hence to
work over the Iwasawa algebra only instead of deducing results for the Iwasawa algebra from
specializations to discrete valuation rings as in [21].
We observe that a crucial role in our arguments is played by a result of Howard ([14,
Theorem A]) that extends to Heegner cycles and the cohomology of Vf,p a theorem of Cornut
([9]) asserting the non-triviality of Heegner points on an elliptic curve E/Q as one ascends
K∞. We also note that a version of Theorem 1.2 in the context of Hida families of Hilbert
modular forms was proved by Nekova´rˇ in [25, Theorem 12.9.11, (ii)]. It is worth pointing out
that Nekova´rˇ’s result applies to all but finitely many members of a given family and that his
proof, relying on his theory of Selmer complexes and (of course) on Hida-theoretic techniques,
is different from ours.
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We conclude this introduction by remarking that in the sequel [17] to this paper we shall
study the torsion submodule X tors∞ of X∞. In particular, we will generalize a divisibility result
due to Howard ([13, Theorem B]) as well as a result of Bertolini concerning the structure of
the annihilator of X tors∞ ([1, Theorem B]). Applications to a Main Conjecture a` la Perrin-Riou
will also be given.
For the convenience of the reader, we collect below all the basic notation that will be used
throughout this paper.
Notation. • If G is an abelian group and n ≥ 1 is an integer then Gn denotes the n-torsion
subgroup of G.
• For any field K we fix an algebraic closure K¯ of K and write GK := Gal(K¯/K) for the
absolute Galois group of K. In the special case where K is a number field, we shall view K
as a subfield of Q¯ (in other words, we choose K¯ = Q¯).
• If M is a continuous GK-module then H icont(K,M) is the i-th continuous cohomology
group of GK with coefficients in M . We will usually write H
i(K,M) as a shorthand for
H icont(K,M) and M(K) as a shorthand for H
0(K,M).
• If K/F is an algebraic field extension then we denote by
resK/F : H
i(F,M) −→ H i(K,M), coresK/F : H i(K,M) −→ H i(F,M)
the restriction and corestriction maps in cohomology, respectively. We recall that, for K/F
finite and Galois, we have the equality
(1) resK/F ◦ coresK/F = trK/F ,
where trK/F :=
∑
σ∈Gal(K/F ) σ is the Galois trace map on H
i(K,M). Further, if v is a place
of a number field K then we denote by
resv : H
i(K,M) −→ H i(Kv ,M)
the restriction (localization) map at v, which is determined by the choice of an embedding of
Q¯ into K¯v.
• If K is a number field and ℓ is a prime number then we denote by Kℓ := ⊕λ|ℓKλ the
direct sum of the completions Kλ of K at all the primes λ above ℓ, and we set H
i(Kℓ,M) :=
⊕λ|ℓH i(Kλ,M).
• If G is a profinite group, p is a prime and R is the ring of integers of a finite extension of
Qp then R[[G]] is the Iwasawa algebra of G with coefficients in R. For an R[[G]]-module M we
write MG and MG for the largest R-submodule and quotient of M , respectively, on which G
acts trivially.
• If K is a local field then Knr denotes the maximal unramified extension of K inside K¯,
so that IK := Gal(K¯/K
nr) is the inertia group of K. When K is a number field and v is a
place of K we also write Iv for IKv . In particular, for all prime numbers ℓ we let Fℓ be the
arithmetic Frobenius in Gal(Qnrℓ /Qℓ). We also fix field embeddings Q¯ →֒ Q¯ℓ and, with an
abuse of notation, when dealing with a GQ-module that is unramified at ℓ we often adopt the
same symbol to denote a lift of Fℓ to GQℓ (and its image in GQ).
• If L/E is a Galois extension of number fields, λ is a prime of E that is unramified in L
and λ′ is a prime of L above λ then Frobλ′/λ ∈ Gal(L/E) denotes the Frobenius substitution
at λ′; the conjugacy class of Frobλ′/λ in Gal(L/E) will be denoted by Frobλ (notation not
reflecting dependence on L).
• For an algebraic variety V defined over a field E of characteristic 0, an integer r such
that 0 ≤ r ≤ dim(V ) and a prime number p, we let
AJ
(r)
V/E : CH
r(V/E) −→ H1(E,H2r−1e´t (V¯ ,Zp))
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denote the corresponding p-adic Abel–Jacobi map, with V¯ := V ⊗E E¯. We simply write AJE
in place of AJ
(r)
V/E when V and r are clear from the context.
2. Bloch–Kato Selmer groups in Zp-extensions
Our goal in this section is to introduce the Selmer groups we shall be interested in and
state a “control theorem” for them.
2.1. Bloch–Kato Selmer groups. We begin with a general discussion of Selmer groups of
p-adic representations.
For a number field E and a p-adic representation V of the Galois group GE (by which we
mean, as usual, a finite-dimensional Qp-vector space V equipped with a continuous action of
GE), the Bloch–Kato Selmer group of V over E ([7, Sections 3 and 5]) is the group H
1
f (E,V )
that makes the sequence
0 −→ H1f (E,V ) −→ H1(E,V )
∏
v ∂v−−−−→
∏
v
H1s (Ev , V )
exact. Here the product is taken over all places of E, we set
H1s (Ev, V ) := H
1(Ev , V )/H
1
f (Ev , V ),
the symbol H1f (Ev, V ) denotes the local Bloch–Kato condition at v (see [18, §2.4]) and
∂v : H
1(E,V ) −→ H1s (Ev, V )
is the composition of the restriction H1(E,V )→ H1(Ev, V ) with the canonical projection. If
T is a GE-stable lattice in V then set A := V/T and, for every integer n ≥ 1, let Apn denote
the pn-torsion of A. There is a canonical isomorphism Apn ≃ T/pnT .
The projection p : V ։ A and the inclusion i : T →֒ V induce maps
p : H1(E,V ) −→ H1(E,A), i : H1(E,T ) −→ H1(E,V );
let us define H1f (E,A) := p
(
H1f (E,V )
)
and H1f (E,T ) := i
−1
(
H1f (E,V )
)
. Furthermore, the
inclusion in : Apn →֒ A and the projection pn : T ։ T/pnT induce maps
in : H
1(E,Apn) −→ H1(E,A), pn : H1(E,T ) −→ H1(E,T/pnT );
we set H1f (E,T/p
nT ) := pn
(
H1f (E,T )
)
and H1f (E,Apn) := i
−1
n
(
H1f (E,A)
)
. It can be checked
that the isomorphisms Apn ≃ T/pnT induce isomorphisms H1f (E,Apn) ≃ H1f (E,T/pnT )
between Selmer groups.
Now let M ∈ {V, T,A,Apn , T/pnT}. If L/E is a finite extension of number fields then
restriction and corestriction induce maps
resL/E : H
1
f (E,M) −→ H1f (L,M), coresL/E : H1f (L,M) −→ H1f (E,M).
Finally, if E is a number field and ℓ is a prime number then we set
H if (Eℓ,M) :=
⊕
λ|ℓ
H if (Eλ,M), H
i
s(Eℓ,M) :=
⊕
λ|ℓ
H is(Eλ,M), ∂ℓ :=
⊕
λ|ℓ
∂λ,
the direct sums being taken over the primes λ of E above ℓ.
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2.2. The anticyclotomic Zp-extension of K. For every integer m ≥ 0 write Hpm for the
ring class field of K of conductor pm. By assumption, p ∤ hK = |Gal(H1/K)| and, since p is
unramified in K, we also have p ∤ |Gal(Hp/H1)|. Moreover, Gal(Hpm+1/Hp) ≃ Z/pmZ for all
m ≥ 1. It follows that for every m ≥ 1 there is a splitting
Gal(Hpm+1/K) ≃ Gm ×∆
with Gm ≃ Z/pmZ and ∆ ≃ Gal(Hp/K) of order prime to p. For every m ≥ 1 define Km as
the fixed field of Gm; then Km is a subfield of Hpm+1 such that
Gm = Gal(Km/K) ≃ Z/pmZ.
The field K∞ := ∪m≥1Km is the anticyclotomic Zp-extension of K; equivalently, it is the
Zp-extension of K that is (generalized) dihedral over Q. Set
G∞ := lim←−
m
Gm = Gal(K∞/K) ≃ Zp.
For every integer m ≥ 0 define Γm := Gal(K∞/Km). Furthermore, for every m ≥ 1 set
Λm := Op[Gm] and define
Λ := lim←−
m
Λm = Op[[G∞]].
Here the inverse limit is taken with respect to the maps induced by the natural projections
Gm+1 → Gm. For all m ≥ 1 fix a generator γm of Gm in such a way that γm+1|Km = γm;
then γ∞ := (γ1, . . . , γm, . . . ) is a topological generator of G∞. It is well known that the map
(2) Λ
≃−→ Op[[X]], γ∞ 7−→ 1 +X
is an isomorphism of Op-algebras (see, e.g., [26, Proposition 5.3.5]).
For an abelian pro-p group M write M∨ := HomcontZp (M,Qp/Zp) for its Pontryagin dual,
equipped with the compact-open topology (here HomcontZp denotes continuous homomorphisms
of Zp-modules and Qp/Zp is discrete). In the rest of the paper it will be convenient to
use also the alternative definition M∨ := HomcontOp (M,Fp/Op), where HomcontOp stands for
continuous homomorphisms of Op-modules and Fp/Op is given the discrete topology. It turns
out that the two definitions are equivalent, as there is a non-canonical isomorphism between
HomcontOp (M,Fp/Op) and HomcontZp (M,Qp/Zp) that depends on the choice of a Zp-basis of Op.
See, e.g., [8, Lemma 2.4] for details.
2.3. Torsion subgroups in compact modules. In this subsection and the next we collect
results on Pontryagin duals that will be used in the sequel and for which we were unable to
find convenient references in the literature.
Let R be a topological commutative noetherian ring. In the next sections R will always
be a commutative noetherian local ring (R,m) that is an m-adically complete Zp-algebra.
Moreover, let M denote a compact Hausdorff abelian group, endowed with a structure of a
topological R-module. For an ideal I ⊂ R let M [I] denote the I-torsion submodule of M ,
that is
M [I] :=
{
m ∈M | xm = 0 for all x ∈ I}.
Finally, equip the Pontryagin dual M∨ with the R-module structure given by (xϕ)(m) :=
ϕ(xm) for all ϕ ∈M∨, m ∈M and x ∈ R.
Lemma 2.1. There is a canonical isomorphism of R-modules
M∨/IM∨ ≃M [I]∨.
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Proof. Write I = (x1, . . . , xn) and consider the map
ξ :M −→
n∏
i=1
xiM, m 7−→ (xim)i=1,...,n,
whose kernel is equal to M [I]. If i : M [I] →֒ M denotes inclusion then Pontryagin duality
gives an exact sequence of R-modules
(3)
(
n∏
i=1
xiM
)∨
ξ∨−→M∨ i∨−→M [I]∨ −→ 0;
here the surjectivity of i∨ is a consequence of M [I] being closed in M , hence compact. On
the other hand, sending (ϕ1, . . . , ϕn) to
∑
i ϕi gives an isomorphism between
∏
i(xiM)
∨ and(∏
i xiM
)∨
, so we can rewrite (3) as
(4)
n∏
i=1
(xiM)
∨ ξ
∨
−→M∨ i∨−→M [I]∨ −→ 0.
In light of (4), we want to check that im(ξ∨) = IM∨. First of all, let ϕ =
∑n
i=1 xiϕi ∈ IM∨,
with ϕi ∈ M∨ for all i = 1, . . . , n. Then ϕ = ξ∨
(
(ϕ1|x1M , . . . , ϕn|xnM )
)
, which shows that
ϕ ∈ im(ξ∨). Conversely, let ϕ ∈ im(ξ∨); by definition, for every i = 1, . . . , n there exists
ϕi ∈ (xiM)∨ such that ϕ = ξ∨
(
(ϕ1, . . . , ϕn)
)
. For every i, the R-module xiM is compact
because M is, hence the inclusion xiM →֒ M gives a surjection M∨ ։ (xiM)∨. Now for
every i = 1, . . . , n choose a lift ψi ∈M∨ of ϕi. It follows that ϕ =
∑n
i=1 xiψi ∈ IM∨, and the
proof is complete. 
2.4. Application to Iwasawa algebras. As in §2.2, let γ∞ be a topological generator of
G∞ ≃ Zp. Let I∞ = (γ∞ − 1) be the augmentation ideal of Λ and for every integer n ≥ 0
consider the ideal In :=
(
γp
n
∞ − 1
)
of Λ; in particular, I0 = I∞.
Now let M be a continuous Λ-module. As before, the dual M∨ inherits a structure of
continuous Λ-module. Since γp
n
∞ is a topological generator of Γn, for all n ≥ 0 there are
equalities
(5) M [In] =M
Γn , MΓn =M/InM.
Proposition 2.2. If M is compact then
(M∨)Γn =M
∨/InM
∨ ≃ (MΓn)∨
for every n ≥ 0.
Proof. The equality on the left is just the second equality in (5) applied to M∨, while the
canonical isomorphism on the right follows upon taking I = In in Lemma 2.1 and using the
first equality in (5). 
2.5. The Control Theorem. Fix a normalized newform f of weight k, a prime p and an
imaginary quadratic field K as in Assumption 1.1.
Write T for the GQ-representation considered by Nekova´rˇ in [24, Proposition 3.1], where it
is denoted by Ap. This is a free Op-module of rank 2. The GQ-representation V := T⊗OpFp is
then the k/2-twist of the representation Vf,p. Finally, define the GQ-representation A := V/T .
As above, we shall write Apn for the p
n-torsion submodule of A. Observe that
(6) A =
⋃
n≥1
Apn = lim−→
n
Apn
where the direct limit is taken with respect to the natural inclusions Apn →֒ Apn+1 .
Lemma 2.3. H0(Km, A) = 0 for all integers m ≥ 0.
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Proof. Fix an integer m ≥ 0. The extension Km/Q is solvable, so H0(Km, Apn) = 0 for all
n ≥ 0 by [18, Lemma 3.10, (2)]. It follows from (6) that
H0(Km, A) = H
0
(
Km, lim−→
n
Apn
)
= lim−→
n
H0(Km, Apn) = 0,
as was to be shown. 
To obtain a version of Mazur’s Control Theorem ([19]) in our setting, we make the following
Assumption 2.4. (1) For all integers m ≥ 1 and all places v of Km dividing N , the
group H0(IGm,v , A) is p-divisible.
(2) For all m and all places v of Km above p, the canonical projection
lim←−
n
H1f
(
Kn,v, T
∗(1)
) −→ H1f(Km,v, T ∗(1))
is surjective, where T ∗ := HomZp(T,Zp) is the Zp-linear dual of T and the inverse
limit is taken with respect to the corestriction maps.
Remark 2.5. Condition (2) in Assumption 2.4 is standard in the case of elliptic curves over Q
(see, e.g., [3, Assumption 2.15] and [4, §1.1]) and is satisfied for all but finitely many primes
p. Also, conditions similar to (1) in Assumption 2.4 are discussed in [5, Assumption 2.1] in
the case of elliptic curves E. It would be interesting to investigate analogous results for the
representation Vf,p.
Define the discrete Λ-module
H1f (K∞, A) := lim−→
m
H1f (Km, A),
the injective limit being taken with respect to the restriction maps.
Theorem 2.6 (Control Theorem). For every integer m ≥ 0 there is an isomorphism
resK∞/Km : H
1
f (Km, A)
≃−→ H1f (K∞, A)Γm .
Sketch of proof. This is essentially [27, Theorem 2.4]. Fix an integer m ≥ 0. To begin with,
the inflation-restriction exact sequence reads
(7) 0 −→ H1(Gal(K∞/Km),H0(K∞, A)) −→ H1(Km, A) −→ H1(K∞, A)Γm .
On the other hand, H0(Km, A) = 0 for all m by Lemma 2.3, hence
H0(K∞, A) = lim−→
m
H0(Km, A) = 0.
Thus sequence (7) gives an injection H1(Km, A) →֒ H1(K∞, A)Γm , which in turn restricts to
an injection
resK∞/Km : H
1
f (Km, A) −֒→ H1f (K∞, A)Γm
between Selmer groups. Finally, by comparing with the proof of [27, Theorem 2.4] (see, in
particular, [27, p. 81]), one can check that Assumption 2.4 forces resK∞/Km to be surjective
as well. 
Let
X∞ := HomcontOp
(
H1f (K∞, A), Fp/Op
)
be the Pontryagin dual of H1f (K∞, A), equipped with its canonical structure of compact Λ-
module. For every integer m ≥ 0 let
Xm := HomcontOp
(
H1f (Km, A), Fp/Op
)
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be the Pontryagin dual of H1f (Km, A). Each Xm has a natural structure of Λm-module and
there is a canonical isomorphism of Λ-modules X∞ ≃ lim←−m Xm. Note that, since the Galois
representation A is unramified outside Np, the Op-modules Xm are finitely generated.
Corollary 2.7. For every m ≥ 0 there is a canonical isomorphism (X∞)Γm ≃ Xm.
Proof. Fix an integer m ≥ 0. Thanks to Proposition 2.2, the isomorphism of Theorem 2.6
gives, by duality, a canonical isomorphism
(8) X∞/ImX∞ ≃ Xm.
But, again by Proposition 2.2, the quotient X∞/ImX∞ is canonically isomorphic to (X∞)Γm ,
and we are done. 
Corollary 2.8. The Λ-module X∞ is finitely generated.
Proof. By choosing m = 0 in (8), we obtain an isomorphism X∞/I∞X∞ ≃ X0. Since X0 is
a finitely generated Op-module, the result follows from a topological version of Nakayama’s
lemma ([8, Corollary 1.5] or [26, Corollary 5.2.18, (ii)]). 
2.6. Projective Selmer modules. For every integer m ≥ 0 define the Op-module
Sm := lim←−
n
H1f (Km, Apn)
where the inverse limit is taken with respect to the multiplication-by-p maps. The Tate
module of H1f (Km, A) is the Op-module
Tap
(
H1f (Km, A)
)
:= lim←−
n
H1f (Km, A)pn
where H1f (Km, A)pn denotes the p
n-torsion submodule of H1f (Km, A) and, again, the inverse
limit is taken with respect to the multiplication-by-p maps.
Lemma 2.9. For all m,n ≥ 0 there is an isomorphism
H1f (Km, Apn) ≃ H1f (Km, A)pn .
Proof. Fix integers m,n ≥ 0. Taking GKm-cohomology of the short exact sequence
0 −→ Apn −→ A p
n
−→ A −→ 0,
where pn denotes the multiplication-by-pn map, and using Lemma 2.3, we obtain isomorphisms
H1(Km, Apn) ≃ H1(Km, A)pn
for all n ≥ 0. These restrict to isomorphisms
H1f (Km, Apn) ≃ H1f (Km, A)pn ,
as desired. 
Proposition 2.10. For every m ≥ 0 there is a canonical isomorphism
Sm ≃ Tap
(
H1f (Km, A)
)
.
Proof. Fix an integer m ≥ 0. Passing to inverse limits over n in Lemma 2.9 with respect to
the multiplication-by-p maps gives the result. 
We need one more auxiliary result on Tate modules.
Lemma 2.11. For every m ≥ 0 there is a canonical isomorphism
Tap
(
H1f (Km, A)
) ≃ HomOp(Xm,Op).
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Proof. Fix an integer m ≥ 0. First of all, Fp = Op[1/p] because p is unramified in F by
Assumption 1.1, so there is an identification
(9) Tap
(
H1f (Km, A)
)
= HomOp
(
Fp/Op,H1f (Km, A)
)
.
On the other hand, taking Pontryagin duals gives a canonical isomorphism
(10) HomOp
(
Fp/Op,H1f (Km, A)
) ≃ HomOp(Xm,Op).
The lemma follows by combining (9) and (10). 
Consider the Λ-modules
S∞ := lim←−
m
Sm, lim←−
m
Tap
(
H1f (Km, A)
)
,
the inverse limits being taken with respect to the corestriction maps. There is a sequence of
isomorphisms of Λ-modules
S∞ ≃ lim←−
m
Tap
(
H1f (Km, A)
) ≃ lim←−
m
HomOp(Xm,Op) ≃ lim←−
m
HomOp
(
(X∞)Γm ,Op
)
where the first isomorphism comes from Proposition 2.10, the second from Lemma 2.11 and
the third from Corollary 2.7. Using [28, Lemma 4, (ii)], whose proof can be extended to the
case of Iwasawa algebras with coefficients in Op, we obtain canonical isomorphisms
(11) S∞ ≃ lim←−
m
Tap
(
H1f (Km, A)
) ≃ HomΛ(X∞,Λ)
of Λ-modules. It follows from Corollary 2.8 that S∞ is finitely generated over Λ.
Proposition 2.12. The Λ-module S∞ is free of finite rank.
Proof. By (11), the Λ-module (S∞)G∞ is isomorphic to HomΛ(X∞,Λ)G∞ , and this injects
into the free Op-module HomOp
(
(X∞)G∞ ,Op
)
thanks to a straightforward extension of [28,
Lemma 4, (iii)] to our case, where Iwasawa algebras have coefficients in Op. Therefore (S∞)G∞
is a free Op-module. Since S∞ is torsion-free over Λ by (11), by [26, Proposition 5.3.19, (ii)]
(again, generalized to Iwasawa algebras with coefficients in Op) we conclude that S∞ is free
of finite rank over Λ. 
Definition 2.13. The pro-p Bloch–Kato Selmer group of f over K∞ is the Λ-module
Hˆ1f (K∞, T ) := lim←−
m
H1f (Km, T ),
where the inverse limit is taken with respect to the corestriction maps.
The following result is a straightforward consequence of Definition 2.13.
Proposition 2.14. The Λ-modules Hˆ1f (K∞, T ) and S∞ are canonically isomorphic.
Proof. By [31, p. 261, Corollary], there is a canonical isomorphism
H1(Km, T ) ≃ lim←−
n
H1(Km, T/p
nT )
where the inverse limit is taken with respect to the maps induced by the canonical projections
T/pn+1T ։ T/pnT . One easily shows that this isomorphism restricts to an isomorphism
between Selmer groups, so we obtain a sequence of canonical isomorphisms
Hˆ1f (K∞, T ) ≃ lim←−
m
lim←−
n
H1f (Km, T/p
nT ) ≃ lim←−
m
lim←−
n
H1f (Km, Apn) = S∞
(here recall that the inverse limit over n of the groups H1f (Km, Apn) is computed with respect
to the multiplication-by-p maps, while all the inverse limits over m are taken with respect to
the corestriction maps). 
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Combining Propositions 2.12 and 2.14, we obtain
Corollary 2.15. The Λ-module Hˆ1f (K∞, T ) is free of finite rank.
3. Iwasawa modules of Heegner cycles
3.1. Preliminaries on Heegner cycles. We briefly recall construction and basic properties
of Heegner cycles, following [24, Section 5] closely. This will also give us the occasion to fix
some notation that will be used in the rest of the paper.
Choose an ideal N ⊂ OK such that OK/N ≃ Z/NZ, which exists thanks to the Heegner
hypothesis satisfied by K. For every integer c ≥ 1 prime to N and the discriminant of K,
let Oc := Z + cOK be the order of K of conductor c. Let X0(N) be the compact modular
curve of level Γ0(N); the isogeny C/Oc → C/(Oc ∩N )−1 defines a Heegner point xc ∈ X0(N)
which, by complex multiplication, is rational over the ring class field Hc of K of conductor c.
Furthermore, let X(N) be the compact modular curve of level Γ(N).
Pick x˜c ∈ κ−1(xc). The elliptic curve Ec with full level N structure corresponding to x˜c
has complex multiplication by Oc. Fix the unique square root ξc =
√−Dc of the discriminant
of Oc with positive imaginary part under the chosen embedding of K into C. For all a ∈ Oc
write Γc,a ⊂ Ec × Ec for the graph of a and ix˜c : π−1k−2(x˜c) →֒ E˜k−2N for the natural inclusion,
where E˜k−2N is the Kuga–Sato variety of level N and weight k. One can construct two canonical
projectors ΠB and Πǫ (see [24, Sections 2 and 3] for definitions) acting on the Chow groups
CHk/2(E˜k−2N /Hc)⊗ Zp. This gives an element
(12) ΠBΠǫ(ix˜m)∗
(
Γ
(k−2)/2
m,ξc
)
∈ ΠBΠǫ
(
CHk/2(E˜k−2N /Hpm)⊗ Zp
)
.
On the other hand, the Abel–Jacobi map for Ek−2N , combined with the projectors ΠB and Πǫ,
gives a map
(13) ΠBΠǫ
(
CHk/2(E˜k−2N /Hc)⊗ Zp
) −→ H1cont(Hc, T )
(see [24, Section 4] for details). Then one can define the Heegner cycle yc in H
1
cont(Hc, T ) as
the image of the cycle (12) via the Abel–Jacobi map (13). This class is independent of the
choice of x˜c ([24, p. 107]). Finally, since the image of the Abel–Jacobi map is contained in
the Bloch–Kato Selmer group, it turns out that
yc ∈ H1f (Hc, T ).
Remark 3.1. In [24], the Heegner cycle yc is introduced only for c square-free and coprime to
NDp, where D is the discriminant of K. However, one can readily check that the construction
of yc carries over without change to our more general setting (in fact, our interest in Iwasawa-
theoretic considerations will lead us to specialize to the case where c is a power of p).
3.2. Hecke action. Corestriction from Hpm+1 to Km gives an element
αm := coresH
pm+1/Km
(ypm+1) ∈ H1f (Km, T ).
Put K0 := K and define
α0 := coresHp/K(yp) ∈ H1f (K,T ).
As in the introduction, set a′p := ap
/
pk/2−1. Recall that, by Assumption 1.1, a′p belongs to
O×p and a′p 6≡ 2 (mod p) (respectively, a′p 6≡ 1 (mod p)) if p splits in K (respectively, if p is
inert in K).
Lemma 3.2. If m ≥ 2 then
coresKm+1/Km(αm+1) = a
′
pαm − resKm/Km−1(αm−1),
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and
coresK1/K(α1) =


(
a′p − a′−1p (p+ 1)
)
α0 if p is inert in K,(
a′p − (a′p − 2)−1(p− 1)
)
α0 if p splits in K.
Proof. Combine the proof of [24, Proposition 5.4] and [28, Lemma 2, p. 432]. 
3.3. Projective Heegner modules. In order to introduce Iwasawa modules of Heegner
cycles, let us first record the following
Lemma 3.3. Let m ≥ 1 be an integer and let G be a non-trivial subgroup of Gm. For all
u ∈ Λm the element ap − u
∑
σ∈G σ is invertible in Λm.
Proof. For simplicity, set β := ap − u
∑
σ∈G σ. Suppose that |G| = pt with 1 ≤ t ≤ m and let
b := pm−t, so that G is generated by γbm. Write πm : Λ → Λm for the canonical projection,
fix a lift u˜ ∈ Λ of u under πm and let G(X) ∈ Op[[X]] be the power series corresponding to u˜
under isomorphism (2), which we can assume to be a polynomial. The element
β˜ := ap − u˜ ·
pt∑
i=1
γbi∞ ∈ Λ
is then a lift of β via πm that is sent by isomorphism (2) to
F (X) := ap −G(X) ·
pt∑
i=1
(1 +X)bi = ap − ptη +Xf(X) ∈ Op[[X]]
for certain η ∈ Op and f(X) ∈ Op[X]. But ap − ptη ∈ O×p because ap is a p-adic unit by
Assumption 1.1, hence F (X) is invertible in Op[[X]]. It follows that β˜ is invertible in Λ, and
then β = πm(β˜) is invertible in Λm, as required. 
For every integer m ≥ 0 denote by Hm the Λm-submodule of H1f (Km, T ) generated by αm.
Proposition 3.4. Corestriction induces surjective maps
coresKm+1/Km : Hm+1 −։ Hm
for all integers m ≥ 0.
Proof. As in the proof of [1, Proposition 4], we proceed by induction on m. By Assumption
1.1, the number a′p − a′−1p (p+1) (respectively, a′p − (a′p − 2)−1(p− 1)) is a p-adic unit when p
is inert in K (respectively, p splits in K), and then the second formula in Lemma 3.2 proves
the proposition for m = 0. Now suppose that the claim is true for m− 1. Then
(14) αm−1 = u · coresKm/Km−1(αm)
for some u ∈ Λ×m−1, and combining this equality with the first formula in Lemma 3.2 gives
(15) coresKm+1/Km(αm+1) = (a
′
p − u · coresKm/Km−1)(αm).
Since a′p − u · coresKm/Km−1 ∈ Λ×m by Lemma 3.3, the claim for m follows from (15). 
Definition 3.5. The Iwasawa module of Heegner cycles is the compact Λ-module
H∞ := lim←−
m
Hm ⊂ Hˆ1f (K∞, T ),
where the inverse limit is taken with respect to the corestriction maps.
The proof of the following result crucially exploits a theorem of Howard ([14]) that extends
to the higher weight setting results of Cornut ([9]) on the generic non-vanishing of Heegner
points on elliptic curves over anticyclotomic Zp-extensions.
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Theorem 3.6. The Λ-module H∞ is free of rank 1.
Proof. First of all, observe that H∞ is a Λ-submodule of Hˆ1f (K∞, T ), which is free of finite
rank over Λ by Corollary 2.15. It follows that H∞, being cyclic, is either trivial or isomorphic
to Λ. On the other hand, [14, Theorem A] ensures that there is an integer m ≥ 0 such that
αm is not Op-torsion in H1f (Km, T ). Set xm := αm ∈ Hm and for every n ≥ m + 1 choose
xn ∈ Hn such that
coresKn/Kn−1(xn) = xn−1.
Since xm is non-torsion, the Op-submodule of H∞ generated by this compatible sequence is
isomorphic to Op, so H∞ cannot be trivial. 
3.4. Injective Heegner modules. Now we introduce the Λ-module E∞, which is obtained
by taking an inductive limit of Heegner cycles. First note the following easy consequence of
Proposition 3.4.
Corollary 3.7. Restriction induces injective maps
resKm+1/Km : Hm −֒→ Hm+1
for all integers m ≥ 0.
Proof. Since resKm+1/Km is injective, it suffices to show that its image is contained in Hm+1.
By Proposition 3.4, we know that αm = um · coresKm+1/Km(αm+1) for some um ∈ Λ×m, and
the corollary follows by applying restriction and using (1). 
For every integer m ≥ 0 let α¯m be the image of αm in H1f (Km, T/pmT ) via the map induced
by the projection T ։ T/pmT . Denote by βm the image of α¯m under the map induced by the
isomorphism T/pmT ≃ Apm , then define Em := Λmβm as the Λm-submodule of H1f (Km, Apm)
generated by βm. By Corollary 3.7, resKm+1/Km sends the Λm-module generated by α¯m to
the Λm+1-module generated by α¯m+1. Therefore composing with the map obtained from the
natural inclusion Apm ⊂ Apm+1 gives canonical maps ρm : Em → Em+1, and we can consider
the discrete Λ-module
E∞ := lim−→
m
Em,
the direct limit being taken with respect to the maps ρm.
Proposition 3.8. There is an injection of Λ-modules E∞ →֒ H1f (K∞, A).
Proof. By Lemma 2.9, there are isomorphisms
H1f (Km, Apm) ≃ H1f (Km, A)pm
for all integers m ≥ 0. By definition, every Em is a submodule of H1f (Km, Apm), and then the
(left) exactness of the direct limit gives injections
E∞ = lim−→
m
Em −֒→ lim−→
m
H1f (Km, Apm) ≃ lim−→
m
H1f (Km, A)pm
−֒→ lim−→
m
H1f (Km, A) = H
1
f (K∞, A),
which completes the proof. 
Taking the Pontryagin dual, we get a compact Λ-module
E∨∞ := HomcontOp (E∞, Fp/Op) ≃ lim←−
m
E∨m
where, for each m, the module E∨m := HomcontOp (Em, Fp/Op) is the Pontryagin dual of Em.
Proposition 3.8 gives a surjection of Λ-modules
(16) π : X∞ −։ E∨∞.
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In particular, there is also an injection of Λ-modules
(17) HomΛ
(E∨∞,Λ) −֒→ HomΛ(X∞,Λ) ≃ Hˆ1f (K∞, T ),
where the isomorphism on the right is a consequence of (11) and Proposition 2.14. The next
result describes the image of this map.
Proposition 3.9. The image of (17) is equal to H∞.
Proof. A more or less tautological, albeit somewhat tedious, diagram chasing. We omit the
details. 
It follows from Proposition 3.9 that there is an isomorphism
HomΛ
(E∨∞,Λ) ≃ H∞
of Λ-modules. In particular, Theorem 3.6 implies that E∨∞ has rank 1 over Λ.
4. The Euler system argument
The aim of this section is to prove Theorem 1.2; we restate it below.
Theorem 4.1. The rank of X∞ over Λ is 1.
By Theorem 3.6, the Λ-module H∞ of Heegner cycles is free of rank 1. Furthermore, the
discussion of §3.4 shows that the Λ-rank of E∨∞ is 1. Recall that, by Corollary 2.8, the Λ-
module X∞ is finitely generated. The surjection π : X∞ ։ E∨∞ of Λ-modules introduced in
(16) is Gal(K/Q)-equivariant. Since E∨∞ has rank 1 over Λ, proving Theorem 4.1 is equivalent
to showing that the Λ-module ker(π) is torsion. Let τ be the generator of Gal(K/Q). In order
to prove Theorem 4.1 it suffices to show that every y ∈ ker(π) lying in an eigenspace for τ
(i.e., such that τ(y) = ±y) is Λ-torsion.
As in §2.2, let γ∞ be a topological generator of G∞. We need two lemmas.
Lemma 4.2. There is a generator ω of the ideal (γ∞ − 1)Λ such that ωτ = −ω.
Proof. Define ω := γ∞ − γ−1∞ ∈ Λ. Since γτ∞ = γ−1∞ , one has ωτ = −ω. On the other hand,
one can write ω = γ−1∞ (γ∞ + 1)(γ∞ − 1). The isomorphism (2) sends γ∞ + 1 to 2 +X, which
is invertible in Op[[X]] because p 6= 2, and it follows that ω is a generator of (γ∞ − 1)Λ. 
Lemma 4.3. Let ǫ ∈ {±} and suppose that every y ∈ ker(π)ǫ is Λ-torsion. Then every
y ∈ ker(π) lying in an eigenspace for τ is Λ-torsion.
Proof. By Lemma 4.2, there is a generator ω of (γ∞ − 1)Λ such that ωτ = −ω. Now pick
y ∈ ker(π)−ǫ. Then ωy ∈ ker(π) and τ(ωy) = ǫωy, so ωy ∈ ker(π)ǫ. It follows that ωy is
Λ-torsion, hence y is Λ-torsion as well. 
Choose an element x ∈ X∞ such that τ(x) = ǫx for some ǫ ∈ {±} and π(x) 6= 0. Thanks
to Lemma 4.3, in order to prove Theorem 4.1 it is enough to show that every y ∈ ker(π)−ǫ is
Λ-torsion. To do this, we will adapt the Λ-adic Euler system argument of [1], as explained in
the next subsections.
4.1. Kolyvagin primes. Denote by
ρm : GQ −→ Aut(Apm) ≃ GL2(Op/pmOp)
the Galois representation on Apm and let K(Apm) be the composite of K and the field cut out
by ρm; in other words, K(Apm) is the composite of K and Q¯
ker(ρm). In particular, K(Apm) is
Galois over Q.
Definition 4.4. A prime number ℓ is a Kolyvagin prime relative to pm if ℓ ∤ NDp and
Frobℓ = [τ ] in Gal(K(Apm)/Q).
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In particular, Kolyvagin primes are inert in K. Define
Rm := Op/pmOp[Gm].
Likewise, set Dm := Gal(Km/Q), let R˜m be the quotient of Λm (and of Op[Dm]) given by
R˜m := Op/pmOp[Dm]
and, for each choice of sign ±, let R(±)m be the R˜m-module Rm with τ acting on group-like
elements by γτ := ±γ−1. In particular, R(+)m corresponds to the linear extension of the natural
action of τ on Gm.
Let ℓ be a Kolyvagin prime relative to pm and let λ be the unique prime of K above ℓ;
let Kλ be the completion of K at λ. Evaluation at Frobenius gives a Gal(K/Q)-equivariant
isomorphism
H1f (Kλ, Apm) ≃ Apm
for every m ≥ 1 (see, e.g., [6, Lemma 6.8]). Since λ splits completely in Km, for each choice
of sign ± we obtain an isomorphism of R˜m-modules
(18) H1f (Km,ℓ, Apm)
(±) ≃ R(±)m .
If ℓ is a Kolyvagin prime relative to pm and M ∈ {V, T,A,Apm , T/pmT} then we let
resℓ = resm,ℓ : H
1(Km,M) −→ H1(Km,ℓ,M)
be the direct sum ⊕λ|ℓresλ of the local restrictions resλ where the sum ranges over all the
primes λ of Km above ℓ. We will also use the same symbol for the restriction of resℓ to
subgroups of H1(Km,M).
4.2. Action of complex conjugation. In this subsection we study the action of Gal(K/Q)
on Selmer groups. These results will be used in §4.5 to show the existence of suitable families
of Kolyvagin primes.
Define Λ˜ := Op[[D∞]] to be the Iwasawa algebra of D∞ := Gal(K∞/Q) with coefficients in
Op. As before, for each sign ± write Λ(±) for the ring Λ viewed as a module over Λ˜ via the
action of τ given by γτ = ±γ−1 for all γ ∈ G∞. In particular, Λ(+) corresponds to the linear
extension of the natural action of τ on G∞.
The canonical action of τ on X∞ makes it into a Λ˜-module. Recall the element x ∈ X∞
chosen at the beginning of this section such that π(x) 6= 0, where π is the map in (16), and
τ(x) = ǫx for some ǫ ∈ {±}. Now pick an element y ∈ ker(π)−ǫ and consider the surjection
of Λ˜-modules
Λ(ǫ) ⊕ Λ(−ǫ) −։ Λx⊕ Λy ⊂ X∞ ⊕ X∞, (ξ, η) 7−→ (ξx, ηy).
Since E∨∞ is torsion-free, ker(π) ∩ Λx = {0}, hence Λx ∩ Λy = {0}. Therefore the canonical
map of Λ˜-modules Λx ⊕ Λy → X∞ given by the sum is injective. Composing the last two
maps, we get a map of Λ˜-modules
(19) ϑ : Λ(ǫ) ⊕ Λ(−ǫ) −→ X∞.
that sends (α, β) to αx+ βy.
Lemma 4.5. For every m ≥ 1 there is a canonical isomorphism
Xm/pmXm ≃ H1f (Km, Apm)∨.
Proof. By definition, Xm is the Pontryagin dual of H1f (Km, A). Applying Lemma 2.1 with
M = H1f (Km, A) and I = (p
m), we see that Xm/pmXm is isomorphic to the Pontryagin dual
of H1f (Km, A)pm . But H
1
f (Km, A)pm is isomorphic to H
1
f (Km, Apm) by Lemma 2.9, and the
claim follows. 
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For every integer m ≥ 1 consider the surjection
(20) pm : X∞ −։ (X∞)Γm ≃ Xm −։ Xm/pmXm ≃ H1f (Km, Apm)∨,
where the first isomorphism comes from Corollary 2.7 and the second from Lemma 4.5. Let
us define the following R˜m-submodules of H
1
f (Km, Apm)
∨:
Zm :=
(
(pm ◦ ϑ)(Λ(ǫ) ⊕ {0}))
) ∩ ((pm ◦ ϑ)({0} ⊕ Λ(−ǫ))),
W (ǫ)m :=
(
(pm ◦ ϑ)(Λ(ǫ) ⊕ {0})
)
/Zm,
W (−ǫ)m :=
(
(pm ◦ ϑ)({0} ⊕ Λ(−ǫ))
)
/Zm.
Now set
Σm :=
(
H1f (Km, Apm)
∨
/
Zm
)∨
,
so that there is a canonical identification Σ∨m = H
1
f (Km, Apm)
∨/Zm. Since the submodule
Zm is closed in H
1
f (Km, Apm)
∨, Pontryagin duality applied to H1f (Km, Apm) yields a natural
injection Σm →֒ H1f (Km, Apm) of R˜m-modules, which we shall often view as an inclusion.
Therefore we obtain a chain of maps of R˜m-modules
(21) Λ(ǫ) ⊕ Λ(−ǫ) −։W (ǫ)m ⊕W (−ǫ)m −֒→ Σ∨m,
where the surjection is induced by pm◦ϑ and the injection is given by the sum. By construction,
the composition in (21) factors through the surjection Λ(ǫ) ⊕ Λ(−ǫ) ։ R(ǫ)m ⊕R(−ǫ)m . Let
ϑm : R
(ǫ)
m ⊕R(−ǫ)m −։W (ǫ)m ⊕W (−ǫ)m −֒→ Σ∨m
be the resulting map of R˜m-modules; if x¯ and y¯ denote the images of x and y in Σ
∨
m
then ϑm((α, β)) = αx¯ + βy¯. Since there is a non-canonical isomorphism of Op-modules
R
(±)
m ≃ (Op/pmOp)pm , it turns out that R(±)m is (non-canonically) isomorphic to
(
R
(±)
m
)∨
. Fix
isomorphisms
(22) i(±)m :
(
R(±)m
)∨ ≃−→ R(±)m
of Rm-modules and set im := i
(ǫ)
m ⊕ i(−ǫ)m . Composing the Pontryagin dual ϑ∨m of ϑm with im,
we get a map im ◦ ϑ∨m of R˜m-modules that we still denote by
(23) ϑ∨m : Σm −→ R(ǫ)m ⊕R(−ǫ)m .
If Σm := Σm/ ker(ϑ
∨
m) then there is an injection ϑ¯
∨
m : Σm −֒→ R(ǫ)m ⊕ R(−ǫ)m of R˜m-modules.
Define Σ
(ǫ)
m := (ϑ¯
∨
m)
−1
(
R
(ǫ)
m ⊕ {0}
)
and Σ
(−ǫ)
m := (ϑ¯
∨
m)
−1
({0} ⊕R(−ǫ)m ). It follows that there is
a splitting
(24) Σm = Σ
(ǫ)
m ⊕ Σ(−ǫ)m
of R˜m-modules. Taking Gm-invariants, we obtain an injection(
Σ
(±)
m
)Gm −֒→ (R(±)m )Gm ≃ Op/pmOp
of Op/pmOp-modules, and the structure theorem for finitely generated Op-modules implies
that
(
Σ
(±)
m
)Gm ≃ Op/pm(±)Op for suitable integers m(±) ≤ m.
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4.3. Compatibility of the maps. In order to ensure compatibility of the various maps
appearing in the previous subsection as m varies, in the sequel it will be useful to make a
convenient choice of the isomorphism i
(ǫ)
m introduced in (22).
Let
πm : H
1
f (Km, Apm)
∨ −։ E∨m
be the dual of the inclusion Em ⊂ H1f (Km, Apm); since H1f (Km, Apm) is discrete, the map πm
is surjective. Since y ∈ ker(π), we have πm(Zm) = 0, so there is a surjection π¯m : Σ∨m ։ E∨m
showing that Em is actually a submodule of Σm. Since (π¯m ◦ ϑm)
({0} ⊕ R(−ǫ)m ) = {0}, again
because y ∈ ker(π), the dual of π¯m ◦ ϑm factors through a map ψ˜m : Em →
(
R
(ǫ)
m
)∨
. Using
(14), one easily checks the relation
umβm = p · coresKm+1/Km(βm+1)
for some um ∈ R×m (recall that we denote by βm the image of the Heegner cycle αm in Em).
Using this relation, one can prove the existence of isomorphisms i
(ǫ)
m :
(
R
(ǫ)
m
)∨ ≃−→ R(ǫ)m such
that if ψm is the composition
ψm : Em ψ˜m−−→
(
R(ǫ)m
)∨ i(ǫ)m−−→ R(ǫ)m
then the cyclic Rm-modules ψm(Em) are generated by elements θm ∈ Rm satisfying θ∞ :=
(θm)m ∈ Λ. From now on, fix i(ǫ)m as before, so that θ∞ ∈ Λ. In the following, we will identify
R
(ǫ)
m and its Pontryagin dual by means of this map without making it explicit. We will also
implicitly identify R
(−ǫ)
m with its Pontryagin dual, but we will not need to specify a convenient
isomorphism in this case.
4.4. Galois extensions. In this subsection we introduce several Galois extensions attached
to the modules defined in §4.2. We start with the following general discussion.
For any Op/pmOp-submodule S ⊂ H1f (Km, Apm), we define the extension MS of Km(Apm)
cut out by S as follows. Set
Gm := Gal(Km(Apm)/Km).
With a slight abuse, we shall often view Gm as a subgroup of GL2(Op/pmOp), according to
convenience. By [6, Lemma 6.2], the image of ρm in GL2(Op/pmOp) contains a subgroup that
is conjugate to GL2(Z/p
mZ). Therefore
(25) Gm contains a subgroup that is conjugate to GL2(Z/pmZ) in GL2(Op/pmOp).
We need a variant of [6, Proposition 6.3, (2)], which we prove in the next
Lemma 4.6. H1
(
Gal(Km(Apm)/Km), Apm
)
= 0.
Proof. Restriction of automorphisms injects Gal(Km(Apm)/Km) into Gal(K(Apm)/K); this
induces a natural identification
(26) Gal
(
Km(Apm)/Km
)
= Gal
(
K(Apm)/K(Apm) ∩Km
)
.
From the inflation-restriction exact sequence we can extract the exact sequence
(27)
H1
(
Gal(K(Apm)/K), Apm
) −→ H1(Gal(K(Apm)/K(Apm) ∩Km), Apm)Gal(K(Apm )∩Km/K)
−→ H2(Gal(K(Apm) ∩Km/K), Apm(K(Apm) ∩Km)),
where the first map is restriction and the second is transgression. By [6, Proposition 6.3, (2)],
H1
(
Gal(K(Apm)/K), Apm
)
= 0. On the other hand, the extension Km/Q is solvable, hence
Apm(K(Apm)∩Km) = 0 by [18, Lemma 3.10, (2)]. As a consequence, the middle term in (27)
IWASAWA THEORY OF HEEGNER CYCLES, I 17
is trivial. But H1
(
Gal(K(Apm)/K(Apm) ∩ Km), Apm
)
and Gal(K(Apm) ∩ Km/K) are both
p-groups, hence [29, Lemma 3] implies that
H1
(
Gal(K(Apm)/K(Apm) ∩Km), Apm
)
= 0.
Now the lemma follows from (26). 
Thanks to the vanishing result of Lemma 4.6, restriction gives an injection
H1f (Km, Apm) −֒→ H1f
(
Km(Apm), Apm
)Gm.
Define GabKm(Apm ) := Gal
(
Km(Apm)
ab/Km(Apm)
)
where Km(Apm)
ab is the maximal abelian
extension of Km(Apm). It follows that there is an identification
H1
(
Km(Apm), Apm
)Gm = HomGm(GabKm(Apm ), Apm)
of Op/pmOp-modules, where HomGm(•, ⋆) stands for the group of Gm-homomorphisms. Thus
we obtain an injection of Op/pmOp-modules
(28) S −֒→ HomGm
(
GabKm(Apm ), Apm
)
, s 7−→ ϕs,
and for every s ∈ S we let Ms be the subfield of Km(Apm)ab fixed by ker(ϕs). In other
words, Ms is the smallest abelian extension of Km(Apm) such that the restriction of ϕs to
Gal(Km(Apm)
ab/Ms) is trivial. The maps ϕs induce injections
ϕs : Gal
(
Ms/Km(Apm)
) −֒→ Apm
of Gm-modules. Let MS ⊂ Km(Apm)ab denote the composite of all the fields Ms for s ∈ S.
Now we prove that the map
(29) Gal
(
MS/Km(Apm)
) −→ Hom(S,Apm), g 7−→ (s 7→ ϕs(g|Ms))
is a Gm-isomorphism; here Hom(•, ⋆) is a shorthand for HomOp/pmOp(•, ⋆). Furthermore, we
show that the map (28) induces an isomorphism
(30) S
≃−→ HomGm
(
Gal(MS/Km(Apm)), Apm
)
of Op/pmOp-modules. First of all, note that (28) gives an injection
(31) S −֒→ HomGm
(
Gal(MS/Km(Apm)), Apm
)
, s 7−→ (g 7→ ϕs(g|Ms))
of Op/pmOp-modules.
Since S is a finite Op-module of exponent pm, there is an isomorphism
ξ : S
≃−→
t∏
i=1
Op/pmiOp
of Op/pmOp-modules for suitable integers mi ≤ m. For every i ∈ {1, . . . , t} set Si :=
ξ−1
(Op/pmiOp) and choose a generator si of the free Op/pmiOp-module Si. The map ϕsi
is killed by pmi , so it induces an injection
ϕsi : Gal
(
Msi/Km(Apm)
) −֒→ Apmi .
On the other hand, for every i there is a Gm-equivariant injection
Gal
(
Msi/Km(Apm)
) −֒→ Hom(Si, Apm), g 7−→ (si 7→ ϕsi(g)).
But Hom(Ssi , Apm) ≃ Apmi , hence there is a Gm-equivariant injection
(32) Gal
(
MS/Km(Apm)
) −֒→ Hom(S,Apm) ≃ t∏
i=1
Apmi .
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Using the fact that the Galois representation ρ1 on Ap is irreducible ([18, Lemma 3.8]), it can
be shown that the image of (32) is of the form
∏t′
i=1Apm
′
i
for integers t′ ≤ t and m′i ≤ mi,
hence there is a Gm-equivariant isomorphism Gal(MS/Km(Apm)) ≃
∏t′
i=1Apm
′
i
.
Proposition 4.7. HomGm
(
A
pm
′
i
, Apm
) ≃ Op/pm′iOp.
Proof. First of all, there is a canonical identification
HomGm
(
A
pm
′
i
, Apm
)
= HomGm
(
A
pm
′
i
, A
pm
′
i
)
.
To ease the notation, set n := m′i. Since Apn is free of rank 2 over Op/pnOp, there is an
isomorphism HomOp/pnOp(Apn , Apn) ≃ M2(Op/pnOp); to obtain it, we fix a basis of Apn over
Op/pnOp. Observe that the group Gm ⊂ GL2(Op/pmOp) acts on Apn via the reduction map
GL2(Op/pmOp)→ GL2(Op/pnOp). Let G(n)m be the image of Gm in GL2(Op/pnOp), so that
(33) HomGm(Apn , Apm) = HomG(n)m
(Apn , Apn).
By (25), Gm contains a subgroup that is conjugate to GL2(Z/pmZ), hence G(n)m contains a
subgroup that is conjugate to GL2(Z/p
nZ). Write gGL2(Z/p
nZ)g−1 with g ∈ GL2(Op/pnOp)
for this subgroup. In particular, we want to find the matrices A ∈ M2(Op/pnOp) such that
(gXg−1)A(gX−1g−1) = A
for all X ∈ GL2(Z/pnZ). Upon setting B := g−1Ag, this is equivalent to describing the
matrices B ∈ M2(Op/pnOp) such that
XBX−1 = B
for all X ∈ GL2(Z/pnZ). Clearly, these are exactly the diagonal matrices, so we conclude
that Hom
G
(n)
m
(Apn , Apn) ≃ Op/pnOp. The proposition follows from (33). 
It follows from Proposition 4.7 that there is an isomorphism of Op/pmOp-modules
HomGm
(
Gal(MS/Km(Apm)), Apm
) ≃ t
′∏
i=1
Op/pm′iOp.
By (31), S injects into HomGm
(
Gal(MS/Km(Apm)), Apm
)
, and then comparing cardinalities
gives t = t′ and mi = m
′
i for all i, thus proving (29) and (30) simultaneously. From this we
also deduce the following
Proposition 4.8. Given subgroups S′ ⊂ S ⊂ H1f (Km, Apm), there is a canonical isomorphism
of groups
Gal(MS/MS′) ≃ Hom(S/S′, Apm).
Conversely, for every subgroup S¯ of S/S′ there is a subextension MS¯/MS′ of MS/MS′ such
that
Gal(MS¯/MS′) ≃ Hom(S¯, Apm).
Proof. The short exact sequence 0→ S′ → S → S/S′ → 0 gives a short exact sequence
0 −→ Hom(S/S′, Apm) −→ Hom(S,Apm) −→ Hom(S′, Apm) −→ 0,
where the surjectivity on the right comes from isomorphism (29) and the surjectivity of
the canonical map from Gal(MS/Km(Apm)) to Gal(MS′/Km(Apm)). The first claim follows
from the fact that, again by (29), the kernel of the third arrow is naturally isomorphic to
Gal(MS/MS′).
As for the second assertion, suppose that S¯ is a subgroup of S/S′. Then, as before, one can
define a subextension MS¯/MS′ of MS/MS′ ; namely, an element s ∈ S¯ cuts out an extension
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Ms/MS′ and we let MS¯ be the composite of all the fields Ms. Replacing S with S¯, Km(Apm)
with MS′ and Gm with Gal(MS′/Km) in the discussion above, one checks that there are
isomorphisms of groups
S¯ ≃ HomGal(MS′/Km)
(
Gal(MS¯/MS′), Apm
)
, Gal(MS¯/MS′) ≃ Hom(S¯, Apm),
as required. 
With notation as in Proposition 4.8, we say that MS/MS′ is the extension associated with
the quotient S/S′. Now we apply these constructions to the setting of §4.2.
Lemma 4.9. There is an injection
H1f (Km, Apm) −֒→ H1f (Km+1, Apm+1)
induced by the restriction map and the inclusion Apm →֒ Apm+1 .
Proof. The extension Km+1/Q is solvable, hence Apm(Km+1) = 0 by [18, Lemma 3.10, (2)].
It follows that restriction induces an injection
(34) H1(Km, Apm) −֒→ H1(Km+1, Apm).
Now consider the short exact sequence of GKm+1-modules
(35) 0 −→ Apm −→ Apm+1 −→ Apm+1/Apm −→ 0.
Multiplication by pm yields a Galois-equivariant isomorphism Apm+1/Apm ≃ Ap, therefore
(Apm+1/Apm)(Km+1) = 0 again by [18, Lemma 3.10, (2)]. In light of this vanishing, passing
to the long exact GKm+1-cohomology sequence associated with (35) gives an injection
(36) H1(Km+1, Apm) −֒→ H1(Km+1, Apm+1).
Combining (34) and (36), we get an injection
H1(Km, Apm) −֒→ H1(Km+1, Apm+1)
that restricts to the desired injection between Selmer groups. 
Thanks to Lemma 4.9, in the sequel we shall often view H1f (Km, Apm) as a subgroup of
H1f (Km+1, Apm+1). Let Mm denote the field cut out by the whole group S = H
1
f (Km, Apm);
then Mm ⊂Mm+1.
Proposition 4.10. There is a canonical surjection
Gal
(
Mm+1/Km+1(Apm+1)
) −։ Gal(Mm/Km(Apm)).
Proof. View H1f (Km, Apm) as a subgroup of H
1
f (Km+1, Apm+1) and consider the extension H
of Km+1(Apm+1) cut out by it inside Mm+1. Then
Gal
(
H/Km+1(Apm+1)
) ≃ Hom(H1f (Km, Apm), Apm+1) = Hom(H1f (Km, Apm), Apm),
where the equality is a consequence of H1f (Km, Apm) being p
m-torsion. On the other hand, by
definition of Mm there is an isomorphism Gal(Mm/Km(Apm)) ≃ Hom(H1f (Km, Apm), Apm).
Comparing, we find an isomorphism
Gal
(
H/Km+1(Apm+1)
) ≃ Gal(Mm/Km(Apm))
that can be combined with the canonical surjection
Gal
(
Mm+1/Km+1(Apm+1)
) −։ Gal(H/Km+1(Apm+1))
to complete the proof. 
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Graphically, there is a diagram of field extensions
Mm+1
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
H
Km+1(Apm+1)
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
Mm
Km(Apm)
with Gal
(
H/Km+1(Apm+1)
) ≃ Gal(Mm/Km(Apm)). Let us define
M∞ := lim−→
m
Mm, K∞(A) := lim−→
m
Km(Apm),
so that
Gal
(
M∞/K∞(A)
)
:= lim←−
m
Gal
(
Mm/Km(Apm)
)
,
the inverse limit being taken with respect to the maps of Proposition 4.10. By (29), for
every m ≥ 0 there is an isomorphism Gal(Mm/Km(Apm)) ≃ Hom(H1f (Km, Apm), Apm) of
Op/pmOp[Gm]-modules, hence there is an isomorphism of Op[[G∞]]-modules
Gal
(
M∞/K∞(A)
) ≃ Hom(H1f (K∞, A), A)
where Op[[G∞]] := lim←−mOp[Gm] is defined with respect to the natural maps Gm+1 → Gm.
Now recall the map ϑ∨m of (23) and let Lm ⊂Mm be the extension of Km(Apm) cut out by
ker(ϑ∨m). Then there are canonical Gm-isomorphisms
Gal
(
Lm/Km(Apm)
) ≃ Hom(ker(ϑ∨m), Apm)
and
(37) Gal(Mm/Lm) ≃ Hom
(
Σm, Apm
) ≃ Hom(Σ(ǫ)m , Apm)⊕Hom(Σ(−ǫ)m , Apm);
here (37) is a consequence of Proposition 4.8. Let L
(±)
m /Lm be the subextension of Mm/Lm
corresponding to Σ
(±)
m (cf. Proposition 4.8); then L
(ǫ)
m ∩ L(−ǫ)m = Lm and Mm = L(ǫ)m · L(−ǫ)m .
Finally, let L˜
(±)
m be the extension of L
(±)
m corresponding to
(
Σ
(±)
m
)Gm . We have L˜(+)m ∩ L˜(−)m =
Lm and
Gal
(
L˜(±)m /Lm
) ≃ Hom((Σ(±)m )Gm, Apm).
Moreover, if L˜m := L˜
(+)
m · L˜(−)m then
Gal
(
L˜m/Lm
) ≃ Hom((Σ(+)m )Gm , Apm)⊕Hom((Σ(−)m )Gm , Apm)
≃ Hom
((
Σm
)Gm , Apm),
where the second isomorphism follows by taking Gm-invariants in (24). Since, by Lemma 4.9,
H1f (Km, Apm) injects via restriction into H
1
f (Km+1, Apm+1), restriction induces an injection(
Σm
)Gm →֒ (Σm+1)Gm+1 . It follows that for every m ≥ 0 there is a canonical projection
(38) Gal
(
L˜m+1/Lm+1
) −։ Gal(L˜m/Lm).
To introduce the last field extensions that we need, we dualize the exact sequence
R(ǫ)m ⊕R(−ǫ)m ϑm−−→ Σ∨m −→ Σ∨m/im(ϑm) −→ 0
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and get an isomorphism ker(ϑ∨m) ≃
(
Σ∨m/im(ϑm)
)∨
. Furthermore, dualizing the short exact
sequence
0 −→ im(ϑm) −→ Σ∨m −→ ker(ϑ∨m)∨ −→ 0
gives a short exact sequence
(39) 0 −→ ker(ϑ∨m) −→ Σm
ϑ∨m−−→ im(ϑm)∨ −→ 0.
Finally, with maps ϑ and pm defined as in (19) and (20), let Um be the R˜m-submodule of
H1f (Km, Apm) such that there is an indentification
(40) im(pm ◦ ϑ) =
(
H1f (Km, Apm)/Um
)∨
.
Namely, set for simplicity Im := im(pm ◦ ϑ) and consider the short exact sequence
0 −→ Im −→ H1f (Km, Apm)∨ −→ H1f (Km, Apm)∨/Im −→ 0.
Since Im is compact, hence closed in H1f (Km, Apm)∨, dualizing the sequence above gives a
short exact sequence
(41) 0 −→
(
H1f (Km, Apm)
∨
/Im)∨ −→ H1f (Km, Apm) −→ I∨m −→ 0.
Define Um :=
(
H1f (Km, Apm)
∨/Im
)∨
and regard Um as an R˜m-submodule of H
1
f (Km, Apm)
via (41). Then there is a natural identification
(42) H1f (Km, Apm)/Um = I∨m,
and dualizing (42) gives (40).
Now write M˜m for the field cut out by Um. As pm ◦ θ factors through R(ǫ)m ⊕ R(−ǫ)m , there
is a commutative diagram
Λ(ǫ) ⊕ Λ(−ǫ)


ϑ
// X∞ pm // H1f (Km, Apm)∨


R
(ǫ)
m ⊕R(−ǫ)m ϑm // Σ∨m
which induces a surjection Im ։ im(ϑm) and then, by duality, an injection im(ϑm)∨ →֒ I∨m.
From this we obtain a commutative diagram with exact rows
(43) 0 // ker(ϑ∨m) // _

Σm // _

im(ϑm)
∨ //
 _

0
0 // Um // H
1
f (Km, Apm)
// I∨m // 0
whose upper row is (39). Denote by L∗m the field corresponding to Σm, so that L˜m ⊂ L∗m by
Proposition 4.8. Observe that M˜m and L˜m are linearly disjoint over Lm. To check this, note
that M˜m ∩ L˜m ⊂ M˜m ∩ L∗m and that the second intersection corresponds to the subgroup
Um ∩ Σm inside H1f (Km, Apm). But diagram (43) shows that ker(ϑ∨m) = Um ∩ Σm, hence
M˜m ∩ L∗m = Lm; we conclude that M˜m ∩ L˜m = Lm. It follows that
Gal
(
M˜m · L˜m/M˜m
) ≃ Gal(L˜m/M˜m ∩ L˜m) ≃ Gal(L˜m/Lm),
and then the inclusion M˜m · L˜m ⊂Mm induces a surjection
(44) Gal
(
Mm/M˜m
) −։ Gal(L˜m/Lm).
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It follows that for every m there is a commutative square of surjective maps
(45) Gal
(
Mm+1/M˜m+1
)
// //


Gal
(
L˜m+1/Lm+1
)


Gal
(
Mm/M˜m
)
// // Gal
(
L˜m/Lm
)
where the horizontal arrows are given by (44) and the right vertical arrow is given by (38).
The only things that remain to be checked are the surjectivity of the left vertical map and
the commutativity of (45). First of all, we want to show that M˜m+1 ∩ Mm = M˜m; this
intersection corresponds to the subgroup Um+1∩H1f (Km, Apm) inside H1f (Km+1, Apm+1), with
Um+1 defined as in (42). Set Im+1 := im(pm+1 ◦ ϑ); the injection between Selmer groups of
Lemma 4.9 gives a surjection Im+1 ։ Im and then, by duality, an injection I∨m →֒ I∨m+1.
Therefore there is a commutative diagram with exact rows
0 // Um _

// H1f (Km, Apm) _

// I∨m _

// 0
0 // Um+1 // H
1
f (Km+1, Apm+1)
// I∨m+1 // 0
where the injectivity of the map Um → Um+1 is forced by the injectivity of the map between
Selmer groups. We conclude that the subgroup Um+1 ∩H1f (Km, Apm), which corresponds to
M˜m, is equal to the image of Um inside H
1
f (Km+1, Apm+1), and then M˜m+1 ∩Mm = M˜m, as
claimed above. It follows that
Gal
(
M˜m+1 ·Mm/M˜m+1
) ≃ Gal(Mm/M˜m+1 ∩Mm) ≃ Gal(Mm/M˜m),
and then the inclusion M˜m+1 ·Mm ⊂Mm+1 yields the desired surjection
Gal
(
Mm+1/M˜m+1
) −։ Gal(Mm/M˜m).
This explains the existence and the surjectivity of the maps in diagram (45). Finally, one
checks that the commutativity of (45) is an immediate consequence of the constructions.
4.5. Families of Kolyvagin primes. The purpose of this subsection is to show that one
can manufacture a compatible sequence (ℓm)m≥1 of Kolyvagin primes, each ℓm being coprime
with pm; here the word “compatibility” refers to the canonical maps of Galois theory. More
precisely, our goal is to prove the following
Proposition 4.11. There is a sequence ℓ∞ = (ℓm)m≥1 of Kolyvagin primes satisfying the
following conditions:
(1) Frobℓm = [τgm] in Gal(Mm/Q) with gm ∈ Gal
(
Mm/Km(Apm)
)
such that
(gm)m ∈ Gal
(
M∞/K∞(A)
)
;
(2) restriction induces an injective group homomorphism
resℓm : Σm −֒→ H1f (Km,ℓm , Apm);
(3) (ℓm + 1± aℓm)/pm are invertible in Op/pmOp.
Proof. For each sign ± choose h(±)m ∈ Gal
(
L˜
(±)
m /Lm
)
such that the period of
(
h
(±)
m
)τ
h
(±)
m
is pm
(±)
. To justify the existence of an element with this property, observe that if h
(±)
m
corresponds to the homomorphism φ :
(
Σ
(±)
m
)Gm → Apm then (h(±)m )τh(±)m corresponds to
x 7→ ±τφ(x) + φ(x). In light of this, to show the existence of such an h(±)m it suffices to
choose a φ that takes a generator of
(
Σ
(±)
m
)Gm to an element of order pm(±) in A(±)pm . Define
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hm :=
(
h
(+)
m , h
(−)
m
) ∈ Gal(L˜m/Lm) and choose the sequence (hm)m≥1 so that the image of
hm+1 via surjection (38) is hm. Using diagram (45), select also a compatible sequence of
elements gm ∈ Gal(Mm/Km(Apm)) such that the image of gm in Gal
(
L˜m/Lm
)
is hm. For
every integer m ≥ 1 choose a prime number ℓm such that
(46) Frobℓm = [τgm] in Gal(Mm/Q).
Clearly, ℓm is a Kolyvagin prime and the required compatibility conditions are fulfilled by
construction, so (1) is satisfied. To check (2), we must show that the restriction is injective.
For this, fix a prime lm of Mm above ℓm satisfying Froblm/ℓm = τgm. Then the restriction of
Froblm/ℓm to Gal(L˜m/Lm) corresponds to an injective homomorphism
φlm/ℓm :
(
Σm
)Gm −֒→ Apm
consisting in the evaluation at Froblm/ℓm ; namely, one has
φlm/ℓm(s) = s
(
Froblm/ℓm
)
for all s ∈ (Σm)Gm . The choice of lm determines a prime λ˜m of Km above ℓm, and the
completion of Km at λ˜m is canonically isomorphic to the completion Kλm of K at the unique
prime λm of K above ℓm. It follows that the canonical restriction map
(47)
(
Σm
)Gm −֒→ H1f (Kλm , Apm)
is injective, since the same is true of the composition of this map with the isomorphism
H1f (Kλm , Apm) ≃ Apm
that is given precisely by evaluation at Frobenius (recall (18)). Suppose now that s ∈ Σm is
non-zero and resℓm(s) = 0. In particular, the submodule (Rms)
Gm of
(
Σm
)Gm is sent to zero,
via (47), in the direct summand H1f (Kλm , Apm) of H
1
f (Km,ℓm , Apm) corresponding to λ˜m. Up
to multiplying s by a suitable power of p, we may assume that s is p-torsion. Now Rms is a
non-trivial Op/pOp-vector space on which the p-group Gm acts. By [29, Proposition 26], the
submodule (Rms)
Gm is non-trivial, and this contradicts the injectivity of (47). Summing up,
we have proved that all choices of a sequence ℓ∞ = (ℓm)m≥1 satisfying (46) enjoy properties
(1) and (2) in the statement of the proposition.
The finer choice of a sequence ℓ∞ satisfying (3) as well can be made by arguing as in the
proof of [24, Proposition 12.2, (3)]; see the proof of [18, Proposition 3.26] for details. 
4.6. Local duality. The aim of this subsection is to bound the Λ-rank of Λx ⊕ Λy by a
Λ-module V (ℓ∞) that surjects onto Λx ⊕ Λy; the module V (ℓ∞) depends on the choice of a
compatible family ℓ∞ = (ℓm)m≥1 of Kolyvagin primes as in §4.5.
By [7, Proposition 3.8], if E is a number field and v is a prime of E then there is a perfect
pairing
〈·, ·〉E,v : H1(Ev, T/pmT )×H1(Ev, Apm) −→ Qp/Zp
under which H1f (Ev , T/p
mT ) and H1f (Ev, Apm) are exact annihilators of each other. From
this one deduces the existence (see, e.g., [18, eq. (34)]) of a τ -antiequivariant isomorphism
δE,v : H
1
s (Ev, T/p
mT )
≃−→ H1f (Ev , Apm)∨.
Now let ℓ be a Kolyvagin prime and write δm,λ as a shorthand for δKm,λ. Taking the direct
sum of the maps δm,λ over all the primes λ | ℓ, we get a τ -antiequivariant isomorphism
(48) δm,ℓ : H
1
s (Km,ℓ, T/p
mT )
≃−→ H1f (Km,ℓ, Apm)∨.
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Composing δm,ℓ with the dual of the restriction resm,ℓ : H
1
f (Km, Apm) → H1f (Km,ℓ, Apm), we
get a map
H1s (Km,ℓ, T/p
mT )
δm,ℓ−−→ H1f (Km,ℓ, Apm)∨
res∨
m,ℓ−−−−→ H1f (Km, Apm)∨
whose image we denote by Vm(ℓ). When m is understood, we shall simply write δℓ for δm,ℓ
and V (ℓ) for Vm(ℓ).
Proposition 4.12. Let ℓ∞ be the sequence of Kolyvagin primes of Proposition 4.11.
(1) For every m ≥ 1 there is a canonical surjection V (ℓm)։ W (ǫ)m ⊕W (−ǫ)m .
(2) For every m ≥ 1 there is a canonical surjection V (ℓm+1)։ V (ℓm).
Proof. Fix an integer m ≥ 1. Composing the isomorphism δm,ℓm in (48) with the dual of the
map resℓm introduced in part (2) of Proposition 4.11, we get a surjection
H1s (Km,ℓm , T/p
mT )
δℓm−−→ H1f (Km,ℓ, Apm)∨
res∨
ℓm−−−→ Σ∨m
that, by definition, factors through V (ℓm) = Vm(ℓm). Now Σ
∨
m ≃ im(ϑm), which is isomorphic
to W
(ǫ)
m ⊕W (−ǫ)m . Therefore we get an R˜m-equivariant surjection
V (ℓm) −։W (ǫ)m ⊕W (−ǫ)m ,
which proves part (1).
As for part (2), let us define the map Vm+1(ℓm+1) → Vm(ℓm). There is a commutative
diagram
H1s (Km+1, T/p
m+1T ) // //
cores

Vm+1(ℓm+1)
  // H1f (Km+1, Apm+1)
∨
res∨

H1s (Km, T/p
mT ) // // Vm(ℓm))
  // H1f (Km, Apm)
∨
in which we have written simply “res” for the map H1f (Km, Apm) →֒ H1f (Km+1, Apm+1) of
Lemma 4.9 and “cores” for the analogous map H1s (Km+1, T/p
m+1T ) → H1s (Km, T/pmT )
induced by corestriction. This shows that the dual of the restriction map gives a map
Vm+1(ℓm+1)→ Vm(ℓm). Furthermore, by definition, im(ϑm) is a quotient of im(ϑm+1), hence
the map Σ
∨
m+1 ։ Σ
∨
m is surjective. Now there is yet another commutative diagram
R
(+)
m+1 ⊕R(−)m+1 ≃ H1s (Km+1,ℓm+1 , T/pm+1T )


// // Vm+1(ℓm+1) // //

Σ
∨
m+1


R
(+)
m ⊕R(−)m ≃ H1s (Km,ℓm , T/pmT ) // // Vm(ℓm) // // Σ∨m
where the vertical maps are (co)restrictions or their duals and the leftmost vertical arrow is
surjective because the same is true of the map Rm+1 → Rm (here we are implicitly using (18)
and the identification provided by local duality). The desired surjectivity follows. 
In the rest of the paper, let ℓ∞ = (ℓm)m≥1 be the sequence of Kolyvagin primes constructed
in Proposition 4.11. It follows from part (2) of Proposition 4.12 that we can define the Λ-
module
V (ℓ∞) := lim←−
m
V (ℓm).
Proposition 4.13. There is a surjection
V (ℓ∞) −։ Λx⊕ Λy.
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Proof. The inverse limit of the maps in part (1) of Proposition 4.12 gives a surjection
(49) V (ℓ∞) −։ lim←−
m
(
W (ǫ)m ⊕W (−ǫ)m
)
,
where we use the fact that the projective system satisfies the Mittag–Leffler condition, as all
the modules involved are finite. On the other hand, there is a short exact sequence
0 −→ Zm −→ im(pm ◦ ϑ) −→W (ǫ)m ⊕W (−ǫ)m −→ 0,
and passing to inverse limits shows that there is a short exact sequence
0 −→ lim←−
m
Zm −→ Λx⊕ Λy −→ lim←−
m
(
W (ǫ)m ⊕W (−ǫ)m
) −→ 0.
Since Λx ∩ Λy = {0} and lim←−m Zm ⊂ Λx ∩ Λy, we have lim←−m Zm = 0, therefore Λx ⊕ Λy is
isomorphic to lim←−m
(
W
(ǫ)
m ⊕W (−ǫ)m
)
. Combining this with (49) gives the result. 
4.7. Kolyvagin classes. We briefly review the construction of Kolyvagin classes attached to
Heegner cycles.
Let ℓ be a Kolyvagin prime relative to pm; in particular, pm | ℓ+1 and pm | aℓ. Assume also
that pm+1 ∤ ℓ+ 1± aℓ. Let Hℓ be the ring class field of K of conductor ℓ. The fields Km and
Hℓ are linearly disjoint over the Hilbert class field H1 of K, and Gal(Hℓ/H1) is cyclic of order
ℓ+ 1. Let H
(p)
m,ℓ be the maximal subextension of the composite KmHℓ having p-power degree
over Km and let
α(ℓ) := cores
H
ℓpm+1/H
(p)
m,ℓ
(yℓpm+1) ∈ H1f
(
H
(p)
m,ℓ, T
)
be the corestriction from Hℓpm+1 to H
(p)
m,ℓ of the Heegner cycle yℓpm+1 ∈ H1f (Hℓpm+1 , T ).
Set Gℓ := Gal
(
H
(p)
m,ℓ/Km
)
. By class field theory, if nℓ := ordp(ℓ+ 1) then Gℓ ≃ Z/pnℓZ; in
particular, m |nℓ. Fix a generator σℓ of Gℓ and consider the Kolyvagin operator
Dℓ :=
pnℓ−1∑
i=1
iσiℓ ∈ Z/pmZ[Gℓ].
One has (σℓ − 1)Dℓ = −trH(p)
m,ℓ
/Km
, and therefore
Dℓ
(
α(ℓ)
) ∈ H1f(H(p)m,ℓ, T/pmT )Gℓ .
Moreover, restriction induces an isomorphism
(50) res
H
(p)
m,ℓ
/Km
: H1f (Km, T/p
mT )
≃−→ H1f
(
H
(p)
m,ℓ, T/p
mT
)Gℓ .
We can give the following
Definition 4.14. The Kolyvagin class d(ℓ) ∈ H1(Km, T/pmT ) attached to ℓ is the class
corresponding to Dℓ(α(ℓ)) under isomorphism (50).
If ℓ is a Kolyvagin prime relative to pm then there exists ([24, p.116]) a τ -antiequivariant
isomorphism of Op/pmOp-modules
φm,ℓ : H
1
s (Km,ℓ, T/p
mT )
≃−→ H1f (Km,ℓ, T/pmT ).
Finally, recall the map ∂ℓ that was defined at the end of §2.1, which consists of the sum of
the projections to the singular local cohomology groups for all primes of Km dividing ℓ.
Proposition 4.15. The class d(ℓ) enjoys the following properties:
(1) if v is a prime of Km not dividing ℓ then resv(d(ℓ)) belongs to H
1
f (Km, T/p
mT );
(2) φm,ℓ
(
∂ℓ(d(ℓ))
)
= uℓ · resℓ(αm) with uℓ ∈ O×p .
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Proof. This follows from [24, Proposition 10.2] for primes v ∤ p, while for primes v | p it is a
consequence of the de Rham conjecture for open varieties proved by Faltings. For details, see
[18, Proposition 3.17 and Lemma 3.19]. 
4.8. Global duality. In this subsection we use Kolyvagin classes, combined with global
reciprocity laws, to bound the rank of the Λ-module V (ℓ∞), which was introduced in §4.6 and
surjects onto Λx⊕ Λy.
Recall that if E is a number field, s ∈ H1(E,Apm) and t ∈ H1(E,T/pmT ) then
(51)
∑
v
〈
resv(s), resv(t)
〉
E,v
= 0
where v ranges over all finite places of E and 〈·, ·〉E,v is the local Tate pairing at v.
Proposition 4.16. The Λ-rank of V (ℓ∞) is at most 1.
Proof. For every m ≥ 1 consider the Kolyvagin class d(ℓm) ∈ H1(Km, T/pmT ). Since there
is an isomorphism of R˜m-modules resℓm(Em) ≃ R(ǫ)m θm, where θm ∈ Rm is defined as in §4.3,
part (2) of Proposition 4.15 implies that
resℓm
(
Rmd(ℓm)
) ≃ R(−ǫ)m θm
as R˜m-modules. If we let ξ
(±)
m be generators of H1(Km,ℓm , T/p
mT )(±) as R
(±)
m -module then
(52) resℓm
(
Rmd(ℓm)
) ∩ (H1(Km,λm , T/pmT )(ǫ) ⊕ {0}) = {0}.
Using [1, §1.2, Lemma 7], write resℓm(d(ℓm)) =
(
ρmθmξ
(ǫ)
m , νmθmξ
(−ǫ)
m
)
for suitable ρm ∈ Rm
and νm ∈ R×m. Define Wm := Rm
(
ρmξ
(ǫ)
m , νmξ
(−ǫ)
m
)
. Then (52) gives a decomposition
H1(Km,ℓm , T/p
mT ) ≃ H1(Km,ℓm , T/pmT )(ǫ) ⊕Wm,
from which we deduce that
θmH
1(Km,ℓm , T/p
mT ) ≃ θmH1(Km,ℓm , T/pmT )(ǫ) ⊕ resℓm
(
Rmd(ℓm)
)
.
By part (1) of Proposition 4.15, the class d(ℓm) is trivial at all the primes not dividing ℓm,
and then (51) implies that (δℓm ◦ resℓm)(d(ℓm)) = 0. Summing up, we get
θmV (ℓm) ≃ δℓm
(
θmH
1(Km,ℓm , T/p
mT )
) ≃ δℓm(θmH1(Km,ℓm , T/pmT )(ǫ)).
It follows that θmV (ℓm) is a cyclic Rm-module for all m. Since θ∞ ∈ Λ and Λ = lim←−mRm,
we conclude that θ∞V (ℓ∞) is a cyclic Λ-module, and then V (ℓ∞) is cyclic over Λ as well. 
4.9. Completion of the proof of the main result. Recall from the beginning of Section
4 that our goal is to show that the element y ∈ ker(π) is Λ-torsion. But this is immediate:
since Λx is free of rank 1, combining Propositions 4.13 and 4.16 shows that Λy is Λ-torsion,
which concludes the proof.
Finally, we record the following consequence of Theorem 3.6.
Corollary 4.17. The Λ-module V (ℓ∞) has rank 1.
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