Context. MHD turbulence is known to exist in shearing boxes with either zero or nonzero net magnetic flux. However, the way turbulence survives in the zero-net-flux case is not explained by linear theory and appears as a purely numerical result that is not well understood. This type of turbulence is also related to the possibility of having a dynamo action in accretion discs, which may help to generate the large-scale magnetic field required by ejection processes. Aims. We look for a nonlinear mechanism able to explain the persistence of MHD turbulence in shearing boxes with zero net magnetic flux, and potentially leading to large-scale dynamo action. Methods. Spectral nonlinear simulations of the magnetorotational instability are shown to exhibit a large-scale axisymmetric magnetic field, maintained for a few orbits. The generation process of this field is investigated using the results of the simulations and an inhomogeneous linear approach. We show that quasilinear nonaxisymmetric waves may provide a positive back-reaction on the largescale field when a weak inhomogeneous azimuthal field is present, explaining the behaviour of the simulations. We finally reproduce the dynamo cycles using a simple closure model summarising our linear results. Results. The mechanism by which turbulence is sustained in zero-net-flux shearing boxes is shown to be related to the existence of a large-scale azimuthal field, surviving for several orbits. In particular, it is shown that MHD turbulence in shearing boxes can be seen as a dynamo process coupled to a magnetorotational-type instability.
Introduction
The problem of angular momentum transport is a central issue of accretion disc theory. Following Shakura & Sunyaev (1973) , angular momentum transport is often modelled assuming the disc is turbulent, using a kind of turbulent viscosity (the socalled α model). However, the way discs may become turbulent is still a highly debated subject. A possible route to turbulence is the magnetorotational instability (MRI, Balbus & Hawley 1991) which appears in discs sufficiently ionised to be coupled with the magnetic field lines (Gammie 1996) . This instability has been extensively studied in its nonlinear regime using local (Hawley et al. 1995; Stone et al. 1996) and global (Hawley 2000) numerical simulations. More recently, the effect of nonideal MHD has been investigated numerically in shearing boxes with either zero or nonzero (Fleming et al. 2000; Lesur & Longaretti 2007) net magnetic flux, showing a strong dependence on the magnetic Prandtl number Pm.
These new results bring back the question of the efficiency of MHD turbulence in accretion discs since Pm is believed to vary by several orders of magnitude in real objects (Balbus & Henri 2008) . In particular, as turbulence seems to disappear in zeronet-flux simulations for Pm ≤ 1, the existence of a turbulent flow in low-Pm objects such as protoplanetary discs is questionable. However, as pointed out by , today simulations can reach Reynolds numbers that are very small (up to 10 4 ) compared to those of real discs (∼ 10 10 ). Therefore, no clear conclusion for accretion discs can be drawn from these numerical results.
It has been pointed out by Pessah et al. (2007) and that numerical resolution can also play an important role in simulations. In particular, increasing resolution in zero-net-flux simulations without any physical dissipation leads to a weaker turbulence and transport. One might conclude from these results that turbulence should disappear in real astrophysical systems (Pessah et al. 2007 ). We think however that this conclusion is questionable since the ideal MHD model does not hold in turbulent flows, mainly because a dissipation scale necessarily exists, at which non-ideal effects are not negligible. Of course, ideal MHD simulations must include some sort of numerical dissipation in their algorithm, which then implicitly defines a dissipation scale of the order of the numerical grid scale. However, this algorithm-dependent dissipation is quite different from physical dissipation processes (Lesaffre & Balbus 2007) , leading potentially to numerical artifacts for large-scale properties, such as turbulent transport.
On the other hand, the way MHD turbulence is sustained in these simulations is not well understood. It is known that when a mean vertical field is applied, the magnetorotational instability destabilises the flow and leads to developed three-dimensional turbulence (Balbus & Hawley 1991; Hawley et al. 1995) . This picture is not directly applicable to zero-net-flux simulations since the magnetic field can be dissipated either by a finite resistivity, or by the turbulence itself (see Hawley et al. (1996) for an extensive discussion of this point). Therefore, even if one assumes that the MRI appears locally because of a given magnetic field configuration, one has to regenerate this field with some sort of dynamo mechanism. The whole process sustaining turbulence in zero-net-flux simulations is therefore a nonlinear mechanism, potentially involving a kind of magnetorotational instability at some stage. As already mentioned by Balbus & Hawley (1992) , this means that this disc dynamo is intrinsically nonlinear, as it requires a non-negligible Lorentz force, and cannot be described as a kinematic dynamo. Following these ideas, Rincon et al. (2007) obtained a steady nonlinear solution to the MHD equations in the zero-net-flux case, using rigid conducting walls as radial boundary conditions. This solution is clearly a first step toward the understanding of the mechanism working in shearing boxes, although the boundary conditions and Reynolds numbers are significantly different compared to turbulent simulations. Note also that Brandenburg et al. (1995) studied this dynamo process in discs, using boundary conditions allowing for mean flux variations. Although a azimuthal field was generated in their simulations, no physical understanding of the underlying process was provided.
In this paper, we describe a possible mechanism able to sustain MHD turbulence in the shearing box with zero net flux. First, we recall the resistive MHD equations in the shearing box, and the numerical method used to solve them. Next, we investigate the temporal evolution of some zero-net-flux simulations, and we exhibit a long-timescale cycle for the large-scale magnetic field. The origin of this cycle is described using a spectral decomposition, and we demonstrate that its origin is related to some properties of the nonaxisymmetric structures of the flow. We then study a linear theory of nonaxisymmetric waves in the presence of a large-scale magnetic field similar to the one observed in simulations. We show that this linear theory predicts the right properties for the nonaxisymmetric structures and partially explains the nonlinear cycle. We then provide a phenomenological closure model for the evolution of the large-scale field, based on our previous findings. We show that this model reproduces the basic behaviour of the cycles, and provides a mechanism able to sustain turbulence in dissipative MHD shearing boxes. The existence of a long-timescale cycle and large-scale structures in these simulations is the most significant finding of our investigation, mainly because it shows that MHD turbulence is able to generate large scales, independent of the dissipative scales. This mechanism can also be seen as a way to generate large-scale magnetic fields, providing a dynamo mechanism specific to accretion disc turbulence. These findings are discussed in detail in the concluding section, along with the implications for real astrophysical systems.
Shearing-box equations and numerical method
MRI-related turbulence has been extensively studied in the literature. Therefore, we will recall here briefly the basic equations for the shearing-box model. The reader may consult Hawley et al. (1995) , Balbus (2003) and Regev & Umurhan (2008) for an extensive discussion of the properties and limitations of this model. Since MHD turbulence in discs is subsonic, we will work in the incompressible approximation, which allows us to eliminate sound waves or density waves. We also neglect vertical stratification, consistent with the local shearingbox model (Regev & Umurhan 2008) . We include in our description a molecular viscosity and resistivity to minimize the artifacts of numerical dissipation.
The shearing-box equations are found by considering a Cartesian box centred at r = R 0 , rotating with the disc at angular velocity Ω = Ω(R 0 ) and having dimensions (L x , L y , L z ) with L i ≪ R 0 . We define R 0 φ → x and r − R 0 → −y for consistency with the standard notation for plane Couette flow (e.g. Drazin & Reid 1981) . Note that this definition differs from the standard notation used in shearing boxes (Hawley et al. 1995 ) with x → −y SB , y → x SB and z → z SB . In this rotating frame, one eventually obtains the following set of equations:
The boundary conditions associated with this system are periodic in the x and z direction and shearing-periodic in the y direction (see Hawley et al. (1995) for a complete description of these boundary conditions). In these equations, we have defined the mean shear S = −r∂ r Ω, which is set to S = (3/2)Ω, assuming a Keplerian rotation profile. The generalized pressure term Π includes both the kinematic pressure P/ρ 0 and the magnetic pressure B 2 /2. One should note that the generalized pressure Π is actually a Lagrange multiplier enforcing equation (3), and is therefore computed solving a Poisson equation. Note also that the magnetic field is expressed in Alfvén-speed units, for simplicity.
The steady-state solution to these equations is the local Keplerian profile u = S ye x . In this paper, we will consider only the turbulent deviations from this Keplerian profile. These may be written as v = u − S ye x , leading to the following equations for v:
Following Hawley et al. (1995) , one can integrate the induction equation (6) over the volume of the box, leading to:
where denotes a volume average. Therefore, the mean magnetic field is conserved, provided that no mean radial field is present. This allows us to define the zero-net-flux shearing box, as the box in which B = 0. To numerically solve the shearing-box equations, we use a spectral Galerkin representation of equations (5)- (8) in the sheared frame (see Lesur & Longaretti 2005) . This frame allows us to use a Fourier decomposition since the shearingsheet boundary conditions are transformed into perfectly periodic boundary conditions. Moreover, this decomposition allows us to conserve magnetic flux to machine precision without any modification, which is an advantage compared to finitedifference or finite-volume methods (the total magnetic flux created during one simulation is typically 10 −11 ). Equations (7) and (8) are enforced to machine precision using a spectral projection (Peyret 2002) . The nonlinear terms are computed with a pseudospectral method, and aliasing is prevented using the 3/2 rule. To always compute the physically relevant scales in the sheared frame, we use a remap method similar to the one described by Umurhan & Regev (2004) . This routine redefines the sheared frame every T remap = L x /(L y S ) and we have checked that none of the behaviour we describe in this paper was related to this numerical timescale. Since spectral methods are very little dissipative by nature, we check that numerical dissipation is kept to very small values, computing the total energy budget at each time step (see Lesur & Longaretti 2005 , for a discussion of this procedure). We therefore ensure that numerical dissipation is responsible for less than 3% of the total dissipative losses occurring in these simulations.
To quantify the dissipation processes in the simulations, we use dimensionless numbers defined as: -The Reynolds number, Re = S L 2 z /ν, comparing the nonlinear advection term to the viscous dissipation.
-The magnetic Reynolds number, Rm = S L 2 z /η, comparing magnetic field advection to the Ohmic resistivity.
-The magnetic Prandtl number, defined as the ratio of the two previous quantities Pm = Rm/Re = ν/η, which measures the relative importance of the dissipation processes.
In the following we use S −1 as the unit of time and S L z as the unit of velocity. One orbit corresponds to T orb = 3πS −1 .
Simulations of zero-net-flux MHD turbulence
3.1. Long-timescale cycle in zero-net-flux MHD turbulence
The first zero-net-flux turbulent flow was computed by Stone et al. (1996) in the context of a stratified compressible shearing box. In this section we consider the simpler unstratified and incompressible case. The aspect ratio is set to L y = L z /2 and L x = 2L z , which corresponds to the box used by Lesur & Longaretti (2007) elongated twice in the vertical direction. As we will see, a box elongated in the z direction is useful to exhibit the large-scale and long-lived vertical structures one may miss with more classical configurations. The resolution of the simulation presented in this section is n x ×n y ×n z = 128×64×128. This corresponds approximately to an "equivalent" resolution of 256 × 128 × 256 for a second-order finite-difference method ).
We present in Fig. 1 the evolution of the azimuthal component of the magnetic field averaged in the x and y directions as a function of z and t, for a simulation with Re = 3200, Pm = 4. This component clearly shows some long-lived structures, mostly of large vertical wavelength. This result is at first sight surprising since one expects turbulent structures to be modified on a typical dynamical timescale, i.e. S −1 . To quantify this effect more precisely, we plot in Fig. 2 the time history of the largest vertical Fourier mode, defined by:
The amplitude of the largest vertical mode (with k z = 2π/L z ) shows clearly the cyclic behaviour already seen in Fig. 1 , with a typical period T ∼ 30 − 50 S −1 . The phase analysis shows an approximately constant phase during each cycle, meaning that these structures are not moving vertically. We have checked that these structures are not a transient phenomenon, integrating one simulation up to t = 2000 S −1 without any significant modification. Note that the resistive timescale for the largest-scale mode k z = 2π/L z is 324 S −1 in this case (Rm = 12800). For comparison with other simulations, we also compute the turbulent transport (Fig. 2, bottom) , measured by the Shakura-Sunyaevlike coefficient
The turbulent transport obtained in our case is comparable with previous simulations (α ∼ 7 × 10 −3 ). However, the cyclic behaviour described above is not seen in the transport coefficients for this simulation, which partly explains why it has not been observed in previous works.
Cycle analysis
Naturally, one may wonder what mechanism generates this magnetic field structure, and whether this mechanism is related to some turbulent transport properties. To investigate these questions, we first reduce the Reynolds number of the simulation, keeping Pm constant. This allows us to have "cleaner" flows to work with, removing much of the small-scale variations. We are able to maintain MHD turbulence and cycles down to Re = 1600, consistent with previous results ). We (12). The amplitude clearly shows one cycle comparable to Fig. 2 for B x . The cycle behaviour comes mainly from the shear term, whose contribution is initially positive (t < 270) and later becomes negative (t > 270). EMF and resistive term always make dissipative contributions.
show in Fig. 3 some snapshots of the azimuthal magnetic field B x , demonstrating the large scale field structure and its destruction, as expected from the Fourier analysis. We then isolate one cycle from a Re = 1600, Pm = 4 simulation and compute the budget of the Fourier component
Applying the transformation (10) to equation (6), this budget may be written as:
where we have defined the electromotive force (EMF) E = v × B. According to these equations, B x (k 0 ) has three sources: the shear of radial magnetic field lines, the radial EMF and the resistivity (acting as a sink) whereas only the azimuthal EMF and resistivity effects appear for B y . To study the contribution of each term to the global behaviour of (B x , B y ), we project them on the complex vector ( B x , B y )(k 0 ), defining:
j being the magnetic field component studied ( j = x, y) and ε jmn being the Levi-Civita tensor. These quantities, with the phases of their associated terms in (12)-(13), are plotted in Fig. 4 for budget (12) and in Fig. 5 for budget (13). We find in Fig. 4 the long-timescale cycle we have already described. The shear term is positive in the beginning of the cy- cle, but becomes negative for t > 270, whereas the EMF has a systematic resistive effect, with a clear phase correlation between the EMF and the resistive term. According to these results, the long-timescale cycle in the azimuthal field comes from the behaviour of the radial field, whereas the radial EMF may be seen, in first approximation, as a turbulent resistivity. As expected from this conclusion, B y is also oscillating on a long timescale ( Fig. 5 ) with a smaller amplitude compared to B x . Moreover, this cycle comes clearly from an oscillation of the azimuthal EMF E x , which is reversed at t ∼ 243. Note, however, that the EMF is very small (∼ 5 × 10 −4 ) compared to quantities in the budget for the azimuthal field, which may explain the long period of these oscillations.
Modal analysis of non axisymmetric structures
The EMFs described previously are obviously nonlinear terms, involving a coupling between v and B. An interesting question is therefore which modes contribute most to the EMFs observed in Figs 4-5. In particular, one may wonder whether nonaxisymmetric structures play a role and if so, which structures are dominant. Following this idea, we compute the following quantities:
with the fields ϕ(n x , y, z) defined by the Fourier coefficient in the x direction:
In this notation, E(n x , k 0 ) corresponds to the contribution of the nonaxisymmetric mode n x to the total EMF E(k 0 ). We then put E(n x , k 0 ) in equation (16) and plot the contribution of the first few nonaxisymmetric modes in Fig. 6 . From this figure, it is clear that most of the EMF comes from the largest azimuthal wavelengths, n x < 3. However, the detailed generation of E x and E y is somewhat different: although the contribution of axisymmetric modes (n x = 0) to E x is small, these modes are clearly important for E y . Therefore, the azimuthal EMF E x comes essentially from the largest nonaxisymmetric mode whereas the Magnetic helicity history during one cycle. The plain curve is the helicity due to the large-scale field k z = 2π/L z , the dashed line corresponds to the helicity associated with the largest nonaxisymmetric modes, and the total helicity is plotted as a dash-dotted line.
radial EMF comes from a more general effect of both nonaxisymmetric and axisymmetric structures. These results show that the magnetic cycles observed in the simulations are primarily due to three-dimensional structures, as one would expect from Cowling's antidynamo theorem (Cowling 1981) . It has been pointed out by Blackman (2007) that monitoring the helicity evolution may be key to understanding large-scale field production. Moreover, since E·B is non-zero for the largest vertical modes, some large-scale magnetic helicity should be produced. To explore the helicity behaviour in our case, we compare the box-averaged magnetic helicity due to the vertical mode k = (2π/L z )e z with the magnetic helicity associated with the largest nonaxisymmetric modes n φ = 1, 2 in Fig. 7 . During one cycle, we note that the helicity associated with the vertical modes changes sign when B y is reversed (t ≃ 270). Moreover, this reversal seems to be associated with an exchange of magnetic helicity between the nonaxisymmetric and the axisymmetric vertical modes. Note however that the total magnetic helicity also varies significantly during one cycle. Since the box averaged total magnetic helicity is conserved in ideal MHD, any variation of the total helicity must be due to a resistive (and therefore small-scale) process. In that way, we cannot make a very clear distinction between the helicity exchanged with the nonaxisymmetric modes, and the helicity due to small scale production without any further analysis. Moreover, we emphasise that the averaged helicity appears to be about 10 −2 times smaller than L z b 2 , which is probably a consequence of the numerous symmetries in unstratified shearing boxes. Therefore, the helicity produced in our simulations might be more a consequence of the underlying nonlinear dynamo process rather than its cause.
In this section, we have shown that zero-net-flux MRI simulations exhibit long-timescale oscillations in the azimuthal magnetic field B x with a large vertical wavelength. Studying the budget of B x , it appears that these cycles are primarily an amplification of oscillations in B y through the shear term, whereas the EMF E y acts as a turbulent resistivity. A similar analysis of the B y cycles shows that they are generated by a long-period but small-amplitude oscillation of E x . Finally, we used a modal analysis to demonstrate that E x and E y are mostly generated by large-scale nonaxisymmetric waves, making these cycles a fully three-dimensional problem.
Therefore, to have a better understanding of this phenomenological picture, one needs to study these nonaxisymmetric structures and the EMFs associated with them, which is the topic of the next section.
Linear analysis of nonaxisymmetric waves

Model and equations
To understand the nonaxisymmetric origin of the EMF described previously, we consider a linear model including shearing waves in the presence of a background azimuthal magnetic field with a vertical structure, B 0 x (z). This vertical structure is required in order to compare the EMF generated by the perturbation with the background magnetic field. In this sense, this calculation differs from the initial MRI studies with a uniform azimuthal field (Balbus & Hawley 1992) .
Because of the mean shear, we cannot use a classical Fourier decomposition for nonaxisymmetric waves. Therefore, following Goldreich & Lynden-Bell (1965) and Balbus & Hawley (1992) , we define a sheared frame comoving with the laminar flow:
In this Lagrangian frame, we look for plane-wave solutions
] which may be transformed into the unsheared frame as:
with
We then consider perturbations from the background magnetic structure in the form of these shearing waves. This vertical structure is supposed to mimic the large-scale field observed in numerical simulations, i.e. being a function of z only. Moreover, since the cycles have a long timescale compared to the shear, we also assume to a first approximation that this large-scale field is constant for a shearing wave. We therefore write the general linearized solution as:
where |v| and |b| are supposed infinitely small. Using these solutions in the evolution equations (5)- (6), one eventually finds:
where the generalised pressure is constrained by the incompressibility condition (7) and k
Numerical solution
In the following, we will assume a large-scale field similar to the oscillating Fourier mode studied in the previous section. We therefore set:
The resistive diffusion of this non-uniform field may be neglected on the timescales of interest here. To solve the equations (24) and (25), we consider a shearing wave (k x , k y (t)), L z -G. Lesur and G. I. Ogilvie: On Self-Sustained Dynamo Cycles in Accretion Discs . Evolution of Γ x (upper panels) and Γ y (lower panels) for a set of 40 shearing waves with random initial conditions, Re = 6400 and Rm = 25600. From left to right, the large-scale field is increased with B 0 = 0.04; 0.08; 0.2; 0.3. As for Fig. 8 , Γ x is always negative whereas Γ y is reversed in this case for B 0 0.2.
periodic in the vertical direction 1 . Without any loss of generality, we also define a new time variable t SW so that k y (t SW ) = 0. To check whether the large-scale field has a systematic impact on the structure of shearing waves, we compute numerically the evolution of several shearing waves using random initial conditions. The shearing waves are initialised at t SW = −10 with random phases and randomly oriented velocity and magnetic fields. The initial velocity and magnetic fields are verified to satisfy (7) and (8). We then evolve these shearing waves using a Fourier decomposition with n z = 64 modes in the vertical direction up to t = 30. Finally, we compute the axisymmetric EMF due to each shearing wave, E SW (z) = 2ℜ(v ×b * ), and check the correlation of its curl with the imposed large-scale field, i.e.
1 The periodicity in the vertical direction is required since the source term B 0 x (z) is periodic with period L z .
We plot Γ x and Γ y for a set of 40 shearing waves with Re = 1600, Rm = 6400, and the aspect ratio used in the last section, in Fig. 8 . We have considered only the largest nonaxisymmetric waves k x = 2π/L x as they appear to be the dominant ones in the nonlinear simulations (see section 3.3). Although the Γ coefficients are assumed to be infinitely small compared to B 0 , they provide an understanding of how a finite-amplitude shearing wave may modify the large-scale field B 0 x (z). To clarify this idea, let us now assume that B 0 x (z) can vary slowly in time. Then, using (12) and (13), one find that Γ x > 0 corresponds to a increase of the largescale field B their final amplitude will depend quadratically on the initial excitation of the shearing waves. In a real system, this excitation is a highly nonlinear process which depends on the small-scale properties of the turbulence. 2 Therefore, our random excitation is not a precise enough turbulence model and we cannot rely on the amplitude found in this linear analysis. Furthermore, the evolution of the shearing waves may differ from the predictions of this analysis if they reach nonlinear amplitudes.
As one can see in Fig. 8 , Γ x has a negative sign on average, independent of B 0 . As mentioned previously, this can be interpreted as a resistive effect on B 0 x and is similar to the systematic resistive effect observed in numerical simulations (see Fig. 4 ). This effect is easily explained as resulting from the mixing of the non-uniform azimuthal field by vertical motions. The behaviour of Γ y is a little more complicated since it reverses for B 0 ∼ 0.08. For small B 0 , Γ y > 0 which implies a possible growth of B y (z) and therefore an increasing positive shear term in (12). On the contrary, for B 0 > 0.08, one expects the shear term to decay and eventually be reversed. This property is indeed observed in numerical simulations. In particular, the shear term in Fig. 4 starts to decay for B 0 > 0.08 which corresponds to the the predicted result from the linear analysis.
To check the effect of dissipation processes on this picture, we plot in Fig. 9 the evolution of the Γ coefficients for Reynolds and magnetic Reynolds numbers 4 times larger than in the previous case. One finds essentially the same properties: a systematic resistive effect for Γ x and a reversal for Γ y . Note however that the reversal appears for a larger B 0 in the less diffusive case (B 0 ∼ 0.2). We have also checked that these properties persist when one changes the magnetic Prandtl number at sufficiently large Re and Rm. These remarks suggest that the results found in this linear analysis are not related to a finite resistivity or viscosity property and may therefore appear for arbitrarily large Reynolds numbers.
Phenomenological properties
The waves described in this section are clearly inhomogeneous in the vertical direction. However, we can understand them as a version of the magnetorotational instability in the presence of a varying azimuthal field (Balbus & Hawley 1992; Terquem & Papaloizou 1996) . As one would expect, the transport coefficients b x b y and v x v y associated with the linear waves are nonzero, and lead to an outward angular momentum transport (Fig. 10) , as in the classical vertical field calculation (see Pessah et al. 2008) . This demonstrates that these shearing waves actually extract energy from the mean flow as a classical MRI mode. Because of the resistive properties of E y , these waves also extract some energy from the large-scale azimuthal field, which is generated through shearing of the radial field. Therefore, the energy of the waves comes primarily from the mean shear, as expected. Moreover, it is known that the azimuthal MRI has an optimum growth rate for a given azimuthal wavelength k x and field strength B x . In the high-k z limit with a uniform B = B 0 e x , this maximum growth rate is reached when k x B 0 = √ 5/12 S (Ogilvie & Pringle 1996) . Using our parameters, this leads to B 0 ∼ 0.2S L z , which is surprisingly close to the magnetic field amplitude for which Γ x is reversed at large Re. Although this argument is by no mean comprehensive, it draws attention to the close relation between the transient amplification observed in our analysis and the (ideal) MRI waves studied by Balbus & Hawley (1992) . Naturally, these conjectures need to be checked more carefully using a proper analytical analysis, which will be the subject of another paper.
A toy model
In this section, we provide a toy model reproducing the basic linear properties exhibited in the previous section. This toy model does not pretend to be an accurate set of closure relations for equations (12)- (13) but it includes the main physical ingredients required to reproduce qualitatively the cycle behaviour described in section 3. We therefore rewrite equations (12)- (13) as: where γ, β and B r are constants. In this set of equations, we have neglected the physical dissipation processes, as they are very small in the budget of the simulations (see Figs 4-5) . We have assumed a resistive term for E y , as expected from the linear analysis. However, to take into account the fact that the EMF is due to a progressively amplified shearing wave, we assume the EMF is slightly retarded with respect to the large-scale magnetic field, with a delay time t r . Since the typical shearing wave growth rate is of the order of a shear time, we expect in first approximation t r ∼ S −1 . The model used for E x reproduces the reversal described in the linear analysis, at |B x | = B r . It also includes the delay used in the E y model for the same reasons. This term will be referred to in the following as the γ effect term, as it is not formally equivalent to the classical α effect used in dynamo theory, but more an effect of anisotropic turbulent resistivity. Note that the same kind of model involving an anisotropic turbulent resistivity has been studied by Rogachevskii & Kleeorin (2003) in the context of the shear dynamo. For this model to be consistent with the previous analysis, we have to assume that the underlying three-dimensional flow is turbulent in some way, so that small-amplitude shearing waves are continuously excited for t SW < 0, and then amplified linearly. Therefore, this model assumes that the flow is already subject to a three-dimensional turbulence and describes the variations of the large-scale field.
We numerically solve the toy model using γ = 7 × 10 −3 , β = 10 −2 , t r = 2 S −1 and B r = 8 × 10 −2 . Here γ and β are chosen so that our model mimics the main behaviour of the numerical simulations, whereas B r is chosen according to the results of the linear analysis. The resulting evolution of B x and B y is plotted in Fig. 11 , where the "mean shear" curve corresponds to the first term on the right-hand side of equation (28), and the EMFs are the β and γ terms. When comparing with the fully nonlinear cycle (Figs 4-5) , we find essentially the same time history for all quantities. Interestingly, the cycles obtained using the model are self-sustained despite the presence of a resistive effect, showing that the basic properties discussed previously are sufficient to inject magnetic energy into the system. One should note however that the typical EMF term involved in the evolution of B x is significantly smaller in the model than in the simulation. Moreover, we observe a perfect field reversal of B x which is clearly not present in the simulations. This may be explained by the presence of "noise" due to small turbulent eddies which are continuously exciting the B x (k 0 ) mode in the simulations.
As we have seen, our toy model is able to reproduce the basic properties observed in complicated nonlinear simulations, just considering the linear results from the previous section. However, this model is far from perfect. For example, linearizing the model around B = 0 leads to the wrong conclusion that the trivial solution B = 0 is unstable. This peculiar property comes from the assumption of a constant turbulent background. Therefore, if we assume that something (e.g. turbulence) is constantly exciting shearing waves, then the solution B = 0 is unstable. However, in a real system, the turbulent motions are partly generated by these shearing waves when they reach a nonlinear regime. If the amplification is not large enough (i.e. around B = 0), the shearing waves cannot sustain the turbulence, and therefore the flow cannot excite new shearing waves: the whole system relaxes to B = 0. In conclusion, despite the apparent simplicity of our toy model, the laminar flow is not subject to a linear instability and the underlying mechanism sustaining the turbulence in this system is clearly a nonlinear effect, potentially involving the transient amplification described earlier.
Discussion
Summary
In this paper, we have investigated the behaviour of the largescale magnetic field in zero-net-flux simulations of the magnetorotational instability. We have first shown that the large-scale azimuthal field B x (z) is subject to a long-timescale oscillation when the flow is turbulent. Studying the induction equation, we have seen that these cycles are primarily due to an oscillation of a large-scale radial magnetic field B y and an azimuthal EMF E x , whereas the radial EMF E y acts like a turbulent resistivity on B x . Studying the nonaxisymmetric modes of the system, we found that the axisymmetric EMF is due mostly to the largest nonaxisymmetric structures, showing that the cycles are essentially a large-scale process. To understand the generation of the EMF, we have investigated the behaviour of nonaxisymmetric linear waves in the presence of an inhomogeneous and constant in time azimuthal magnetic field B x (z). This linear analysis explains most of the properties of the EMF observed in the nonlinear simulations. In particular, we have shown that the large-scale axisymmetric E x can be reversed for large B x , explaining the cycles in the simulations. To summarise these results, we have considered a simplified closure model, encapsulating the linear properties. This model is able to reproduce the main behaviours of the cycles despite its simplicity, showing that the physics involved in the cycles is well described by our linear analysis.
To summarise our findings, we sketch the mechanism responsible for the cycles in Fig. 12 . In this sketch, we have assumed that the nonaxisymmetric excitation (seed) is related to the nonlinear coupling of amplified shearing waves (dashed line). This specific process has not been studied in the present work and is just given here as a way to "close the loop". Note however that a more complicated mechanism may be in- These interactions are nonetheless required to obtain a selfsustained mechanism (see text).
volved in this back-reaction without changing the global picture. Moreover, we have described the contribution of E x (z) as a generic "dynamo" effect, but one should remember that this term may be either correlated or anticorrelated with B x , as a function of the strength of B x . Finally, we have omitted viscous and resistive effects for simplicity, as they have a small impact on the mechanism itself.
Comparison with previous works
We would like to stress that the model presented here does not constitute a full description of a sustaining mechanism for MHD turbulence in discs. Indeed, we have assumed in the linear analysis and in the closure model that the flow is able to generate continuously small-amplitude shearing waves. As mentioned previously, this process involves a nonlinear coupling of nonaxisymmetric waves, which is beyond the scope of this work. However, a fully consistent self-sustaining process would require a description of this effect. According to , MHD turbulence appears in zero-net-flux shearing-box simulations only when Pm > 1. However, most of our analysis does not depend on the magnetic Prandtl number, and the dynamo process described here may work for arbitrarily low Pm. This suggests that the shearing-wave excitation mechanism depends on the Prandtl number, and may be too weak in the Pm < 1 case. This confirms that the excitation should be related to the small turbulent scales, which are still poorly understood. Interestingly, our results indicate that the large-scale field generation mechanism is not destroyed for large Reynolds numbers, provided that the background flow is turbulent. Therefore, the same kind of mechanism might be at work in real astrophysical discs, generating a large-scale field in a sufficiently ionised and turbulent plasma. One should note however that the configuration used in our simulations is not comparable to the real geometry of an accretion disc. In particular, we do not know how the aspect ratio will modify the mechanism of the cycles, nor how the vertical stratification may enter this picture. However, as discovered by Brandenburg et al. (1995) in the case of a stratified flow with nonperiodic vertical boundary conditions, one observes azimuthal field cycles with a long timescale. These cycles have a significantly longer period (T ∼ 200 S −1 ) compared to ours and involve a modification of the net azimuthal magnetic flux. Moreover, it has been shown by Brandenburg & Donner (1997) that in this case, the cyclic behaviour may be explained by a classical α effect proportional to the vorticity 3 . Because 3 Note that this α effect might be related to the presence of vertical stratification and the breaking of the reflectional symmetry of these fundamental differences, we cannot conclude that the mechanism responsible for all these cycles is the same without further investigation. Nevertheless, it seems that a more systematic investigation of this kind of long-timescale behaviour is required in order to better understand the way MHD turbulence sustains magnetic fields in various configurations.
As mentioned in the introduction, Pessah et al. (2007) suggested that turbulent transport should vanish for large enough resolution and Reynolds number. Therefore, the turbulent transport associated with this mechanism is another important issue. As one can check easily in the numerical simulation and in the toy model, the large-scale B x and B y are roughly phase-shifted by π/2, leading to a very small Maxwell stress ( B x B y ∼ 10 −4 ). Therefore, in our picture, most of the transport must come from the shearing waves, which have been shown to have nonzero Maxwell and Reynolds stresses. Unfortunately, we cannot put a precise value on the transport due to the shearing waves since it is controlled by their initial excitation. Therefore, this mechanism cannot give a precise answer on the expected transport in a real accretion disc. From a more phenomenological point of view, we expect the large-scale magnetic field strength produced by our mechanism not to depend on the Reynolds numbers if they are sufficiently large (see section 4.2). Since this large-scale field couples with all the other modes available, we expect the large-scale nonaxisymmetric structures to have roughly the same amplitude as the large-scale field, in the limit of a fully developed turbulence. If this picture is correct, we would then expect a minimum transport of the order of a few times 10 −3 , independently of the Reynolds numbers. Note however that this conclusion relies on the assumption that the large-scale field does not depend on the dissipation coefficients. We have shown that this assumption is plausible, although a precise analytical description of our linear analysis would be required to ascertain this statement.
The present description of an accretion disc dynamo is related to the steady self-sustaining solutions obtained by Rincon et al. (2007) by numerical continuation methods. Both mechanisms involve a large-scale azimuthal magnetic field with zero net flux, which is generated through the shearing of a radial field. Both also involve a nonaxisymmetric magnetorotationaltype instability that regenerates the radial field through its nonlinear feedback. However, the present mechanism is intrinsically local and unsteady, and may work for arbitrarily large Reynolds numbers whereas the steady, highly symmetrical solutions of Rincon et al. (2007) depend on the existence of walls and are apparently restricted to low Reynolds numbers. Nevertheless, one may also think that these steady solutions correspond to some fixed points in phase space, around which the shearing box solutions oscillate, creating the dynamo cycles we have described. If this picture is correct, it would be an elegant way to unify these different approaches, and possibly to find other mechanisms of the same kind.
This work might also be compared to the shear dynamo simulations of Yousef et al. (2008) . However, we emphasise that our analysis involves a nonlinear dynamo, whereas the shear dynamo described by Yousef et al. (2008) is a kinematic (linear) dynamo, in which turbulence is forced. Moreover, the shear dynamo occurs in a non-rotating system in which the MRI does not appear. Applying our linear analysis to such a system does not produce a γ effect that could explain the shear dynamo in either linear or nonlinear regimes.
Finally, we would like to stress that the problem of a nonlinear dynamo, involving several linear instabilities, has also been described by Cline et al. (2003) in the context of magnet-ically buoyant flows. Although the underlying instabilities are somewhat different, they also found a cyclic behaviour which, as in the present work, cannot be fully described by a classical α effect. This may indicate that all these instabilities share some common properties yet to be discovered, allowing for the development of a nonlinear dynamo.
Future work
As discussed previously, the main issue raised by our findings is how the turbulence is able to excite shearing waves. Interestingly, the same kind of problem arises in the case of the shearing box with a mean azimuthal field (Balbus & Hawley 1992) . Therefore, a simpler way to study this effect is to investigate the way turbulence is sustained in the presence of a mean azimuthal field. In particular, an interesting test would be to check that in this case, the presence of turbulence also depends on Pm, in a similar way as in . This would be a good indication that the large-scale dynamo process itself does not depend on Pm at large Re, even though the underlying turbulent regeneration mechanism process does. Moreover, this idea would provide a new way to understand the Pm-dependence observed in MRI simulations with a nonzero mean vertical field (Lesur & Longaretti 2007) , and potentially to describe the asymptotic transport in the limit of high and low Pm.
On the other hand, the dynamo process itself requires further investigation. The linear analysis provided here has been computed using essentially numerical tools, as the analytical description of this problem is somewhat technical. This analytical description is nevertheless required, as it will give a precise and formal constraint on the γ effect and its dependence on the azimuthal field strength. It may also be a way to have a more physical understanding of the underlying mechanism responsible for the resistive and γ effects, leading to a potential generalisation of this mechanism to a wider class of flow. Finally, we would be able to check, at least linearly, if this dynamo process depends on the non-ideal effects, and potentially to confirm our conjecture.
