An independent transversal (IT) in a graph with a given vertex partition is an independent set consisting of one vertex in each partition class. Several sufficient conditions are known for the existence of an IT in a given graph with a given vertex partition, which have been used over the years to solve many combinatorial problems. Some of these IT existence theorems have algorithmic proofs, but there remains a gap between the best bounds given by nonconstructive results, and those obtainable by efficient algorithms.
Introduction
Let G be a graph with a partition V of its vertices. The elements of V are non-empty subsets of V (G), which we refer to as blocks. We say that an independent set I of G is an independent transversal (IT) of G with respect to V if |I ∩ U | = 1 for all U ∈ V; likewise, we say that I is a partial independent transversal (PIT) of G with respect to V if |I ∩ U | ≤ 1 for all U ∈ V.
Many combinatorial problems can be formulated in terms of the existence of an IT in a graph with respect to a given vertex partition (see e.g. [26] ). Various known results give sufficient conditions for the existence of an IT (e.g. [2, 11, 22, 23, 5, 9] ). Furthermore, some of these results have algorithmic versions, mostly relying on algorithmic versions of the Lovász Local Lemma (LLL), that can efficiently return an IT given a graph G and vertex partition V (see [10, 7, 18, 20, 13, 19] ). However, the IT existence theorems (in particular [22, 23] ) that give the best possible bounds do not give efficient algorithms for finding an IT.
Recently, a new algorithm, called FindITorBD [14] , has been shown to find (for a large class of graphs) either an IT or a set of blocks that has a small dominating set in G. The algorithm uses ideas from the original (non-algorithmic) proof of the corresponding existence result due to Haxell [22, 23] and modifications of several key notions (including "lazy updates") introduced by Annamalai in [6, 7] . The bounds given by FindITorBD are asymptotically best possible, but it is applicable only in certain restricted circumstances. The aim of this paper is to obtain a new randomized algorithm that is more widely applicable and removes some of the technical limitations.
To describe FindITorBD and its features and limitations, we require a few definitions. A graph G is r-claw-free with respect to vertex partition V if no vertex of G has r independent neighbours in distinct blocks. We say that a subset D ⊆ V (G) dominates a vertex set W in G if for all w ∈ W , there exists uw ∈ E(G) for some u ∈ D. (This is often referred to as strong domination or total domination, but since it is the only notion of domination that we will refer to, we will use the simpler term.) For a subset B ⊆ V of the vertex partition, we write V B = U ∈B U . For U ⊆ V (G), we let G[U ] denote the induced subgraph on U .
A constellation for B is a vertex set K ⊆ V B , such that the components of G [K] are stars with at least two vertices, each with a centre and a nonempty set of leaves distinct from its centre, with the additional property that the set of all leaves of K forms a PIT of G[V B ] with respect to B of size |B| − 1. We denote the set of leaves of K by Leaf(K).
The following result was shown for FindITorBD in [14] .
Theorem 1 ([14]
). The algorithm FindITorBD takes as input parameters r ∈ N, ǫ ∈ (0, 1), and a graph G with vertex partition V such that G is r-claw-free with respect to V and finds either:
1. an IT in G, or
a non-empty set B ⊆ V and a vertex set D ⊆ V (G) such that D dominates V B in G and |D| < (2 + ǫ)(|B| − 1). Moreover D contains a set K which is a constellation of some B 0 ⊇ B, and |D \ K| < ǫ(|B| − 1).
For fixed values of r and ǫ, the runtime is poly(|V (G)|).
Thus FindITorBD either finds an IT in G or a set of blocks B and relatively small set of vertices D such that D dominates V B , and the induced graph G[D] contains a nice structure.
The maximum degree ∆(G) of a graph G is the maximum cardinality of the set of neighbours of a vertex v over all vertices v. Note that any graph G is r-claw-free with respect to any partition for r = ∆(G)+1. It is easy to show that for graphs G with vertex partition V such that |U | ≥ 2∆(G)+1 for all U ∈ V, there cannot exist a set B of blocks such that V B is dominated by a set of size less than (2 + 1 ∆(G) )(|B| − 1). This leads to the following result.
Corollary 2 ([14])
. Let∆ ∈ N be given. Then for r =∆ + 1 and ǫ = 1/∆, the algorithm FindITorBD takes as input any graph G with maximum degree ∆(G) ≤∆ and any vertex partition V such that |U | ≥ 2∆(G) + 1 for all U ∈ V and returns, in time poly(|V (G)|), an IT in G.
From a combinatorial point of view, this is within one of being best possible, since [32] showed that blocks of size 2∆(G) − 1 are not sufficient to guarantee the existence of an IT while [22, 23] showed that blocks of size 2∆(G) are always sufficient. The IT existence theorems of [22, 23] have been used to solve many combinatorial problems. Thus Theorem 1 and Corollary 2 offer the possibility of obtaining new algorithmic proofs for these results. Some example applications were outlined in [14] , with further details and more applications described in [15] .
From an algorithmic point of view, however, the effectiveness of the algorithm FindITorBD is limited by its dependence on r and ǫ (or on∆ in the case of Corollary 2), making it efficient only when these parameters are constant. Many of the LLL-based algorithmic constructions give an IT under the condition that the block size b satisfies b ≥ c∆(G), where c is a constant strictly larger than 2. The construction of [18] has the condition b ≥ 4∆(G) − 1, which is the strongest known criterion of this form. These algorithms are polynomial time even for unbounded ∆(G).
The aim of this paper is to give a new (randomized) algorithm that overcomes this limitation of FindITorBD in the case of Corollary 2. In addition, we will strengthen it combinatorially by showing results for weighted ITs in the setting of vertex-weighted graphs. A number of combinatorial constructions depend on such weighted ITs, and Corollary 2 (which merely shows the existence of an IT without regard to weight) is not sufficient for these applications.
For a weight function w : V (G) → R and a subset U ⊆ V (G), we write w(U ) = u∈U w(u). We also write w(G) = w(V (G)) = v∈V (G) w(v). Our main theorem is as follows. If all vertices have weight 1, this gives the immediate corollary:
Corollary 4. There is a randomized algorithm which takes as inputs a parameter ǫ > 0 and a graph G partitioned into blocks of size at least (2 + ǫ)∆(G), and finds an IT of G. For fixed ǫ, the expected runtime is poly(|V (G)|).
In particular, Corollary 4 has Corollary 2 as a special case (for constant ∆(G), we can take ǫ = 1 ∆(G) ), and is also stronger than all the previous LLL-based constructions (since we can also take ǫ to be an arbitrary fixed constant and allow ∆(G) to vary freely).
The principal ingredients in the proof of Theorem 3 are the algorithm FindITorBD, a theorem of Aharoni, Berger, and Ziv [1] on PITs in weighted graphs, and an algorithmic version of the LLL from [30] . The overall proof of Theorem 3 has three phases, carried out in Sections 2-4. In the first phase, in Section 2, we develop an algorithm FindWeightPIT which gives an algorithmic version of the Aharoni, Berger, Ziv result for weighted PITs. This algorithm has two severe limitations: it only works for fixed b and it is only pseudo-polynomial-time, i.e. its runtime is polynomial in V (G) but exponential in the number of bits of precision used to specify w.
In the second phase, discussed in Section 3, we use the LLL to sparsify the graph. Given G partitioned into blocks of size b ≥ (2 + ǫ)∆(G), where ǫ is some fixed constant, this effectively reduces the blocksize b and the degree ∆(G) to constant values (depending on ǫ), at which point we can use FindWeightPIT. Unfortunately, there are a number of error terms that accumulate in this process, including concentration losses as well as quantization errors needed to handle the pseudo-polynomial FindWeightPIT algorithm. As a consequence, this process only gives an IT of weight (1 − λ)w(G)/b, where λ is some arbitrarily small constant.
In the third phase, carried out in Section 4, we overcome this limitation by "oversampling" the high-weight vertices, giving the final result of Theorem 3. For maximum generality, we analyse this in terms of a linear programming (LP) formulation of weighted PITs considered in [1] . This also gives an efficient version of an LP rounding result of [1] .
In Section 5, we demonstrate the use of Theorem 3 by providing algorithms for finding ITs which avoid a given set of vertices L as long as |L| ≤ min U ∈V |U |. Such additional restrictions are required in a number of constructions [31, 27] . Our algorithms for weighted independent ITs lead themselves almost immediately to efficient algorithms for such constructions. Notably, these constructions do not themselves overtly involve the use of weighted ITs.
In Section 6, we provide algorithms for strong colourings of graphs. For a positive integer k, we say that G is strongly k-colourable with respect to a vertex partition V if there is a proper vertex colouring of G with k colours so that no two vertices in the same block receive the same colour. If G is strongly k-colourable with respect to every vertex partition of V (G) into blocks of size at least k, we say that G is strongly k-colourable. The strong chromatic number of a graph G, denoted sχ(G), is the minimum k such that G is strongly k-colourable. This notion was introduced independently by Alon [2, 4] and Fellows [11] and has been widely studied [12, 29, 24, 8, 1, 28, 25, 27] .
The best general bound for the strong chromatic number in terms of the maximum degree ∆(G) that is currently known is sχ(G) ≤ 3∆(G) − 1, proved in [24] . (See also [25] for an asymptotically better bound.) In [1] , Aharoni, Berger, and Ziv give a simpler proof showing the bound sχ(G) ≤ 3∆(G). However, none of these results give an efficient algorithm for strong colouring. It is conjectured (see e.g. [1] ) that the correct general bound is sχ(G) ≤ 2∆(G), which would be best possible if true [32] .
Using the algorithm FindITorBD, an algorithm for strong colouring with 3∆(G) + 1 colours was given in [14] , but, as before, this algorithm is efficient only when ∆(G) is constant. In Section 6 we use Theorem 3 to give an efficient algorithm for strong colouring with (3 + ǫ)∆(G) colours for any fixed ǫ, with no restrictions on ∆(G).
There is a natural notion of fractional strong chromatic number (see Section 6.1), for which the corresponding fractional version of the above conjecture was proven in [1] . Again this proof is not algorithmic. We use Theorem 3 to give an algorithmic version of this result, with asymptotically the same upper bound.
Notation
Given a graph G = (V (G), E(G)) partitioned into blocks V and a vertex v ∈ V (G), we let V(v) denote the unique block U ∈ V with v ∈ U . We let N (v) denote the set of neighbours of v in G, i.e. the set of vertices u ∈ V (G) with uv ∈ E(G), and let n = |V (G)|.
For a weight function w : V (G) → R, we define |w| = v∈V (G) |w(v)|. For a vertex set U ⊆ V (G), we define w U = max u∈U w(U ). With a slight abuse of notation, if we have a vertex partition V on V (G), then for a vertex v ∈ V (G) we write w v = w V(v) , i.e. w v is the maximum weight of any vertex in the same block as v.
FindWeightPIT
Let us consider a graph G with a vertex partition V, and an integer-valued weight function w : V (G) → Z. The main building block for our algorithms is an algorithm FindWeightPIT to find a weighted PIT. This uses the main ideas from a construction of Aharoni, Berger, and Ziv in [1] , and includes FindITorBD as a subroutine. Here, b is a parameter whose role we will discuss later. Define W := {v ∈ V (G) : w v = w(v) > 0} and W := {U ∩ W : U ∈ V, w U > 0}. 
Recursively call M := FindWeightPIT(G; w ′ ; V).
9:
while there is some vertex
Choose such a vertex v arbitrarily.
12:
Update M ← (M ∪ {v}) \ {x ∈ M : V(x) = V(v)}.
13:
return M This leads to the following algorithmic result. In the next section, we will analyse FindWeightPIT to show that it satisfies Theorem 5.
Analysis of FindWeightPIT
When FindWeightPIT is applied to a graph G, weight function w, and blocks V, it will generate a series of recursive calls. All of these calls use the same graph G and same blocks V, but use different weight functions w ′ . Thus, to simplify our notation, we assume that the graph G and blocks V are fixed, along with a fixed value b such that ∆(G) < b 2 and |U | ≤ b for all blocks U ∈ V. Define ǫ = 1 8b 2 , which is the parameter used for FindITorBD, so ǫ is also a fixed parameter. Note that G is indeed r-claw-free (for any partition) for parameter r =
. Define the index of w to be Ind(w) = U ∈V max(0, w U ). Note that Ind(w) is a non-negative integer of size at most |w|. 
. Since w(v) = w v , this implies that
Thus w ′ U < w U for all U ∈ W. As B = ∅ and w U > 0 for U ∈ B, this implies
Lemma 7. FindWeightPIT terminates in time poly(n, |w|).
Proof. Recall that b is a fixed constant. By Proposition 6, each call generates a recursive subproblem with Ind(w ′ ) < Ind(w) strictly. Since Ind(w ′ ) ≥ 0, the total number of recursive subproblems is at most Ind(w) ≤ |w|. Each subproblem is on the same graph G and blocks V and some new weight function w ′ . In line 7, the entries of w ′ are changed by an additive factor of at most b 2 . There are at most |w| subproblems, so every resulting weight function w ′ has |w ′ (v) − w(v)| ≤ b|w| for all v. In particular, |w ′ | ≤ |w| + poly(|w|, n). Therefore, it suffices to show that the execution of FindWeightPIT, aside from the recursive call at line 8, runs in time poly(n, log |w|).
Most of the lines of FindWeightPIT are clearly poly(n) time and all the arithmetic operations on w can also be easily done in polylog(|w|) time. Note that G[W ] is also r-claw-free with respect to W and so (recalling that r and ǫ are defined in terms of b) FindITorBD runs in poly(n) time.
The only non-trivial thing to check is that the loop at line 10 terminates after poly(n) iterations. Each execution of line 12 moves a vertex of Y into M , and the vertex x of M that is removed (if any) is not in Y because Y is a PIT (and hence each block contains at most one element of Y ). Thus each iteration of the loop increases |Y ∩ M | by one, so it terminates after at most n iterations. When FindITorBD(G[W ]; W) returns a set B of blocks and a set D of vertices, FindWeightPIT is recursively applied to obtain a set M (line 8). By Lemma 6 and induction on the index, we know that M is a PIT with respect to W and hence also V.
The set M remains a partial transversal throughout the loop at line 10 because line 12 adds a vertex v ∈ Y \ M to M and removes the vertex x of M in the same block as v (if it exists).
To check that M is independent, note that each time M is modified in line 12, the new vertex
This shows that FindWeightPIT terminates quickly, and returns a PIT. It remains to show that the resulting PIT M has high weight. We first show a few preliminary results.
Proposition 9. The value of w ′ (M ) does not decrease during any iteration of the loop at line 10.
Proof. Let v be the vertex chosen in line 11, and let a = w v . By the definition of Y (line 9), we know that v ∈ W and that v has exactly one neighbour in D. Thus w(v) = a > 0 and
Since w is integer-valued, it must be that a ≥ 1 and
In line 12, we update M by adding v and removing the vertex set X = {x ∈ M : V(v) = V(x)}. We need to show that a − 1 ≥ w ′ (X). Since M is a PIT, we know that |X| ≤ 1.
Suppose that X = ∅. In this case, we immediately have w(X) = 0 ≤ a − 1. Suppose that X = {x} for x ∈ W . In this case, since
Since D dominates W B , this means that x has at least one neighbour in D, which implies that
Suppose finally that X = {x} for x / ∈ W . So w(x) < a. Since w is integer-valued, this implies that w(x) ≤ a − 1, and so w ′ (x) ≤ w(x) ≤ a − 1. Proof. Let Y be the set generated in line 9. Because of the termination condition of the loop at line 10, we know that that each vertex of v ∈ Y \ M has an edge to some vertex u ∈ M . Since Y ⊆ Leaf(K), we know that Y is independent and so u ∈ M \Y . This implies that there are at least
Putting these bounds together, we have
To complete the proof, we will show that |Y | > 1 − 1 16b (|B| − 1). To see this, note that
By Theorem 1, K is a constellation for some B 0 ⊇ B and thus | Leaf(K)| = |B 0 | − 1. Since Leaf(K) is a PIT, the set {v ∈ Leaf(K) : W(v) / ∈ B} has size at most |B 0 | − |B|. Each vertex in Leaf(K) has exactly one neighbour in K. Thus, if y ∈ Leaf(K) has more than one neighbour in D, then it has a neighbour in Recall ǫ = 1 8b 2 . Thus, we have
We are now ready to prove that the PIT returned by FindWeightPIT has the desired weight. Then we have
M ′ is an IT on the subgraph G[W ] with vertex partition W. The elements of W precisely correspond to the blocks U ∈ V such that w U > 0. Hence w(M ′ ) = U ∈V max(0, w U ). Thus M ′ , which is returned by FindWeightPIT, is a PIT of G of weight at least 
Finding an Independent Transversal
With a few preprocessing steps and quantization steps, we can use FindWeightPIT to find full ITs. We claim that T is in fact a full transversal. If not, then
On the other hand, we have
Thus T must be a full transversal. Since T is a full transversal, we have w(T ) = w ′ (T ) − m(m|w|). We have w ′ (T ) ≥ as desired.
The next lemma removes the runtime dependence on |w| in Proposition 12, at the cost of weakening the conclusion slightly. 
Note that the algorithm of Lemma 13 takes as input a real-valued weight function. To be more rigorous, the weight function should be discretized to some finite precision, and the algorithm would have some dependence on the number of bits of precision used. We ignore such numerical issues here and in the remainder of the paper for simplicity of exposition.
Degree Reduction
The next step in the proof is to remove the condition that b is constant. Our main tool for this is the LLL, in particular the constructive LLL algorithm of Moser and Tardos [30] . The basic idea will be to use the LLL for a "degree-splitting" algorithm: we reduce the degree, the block-size, and the total vertex weight of the graph G by a factor of approximately half. By iterating this log ∆(G) times, we scale down the original graph to a graph with constant degree, at which point we can apply Lemma 13 to find an IT.
Let us begin by reviewing the algorithm of Moser and Tardos. One additional feature of this algorithm is critical for our application to weighted ITs. The Moser-Tardos algorithm is a randomized process which terminates with probability one in some configuration X. This configuration X can be regarded as a random variable, and we refer to its distribution as the MT-distribution. This was first analysed in [16] , with additional bounds shown in [21] . One result of [21] , which we present in a simplified form, is the following.
Theorem 15 ([21]). Suppose that Ω, B satisfy the conditions of Theorem 14. Let E be an event in the probability space Ω which is a Boolean function of a subset of variables var(E). Suppose that there are r bad-events B ∈ B with the property that var(E) ∩ var(B) = ∅. Then the probability that event E holds in the MT-distribution is at most e epr Pr Ω (E).
Using the Moser-Tardos algorithm, we get the following degree-splitting algorithm.
Lemma 16. There is a randomized algorithm that takes as input a parameter∆ ≥ 5000, a graph G with blocks V of size b and ∆(G) ≤∆, and a weight function
has maximum degree at most∆ 2 + 10 ∆ log∆, and
. The expected runtime is poly(n). Proof. We will use Theorem 14 for this construction. The probability space Ω has a variable X U for each block U ∈ V; the distribution of X U is to select at random a subset U ′ ⊆ U of size exactly b ′ . For each vertex v, we have a bad-event B v that v has more than t =∆ 2 + 10 ∆ log∆ neighbours in V ′ = U ∈V X U .
We need to calculate the parameters p and d. Consider some vertex v and bad-event B v . This bad-event B v is affected by the choice of X V(u) for each neighbour u of v. Each choice of X U , in turn, affects B w for any vertex w with a neighbour in U . In total, B v can affect at most b∆(G) 2 other vertices. Hence b ≤ 3∆ and ∆(G) ≤∆ ensure that this is at most 3∆ 3 .
Next, we examine the probability of B v . If N (v) = {y 1 , . . . , y k }, then the degree of v in V ′ is the sum Y = k j=1 Y j , where Y j is the indicator that y j ∈ V ′ . It is not hard to see that the random variables Y j are negatively correlated, and that Y has mean µ = kb ′ b ≤∆ 2 +∆ b . Thus b ≥ 2∆ ensures that this is at mostμ =∆ +1 2 . We will apply Chernoff's bound (which applies to sums of negatively correlated random variables), to compute the probability that Y ≥ t. Note thatμ is an upper bound on the true mean µ of Y , and value t represents a multiplicative deviation of δ = One can easily verify that δ ∈ (0, 1) for∆ ≥ 5000, so we use the cruder Chernoff bound formula:
whereμ is an upper bound on µ. Here, simple analysis shows that for∆ ≥ 5000, we haveμδ 2 /3 ≥ 66 log∆, and so overall, the bad-event B v has probability at most∆ −66 . Thus p ≤∆ −66 and d ≤ 3∆ 3 , and so epd ≤ 1. By Theorem 14, then, the Moser-Tardos algorithm generates, in polynomial time, a configuration avoiding all such bad-events B v . By construction, the graph G ′ = G[V ′ ] is partitioned into blocks of size exactly b ′ and has maximum degree at most t =∆ 2 + 10 ∆ log∆.
It remains to analyse w(G ′ ). By Theorem 15, for any block U ∈ V and fixed set A ⊆ U , the probability of an event X U = A in the MT-distribution is at most e epr times its probability in the original probability space Ω, where r is the number of bad-events affecting event X U = A. The original sampling probability is 1/ b b ′ from the uniform distribution and we have already seen that the number of events affecting X U is at most r = 3∆ 3 . Thus,
Simple analysis shows that for∆ ≥ 5000, we have e e∆ −66 ×3∆ 3 ≤ 1 +∆ −11 . Therefore, we have
Summing over all blocks U ∈ V, and noting b ′ ≥ b/2, this gives
We can repeat this process until we get a configuration with the desired weight
, the number of repetitions of this process needed until this occurs is O(∆ 10 ) = poly(n). Each iteration of this procedure has expected runtime poly(n).
Lemma 17.
There is a randomized algorithm that takes as input parameters ǫ, λ ∈ (0, 1), a graph G partitioned into blocks V of size exactly b for some b ≥ (2 + ǫ)∆(G), and a weight function
For fixed ǫ and λ, the expected runtime is poly(n).
Proof. Let us define∆ = b 2+ǫ . Our strategy will to be repeatedly apply Lemma 16 for t = max 0, log 2∆
rounds, where C is a constant to be specified. This generates a series of graphs G i for i = 0, . . . , t. At the end of this process, we will finish by applying Lemma 13 to the graph G ′ = G t to get the desired IT M . We need to check that the preconditions are satisfied for every iteration of Lemma 16 and for the final application of Lemma 13.
As we apply Lemma 16, we ensure that each graph G i is partitioned into blocks of size exactly b i , and has maximum degree bounded by a certain parameter∆ i . Let us also define W i = w(G i ). The parameters b i ,∆ i , W i will be given initially by
and, assuming that the preconditions of Lemma 16 remained satisfied, thereafter by
).
Let us first estimate the values∆ i . It is clear that∆ i ≥∆2 −i and so, by our choice of t, we have that∆ i ≥∆ t ≥ C ǫ 3 λ 3 ≥ C for all i. For an upper bound, we claim that
Note that, as∆ i ≥∆2 −i ≥ C, this implies that for C sufficiently large, we havê
We show (1) by induction on i. The base case i = 0 is clear. For the induction step, we havê ∆ i+1 =∆ i 2 + 10 ∆ i log∆ i ; applying the induction hypothesis and using the bound (2) giveŝ
+ 10 2 1−i∆ log(2 1−i∆ )
Note that∆2 −i ≥ C, and so for C sufficiently large, this is at most∆2 −i−1 + (∆2 −i−1 ) 2/3 . In order to apply Lemma 16, we need to show that 2∆ i ≤ b i ≤ 3∆ i for i < t. This holds at i = 0 by definition of∆ 0 . To show that the upper bound is maintained, we have
Simple calculations show that this is less than 
which is positive for C > 1. This shows that b i > 2∆ i as needed. Since∆ i ≥ C for i ≤ t, by choosing C ≥ 5000 we also ensure that∆ i ≥ 5000 as needed. Thus, we can apply Lemma 16 for all t rounds, in poly(n) expected time.
Finally, let us check the preconditions of Lemma 13 applied to the graph G ′ with parameter η = λ/2. To show that b t > 2∆(G ′ ), we observe that ∆(G ′ ) ≤∆ t and we have already shown that b t > 2∆ t .
The bound (2) and the definition of t imply that∆ t ≤ 2 1−t∆ ≤ 4C ǫ 3 λ 3 , and we know that b t ≤ 3∆ t . So, for fixed ǫ, λ, and with our choice of η, the runtime of Lemma 13 is poly(n).
It remains to analyse the value w(G ′ ) = W t . For this, we have
Noting that∆ i ≥∆2 −i for each i, the sum here is bounded by 2 × (2 −t∆ ) −10 . By our choice of t, this is at most 2 × ( C ǫ 3 λ 3 ) −10 , which is at most λ/10 for C ≥ 2 and ǫ, λ < 1. Thus
Thus, applying Lemma 13 to graph G ′ with parameter η produces an IT M of weight
An LP for Weighted PITs
To finish the proof of Theorem 3, we need to remove the undesirable term 1 − λ from Lemma 17.
For maximum generality, we do this analysis in terms of an LP formulation of [1] . Given a graph G, vertex partition V, weight function w : V (G) → R, and a value δ ∈ R ≥0 , we define τ G,w,δ to be the largest objective function value to the following LP which we denote P G,δ .
A closely related LP changes the inequality v∈V i γ v ≤ 1 to an equality; we define τ * G,w,δ to be the largest objective function value to the following LP, which we denote P * G,δ .
If this LP is not feasible, we have P * G,δ = ∅ and we define τ * G,w,δ = −∞. Aharoni, Berger, and Ziv [1] proved the following.
Theorem 18 ([1]). For any weight function
In fact, the definition used in [1] is formulated in terms of the dual LP, but our definition will be more convenient algorithmically. In [1] it is shown how Theorem 18 generalizes [22, 23] (i.e. the non-algorithmic version of Corollary 2), and how it implies that every graph G is fractionally strongly 2∆(G)-colourable (see Section 6.1).
We get the following algorithmic version of Theorem 18 by an appropriate discretization and applying Lemma 17. 
Proposition 19. There is a randomized algorithm which takes as input parameters
For fixed δ and λ, the expected runtime is poly(n).
Proof. Let ǫ = 1 2 −δ. We form a new graph G ′ which is a blow-up of G by independent sets as follows:
We also define a weight function
Consider some vertex u ∈ V (G ′ ) with f (u) = v ∈ V (G). Since γ satisfies the LP, we have
Similarly, the size of each block U ′ = f −1 (U ) ∈ V ′ can be bounded as:
Let us form a new graph G ′′ by discarding the lowest-weight |U ′ | − t vertices in each block U ′ ∈ V ′ . In light of the above bounds, this is well-defined and causes the remaining blocks to have size exactly b = t. Also, since we are only discarding vertices, we have ∆(G ′′ ) ≤ ∆(G ′ ) ≤ n + tδ. 
Let λ ′ = λ/2, and apply Lemma 17 to the graph G ′′ with parameters ǫ ′ , λ ′ in place of ǫ, λ. This
Since the blocks U ′ ∈ V ′ had original size at most n + t, discarding the excess vertices from each block U ′ can only reduce the weight by a factor of n n+t , and so w ′ (G ′′ ) ≥ t n+t w ′ (G ′ ). We calculate
Thus, we have
By our choice of t, we have n/t ≤ λ/2, and so this is at least
For fixed δ and λ, we have t ≤ poly(n) and hence |V (G ′′ )| ≤ poly(n); furthermore, ǫ ′ , λ ′ are fixed if δ, λ are. So in this case the expected runtime is poly(n).
We finish by removing the undesired factor of 1 − λ. Proof. Let ǫ = 1 2 − δ. We begin by sorting the vertices in each block of non-increasing order of weight; the vertices in block U ∈ V are labeled as v U,1 , v U,2 , . . . , v U,t U with w(v U,1 ) ≥ w(v U,2 ) ≥ · · · ≥ w(v U,t U ). To simplify the notation, let us write w U,j as short-hand for w(v U,j ).
Next, we solve the LP to obtain a solution γ ∈ P * G,δ with v∈V (G) γ v w(v) = τ * G,w,δ . This takes poly(n) time since P * G,δ has poly(n) constraints. To simplify the notation, let us write γ U,j instead of γ v U,j for a vertex v U,j .
Since v∈U γ v = 1, each block U has a smallest index s U such that
Let us form a new graph G ′ by discarding from G all the vertices v U,j with j > s U in each block U ∈ V. Define now a new weight function w ′ :
(Because of the sorted order of the vertices, we have w ′ (v) ≥ 0 for each vertex v ∈ V (G ′ ))
We also define a vector γ ′ ∈ [0, 1] V (G ′ ) ; again, to simplify the notation we write γ ′ U,j instead of
Note that γ ′ U,s U ≥ 0 by definition of s U . Let us first observe that for all U, j it holds that
This is clear for j < s U . To see it holds for j = s U , we have
Next, we claim that γ ′ ∈ P * G ′ ,δ ′ where δ ′ = 
where note that we omit the summand j = s U since w ′ (v U,s U ) = 0. When δ is fixed, then so are δ ′ , λ ′ so this runs in expected poly(n) time.
Since M is an IT of G ′ , we thus have
Furthermore, since w U,j ≤ w U,s U for j > s U , this in turn is at least τ * G,w,δ .
As a simple corollary of this result, we obtain Theorem 3 (stated again here for convenience). 
and clearly v∈U γ v = 1 for each block U ∈ V. We thus have τ * G,w,δ ≥ v γ v w(v) = w(G)/b. Now apply Theorem 20 with parameter δ; note that if ǫ is fixed then so is δ.
This can also be used to show an analogue of Theorem 18:
Corollary 21. There is a randomized algorithm which takes as inputs a parameter δ ∈ (0, 1 2 ), a graph G with a vertex partition V and a weight function w : V (G) → R, and finds a PIT in G with weight at least τ G,w,δ . For fixed δ, the expected runtime is poly(n).
Proof. For each block U , add a dummy vertex x U which has no edges and has weight zero. Let G ′ be the resulting graph. Observe that any solution to P G,δ corresponds a solution to P * G ′ ,δ (we can simply set γ x U = 1 − v∈U γ v ). Thus, applying Theorem 20 to graph G ′ , we get an IT M ′ with weight τ * G ′ ,w,δ = τ G,w,δ . After removing the dummy vertices from M ′ , we get a PIT M of G with w(M ) = w(M ′ ) ≥ τ G,w,δ .
Independent Transversals with Vertex Restrictions
A number of combinatorial constructions use independent transversals, but require additional constraints on the vertices. One common type of restriction is that the IT must be disjoint to a given set L ⊆ V (G), for example, this is required in the construction of [31, 27] as well as our later applications to strong colouring. Some of the LLL-based constructions for ITs lend themselves to efficient algorithms which accomodate this restriction, sometimes with additional slack in the parameters [17] .
Using our results on weighted independent transversals, we can obtain the following crisp and efficient characterization of this as follows: We remark that Theorem 22 demonstrates the power of weighted independent transversals, even in contexts where there is no overt weight function. As a simple corollary of Theorem 22, we can also get ITs which include certain given vertices.
Corollary 23. There is a randomized algorithm which takes as inputs a parameter ǫ ∈ (0, 1), a graph G partitioned into blocks V of size at least (2 + ǫ)∆(G), and a pair of vertices
For fixed ǫ, the expected runtime is poly(n).
We note that a (non-constructive) version of Corollary 23 is required in the construction [27] ; they obtain this result directly from the (non-algorithmic) analogue of FindITorBD, without any reference to weighted ITs. By applying Corollary 23 with v 1 = v 2 , we get the following even simpler corollary:
Corollary 24. There is a randomized algorithm which takes as inputs a parameter ǫ ∈ (0, 1), a graph G partitioned into blocks of size at least (2 + ǫ)∆(G), and a vertex v ∈ V (G), and returns an IT M with v ∈ M . For fixed ǫ, the expected runtime is poly(n).
Strong Colouring
The proof in [1] that the strong chromatic number sχ(G) satisfies sχ(G) ≤ 3∆(G) uses a modification of the result of [22, 23] , that gives a sufficient condition for the existence of an IT containing a specified vertex. Using Corollary 24 for this instead, we obtain the following algorithmic result for strong colouring.
Corollary 25.
There is a randomized algorithm that takes as input a parameter ǫ ∈ (0, 1) and a graph G partitioned into blocks of size exactly b for some b ≥ (3 + ǫ)∆(G), and returns a strong b-colouring of G with respect to the given partition. For fixed ǫ, the expected runtime is poly(n).
Since the proof of Theorem 25 is essentially the same as that of [1] , here we just give a sketch. We begin with a partial strong b-colouring c of G with respect to the given vertex partition V, an uncoloured vertex v, and a colour α not used by c on the block V(v). Define a new graph G ′ by removing from each U ∈ V the vertices whose colour appears on the neighbourhood of the vertex w U in U coloured α (if it exists). This reduces the size of each class by at most ∆(G). Then we apply Corollary 24 to find an IT Y of G ′ containing v. As shown in [1] , the modification of c obtained by giving each y U ∈ Y ∩ U colour α, and each w U colour c(y U ), is a partial strong b-colouring that colours more vertices than c did (in particular it colours v). Hence in at most n such steps we construct a strong b-colouring of G.
Fractional Strong Colouring
Analogous to the connection between chromatic number and fractional chromatic number, there is a fractional version of strong colouring. By LP duality, this has two equivalent definitions for a graph G partitioned into blocks of size exactly b: If these conditions hold, we say that G has a fractional strong colouring with respect to V. We refer to the first property as the primal and the second property as the dual. Observe that if the function f in the dual form of strong chromatic number takes values in the range f (M ) ∈ {0, 1}, then f is a strong colouring with respect to the vertex partition.
Using Theorem 18, Aharoni, Berger, and Ziv [1] proved the fractional version of the strong colouring conjecture mentioned in Section 1.
Theorem 26 ([1]). Every graph G is fractionally strongly 2∆(G)-colourable.
While the primal and dual properties are equivalent from a combinatorial point of view, they are quite different algorithmically. Theorem 3 can be viewed as an algorithmic counterpart to the primal definition of fractional strong colouring. We next show the following algorithmic statement which is an approximate version of the dual form: We now prove Theorem 27, using the algorithm A * from Theorem 3.
Proof. Let α := Apply A * to (G; w i ; V) to obtain an IT M i with w i (M i ) ≥ w i (G) b .
5:
for all v ∈ V (G) do set
∈ M i .
6:
return M = {M 1 , . . . , M k } By Theorem 3, each iteration of this procedure runs in expected time poly(n), and the total number of iterations is k ≤ poly(n, 1/η).
Fix v ∈ V (G) and let j denote the number of distinct i with v ∈ M i . We need to verify that j is close to which is even stronger than our claim.
To show the upper bound on j, note the other b − 1 vertices in the block of v appear k − j times, which implies that one of these vertices appears at most (k − j)/(b − 1) times. But, we have already shown that each vertex appears at least k(1 − η/b)/b times, and so
which further implies
