A (finite or infinite) complete bipartite graph together with some end vertices all adjacent to a common vertex is called a complete bipartite graph with a horn. For any bipartite graph G, we show that G is the graph of a commutative semigroup with 0 if and only if it is one of the following graphs: star graph, two-star graph, complete bipartite graph, complete bipartite graph with a horn. We also prove that a zero-divisor graph is bipartite if and only if it contains no triangles. In addition, we give all corresponding zero-divisor semigroups of a class of complete bipartite graphs with a horn and determine which complete r -partite graphs with a horn have a corresponding semigroup for r ≥ 3.
Introduction
In [5] , Beck introduced and studied the zero-divisor graph of a commutative ring. Since then, the concept of zerodivisor graphs has been studied extensively by many authors, e.g. [1, 3, 4, [9] [10] [11] . Recently it has been extended to non-commutative rings in [2, 12] .
In [8] , DeMeyer, McKenzie and Schneider began the study of the zero-divisor graph of a commutative semigroup with 0. Let S be a commutative semigroup with 0 (0x = 0 for all x ∈ S) and Z (S) * be the set of nonzero zero-divisors of S. The zero-divisor graph of S, denoted by Γ (S), is an undirected graph with vertex set Z (S) * in which x and y are adjacent if and only if x y = 0 for distinct x, y ∈ Z (S) * . Some fundamental features and possible structures of Γ (S) were established in [8] . For example, Γ (S) is always connected with diameter at most 3. If Γ (S) contains a cycle, then its core is a union of triangles and rectangles. In particular, girth(Γ (S)) ≤ 4. In [14] , the authors studied the graph Γ (S), where the vertex set is Z (S) * , and for distinct elements x, y ∈ Z (S) * , there is an edge linking x and y in the case x Sy = 0. Note that Γ (S) is a subgraph of Γ (S). The graph Γ (S) was studied further and extended to a simplicial complex in [7] .
An r -partite graph is one whose vertex set can be partitioned into r subsets so that no edge has both ends in any same subset. A complete r -partite graph is an r -partite graph in which each vertex is adjacent to every vertex that is not in the same part. We are particularly interested in bipartite graphs because a zero-divisor graph Γ (S) is bipartite if and only if it contains no triangles (see Theorem 2.1). A natural question is: when is a bipartite graph a zero-divisor graph of a commutative ring or a commutative semigroup with 0? Note that every bipartite graph is complemented (see [4] for the definition). We obtain the following result by [4, Corollary 3.10, Remark 3.12, Theorem 3.14] and [1, Theorem 2.4]: Theorem 1.1. For a commutative ring R, Γ (R) is bipartite if and only if either Γ (R) is an infinite star graph or T (R) is one of the following rings:
− 2), where F, F 1 , F 2 are fields and T (R) is the total quotient ring of R.
We will show that a bipartite graph is the zero-divisor graph of a commutative semigroup with 0 if and only if it is one of the following graphs: star graph, two-star graph, complete bipartite graph, or complete bipartite graph with a horn (see Definition 2.9). In addition, we give all corresponding zero-divisor semigroups of a class of complete bipartite graphs with a horn and determine which complete r -partite graphs with a horn have a corresponding semigroup for r ≥ 3.
Throughout this paper, G will denote a simple graph (an undirected graph without loops and multiple edges) that is not necessarily finite. The core of G is the largest subgraph of G in which every edge is the edge of a cycle in G. Let x be a vertex of G. The neighborhood of x, denoted by N (x), is the set of vertices adjacent to x. The set N (x) ∪ {x} is denoted by N (x) and the cardinality of N (x) is denoted by deg(x). A vertex is called an end vertex if its degree is 1. Throughout this paper, S is a commutative semigroup with 0. A subset I of S is called an ideal of S if x S ⊆ I for any x ∈ I . Denote the set of zero-divisors of S by Z (S) and set Z (S) * = Z (S) \ {0}. Clearly, Z (S) is an ideal of S and Γ (S) ∼ = Γ (Z (S)). We call S a zero-divisor semigroup if S consists of zero-divisors, i.e., Z (S) = S.
Main results
We first give a characterization of a bipartite zero-divisor graph in terms of cycles. 
Proof. (⇒)
This direction follows immediately from the fact that any bipartite graph contains no cycles of odd length (cf. [6] ).
(⇐) If Γ (S) is not bipartite, then Γ (S) contains a cycle a 0 − a 1 − a 2 − · · · − a 2n − a 0 (denoted by A) of length 2n + 1 for some n ≥ 1. We claim that if n ≥ 2, then Γ (S) contains a cycle of length 2n 1 + 1 for some 1 ≤ n 1 < n. Case 1. Suppose there exists an edge joining a i and a j which is not in the cycle A. Without loss of generality, assume a 0 is adjacent to a k for some k = 1, k = 2n. Then one of the cycles a 0 −a 1 −· · ·−a k −a 0 or a k −a k+1 −· · ·−a 2n −a 0 −a k is of length 2n 1 + 1 for some n 1 < n. Case 2. Suppose that any edge joining a i and a j is in the cycle A. Set x = a 0 a 2 . Then x = 0 and x ∈ {a 0 , a 1 , . . . , a 2n } since x ∈ N (a 2n ) ∩ N (a 3 ) ∩ N (a 1 ). Thus we obtain a cycle a 2n − x − a 3 − a 4 − · · · − a 2n , whose length is 2(n − 1) + 1.
Thus our claim holds in both cases. By induction on n, Γ (S) contains a cycle of length 3, i.e., a triangle, a contradiction.
In what follows, we will determine which bipartite graphs can be realized as the zero-divisor graph of a semigroup with 0. We begin with the following lemma.
Lemma 2.2. Assume that Γ (S) is a bipartite graph with parts V
As an immediate consequence, we obtain the following result. Example 2.4. By Corollary 2.3, the graph in Fig. 1 is not the zero-divisor graph of a semigroup with 0.
Let G be a bipartite graph with parts Proof. If Γ (S) is complete bipartite, then there is nothing to prove. So we assume that Γ (S) is a non-complete bipartite graph and there exist a 1 ∈ V 1 and b 1 ∈ V 2 such that a 1 is not adjacent to b 1 . Assume without loss of generality that deg(a 1 ) = 1 by Lemma 2.2. Let a ∈ N (a 1 ). Then a ∈ V 2 is a full vertex by Lemma 2.5. Now assume that each vertex in V 1 is not full. Then N (y) V 2 for any y ∈ V 1 . If deg(y) = 1 for any y ∈ V 1 , then N (y) = {a} for any y ∈ V 1 and thus each vertex in V 2 \ {a} is an isolated vertex, a contradiction. Hence there exists y ∈ V 1 with 2 ≤ deg(y) and N (y) V 2 . Fix a vertex y 1 ∈ V 2 \ N (y). Then y 1 is not adjacent to y and so deg(y 1 ) = 1 by Lemma 2.2. It follows from Lemma 2.5 that the unique element in N (y 1 )( V 1 ) is full, a contradiction again.
We introduce some notions used throughout Sections 2 and 3. Let U and V be disjoint subsets of the vertex set of a graph. We use the notation U · · · V (resp. U -V ) to represent a (resp. the complete) bipartite subgraph with parts U and V . In particular, if s ∈ U , then the notation s-U represents that s is adjacent to every vertex in U and any two distinct vertices in U are not adjacent. Recall that a two-star graph is a graph G consisting of two star graphs with a bridge connecting the two sub-centers s and t, which can be drawn as follows:
where |U | ≥ 1, |V | ≥ 1. By [8, Theorem 1.3] , the two-star graphs and star graphs are the only possible zero-divisor graphs of semigroups that contain no cycles.
We call a simple graph G a generalized two-star graph if it can be drawn as shown in Fig. 3 . We also say that the vertices s, t are sub-centers of G. We easily see that a generalized two-star graph is obtained by adding to a two-star graph U -s-t-V some edges whose ends lie in U and V respectively and it is a bipartite graph with parts {s} ∪ V and {t} ∪ U . Proposition 2.7. If Γ (S) is a bipartite graph with each part containing more than one vertex, then Γ (S) is a generalized two-star graph as shown in Fig. 4. Here A, B , U, V, {s, t} are pairwise disjoint subsets of S.
Proof. By Proposition 2.6, we assume that s, t are full vertices from distinct parts of Γ (S). It is not hard to see that Γ (S) is a generalized two-star graph with s, t being two sub-centers. Set We observe in Proposition 2.7 that if one of A, B is nonempty, then so is the other. Definition 2.9. Let r be an integer with r ≥ 2. We call a complete r -partite graph, together with some end vertices all adjacent to a common vertex, a complete r -partite graph with a horn.
We see that the graph in Fig. 5 is a complete bipartite graph with a horn if U is nonempty (where U is a horn of the graph). Now we are ready to prove our main result. 
Open questions (1) How can one characterize the zero-divisor graphs which contain no rectangles? (2) Which (uniquely) complemented graphs can be realized as the zero-divisor graph of a semigroup with 0?
The corresponding zero-divisor semigroups of a class of complete bipartite graphs with a horn
In this section, we will determine zero-divisor semigroups whose zero-divisor graphs are as shown in Fig. 6 . This also illustrates how the binary operation in the proof of Theorem 2.10 is constructed.
Suppose that S = {0, s, t, a, b} ∪ U is a zero-divisor semigroup with Γ (S) as in Fig. 6 . We obtain the following facts for any u, v ∈ U .
= b since u(b 2 ) = (ub)b = sb = s for any u ∈ U , and this implies b 2 ∈ {0, a, t, s, } ∪ U by (4)- (6) .
By (4), (5), {0, a, t} is an ideal of S. We assume that at = a without loss of generality. In this case, at 2 = (at)t = at = a. Thus t 2 is not 0. Also, if t 2 = a, then a 2 = a(t 2 ) = (at)t = at = a. Hence we have four possible multiplication tables on {0, a, t}, which we shall refer to as tables 1, 2, 3 and 4.
For later convenience, we introduce the following notation. We say that a commutative binary operation on S satisfies:
(2) Condition (C1) if it satisfies table 1, condition ( * ) and that ut = a, ua = a, uv ∈ {a, t} for any u, v ∈ U . (3) Condition (C2) if it satisfies table 2, condition ( * ) and that ut = t, ua = a, uv = t for any u, v ∈ U . (4) Condition (C3) if it satisfies table 3, condition ( * ) and that for any u, v ∈ U , ua = a, ut ∈ {a, t}, and satisfies table 4 , condition ( * ) and that for any u, v ∈ U , {ua, ut} = {a, t}, and uv = t if ua = va a otherwise.
Using an argument similar to the proof of Theorem 2.10, one can check that S with an operation satisfying one of the conditions (C1), (C2), (C3), (C4) is a zero-divisor semigroup with Γ (S) as in Fig. 6 . Now, we show that if Γ (S) = G, then the operation in S satisfies one of the conditions (C1), (C2), (C3), (C4).
Assume table 1 holds. Let u, v ∈ U . If ut = t, then t = (ut)u = (u 2 )t = a, a contradiction. So ut = a. If ua = t, then t = ua = u(at) = t 2 = a, a contradiction. So ua = a. Hence if table 1 holds, then (C1) holds. Assume table 2 holds. Let u, v ∈ U . If ut = a, then 0 = a 2 = (ut)a = u(ta) = ua ∈ {a, t} by (5), a contradiction. So ut = t. If ua = t, then 0 = ua 2 = at = a, a contradiction. So ua = a. If uv = a, then 0 = uva = u(va) = a, a contradiction. So uv = t. Hence if table 2 holds, then (C2) holds.
Assume table 3 holds. Let u, v ∈ U . If ua = t, then a = ta = (ua)a = ua 2 = ua = t, a contradiction. So ua = a. Assume ut = a. If uv = t, then a = va = v(ut) = (uv)t = t 2 = t, a contradiction. So uv = a for any v ∈ U . Assume ut = t, vt = t. If uv = a, then t = u(tv) = uvt = at = a, a contradiction. So uv = t. Hence if table 3 holds, then (C3) holds.
Assume table 4 holds. Let u, v ∈ U . If ua = a, then ut = ua 2 = a 2 = t. If ua = t, then ut = ua 2 = at = a. It follows that {ua, ut} = {a, t}. If ua = va = a, then uva = ua = a, implying uv = t. If ua = va = t, then uva = ut = a, implying uv = t. If ua = a, va = t, then uva = ut = t, implying uv = a. So uv = t if ua = va, and uv = a if ua = va. Hence if table 4 holds, then (C4) holds. Now, we have given all zero-divisor semigroups whose zero-divisor graph is the graph in Fig. 6 .
Proposition 3.1. Let G be the graph in Fig. 6 and assume that S = {0} ∪ V (G). Then Γ (S) = G if and only if the commutative binary operation in S satisfies one of the conditions (C1), (C2), (C3), (C4).
In particular, we obtain the following corollary.
Corollary 3.2. If U = {u}, then the graph in Fig. 6 has the following seven corresponding zero-divisor semigroups:
4. Complete r-partite graphs with a horn for r ≥ 3
By Theorem 2.10, every complete 2-partite graph with a horn is the graph of a semigroup with 0. In this section, we will determine which complete r -partite graphs with a horn have a corresponding semigroup for r ≥ 3. Proposition 4.1. Let G be a complete r -partite graph with a horn for some r ≥ 3. If at least one part of the complete r -partite subgraph of G contains exactly one vertex, then G has a corresponding semigroup with 0.
Proof. Let G = (∪ r i=1 A i ) ∪ U be a complete r -partite graph with parts A i , a horn U and each vertex in U adjacent to s ∈ A 1 . Assume that at least one of {A 1 , A 2 , . . . , A r } contains exactly one vertex. Set S = {0} ∪ V (G). Case 1. Suppose |A 1 | = 1, i.e., A 1 = {s}. Fix elements a i ∈ A i for all i ≥ 2 and fix an element u in U . Define in S a commutative binary operation by the following:
For any v ∈ U , define
Then it follows from an argument similar to the proof of Theorem 2.10 that S is a commutative semigroup whose zero-divisor graph Γ (S) = G. Case 2. Suppose |A 1 | > 1. Set B = A 1 \ {s}. Assume without loss of generality that |A 2 | = 1. Fix elements a i ∈ A i for all i ≥ 2 and fix an element u in U . Note that A 2 = {a 2 }. Define in S a commutative binary operation by the following:
Then it follows from an argument similar to the proof of Theorem 2.10 that S is a commutative semigroup whose zero-divisor graph Γ (S) = G.
In the following we prove a negative result. Proposition 4.2. Let G be any complete r -partite graph with at least one horn for some r ≥ 3. If each part of the complete r -partite subgraph contains more than one vertex, then G has no corresponding semigroups with 0.
Proof. By [13, Corollary 2.3], we need only prove the case when G is any complete r -partite graph with one horn.
Let G = (∪ r i=1 A i ) ∪ U be a complete r -partite graph with a horn U and parts A i , where r ≥ 3, U = ∅, each vertex in U is adjacent to s ∈ A 1 and |A i | ≥ 2 for all i. Assume that on the contrary there is a zero-divisor semigroup S such that Γ (S) = G. Fix a 0 ∈ A 1 \ {s} and u 0 ∈ U . Since u 0 a 0 b = u 0 (a 0 b) = 0 for any b ∈ A 2 and |A 2 | ≥ 2, we obtain u 0 a 0 ∈ A 2 and u 0 a 0 ∈ U . Similarly, u 0 a 0 ∈ A i for any i ≥ 2. In view of u 0 a 0 s = 0, u 0 a 0 ∈ A 1 \ {s}. It follows that u 0 a 0 = s and so (u 0 ) 2 a 0 = u 0 (u 0 a 0 ) = 0. Hence either (u 0 ) 2 = 0 or (u 0 ) 2 ∈ A k for some k ≥ 2. Fix l ∈ {1, 2, . . . , r } \ {k} and let c ∈ A l . In a similar way as in proving u 0 a 0 = s, we obtain u 0 c ∈ A l and so (u 0 ) 2 c ∈ A l . However, either (u 0 ) 2 = 0 or (u 0 ) 2 ∈ A k , a contradiction.
Combining Propositions 4.1 and 4.2, we obtain the following result. Theorem 4.3. . Let G be any complete r -partite graph with a horn for some r ≥ 3. Then G has a corresponding semigroup if and only if at least one part of the complete r -partite subgraph contains exactly one vertex.
