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Abstract
Principal component analysis (PCA) is one of the most widely used data mining techniques in sciences and applied to a wide type
of datasets (e.g. sensory, instrumental methods, chemical data). However, several questions and doubts on how to interpret and
report the results are still asked every day from students and researchers. This brief communication is inspired in relation to those
questions asked by colleagues and students. Please note that this article is a focus on the practical aspects, use and interpretation of
the PCA to analyse multiple or varied data sets. In summary, the application of the PCA provides with twomain elements, namely
the scores and loadings. The scores provide with a location of the sample where the loadings indicate which variables are themost
important to explain the trends in the grouping of samples.
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Introduction
The application or use of multivariate data analysis often starts
out with data involving a substantial number of correlated
variables (e.g. wavelengths, retention times, peaks, sensory
scores) where different algorithms and techniques are used
to analyse and interpret such types of data sets (Brereton
2000, 2008, 2015; Cozzolino et al. 2009, 2011; Esbensen
2002; Martens and Martens 2001; Munck et al. 1998;
Mutihac and Mutihac 2008; Naes et al. 2002; Otto 1999;
Skov et al. 2014; Bro and Smilde 2014; Kumar et al. 2014).
Thus, principal component analysis (PCA) appears to be one
of the most frequently usedmultivariate data analysis methods
in exploratory data analysis and data mining (Brereton 2000,
2008; Cozzolino et al. 2009, 2011; Esbensen 2002; Martens
and Martens 2001; Munck et al. 1998; Naes et al. 2002; Otto
1999; Skov et al. 2014; Bro and Smilde 2014).
The PCA method aims to extract the main orthogonal con-
tributors (principal components) which explain most of the
variance of the data matrix analysed (Brereton 2000, 2008;
Cozzolino et al. 2009, 2011; Esbensen 2002; Martens and
Martens 2001; Munck et al. 1998; Naes et al. 2002; Otto
1999; Skov et al. 2014; Bro and Smilde 2014; Bevilacqua
et al. 2014). Depending on the software or application, the
rotated variables can be also quantitatively interpreted as pos-
sible sources of variation (Brereton 2000, 2008; Cozzolino
et al. 2009, 2011; Esbensen 2002; Martens and Martens
2001; Munck et al. 1998; Naes et al. 2002; Otto 1999; Skov
et al. 2014; Bro and Smilde 2014).
The PCA is also considered a dimension-reduction tech-
nique that can be used to reduce a large set of variables to a
small set that still contains most of the information derived
from the original set of variables used to analyse the sample
(Brereton 2000, 2008; Cozzolino et al. 2009, 2011; Esbensen
2002; Martens and Martens 2001; Munck et al. 1998; Naes
et al. 2002; Otto 1999; Skov et al. 2014; Bro and Smilde
2014). In this way, complex data sets can be easily analysed.
Some authors also highlighted that the interpretability of PCA
can be enhanced by the so-called VARIMAX rotation, a var-
iation of coordinates that maximises the sum of the variance of
the loading vectors (Brereton 2000, 2008; Cozzolino et al.
2009, 2011; Esbensen 2002; Martens and Martens 2001;
Munck et al. 1998; Naes et al. 2002; Otto 1999; Skov et al.
2014; Bro and Smilde 2014). In general terms, the PCA re-
duces the information which originated from a larger number
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of variables to a smaller number of factors or components.
These factors or components are defined as “non-dependent”
(e.g. orthogonal) (Brereton 2000, 2008; Cozzolino et al. 2009,
2011; Esbensen 2002; Martens and Martens 2001; Munck
et al. 1998; Naes et al. 2002; Otto 1999; Skov et al. 2014;
Bro and Smilde 2014).
This brief communication is inspired by those questions
raised by colleagues and students about the use, interpretation
and reporting of the results derived from the use of the PCA.
Please note that this article is a focus on the practical aspects of
the use and interpretation of the PCA to analyse different types
of data sets (e.g. sensory, instrumental data).
A Theoretical Framework
The principal component analysis (PCA) is used as a tool
able to provide with an overview of the complexity and
interrelationships that exist in multivariate data sets (Bro
and Smilde 2014). This method is generally used for re-
vealing relations between variables and between samples
(e.g. patterns), detecting outliers, finding and quantifying
patterns and trends, extracting and compressing multivari-
ate data sets, among other applications (Naes et al. 2002;
Brereton 2008, 2015; Cozzolino 2012; Bro and Smilde
2014). Although this technique is extensively used and
reported by several authors in many applications, the
PCA cannot be considered as a classification method
(Brereton 2009, 2015; Bro and Smilde 2014). It is impor-
tant to highlight this point as many papers and reports in
the literature stated the PCA as a classification technique
(Naes et al. 2002; Brereton 2009, 2015; Cozzolino 2012;
Bro and Smilde 2014).
The PCA employs a mathematical procedure that
transforms a set of possibly correlated response variables
into a new set of non-correlated variables, called princi-
pal components (Bro and Smilde 2014). The PCA can be
performed on either a data matrix or a correlation matrix
depending on the type of variables being measured (Naes
et al. 2002; Bro and Smilde 2014). However, in a case
where the original variables are nearly non-correlated,
nothing can be gained by using a PCA analysis compar-
ing with the use of classical statistics methods. Bro and
Smilde (2014) provided with a compressive tutorial on
the use of the PCA as well as discussing some other
practical aspects on the implementation of the PCA
(e.g. validation, pre-processing, the definition of the op-
timal number of components, data interpretation, and
outlier detection) that are beyond the objective of this
communication (Bro and Smilde 2014; Brereton 2009,
2015). Figure 1 illustrates a schematic representation of
how the PCA works adapted from the literature (Bro and
Smilde 2014; Brereton 2009, 2015).
How Does It Work?
As defined in the previous section, the PCA is a dimension-
reduction tool that can be used to condense a large set of
variables to a small set that still contains most of the informa-
tion in the large set (Brereton 2000, 2008; Cozzolino et al.
2009, 2011; Esbensen 2002; Martens and Martens 2001;
Munck et al. 1998; Naes et al. 2002; Otto 1999; Skov et al.
2014; Bro and Smilde 2014). However, there is no guarantee
that the dimensions are always interpretable. Therefore, other
statistical methods should be evaluated depending of the type
and structure of the data set.
The results of a PCA are usually interpreted in terms of
component, sometimes called factors (the transformed vari-
able values corresponding to a data point), scores (original
samples) and loadings (the original variables) (Brereton
2000, 2008; Cozzolino et al. 2009, 2011; Esbensen 2002;
Martens and Martens 2001; Munck et al. 1998; Naes et al.
2002; Otto 1999; Skov et al. 2014; Bro and Smilde 2014).
Figure 2 presents with a simple case study of the use of the
PCA. In this example, beer samples sourced from three differ-
ent regions were analysed using the UV-VIS spectroscopy.
The data set containing the samples with their corresponding
UV-VIS spectra was analysed using the PCA. The first three
principal components defined by the model are presented in a
diagram (Fig. 2a).
In this example, the score plot involves the projection of the
data (beer samples from three regions) into the principal com-
ponents (PCs) (three components) (Fig. 2a) (Brereton 2000,
2008; Cozzolino et al. 2009, 2011; Esbensen 2002; Martens
and Martens 2001; Munck et al. 1998; Naes et al. 2002; Otto
1999; Skov et al. 2014; Bro and Smilde 2014). The score plot
contains dot points that represent the original samples (the
beer samples from the three regions analysed using the UV-
VIS spectroscopy) projected into the selected PCs. Please note
that an outlier sample was also added (see red dot).
The loadings (UV-VIS wavelengths) are used to identify
which regions in the data set (variables = wavelengths) have
the largest effect on each component that contributed to the
separation between thee beer samples sourced from the differ-
ent regions (Fig. 2b). It is well known that loadings can range
from − 1 to 1 where loadings close to − 1 or 1 indicated that
such variable strongly influences that principal component.
On the other hand, loadings close to zero indicated that the
variable has a weak influence on that principal component
(Brereton 2000, 2008; Cozzolino et al. 2009, 2011;
Esbensen 2002; Martens and Martens 2001; Munck et al.
1998; Naes et al. 2002; Otto 1999; Skov et al. 2014; Bro
and Smilde 2014).
In summary, the loadings are the weights derived from the
original variables; therefore, if you have analysed the sample
using GC-MS, the loadings are the retention times; while if
infrared spectroscopywas used, the loadings will represent the
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wavelengths or frequencies, etc. Please note that if the vari-
ables are pre-processed (e.g. bias correction, standardisation,
derivatives, smoothing), this will be reflected in the shape of
the loadings.
One of the main objectives of the PCA is also to define the
optimal weights. Where “optimal” means if the model can
capture as much information in the original variables as pos-
sible, based on the correlations among those variables. If all
the variables in a component are positively correlated with
each other, all the loadings will be positive. Nevertheless, if
there are some negative correlations among the variables,
some of the loadings will be negative too (Brereton 2000,
2008; Cozzolino et al. 2009, 2011; Esbensen 2002; Martens
and Martens 2001; Munck et al. 1998; Naes et al. 2002; Otto
1999; Skov et al. 2014; Bro and Smilde 2014).
Validation
Previous reports and reviews highlighted the importance of
validation when multivariate data analysis methods and tech-
niques are used (Badertscher and Pretsch 2006; Berrueta et al.
2007; Brereton 2006, 2009, 2015; Westad and Marini 2015;
Doyle et al. 2016). In all the applications of multivariate data
analysis (including the PCA), the validation of any given
model requires that an independent set of samples must be
Fig. 2 Example of the application of PCA to a UV-VIS analysis of beer samples sourced from three regions. (a) Score plot. (b) Loadings
Fig. 1 Schematic representation of principal component analysis
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used to test the ability of the model to predict a set of unknown
samples (Badertscher and Pretsch 2006; Berrueta et al. 2007;
Brereton 2006, 2015; Westad and Marini 2015). Although,
using an external data set cannot be achieved in some of the
real-life situations due to different issues (e.g. cost of the anal-
ysis, number of samples available), cross-validation has been
suggested as the most widely method to overcome some of
these issues. Several authors have also improved this impor-
tant step using or combining other pre-processing techniques
such as K-fold and repeated K-fold cross validation (leave one
out, random, etc.), jack-knife, among other techniques
(Hawkins 2004; Kjeldhal and Bro 2010; Berrueta et al.
2007; Gonzalez 2007; Westad and Marini 2015).
Reporting PCA Results
Table 1 provides some of the minimal information required to
report the results derived from the PCA. Please note that this is
just a recommendation, and some of the information available
will depend on the type of analysis and software used.
However, as minimum in any scientific publication, the score
plot (including the amount of variance explained by each PC)
and the loadings must be reported and interpreted. In addition,
any comment or discussion about outliers, number of principal
components and pre-processing (e.g. instrumental methods)
should be also added into the discussion and interpretation
of the PCA.
Take Home Message
An increasing number of publications and reports in food
sciences are targeting issues related to authenticity, contami-
nation, fraud, origin and traceability of foods, as well as the
increase use of instrumental methods (e.g. GC-MS, HPLC,
electronic noses and tongues, sensors, sensory data) indicated
that the PCA is the most widely used method in data mining
and interpretation. In summary, the application of the PCA
provides with two main elements—the scores and loadings.
The scores provide with a location of the sample where the
loadings indicated which variables are important to explain
the trends in the grouping of samples.
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