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We calculate the electronic structure and exchange interactions in a copper(II)phthalocyanine
(Cu(II)Pc) crystal as a one-dimensional molecular chain using hybrid exchange density functional
theory (DFT). In addition, the intermolecular exchange interactions are also calculated in a molec-
ular dimer using Green's function perturbation theory (GFPT) to illustrate the underlying physics.
We nd that the exchange interactions depend strongly on the stacking angle, but weakly on the
sliding angle (dened in the text). The hybrid DFT calculations also provide an insight into the elec-
tronic structure of the Cu(II)Pc molecular chain and demonstrate that on-site electron correlations
have a signicant eect on the nature of the ground state, the band gap and magnetic excitations.
The exchange interactions predicted by our DFT calculations and GFPT calculations agree qual-
itatively with the recent experimental results on newly found -Cu(II)Pc and the previous results
for the - and -phases. This work provides a reliable theoretical basis for the further application
of Cu(II)Pc to molecular spintronics and organic-based quantum information processing.
PACS numbers: 75.50.Xx,71.15.Mb,71.70.Gm
I. INTRODUCTION
Magnetic organic materials [1{5] combining optical
and magnetic functionality are promising candidates for
novel spintronical devices [5{8] and quantum informa-
tion processing (QIP) [9, 10]. The electronic structure of
magnetic organic materials is also of fundamental inter-
est and underlies both their magnetic and optical proper-
ties. The exchange interactions between molecular units
largely determine the Neel temperature (TN) or Curie
temperature (TC) for the transition from paramagnetic
to ordered anti-ferromagnetic (AFM) or ferromagnetic
(FM) phases. The theoretical prediction of the band gap
of materials is particularly important for the understand-
ing of optical properties.
Transition-metal phthalocyanines (TMPcs) are well
known organic semiconductors [11] that can carry ions
with unpaired electron spins in their molecular centres,
e.g., copper(II)phthalocyanine (Cu(II)Pc, spin-12 ). In
previous work we have reported the electronic structure
of the Cu(II)Pc molecule and the variation of exchange
interactions as a function of the molecular stacking angle
in a molecular dimer [10, 12]. The calculations of the elec-
tronic structure of particular crystalline polymorphs of
Cu(II)Pc have previously been reported by several groups
[13{16]. However, in these works the spin structure of
the material was not considered in detail, and there was
no attempt to calculate the exchange interaction between
copper spins; indeed, in [15] the spin nature of the ground
state found is not explained and a non-spin-resolved band
structure is presented. In ref.[16] it was found that the
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highest occupied state is of b1g symmetry and derived
from a Cu d-state based on pure DFT. Using a DFT+U
treatment of the local correlations at the Cu site, the
band gap was computed to be 1.5 eV and the splitting
between the majority and minority spin states of the Cu
was 2 eV [16].
The dominant exchange interactions occur within
molecular chains along the stacking axis. The stacking
angle and the sliding angle (dened in xIII) together
determine the stacking axis. The magnetic interactions
between chains are very weak and presumably dipolar
in origin, owing to the large distance (> 10 A) between
copper atoms in the neighbouring chains. The dominant
exchange interactions in a Cu(II)Pc crystal may therefore
be modeled using a one-dimensional molecular chain.
Recently a new stable form of Cu(II)Pc was reported,
known as the -phase [10] and possessing a wire-like mor-
phology. Unlike the previously known  and  phases,
the -phase Cu(II)Pc displays a sliding angle signicantly
dierent from the plus phase and the cross phase as de-
ned in ref.[12], implying the eect of the sliding angle as
a structural parameter needs to be carefully considered.
The possibility of the variation of the sliding angle opens
up a very wide range of potential structures that can be
prepared with comparable stability; indeed, many such
structures are already known but their magnetic proper-
ties are not yet determined [17, 18]. Our aim in this paper
is to assess systematically the importance of sliding an-
gle for the magnetic interactions, and in doing so to pro-
vide a theoretical reference for the geometries, electronic
structure, and magnetic properties of new morphologies
of Cu(II)Pc (and possibly other transition metal phthalo-
cyanines), which could be found in future experiments.
We have therefore modeled the Cu(II)Pc one-dimensional
chain for a wide range of stacking and sliding angles.
2Compared with our previous paper [12] we extend our
modeling to a larger geometrical parameter space and
extend the dimer model to a one-dimensional molecular
chain with periodic boundary conditions | thereby iso-
lating the important intra-chain magnetic interactions.
The investigation of the Cu(II)Pc one-dimensional
chain falls into four parts. In xII we give the details of
the computational methods and software. In xIII we de-
scribe the important geometrical parameters, and in par-
ticular dene the stacking and sliding angles. In xIV we
present the exchange interactions calculated by density
functional theory (DFT) and Green's function perturba-
tion theory (GFPT), describe the electronic structure of
the -phase of Cu(II)Pc as a typical example, and dis-
cuss these results. Finally in xV we draw more general
conclusions.
II. COMPUTATIONAL DETAILS
We carry out calculations for the Cu(II)Pc single
molecule with a 6-31G basis set [19] in the Gaussian
03 code [20]. The total energies of molecular periodic
chains were also calculated using DFT as implemented
in the CRYSTAL 06 code [21]. The 6-31G basis set is
designed for use in molecular studies and is inadequate
to describe atomic orbitals of the copper atoms in the
molecular crystal environment. In order to improve the
description, we use a 6-311G Gaussian basis set to de-
scribe the atomic orbitals of the copper atoms. The outer
d-shell gaussian function of each copper atom, with ex-
ponent 0.67 a 20 , is supplemented by a diusion gaussian
function with an exponent at 0.27 a 20 which is between
one third and one half of the outer exponent. This suc-
cessfully enhances the basis set while avoiding pseudo
linear dependence. We use the standard molecular 6-
31G basis set for other elements. The Monkhorst-Pack
sampling [22] of reciprocal space is carried out choosing
a grid of shrinking factor equal to eight. The trunca-
tion of the Coulomb and exchange series in direct space
is controlled by setting the Gaussian overlap tolerance
criteria to 10 6; 10 6; 10 6; 10 6, and 10 12 [21]. The
self-consistent eld (SCF) procedure is converged to a
tolerance of 10 6 a.u. per unit cell (p.u.c). To acceler-
ate convergence of the SCF process, all calculations have
been performed adopting a linear mixing of Fock matri-
ces by 30 percent.
Electronic exchange and correlation are described us-
ing the B3LYP hybrid functional [23]. The advan-
tages of B3LYP include a partial elimination of the self-
interaction error and balancing the tendencies to delo-
calize and localize wave-functions by mixing Fock ex-
change with that from a generalized gradient approxi-
mation (GGA) exchange functional [23]. The broken-
symmetry method [24] is used to localize opposite elec-
tron spins on each molecule in order to describe the AFM
state. The exchange coupling, J in the one-dimensional
Heisenberg spin chain [25] is dened here as,
H^ = 2J
X
i
~^Si  ~^Si+1; (1)
and determined by
J = (EFM   EAFM)=2; (2)
where EAFM and EFM are the total energies of a super-
cell containing two molecules in which the spin cong-
urations are anti-aligned and aligned respectively. DFT
total-energy calculations have some intrinsic disadvan-
tages for computing exchange interactions, e.g., a com-
parison between two very large numbers to get a small
exchange splitting in an all-electron local basis set for-
malism. However, the performance of B3LYP as imple-
mented in CRYSTAL has previously been shown to pro-
vide an accurate description of the electronic structure
and magnetic properties for both inorganic and organic
compounds [12, 26{28].
In addition to total energy calculations we use GFPT
to compute exchange interaction in a Cu(II)Pc dimer
in order to have a qualitative picture of the interaction
mechanism. This has the advantage of avoiding the cal-
culation of very small dierences between large energies,
at the cost of assuming a particular model for the ex-
change interaction. We adopt the formalism of indirect
exchange in a perturbative way as described in the previ-
ous work [12]. Here we use Gaussian 03 to compute the
single-molecule electronic structure and the core Hamil-
tonian of a molecular dimer. The perturbative approxi-
mation to the exchange interaction is then computed as,
J = A(text
h
x + t
e
yt
h
y); (3)
where tex;y (t
h
x;y) is the electron (hole) hopping through
the lowest unoccupied (highest occupied) egx and egy or-
bitals, and A is an intra-molecular parameter propor-
tional to
J2p
U3 where Jp is the two-electron integral respon-
sible for spin-polarization of ring states by the Cu spin,
and U is the on-site Coulomb interaction. The magnitude
of A is irrelevant if we are only interested in the trend of
the exchange interaction in the variation of the geometry.
In our perturbation theory calculations we therefore only
compute the hopping integrals in eq.(3).
The three models adopted here (DFT calculations of a
molecular dimer [12] and of a one-dimensional molecular
chain, and GFPT calculations for a molecular dimer) pro-
vide complementary information about exchange inter-
actions. The rst two are used to analyze the electronic
structure and to obtain a quantitative description of ex-
change interactions while the third reveals most clearly
the physical mechanism responsible for the exchange in-
teractions.
III. MOLECULAR GEOMETRY
The intra-molecular coordinates were determined by
the optimization of an isolated Cu(II)Pc molecule. TMPc
3crystals are known to consist of parallel molecular planes
along the stacking axis connecting copper atoms. In all
our calculations we therefore assume that each molecule
is in the same orientation as its neighbours along the
molecular chain, with a constant inter-plane separation
d. Let ~^r be the projection into the molecular plane of the
vector joining the central Cu atoms of the two molecules.
Then we dene the stacking angle  as the angle between
the molecular plane and the stacking axis connecting the
copper atoms, and the sliding angle  as the angle be-
tween ~^r and the X axis as shown in Fig.1. The X and Y
axes are dened within a given molecular plane. Various
crystal structures can therefore be generated by vary-
ing the inter-plane distance d, the stacking angle , and
the sliding angle  . These two angles are related to the
cartesian coordinates X and Y as X = d cot cos and
Y = d cot sin (Fig.1).
It would be necessary to have a reliable description of
Van der Waals forces to calculate the inter-plane distance
d from rst principles. However, widely used exchange-
correlation functionals, including B3LYP, do not describe
Van der Waals forces reliably. In the following calcula-
tions the inter-plane distance d is xed at the experi-
mentally determined value of 3:42 A, obtained by X-ray
diraction (XRD) of Cu(II)Pc thin lms [10, 29]. Cal-
culations have been performed for stacking angles from
20 to 90 and sliding angles from 0 to 45 with 5 in-
crements exploiting the D4h symmetry of the Cu(II)Pc
molecule. So far three phases of Cu(II)Pc molecular crys-
tals have received extensive experimental study: the -
phase with stacking angle  ' 63 and sliding angle
 ' 7, the -phase with stacking angle  ' 45 and
sliding angle  ' 43, and the -phase with stacking
angle  ' 63 and sliding angle  ' 27 [10].
FIG. 1: (Color online.) Two neighboring Cu(II)Pc molecules
from a side view and a top view to illustrate important geo-
metrical parameters in the crystal structure. The atoms are
color-coded, i.e., copper in red, carbon in grey, nitrogen in
blue, and hydrogen in white. The inter-plane distance is la-
beled as d, the stacking angle , and the sliding angle  . The
stacking axis is indicated by a black arrow connecting copper
atoms. The vector ~r, and the X and Y axes are used to dene
the sliding angle, i.e., cos = ~^r  ~^X.
IV. RESULTS AND DISCUSSIONS
A. DFT calculations
In Fig.(2) the exchange interaction calculated using
DFT in a one-dimensional Cu(II)Pc chain is shown as a
function of X and Y . The exchange interaction depends
strongly on stacking angle (distance from the centre of
the plot) but weakly on sliding angle. The exchange in-
teraction increases with the stacking angle in the chosen
angular region and peaks with a value of 4:78 K at a
stacking angle of 90.
FIG. 2: (Color online.) The exchange interaction calculated
using DFT as a function of the cartesian coordinatesX and Y .
Notice that exchange interactions strongly depend on stacking
angles (and hence on the distance from the centre of the plot),
but weakly on sliding angles, and peak at a stacking angle of
90 with 4:78 K.
The exchange interactions at the experimentally ob-
served geometries [10] are JDFT = 1:30 K, J
DFT
 =
0:14 K, and JDFT = 1:26 K. These results are in qualita-
tive agreement with magnetic measurements using super-
conducting quantum interference device (SQUID) mag-
netometry [3, 10], from which it has been deduced that
Jexp = 1:4 K, J
exp
 =  0:15 K, and Jexp = 0:5 K. There
is a quantitative agreement of the calculated result with
the observed result for the -phase, while the -pase is
paramagnetic (J ' 0) within the accuracy of DFT cal-
culations, and also within the experimental uncertainty.
There is some discrepancy in the -phase, for which only
single measurement is available [10]. We expect that ba-
sis set errors will largely cancel out when subtracting the
energies in equation (2), leaving intrinsic limitations of
hybrid DFT as the main source of error. The magnitude
of exchange interactions is in the order of 1 K; this is
much less then the DFT error in a single total energy,
but it has been shown previously that the cancelation
of errors in states diering just in their spin orientations
can yield exchange constants in hybrid DFT accurate to
about 1 K|about 9 orders of magnitude smaller than
the individual total energies. In this context the agree-
ment of the calculations with the experiments is seen to
4be remarkably good. These calculations also agree quali-
tatively with the results of the previous DFT calculations
for the molecular dimers in these three phases [10, 12].
The total energy per unit cell of the -phase is approx-
imately 2 meV higher than that of the  phase, and the
total energies of both of them are much higher than the
 phase by 0.4 eV. This suggests the - electronic re-
pulsion between rings might be important in the molecu-
lar interaction in Cu(II)Pc though Van der Waals forces
also play a crucial role and are not fully accounted for in
our calculations.
The electronic structures of the -, the -, and the -
phases are shown in Fig.(3), Fig.(4), and Fig.(5), respec-
tively. In the band structures of all these three phases,
kx is oriented along the stacking axis of the molecular
chain and the zero of energy for the DOS plots is cho-
sen to be at mid-gap. 21 occupied and 10 unoccupied
bands are plotted in the band structure from kx = 0
to kx = 2=a with a = 9:56A in the AFM congurations
(Fig.3-5(a)), while 22 (20) occupied bands and 9 (11) un-
occupied bands of spin-up (spin-down) are plotted in the
FM congurations (Fig.3-5(d)). The corresponding den-
sities of states (DOS) are shown for the AFM (Fig.3-5(b))
and FM congurations (Fig.3-5(e)). Two valence bands
are derived from the highest occupied molecular orbitals
(HOMO), and four conduction bands from the lowest un-
occupied molecular orbtals (LUMO) respectively of the
Cu(II)Pc molecule. The band gap is about 2:0 eV and
occurs between  and  states of the Pc ring. The band
gap is signicantly increased by our hybrid DFT calcula-
tions compared with the previous work in which on-site
electron correlation is neglected [13{15], where the gap is
signicantly smaller (only about 1 eV). Furthermore in
several previous calculations the lowest unoccupied state
is a Cu d-state, in contrast to the molecular HOMO as
we nd. It is interesting that when on-site electron cor-
relation is taken into account empirically at the DFT+U
level with an on-site U about 5 eV [16], the band gap is
opened up but by somewhat less than in hybrid DFT (to
approximately 1.5 eV). Optical absorption measurements
for Cu(II)Pc crystals [11] show the wavelength of the Q
absorption band arising from the HOMO-LUMO transi-
tion is about 650 nm (' 1:9 eV), in a good agreement
with the band gap in our calculations.
The projected DOS (PDOS) onto two copper atoms
in a supercell is also plotted along with the total DOS,
colour-coded consistent with that in the spin densities, to
illustrate the occupancy of the atomic orbitals on the cop-
per atoms. The spin densities for the AFM conguration
(FM conguration) are shown in Fig.3-5(c) (Fig.3-5(f)),
respectively. The singly occupied bands can be found by
comparing the projected density of states of the AFM
and FM congurations. There are two peaks in the pro-
jected DOS on the left of the valence bands in spin-up
and spin-down in AFM conguration (Fig.3-5(b)) while
there are two peaks in the same energy position only in
spin-up in the FM conguration (Fig.3-5(e)). So these
peaks correspond to the singly occupied narrow bands.
The spin densities of AFM (Fig.3-5(c)) and FM (Fig.3-
5(f)) congurations both indicate the singly occupied or-
bital is dx2 y2 ; this is in agreement with the results of
our previous DFT calculations for the Cu(II)Pc single
molecule and dimer. The Mulliken charges on the cop-
per atoms are about +0:9 jej for the AFM and FM con-
gurations, and the Mulliken magnetic moments on two
copper atoms for AFM (FM) are about 0:65 B(0:65 B)
and  0:65 B(0:65 B), respectively.
The electron hopping integral between copper atoms
is very small as suggested by the small bandwidth of
these singly occupied bands, and this further indicates
that it is dicult for copper spins to interact directly.
In particular, the narrow bandwidth suggests that the
superexchange mechanism as dened in Ref. [31] will be
suppressed, since it relies on virtual charge excitations of
the Cu sites. However, the singly occupied band is ener-
getically very close to a set of ligand bands, and spin po-
larization of the ligand due to copper spins is facile; this
opens up the possibility of indirect exchange between the
Cu sites involving polarization of the surrounding ligand
spins. The gap between the upper and lower Hubbard
bands is easily identied as about 4 eV in both the band
structure and the DOS; the signicantly greater splitting
compared with the previous work [13{15] drives both the
lled and empty d-states away from the Fermi energy, in
qualitative agreement with DFT+U calculations [16].
The electronic structures of these three phases share
many qualitative features in terms of the orbital occu-
pancy, the band gap, the on-site Coulomb interaction on
the copper site, etc as shown in Fig. (3-5). However, the
transfer integrals are sensitive to the local geometry and
thus the bandwidth varies signicantly as the geometry
changes. For example, LUMO bandwidths of -phase
( 0:5 eV), -phase ( 0:3 eV) and -phase ( 0:2 eV)
dier signicantly. This reects the signicant variation
in the exchange; using perturbation theory, we now make
this connection more directly.
B. Perturbation theory calculations
The variation of the exchange interactions in a dimer
for the same set of geometrical parameters used in the
DFT calculations has been estimated using GFPT, based
on the model; of indirect exchange [30, 31] . The ex-
change interactions are once again strongly dependent on
the stacking angle but weakly on the sliding angle, as in
the DFT calculations for one-dimensional chain. The ex-
change interaction using GFPT peaks at a stacking angle
90 and is 12 times larger than that in the -phase. The
ratio of the exchange interaction of -phase to -phase
is 0:4 in agreement with that observed [10]. In fact this
GFPT result more closely resembles the trend observed
experimentally than the DFT result for which the ratio
is about 1. Furthermore, the oscillating behavior of the
exchange interactions with the stacking angle is more ob-
vious in perturbation theory than the DFT calculations.
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FIG. 3: (Color online.) The band structure, density of states, and spin densities of AFM (left column) and FM (right column)
congurations for -phase Cu(II)Pc are shown. In band structure the d-bands in spin-up are highlighted in red, and spin-down
in blue. Notice that these bands are very narrow. In the density of states the spin-up is displayed as positive and spin-down
as negative, and the projected density of states is scaled by a factor of 5.0 to illustrate the singly occupied orbitals. The spin
densities show the spin congurations in dierent calculations where spin up is in red and spin down in blue.
These comparisons suggest that GFPT based on indirect
exchange indeed captures the dominant physical mecha-
nism of the exchange interactions.
V. CONCLUSIONS
We have calculated the exchange interaction in
Cu(II)Pc for a variety of sliding and stacking angles
which include the observed -, -, and -phases both us-
ing DFT for one-dimension molecular chains and GFPT
for molecular dimers. The qualitative trends of exchange
interactions predicted by DFT and GFPT agree with
those observed experimentally. Exchange interactions
computed using DFT and GFPT are strongly dependent
on stacking angles, but only weakly on sliding angles.
The DFT calculations give insight into the underly-
ing electronic structure of the Cu(II)Pc molecule chain
and its relationship to the magnetic properties. Valence
and conduction bandwidths, the band gap, and the DOS
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FIG. 4: (Color online.) The band structure, density of states, and spin densities of AFM (left column) and FM (right column)
congurations for -phase Cu(II)Pc are shown. In band structure the d-bands in spin-up are highlighted in red, and spin-down
in blue. Notice that these bands are very narrow. In the density of states the spin-up is displayed as positive and spin-down
as negative, and the projected density of states is scaled by a factor of 5.0 to illustrate the singly occupied orbitals. The spin
densities show the spin congurations in dierent calculations where spin up is in red and spin down in blue.
are all important for understanding various optical and
transport measurements in Cu(II)Pc. We nd that the
band gaps and d-d splittings are predicted to be signi-
cantly larger than in previous work [13{15] thanks to the
use of the hybrid exchange density functional, leading to
an improved description of the on-site correlation [16].
The DOS in our calculations is in qualitative agreement
with the optical experiments shown in [10]. Our calcu-
lations have therefore shown a signicant improvement
in the treatment of the electronic structure of Cu(II)Pc
crystals, without the need to introduce any material-
specic parameters.
In particular the variation of the valence and con-
duction bandwidths between structures drives the com-
puted (and experimentally observed) variation in the ex-
change constants. One important consequence is that,
at least for this type of interaction mechanism, synthetic
strategies aimed at maximizing the transition tempera-
ture should seek stacking angles as close to 90 as pos-
sible; another is that such geometries are also likely to
give the highest charge-transport mobilities [32].
An important technical feature of our DFT calcu-
lations, employing a hybrid exchange-correlation func-
tional, is the ability to describe localized unpaired d-
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FIG. 5: (Color online.) The band structure, density of states, and spin densities of AFM (left column) and FM (right column)
congurations for -phase Cu(II)Pc are shown. In band structure the d-bands in spin-up are highlighted in red, and spin-down
in blue. Notice that these bands are very narrow. In the density of states the spin-up is displayed as positive and spin-down
as negative, and the projected density of states is scaled by a factor of 5.0 to illustrate the singly occupied orbitals. The spin
densities show the spin congurations in dierent calculations where spin up is in red and spin down in blue.
electron and delocalized ligand states simultaneously; the
DFT+U approach [16, 33] with a plane-wave basis, in-
corporates similar physics gives similar results provided
U is chosen appropriately. A detailed comparison will
be presented in a forthcoming paper [34]. Calculations
of both types therefore provide a valuable basis for the
further theoretical investigation of devices combining op-
tics and magnetism or electronics and magnetism, e.g.,
magneto-resistant devices.
As shown by the GFPT results, the dominant mag-
netic interaction mechanism in Cu(II)Pc is indirect ex-
change [30, 31] which arises from the spin polarization
of the ligand due to the central unpaired copper spin
and the consequent delocalization of this spin polariza-
tion through the chain of delocalized -conjugated ring
systems formed by the stacked Cu(II)Pc molecules. Simi-
lar delocalization due to -conjugation occurs in other or-
ganic systems, most notably in graphene [35]; it is there-
fore not surprising that the connection between spin and
charge transport implied by our results has been noticed
8FIG. 6: (Color online.) Exchange interactions of Cu(II)Pc
dimer calculated using perturbation theory as a function of
the cartesian coordinates X and Y . Notice that exchange
interactions strongly depend on stacking angles, but weakly
on sliding angles.
in other systems as far back as the early 1990s, where
triplet energy transfer was attributed to double electron
exchange [36] in a similar way to our work.
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