Abstract-The way a human brain functions is a great wonder. Numerous diseases evolve in different sections of the brain causing various functions of human body to halt. Manual detection of brain diseases is becoming a bottleneck under the circumstance of high throughput and the complexity of brain images. Automatic recognition based on the appearances of the brain cross-sectional images is becoming a more desirable scheme. This problem, however, is very challenging due to severe variations of illumination. In this research, we propose an appearance based recognition method using orientation histograms. Furthermore, we look at the possibility of applying Principal Component Analysis to reduce the dimension of the low-level features, aiming to accelerate the speed of recognition. With the experiments on the Harvard Whole Brain Atlas images [1], we show the promise of the proposed method. In our study we have observed a high classification accuracy rate when using the Orientation Histogram.
INTRODUCTION
Appearance based recognition recently received attention [5] because of its potential in accelerating the pattern discovery of gene-gene interaction. There are two main strategies for appearance based recognition [3] : i) global appearance based, and ii) local appearance based. The former strategy assumes that a human brain image is standardized with the same orientation and same scales and an image is represented as a single feature vector used to the similarity measure of images. The latter strategy does not have this assumption, but it requests an interest point detector [3] to localize a set of distinct local features that usually correlate with certain geometric/structural information. An important observation of human brain images is that their appearances can be dominated by textural information, which challenges the local appearance based strategy. The recognition method proposed in [5] is under the strategy of global appearance.
IMAGE STANDARDIZATION
Image standardization is an important step in order to provide a reliable and dimensionally synchronized image database [2] for the classification of the human brain images. The human brain images are captured using different scientific devices which can exaggerate the effect of illumination variation, in our research we used the human brain MRIs. We also need to deal with issues such as noise, occlusion, and inconsistent orientation in the human brain images.
Human Brain Image Extraction
With very few exceptions, the brain image and the back ground have significantly different local texture properties. Brain images have a rougher texture with high local variance, while the background which is darker has smooth tonal variations, which means pixels with low local variance. The variance of pixel intensity in a window of a given size (say 3 × 3), centered at each pixel of the image is calculated and the pixel is set as foreground if the value is above a fixed threshold value. It is quite common to have brain-pixels assigned as background, mainly at the center region of them. Thus, after obtaining the binary image, a morphological binary operator is applied to "fill the holes" inside the brain image region. In our research we would have manually isolated the brain by extracting the brain image using graphical tools and recreating another image containing only brain. We used the Whole Brain Atlas of the Harvard Medical School which were standardized but also contained images which do not provide enough detail about the diseases.
Isolating Human Brain
A human brain image set taken using an MRI scanning device usually contains a few dozen brain images, with the most interesting brain parts located at the center of the image. We can apply a straight forward manual method to extract the main brain image, we can use the MATLAB image processing tool to set the boundaries of the brain alone and then extract the region that is highlighted. Points are set along the boundary of the brain forming an enclosed polygon which is close to the shape of an ellipse. The MRI scanned images we obtained from Harvard were pre-standardized and were used in many research projects, automatic preprocessing for obtaining only the brain part of the MRI scanned image is a future extension of our research. 
Image registration
Brain images extracted could have different position, orientation, scale and shape in the original MRI scans. For a better comparison between patterns in the extracted brain images, we can perform an image registration step to transform the images, so that the comparison can be performed regardless their original position, orientation, scale and shape. 
FEATURE EXTRACTION

Orientation histogram
Orientation histogram works very close to the way the SIFT algorithm works. In order to preserve the maximum possible detail of the human brain, instead of considering only the keypoints as SIFT, the orientation histogram processes the entire image pixels and stores the information in the histogram.
Orientation histogram is a low-level statistical representation of a local region. The motivation of using statistical representation comes from the texture dominant appearance of the human brain images. One implementation of orientation histogram is based on gradient vectors, as shown in Figure 2 . The upper 4 × 4 window is a zoom-in illustration of a sub-block in the lower window. A rectangle in the upper window represents a pixel, and the associated arrow denotes the gradient vector of the pixel. Note that the direction of the gradient vector represents the local orientation of the pixel, and the length of the vector represents the magnitude of the local variation of pixel values. A way to construct an orientation histogram is to accumulate the gradient magnitudes in the same direction, as illustrated in Figure 2 (the lower window), and Figure 3 . In the lower window of Figure 2 , an arrow represents the accumulation of gradient magnitude of the same direction. Similar to [4] , we discretize the angular space from 0
• to 360
• by the step of 45
• . Therefore, we have 8 bins, as shown in Figure 3 , to accumulate the gradient magnitudes. The algorithm proceeds with taking the gradient and orientation of each pixel of the image and accumulating the gradient magnitude to the respective orientation bin. Each block will have 8 bins representing the 8 angles which are populated with the gradient magnitudes. Each image is divided in to 8 × 8 blocks each block will give out 8 bins each. For each pixel in a given block, the gradient magnitude and the orientation of the pixel are calculated.
EXPERIMENTS
In this section, we test the performance of the proposed features for disease recognition. Our dataset contains over 1000 human brain images obtained from the Harvard Whole Brain Atlas. The dataset is composed of 41 different cases of diseases related to the human brain. These images have been standardized with respect to orientation and scale, and the dimension of the images are 256×256. The classifier we used is K nearest neighbor (K-NN). We used 2-Fold cross validation to estimate the recognition accuracy. Figure 4 shows different crosssectional brain images of one single individual.
The experiments are performed on the MATLAB platform using the Image Processing toolkit. To attain higher performance the classification algorithms were written in C language and compiled under MEX compiler, which enables using the MATLAB tools inside the C programs.
Orientation Histogram
The orientation histogram builds the features in a very close fashion to the SIFT features. Figure 6 shows that the orientation histogram classification accuracy was very close for all the Nearest Neighbor values, the optimal accuracy was 70 under K-NN with K=1. The orientation histograms are reduced using the PCA with PCs varying from 2 to 20. Figure 6 shows the optimal classification accuracy for different N. The PCA run time is considerably lower than the orientation histogram as the length of the features are reduced. Though PCA is reliable and a robust technique the dimension reduction of feature from 8 × 8 × 8 to less than 20 has resulted in a fewer number of accurate matches when compared to that of the original orientation histogram. The classification occur at reduced amount of the image details, resulting in fewer number of accurate matches. The number of training data, which is small, in the test also effects the classification accuracy. Figure 5 shows the visualization of the orientation histogram under different nearest neighbors and the reduced feature accuracies. The images are reduced from a length of 8 × 8 × 8 to a length of principle components we choose which varies from 2 to 20. The accuracies after the reduction are lower than the original unreduced feature accuracies as the image detail is reduced, the dimension of the reduced features are significantly lower than the original features. As we can the brain images are surrounded by dark region which varies from one to another. If the image contains a lot of dark region, its features comparitively carries less information and when the features are reduced, the dark region might dominate, which can result in a near NULL/zero feature. Classifying these near NULL features is very difficult. Figure 6 shows the optimal reduced feature accuracies under K=1 nearest neighbors. Figure 7 shows the visualization of the accuracies of the optimal reduced features under different numbers of nearest neighbors. Table 1 shows the readings of the accuracies of the original features against the reduced features under different k values of the KNN algorithm. Table 2 shows the time cost readings to finish the classification using the original features against the reduced features under different k values of the KNN algorithm. Table 1 shows the accuracy results for different N 
