The influence of the transient thermal effects on the partition of the energy of selfrecoils in germanium and silicon into energy eventually given to electrons and to atomic recoils respectively is studied. The transient effects are treated in the frame of the thermal spike model, which considers the electronic and atomic subsystems coupled through the electronphonon interaction. For low energies of selfrecoils, we show that the corrections to the energy partition curves due to the energy exchange during the transient processes modify the Lindhard predictions. These effects depend on the initial temperature of the target material, as the energies exchanged between electronic and lattice subsystems have different signs for temperatures lower and higher than about 15 K. Many of the experimental data reported in the literature support the model. 
Highlights:
-Correction to the Lindhard curves of energy partition for low energy selfrecoils based on the exchange of energy during transient thermal processes between electronic and atomic subsystems -The correction is evaluated for Ge and Si selfrecoils and could improve the present limits of signals to be used in detection.
-Low and high temperature limits are calculated for the correction.
-A detailed and exhaustive analysis of some properties of Ge and Si, related to transient thermal effects, is performed.
Introduction
A major direction of investigation in experiments in astroparticle and particle physics is the direct detection of dark matter, as well as the test of hypotheses related to the existence of new types of elementary particles.
Experimental efforts of progressively reducing or rejecting background events have the aim of obtaining a spectrum of rare nuclear recoil events. The discrepancies observed between different measurements in detectors, in particular those based on germanium and silicon materials, during the last fifty years and covering a very large range of temperatures, as well as possible discrepancies with theoretical models put in evidence the importance of understanding the phenomena produced by low energy nuclear recoils. Thus the new experiments planned to be developed will be able to improve the present limits of signals to be used in detection.
Generally, an ion moving inside a medium loses its energy by collisions with electrons and nuclei (or atoms as a whole). Most detectors are sensitive only to the electronic energy loss used for ionization and (in some situations) to scintillation. Thus the knowledge of the energy loss sharing between processes is mandatory for a detailed understanding of the response to different particles and energies.
Formalisms describing the energy loss were developed based on the Thomas-Fermi model [1, 2] by Bohr [3] , Bethe [4] , etc. The most general formalism describing the partition of the energy of an incoming particle into a solid target was proposed by Lindhard and co-workers [5] : average effects are calculated, as result of the study of the division of the total incident energy into energy given to recoiling atoms and energy given to electrons. The image for the processes considered, in the frame of Lindhard's theory, is that the interaction between the incident particle and the solid proceeds as follows: the particle, heavier than the electron, with or without electrical charge, interacts with the electrons and with the nuclei from the lattice structure. It loses its energy in processes which depend on the nature of the particle and on its energy. The effect of the interaction of the incident particle with the electrons of the target is ionisation. The nuclear interaction produces mainly bulk defects.
As a result of the interaction, depending on the energy and on the nature of the incident particle, the target nucleus could or could not be fragmented and/or removed from its lattice site. So, a recoil nucleus (nuclei) and in some cases one or more light particles are formed. The nucleus has charge and mass numbers lower or equal to that of the target. Then, the primary knock-on nucleus, if its kinetic energy (resulting from the energy transferred in the scattering process) is large enough, can produce the displacement of a new nucleus, and the process continues as long as the energy of the recoiling nucleus is higher than the threshold for atomic displacements. In its turn, the recoil nucleus loses energy both in ionization processes and in displacement ones. This phenomenon can be regarded as a cascade process.
Under a series of approximations, Lindhard and co-workers deduced an integro-differential equation for the energy deposited in ionization, E i (or correspondingly spent in atomic motion, E ni ) as a function of the kinetic energy of the incoming particle. These approximations can be formulated as:
i) the recoil atoms with appreciable energies are not produced by electrons; ii) atomic binding energy term could be neglected; iii) the energies transferred to electrons in every scattering process are small compared with the projectile energy; iv) the separation of nuclear and electronic collisions is possible; v) the energy transferred in nuclear collision is small compared to the energy of the incoming particle.
A supplementary contribution to the energy partition, ΔE is given by the energy exchanged between the systems of electrons and atoms during the transient processes which follow the deposition of energy, and it will be calculated in the present paper. This is equivalent with the elimination of hypotheses iv) and v) of Lindhard theory. The scattering processes following the primary interaction of the incoming particle, as described in Lindhard's theory, are rapid processes, and the following them the electronic and atomic subsystems have different temperatures and evolve slowly during thermalisation processes. The coupling of the subsystems eventually produces a redistribution of the energy imparted to the target, and only the final state is accessible from experimental point of view. It is characterised by a modified energy partition: ′ = ± ∆ and ′ = ∓ ∆ . Due to the temperature dependence of the specific heats and thermal conductivities of the electronic and lattice systems, and of the strength of electron -phonon coupling, the effect of the transient processes on energy partition between the two subsystems depends also on the initial temperature of the target and to the peculiarities of the material (e.g. doping).
The data points measured by different experiments for the energy stored as ionization (and visible energy -scintillation when this phenomenon is possible) as a function on the energy of the recoil do not entirely agree neither with each other, nor with the curves calculated in the frame of Lindhard's theory.
In this paper, the contribution of transient processes is investigated in detail for two classical semiconductors: germanium and silicon, materials of interest for detectors, particularly for cryogenic detectors. A special attention is paid to the case of very low energy transferred in the interaction process, of interest for direct WIMPs detection for example, or interaction of low energy neutrinos.
In these conditions, the original curves calculated in Lindhard theory are the initial step, and the new results obtained represent a correction to them.
After a compilation of data related to the partition of the selfrecoil energy in Ge and Si, we shall present succinctly the main hypotheses of the thermal spike model, in the frame of which transient processes are analysed. As the results obtained for the temperature distributions in space and time,
for both electronic and atomic subsystems, depend on their specific heats and thermal conductivities, as well as on their coupling strength, a survey of literature data for these quantities in Ge and Si is presented. The energy transfer between the two subsystems during transient processes is then evaluated, and the consequences on Lindhard curves analysed.
Survey of data in the literature for Ge and Si
The data reported for the energy partition of selfrecoils in Ge and Si were measured using different methods, at different temperatures from room temperature (RT) up to cryogenic temperatures, on a time span of fifty years. Compilations of published data for Ge and Si are presented in Figs. 1 and 2 respectively. In the last years, the interest of the scientific community moved toward lower recoil energies, less than 1 keV.
As can be seen from Fig. 1 , for energies of the selfrecoil less than 2 keV experimental data show a deviation from the Lindhard curves so that the energy eventually given to the electronic system is higher than that predicted by Lindhard theory. The data used in the compilation are from Refs. [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] , and the dotted curve is the original Lindhard curve corresponding to the value k=0.1577 [5] . The compilation for Si, represented in Fig. 2 , presents the same trend for selfrecoil energies lower than 10 keV. The data are from Refs. [17, 18, 19, 20] . The value of the parameter k for Si is 0.1463.
The corresponding Lindhard curve is also represented in the figure, as a dashed line. Most of the data seem to correspond to a curve situated at lower values of the ratio E ioniz /E R .
The major problem in the interpretation of the data for both Ge and Si is the lack of complete information on the properties of the material (as doping concentration and, correlated, In order to explain the discrepancies between the measured and the calculated points, one must first revisit the calculations. A major problem is the accuracy of electronic and nuclear stopping powers for selfrecoils of low energy. In this energy range, the nuclear stopping power based on Thomas-Fermi potential is overestimated (see [21] and also sputtering data). Tilinin [22] argued that for low energies the electronic stopping power decreases more rapidly than the square root of the energy, fact which implies that a factor of up to 3 in respect to the curves calculated in the frame of Lindhard theory could appear. Arista and co-workers showed the impact parameter dependence of the electronic stopping power [23, 24] . To increase the agreement between theoretical calculations and experimental data some authors proposed to consider Lindhard curves corresponding to modified values for k parameter [16, 25] . Another possibility to explain the discrepancies, which will be investigated in the present paper, is to take care on the transfer of energy between the subsystems in the solid, i.e. electronic and atomic, during the transient thermal phenomena which follow the acts of interaction of an incoming particle in the target and the consequence of which is the slowing down.
Transient phenomena
Transient thermal processes following heavy ion irradiation are due to the deposition of an appreciable amount of energy in a small region of a material, and in a very short time interval. The spreading of this energy can be modelled based on the understanding of the mechanisms governing the coupling of electronic excitations to the damage produced in the lattice. There are more suggested models accounting on track formation due to swift heavy ions in materials [26] . One of them is the thermal spike. In this model, there are two subsystems, namely electrons and lattice, which are coupled through electron-phonon interaction. In the case of laser irradiation the heat is transferred to the electronic subsystem, while in heavy ion irradiation, depending on the ion and on its kinetic energy, the energy could be transferred in both directions. The thermal spike model was developed first for swift heavy ions, where electronic energy loss is predominant, and where hot electrons transfer their energy by electron-phonon coupling to the cold lattice. Heat diffusion in both subsystems is described by the classical heat equation, with the source given by the energy released by electronic energy loss (or by the laser beam), i.e. by a term A(r,t). This energy transfer was used for the creation of lattice damage in swift ion irradiated materials, which were put in evidence experimentally [27] . For ion irradiation there exists a regime in which the nuclear energy loss is also important, and in this case the energy transferred to the lattice subsystem is the source in the heat equation for the atomic temperature, B(r,t). We developed a model for the regime of comparable electronic and nuclear energy losses, by considering the contributions from both electronic and nuclear sources in semiconductors [28] , and we studied also the case of dominant nuclear contribution to heat [29] . This last regime corresponds to very low energies of recoils and appears at the end of their range. In the frame of the thermal spike model, one considers the sample divided in very thin layers, perpendicular to the direction of the recoil. The heat phenomena which develop are followed in each of these thin layers. The energy lost by the recoil in each layer is imparted between the electronic and lattice (atomic) subsystems of the target, in accordance with the stopping powers corresponding to these processes. Due to the two types of interaction, the two subsystems, electronic and atomic, have different temperatures and are coupled through a term that is a measure of the energy exchange, the electron -phonon coupling factor g. A cylindrical symmetry is usually considered, due to the straight trajectory of the projectiles which lose energy -see the discussion on the applicability of the cylindrical and spherical spikes in Ref. [29] . The exchange of energy between neighbouring layers, perpendicular to the trajectory of the ion, is neglected. Thus, due to the energy transfer from the projectile (recoil) toward electrons and nuclei respectively, localized regions of the medium characterized by departure from equilibrium, characterized by the temperatures T e (electronic subsystem) and T a (atomic one) appear, and they differ in time and space extension, due to the fact that the mechanisms of interaction and the kinematics are distinct. The energy exchange between these subsystems is described by a term given by the product ( − ), with p = 1 at RT, describing Newton's law of cooling. The typical characteristic times of the two subsystems differ by about two orders of magnitude.
The dependence of these temperatures on the distance to the track of the recoil, r, and on the time after its passage, t, are solutions of two coupled partial differential equations [30] :
where T e(a) , C e(a) , and K e(a) are respectively the temperatures, the specific heat, and the thermal conductivities of the electronic (index e) and atomic (lattice) subsystems (index a) .
The sources satisfy the conservation laws:
with ( ) and ( ) the electronic and nuclear linear energy losses, respectively.
We would like to emphasize that in the model of the thermal spike the energy is stored in both subsystems in the form of heat, and consequently can be exchanged based only on the temperature difference. In fact, part of the energy in the atomic subsystem is stored in defect production, some of them being 'permanent', while the energy in the electronic subsystem is used for excitation and ionization and is imparted to electrons as kinetic energy, being taken away by delta electrons.
Consequently, not all the energy is available to be exchanged, as the model supposes, and it is difficult to assess the quantity (or percentage) which might be extracted from the source terms. In a previous paper, the authors evaluated the amount of energy that is stored in defects at cryogenic temperatures [31] .
Numerical results, analysis and interpretation
The solution of the system (1) depends strongly on the parameters of the electronic and atomic subsystem, on their temperature dependencies, as well as on the coupling parameter g. Not all these parameters are known from experiment at the temperatures of interest, as will be explained in the following.
Temperature dependences of specific heats and thermal conductivities of electronic and atomic subsystems of Si and Ge a) Specific heat
The heat capacity is the amount of heat required to raise the temperature of an object or substance with one degree. Usually, heat capacity is divided by the amount of substance, mass, or volume, so defining molar heat capacity (heat capacity per mole), specific heat capacity (or specific heat as heat capacity per unit mass) and volume (volumetric) specific heat (as specific heat per unit volume).
The specific heat of a material is the sum of the contributions from the lattice and electronic systems.
In the frame of Debye theory, the low temperature limit ( ≪ ) of the lattice specific heat of crystalline solids is represented by T 3 dependence; here stands for the Debye temperature, i.e.
the temperature at which all normal modes of the lattice are excited. The low temperature limit of the Debye temperature is 645 K in Si and 374 K in Ge [32] . In agreement with Blackman's calculations [33] , a T 3 dependence of the atomic specific heat is valid at temperatures below /50, or at least /100. In the high temperature limit, the Dulong-Petit law is valid, with a temperature independent specific heat.
There is little information about the electronic system in semiconductors. The information about it is extrapolated from metals. The electronic specific heat is proportional with the concentration of free electrons. In fact, in the measurement of the specific heat one measures the total specific heat,
i.e. the sum of atomic and electronic components. These two components are comparable only in the very low temperature limit, while at higher temperatures the electronic specific heat is negligible in respect to the atomic one. Keesom and Pearlman showed that below 5K the specific heat capacity of both Si [34] and Ge [35] can be decomposed into a T 3 term corresponding to the contribution from the lattice (atomic system), and a linear one, corresponding to the electronic system:
In silicon, the measurements for the specific heat at constant pressure (C p ) reported by different authors [34, 36, 37, 38] agree quite well. In Figure 3 , we represent the temperature dependence of the lattice volumetric specific heat of Si at constant pressure as experimental data, together with the fit. For temperatures below 2.5 K, the fit curve is extrapolated. In the calculations, we used the following dependences in different temperature ranges, obtained by fitting the experimental data, For the lattice heat capacity of germanium, the data of Keesom and Pealman [35] , Piesbergen [39] and Okhotin [37] were used. Using the data reported in the literature, we obtained the following While the lattice specific heat is a characteristic of the material, the electronic one depends on the concentration of free electrons in the sample, i.e. in the equilibrium measurements it depends on the doping of the sample. In the range of cryogenic temperatures, for silicon, Pearlman and Keesom [34] , Niinikoski [40] , Wagner [41] , Tsibidis [42] reported for the coefficient of the temperature  from eq. (3) in the electronic specific heat values between 10 −7 and 10 −6 J/g/K 2 depending on the doping species and concentration. These values are measured in equilibrium conditions, and correspond to temperatures less than 1K. In Ref. [43] , the authors estimate a ratio of electronic to atomic specific heats in non-degenerate semiconductors (following laser excitation) equal to the ratio of the concentrations of thermal carriers, which around RT is generally 10 -9 -10 -4
. In the case we are interested in, this ratio is even smaller, of the order 8x10 -11 . In the literature regarding the thermal spike in semiconductors, different authors proposed different approaches for the electronic specific heat. So, in the study of InP irradiated with swift heavy ions, in Refs. [44, 45] , C e was taken independent on temperature and having the value: = 3/2 , with n e the concentration of electrons freed due to the deposition of the electronic energy lost by the ion, calculated in Refs. [44, 45] to be in the order of 6x10 22 cm -3 , this way the resultant electronic specific heat being more orders of magnitude higher that the equilibrium one. Toulemonde et al. [46] take the thermodynamic parameters for the electron subsystem consistent with those ascribed previously by them to metallic Ge materials [47] and insulators [48] . While the first case does not rise problems, in insulators the authors suppose that hot electrons excited in the conduction band by the passage of the ion behave like free electrons in metals, and supposing that the number of freed electrons per atom is about 1, and using the Dulong-Petit formula, an electronic specific heat constant in temperature, of about 1 J cm -3 K -1 is obtained. For Si, these authors used also a temperature independent specific heat.
Subsequently, they refined the thermodynamic parameters of the electronic subsystem [49] , considering both for metals (Au) and for insulators (SiO 2 ) electronic specific heats depending linearly on temperature up to a certain temperature which in metals is the Fermi temperature (the temperature corresponding to Fermi energy) and in dielectrics the temperature corresponding to the band gap ( = / ), and then a constant value.
For germanium, the situation is qualitatively the same. Measurements of the electronic specific heat at low temperatures (less than 1 K) were reported by Bryant and Keesom [50] , Aubourg [51] , Wang [52] , Olivieri [53] . Depending on the doping species and concentration, the temperature coefficient  was found to be between 2 × 10 −7 and 4 × 10
value of  which depends on the free carrier concentration n as: = 2.15 × 10
, where  is the ratio of effective carrier mass to free electron mass. In its turn,  was found to be roughly independent on n and on temperature, having the value 0.25. At high temperature, the electronic specific heat attains a constant value.
b) Thermal conductivity
It is generally accepted that the carriers of the thermal energy in crystalline materials are phonons and charged carriers, and the thermal conductivity is additive:
where K L and K e are the thermal conductivity components due to the transport of heat by lattice waves and electrons respectively.
In semiconductors, the lattice conductivity is the most important in nearly the whole range of temperatures of interest, i.e. where the material is solid. The theory of lattice thermal conductivity was reviewed successively by Peierls [54] , Ziman [55] , and Carruthers [56] . The case of semiconductors is discussed by Drabble and Goldsmid [57] . In the frame of Debye theory, in the relaxation time approximation, lattice thermal conductivity is calculated as:
where = ℏ /( ), in Boltzmann's constant, and the sum is over the three polarisations. The total relaxation time is found by summing the reciprocals of the relaxation times corresponding to different scattering mechanisms [58] :
where  B,i ,  I,  3 ( N ,  U ),  4,  ep,i are the relaxation times associated with phonon scattering on boundaries, isotopes, three phonon processes (normal and umklamp), four phonon ones, and neutral impurities respectively. Therefore, the reciprocal of thermal conductivity is the sum of reciprocal conductivities corresponding to each of the mentioned mechanisms, which in turn are prevailing in different temperature ranges. These temperature ranges are usually quantified in terms of the Debye temperature of the crystal. So, at the lowest temperatures, where the wavelength of the lattice vibrations is relatively large, boundary scattering limits the conductivity [59] , which has a T 3 dependence, as has the lattice specific heat, and in pure crystals attains a maximum at about 0.05 D [60] . Near the maximum, thermal conductivity is determined mainly by isotope scattering, and then it decreases with the increase of temperature due to normal (N) 3-phonon processes. At around 0.1 D , K L decreases due to Umklapp (U) processes. The relaxation time corresponding to U scattering is proportional to 1/T [61] . At higher temperatures, in the range of temperatures in the order or higher than  D it becomes necessary to consider the relaxation times determined by 4 phonon processes, derived by Pomeranchuck [62] . Thermal conductivity decreases faster than 1/T at these temperatures [63] .
All data reported in the literature reflect the type of temperature dependence of K L described above, but both the temperature corresponding to the maximum (T max ) and the value of the thermal conductivity (K Lmax ) depend on the analysed sample (sample size, doping, isotope content).
For silicon, as pointed out by Glassbrenner and Slack [63] In an attempt to standardise the data, the National Bureau of Standards of USA together with the American Institute of Physics proposed [71] for pure silicon that at low temperatures the "most probable curve" is based on Holland's [64] data, and below the lowest temperature available in his measurements the curve is extrapolated parallel to the data reported by Carruthers et al. [68] , considering a T 2.9 dependence, up to 1 K. At 120 K the recommended curve merges into the curve made by the data of Glassbrenner and Slack [63] , up to the melting point, as shown in Figure 5 .
In our calculations, we consider below 1K a T 3 dependence of K L , as shown by the extrapolation represented by the red dash-dotted curve, and at high temperatures the extrapolation proposed by Glassbrenner and Slack [63] , represented by the blue dashed curve. The following dependences, obtained from fit, are to be used: The same publication (working group) proposed for germanium, for K L , the utilisation of the data of Slack and Glassbrenner [66] in the range from 3 to 940 K. At this last temperature, the electronic polar and ambipolar thermal conductivities become important, and an extrapolation for K L is proposed by the authors, represented by the blue dashed curve in Fig. 6 . For temperatures in the range 1-3 K the recommended curve is traced parallel to the data of Carruthers [68, 69] and of Geballe and Hull [70] up to 1 K. Below this temperature, we used a T 3 extrapolation, shown as the red dash-dotted curve. In what regards the electronic thermal conductivity, its importance appears especially in metals, and consequently the theory elaborated for metals [71] was first used in semiconductors, as in the case of the electronic specific heat. Ure [72, 73] devised a method to separate the measured thermal conductivity into its lattice and electronic components at temperatures higher than  D /2. The method requires that the temperature is low enough so that ambipolar diffusion is not present. The value of the electronic thermal conductivity depends on the concentration of charge carriers, and increases with the doping of the semiconductor. At very low temperatures, the electronic thermal conductivity is proportional to the electronic heat capacity, i.e. is proportional with the temperature.
It was shown theoretically [57, 74, 75] and put in evidence experimentally [63] for Si and Ge that the electronic thermal conductivity is the sum between a polar and a bipolar part: the polar K ep is the usual Wiedemann-Franz-Lorenz contribution known from metals, while the bipolar K eb is a property of semiconductors, caused by electron-hole pairs, with energy equal to the band gap, diffusing down the temperature gradient, and is significant at temperatures higher than Debye temperature.
According to Glassbrenner and Slack [63] , in solid silicon, around the melting point, 63 % of heat conduction is by phonons, 32% by electronic bipolar contribution, and the rest of 5% by the electronic polar contribution. In the evaluation of the electronic contribution, the electric conductivity of the material is very important, together with the dependence of the electric parameters on temperature (e.g. the semiconductor band-gap and the ratio of electron to hole mobilities). At cryogenic temperatures, K e , like C e , is proportional with the temperature, the proportionality factor depending on the concentration of free electrons. In the whole interval of variation of the temperature of interest, we used for the temperature dependence of K e the expression [63, 75] :
where b is the ratio of electron to hole mobilities. b, E g and are temperature dependent, the last one through the concentration of free carriers and through their mobilities.
c) Electron -phonon coupling
The coupling of the electronic and atomic subsystems is studied both theoretically and experimentally [55, 76] . It has been found to be very important in explaining the structural modifications of the target material around the track of an energetic ion, which loses energy predominantly through ionization, i.e. is in the high electronic energy loss regime [77] . This coupling is the base of the thermal spike model, but also of the atomistic simulations. The electron-phonon coupling has been extensively studied in metals. Extending the arguments of Flynn and Averback [78] , Finnis and co-workers developed a formula for the estimation of the electron-phonon coupling constant [79] . For the electron with a mean free path = 0 0 / , the electron-phonon coupling is:
where ( ) is the electronic density of states at the Fermi level, the Fermi velocity, 0 is WignerSeitz radius and 0 is the atomic temperature at which the mean free path equals 0 .
Kaganov et al. [80] found for the electron-phonon coupling factor the expression:
under the following approximations: the electronic system is treated as a free electron gas, and the electron-atom system is not far out of equilibrium (| − | ≪ ). In Ref. [82] , by assuming that the electrons equilibration is dependent only on electron temperature, one finds that ~1/ so that g is temperature independent.
In the low temperature limit, the electron-phonon coupling term does not have the linear form of the Newton law of energy transfer: ( − ) and this is replaced by a term of the type ( − ). In pure metals, the electron-electron interaction time is much smaller than the electron-phonon one, so that from formula (12) is essentially − ℎ , which in its turn is inversely proportional to the number of thermal phonons, and consequently 1/ − ℎ ∝ 3 [83] . Therefore p=5 in the transfer term [84] . In disordered materials, including highly doped ones, and in the situation the phonon dimensionality differs from 3D, the relaxation time shows a different dependence on temperature, and the exponent p has been found to be 4 or 6 [84] . In these materials, two scattering processes are the most important: the electron-phonon scattering and the inelastic scattering on impurities.
Usually, the dimensionless parameter is used, with = and q the momentum transferred to the electron due to electron phonon scattering. In the clean limit, this product is much greater than unity, and the contrary is valid for the dirty limit. For the last limit, 1/ − ℎ ∝ 2 if the scattering centres are static (and p=4), and 1/ − ℎ ∝ 4 if the impurities are vibrating (p = 6).
In applying the thermal spike model to semiconductors, the electron-phonon coupling constant is either evaluated using formula (12) [44, 45] Recent studies related to bolometres for direct detection of dark matter [86] , to MOSFETs [87] and SOI devices operating at sub-Kelvin temperatures [88] , to metal-insulator superconducting junctions [89] , put in evidence that the transfer term in the low temperature limit has a similar expression in semiconductors as in metals. The major difference in respect to metals, which have a spherical Fermi surface, is that the application of the free electron model is questionable. The Fermi surface in Si and Ge is six-fold degenerate and the intervalley scattering is the most important process in the relaxation of the momentum and energy of the electrons. The electron-phonon relaxation time depends on the velocity of sound on the direction of the q vector, and on its value as:
[90], and after calculations one finds p=r+4. Sota et al. [91] have found from theory for 3D phonons in Si the exponent r = 2, and therefore p = 6. Different values for p have been measured: p = 6 [92] , p = 5 [87] . In the literature, there are no reports related to the temperature extension of the coupling with p>1, the experimental measurement being limited at tenths of K; also, there are no mentions on the coupling coefficient at temperature lower than room temperature.
Numerical solutions for time and space dependencies of atomic and electron temperature, influence of the parameters of the electronic subsystem
As can be concluded from the analysis of the experimental data related to the specific heats and thermal conductivities of the electronic and atomic systems of Si and Ge, there is accurate knowledge of the parameters of the atomic system, while much uncertainty exists for those of the electronic system, and also for the coupling factor g. A new physics could be hidden behind these coefficients, at it was appreciated in the literature [93] .
We investigated the influence of the parameters of the electronic system, specific heat and thermal conductivity dependence on electronic temperature, on the development of the thermal spike. So, a Si selfrecoil of 50 keV kinetic energy (with electronic and nuclear energy losses of 238.3
and 343.8 keV/µm respectively) produces in Si with the initial temperature of 100 K an increase of both atomic and electronic temperature as shown in Figures 7 -10 , for different sets of C e (T e ), K e (T e ). In Si and Ge, electronic specific heats and conductivities much lower than the atomic ones produce a much higher increase in the electronic temperature for the same deposited energy, and consequently an important difference (T e -T a ), favouring the transfer from the electronic toward the atomic subsystem, especially at high temperatures, where the differences between the parameters of electronic and atomic subsystems become more important.
We would like to mention also that in solving the equations for the thermal spike with initial temperatures below 1 K, the utilization of different types of coupling, i.e. of different exponents p as found from experiment, does not modify drastically the solutions of the system of differential equations (1), because the atomic temperature surpasses quickly the limit of 1-2 K which is correlated to the application of the linear energy transfer [30] .
Energy transfer between the atomic and electron subsystems due to electronphonon coupling
During the rise and fall of the thermal spike, the two subsystems (atomic and electronic) exchange energy through the electron-phonon coupling. This energy flows in different points in space, and at different times, either from the atomic toward the electronic subsystems, or reversely, depending on the sign of the difference (T a -T e ).
The energy eventually exchanged between the two subsystems along the whole range of the selfrecoil is found by integrating the exchange term first on the time and in the plane in which the thermal spike develops, thus obtaining the linear energy exchanged in a thin layer perpendicular to the trajectory, which is then integrated on the whole trajectory of the selfrecoil, up to its stop:
where E ex represents the energy exchanged between the subsystems, and R the range of the selfrecoil.
In order to evidence the influence of the parameters of the electronic subsystem on the energy transferred, we calculated the linear energy transferred between the atomic and electronic systems of Si, for a selfrecoil of 50 keV, for the same 4 sets of parameters for which the time and space dependencies of the temperatures were calculated (see Figs. 7 -10) , during a single thermal spike developed in a thin layer, perpendicular to its trajectory.
The results are shown in Fig. 11 below. They evidence that the most important influence on the result is given by the electronic specific heat, while the influence of the electronic thermal conductivity is practically negligible. dE ex /dx depends weakly on the parameters of the electronic system. In the case of the lowest electronic specific capacity considered, the electronic subsystem transfers always energy to the atomic one for the selfrecoil of 50 keV.
As emphasized at the end of Section 3, the energy exchanged between the two subsystems is calculated based on the hypothesis that all the energy given to each subsystem is used only to rise its temperature, and therefore is able to be exchanged. Therefore, we evaluate the maximum energy exchanged.
Analysis of results for Si and Ge
Silicon. We performed an analysis of the linear energy transfer during the transient processes in
Si, with initial temperatures between 2K and 500 K, for selfrecoils of energy between 500 eV and 1
MeV. For the lattice specific heat and thermal conductivity, we used our fit on experimental data (see Section 4.1), while for the electronic subsystem we used the following dependencies: = 1.5 × 10 −4
and K e (T e ) calculated based on formula (10) In contrast to this trend, at very low temperatures, below 15K, for all energies of the selfrecoil, the atomic subsystem transfers energy to the electronic one, so that at these temperatures the Lindhard curves corrected for the energy exchanged during transient phenomena are displaced toward higher values.
An evaluation of the energy transferred between the subsystems during the transient processes for Ge, based on eq. (13), conduces at the result presented in Fig. 15 , for low energy selfrecoils.
There are two shadowed areas, the first above the Lindhard curve, corresponding to transfer from the nuclear toward the electronic subsystem, which takes place at very low temperatures, and the second one situated below the Lindhard curve, corresponding to transfer from the electronic toward the atomic subsystems in Ge. The upper limit of the first shadowed region corresponds to the maximum transfer atomic-electronic systems (present calculations are for 3 K) and has a maximum at about 6 keV selfrecoil energy. The lower limit of the second shadowed region corresponds to temperatures above LN 2 , i.e. to the plateau reached in dE ex /dx. Both these limits are calculated under the mentioned assumption that all the energy in the atomic and electronic sub-systems is stored as heat and is available to be exchanged. The electronic and atomic parameters of Ge and their temperature dependences were the same as specified above. [J/cm 3 /K], K e = 13.2 W/cm/K. The result is presented in Fig. 16 , with the shadowed regions corresponding to maximum exchanged energy superposed on the compilation of data and on the Lindhard curve for Si.
We would like to emphasise that the upper borders of the shadowed regions depend on the parameters of the electronic system, both in Si and Ge. In the case of Si, using the mentioned dependences Ce(Te) and Ke(Te), the correction to the Lindhard curve corresponding to the energy exchanged at 3 K has a maximum at about 3 keV kinetic energy of the selfrecoil, decreases and passes through zero, changing then sign. This is to be interpreted that, even at 3 K, with the mentioned parameters of the electronic system, there is no exchange from atomic to electronic system in Si. Si Figure 16 : Dependence of energy partition on recoil energy for Si
As can be seen, most of the data reported for low energy Si selfrecoils enter the shadowed area.
As remarked in Section 2, a general trend of the data is that they are generally situated under the curve, fact that can be attributed to the energy transferred by the electronic system to the atomic one, at temperatures above LN 2 one.
Summary and conclusions
In this paper, we investigated the influence of the energy exchange between electronic and atomic subsystems during transient thermal processes developed during the slowing down of a selfrecoil in Ge and Si targets, on the partition of its energy. The starting point is Lindhard's theory, the transient processes are treated in the frame of the model of thermal spike, in which the coupling of the subsystems is included as electron-phonon coupling.
In order to estimate the energy exchanged between the subsystems, the knowledge of the temperature dependence of the specific heats and thermal conductivities of the electrons and lattice, as well as of the coupling parameter is necessary.
A review of the data for lattice specific heat and thermal conductivities of Si and Ge is presented, together with a review on the knowledge existent today for the other physical quantities of interest.
Due to the lack of consensus on the values and temperature dependences of the electronic specific heats and thermal conductivities, and on the electron-phonon coupling factor, the sensitivity of the temperature distribution in the thermal spike model on these physical quantities was investigated.
We found that the most important influence on the result is given by the electronic specific heat, while the influence of the electronic thermal conductivity is a second order effect.
We calculated the energy exchanged between the two subsystems, and found that for both Si and
Ge at temperatures higher than LN 2 , for all recoil energies considered, the linear exchanged energy is temperature independent. More, the values of the plateau of linear exchanged energy have the same linear dependence on the electronic energy loss in both semiconductors analysed (same slope).
In contrast to this, at very low temperatures, below 15 K, for low energy selfrecoils, the atomic subsystem transfers energy to the electronic one.
Consequently, we showed that for low energy of selfrecoils, the corrections to the energy partition curves due to the energy exchange during the transient thermal effects can be divided according to the initial temperature of the target, and have different signs for cryogenic temperatures and temperatures higher than LN 2 . Experimental data from the literature for Ge and Si fit well this model.
The results are of interest for cryogenic detectors aimed to detect the non-baryonic, nonluminous and non-relativistic dark matter in the Universe, particularly WIMPs.
