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Abstract. Reflection algebras is a class of algebras associated with integrable models with
boundaries. The coefficients of Sklyanin determinant generate the center of the reflection
algebra. We give a combinatorial description of Sklyanin determinant suitable for explicit
computations.
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In [7] E.K. Sklyanin introduced a class of algebras associated with integrable models with
boundaries. Following [5], we call them reflection algebras. The family of reflection algebras
B(n, l) is defined as associative algebras whose generators satisfy two types of relations: the
reflection equation and the unitary condition. In [5] A.I. Molev and E. Ragoucy show that the
center of B(n, l) is generated by the coefficients of an analogue of quantum determinant, called
the Sklyanin determinant. In the same paper the authors develop an analogue of Drinfeld’s
highest weight theory for reflection algebras and give a complete description of their finite-
dimensional irreducible representations.
The reflection algebras B(n, l) have many common features with the twisted Yangians, in-
troduced by G. Olshanski [6]. For example, the center of twisted Yangian is also generated by
coefficients of Sklyanin determinant, which is defined similarly to the Sklyanin determinant of
reflection algebras. The detailed exposition of the representation theory of twisted Yangians
can be found in [1, 2].
In [3] A.I. Molev gives a combinatorial formula for the Sklyanin determinant of twisted
Yangians in terms of matrix elements of the matrix of generators of the twisted Yangians (see
also [1]). The goal of this paper is to give analogues combinatorial description of the Sklaynin
determinant of the reflection algebra.
In Section 1 we review the main definitions. In Sections 2, 3 we rewrite the definition of
the Sklyanin determinant of B(n, l) in an alternative form. We describe combinatorics of the
corresponding product of generating matrices ‘twisted’ by Jucys–Murphy elements. In Section 4,
Theorem 1, we prove combinatorial formula for Sklyanin determinant in terms of matrix elements
of the generating matrix of B(n, l). In Section 5 we give examples of computations by this
formula.
1 Definitions
The following notations will be used through the paper. For a matrixX with entries (xij)i,j=1,...,n
in an associative algebra A write
Xs =
∑
i,j
1⊗ · · · ⊗ Eij
s
⊗ · · · ⊗ 1⊗ xij ∈ End(Cn)⊗k ⊗A.
?This paper is a contribution to the Proceedings of the International Workshop “Recent Advances in Quantum
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Consider the Yang matrix
R(u) = 1− P
u
∈ End (Cn)⊗2[[u−1]],
where P : v ⊗ w → w ⊗ v is a permutation operator in the space Cn ⊗ Cn.
For i, j such that 1 ≤ i < j ≤ k the notations Pij and Rij(u) are used for the action P and
R(u) on the i-th and j-th copies of the vector space Cn in (Cn)⊗k.
Let m, l be such nonnegative integers that n = m + l. Let (ε1, . . . , εn) be an n-tuple with
entries ±1, such that
εi =
{
1 if 1 ≤ i ≤ m,
−1 if n ≥ i > m.
The reflection algebra B(n, l) is a unital associative algebra with the generators b(r)ij , i, j =
1, . . . , n, r = 0, 1, 2, . . . , that satisfy the relations of the reflection equation (1) and the unitary
condition (2) described below.
Combine the generators b(r)ij into formal series
bji (u) =
∞∑
r=0
b
(r)
ij u
−r with b(0)ij = δijεi,
and collect them into generating matrix
B(u) =
n∑
i,j=1
Eij ⊗ bji (u) ∈ EndCn ⊗ B(n, l)
[[
u−1
]]
.
Then the reflection equation relation is given by
R(u− v)B1(u)R(u+ v)B2(v) = B2(v)R(u+ v)B1(u)R(u− v), (1)
and the unitary condition is
B(u)B(−u) = 1. (2)
Remark 1. The unitary condition allows to realize the algebra B(n, l) as a subalgebra of Yangian
Y (gln(C)). The mentioned below Proposition 1 is proved in [5] through this inclusion of algebras.
However, we do not need the unitary conditions anywhere for the proofs of the statements below.
Hence all the results of the paper automatically become true for the extended version of the
reflection algebra, which is defined the same way as the algebra B(n, l), but with the unitary
condition (2) omitted.
We abbreviate Rij := Rij(2u− i− j + 2). Put
〈B1, . . . , Bk〉 = B1(u)(R12 · · ·R1k)B2(u− 1)(R23 · · ·R2k) · · ·Bk(u− k + 1).
This expression is as an element of End (Cn)⊗k ⊗ B(n, l)[[u−1]].
Let An be the full anti-symmetriztion operator in the space End (Cn)⊗n:
An(v1 ⊗ · · · ⊗ vn) =
∑
σ∈Sn
(−1)σvσ(1) ⊗ · · · ⊗ vσ(n).
One can show [5] that An〈B1, . . . , Bn〉 is equal to the product of the anti-symmetrizer An and
a series in u−1 with coefficients in B(n, l). This series is called Sklyanin determinant.
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Definition 1. Sklyanin determinant of B(u) is such a series in u−1 with coefficients in B(n, l)
that
An〈B1, . . . , Bn〉 = sdetB(u)An.
Proposition 1 ([5]). The coefficients of the series sdetB(u) are central in B(n, l). The odd
coefficients c1, c3, . . . in the expansion
sdetB(u) = (−1)l + c1u−1 + c2u−2 + c3u−3 + · · ·
are algebraically independent generators of the center of B(n, l).
2 Alternative definition of the Sklyanin determinant
The following proposition allows to simplify the combinatorial description of sdetB(u).
Proposition 2. For k = 1, . . . , n, define
Πk := 1− (2u− k − n+ 2)−1
n∑
i=k+1
Pki,
and put
〈〈B1, . . . , Bn〉〉 := B1(u)Π1B2(u− 1)Π2 · · ·Bn−1(u− n+ 2)Πn−1Bn(u− n+ 1).
Then
An〈〈B1, . . . , Bn〉〉 = sdetB(u)An.
Proof. We use the notation Ak for the antisymmetrizator in (Cn)⊗n that acts on the first k
copies of Cn, and A′n−k for the antisymmetrizator in (Cn)⊗n that acts on the last (n− k) copies
of Cn:
Ak(v1 ⊗ · · · ⊗ vn) =
∑
σ∈Sk
(−1)σvσ(1) ⊗ · · · ⊗ vσ(k) ⊗ vk+1 ⊗ · · · ⊗ vn,
A′n−k(v1 ⊗ · · · ⊗ vn) =
∑
σ∈Sn−k
(−1)σv1 ⊗ · · · ⊗ vk ⊗ vσ(k+1) ⊗ · · · ⊗ vσ(n).
Lemma 1.
A′n−kRkk+1 · · ·Rkn = A′n−kΠk = Πk A′n−k. (3)
Proof. We follow the lines of the proof of Proposition 1.6.2 in [1]. Let k + 1 ≤ i1 < i2 < · · · <
im ≤ n. Then
(k, i1)(k, i2) · · · (k, im) = (i1, i2)(i1, i3) · · · (i1, im)(k, i1),
where (a, b) denotes a transposition. Therefore,
A′n−kPki1Pki2 · · ·Pkim = (−1)m−1A′n−kPki1 . (4)
The product of R-matrices Rkk+1 · · ·Rkn is a sum of the identity operator and of monomials
Pki1Pki2 · · ·Pkim with rational coefficients of the form
(−1)m
(2u− i1 − k + 2) · · · (2u− im − k + 2) .
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Using (4), we substitute each monomial by Pki1 and collect the coefficients for each of i =
k + 1, . . . , n. Then the first equality of the lemma follows.
In the group algebra of the symmetric group Sn for any i, j, k ∈ {1, . . . , n}, such that i, j, k
are pairwise distinct numbers, one has
(i, j)((k, i) + (k, j)) = ((k, i) + (k, j))(i, j). (5)
Since A′n−k is a linear combination of products of transpositions Pij with i > k and j > k,
by (5) the antisymmetrizer A′n−k commutes with the sum
∑n
i=k+1 Pki, and the second equality
follows. 
For i ≤ m ≤ n the antisymmetrizer A′n−m commutes with Bi(u − i + 1), and by (3) it also
commutes with Πm. Using that for m = 2, 3, . . . , n,
(m− 1)!A′m = A′mA′m−1,
and Lemma 1, we can rewrite the product An〈B1, . . . , Bn〉 in the definition of sdetB(u) in terms
of operators Π1, . . . ,Πn:
An〈B1, . . . , Bn〉 =
n−1∏
i=1
1
(n− i)!AnB1(u)Π1A
′
n−1B2(u− 1)Π2 . . . A′1Bn(u− n+ 1)
= AnB1(u)Π1B2(u− 1)Π2 · · ·Bn(u− n+ 1) = An〈〈B1, . . . , Bn〉〉. 
3 Properties of 〈〈B1, . . . , Bn〉〉
Proposition 2 states that Sklyanin determinant can be computed using the antisymmetrized
product 〈〈B1, . . . , Bn〉〉 instead of the antisymmetrized product 〈B1, . . . , Bn〉. In this section we
give three combinatorial descriptions of the product 〈〈B1, . . . , Bn〉〉.
Let In ⊂ Zn be the subset of such n-tuples κ = (k1, . . . , kn) that
i ≤ ki ≤ n for all i = 1, 2, . . . , n.
For κ ∈ In introduce a rational function α(κ) = α(κ, u) of a variable u defined by
α(κ) =
∏
i<ki
1
(n− 2u− 2 + i) .
For all k = 1, . . . , n we identify Pkk with Id⊗n ∈ End (Cn)⊗n. Then
〈〈B1, . . . , Bn〉〉 =
∑
κ=(k1,...,kn)∈In
α(κ)B1(u)P1k1 · · ·Bn(u− n+ 1)Pnkn . (6)
(The last operator Pnkn = Pnn = Id
⊗n in the end of the formula is added for a uniform presen-
tation.)
Lemma 2. For any X ∈ End(Cn)⊗ B(n, l)
PijXi = XjPij , XiPij = PijXj .
Using this simple fact all permutation operators in the expression 〈〈B1, . . . , Bn〉〉 can be
moved in front of all elements Bs(u− a).
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Proposition 3. Put
Q−1κ = P1k1 · · ·Pnkn ,
and denote the corresponding element of symmetric group Sn as
qκ = (n, kn)(n− 1, kn−1) · · · (1, k1) ∈ Sn.
Define also
q[i]κ = (n, kn)(n− 1, kn−1) · · · (i, ki) ∈ Sn.
Then
〈〈B1, . . . , Bn〉〉 =
∑
κ∈In
α(κ)Q−1κ Bq[1]κ (1)(u) · · ·Bq[n]κ (n)(u− n+ 1). (7)
Here q[i]κ (j) is the result of action of permutation q
[i]
κ on j.
Proof. From Lemma 2 and the equality (6) the statement of the proposition follows immedia-
tely. 
For the second combinatorial description of 〈〈B1, . . . , Bn〉〉 we assign to each η ∈ In a per-
mutation pη that is defined by the following recursive rule.
Define a sequence of permutations {p[i]η , i = 1, . . . , n} by
p[n]η := Id, p
[i]
η := p
[i+1]
η
(
i,
(
p[i+1]η
)−1(ηi)) for i = n− 1, n− 2, . . . , 1.
Put pη := p
[1]
η .
Proposition 4. Then
〈〈B1, . . . , Bn〉〉 =
∑
η∈In
α(η) p−1η Bη1(u) · · ·Bηn(u− n+ 1),
where p−1η is an element of the symmetric group Sn, identified with the corresponding operator
acting on (Cn)⊗n.
Proof. Consider κ = (k1, . . . , kn) ∈ In. Put
η = η(κ) = (η1, . . . , ηn)
with
ηi := q[i]κ (i) = (n, kn) · · · (i, ki)(i) for i = 1, . . . , n, (8)
where q[i]κ is from Proposition 3. Then obviously ηi≥ i for all i = 1, . . . , n, so η=(η1, . . . , ηn)∈In.
Moreover, any η ∈ In can be obtained from some κ ∈ In by the formula (8): given η =
(η1, . . . , ηn) ∈ In, define such κ = (k1, . . . , kn) recursively:
kn := ηn, ki := (i+ 1, ki+1) · · · (n, kn) (ηi) for i = n− 1, . . . , 2, 1.
Therefore, the map κ 7→ η(κ) is a bijection from In to In. Set pη(κ) := qκ, and observe that
α(κ) = α(η(κ)). Changing the index of summation κ ∈ In to η ∈ In in (7) proves the statement
of the Proposition 4. 
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In Propositions 3, 4 the sum of monomials is taken over the set In. This set has n! elements.
One can ask, if the monomials can be naturally numerated by permutations σ ∈ Sn.
We will need the following notion of a word restriction of a permutation. Let σ be a per-
mutation of the elements of the set {1, . . . , n}, and let σ = Γ1 · · ·Γl be a decomposition into
non-intersecting cycles Γi = (gi,1, . . . , gi,si). Let G be a subset of {1, . . . , n}.
Definition 2. We say that the cycle Γ|G is the word restriction of the cycle Γ on the set G,
if Γ|G is obtained from Γ by deleting from the word of the cycle of Γ of all the elements that do
not belong to G. Then the word restriction of σ on the set G is defined as a product of word
restrictions of cycles Γ1|G, . . . ,Γl|G on the set G:
σ|G = Γ1|G · · ·Γl|G.
We say that a cycle Γ has an empty restriction on the set G, if it contains no elements from G.
Example 1. The word restriction of the permutation σ = (1, 5, 7, 3)(4)(6, 2) of the set {1, 2, 3, 4,
5, 6, 7} on the subset G = {1, 2, 3} is the permutation (1, 3)(2).
Proposition 5. For any σ ∈ Sn consider a decomposition of σ into nonintersecting cycles:
σ = Γ1 · · ·Γs. Let gi be the maximal element of the cycle Γi. Denote as Gσ the set {gi}si=1.
Then
〈〈B1, . . . , Bn〉〉 =
∑
σ∈Sn
α¯(σ)σ−1Bσ[1](1)(u) · · ·Bσ[n](n)(u− n+ 1).
Here
α¯(σ) =
∏
g/∈Gσ
1
(n− 2u− 2 + g) ,
the permutation σ[i] is the word restriction of σ on the set {i, . . . , n}. We identify σ−1 with the
corresponding operator acting on (Cn)⊗n.
Proof. Observe that any σ ∈ Sn can be written uniquely as a product of transpositions
σ = (n, kn) · · · (1, k1) (9)
for some κ = (k1, . . . , kn) ∈ In. In other words, there is a one-to-one correspondence between
the elements of In and permutations in Sn. One can check that the word restriction of σ on
{i, . . . , n} has the property
σ[i] = (n, kn) · · · (i, ki) = q[i]κ .
The set of maximal elements of the cycles {gi}si=1 in the decomposition of σ into non-intersecting
cycles coincides with the set {ki | ki = i} in the decomposition (9). This implies the formula
for α¯(σ). 
4 Computation of Sklyanin determinant
In this section we give formulas that allow to compute explicitly Sklyanin determinant in terms
of matrix elements of the generating matrix B(u).
For any n-tuple η ∈ In we will associate several quantities and sets. The n-tuple η ∈ In can
be considered as a function on the interval of integer numbers {1, . . . , n}. If η = (η1, . . . , ηn),
then
η : {1, . . . , n} → {1, . . . , n}, η(i) := ηi.
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Let the image Im(η) consist of distinct numbers {N1, . . . , NK}, and let the pre-image η−1(Nl) =
{i | ηi = Nl} consist of numbers {al,1, . . . , al,ml}. We choose the order of the elements so that
al,1 < · · · < al,ml .
For each l = 1, . . . ,K the sequence al,1 < · · · < al,ml defines a increasing cyclic permutation
Γl = (al,1, . . . , al,ml) ∈ Sn. Put
γη = Γ1 · · ·ΓK .
Thus, for every η ∈ In we associate a permutation γη ∈ Sn that is a product of non-intersecting
increasing cycles. We also denote as G±η the sets of maximal and minimal elements of those
cycles:
G−η = {al,1}Kl=1, G+η = {al,ml}Kl=1.
Let S(η) be the the subgroup of Sn of all permutations that act trivially on the complement
of the set Im(η) in {1, . . . , n}.
Consider the set {bpq(u)}p,q=1,...,n of matrix coefficients of B(u) and the set of matrix elements
{bq1,...,qnp1,...,pn(u, η)}pi,qi=1,...,n of Bη1(u) · · ·Bηn(u− n+ 1):
B(u) =
∑
p,q=1,...,n
Epq ⊗ bqp(u),
Bη1(u) · · ·Bηn(u− n+ 1) =
∑
p1,...,pn, q1,...,qn
Ep1q1 ⊗ · · · ⊗ Epnqnbq1,...,qnp1,...,pn(u, η).
Theorem 1.
sdet B(u) =
∑
η∈In
∑
σ∈S(η)
α(σ, η)b1,...,nσ(1),...,σ(n)(u, η),
where b1,...,nσ(1),...,σ(n)(u, η) is the corresponding matrix coefficient of Bη1(u) · · ·Bηn(u − n + 1). It
can be computed by the following rule:
b1,...,nσ(1),...,σ(n)(u, η) =
n∏
k=1
b
q(k)
p(k)(u− k + 1), (10)
p(k) =
{
σ(η(k)) if k ∈ G−η ,
sk otherwise,
q(k) =
{
η(k) if k ∈ G+η ,
sγη(k) otherwise,
and the Einstein summation convention is used in (10) for the indices st: if for some t the
repeated indices st occur in (10), the monomials are implicitly summed over the range st =
1, . . . , n. Also
α(σ, η) = (−1)σ
∏
i<ηi
1
(2u+ 2− i− n) .
Proof. From Proposition 4 we can write
sdetB(u)An =
∑
η∈In
Anα(η)(−1)pηBη1(u) · · ·Bηn(u− n+ 1)
 . (11)
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Following the lines of the proof1 of Proposition 2.7 in [4] we apply both sides of (11) to the
vector (e1 ⊗ · · · ⊗ en). Let v = An(e1 ⊗ · · · ⊗ en). The left-hand side of (11) gives sdetB(u)v.
The right-hand side equals∑
η∈In
Anα(η)(−1)pη
∑
t1,...,tn
b1,...,nt1,...,tn(u, η)(et1 ⊗ · · · ⊗ etn).
If not all of {t1, . . . , tn} are pairwise distinct, then An(et1 ⊗ · · · ⊗ etn) = 0. Otherwise et1 ⊗ · · · ⊗
etn = σ(e1 ⊗ · · · ⊗ en), where the permutation σ ∈ Sn is defined by σ(k) = tk, and
An(et1 ⊗ · · · ⊗ etn) = Anσ(e1 ⊗ · · · ⊗ en) = (−1)σv.
We obtain that∑
η∈In
Anα(η)(−1)pη
∑
t1,...,tn
b1,...,nt1,...,tn(u, η)(et1 ⊗ · · · ⊗ etn)
=
∑
σ∈Sn
∑
η∈In
α(η)(−1)pη(−1)σb1,...,nσ(1),...,σ(n)(u, η)v. (12)
Observe that if for fixed σ ∈ Sn there exists j /∈ Im η such that σ(j) 6= j, then the corresponding
matrix element b1,...,nσ(1),...,σ(n)(u, η) vanishes to zero. Hence, we can substitute the sum in (12) over
all permutations σ ∈ Sn by the sum of permutations σ ∈ S(η) and rewrite (12) as∑
η∈In
∑
σ∈S(η)
α(η)(−1)pη(−1)σb1,...,nσ(1),...,σ(n)(u, η)v.
The direct check shows that α(σ, η)=α(η)(−1)pη(−1)σ and that the matrix coefficients b1,...,nσ(1),...,σ(n)
can be computed by (10). 
5 Examples: n = 2, 3
The Theorem 1 allows to compute Sklyanin determinant explicitly.
Example 2. For n = 2 the set I2 has two elements: I2 = {(1, 2), (2, 2)}. Then η = (1, 2)
contributes
b11(u)b
2
2(u− 1)− b12(u)b21(u− 1),
and η = (2, 2) contributes
1
2u− 1 (b
1
2(u)b
2
1(u− 1) + b22(u)b22(u− 1)),
so sdetB(u) equals
b11(u)b
2
2(u− 1)−
2u− 2
2u− 1b
1
2(u)b
2
1(u− 1) +
1
2u− 1b
2
2(u)b
2
2(u− 1).
Example 3. For n = 3 the set I3 has six elements. They make the following contributions to
sdetB(u):
η = (1, 2, 3)
∑
σ∈S3
(−1)σb1σ(1)(u)b2σ(2)(u− 1)b3σ(3)(u− 2),
1The author would like to thank the referee for indicating this step.
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η = (2, 2, 3)
1
2u− 2
3∑
s=1
bs2(u)b
2
s(u− 1)b33(u− 2)− bs3(u)b2s(u− 1)b32(u− 2),
η = (3, 2, 3)
1
2u− 2
3∑
s=1
bs3(u)b
2
2(u− 1)b3s(u− 2)− bs2(u)b23(u− 1)b3s(u− 2),
η = (1, 3, 3)
1
2u− 3
3∑
s=1
b11(u)b
s
3(u− 1)b3s(u− 2)− b13(u)bs1(u− 1)b3s(u− 2),
η = (2, 3, 3)
1
(2u− 2)(2u− 3)
3∑
s=1
b22(u)b
s
3(u− 1)b3s(u− 2)− b23(u)bs2(u− 1)b3s(u− 2),
η = (3, 3, 3)
1
(2u− 2)(2u− 3)
3∑
s,t=1
bs3(u)b
t
s(u− 1)b3t (u− 2).
The value of sdetB(u) equals the sum of these six expressions. We introduce the notation∣∣∣∣k l mp r t
∣∣∣∣ := bkp(u)blr(u− 1)bmt (u− 2).
Then
sdetB(u) =
∣∣∣∣1 2 31 2 3
∣∣∣∣+ 12u− 2
(∣∣∣∣2 2 32 2 3
∣∣∣∣+ ∣∣∣∣3 2 33 2 3
∣∣∣∣− ∣∣∣∣1 1 33 1 1
∣∣∣∣− ∣∣∣∣1 3 33 1 3
∣∣∣∣)
+
1
2u− 3
(∣∣∣∣1 1 31 3 1
∣∣∣∣+ ∣∣∣∣1 3 31 3 3
∣∣∣∣)− 2u− 32u− 2
(∣∣∣∣1 2 32 1 3
∣∣∣∣+ ∣∣∣∣1 2 33 2 1
∣∣∣∣− ∣∣∣∣1 2 32 3 1
∣∣∣∣)
− 2u− 4
2u− 3
∣∣∣∣1 2 31 3 2
∣∣∣∣− 2u− 42u− 2
∣∣∣∣1 2 33 1 2
∣∣∣∣+ 2u− 4(2u− 2)(2u− 3)
(∣∣∣∣2 2 32 3 2
∣∣∣∣+ ∣∣∣∣3 2 33 3 2
∣∣∣∣)
+
1
(2u− 2)(2u− 3)
(∣∣∣∣2 1 32 3 1
∣∣∣∣+ ∣∣∣∣2 3 32 3 3
∣∣∣∣+ ∣∣∣∣3 1 33 3 1
∣∣∣∣+ ∣∣∣∣3 3 33 3 3
∣∣∣∣) .
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