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Abstract
For two polynomials of degrees n and m (n ≥ m)
f (s) = a0 + a1s+ . . .+ an−1s
n−1 + ans
n
g (s) = b0 + b1s+ . . .+ bm−1s
m−1 + bms
m
we define a set of polynomials f • g = {F0, . . . , Fn−m}, where
Fj (s) = ajb0 + aj+1b1s+ . . .+ aj+mbms
m
,
for j = 0, . . . , n−m, and call it a generalized Hadamard product of f and
g. We give sufficient conditions for the Hurwitz stability of f • g. The
obtained results show that the famous Garloff–Wagner theorem on the
Hurwitz stability of the Hadamard product of polynomials is a special
case of a more general fact. We also show that for every polynomial with
positive coefficients (even not necessarily stable) one can find a polynomial
such that their generalized Hadamard product is stable. Some connections
with polynomials admitting the Hadamard factorization are also given.
Numerical examples complete and illustrate the considerations.
1 Introduction
A polynomial is said to be (Hurwitz) stable if all its zeros lie in the open left-
half of the complex plane. In the entire class of polynomials, stable polynomials
occupy a special place. They occur very frequently in many applications (e.g.
in the control theory or in the theory of dynamical systems) and thus they
are important both in theory and in practice. From among many interesting
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properties of stable polynomials we recall one result which is closely related to
this work. In 1996 Garloff and Wagner proved in [1] that the set of Hurwitz
stable polynomials is closed under the Hadamard product. In this paper we
show among others that this result is a special case of a much more general fact.
The work is organized as follows. After preliminary Section 2, we introduce
in Section 3 a generalized Hadamard product of a pair of polynomials. In con-
trary to the (usual) Hadamard product, the generalized Hadamard product is
not a polynomial but it is a set of polynomials including, as one of elements,
the (usual) Hadamard product. We give sufficient conditions for its stability.
The results obtained are based on the Garloff–Wagner theorem [1] and on suf-
ficient conditions for the stability of a real polynomial given by Katkova and
Vishnyakova [2] and Kleptsyn [3]. We also show that for every polynomial with
positive coefficients (but not necessarily stable) one can find a polynomial such
that their generalized Hadamard product is stable. Finally, in Section 4 we give
examples completing our considerations and illustrating the results.
2 Definitions and preliminary results
In this section, we introduce the basic definitions and notation and remind some
results that will be used throughout this article at various places.
2.1 Basic notations
We use standard notation: R and Rn×n stand for the set of real numbers and for
the set of real matrices of order n×n, respectively; N denotes the set of positive
integers; Re (·) stands for the real part of a complex number. The degree of a
polynomial will be denoted by deg (·).
2.2 Stable polynomials and related polynomial families
A polynomial f of degree n (n ≥ 1)
f (s) = a0 + a1s+ . . .+ an−1s
n−1 + ans
n (1)
is said to be Hurwitz stable (or shortly stable) if all its zeros have negative real
parts, and it is said to be quasi–stable if these zeros have non-positive real parts.
Together with polynomial (1), we will consider a polynomial f∗ of the form
f∗ (s) = an + an−1s+ . . .+ a1s
n−1 + a0s
n.
For every nonzero s we have f (s) = snf∗(s−1) and thus the polynomial f is
stable if and only if f∗ is.
It is well known (and easy verified) that a necessary condition for the stability
of a real polynomial is that its coefficients are all of the same sign. Without
losing generality we will assume in the sequel that they are positive.
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Let △i (f) denote the i–th leading principal minor of the Hurwitz matrix
Hf ∈ Rn×n associated with polynomial (1),
Hf =


an−1 an 0 0 . . . 0
an−3 an−2 an−1 an . . . 0
an−5 an−4 an−3 an−2 . . . 0
...
... an−5 an−4 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . a0


,
in particular △1 (f) = an−1 and △n (f) = detHf = a0△n−1 (f). It follows
from the Routh–Hurwitz criterion (see, for example, Gantmacher [4]) that poly-
nomial (1) with positive coefficients is stable if and only if △i (f) > 0, for
i = 1, 2, . . . , n− 1.
For the simplicity of notation, we introduce the following sets of polynomials:
• R+n = {s→ ansn + . . .+ a1s+ a0 : ai > 0 (i = 0, . . . , n)} ,
• Hn = {f ∈ R+n : f (s) = 0⇒ Re (s) < 0} ,
• Hn = {f ∈ R+n : f (s) = 0⇒ Re (s) ≤ 0}
and for n ≥ 3 and α ∈ R
• Wn = {f ∈ R+n : λi (f) < 1 (i = 2, . . . , n− 1)},
• Wαn = {f ∈ R+n : λi (f) < α (i = 2, . . . , n− 1)},
• Vn = {f ∈ R+n : λ2 (f) + . . .+ λn−1 (f) < 1},
where, for f of the form (1), the positive numbers λ2 (f) , . . . , λn−1 (f) are
defined as
λi (f) =
ai−2ai+1
aiai−1
, for i = 2, . . . , n− 1. (2)
Connections between sets Wn, Wαn , Vn and Hn will be discussed in detail in
Section 3.
2.3 The Hadamard product of polynomials
Let f be as in (1) and let g ∈ R+m be of the form
g (s) = b0 + b1s+ . . .+ bm−1s
m−1 + bms
m. (3)
Supposing that m = deg (g) ≤ deg (f) = n we can define the polynomial f ◦ g ∈
R+m of the form
(f ◦ g) (s) = a0b0 + a1b1s+ . . .+ am−1bm−1sm−1 + ambmsm
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called the Hadamard product of polynomials f and g.
The Hadamard product of polynomials has been studied by many authors,
but we will mention here only one work that we will refer to many times in the
sequel. Namely, Garloff and Wagner considered in [1] the stability problem for
the Hadamard product of two real polynomials and obtained, among others, the
following
Theorem 1 (Garloff, Wagner) Let m ≤ n be positive integers. If f ∈ Hn
and g ∈ Hm, then f ◦ g ∈ Hm.
3 The generalized Hadamard product of poly-
nomials and its stability
Here and below in this section polynomials f and g are of the form (1) and (3),
respectively, and such that m = deg (g) ≤ deg (f) = n. Let f0, . . . , fn−m ∈ R+m
be of the form
fj (s) = aj + aj+1s+ . . .+ aj+ms
m, for j = 0, . . . , n−m. (4)
Then, the generalized Hadamard product of a pair of polynomials f and g is
defined as a set of polynomials
f • g = {F0, . . . , Fn−m} ,
where Fj = fj ◦ g (j = 0, . . . , n−m).
Note that the generalized Hadamard product is a generalization of the
(usual) Hadamard product. Indeed, if deg f = deg g then f • g = {f ◦ g} ,
and in general case (i.e. if deg f ≤ deg g) we have f ◦ g = F0 ∈ f • g.
In our main results, we want to focus the attention on the stability of the gen-
eralized Hadamard product of polynomials. As Example 3 shows, the stability
of the polynomial f does not imply those of f0, . . . , fn−m and, in a consequence,
the stability of the generalized Hadamard product of two stable polynomials is
not an immediate consequence of the Garloff–Wagner theorem.
3.1 Main results
As regards Hn, the set of stable polynomials of degree n, it is easy to see
that H1 = R+1 and H2 = R+2 . Moreover, Kemperman proved in [5] that each
principal submatrix (i.e. an (n− k)-by-(n− k) matrix obtained from a given
n-by-n matrix by removing its k rows and the same k columns) of the Hurwitz
matrix associated with a stable polynomial has a positive determinant. It allows
us to conclude that for n ≥ 3
Hn ⊂ Wn. (5)
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For n = 3, by the Routh–Hurwitz criterion, we have H3 = W3, and in general
case inclusion (5) is proper (see Section 4 for numerical examples completing
the results). The set Wn has been defined only for n ≥ 3, but to simplify the
formulation of our main results we put by definition Wk = Hk for k = 1, 2.
We start with the case in which the degree of the generalized Hadamard
product (understood in a natural way as a common degree of all its elements)
does not exceed 4. Note that the polynomial f that occurs in Theorem 2 does
not need to be stable.
Theorem 2 Let m,n ∈ N be such that 1 ≤ m ≤ 4 and m ≤ n. If f ∈ Wn and
g ∈ Hm, then f • g ⊂ Hm.
Proof. It follows from the assumption, that the polynomials
• Aj (s) = aj + aj+1s, for j = 0, . . . , n− 1;
• Bj (s) = Aj (s) + aj+2s2, for j = 0, . . . , n− 2 and n ≥ 2;
• Cj (s) = Bj (s) + aj+3s3, for j = 0, . . . , n− 3 and n ≥ 3
are stable. Thus, for 1 ≤ m ≤ 3 the result follows from the Garloff–Wagner
theorem. For m = 4, we have f • g = {F0, . . . , Fn−4} where
Fj (s) = ajb0 + aj+1b1s+ aj+2b2s
2 + aj+3b3s
3 + aj+4b4s
4, (6)
for j = 0, . . . , n− 4. The Hurwitz matrix associated with the polynomial Fj has
the form
HFj =


aj+3b3 aj+4b4 0 0
aj+1b1 aj+2b2 aj+3b3 aj+4b4
0 ajb0 aj+1b1 aj+2b2
0 0 0 ajb0

 .
We will show that all its leading principal minors are positive.
Obviously, △1 (Fj) = aj+3b3. Moreover, since f ∈ Wn, we have
△2 (Fj) = aj+2aj+3b2b3 − aj+1aj+4b1b4 > aj+2aj+3 (b2b3 − b1b4) =
= aj+2aj+3△2 (g)
and
△3 (Fj) = aj+1aj+2aj+3b1b2b3 − aja2j+3b0b23 − a2j+1aj+4b21b4 >
> aj+1aj+2aj+3
(
b1b2b3 − b0b23 − b21b4
)
= aj+1aj+2aj+3△3 (g) .
Since g is stable, the result follows from the Routh–Hurwitz criterion.
In the general case Theorem 2 does not hold (see Example 4) but the fol-
lowing is true:
Theorem 3 Let m ≤ n be positive integers. If f ∈ Hn and g ∈ Hm, then
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(a) F0, Fn−m ∈ Hm;
(b) f • g ⊂ Hm.
To prove this theorem we need two auxiliary lemmas.
Lemma 1 Let N > n be positive integers and let f ∈ Hn. Then for every ε > 0
there exist positive numbers an+1, . . . , aN such that:
(a) an+1, . . . , aN ∈ (0, ε) ;
(b) a polynomial
Fε (s) = f (s) + s
n+1
(
an+1 + an+2s+ . . .+ aNs
N−n−1
)
is stable.
Proof. Let us fix any ε > 0. We will proceed by induction with respect to
N − n. For N − n = 1 the result follows from Lemma 5.3 in Bhattacharyya
et al. [7] (for the sake of completeness of this work, we present in Appendix a
proof of this fact based on the Routh–Hurwitz criterion). Hence, let us assume
that the result holds for N − n = k and we need to prove it for N − n = k + 1.
By the induction assumption, there exist positive numbers an+1, . . . , an+k ∈
(0, ε) such that the polynomial
Fε,k (s) = f (s) + an+1s
n+1 + . . .+ an+ks
n+k
is stable. The argument used in the first induction step allows us to conclude
again that for the polynomial Fε,k we can find an+k+1 ∈ (0, ε) such that the
polynomial
Fε,k+1 (s) = Fε,k (s) + an+k+1s
n+k+1
is also stable, proving that the thesis is true for N − n = k + 1. It means that
it is true for every N > n.
Lemma 2 Let f ∈ Hn and k ∈ N. There exists a sequence of polynomials
{pm}m∈N ⊂ R+k−1 satisfying the following conditions:
(a) for every m ∈ N, the polynomial
s→ pm (s) + skf (s)
is stable;
(b) lim
m→∞
pm = 0.
Proof. We have noticed before, that if the polynomial f is stable, then so is f∗.
When applying Lemma 1 to f∗ we get that for every N > n and for every ε > 0
there exist positive numbers an+1, . . . , aN ∈ (0, ε) such that the polynomial
Fε (s) = f
∗ (s) + sn+1
(
an+1 + . . .+ aNs
N−n−1
)
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is stable. The stability of Fε is equivalent to the stability of F
∗
ε , i.e.
F ∗ε (s) = aN + aN−1s+ . . .+ an+1s
N−n−1 + sN−nf (s) .
Letting k = N − n, ε = 1
m
(for m ∈ N) and
pm (s) = b
(m)
0 + b
(m)
1 s+ . . .+ b
(m)
k−1s
k−1,
where b
(m)
i = aN−i (for i = 0, . . . , N − n− 1), the result follows from Lemma 1
by applying it to every m ∈ N.
From Lemma 2 one can easily draw the following conclusion.
Conclusion 1 If f ∈ Hn, then for every k ∈ N there exists a polynomial
p ∈ R+k−1 such that the polynomial s→ p (s) + skf (s) is stable.
Proof of Theorem 3 In order to prove the first part of the theorem, note
that the stability of F0 follows from the Garloff–Wagner theorem. Similarly, the
stability of Fn−m is a consequence of the identity
Fn−m = (f
∗ ◦ g∗)∗ ,
and again of the Garloff–Wagner theorem.
To prove the second part, let f • g = {F0, . . . , Fn−m} , where
Fj (s) = ajb0 + aj+1b1s+ . . .+ aj+mbms
m,
for j = 0, . . . , n −m. Since we have just shown the stability of F0 and Fn−m,
let us fix any j ∈ {1, . . . , n−m− 1}. The stability of g and Lemma 2 imply
that there exists a sequence of polynomials {pm}m∈N ⊂ R+j−1 such that the
polynomials
Gm (s) = pm (s) + s
jg (s) , m ∈ N
are stable. By the Garloff–Wagner theorem, the stability of Gm implies the
stability of Gm ◦ f . Since pm → 0 (as m → ∞), we obtain that Gm ◦ f → G
(as m→∞), where G (s) = sjFj (s). By the continuous dependence of zeros of
a polynomial on its coefficients, we obtain the quasi–stability of the polynomial
Fj . This completes the proof.
3.2 Further extensions
In this subsection we shall give sufficient conditions for the stability of the
generalized Hadamard product f •g, supposing that polynomials f and g satisfy
some additional, more or less restrictive, conditions.
7
3.2.1 Polynomials admitting a Hadamard factorization
Recall that the polynomial f ∈ Hn admits a Hadamard factorization if there
exist two polynomials f1, f2 ∈ Hn for which f = f1 ◦f2. It is easy to see that all
stable polynomials of degree 2 and 3 have Hadamard factorizations (see Garloff
and Shrinivasan [8]), but it is also known that there exist polynomials of degree
4 that do not have a Hadamard factorization (again Garloff and Shrinivasan
[8]). Giving some characterization of polynomials admitting a Hadamard fac-
torization in general case is, to the best of our knowledge, an open problem,
but some necessary conditions for the Hadamard factorization of stable poly-
nomials can be found in Loredo–Villalobos and Aguirre–Herna´ndez [9] (see also
Remark 2 below for some sufficient condition for the Hadamard factorization of
a polynomial).
Theorem 4 Let m ≤ n be positive integers. If f ∈ Hn and g has a Hadamard
factorization, i.e. g = g1 ◦ g2 for some g1, g2 ∈ Hm, then f • g ⊂ Hm.
Proof. Recall that f • g = {F0, . . . , Fn−m}. The stability of F0 and Fn−m
follows from Theorem 3, and thus let j ∈ {1, . . . , n−m− 1}. It follows from
Conclusion 1 that there exists a polynomial p ∈ R+j−1, say p (s) = p0 + p1s +
. . .+ pj−1s
j−1, such that the polynomial Gj (s) = p (s) + s
jg1 (s) is stable. By
the Garloff–Wagner theorem we get the stability of
(
(Gj ◦ f)∗ ◦ g∗2
)∗
. It suffices
to note that
(
(Gj ◦ f)∗ ◦ g∗2
)∗
= Fj .
Indeed, the polynomials g1 and g2 can be written as
g1 (s) = β0 + β1s+ . . .+ βm−1s
m−1 + βms
m
and
g2 (s) =
b0
β0
+
b1
β1
s+ . . .+
bm−1
βm−1
sm−1 +
bm
βm
sm
and thus
(Gj ◦ f) (s) = a0p0 + . . .+ aj−1pj−1sj−1+
+ sj (ajβ0 + aj+1β1s+ . . .+ aj+mβms
m) ,
or equivalently,
(Gj ◦ f)∗ (s) = aj+mβm + aj+m−1βm−1s+ . . .+ ajβ0sm+
+ aj−1pj−1s
m+1 . . .+ a0p0s
j+m.
Since
(
(Gj ◦ f)∗ ◦ g∗2
)
(s) = aj+mbm + aj+m−1bm−1s+ . . .+ ajb0s
m,
then
(
(Gj ◦ f)∗ ◦ g∗2
)∗
(s) = (fj ◦ g) (s) where fj are as in (4). This completes
the proof.
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3.2.2 Polynomials from Wαn
One can show that for every positive number α the set Wαn is non-empty (see
Lemma 3 below). Moreover, Katkova and Vishnyakova proved in [2] that a real
polynomial (1) of degree 4 or more and satisfying inequalities
α∗aiai−1 − ai−2ai+1 > 0 (i = 2, . . . , n− 1) ,
where α∗ ≈ 0.46557 is the unique real solution to the equation
1 = α (1 + α)
2
, (7)
is stable. This observation together with our earlier considerations in Subsec-
tion 3.1 lead to the inclusion
Wα∗n ⊂ Hn (8)
being true for n ≥ 3. For simplicity, as in case of Wn, we put by definition
Wαk = Hk for every α ∈ (0, 1) and k = 1, 2.
Let us also note that for β∗ =
√
α∗ ≈ 0.68233 we have
Wα∗n ⊂ Wβ
∗
n
but, as follows from Example 4, in contrary to Wα∗n , Wβ
∗
n contains unstable
polynomials.
The following theorem states, among others, a sufficient condition for the
stability of the generalized Hadamard product f • g in the case when neither f
nor g is stable.
Theorem 5 Let m ≤ n be positive integers, let α∗ be the unique real solution
to the equation (7) and let β∗ =
√
α∗. Then
(a) if f ∈ Wn and g ∈ Wα∗m , then f • g ⊂ Wα
∗
m ;
(b) if f ∈ Wβ∗n and g ∈ Wβ
∗
m , then f • g ⊂ Wα
∗
m .
Proof. We have f • g = {F0, . . . , Fn−m} where
Fj (s) = A0,j + A1,js+ . . .+Am,js
m
with Ai,j = aj+ibi for i = 0, . . . ,m, j = 0, . . . , n−m. Then, in view of (2), we
have for i = 2, . . . ,m− 1:
λi (Fj) =
Ai−2,jAi+1,j
Ai,jAi−1,j
=
aj+i−2aj+i+1
aj+iaj+i−1
bi−2bi+1
bibi−1
= λi+j (f)λi (g) (9)
what, in both cases (a) and (b), by the assumptions on f and g, leads to an
inequality
λi (Fj) < α
∗
that completes the proof.
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3.2.3 Polynomials from Vn
As regards the set Vn, it is clear that V3 = W3 = H3. As previously, we put
by definition Vk = Hk for k = 1, 2. It can be also shown that V4 = H4 (see
Proposition 7 in Bia las and Bia las–Ciez˙ [6]) and for n ≥ 5 it holds
Vn (Wn.
Moreover, for n = 3 and n = 4 we have Wα∗n ⊂ Vn, but in the general case
there is no inclusion between Wα∗n and Vn. Kleptsyn [3] proved, in turn, that
for n ≥ 3 a sufficient condition for the stability of f is
λ2 (f) + . . .+ λn−1 (f) < 1,
where λ2 (f) , . . . , λn−1 (f) are given by (2). In other words, for n ≥ 3 we have
Vn ⊂ Hn.
It allows us to give one more sufficient condition for the stability of the gener-
alized Hadamard product of two polynomials.
Theorem 6 Let m ≤ n be positive integers. If f ∈ Wn and g ∈ Vm, then
f • g ⊂ Vm.
Proof. The proof is similar to that of Theorem 5 and follows from the easily
verified identities
m−1∑
i=2
λi (Fj) =
m−1∑
i=2
λi+j (f)λi (g) <
m−1∑
i=2
λi (g) < 1
which hold for j = 0, . . . , n−m.
3.3 Stabilization by the Hadamard product
We will prove now one more property of the generalized Hadamard product of
polynomials. Namely, we will show that for every polynomial f there exists a
stable polynomial g for which the generalized Hadamard product f • g becomes
stable.
Theorem 7 Suppose that f ∈ R+n . Then for every m ∈ {1, . . . , n} there exists
a polynomial g ∈ Hm such that f • g ⊂ Hm.
The proof is based on the following observation.
Lemma 3 For every integer m ≥ 3 and for every ε > 0 there exists a polyno-
mial g ∈ R+m such that λi (g) = ε, for i = 2, . . . ,m− 1.
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Proof. It is easy to see that the polynomial g (s) = b0 + b1s+ . . .+ bms
m with
coefficients given by the following recurrence formulae: b0, b1, b2 – arbitrary
positive numbers and
bk+2 = ε
bk+1bk
bk−1
, for k = 1, . . . ,m− 2
satisfies our requirement.
Proof of Theorem 7 Suppose that n ≥ 3 (for 1 ≤ n ≤ 2 the result is not
interesting) and fix any m ∈ {3, . . . , n}. Since f • g = {F0, . . . , Fn−m} where,
according to (9),
λi (Fj) = λi+j (f)λi (g) ,
the result follows from Lemma 3 by applying it to any ε < α
∗
max2≤i≤n−1 λi(f)
.
It seems to be interesting that if f ∈ Wn (it is still not necessarily stable),
then the polynomial g that occurs in Theorem 7 can be chosen as the one having
a Hadamard factorization.
Theorem 8 Suppose that f ∈ Wn. Then for everym ∈ {1, . . . , n} there exists a
polynomial g ∈ Hm having a Hadamard factorization and such that f • g ⊂ Hm.
Proof. Since for 1 ≤ n ≤ 3 and 1 ≤ m ≤ 2 the result is obvious, suppose that
n ≥ 4 and take any m ∈ {3, . . . , n}. Also, let fj be given by (4). It follows
from the assumption that λi (fj) < 1 for i = 2, . . . ,m − 1; j = 0, . . . , n − m.
Bia las and Bia las–Ciez˙ proved recently (see Theorems 8 and 10 in [6]) that if
f ∈ Wn, then there exists a positive number p∗ such that for every p > p∗ the
p–th Hadamard power of f , i.e.
f [p] (s) = ap0 + a
p
1s+ . . .+ a
p
n−1s
n−1 + apns
n
is stable. Thus, it follows from the assumption that for every j = 0, . . . , n−m
there exists a positive number p∗j such that the polynomial f
[p]
j is stable for
all p > p∗j . Letting p
∗ = max{p∗0, . . . , p∗n−m}, we get that all the polynomials
f
[p]
0 , . . . , f
[p]
n−m are stable for all p > p
∗. Fix now any p > p∗ and define the
polynomial g ∈ R+m as follows
g = f
[p]
0 ◦ . . . ◦ f [p]n−m.
By the Garloff–Wagner theorem, the polynomial g is stable. Moreover, it is easy
to see that the polynomials g ◦ fj are also stable for j = 0, . . . , n − m. This
completes the proof.
Remark 1 Bia las and Bia las–Ciez˙ proved in [6] that for n ≥ 3 and f ∈ Wn the
positive number p∗ that has occurred in the proof of Theorem 8 can be calculated
as
p∗ =
logα∗
logmax2≤i≤n−1 λi (f)
, (10)
where α∗ is given by (7).
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Remark 2 If, for p∗ as in (10), we have p∗ < 0.5, i.e. if
max
2≤i≤n−1
λi (f) < γ
∗ ≈ 0.216 76, (11)
where γ∗ is the unique real solution to the equation γ (γ − 1)2 = 1−4γ, then the
polynomial f [0.5] is stable. It means that inequality (11) is a sufficient condition
for the polynomial f to have a Hadamard factorization.
4 Examples
In this last part of the paper we show a few examples completing and illustrating
the results presented in the previous sections.
Example 1 Let f ∈ R+4 be a polynomial of the form
f (s) = 2s4 + 2s3 + 4s2 + 2s+ 3.
Since
λ2 (f) = 0.75 and λ3 (f) = 0.5,
it follows that f ∈ W4. On the other hand, calculations show that △3 (f) = −4
and thus f is not stable. It means that the inclusion H4 ⊂ W4 is proper. Other
similar examples may be constructed for n > 4.
Example 2 Let f ∈ R+3 be a polynomial of the form
f (s) = s3 + 3s2 + 7s+ 10.
The leading principal minors of the Hurwitz matrix associated with f , i.e.
Hf =


3 1 0
10 7 3
0 0 10


are all positive and thus, by the Routh–Hurwitz criterion, f is stable. It can be
also easily checked, that f ∈ Wα3 if and only if α > 1021 ≈ 0.476 19. It means that
f /∈ Wα∗3 , where α∗ ≈ 0.46557 is a positive number defined in (7). Moreover,
by Conclusion 1, we know that there exists a polynomial g ∈ R+n−4 such that the
polynomial F ∈ R+n of the form F (s) = f (s) sn−3 + g (s) is stable. Since the
2-by-2 leading principal submatrix of the Hurwitz matrix HF is identical to that
of Hf , we obtain that Wα∗n ( Hn for n ≥ 4.
Example 3 One can easily check, for example using the Routh–Hurwitz crite-
rion, that the polynomial f ∈ R+6 of the form
f (s) = 2s6 + 6s5 + 12s4 + 16s3 + 12s2 + 10s+ 1
is stable, whereas the polynomial
f0 (s) = 6s
5 + 12s4 + 16s3 + 12s2 + 10s+ 1
is not (△4 (f0) = −516). This shows that the stability of the polynomial f does
not imply the stability of the polynomials f0, . . . , fn−m given by (4).
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Example 4 Let f ∈ R+8 be of the form
f (s) = s8 + s7 + 46s6 + 34.5s5 + 791s4+
+ 395.75s3 + 6026s2 + 1509.375s+ 17160.
It was recently shown (and can be easily verified, e.g. by the Routh–Hurwitz
criterion) that the polynomial f is stable whereas the polynomial f [1.139] is not
(see Bia las and Bia las–Ciez˙ [6]). Also, it follows from the stability of f that
λi (f) < 1 and thus
λi
(
f [0.139]
)
= λ0.139i (f) < 1,
for i = 2, . . . , 7. It means that f ∈ H8 and f [0.139] ∈ W8 but f [1.139] = f ◦
f [0.139] /∈ H8 proving that Theorem 2 does not hold in the general case.
Example 5 In order to illustrate Theorem 8, consider the polynomial
f (s) = 2s5 + 4s4 + 4s3 + 4s2 + 2s+ 1.
Since △4 (f) < 0, f is not stable. According to (2) we have
λ2 (f) = λ3 (f) = λ4 (f) =
1
2
and thus f ∈ W5. Moreover, by (10),
p∗ =
logα∗
logmax2≤i≤4 λi (f)
≈ 1.102 9.
Taking, for example, m = 4 we can define the polynomial (for more details,
return to the proof of Theorem 8)
g (s) = (f
[2]
0 ◦ f [2]1 ) (s) = 26s4 + 28s3 + 28s2 + 26s+ 22
which is stable and such that the generalized Hadamard product f • g is stable
too. Indeed, f • g = {F0, F1} where
F0 (s) = 2
8s4 + 210s3 + 210s2 + 27s+ 22
F1 (s) = 2
7s4 + 210s3 + 210s2 + 28s+ 23
are stable.
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Appendix
Let n be a positive integer and let f ∈ Hn. We shall prove now that there exists
a positive number ε > 0 such that for every an+1 ∈ (0, ε) the polynomial
F (s) = f (s) + an+1s
n+1
is stable. In fact, it is a little bit more than we need in the proof of Lemma 1.
Recall also, that the proof of this fact based on the Hermite–Biehler theorem
can be found in [7] (see Lemma 5.3 therein).
Suppose that f is of the form (1) and let Fα (s) = f (s)+αs
n+1. The Hurwitz
matrix associated with Fα has the form
HFα =


an α 0 0 . . . 0
an−2 an−1 an α . . . 0
an−4 an−3 an−2 an−1 . . . 0
...
... an−4 an−3 . . . 0
...
...
...
...
. . .
...
0 0 0 0 . . . a0


.
All leading principal minors of the matrix HFα are continuous functions of α.
Moreover, we have △1 (Fα) = an and for α = 0 and k = 1, . . . , n− 1
△k+1 (F0) = an△k (f) .
It follows from the stability of f , that there exist positive numbers ε2, . . . , εn
such that for k = 2, . . . , n
△k (Fα) > 0, for every α ∈ (0, εk) .
Putting ε = min {ε2, . . . , εn, 1}, we get by the Routh–Hurwitz criterion, that
for any an+1 ∈ (0, ε) the polynomial F (s) = f (s) + an+1sn+1 is stable. This
completes the proof.
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