A new approach for obtaining the minimum of the density-functional total energy is developed by the application of the variational method to the effective potential rather than to wave functions. The resulting conditions on the effective potential are shown to reduce to a system of simultaneous nonlinear equations. This system can then be solved easily with the use of modern ideas from optimization theory. This also gives a unified description of most self-consistency convergence accelerators and enables us to design a superior procedure. The new approach has been implemented in a completely general band-structure method. A special construction of the potential and mixed basis set enables us to calculate efficiently the band structure of materials with both complex unit cells and interacting d states. The method is demonstrated on crystalline Si and ZnS and is used to obtain the first ab initio band structure for CuInSe2 (8 atoms per unit and 292 electrons per unit cell).
I. INTRODUCTION
The density-functional formalism of Hohenberg, Kohn, and Sham' (HKS) (r -r +E", [n] by finding the density n (r ) that minimizes E", .
(Throughout the paper the asterisk denotes selfconsistent ground state. ) This form is motivated by the independent-particle model: The first three terms represent, respectively, the kinetic energy, applied potential energy, and classical mean-field interelectronic Coulomb energy of the independent particles. The universal functional E", [n] represents all corrections to the independent-particle model; i.e. , the nonclassical many-body effects of exchange and correlation (xc).
Whereas Eq. (1) is easily proven formally, the evaluation of n*[ V,",] can be difficult in practice.
The major problems are the following: (i) The functional E", [n] is at present known only for a few simple systems and must in general be approximated, (ii) the only known prescription for calculating T [n] given only n(r) (no wave functions) is often insufficiently accurate on the scale of binding energies or conformational energies of polyatomic system, and (iii) current searching algorithms to find n (r) that minimizes E", are not effective for general polyatomic systems. The first problem is circumvented by applying the local-density approximation for E", [n] ; it is determined by borrowing the known solution for the homogeneous electron gas. For the second difficulty, Kohn and Sham proposed bypassing the evaluation of T[n] by simultaneously constructing a density n (r ) and its kinetic energy T[n] from a set of wave functions of noninteracting particles. A recent theorem by Theophilou described below shows that these fictitious noninteracting particles form a rigorous foundation for the independent-particle model. Refs. 5 and 6) has shown that for any physical charge density n (r) there exists a potential U,",( r )(an ordinary function of r) in which the noninteracting particles will have the charge density n (r). The Schrodinger equation for the noninteracting particles is [ -, 7 -+U, ",(r))PJ(r)=ejgq(r) .
By construction, the charge density of the real system is identical to the charge density of the system of fictitious noninteracting particles given by n ( r) = +co J~QJ ( r )w here coj are occupation numbers. The groundstate kinetic energy in the independent-particle approximation is likewise constructed from the noninteracting particle orbitals as T[n, (r)]=gcoj(PJ(r)~--,V~P J(r)) . (4) J Theophilou proved a one-to-one-to-one correspondence among the generating potential U,",(r) (up to an additive constant), the ground-state charge density n (r), and the ground-state orbitals IQJ(r) J for the noninteracting particles ( and a similar correspondence also for real electrons). Notice that U,",( r ) contains the information of the fixed external potential V,",(r) [Eq. (1}] which, together with the number of electrons N =gjcoj, defines the physical system. Notice further that the only meaning for U,",(r ) is that it generates the charge density and kinetic energy via Eqs. (2) -(4).
In the density functional equation (1},the density n (r) is formally the independent variable. However, given an n (r), it is difficult to find the corresponding T [n] (unless approximate gradient series expressions are used for T [n] ).
Theophilou's theorem, however, opens the way to treating either the orbitals I QJ(r ) I (as done by HKS and almost all subsequent applications of the density-functional formalism} or the generating potential U,",(r ) (as done here) as the independent variable for minimizing the total energy in Eq. (1).
While these two approaches are parallel, they still represent fundamentally different philosophical viewpoints, which in turn are translated into different computational schemes. As shown below, the scheme based on regarding U,",(r ) as the independent variable can be adapted to use modern and powerful minimization techniques, which greatly simplifies the solution of the densityfunctional problem.
We will define the potential variation which is used here by first comparing it to other variational approaches. The choice between the two possible independent variables and the type of variation used leads to four fundamentally different approaches to minimizing the HKS total energy. In practice the minimization is always restricted to searching a finite-dimensional subspace from the total Hilbert space of wave functions or potentials.
We will denote the independent variables as functions of both position and a set of variational parameters which specify a point in the given parameter subspace:
P~(r) =P, (r; Ia;, I ), U,",(r)=U, ",(r;[p J) .
Here [a, & I Fig. 2 (a) for silicon and in Fig. 2(b) .for ZnS. The
Fourier-transform charge of the density are depicted in Table III The silicon charge densities, shown in Fig. 3 , agree very well with Hamann's results.
The only difference is that we get a very slightly ( & l%%uo) double-peaked bond which we believe is correct (e.g. , it exists also in the excessively detailed calculation). For ZnS all the x-ray scattering factors agree with WK to better than 0.1 electron/unit cell indicating that both methods give substantially the same character for the occupied bands. Here it is apparent that during the first three or four iterations, the update procedure is contribut- 
D. CuInSe2
ing little to convergence; however, the Jacobian is "remembering" these iterations and "learnin" (a) The structural properties of and convergence parameters used for CuInSe2 are given in Table V. The structure of the unit cell is shown in Fig. 6 Contours (a) Position {a. In our approach the independent variable is the potential U,",( r ) or, more specifically, the potential parameters I p& I. In order to carry out this approach we need the analytical derivatives of various quantities with respect to variation of p~.
These formulas are developed here.
The potential is used to generate only inde- 
where Va~m(r)=4ni'gybe . ' j~(Grr)YI* ( Gr), 
