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Abstract 
Marine logistics has become increasingly important as the amount of global trade has increased. Products are usually 
packed in various sizes of boxes, which are then arranged into containers before shipping. Shipping companies aim 
to optimise the use of space when packing heterogeneous boxes into containers. The container packing problem 
(CPP) aims to optimise the packing of a number of rectangular boxes into a set of containers. The problems may be 
classified as being homogeneous (identical boxes); weakly heterogeneous (a few different sizes); or strongly 
heterogeneous (many different boxes).  The CPP is categorised as an NP hard problem, which means that the amount 
of computation required to find solutions increases exponentially with problem size. 
 
This work describes the development and application of an Artificial Immune System (AIS) and a Genetic Algorithm 
(GA) for solving the multiple container packing problems (MCPP). The stochastic optimisation tool was written in 
Microsoft Visual basic. A sequential series of experiments was designed to identify the best parameter configuration 
of the algorithms for solving MCPP problems. The work optimised the packing a standard marine container (8ft x 8ft 
x 20ft) for a strongly heterogeneous problem. 
 
The experimental results were analysed using the general linear model form of analysis of variance to identify the 
appropriate parameter configurations of the algorithms. It was found that each algorithm’s parameters were 
statistically significant with a 95% confidence interval. The best configurations were then used in the sequential 
experiment aiming to compare the performance of both algorithms for solving twelve heterogeneous MCPP 
problems. It was found that the best-so-far solutions obtained from the AIS were marginally lower than those 
produced by the GA for all problem sizes but taken longer computational time. 
 
Keywords: Container packing; Artificial Immune System; Genetic Algorithm; Parameter setting; Experimental 
design and analysis. 
 
1.  Introduction 
The increased globalisation of trade has led to a large increase in the volume of shipping. Most 
international cargo is transported in containers through major seaports. The efficiency of 
container packing is very important for service providers and can have a large impact on 
profitability. The container packing problem (CPP) involves arranging a set of boxes into a set of 
containers with fixed dimensions. The objective is to minimise the amount of wasted space. The 
quality of solutions is usually measured in terms of space (volume) utilisation.  
 
The total number of sequences for arranging n boxes is (n!) which is further increased as there are 
six ways of turning or flipping each box (6
n
); so the number of possible solutions for arranging 
10 boxes can be up to (10!*6
10
) or 219 billion possible sequences. In terms of computational 
complexity the CPP is an NP hard problem [1], which means that the amount of computation 
required increases exponentially with problem size. 
 
Metaheuristics, such as Genetic Algorithms and more recently Artificial Immune Systems, have 
been successfully applied to solve large and complex combinatorial optimisation problems [2, 3]. 
These stochastic search methods are capable of finding near optimal solutions within an 
acceptable amount of computational time. The Artificial Immune System (AIS) has been 
successfully used to solve the combinatorial optimisation problems such as flow shop scheduling 
[4], job-shop scheduling [5], project scheduling [6] and the travelling salesman problem [7]. 
However, no research has been reported that has used the AIS to solve the CPP.  
 
The objectives of this paper are to: i) describes the development of a computer aided packing 
(CAP) program that included the Artificial Immune System (AIS) and Genetic Algorithm (GA) 
for solving a wide range of multiple container packing problems (MCPP); ii) perform a series of 
experiments based upon a design of experiments approach to find the best  setting for AIS 
parameters for various types of problem; iii) benchmark the performance of the AIS and GA 
methods in terms of the quality of solutions obtained and the computational time required. 
 
The remaining sections in this paper are organised as follows. Section 2 reviews the problem 
statements including the assumptions usually made in the MCPP and presents a mathematical 
model. Section 3 briefly describes the process and pseudo code of the algorithms. The 
experimental design and analysis of results is presented in section 4. Finally, section 5 
summarises the conclusions of the research and suggests possible further work.  
 
2.  Problem Statements and Assumptions  
The container packing problem (CPP) is sometimes referred to as the cutting stock, trim loss, bin 
packing, container loading, nesting or knapsack problems [8]. The CPP can be classified 
according to various criteria including packing schemes (wall building/guillotine cutting); 
homo/heterogeneous objects; rectangular/ nonrectangular packing; n-dimensional shapes and 
single/multiple container(s). Common objective functions for three dimensional packing include: 
the minimisation of the length/number of container required for a specified cargo; maximise the 
volume of the cargo packed in a given container and space (volume) utilisation. 
 
Various assumptions have been made in order to simplify, formulate and solve container packing 
problems. The most common assumptions can be summarised as follows: i) boxes are of 
rectangular shape; ii) boxes must be arranged within the whole container and must be parallel to 
its side walls; iii) boxes cannot overlap each other; iv) boxes can/cannot be rotated; v) boxes are 
stabilised by filling the empty space with foam rubber [9]; vi) boxes are to be packed into a 
single/multiple containers; vii) boxes are supported by those underneath; and viii) unlike 
container loading, weight limitations and weight distribution may be ignored in the container 
packing problem [10].  
  
A general mathematical model for maximising the efficiency of volume usage (V) for container 
packing problem has been adopted by previous research [11, 12]. The formulation of the problem 
is as follows:  
 
Notation: 
B   Total number of boxes. 
C   Total number of containers. 
li, wi, hi  Parameters indicating the length, width and height of box i. 
Lj,Wj, Hj Parameters indicating the length, width, and height of container j. 
xi, yi, zi Continuous variables indicating the coordinates of back-left-bottom corner of box i that 
specifies the placement of box i. 
l
x
i , l
y
i , l
z
i  Binary variables that indicate whether the length of box i is parallel to the X-, Y-, or Z-axis. 
For example, l
x
i  = 1 if the length of box i is parallel to the X-axis; otherwise it is equal to 0. 
w
x
i ,w
y
i ,w  Binary variables indicating whether the width of box i is parallel to the X-, Y-, or Z-axis. For 
example, w
x
i  = 1 if the width of box i is parallel to the X-axis; otherwise it is equal to 0.  
h
x
i , h
y
i , h
z
i  Binary variables indicating whether the height of box i is parallel to the X-, Y-, or Z-axis. For 
example, h
x
i  = 1 if the height of box i is parallel to the X-axis; otherwise it is equal to 0.  
leik  A binary variable indicating if box i is placed on the left side of box k. 
riik A binary variable indicating if box i is placed on the right side of box k. 
beik A binary variable indicating if box i is placed behind box k. 
frik A binary variable indicating if box i is placed in front of box k. 
abik A binary variable indicating if box i is placed above box k. 
unik A binary variable indicating if box i is placed underneath box k. 
pij A binary variable indicating if pij = 1, box i
th
 is placed in container jth; otherwise it is equal to 0. 
cj A binary variable if cj = 1, container j is used; otherwise it is equal to 0. 
M  An arbitrarily large number used in Big-M constraints. 
 
The variables leik, riik, beik, frik, abik, and unik are only defined for i < k. The container is placed in 
a coordinate system with its origin at the back-left-bottom corner. The length L of the container is 
placed along the X-axis, the width W along the Y-axis and the height H along the Z-axis. The 
objective of the multiple container packing problems (MCPP) following linear mixed integer 
programming model can be formulated as: 
 
å å
= =
´´-´´´
C
j
B
i
iiijjjj hwlcHWLMinim ze
1 1
       (1) 
Subject to:   
xi + (li× l
x
i ) + (wi× w
x
i ) + (hi× h
x
i ) ≤ xk + (1- beik) × M  ,"i, k, i<k     (2) 
xk + (lk× l
x
k ) + (wk× w
x
k ) + (hk× h
x
k ) ≤ xi + (1- frik) × M  ,"i, k, i<k     (3) 
yi + (li× l
y
i ) + (wi× w
y
i ) + (hi× h
y
i ) ≤ yk + (1- leik) × M  ,"i, k, i<k     (4) 
yk + (lk× l
y
k ) + (wk× w
y
k ) + (hk× h
y
k ) ≤ yi + (1- riik) × M  ,"i, k, i<k     (5) 
zi + (li× l
z
i ) + (wi× w
z
i ) + (hi× h
z
i ) ≤ zk + (1- unik) × M  ,"i, k, i<k     (6) 
zk + (lk× l
z
k ) + (wk× w
z
k ) + (hk× h
z
k ) ≤ zi + (1- abik) × M  ,"i, k, i<k    (7) 
leik + riik + beik + frik + abik + unik ≥ pij + pkj – 1   ,"i, k, i<k    (8) 
å
=
=
C
j
ijp
1
1         ,"i     (9) 
å
=
´£
B
i
jij cMp
1
        ,"j              (10) 
xi + (li× l
x
i ) + (wi× w
x
i ) + (hi× h
x
i ) ≤ Lj + (1- pij) × M  ,"i,j            (11) 
yi + (li× l
y
i ) + (wi× w
y
i ) + (hi× h
y
i ) ≤ Wj + (1- pij) × M  ,"i,j             (12) 
zi + (li× l
z
i ) + (wi× w
z
i ) + (hi× h
z
i ) ≤ Hj + (1- pij) × M  ,"i,j            (13) 
z
i
l
x
i ,l
y
i ,l
z
i ,w
x
i ,w
y
i ,w
z
i ,h
x
i ,h
y
i ,h
z
i ,leik, riik, beik, frik, abik, unik, pij, cj Î[0,1] ,"i, k, i<k            (14) 
xi, yi, zi ≥ 0           ,"i           (15) 
 
 The constraints (2)-(7) ensure that the loaded boxes do not overlap each other. The constraint (8) 
checks for overlap, which is not allowed and forces at least one of the six variables leik, riik, beik, 
frik, abik, unik to one. The constraint (9) guarantees that each box will be packed into a single 
container only. The constraint (10) indicates that a container is considered to be used when any 
box has been assigned to it. The constraints (11)-(13) make sure that all the boxes packed into a 
container fit within its physical dimensions. Finally constraints (14)-(15) describe each type of 
the variables used. 
 
3.  Approximation Optimisation Algorithms 
Approximation optimisation algorithms, so called metaheuristics, have received considerable 
attention over the last few decades. This is because the stochastic search process helps find 
practical, near optimal solutions, within an acceptable amount of computational time. The 
methods are particularly popular for solving very large-scale and complex combinatorial 
optimisation problems and full enumerative search is impractical for these problems. This paper 
related to research that applied the Artificial Immune System and the Genetic Algorithm to solve 
multiple container packing problems.  
 
3.1 Artificial Immune System 
An immune system is a system of biological structures and processes within an organism that 
protects against disease by identifying and killing pathogens and tumour cells. It detects a wide 
variety of agents, from viruses to parasitic worms, and needs to distinguish them from the 
organism's own healthy cells and tissues in order to function properly. Detection is complicated 
as pathogens can evolve rapidly; producing adaptations that avoid the immune system and allow 
the pathogens to successfully infect their hosts (Wikipedia, 2009).  The function of the immune 
system is to detect and recognise foreign bodies and molecules that enter the body (e.g. viral 
infections, bacteria or transplanted tissues). It also recognises abnormal or mutated cells such as 
cancerous cells. Murphey et al. [13] described the functioning of the immune system as follows. 
The immune function is conferred by phagocytes as well as antigen-presenting cells such as B 
cells and dendritic cells. These cells specifically present antigens derived from the foreign bodies 
that they have previously internalised to T cells via specific T cell receptors on the T cell 
membrane. The specifically stimulated T cell then responds by proliferating which gives rise to 
antigen-specific T cell clones. Each clone has T cells with the same specificity to the stimulating 
antigen. The B cells specifically bind antigens using membrane receptors called B cell receptors. 
The antigen-bound B cells are then activated to proliferate and also to become ‘antibody-
producing’ plasma cells. The proliferating B cell clones and the antibodies secreted from plasma 
cells all have the same specificity to the stimulating antigen. The proliferation rate of a B cell is 
directly proportional to its recognising degree of the antigen. The B cell learns by raising the 
population size and affinity (the degree of the cell recognition with the antigen) [13]. 
 
The Artificial Immune System (AIS) was initially proposed in the mid 80’s by Farmer et al. [2]. 
The AIS is one of several biology-inspired optimisation algorithms, which is a branch of 
computational intelligence [14]. There are variants of AIS algorithms including immune 
networks [2], negative selection [15], danger theory [16] and clonal selection [17]. Clonal 
selection focuses on how B cells and T cells can adapt their self to match and even kill the 
invaders [18]. It is based on two main principles [19]: clonal selection and affinity maturation by 
hypermutation principles. With clonal selection each antibody (candidate solution) has an affinity 
(fitness) value determined by the affinity (objective) function. Affinity maturation consists of two 
main processes: mutation and receptor editing. Mutation mechanisms such as inverse mutation 
and/or pairwise interchange mutation can be used to generate a clone from an antibody [4]. The 
number of clones is determined by its affinity value and the size of antibody population. After 
cloning, sorting and deleting the repetition, the receptor editing process is conducted by 
eliminating antibodies from the population based on the desired percentage of antibody 
elimination (%B). The whole process is repeated until the termination criterion is satisfied. The 
pseudo code of AIS was demonstrated in Figure 1.  
 
Figure 1. The pseudo code of the AIS procedure. 
 
3.2 Genetic Algorithm 
Genetic Algorithm (GA) initially introduced by John Holland [20] has become one of the best 
known biology-inspired metaheuristics. The simple GA mechanism starts by encoding the 
problem to produce a list of genes. The genes are randomly combined to produce a population of 
chromosomes, each of which represents a possible solution. The population size (P) and the 
number of generations (G) are important parameters that need to be specified. The combination 
of P and G determines the number of chromosomes generated, which relates to the amount of 
search and the computational time required. The next step is to perform genetic operations 
(crossover and/or mutation) on chromosomes, which are randomly selected from the population 
as parents, for producing offspring. The fitness function is used to measure the chromosomes’ 
fitness value of which the probability of the survival is determined. After performing the fitness 
evaluation process, a well known chromosome selection mechanism called the roulette wheel [3], 
is then used to stochastically choose the same amount of chromosomes to the next generation. 
The GA process is repeated until a termination condition is satisfied. The mechanism of GA is 
demonstrated as the pseudo code in Figure 2.  
 
Initialise the value of AIS parameters [antibody size (P), iterations (Imax), and percentage of antibody 
elimination (%B)]. 
Generate a population of P antibodies 
For each antibody (iÎ P), calculate affinity (i) 
Set current iteration (I) = 1 
Do 
For each antibody (i)  
Calculate the number of clones (Nc) and clone antibody (i)   
For each clone, apply inverse mutation to create a new antibody 
Calculate the affinity of the new antibody  
If affinity (new antibody) is better than the clone then clone = new antibody 
Else Perform pairwise interchange mutation to create a new antibody 
   Calculate the affinity of the new antibody 
   If affinity (new antibody) is better than the clone then clone = new antibody 
  antibody (i) = clone 
Eliminate the worst antibodies from the population based on %B 
Create new antibodies to replace the eliminated antibodies 
I = I + 1 
While I ≤ Imax  
 
Figure 2. The pseudo code of the GA procedure. 
 
4.  Experimental Design and Analysis  
The experiments conducted in this work were based upon a two-step sequential experiment. 
Experiment A was designed to identify appropriate settings of the AIS parameters whilst 
Experiment B aimed to compare the performance of the AIS with the Genetic Algorithm in terms 
of the quality of solutions obtained and the computational time required. All of the computational 
runs were conducted on a personal computer with CPU Core2Quad 2.66 GHz and 4 GB DDRIII 
RAM. 
 
The standard size of a marine container is 20 feet long, 8 feet wide and 8 feet high (often referred 
to as one Twenty-foot Equivalent Unit: TEU). This research considered the packing of standard 
size containers.  The length, width and height of each box to be packed were of random sizes in 
the ranges of 70-100cm (length), 50-80cm (width) and 30-60cm (height), respectively. Therefore, 
all the boxes considered in this work were different in sizes, so the problems tackled may be 
classed as strongly heterogeneous, the most difficult type of container packing problem. 
However, the optimisation program allows users to specify the sizes of the boxes and containers 
to meet their requirements. 
 
4.1 Experiment A 
The aim of this experiment was to investigate identify appropriate setting of the AIS parameters 
[including the combination of the number of antibodies and the number of iterations (A*I), and 
the percentage of eliminating antibodies (%B)] for a CPP with 100 boxes and identically sized 
containers. The full factorial experimental design and the range of values considered for each of 
the factors is shown in Table 1. The computational runs were replicated 30 times with different 
random seed numbers. In practice, the computation time available is limited. Therefore the 
combination of the number of antibodies and iterations was fixed at 40,000; test runs identified 
that this was sufficient to achieve convergent results. 
 
Factors Levels Value 
Amount of search (A*I) 4 50*800, 100*400, 200*200, 400*100 
Percentage of eliminating antibody (%B) 5 5, 10, 25, 50, 75 
Table 1. Experimental factors and its levels considered. 
 
Initialise the value of GA parameters [population size (P), number of generations (G), and probabilities 
of crossover (Pc) and mutation (Pm)]. 
Generate a population of P chromosomes 
For each chromosome (i Î P), calculate fitness (i) 
Set current generation (g) = 1 
Do 
 Based on Pc, randomly select two parent chromosomes for crossover operation 
 Based on Pm, randomly select a parent chromosome for mutation operation 
 Calculate the fitness of the offspring 
 If offspring is better than the parent, replace the parent 
 Randomly select the survived chromosome for next generation using roulette wheel 
g = g + 1 
While g ≤ G  
The results were analysed by using the general linear model form of analysis of variance 
(ANOVA), which show in Table 2. It can be seen that a combination of number of antibody and 
iterations (A*I), and percentage of eliminating antibody (%B) were statistically significant with 
95% confidence level. In order to identify the appropriate setting of the factors considered, the 
main effect plots are therefore provided in Figures 3. It can be seen that the A*I and %B 
parameter were desirable at 100*400, and 25, respectively. 
 
Source DF Sum of Squares Mean Square F ρ 
A*I 3 22.4881 7.4960 9.02 0.000 
%B 4 22.1709 5.5427 6.67 0.000 
Error 592 491.9230 0.8310   
Total 599 536.5820    
Table 2. Analysis of variance (ANOVA) on the experimental results. 
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Figure 3. Main effect plot. 
 
4.2 Experiment B 
This experiment aimed to benchmark the performance of the AIS using the best parameter 
settings that had been identified in experiment A. The GA parameters were based upon previous 
research [21]. The setting of GA parameters values used were the combination of population size 
and the number of generation (P*G) - 100*400; probability of crossover (Pc) - 0.5; probability of 
mutation (Pm) - 0.15; crossover operator (COP) - cycling crossover (CX); mutation operator 
(MOP) - Enhanced two operations random swap mutation (E2ORS). For each algorithm, the 
computational runs were replicated 15 times with different random seeds. The experimental 
results for 12 different problems were analysed in terms of the mean, standard deviation 
(Std.Dev.), minimum and maximum volume utilisation, and computational time as show in Table 
3. It can be seen that the mean solutions obtained by the AIS were better than those produced by 
the GA for all problem sizes. Considering both cases, in terms of minimum and maximum 
volume utilisations, the AIS produced better results than the GA for all the problem sizes (except 
the smallest problem with 100 boxes). However, the average computational time taken by AIS 
was at least four times longer than the GA. A test run of the AIS and GA was undertaken to solve 
the large problem with 5,000 heterogeneous rectangular boxes. The objective was to find the 
progress of the algorithms in finding the minimum (best-so-far) solution (see Figure 4). It can be 
seen that the best-so-far result obtained from the AIS was decreased more quickly than the GA 
result. 
 
Problem 
size 
Algorithms Quality of solutions obtained (m
3
) Computational 
time (min.) Average Std. Dev. Minimum Maximum 
100 boxes 
AIS 42.57633 0.506976 41.791 43.47 1.26 
GA 44.11153 1.547972 41.348 46.753 0.3 
250 boxes 
AIS 117.3667 1.666614 114.34 120.826 2.95 
GA 121.565 2.877986 115.691 126.237 0.6 
500 boxes 
AIS 244.3247 2.133445 239.784 247.622 5.78 
GA 253.7833 2.847689 248.432 257.891 1.16 
1000 boxes 
AIS 510.6101 2.896194 503.916 514.455 11.78 
GA 527.3841 7.927805 510.402 539.043 2.35 
1500 boxes 
AIS 778.1182 3.438976 771.56 783.992 18.63 
GA 796.4086 6.232432 786.694 807.798 3.53 
2000 boxes 
AIS 1055.614 6.467699 1040.556 1063.499 27.3 
GA 1080.734 10.38829 1064.339 1095.981 5.38 
2500 boxes 
AIS 1332.626 4.262932 1322.889 1339.844 35.48 
GA 1363.61 11.47981 1342.276 1383.296 6.98 
3000 boxes 
AIS 1609.318 5.508595 1599.416 1616.136 44.03 
GA 1638.646 6.178088 1630.189 1650.212 8.68 
3500 boxes 
AIS 1883.763 5.058473 1876.484 1891.888 52.46 
GA 1920.577 14.97923 1890.537 1941.368 10.6 
4000 boxes 
AIS 2156.155 9.956512 2132.238 2172.259 61.21 
GA 2200.024 15.64693 2172.482 2220.634 12.63 
4500 boxes 
AIS 2442.967 6.251996 2434.851 2454.509 69.96 
GA 2474.944 14.21576 2450.443 2502.755 14.38 
5000 boxes 
AIS 2722.148 10.62053 2698.43 2740.248 78.88 
GA 2768.881 11.02224 2750.518 2786.485 16.23 
Table 3. The experimental results of all problems and algorithms. 
 
 
Figure 4. The progress graphs of each algorithms from large problem (5000 boxes). 
 
 
5.  Conclusions  
The container packing problem is an NP hard problem that has been a popular topic. This work 
describes the development and application of the Artificial Immune System (AIS) and the 
Genetic Algorithm (GA) for solving the multiple container packing problems (MCPP). A two-
step sequential experiment was designed and conducted to identify the best parameter 
configuration of the algorithms for solving twelve benchmarking MCPP problems, all of which 
were based on the strong heterogeneous rectangular boxes to be packed into a set of standard 
marine containers. The analysis of variance on the computational results suggested that all AIS 
parameters including the amount of search (A*I) and the percentage of eliminating antibodies 
(%B) were statistically significant with 99% confidence interval. The main effect plot illustrated 
that both AIS parameters should be assigned at 100*400 and 25%, respectively. In the sequential 
experiment, it was also found that the average best-so-far solutions obtained from the AIS were 
better than those produced by the GA for all problem sizes. The convergence graph of a further 
test run on the large problem indicated that the best-so-far result obtained from the AIS decreased 
more quickly than the GA. However, the average computational times taken by AIS were at least 
four times longer than the GA. 
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