Abstract. State spaces represent the way a system evolves through its different possible executions. Automatic verification techniques are used to check whether the system satisfies certain properties, expressed using automata or logic-based formalisms. This provides a Boolean indication of the system's fitness. It is sometimes desirable to obtain other indications, measuring e.g., duration, energy or probability. Certain measurements are inherently harder than others. This can be explained by appealing to the difference in complexity of checking CTL and LTL properties. While the former can be done in time linear in the size of the property, the latter is PSPACE in the size of the property; hence practical algorithms take exponential time. While the CTL-type of properties measure specifications that are based on adjacency of states (up to a fixpoint calculation), LTL properties have the flavor of expecting some multiple complicated requirements from each execution sequence. In order to quickly measure LTL-style properties from a structure, we use a form of statistical model checking; we exploit the fact that LTL-style properties on a path behave like CTL-style properties on a structure. We then use CTL-based measuring on paths, and generalize the measurement results to the full structure using optimal Monte Carlo estimation techniques. To experimentally validate our framework, we present measurements for a flocking model of bird-like agents.
Techniques for the verification of quantitative properties have always relied on the ability to measure the quantities of interest: clock values in real-time systems, probabilities in stochastic systems, etc. There have been several efforts to apply similar techniques for measuring more general quantitative properties based on the operations needed to compute the measurements. For instance, [1] addresses the problems associated with measurements involving operations such as limit average, maximum and discounted sum; and [7] provides a logic for expressing a generalized class of quantitative properties.
In [10] , we showed a neighborhood-based measurement scheme that is based on CTL-like specifications: creating a set of nodes in a graph corresponding to each state in the state space, and performing a measurement in a distributed manner propagating values from one node to its neighbors. When performing real-valued measurements, that scheme was limited to finite structures (weighted automata). The neighborhood-based measurement has the characteristic of CTL specification in the sense that the measurement is based on values that can be, temporarily or permanently, assigned to states. When the specification is sequence-based (or path-based), as in the logic LTL, or similar specification formalism that deal with quantitative real-time values that depend on the execution path, this technique does not work: the value of a state can depend on some complicated information related to the path through which the state was reached; states with different histories can have different values, and, to make things more complicated, this is affected from the rest of the execution yet to come. The difference is similar to the difference between CTL and LTL model checking, e.g., see [6] and [8] . While in CTL, we can put a temporary Boolean value per state while calculating subformulas, LTL model checking is done by providing some product of the state space with an automaton representing some essential summary of the sequence so far.
Since we are interested here in sequence based measuring, we make the following observation: on a single sequence, the neighborhood-based technique is the same as for a structure. We thus make our measurement sequence by sequence. We are limited in doing so by the fact that there may be infinitely many sequences and also the sequences themselves can be infinite. Hence, we measure finitely many sequences, using statistical model checking Monte Carlo technique. Moreover, we base our measurements on finite prefixes of executions.
While traditional model checking explores the state space exhaustively, statistical model-checking techniques sample from the state space, ensuring that sufficient samples are drawn, in order to verify a given property with a desired confidence level and error margin. Given a stochastic system S, a Boolean (temporal) property φ, and a real-valued parameter θ, statistical model checking determines whether pr(S |= φ) ≥ θ [14, 22] . This paper explores the use of Monte Carlo techniques for simultaneously measuring Boolean and quantitative properties, where the quantitative measures are dependent on the Boolean part.
Technical Approach and Contributions.
1. Specification of measurement computations. Following [10] , we describe a specification formalism closely resembling a synchronous dataflow language for measurement computation. At a high level, we associate a set of measurement variables with each state in the state space. We specify a mechanism for computing the values of variables at a state, based on the values of variables at the state's neighbors. The formalism is general enough to encode bounded model checkers (MCs) [13, 16] for Boolean temporal properties expressed in CTL or LTL. The advantage of the proposed measurement specification and related MC algorithm is in its simplicity and efficiency. It allows one to assemble the measurement specification from subproperties, just as CTL combines its temporal specification from its subformulas. The synchronous dataflow framework can be viewed as a generalization of testers proposed in [18] . Section 3 describes the specification formalism in greater detail.
2. Model measurement using Monte Carlo techniques. The computational mechanism described by the synchronous dataflow formalism associates a set of measures with each system execution (which may be trace or tree, depending on whether the property is linear or branching-time). The quantity of interest at a higher level may be an aggregate property covering the set of possible system executions (e.g., the average over possible runs). To this end, we develop a Monte Carlo technique (MCT) for generating a suitable set of samples (traces or trees) so that aggregate quantities can be computed to a desired confidence bound. The novelty of our MCT is that it jointly computes Boolean (satisfaction) and real (e.g., mean) values, using information from both strands to improve efficiency. Section 4 describes our MCT.
3. An integrated model of flocking. A number of different flocking models (FMs) have been developed to describe and explain the flocking behavior of birds [19, 21, 15, 4, 3] . The FMs generally consider each bird as an agent, where all agents are governed by the same control law. Certain input variables in the law executed by each agent are based on the attributes (e.g., velocity, position) of other agents in the flock. Such FMs are useful in understanding how emergent behaviors of the collection of agents arise from decisions made individually by each agent. We consider an integrated FM that uses a control law comprising a variety of terms from the existing literature. We consider quantitative objectives for the flock's behavior (e.g., velocity matching, the extent to which the velocities of agents are aligned), given in our measurement-specification formalism. The results of the measurement can be used to synthesize parameters (e.g., weights of different terms in the flocking control law) that optimize the objectives. Section 2 describes the FM in detail.
Section 5 reports preliminary results for measuring the velocity-matching objective of the flocking model. The results provide insight into the effectiveness of two approaches to controlling the accuracy of the Monte Carlo estimation.
Flocking
We illustrate our method with measurements of the behavior of a flock of agents. The flocking model is biologically inspired and may be useful in the design of controllers for unmanned vehicles. In our flocking model, autonomous agents move in 2-dimensional space; the generalization to 3 dimensions is straightforward. Each agent's motion is determined by a locally executed control law. Every agent runs the same control law. Each agent has sensors that report the positions and velocities of all agents. The control law takes that information as input and returns an acceleration (i.e., change in velocity) for the agent. Our broader goal is to develop methods for the design of control laws that cause the flock's behavior to satisfy given Boolean and quantitative objectives. An example of a Boolean objective is collision avoidance, i.e., that agents always maintain a specified minimum separation from each other. An example of a quantitative objective is velocity matching (VM), i.e., that agents gradually match velocities with each other, so the entire flock moves together. Note that this is a quantitative objective when the goal is to maximize VM, and a Boolean objective when the goal is to achieve VM above a specified threshold.
The control law typically contains several terms, each aimed satisfying one or more objectives, and numerous parameters, including a weight for each term. Our broader goal is to develop methods that find values for the parameters that best achieve the specified Boolean and quantitative objectives. The two key components of the design method are an optimization framework and a measurement framework, used to measure how well the behavior of a flock with a given control law satisfies specified objectives. There is some existing work on using genetic algorithms to adjust parameters in flocking control laws [2, 20] , they consider relatively limited and specific forms for the flocking control law and the objectives; in particular, the objective is expressed as a fitness function that is simply hand coded in a programming language. In contrast, our work aims to be more general and flexible, both in terms of considering a larger variety of terms in the flocking control law, including the terms in the flocking models in [19, 21, 15, 4, 3] , and considering more varied and complex objectives, expressed more abstractly in a measurement framework.
Running Example. To illustrate the ideas in this paper, we consider a control law with a few selected terms. Let x(t) and v(t) be the vector of 2-dimensional positions and velocities, respectively, of all agents at time t. Let x i (t) and v i (t) be the position and velocity, respectively, of agent i at time t. Let k be the number of agents. The equations of motion and control law are in Figure 1 . The acceleration is a weighted sum of the terms described next, with the speed limit function spdLim (formal definition omitted) applied to the sum to ensure that the magnitude of the velocity does not exceed v max = 2.
The velocity-averaging term va, adopted from Cucker and Dong's model [3] , is designed to align the velocities of all agents, by gradually shifting them towards the flock's average velocity. The strength function φ specifies the strength of the velocity-matching influence between two agents as a function of the distance between them; H and β, ..., are parameters of the model.
The collision avoidance term ca, adopted from Cucker and Dong's model [3] , is designed such that the separation between every pair of agents is always larger than d 2 ca . The velocity matching function VM (called alignment measure in [3] ) measures the alignment the velocities of all agents (smaller values indicate better The centering term ctr , adopted from Reynolds' model [19] , causes agents to form cohesive groups (sub-flocks), by shifting each agent's velocity to point towards the centroid (i.e., average) of the positions of its d ctr -neighbors, where an agent's d-neighbors are the agents within distance d of the agent. The function nbors i (t, d) returns the set of indices of d-neighbors of agent i at time t. The function relCtr i (t) returns the relative position (i.e., relative to agent i's current position) of the centroid of its d ctr -neighbors at time t. The definition of ctr i (t) applies a scaling factor to relCtr i (t) that yields a vector with the same magnitude as v i (t) and pointing in the same direction as relCtr i (t).
The repulsion term, adopted from Reynolds' model [19] , causes agents to move away from their d rpl -neighbors. The function offset i (t) returns the average of the offsets (i.e., differences in position) between agent i and its d rpl -neighbors. The scaling factor applied to the offset in the definition of rpl i (t) is similar to the scaling factor used in the centering term.
The initial state is chosen stochastically. In our experiments, agents' initial positions are chosen uniformly at random in the box [0..k, 0..k], and their initial velocities are chosen uniformly at random in [0..1, 0..1]. In more detailed models, stochastic environmental factors (e.g., wind) can be modeled with probabilistic transitions. In this case, the simulator would select from the corresponding probability distribution when the transition is taken.
Our experiments use the following parameter values: k = 10, w va = 0.6,
We simulate the behavior of the flock using discrete-time simulations with a time step of 1 second and a duration of 50 seconds of simulation time. We chose this duration since we experimentally observed that the velocity-matching objective function stabilizes within 50 steps (a larger value had little effect).
Objective: Velocity Matching. We consider velocity matching as an objective for the running example. We use the velocity-matching function VM in equation (6) to measure how well the velocities are aligned in a state. Note that smaller values indicate better alignment. We consider two aspects of how well velocity matching is achieved: (1) how long it takes for VM to fall below a specified threshold θ and remain below θ for the rest of the execution; we measure this time as a fraction of the duration of the simulated execution, so the value is between 0 and 1; and (2) the average value of VM after it falls below the threshold θ and remains there; we measure this as a fraction of the maximum possible value of VM , so the value is also between 0 and 1. To combine these two quantities into a single fitness measure suitable for use in an optimization framework, we take a linear combination of them, with weights 0.01 and 0.99, respectively, so that these two quantities are of the same scale. In Section 3, we describe how to formally compute this linear combination using an LTL-style measurement.
Neighborhood-and Path-Based Measurements
This section provides a formalism for expressing neighborhood-based measurements. This formalism is state-based: each state is assumed to contain a tuple of constants and measurement variables. The variables are initiated, then, at each clock tick, the states, synchronously, exchange their values with their neighbor states, and apply an update function to obtain a new measurement. An expression over the state variables is assigned to each state, and its value is calculated at each tick. The value of the expression must decrease with each update, so that it bounds the amount of steps that can be performed by each state. Definition 1. A state space S is a triple S, s 0 , R where:
S is a finite set of states. s 0 ∈ S is the initial state. R ⊆ S × S is a relation over S, where if (s, s ) ∈ R then s is the successor of s.
Let R
• (s) = {q|R(s, q)} be the successors of s, • R(s) = {q|R(q, s)} its predecessors, and
| be the number of neighbors of S. We assume that the size z of the state space, and the length of its maximal path (its width) w are known.
Often, the state space is generated from some given system, where the states represent, e.g., the assignment of values to variables, and a successor state is generated from its predecessor by firing some atomic transition. The connection between a system and its state space is orthogonal to the focus of this paper.
Neighborhood-Based Measurements
In [10] , we propose a measuring specification based on neighborhoods for a state space. We associate with each state the following components:
-A tuple of measurement variables V over some finite domains.
-Initial value for each measurement variable from its domain.
-A well founded set W, < , where W is a set of values and < is a partial order on W where no infinite decreasing chain exists. -An expression E, based on the variables V that results in values from W .
We denote the current value of E at state s as E(s). -Each state may have some constants assigned to it (this can be extended so that constants are assigned also to edges). -An update function f for the variables V . It can be based on the current version T of the variables (denoted by T (s)), the constants on the state, and a version V q for each neighbor q of s (also, constants on the edges to and from neighbors). For some purposes, it is sufficient to use updates based only on successors or on predecessors. The update function must satisfy that E > E , where E is the expression E after applying the update.
The measuring specification is, in itself, also an algorithm, which can be implemented directly. Basically, it consists of the following:
With each tick of the clock, execute per each state of the state s space: If E(s) is not minimal, then do Send T (s) to all neighbors. Receive T q (s) from the neighbors, q ∈ {q 1 , q 2 , . . . q n(s) } of s.
Note that with the recalculation of the values of V in the state, the expression E would decrease.
Example. An example of measuring is to find what is the maximal value assigned to any node reachable from the current node. We set up the following:
-A constant c per each state (denoted c(s)) representing the measured value. -A variable m that contains the current calculated maximum, initialized to c. -A counter d initialized to w, the width of the structure.
-The well founded domain is the natural numbers with the usual <. The decreasing expression E assigned to each state is simply d.
-The update function takes the values of successor states R • and calculates the multiple assignement
We show now (see also [10] ) an implementation of CTL model checking using our measuring principles. This algorithm resembles the original Clarke and Emerson algorithm [6] , with the help of bounded model checking. This is just an example to show that the power of our measuring formalism exceeds that of CTL model checking. However, one may want to use the formalism without fixing a different temporal property as the basis for measurements.
Recall that the syntax of the CTL formulas is as follows:
The semantics is as usual, see [6] . First, the variables for model checking a CTL property ϕ include for each subformula η a variable v η . These variables have three possible values: U, T and F, where U (for undefined) being the initial value. There is also a phase counter variable pc, which is set initially to the number of subformulas in ϕ, and a downcounter dc. The downcounter is set to 1 at the beginning phases that are associated with Boolean subformulas or EX, and to w (or to z) when the phase is associated with EU or AU . This is because information as far as s state away from the current state may affect the value of the EU or AU formula. Now, at each step, we decrement one from dc, and if it reaches 0, decrement one from pc, unless it is zero, and then we terminated. When we move to a new phase, we set dc to 1 or w, according to the type of the subformula. We handle the subformulas according to their size. In this way, when dealing with some subformula η, the measurement variables for its subformulas are already calculated and set to T or F. Depending on the type of the subformula, we perform an action. For a Boolean operators, we perform the same operator on the values of the corresponding measurement variables, e.g., if the subformula is (η ∨ ρ) then we set v (η∨ρ) to v η ∨ v ρ . Since we use three valued logic, we need to extend the Boolean operators. Accordingly, we have (T ∨ U) = T, (F ∧ U) = F, and the symmetric situations. For the other cases involving at least one U, the result is U.
For the subformula (ηEU ρ), we obtain at each step the values of v qi (ηEU ρ) from each successor q ∈ N (s). The values v ρ and v η are calculated in a previous phase. Then we set up
For (ηAU ρ), just replace in the formula above i∈1..m with i∈1..m . If we finished the current phase (dc becomes 0) and v (ηEU ρ) is still U, then we set it to F. In [10] , we showed how to use such a measuring specification for calculating whether a robot can be reached into some docking station before its battery is critically discharged. There, we used the backwards propagation of values to check whether the shortest paths from each state are still short enough we used forwards propagation to check whether critical discharge (including over cycles in the path of the robot) occur.
Path-Based Measurements
We discuss now measurements that depends on the history of the execution, as well as its future. While our measurement formalism does not depend on a logic, it is easy to explain the different characterization of such measurement using the different requirements between verifying the temporal logics CTL and LTL. The temporal logic LTL [17] has a different characterization than CTL, since it can claim multiple properties for each single execution path. In fact, there is an exponential number of ways, in the size of the LTL property, in which a state can evolve to satisfy the property, depending on its history. Model checking of LTL properties is facilitated by a product of the state space with an automaton that represents updating and memorizing the available possibilities. For this reason, the neighborhood based measurement we proposed in [10] would make very little sense for path based properties (such as LTL formulas).
There are two problems that we need to face in such measuring:
1. The paths that are measured may be infinite. Although it is known that if there is an execution that satisfies an LTL property then there is one that is ultimately periodic (see, e.g., [8] ), i.e., consists of a finite prefix, and a finite part that repeats indefinitely. However, measuring non-Boolean properties may have different results where ultimately periodic sequences are not good representatives (see, e.g., [1] for measuring the limit of the average of values along a sequence). 2. There are multiple paths in the structure (possibly infinite), and we are interested to give a measurement of all the paths, or sufficiently many of them.
In order to tackle problem 1, we assume measurements that are affected mainly by a finite prefix of sequences. We may then decide to use some limit on the length of a sequence, and show, separately, how measurements are affected by changing this limit. In order to tackle problem 2, we use generalized Monte-Carlo measurements, and are satisfied when we can conclude that a large enough number of executions (defined as a parameter), has guaranteed some measurement threshold. This means that we have to provide the threshold (some value that the measurements either surpass or do not reach), and a the level of confidence required for this threshold.
Example: Velocity Matching Based Measurement
As an example, we show how to measure the objective of velocity matching in Section 2 using our measurement formalism. Although the measurement does not necessarily depend on having a temporal property associated with the measure (e.g., calculating the average, the sum, etc.) we can, in this case look at the LTL property ϕ VM := F Gp, (eventually always p), where p is the proposition VM ≤ θ, and VM is the (normalized) velocity matching in a state.
Note that since in path measurement we have only a single successor and a single predecessor, we can distinguish them, e.g., denote the successor version of v by v (and if we look at the predecessors, denote the predecessor of v by v ).
The variables we use are as follows:
-Boolean variables: B p , B Gp and B F Gp , all initialized to U.
-Real variables:
• vm: the velocity matching value, initialized to 0.
• avg: the average velocity matching when Gp holds, initialized to 0.
• step: the number of steps from current state to the first state where Gp holds, initialized to ∞.
• lc: the linear combination of avg and step, initialized to 0. -Down counter: l, which is initialized to w, the length of the paths we use (we use a constant length, which is 50) -The values got from the successor are marked by a prime, i.e., B Gp , B F Gp , avg , etc. For the tester corresponding to the last state of the path who has no successor, we assume the following:
At each step, we calculate the following:
• vm = VM (s), the velocity matching value in current state s. The calculation of VM (s) is explained in Section 2.
• avg = if (B Gp = T) then (avg * (w − l) + vm)/(w − l + 1) else avg .
• step = if (B Gp = T) then 1 else (step + 1).
• lc = 0.99 * avg + 0.01 * (step/w).
• l := l − 1.
The well founded ordering is the value of l. That is, we terminate when l = 0. At this point, we can take values (B F Gp , lc) from the initial node of the sequence.
Generalized Monte-Carlo Measurements
The formalism discussed in the previous section takes as input a bounded sequence s 1:n and returns a measure of it. For instance, in case of the flocking example, we return a pair (b, r) of a Boolean and real value, respectively, where b is the value of F G(VM ≤ θ), and r, in case b is true, is the average of VM for the (maximal) subsequence where G(VM ≤ θ) holds.
A particular sequence s 1:n is generated by running the flocking algorithm (FA) for a given initial value, which is assumed to be distributed in the interval [0, 1]. The distribution considered by the FA is uniform, but in general it can be any arbitrary distribution, including Gaussian distributions.
Since each pair (b, r) is the result of an initialized execution of the FA, both b and r are the values of independent, identically distributed (IID) random variables Z = (B, R). Assuming that r belongs to the interval [0, 1] is not a limitation, as one can always normalize the values of R, provided that one knows its range.
A generalized measurement aims to obtain a joint estimate µ Z = (µ B , µ R ) of the means E[B], E[R] of B and R, respectively, in an efficient way. Since an exact computation of µ Z is almost always intractable (e.g. NP-hard), a Monte Carlo (MC) approach is used to compute an ( , δ)-approximation of this quantity.
The main idea of MC is to use N random variables (RV) Z 1 , . . . , Z N , also called samples, IID distributed according to Z and with mean µ Z , and to take the sum µ Z = (Z 1 + . . . + Z N )/N as the value approximating the mean µ Z .
While MC techniques were used before to measure the satisfaction probability of temporal-logic (TL) formulas [11, 9, 14] , or to compute the mean of a RV [5, 12] , the main novelty of this paper is to jointly measure the Boolean satisfaction and the mean real value. The Boolean-value computation is informing the real-value computation and viceversa, thereby increasing the efficiency of our approach.
Additive approximation. An important issue in an MC approximation scheme is to determine an appropriate value for N . If µ Z is expected to be large, then one can exploit the Bernstein's inequality and fix N to Υ ∝ ln(1/δ)/ 2 . This results in an additive or absolute-error ( , δ)-approximation scheme:
where µ Z approximates µ Z with absolute error and with probability 1 − δ.
If Z is assumed to be a Bernoulli RV, then one can use the Chernoff-Hoeffding instantiation of the Bernstein's inequality, and further fix the proportionality constant to Υ = 4 ln(2/δ)/ 2 , as in [11] . This bound can also be used for the joint estimation of RV Z = (B, R), as B is a Bernoulli RV, and the proportionality constraint of the Bernstein's inequality is satisfied for RV R, too. This results in the additive approximation algorithm (AAA) below. It is important to note that in AAA, the number of samples N depends only on and δ, and it is totally oblivious to the mean value µ Z to be computed.
Multiplicative approximation. In case the mean value µ Z is very low, the additive approximation µ Z may be meaningless, as the absolute error may be considerably larger than the actual value µ Z . In such cases, a multiplicative or relative-error ( , δ)-approximation scheme is more appropriate:
where µ Z approximates µ Z with relative error µ Z and with probability 1 − δ.
In contrast to the Chernoff-Hoeffding bound Υ = 4ln(2/δ)/ 2 , required in order to guarantee an absolute error with probability 1 − δ, the zero-one estimator theorem in [12] , requires a bound proportional to N = 4ln(2/δ)/µ Z 2 , in order to guarantee a relative error µ Z with probability 1 − δ.
When applying the zero-one estimator theorem, one encounters, however, two main difficulties. The first is that N depends on 1/µ Z , the inverse of the value that one intends to approximate. This problem can be circumvented by finding an upper bound κ of 1/µ Z and using κ to compute N . Finding a tight upper bound is however in most cases very difficult, and a poor choice of κ leads to a prohibitively large value for N .
An ingenious way of computing N without relying on µ Z or κ is provided by the Stopping Rule Algorithm (SRA) of [5] . The second difficulty in applying the zero-one estimator theorem is the factor 1/µ Z 2 in the expression for N , which can render the value of N unnecessarily large. A more practical approach is offered by the generalized zero-one estimator theorem of [5] 
OAA algorithm input:
Error margin and confidence ratio δ with 0 < ≤ 1 and 0 < δ ≤ 1. input:
Random vars Zi, Z i with i > 0, IID. output: µZ approximation of µZ . To obtain an appropriate bound in either case, [5, 9] have proposed the optimal approximation algorithm (OAA) shown above. This algorithm makes use of the outcomes of previous experiments to compute N , a technique also known as sequential MC. The OAA algorithm consists of three steps. The first step calls the SRA algorithm with parameters ( √ , δ/3) to get an estimate µ Z of µ Z . The choice of parameters is based on the assumption that ρ Z = µ Z , and ensures that SRA takes 3/ less samples than would otherwise be the case. The second step uses µ Z to get an estimate of ρ Z . The third step uses ρ Z to get the desired value µ Z . Should the assumption ρ Z = µ Z fail to hold, the second and third steps will compensate by taking an appropriate number of additional samples. As shown in [5] , OAA runs in an expected number of experiments that is within a constant factor of the minimum expected number.
For simplicity, both in SRA and in OAA we only showed the joint variable Z = (B, R), and used a generic RV ρ Z . In our implementation however, we distinguish between the mean and the variances of B and R, and if we observe that the variance of R is very low, we stop, even if the variance of B is larger, as R is determining the value of B.
Experimental Results
We have implemented our flocking model presented in Section 2 in MATLAB.
Recall that the property we measure is ϕ VM defined in Section 3.
In order to get an approximate measure for the flocking model, within a required error margin and confidence level δ, we applied the generalized MonteCarlo estimation (GMCE) algorithms discussed in Section 4. The GMCE algorithms use both the the boolean values b and the real values r obtained from the path measurements (b, r), in order to determine the stopping time, and to compute the mean values µ B and µ R of interest.
Every path measurement (b, r) is obtained by running the measurement algorithm defined in Section 3.3, over a random execution of the flocking model. This execution is generated by our discrete-time simulator, by first choosing the initial state uniformly at random and then integrating the differential equations given in Section 2, Figure 1 Table 1 shows the results of 5 runs of OAA with θ = 0.05, = 0.3 and δ = 0.3. In the table, µ R is the real part of the output of OAA; it estimates the mean of the quantitative measurement we defined in Section 3.3 for ϕ VM . N is the number of samples used to compute µ R .
We omit the boolean part µ B because it is always one for this example. We also show the average (Avg) and the standard deviation (Std) of the results. We compare our results with the AAA algorithm where a fixed number of samples N is used, N = 4log(2/δ)/ 2 , as shown in Table 2 . The OAA algorithm requires significantly more samples, but considerably reduces the standard deviation.
Note that, in Table 2 , we use the same error margin and confidence level as in Table 1 . This additive approximation is, however, meaningless, because the additive error is much greater than µ R itself. If we want to achieve the same accuracy as OAA, the error margin for AAA should be set to = µ R * ≈ 0.00194. This results in the sample size N = 4log(2/δ)/ 2 = 2, 016, 282, which is significantly larger than the sample size used in OAA. Table 3 shows the results when we choose different values of and δ for the OAA algorithm. It is clear that choosing smaller values of and δ results in smaller standard deviations at the expense of a larger sample size. We obtain values of µ R that are, however, highly consistent with one another from different values of and δ. 
Conclusions
Algorithmic methods for checking the consistency between a system and its specification [6] have been generalized into measuring properties of systems [1] .
The study of such measurement techniques provided interesting algorithmic, complexity and computability results. In a previous work [10] we proposed a simple formalism for fast measurement, based on repeatedly observing the neighborhood of the states of the system. Information about partial measurements flow through the states to and from its neighbor states. Instead of providing a global logic base specification, which assert about the different paths of the state space, and their interconnection, our formalism is based on the view of a state and the information that flows through it from its predecessors and successors. An expression over some well founded set is used to control the termination of the accumulative data flow based measuring. This setting is quite general, and allows measurements that combine different arguments, both Boolean and numeric. The formalism is simple, and the measurement is efficient. If the measurement is provided in terms of some logic formalism, then it needs to be translated into our formalism.
Our measurement formalism is not appropriate for any formalism. An important class of such formalisms are those that are dependent on some memory accumulated on the execution path. In such specification, different paths that lead to the same state may result in differemt measurements. Even if the amount of memory needed to keep track of the history of the path is finite, the measurement is not unique per given state (as it depends on the history of the path). Performing the measurement path by path is often not feasible as there can be infinitly many or prohibitly many paths. We propose here a tradeoff between accuracy and exhastiveness, based on statistical model checking [9, 11, 12, 20] . We neighborhood measurement techniques to a statistically big enough sample of paths, and use statistical inference to conclude the measurement of the system. Such complex measurements can appear naturally in systems that combine physical parameters and in biological systems. As a running example we used models for birds flocking [19, 21, 15, 4, 3, 2, 20] . Based on several researched models for flocking, we want to measure the well behavior of their combination. In particular, the eventual well matching of speads among birds. We cast the eventual spead matching measurement in terms of our formalism. Then we make experiments based on statistical model checking implemented using MATLAB.
