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Next generation 5G mobile wireless networks will consist of multiple technologies for de-
vices to access the network at the edge. One of the keys to 5G is therefore the ability for
device to intelligently select its Radio Access Technology (RAT). Current fully distributed
algorithms for RAT selection although guaranteeing convergence to equilibrium states,
are often slow, require high exploration times and may converge to undesirable equilib-
ria. In this dissertation, we propose three novel reinforcement learning (RL) frameworks
to improve the efficiency of existing distributed RAT selection algorithms in a heteroge-
neous environment, where users may potentially apply a number of different RAT se-
lection procedures. Although our research focuses on solutions for RAT selection in the
current and future mobile wireless networks, the proposed solutions in this dissertation
are general and suitable to apply for any large scale distributed multi-agent systems.
In the first framework, called RL with Non-positive Regret, we propose a novel adaptive
RL for multi-agent non-cooperative repeated games. The main contribution is to use both
positive and negative regrets in RL to improve the convergence speed and fairness of
the well-known regret-based RL procedure. Significant improvements in performance
compared to other related algorithms in the literature are demonstrated.
In the second framework, called RL with Network-Assisted Feedback (RLNF), our core
contribution is to develop a network feedback model that uses network-assisted informa-
tion to improve the performance of the distributed RL for RAT selection. RLNF guarantees
no-regret payoff in the long-run for any user adopting it, regardless of what other users
might do and so can work in an environment where not all users use the same learning
strategy. This is an important implementation advantage as RLNF can be implemented
within current mobile network standards.
In the third framework, we propose a novel adaptive RL-based mechanism for RAT se-
lection that can effectively handle user mobility. The key contribution is to leverage for-
getting methods to rapidly react to the changes in the radio conditions when users move.
We show that our solution improves the performance of wireless networks and converges
much faster when users move compared to the non-adaptive solutions.
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Another objective of the research is to study the impact of various network models on the
performance of different RAT selection approaches. We propose a unified benchmark to
compare the performances of different algorithms under the same computational environ-
ment. The comparative studies reveal that among all the important network parameters
that influence the performance of RAT selection algorithms, the number of base stations
that a user can connect to has the most significant impact. This finding provides some
guidelines for the proper design of RAT selection algorithms for future 5G. Our evaluation
benchmark can serve as a reference for researchers, network developers, and engineers.
Overall, the thesis provides different reinforcement learning frameworks to improve the
efficiency of current fully distributed algorithms for heterogeneous RAT selection. We
prove the convergence of the proposed reinforcement learning procedures using the dif-
ferential inclusion (DI) technique. The theoretical analyses demonstrate that the use of
DI not only provides an effective method to study the convergence properties of adaptive
procedures in game-theoretic learning, but also yields a much more concise and extensible
proof as compared to the classical approaches.
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HIS first chapter highlights the significance and motivation of the
research presented in this thesis, which focuses on the design of new
adaptive reinforcement learning based algorithms for radio access
technology (RAT) selection using the application of game theory. It first pro-
vides the background of RAT selection techniques in heterogeneous wireless
networks and adaptive procedures in game-theoretic learning. The objectives
of the thesis are then presented, followed by an overview of the thesis structure
and its contributions.
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1.1 Background and Motivation
1.1.1 5G Heterogeneous Wireless Networks
The rapid developments of wireless technologies enable people to access to the Internet as
well as connect to people easily from anywhere at any time. Figure 1.1 and Table 1.1 illus-
trate the evolution of cellular networks from the first generation (1G) towards the existing
4G networks. This section describes the evolution of cellular and wireless communication
networks. The development and key challenges in achieving 5G are also presented.
Figure 1.1. Evolution of wireless communication network [1].
The 1G networks, which are almost analogue systems and are mainly used for voice ser-
vices, offer data rates around 2.4 Kbps and use frequency division multiple access (FDMA)
for radio transmission. The later 2G networks, which are well known as the Global Sys-
tem for Mobile communications (GSM), are digital systems and offer data rates up to 9.6
Kbps. 2G systems use Time Division Multiple Access (TDMA) and Code Division Mul-
tiple Access (CDMA) for radio transmission and are mainly used for voice services and
slow data transmission. GSM (2G) was introduced in 1990 and then evolved with newer
technologies including GPRS (2.5G) and EDGE (2.75G). Instead of using TDMA/FDMA,
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Table 1.1. Mobile wireless communication technologies before 5G
Generation Data rate Technology Multiplexing Service
1G 2.4 Kbps AMPS FDMA Voice only
2G 9.6 Kbps GSM
TDMA/CDMA
Voice data
2.5G 114 Kbps GPRS
Voice data, MMS, Internet
2.75G 400 Kbps EDGE
3G 384 Kbps UMTS
CDMA
High speed access to voice, data,
video services3.5G 2 Mbps HSDPA




High speed applications, mobile TV,
real time streaming128 Mbps WiMAX
3G networks use Code Division Multiple Access (CDMA) for radio transmission and of-
fer high data rate of 2Mbps. Later 3G releases, denoted by 3.5G and 3.75G, provide data
rate of several Mbps and can support various applications such as wireless voice tele-
phony, mobile Internet access and video calls. The current 4G networks, which are Long
term evolution (LTE) and Worldwide Interoperability for Microwave Access (WiMAX)
systems, provide the same features as 3G with much faster data transfer (up to 100 Mbps)
than previous generations.
With the 4G systems being rolled out worldwide, 5G mobile and wireless technologies are
emerging into research fields. 5G networks, compared to 4G, are expected to support di-
verse requirements of various applications and services in the future. To do so, 5G will be
capable of interconnecting both new radio access technologies (RATs) and most of existing
wireless technologies (i.e., LTE, WiMAX, UMTS, GSM and WiFi, femto, etc) [2]. Hetero-
geneous wireless networks (HetNets) that consist of multiple wireless access technologies
are therefore the key components of future 5G networks [3]. Current research reveals that
the major requirements for future 5G HetNets include [4–7]:
• Capacity: provides significant performance gains in system capacity;
• Data rate: is higher than 1Gbps at low mobility and 100Mbps at high mobility;
• Latency: is less than 1 millisecond to support real time mobile control;
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• Connectivity: allows massive number of simultaneously connected users;
• Other factors: provides higher energy efficiency and reduces network cost.
1.1.2 Radio Access Technology (RAT) Selection
As mentioned above, HetNets, which are the coexistence and interworking of multiple
wireless access technologies (such as WiFi, 3G, 4G and potential 5G technologies), are ex-
pected to be the key enablers of future 5G. In these networks, mobile devices with multiple
radio interfaces are able to switch to the most suitable RATs among the available alterna-
tives. Deciding which technology, and which individual base station (BS) supporting that
technology mobile users should connect to, is known as the RAT selection problem [8],
and is a topic of much on-going work within the LTE-WLAN interworking framework of
the Third Generation Partneship Project (3GPP) [9] and in 5G research [10–12]. Choosing
the appropriate RAT a wireless device connects to for good performance is vital but non-
trivial. In the following, we discuss the key challenges to the RAT selection mechanisms
for future 5G networks, which is also the main motivation of this research.
Nowadays with the growing demand for mobile data, cellular service operators need a
solution to successfully handle mobile traffic demand to continue deliver high-quality ser-
vices to subscribers. WiFi is currently the attractive offload solution for mobile operators
because of its low cost, simple architecture and ability for quick deployment. Figure 1.2
illustrates the overview of interworking scenarios between cellular and WiFi networks.
There are several other reasons for WiFi being a favourite to offload data traffic, include:
• Service extension to non-cellular devices: Most modern electronic devices, from lap-
tops to tablets and cameras, contain WiFi radio. Integrating WiFi into cellular net-
works will allow the mobile operator to extend data services to non-cellular devices.
• Cost-effective additional capacity: WiFi networks operate in unlicensed spectra.
Therefore, end users also see value in offloading to WiFi since it allows them to
gain access to the Internet without incurring transport cost.
• Improving user experiences: New WiFi standard like Hotspot 2.0 [13] will enable
seamless, secure roaming, improved network discovery and selection for the user.
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Figure 1.2. Overview of interworking scenarios between cellular and WiFi networks [14]
One key challenge to consider when integrating WiFi into cellular network in future 5G is
the ability to manage user association, avoid unnecessary handover and maintain seam-
less connectivity when handing over between WiFi and other cellular access technologies
such as UMTS, WiMAX and LTE. As a result, an intelligent RAT selection technique, that
allows users to smartly choose which network to connect with for optimal performance,
is needed. In addition, as more and more devices are capable of operating on multiple
RAT types, intelligent RAT selection becomes more important.
It is expected that the optimal RAT association can be achieved when network selection
decisions are made based on information available from both operator policies and user
preferences. According to this, there are several important factors that need to take into
account to enhance the RAT selection process, including:
Network conditions
Since users generally have no information on the global network condition, their RAT se-
lection decisions may be in no user’s long-term interest, causing performance degradation
Page 5
1.1 Background and Motivation
and sometimes oscillation or instability [15]. Thus, real-time network load condition of
the access network, where the load could be the number of connected users or the current
consumption of the available resources (for example, bandwidth or uplink interference),
is an important factor that could be used to improve the RAT decisions [5, 14].
Figure 1.3. Example of RAT association based on cellular load conditions [14]
Figure 1.3 illustrates an example of RAT association based on the information from cellu-
lar load conditions. Assuming in future 5G scenarios, a unique network operator controls
both cellular and WiFi networks in a given area. When the cellular network is not con-
gested (Load = Low), the network operator prefers to serve their customers via the cellular
BS. As the load increases (Load = Med), that operator may want to start steering some of
the users towards the WiFi network. As the cellular network is in heavy load condition
(Load = High), that operator may want to steer even more users towards the WiFi BS.
User mobility
Another factor, which is also very important to the RAT selection problem, is handling
user mobility [2]. Mobility of users occurs frequently and makes the data rate unstable.
Thus, it is important to take into account the user mobility when designing RAT selection
mechanism in order to maintain optimal performance when network condition changes
due to user’s movements [1, 16, 17]. In future 5G, not only the network is responsible
for handling user mobility, but also the user can make final RAT choice among different
potential RATs based on its mobility situation as the user knows when it moves.
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1.1.3 Game Theory Based Solution for RAT Selection
Game theory is a mathematical tool to model the interaction of decision makers with con-
flicting interests. It is mainly used in economics to model competition between companies.
Nowadays, game theory is applied to a wide range of areas such as: biology, politics,
law, psychology, computer science and engineering. Recently, its application was intro-
duced in wireless networks, especially in wireless sensor networks [18], cognitive radio
networks [19] and ad-hoc networks [20], to solve many related problems such as power
control, resource allocation, medium access control, and cell selection [21].
The main components of a game are: the set of players, the set of actions, the set of payoffs
and also the information sets available to the players [22]. In any game, each individual
player tries to choose a suitable strategy from its actions set with the aim of maximising
its payoff. The combination of best strategies for all players is known as an equilibrium. A
strategy can be seen as a rule for choosing an action, and can be either pure (deterministic),
or mixed (stochastic). In a pure strategy, a player chooses an action deterministically from
its actions set; whereas in a mixed strategy, a player chooses an action randomly according
to a probability distribution function (PDF) on its actions set.
Nash equilibrium (NE) and correlated equilibrium (CE) are the two commonly studied
solution concepts in game theory. CE is an optimality concept introduced by Aumann [23]
that generalises the NE. It is relevant to probabilistic games, namely where strategies are
determined probabilistically. CE models possible correlation or co-ordination between
players’ actions compared to the usual strategic equilibrium of Nash, where all players
act independently. The game is said to have reached a CE if each player does not benefit
from choosing any other probability distribution over its actions, provided that all the
other players do likewise. When each player chooses their action independently of the
other players, or without any implicit co-ordination mechanism, a CE is also a NE. Some
games can have more than one NE or might not have a NE [24]. Whereas, CE is proven to
exist for any finite games with bounded payoffs [25].
Game theory has been used to model and analyse the cooperative or non-cooperative
interaction between users and/or networks for RAT selection problem in wireless net-
works (for a survey refer to [38]). In a cooperative game, players collaborate in order
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Table 1.2. Summary of game theory approaches on RAT selection
Category Game model Game type RAT Reference
Users versus
Users
Evolutionary Game Non-cooperative WLAN [26,27]
Bayesian Game Non-cooperative WLAN, CDMA, WiMAX [28]
Congestion Game Non-cooperative WLAN [29]
Users versus
Networks
Auction Game Non-cooperative HSDPA, WLAN [30–32]
Repeated Game Cooperative Not specified [33]
Networks versus
Networks
Strategic Game Non-cooperative WiMAX, WLAN, 4G [34–36]
Strategic Game Non-cooperative Not specified [37]
to achieve mutual advantage. Unlike the cooperative game, players make decision in-
dependently with only aim at maximising their own benefit in a non-cooperative game.
Different game models (Strategic game, Bayesian game, Auction game, etc.) are used to
model the cooperative or non-cooperative game under different scenarios (users versus
users, users versus network, and networks versus networks) [39]. Most of related works
formulate the RAT selection problems as non-cooperative games, while only few works
look at cooperative behaviour. Table 1.2 summaries a comparison of the state-of-the-art of
game theoretic solution for RAT selection.
In this thesis, we focus on applying game theoretic approach to find correlated equilib-
rium as a solution for the multi-user RAT selection problem in HetNets. The RAT selection
problem could be considered as a repeated game, in which mobile users are the players
and the users’ actions correspond to the selection of RATs. Users select their associated
RATs with the objective of maximising their long-run average payoffs (througputs). The
main advantage of reaching a CE is from the fact that by allowing the players to coordinate
their actions, a CE can provide a balance between the non-cooperative solution (where all
the players work independently but may yield poor performance) and the fully cooper-
ative solution (which requires coordination between players but can be highly efficient).
In fact, the set of CE is more natural than the set of NE in decentralised adaptive learning
environments since the common history observed by all players can serve as a natural
coordination mechanism [40, 41].
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1.1.4 Multi-agent Reinforcement Learning for RAT Selection Games
In this research, we are interested in developing novel adaptive learning procedures that
can compute a correlated equilibrium solution. Several adaptive algorithms can be used to
achieve convergence to a stable CE in a repeated game, including regret matching in [40]
and its fully distributed variant — a reinforcement learning (RL) based regret minimisa-
tion algorithm in [41]. To guarantee convergence, the regret matching algorithm in [40]
and most existing distributed RAT selection algorithms [15, 42–47] require that all users
have a global knowledge of the network including the payoff function, and the selection
histories of the other users. From these, they are able to determine their own payoffs
(throughputs) given other users’ choices. This assumption implies that each user knows
the instantaneous throughputs of the other users. The guaranteed convergence therefore
comes at the cost of increased complexity, signaling and communication load.
In contrast, the fully distributed reinforcement leaning algorithm, such as the algorithm
in [41], does not require a user to know anything about the other users. Indeed, the users
do not even need to know that they are parts of a RAT selection “game”. Each user learns
about the “game” by observing only its own achieved payoffs. Over time, using only
this information, a user can rationally choose the best course of actions to maximise its
utility. Under mild conditions of finite payoffs and of unchanged network conditions,
the RL-based regret minimisation algorithm in [41] is guaranteed to converge to a stable
set of correlated equilibria. Despite this very attractive property, this RL-based algorithm
in [41] and other conventional RL-based algorithms, however, suffer from the problems of
slow convergence, and of convergence to sub-optimal equilibria due to the lack of knowl-
edge on global network traffic, making them unsuitable for RAT selection in real networks
where the environment can change quickly [48].
In this thesis, we address these critical issues and provide solutions to improve the effi-
ciency of existing distributed solutions based on reinforcement learning mechanism for
RAT selection. Furthermore, we not only focus on developing advanced reinforcement
learning frameworks that lead users’ behaviour converge to a set of correlated equilibria,
but also study the interaction between user and network in order to obtain the best trade-
off between satisfying user preferences and optimising overall network utility at the same




The main objectives of the research are to develop advanced reinforcement learning
frameworks to improve the efficiency of existing distributed solutions based on conven-
tional reinforcement learning mechanism for heterogeneous RAT selection. Three novel
frameworks are proposed in this thesis with the aim of overcoming the above-mentioned
challenges in Section 1.1 facing future 5G systems. In particular, our proposed solutions
aim to meet expected requirements of both users’ demand and network’s objective in
speeding up the RAT selection process; improving per-user data rate, system fairness and
overall network performance; supporting user mobility and a large number of connected
devices. A detailed list of contributions for each proposed frameworks will be shown in
the next section as an overview of the thesis. Throughout the thesis, both theoretical and
experimental analyses are provided to validate the effectiveness of the proposed solutions.
Another objective of the research is to investigate the impact of different classes of network
topology and bandwidth allocation models on the performance of various approaches to
the RAT selection problem. Understanding the performance and limitation of different
RAT selection solutions under various network models is important for their deployment.
Based on the thorough comparative study conducted, advantages and disadvantages of
the different RAT selection solutions are discussed. A unified simulation benchmark for
comparing different algorithms under the same computational environment is proposed,
which provides a useful tool to evaluate the effect of different network parameters on
the performances of RAT selection algorithms. Recommendations for the proper design
and evaluation of RAT selection algorithms for future 5G networks are also provided as a
reference for further studies on this topic.
1.3 Thesis Overview and Original Contributions
The thesis consists of six chapters and one appendix. The topic and original contributions
in each chapter are described in details as follows.
• Chapter 1 provides the background and motivation for the research presented in this
thesis, and gives an overview of its original contributions to knowledge.
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• Chapter 2 studies the problem of multi-agent non-cooperative repeated games. We
propose a novel adaptive reinforcement learning framework that adopts both pos-
itive and negative regret measures in reinforcement learning to improve the con-
vergence speed and fairness of the well-known RL-based regret minimisation pro-
cedure. We prove theoretically that the empirical distribution of the joint action of
all learning agents converges to the set of correlated equilibrium. Simulation results
are conducted to confirm the robustness and superiority of the proposed algorithm,
especially in a large-scale distributed non-cooperative multi-agent system.
• Chapter 3 develops a network feedback model that uses limited network-assisted
information to obtain fast convergence, low overhead and competitive user fairness
and network utility for the RAT selection process. We prove theoretically that a fully
distributed algorithm developed within this framework is guaranteed to converge to
a set of correlated equilibria. We perform extensive simulation with realistic network
scenarios to demonstrate the improved performance of our algorithm compared to
other existing related algorithms. More importantly, our framework can flexibly
support a wide range of network-assisted feedback and guarantees, at a theoretical
level, no-regret in achieving average per-user throughput for any user adopting it,
irrespective of the behaviour of other users. Thus, this solution is highly efficient to
use in a heterogeneous environment, where users may potentially apply a number of
different RAT selection procedures to select their associated wireless networks. This
is an important implementation contribution as our solution can be implemented
within current mobile network standards.
• Chapter 4 first conducts a brief overview of existing RAT selection algorithms and
the different network models that were used to evaluate these works. Based on
the algorithms’ attributes, we classify them into centralised, distributed and hybrid
based approaches. We then combine these different network models to build a uni-
fied benchmark for evaluating RAT selection algorithms in a 5G environment. Our
benchmark covers a wide range of network models from throughput, connectivity
between users and BSs, BS deployment, and mobility. We implement the representa-
tive algorithms of different approaches and cross compare them in our benchmark.
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From the comprehensive experiments conducted, we illustrate how the different net-
work parameters, such as link density (the number of BSs that a user sees), user
density (the number of users per BS) and bandwidth distribution (the distribution
of link bandwidth between BSs and users) could impact the performance of these al-
gorithms. Importantly, our thorough comparative study reveals that RAT selection
algorithms should be evaluated on a range of network model parameters, especially
the number of BSs available to a user, to fully understand their limitations. Our find-
ings and the unified evaluation benchmark in this chapter contribute as a reference
for more effective design of RAT selection algorithms for future 5G.
• Chapter 5 addresses the challenge of handling user mobility for RAT selection by
proposing a solution that takes user mobility into account. Previous solutions on
distributed RAT selection cannot converge fast enough and hence perform poorly
in networks with high mobility. The key contribution of this chapter is to develop a
new adaptive reinforcement learning framework that leverages benefit of forgetting
properties to rapidly react to the changes in the network due to various mobility sit-
uations of mobile users. In our solution, instead of using a constant forgetting factor
for all users, we use an adjustable forgetting factor for a different user. Using our
learning technique, a user can adaptively identify the change in the network when
it moves and effectively re-select its appropriate associated RAT in order to quickly
adapt to the fluctuations of its throughput due to its mobility. We prove theoretically
that the proposed algorithm guarantees the long-term achievable throughput for
any user adopting it no worse than choosing any fixed BS, no matter how the other
user may do; and converges almost surely to the set of correlated equilibria when all
users apply it. Using simulation with realistic network settings, we demonstrate the
adaptability and performance improvement of our adaptive learning scheme com-
pared with non-adaptive solutions under different user mobility models, including
random mobility and group mobility scenarios.
• Chapter 6 concludes this thesis, by summarising its major results, and provides some






HIS chapter proposes a novel adaptive reinforcement learning (RL)
procedure for multi-agent non-cooperative repeated games. Most
existing regret-based algorithms only use positive regrets in updat-
ing their learning rules. In this chapter, we adopt both positive and negative
regrets in reinforcement learning to improve its convergence behaviour. We
prove theoretically that the empirical distribution of the joint play converges
to the set of correlated equilibrium. Simulation results demonstrate that our
proposed procedure outperforms the standard regret-based RL approach and
a well-known state-of-the-art RL scheme in the literature in terms of both com-
putational requirements and system fairness. Further experiments show that
the performance of our solution is robust to variations in the total number of
agents in the system; and that it can achieve markedly better fairness perfor-





Reinforcement learning (RL) is a popular adaptive procedure used in distributed system
and has been widely studied in artificial intelligence (AI) research areas (for a survey on
recent developed RL algorithms refer to [49]). A RL procedure [41, 48, 50–52] does not
require the agents to know anything about the entire environment, except their local in-
formation. Each agent learns about the environment by observing its own payoffs. Over
time, using only this information, it can rationally choose the best course of actions to
maximise its objective utility (payoff). Under mild conditions of finite payoffs and of
stationary environment, an RL procedure is guaranteed to converge to a set of stable equi-
libria.
Despite this very attractive property, RL procedure applied in multiagent settings suffers
from two well-known problems of slow convergence and of convergence to sub-optimal
equilibrium points that yield unfair resource allocation or inefficient utilisation of avail-
able resources, especially in a distributed system with a very large number of agents [50].
Another challenge of RL-based algorithms is the inefficiency of exploration. Since agents
running RL procedure do not have a global knowledge of the whole system, they often
require a high exploration time in order to converge to a stable equilibrium. In many
applications, these behaviours can result in undesirable outcomes such as [48, 53].
This chapter introduces a new RL procedure that follows the regret-based principles
[40, 41] to overcome the disadvantage of slow speed and inefficient convergence of stan-
dard RL solutions. The notion of regret has been explored both in game theory and com-
puter science [40, 41, 54, 55]. Regret measures reflect how much worse in payoffs that an
agent would experience if choosing other options instead of its current selection. In our
problem formulation, we consider a multiagent non-cooperative repeated game with re-
stricted information for the agents. Each agent only observe its own payoffs and knows
neither its payoff function, which depends on the other agents’ (unknown) actions, nor
the information on the other agents in the game. The goal of every agent is to guarantee
no-regret in the long-term (average) payoffs.
Unlike most the existing regret-based algorithms that use only positive parts of regret
measures to update the play probability and completely ignore negative regrets, we pro-
pose to use both positive and negative regrets to accelerate the convergence of the RL
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procedure. Our new approach is motivated by the observation that incorporation of neg-
ative regrets can help the agent to “explore” the environment more extensively as positive
regrets decrease than the standard RL algorithm. The fact is that considering negative re-
grets can help agents make more “good” decisions by reducing unnecessary explorations
on the actions that result in poor performances. Thus, more effective exploration has cru-
cial impact on the convergence speed as well as the performance of the learning outcome.
However, since there is a negative impact on average performance by including actions
with negative regrets, our approach weighs the impact of negative regrets on the probabil-
ity distribution of actions in a manner that ensures (i) that actions with large (magnitude)
negative regrets contribute less to the probability of choosing those actions than those
with small (magnitude) negative regrets and (ii) that the contribution of negative regrets
decreases to zero over time.
The main contribution of this chapter are as follows:
1. A Novel Adaptive Multiagent Reinforcement Learning Procedure: We propose a novel
fully distributed RL procedure that uses both positive and negative regret measures
to improve convergence speed and fairness of the well-know regret-based RL pro-
cedure. We show that our solution is suitable for large-scale distributed multiagent
systems.
2. Our proof methodology: We prove the convergence of our proposed procedure using
differential inclusion (DI) technique. DI is a powerful theoretical framework that de-
rived from the expected motion of a stochastic process. This chapter demonstrates
that the use of DI technique is particularly suitable to study the convergence be-
haviours of the regret based schemes and adaptive procedures in game theory, and
provide a much more concise and extensible proof as compared to the classical ap-
proaches.
2.2 Background




We consider a game with A players denoted by the set {1, . . . , A} for some (finite) integer
A ≥ 2. Each player a has its set of actions (moves) Sa = {1, . . . , m}, where m is the
number of action of player a. For notational simplicity, we assume that m is the same for
all players. The set of all possible moves is the Cartesian product S = ΠAa=1Sa. We view
the game from the point of view of player one. Let I = S1 denote the set of moves of
player one and L = S \ S1 the set of moves of all other players. Denote by X, the set of all
probability mass functions (pmf) on I and Y the set of pmf on L. Let Z denote the set of
pmf on S , then X × Y is a subset of Z comprised of all pmf of the form z = (x, y) where
x ∈ X and y ∈ Y, i.e. all pmf where the probability of the action of player one and the
actions of all other players taken together, are statistically independent.
Let U : S → R denote the payoff achieved by player one when the overall action taken
by all players is s ∈ S . We represent a strategy in the form s = (i, ℓ) where i is the
action of player one and ℓ is the action of all other players. We will consider the general
formulation of game where users apply mixed strategies over the possible selection set S .
Under randomised actions with overall probability (pmf) z ∈ Z, the payoff obtained by




The multiagent game model then can be denoted by G = (A, (Sa)a∈A, (Ua)a∈A).
2.2.2 Equilibrium States
In this chapter, we are interested in a popular notion of rationality that generalises the
Nash equilibrium called correlated equilibrium. It is an optimality concept introduced by
Aumann [23]. It models possible correlation or co-ordination between players compared
to the usual strategic equilibrium of Nash, where all players act independently. Correlated
equilibrium is relevant to the probabilistic game, namely where strategies are determined
probabilistically. Denote by ψ, a probability distribution defined in S , the ψ is said to be
a correlated equilibrium for the game G if for every player a ∈ A, and for every pair of
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action j, k ∈ Sa, it holds that
∑
s∈S :i=j
ψ(s)(U(k, ℓ) − U(s)) ≤ 0. (2.2)
A correlated equilibrium results if each player does not benefit from choosing any other
action, provided that all other players do likewise. When each player chooses their action
independently of the other players, a correlated equilibrium is also a Nash equilibrium.
We denote the set of correlated equilibria by CE.
2.2.3 Regret-based Reinforcement Learning
A fully distributed procedure that can be used to reach the CE solution is the regret-based
RL procedure [41]. The key idea of this method is to adjust the player’s play probability
proportional to the “regrets” for not having played other actions. Specifically, for any two











This is the change in time average payoff that player one would have achieved if it sub-
stituted a given action j each time it was played in the past, with another action k. Since
player one only knows his set of actions and his own payoffs, he cannot compute the first
term. Thus, the regret in (2.3) needs to be replaced by an estimate that can be computed












where, pt denotes the play probabilities at time t, i.e., pt(k) is the probability of choosing
k at time t and U(st) = U(it, ℓt) denotes the payoff at time t.
If in = j is the action chosen by player one at time n, then the probability distribution that







































with the initial play probabilities at t = 1 uniformly distributed over the set of possi-
ble actions; µ > 2mG is a constant, m is the cardinality of the set I and G is an upper
bound on |U(s)| for all s ∈ S ; 0 < δ < 1 and 0 < γ < 1/4. We use the notation
[Bn]
+
j,k := max([Bn]j,k, 0). By using [Bn]
+
j,k in (2.4), the RL algorithm in [40] completely
ignores negative regrets [Bn]j,k < 0.
It is proven in [41] that if all players chooses their actions according to (2.4), the empirical







converges almost surely as t → ∞ to the CE set of the game G. Note that this does not
imply convergence to a specific point on CE set, but that the solution approaches the CE
set.
The main drawback of this standard regret-based reinforcement learning procedure is that
although guaranteeing convergence to the set of CE, it often requires long convergence
time and sometime converges to an undesirable equilibrium (i.e. poor fairness). These
issues motivate the reinforcement learning with non-positive regret in the next section.
2.3 Algorithm
In this section, we describe our proposed multiagent reinforcement procedure.
2.3.1 Reinforcement Learning with Non-positive Regret
The RL procedure in Section 2.3 does not use any negative regrets in determining the
probability of plays. However, as discussed in Section 1, negative regrets contain infor-
mation that could improve the performance of the learning procedure. We propose to
complement the regret-based RL in [41] by taking into account additional negative regrets
in updating the learning rule. To determine the probability distribution of its action at the
next stage n+ 1, agent uses both its positive and negative parts of the time average regrets
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, if k 6= j and [Bn]j,k < 0
1 − ∑k′ 6=j pn+1(k′), if k = j
(2.5)
where δn = δ/nγ for 0 < δ ≪ 1 and 0 < γ < 1/2; and 0 < α ≤ 1. We use the notation
[Bn]
−
j,k := min([Bn]j,k, 0).
Our main insight here is that the negative regrets should be included in the update pro-
cedure to ensure that when n is small the algorithm keep exploring different solutions,
including the solution that yields negative regret, to speed up the convergence. However,
as the algorithm progresses, the negative regrets reduce to zero and the positive regrets
become the dominant factors in determining the playing probabilities. We prove that our
new RL algorithm converges almost surely to the CE set and show in simulations that this
learning strategy provides very fast convergence toward equilibrium states.
2.3.2 Discussion on The Algorithm
We discuss in detail here the major differences between our solution and the standard
regret-based RL approach [41]. The main novelty in our approach is in the formula to
update the play probability.
(a) Firstly, we do not use a constant proportional factor µ as in (2.4), but normalise the
vector of regrets to get a probability vector. The reason for doing this is to avoid being
dependent on the appropriate choice of some arbitrarily large enough parameter µ. As
discussed in [41], a higher value of µ results in a smaller probability of switching to an-
other action and thus leads to a slower speed of convergence.
(b) Secondly, in our solution, not only positive regrets but also negative values are con-
tributing to the update procedure of the player. In particular, the play probability is pro-
portional to the positive regret and is proportional to the inverse of the negative regret.
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This choice of play probability allows the action that yields larger positive regret to get
a higher probability to be selected in the next state, while the action that yields larger
negative regrets to receive a lower probability to be used in the future.
(c) Thirdly, in the standard approach, it is difficult to determine an appropriate 0 < δ < 1
in (2.4). A large δ will lead the convergence to a large distance from the CE set hence lead
to lower total utility. However, small δ means to discourage the exploration processes,
and agents tend to perform the same action and thus will cause slow convergence. In
our proposed approach, the choice of δ is much simpler: we only need to set 0 < δ ≪
1. A much smaller value of δ not only improves the convergence rate but also reduces
the instability properties caused by inaccurate estimates of regrets in the standard RL
solution. The key point here is that δ can be taken smaller to still obtain a similar amount
of “exploration” due to the inclusion of the negative regret terms.
(d) Lastly, the negative regrets vanish in the play probability as the time step goes to
infinity due to the inclusion of 1/nα in the play probability for negative regrets in (2.5).
This means that the agent no longer considers the selection that yields negative regret after
sufficiently exploring all the potential options. Using negative regrets after the exploration
phase would reduce the achievable payoffs.
2.3.3 Convergence Analysis
Theorem 2.1. If an agent (i.e. player one) uses the proposed procedure, its time average conditional
regret is guaranteed to approach the set of non-positive regrets in the payoff space almost surely,
provided that other agents do likewise.
We now provide a brief overview of the proof. We use the differential inclusion (DI)
framework in [56] to prove our Theorem. DI is a generalisation of ordinary differential
equation that is particularly suitable to study the asymptotic trajectory of the iterative
process in game-theoretic learning, especially when the information available to a player
is “restricted”. Standard approach in game theory such as Blackwell’s approachability
theorem used in [40, 41], however, cannot be trivially extended to prove the convergence
of the proposed algorithm and will require a significant number of additional steps to
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handle the modifications of the play probabilities pn. The use of DI technique yields a
considerably simpler and shorter proof as compared to the classical approach in [41].
Proof. Please refer to Appendix 2.A.
Theorem 2.2. If all agents follow the proposed procedure, the empirical distribution of joint play
of all agents zn(s) converges almost surely as t → ∞ to the set of correlated equilibria in the action
space, for finite payoffs.
Proof. Please refer to Appendix 2.B.
2.4 Evaluation
In this section, we evaluate the performance of our proposed algorithm using a well-
known multiagent Prisoner’s Dilemma game (also known as the Tragedy of the Com-
mons) [57]. Let’s consider the game in which multiple agents (A ≥ 200) compete for a
limited common resource. Each agent has to make a binary decision – “yes” or “no” that
models the agent’s decision of using the common resource or not, respectively. The agent
that does not use the resource gets a fixed payoff. All the agents using the resource get
the same payoff. Consequently, the more agents decided to use the resource, the smaller
the obtainable payoff per agent; and when the number of agents sharing the resource is
higher than a certain threshold, it is better for the others not to use the resource. A simple
utility function reflecting this game can be expressed as follows:
U =
{
1 if agent decision is “no”,
101 − η if agent decision is “yes”.
with η being the number of agents making the same “yes” decision.
To evaluate the performance of our solution, we analyse the two metrics:








A × ∑Aa=1 x2a
, (2.6)
where xa is the average payoff of user a and A is the number of agents. Notes that
J = 1 is the best fairness of the system, which guaranteeing the same payoff among
the agents.
It can be seen that this game has two pure Nash equilibrium points when either 99 or 100
agents use the common resource. Any solutions that yield the average number of resource
agents between 99 and 100 will be in the set of correlated equilibria. Among them, the
equilibrium point when η = 100 provides the best system fairness since all agents will
receive the same payoff of 1.
We compare our proposed algorithm with three other algorithms:
• CODIPAS-RL in [48]: Agents learn both the expected payoff and the strategies in
order to make decisions. This is a popular state-of-the-art reinforcement learning
algorithm and has been shown to be superior to the conventional RL scheme such
as Q-learning [48].
• Regret-based RL in [41]: Agents update their play probability proportional only to
the estimates of “positive regret” for not having played other options.
• Our proposed algorithm: Agents update their learning rules by considering both
positive and negative regrets for not choosing other options.
• Exhaustive Search: A centralised controller with complete information of the game
considers all possible associations involving all agents and assigns agents decisions
in a way to maximise the system fairness. We use this algorithm as a benchmark
since it leads to the highest performance in fairness.
Figs. 2.1 and 2.2 show, respectively, the evolution of average number of agents using the
resource (resource agents) and the system fairness index for the game with 200 agents.
With the same initial probabilities, we observed that our proposed algorithm achieves the
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Figure 2.1. Evolution of average number of re-
source agents by different algorithms.





























Figure 2.2. Evolution of system fairness index by
different algorithms.





























Figure 2.3. Comparison of fairness between algorithms for the same number of iterations.
fastest convergence speed among all the reinforcement learning algorithms. Our algo-
rithm converges to equilibrium states in a very small number of iterations (less than 150
iterations), where as it requires a longer time to converge for both CODIPAS-RL (up to 400
iterations) and Regret-based RL (up to 900 iterations), especially the later. In fairness met-
ric, our algorithm also leads to the highest system fairness index under the same number
of iterations, as compared to the other RL schemes. The Regret-based RL scheme performs
poorest due to its slow convergence speed.
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To further study the impact of the total number of agents in the game on algorithms per-
formance, we vary the agent number from 150 to 400 and measure the performances of
all algorithms in fairness metric. The result is shown in Fig. 2.3. As we can see, proposed
algorithm is quite robust in achieving system fairness to the change of the agent number.
Increasing the total learning agents slightly reduces the system fairness index in our so-
lution, but considerably bring down system fairness in other approaches, especially the
Regret-based RL approach and when the total number of agents is very large.
2.5 Conclusion
We studied the problem of multiagent repeated games. We develop a fully distributed re-
inforcement learning procedure that takes advantage of both positive and negative regrets
to speed up the learning process and improve the efficiency of the well-known regret-
based reinforcement learning. Simulation results show that our solution is highly efficient
with fast convergence speed and good fairness performance; and is more robust to the
total number of agents in the system than other reinforcement learning algorithms. In
our future research, we will study the rate of convergence of our algorithm and compare
its performances on a broader set of benchmarks. As further work in this direction, a
reinforcement learning framework for finding the global optimal solution in distributed
multiagent system is still an open problem. Investigating the impact of irrational agents
on the learning outcome is another challenging problem to consider.
Appendices of Chapter 2
2.A Proof of Theorem 2.1
Let C : Z → Rm×m be defined by
[C(z)]j,k = ∑
ℓ∈L
z(j, ℓ) (U(k, ℓ) − U(j, ℓ)) ,
which is the expected regret for player one when substituting action k for action j under
the joint distribution z of actions. Suppose we consider player one playing some action i
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with probability one, then
[C(zi)]j,k = ∑
ℓ∈L
1{i=j} yℓ (U(k, ℓ)− U(j, ℓ)) = 1{i=j} (U(k, y) − U(j, y)) .
Since player one cannot compute the first term as it only has access to the payoffs corre-
sponding to actions it actually took, following [41], define an estimate of this term by




which is computed from the regrets associated with the alternative action k weighted pro-
portional to the relative probabilities of player one choosing action j versus k when those













U(k, yn)− pn(j) U(j, yn)
= pn(j) (U(k, yn)− U(j, yn))
= E {Cn(j, k)|hn−1} ,
where hn−1 is the action history of the game until stage n − 1.
It can be seen that Cn(j, k) and C̃n(j, k) are each bounded by 2mG/δn. The limit sets of the
pair processes Cn and C̃n also coincide since they both have the same conditional expected
values (see [41] for more details and discussions). Then Theorem 7.3 of [56] can be applied
and thus the two processes exhibit the same asymptotic behaviour.










U(k, yt) 1{it=k} − U(j, yt) 1{it=j}
]
.
Hence, the discrete dynamics





2.A Proof of Theorem 2.1
is a discrete stochastic approximation of the DI
ẇ ∈ N(w)− w (with w = Bn). (2.7)











































)−1 , if [Bn]j,k < 0
(2.8)
We set [Mn]j,j = 1 − ∑k 6=j [Mn]j,k, which takes value in [0, 1] by virtue of (2.8). Thus Mn is
a transition probability matrix on S . So there is a probability vector µn such that MTn µn =
µn.
The “non-positive regret set” D1 ⊂ Rm×m for player one is defined by
D1 =
{
g ∈ Cm×m : g(j, k) ≤ 0, ∀(j, k)} .
Evidently, D1 is a closed, convex subspace of Rm×m. Define the Lyapunov function
P(w) = 12‖w‖2, with ∇P(w) = w. Then P satisfies the following properties and thus
is a potential function for D1:
• P is continuously differentiable;
• P(w) = 0 ⇔ w ∈ D1;
• 〈∇P(w), w〉 > 0 for all w /∈ D1.





(1 − δn) µ(w) +
δn
m
, w /∈ D1
X, w ∈ D1
(2.9)
where µ(w) denotes a probability vector computed from the matrix w = Bn according to
the process above. Define a correspondence N on Rm×m \ D1 by
N(w) = C(ϕ(w)× Y)
Page 26
Chapter 2 Reinforcement Learning With Non-positive Regret
so that ϕ is N-adapted, which means N(w) contains all resulting average regrets.
According to Lyapunov theory, to prove the approachability of w to D1, we need then to
show that for any w ∈ Rm×m \ D1 and some positive constant β,
d
dt
P(w) = 〈∇P(w), ẇ〉 ∈ 〈∇P(w), N(w) − w〉 ≤ −βP(w),
meaning that we need the following result
〈∇P(w), θ − w〉 ≤ −βP(w)
for all θ ∈ N(w) and some constant β > 0 (see [56] for details).




, with y ∈ Y, which means






∇Pjk(w) ϕj(w) (U(k, y)− U(j, y))
=(1 − δn)∑
j,k




















∇Pjk(w) (U(k, y)− U(j, y)) . (2.10)
In the second line we substituted for ϕj(w) from (2.9), and in the last line we collected
together all terms containing U(j, y).






then the first term in the sum in (2.10) is equal to zero. Therefore, noting that the payoff
function |U(.)| is bounded by G, we obtain
〈∇P(w), θ〉 = δn
m ∑
j,k





2.B Proof of Theorem 2.2
Next, using P(w) = ‖w‖2/2 and ∇P(w) = w, it can be show that
〈∇P(w), w〉 = 〈w, w〉 = ||w||2 = 2P(w). (2.12)
Therefore, it follows, using (2.11) and (2.12), that given ǫ > 0, ||w|| ≥ ǫ, one can choose
δn > 0 small enough such that
〈∇P(w), θ − w〉 = 〈∇P(w), θ〉 − 〈∇P(w), w〉
≤ ||∇P(w)|| 2Gδn
m




P (w(t)) ≤ −P (w(t)) ,
so that
P (w(t)) ≤ P (w(0)) e−t.
This implies that P(w(t)) goes to zero at exponential rate and the set D1 is a global attrac-
tor for the DI (2.7). Hence, the time average regret Bn and its corresponding regret Cn will
then approach D1. This completes the proof.
2.B Proof of Theorem 2.2
The proof follows from how the “regret” measure is defined. Recall that
[C(zn)]j,k = ∑
ℓ∈L
zn(j, ℓn) (U(k, ℓn)− U(j, ℓn))
= ∑
sn∈S:in=j
zn(sn) (U(k, ℓn)− U(sn)) ,
where sn = (in, ℓn) is the joint play made at stage n. On any convergent subsequence
lim
n→∞




Π(sn) (U(k, ℓn)− U(sn)) ≤ 0.







UTURE wireless networks (e.g., 5G) will consist of multiple radio
access technologies (RATs). In these networks, deciding which RAT
users should connect to is not a trivial problem. Current fully dis-
tributed algorithms although guaranteeing convergence to equilibrium states,
are often slow, require high exploration times and may converge to undesir-
able equilibria. To overcome these limitations, this chapter develops a network
feedback model that uses limited network-assisted information to obtain fast
convergence, low overhead, small number of RAT switching, and competitive
user fairness and network utility for the RAT selection process. We prove theo-
retically that a fully distributed algorithm developed within this framework is
guaranteed to converge to a set of correlated equilibria. Our framework guar-
antees convergence in self-play even when only a single user applies the algo-
rithm. Simulation results demonstrate that our solution (1) is highly efficient
and outperforms the other existing related algorithms; and (2) can flexibly sup-
port a wide range of network-assisted feedback. The simulations demonstrate
the effectiveness of our solution in a heterogeneous environment where users




To cope with the exponential growth of mobile traffic, network operators are continu-
ously looking for ways to leverage spectrum across available radio access technologies
(RATs) [59]. Multiple wireless network architectures (e.g., LTE, UMTS, WiFi, femto, etc)
are being deployed concurrently in the current and next generation wireless networks [3].
At the same time, mobile devices are increasingly equipped with multiple RATs that can
connect to and choose among the different base stations (BSs) with different access tech-
nologies. Deciding which technology, and which individual BS supporting that technol-
ogy mobile users should connect to, is known as the RAT selection problem [8], and is a
topic of much current research in LTE and 5G [10].
RAT selection is often addressed in the literature by using either a network-centric or
a user-centric approach. In a network-centric approach [60–62], a centralised controller
assigns BSs to users in a service area. This approach is suitable in a software defined net-
working environment where a controller has a complete logical view of the network [62].
It, however, requires collaboration between all wireless networks and users – exchanging
significant communication overheads. When the networks are run by competing oper-
ators, such close collaboration may not at all be possible. A user-centric approach can
overcome this problem by implementing the network-selection algorithms at the user
side [15, 42–48, 63]. When intelligence is pushed to the network edge, rational users se-
lect their RAT in order to selfishly maximise their utility. However, as users have no
information on BS load conditions, their decisions may be in no user’s long-term interest,
causing performance degradation and sometimes oscillation or instability. To guarantee
convergence, most existing distributed RAT selection algorithms [15, 42–47] require that
all users know the selection histories of other users, and are able to determine their own
throughputs given other users’ choices. This assumption implies that each user knows
the instantaneous rates of the other users. The guaranteed convergence therefore comes
at the cost of increased complexity, signalling and communication load.
To reduce the communication overheads, a fully distributed algorithm such as a rein-
forcement learning (RL) based algorithm [41, 48, 63] can be used. This algorithm does not
require the users to know anything about other users. Indeed, users do not even need
to know that they are parts of a RAT selection “game”. Each user learns about the game
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by observing only its own achieved payoffs. Over time, using only this information, a
user can rationally choose the best course of actions to maximise its utility. Under mild
conditions of finite payoffs and of unchanged network conditions, the RL-based regret
minimisation algorithm in [41] is guaranteed to converge to a stable set of equilibria. We
refer to the algorithm [41] as Hart’s RL-based algorithm throughout this chapter. Despite
this attractive property, Hart’s RL-based algorithm suffer from problems of slow conver-
gence, and of convergence to socially sub-optimal equilibria, making them unsuitable for
RAT selection in real networks where the environment can change quickly [48].
One of the promising ideas to overcome the shortcomings of the Hart’s RL-based algo-
rithm is to use external information to aid users in their estimation of the game [53]. In
engineering systems such as wireless networks, such external information is often readily
available at the network BSs. We therefore propose to use such information to improve
distributed RAT selections. A real challenge is to design a method that guarantees fast
convergence and good performance, while signalling and processing burden remains ac-
ceptable. To achieve this balance, in our solution mobile users select their RAT depending
on their individual observations, as well as feedback provided by the network. By tun-
ing the network information, operators can also influence user decisions to achieve their
objectives and avoid undesirable network states.
Our main contributions in this chapter are as follows:
1. A Network Feedback Model: We develop a network feedback model that uses network-
assisted information to improve the performance of the Hart’s RL-based algorithm
in [41] for RAT selection. We show that our framework can be applied to multi-
ple types of feedback. To our best knowledge, this is the first work that introduces
network-assisted information in a RL-based algorithm for distributed RAT selection.
Our framework accommodates a heterogeneous environment, where not all users
have the same learning strategy and the same utility function. In practice, different
users pursue different objectives and thus may use different learning strategies or
utility functions. Our solution guarantees no-regret payoff in the long run for any
user adopting it, irrespective of the behaviour of other users. Using our self-learning
technique, any independent user can individually interface with networks to ob-
tain the desired feedback and implement a no-regret based strategy. This adaptive
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scheme does not require any modification of the current mobile network standards
and can be easily implemented in software running on a end-user device.
2. A Novel Fully Distributed RAT Selection Algorithm: Using our framework, we develop
a fully distributed algorithm which computes a correlated equilibrium solution. If
all the users follow our algorithm, the empirical distribution of joint actions is guar-
anteed to converge to a set of correlated equilibria (CE), which are generalised Nash
equilibria (NE).
3. Comprehensive Practicality Study: We perform extensive simulations with realistic net-
work scenarios to evaluate our algorithm. Simulations demonstrate that our so-
lution is highly efficient with fast convergence and low overheads. Our solution
achieves competitive, if not better performance, both in fairness and utility, as well
as per-user RAT switching, compared to state-of-the-art algorithms. A thorough
evaluation of adaptive RAT selection algorithms including the one presented in this
chapter is provided in [64].
The rest of this chapter is organised as follows. In Section 3.2, we discuss the related
work. In Section 3.3, we present our RAT selection game model. We formally propose our
reinforcement learning with network-assisted feedback in Sections 3.4. The evaluation is
presented in Section 3.5. Finally, we conclude the chapter in Section 3.6.
3.2 Related Work
This section discusses the major differences between our solution and the most recent
distributed RAT selection schemes.
3.2.1 Game Theory Applications in RAT Selection
Game theory is a mathematical tool to model the interaction of decision makers with con-
flicting interests, and has been widely used to both design, and to study the dynamics
of network selection problems in wireless networks (for a survey refer to [65]). Most
related works formulate the problems as non-cooperative games and propose iterative
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procedures that converge to NE [42, 43, 48]. Unfortunately, most algorithms that aim to
reach NE do not always guarantee convergence [66]. Substantial modifications of Nash-
based algorithms are often required to achieve guaranteed behaviours for RAT selec-
tion games [15, 42–47]. A hysteresis mechanism, where a user changes its RAT only if
its expected throughput is higher than a threshold or if a network controller allows the
move [43], is used in [42–44] to guarantee convergence to NE. Authors in [15, 45–47] pro-
pose a network-assisted scheme, where additional knowledge of the network conditions
is broadcast to all users, to aid them in their decisions.
Only a number of previous works [45, 53] consider the situation where players achieve
co-ordination between their strategies, either directly or indirectly, in order to get bet-
ter payoffs at the correlated equilibria. A CE is a generalised Nash equilibrium where
each player chooses their actions based on their common knowledge of the game’s his-
tory [23]. By allowing the players to coordinate their actions, a CE can provide a balance
between the non-cooperative solution (where all the players work independently but may
yield poor performance) and the fully cooperative solution (which requires coordination
between players but can be highly efficient). In fact, the set of CE is more natural than
the set of NE in decentralised adaptive learning environments since the common history
observed by all players can serve as a natural coordination mechanism [41].
Several distributed algorithms can be used to achieve convergence to stable CE in a RAT
game, including regret matching in [40] and its fully distributed variant – a reinforcement
learning based regret minimisation algorithm in [41]. In Hart’s RL-based algorithm, a
user learns to make optimal decisions directly from its own past rewards without requir-
ing any extra information. Contrary to the uncertainty of algorithms that aim to achieve
convergence to NE, the Hart’s RL-based algorithm in [41] converge to the set of CE al-
most surely. The main drawback of the Hart’s RL-based algorithm in [41] is that although
guaranteeing convergence to the CE set, it often requires long convergence time and can
converge to a sub-optimal equilibrium. By this, we mean an outcome that yields lower
payoffs, unfair resource allocation, or inefficient utilisation of available resources [53].
There are several possible approaches to theoretically analyse the convergence of rein-
forcement learning based algorithms. A method based on direct analysis was developed
in [41]. Majority of subsequent proofs have been based on the stochastic approximation
technique (i.e. averaging theory), such as the one used in [48]. More recently, Benam et.
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al. [56] use the theory of differential inclusion (DI) to prove the convergence of adaptive
procedures used in game theory. The proofs in this chapter are an application of [56] to
RAT selection games.
The DI based stochastic approximation method is a generalisation of ordinary differen-
tial equation approach used in standard adaptive systems. DI is particularly suitable to
study the asymptotic trajectory of the iterative process in game-theoretic learning where
the information available to a player is inaccurate or missing. It provides a rich set of the-
oretical tools that allows us to study the convergence behaviour of multiple game settings
including games with imperfect rewards that must be estimated from noisy observations,
and when the strategies of the other plays are unknown. DI has been used in [52, 67, 68]
for RL-based algorithms but to the best of our knowledge, this is the first work that this
method is applied in RL procedure in which the “external” information is incorporated in
the decision rule. The use of DI technique yields a considerably simpler and shorter proof
as compared to the classical approach in [41].
3.2.2 Using External Feedback to Improve RAT Selection
There have been several RAT selection algorithms proposed that use some form of net-
work feedback [15,42–47]. In all of these approaches, the network runs a centralised algo-
rithm to determine the controllable parameters (such as users’ instantaneous rate [42–44],
network suggestions [43, 46], traffic loads [47], quality of services [15] and offered band-
widths and costs [45]) for each user. Each BS then broadcasts these parameters to all the
users in their coverage area, including those that are not actively served by it. The high
amount of information exchange, excessive signalling and communication load all con-
tribute to make these approaches unattractive in practice.
Several attempts have been made to ensure that the signalling overheads among BSs and
users is kept at the minimum level by using RL-based algorithms [48, 63]. Two problems
with these approaches are slow and arbitrary convergence [53]. Another major issue is
that a very high number of RAT switching per-user is required due to the lack of informa-
tion on global network load conditions. This is because each user must try many different
actions in order to develop an understanding of the global structure of the RAT “game”.
Page 34
Chapter 3 Reinforcement Learning With Network-Assisted Feedback
Our solution in this chapter follows the regret-based principles with significant modifi-
cations to accelerate convergence speed, reduce exploration times and avoid undesirable
equilibria. We show in this chapter, using extensive simulations, that:
1. The overall signalling overheads of our algorithm are significantly less than those
in [15, 42–48, 63], which are the state-of-the-art RAT selection algorithms.
2. Our algorithm has a fast convergence rate with a small number of per-user RAT
switchings, whilst achieving competitive performance both in fairness and utility.
3. Lastly, our algorithm is one of a few algorithms of which we are aware, that can
flexibly support a wide range of feedback, which can be defined according to the
network operators’ policies. Existing algorithms [15, 42–44, 46, 47] do not inherently
support objective functions that are not directly related to throughput, and may re-
quire significant modifications to incorporate other objective functions. This will be
described in detail in Section 3.5.2.
3.3 RAT Selection Game Model
3.3.1 Heterogeneous Network Throughput Model
We consider a heterogeneous wireless network (HWN) consisting of M base stations (BSs)
and N end-user equipments (users). We use BS to denote any network node that connects
directly to users such as a base station in WCMDA/LTE network or an access point in
WiFi. In this chapter, we are primarily interested in user downlink throughput as the
utility and use the same models as in [42–44] for different RATs. We divide the throughput
models into two subclasses.
Class-1 (Proportional-Fair Model)
under this class, each user obtains a different user-specific throughput which is a function
of its instantaneous physical (PHY) rate and the number of users sharing the same BS. The
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where RkA is the PHY rate of user A on BS k and n
k is the number of users on k. This class
is suitable to model time/bandwidth-fair access technologies such as 3G/4G networks.
Class-2 (Throughput-Fair Model)
under this class, all users connected to the same BS will have the same per-user through-









This class is suitable for throughput-fair access technologies such as WiFi.
Realistic Throughput Model
Most existing works assume that the user knows its actual throughput in (3.1) and (3.2).
By actual throughput, we mean the long-term average throughput that a user experiences
on a wireless network. In reality, the actual throughput of each user is influenced by not
only the link quality (i.e., the signal to noise ratio) but also many other factors such as
traffic load and interference from the surrounding environment. Therefore, in practice,
the user only knows its sampled throughput, not the actual value. The sampled value can
be modelled as a random variable where the actual throughput given in (3.1) or (3.2) is
the mean, which is computed at the network side. At any one time, depending on the
number of users per base station, the distribution of traffic load and sampling technique,
instantaneous throughput observed by the user may vary from the mean.
Assumption 3.1: To model the real user observed throughput, we follow the most recently
proposed instantaneous throughput model in [44], where the user observed throughput is
assumed to follow a Gaussian distribution. Other distribution could be used but is outside
the scope of this chapter. Under the Gaussian assumption, the mean is equal to the actual
throughput and the standard deviation is equal to the product of the noise value e and the
actual throughput [44]. Thus, instantaneous throughput rate of a user A choosing BS k is
a Gaussian random variable:
UkA ∼ N(ŪkA, σ2) ,
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where σ = e × ŪkA and 0 < e < 1. In our solution, the network provides every user with
the actual throughput ŪkA calculated at the BS (BS computed throughput) rather than the
randomly fluctuating rates UkA observed by the user (user observed throughput).
3.3.2 Radio Access Technology Selection Model
In the following, we adopt the notation of [56]. We model the RAT selection as a repeated
game where the players (mobile users) aim to maximise their long-run average payoffs
(throughput). We consider a game with N players denoted by the set N = {1, . . . , N} for
some (finite) integer N ≥ 2. Each player a has its set of finite actions Sa (set of available
BSs) and we denote by S = S1 × · · · × SN, the set of all strategies for all players, i.e. the
Cartesian product of all players’ possible actions.
We view the game from the point of view of player A – a randomly selected player among
the set of all players. Let I = SA denote the set of actions of player A and L = S \ SA the
set of actions of all other players. Denote by X, the set of all probability mass functions
(pmf) on I and Y the set of pmf on L. Let Z denote the set of pmf on S , then X × Y is a
subset of Z comprised of all pmf of the form z = (x, y) where x ∈ X and y ∈ Y, i.e. all
pmf of the probability of the action of player A and the actions of all other players taken
together. The main notations that we use in this chapter are summarised in Table 3.1.
Let UA : S → R denote the payoff achieved by player A when the overall action taken by
all players is s ∈ S . We represent a strategy in the form s = (i, ℓ) where i is the action of
player A and ℓ is the action of all other players. We will consider the general formulation
of the game where users apply mixed strategies over the possible selection set S . Under





The RAT selection game then can be denoted by G = (N , (SA)A∈N , (UA)A∈N ). In our
game model, each player A knows only its set of actions (SA) and its stream of payoffs
(UA) received in the past. Players are not aware of other players’ actions and payoffs.
Instead, players can observe the number of other players choosing the same action after
each action, as explained later in Section 3.4.1.
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Table 3.1. Summary of main notations used in Chapter 3
Symbol Semantics
N Number of users
M Number of base stations
nk Number of users on base station k
RkA Physical (PHY) rate of user A to BS k
ŪkA The actual throughput of user A choosing BS k
UkA The instantaneous throughput of user A choosing BS k
s = (i, ℓ)
The action taken by all players, where i is the action of
player A and ℓ is the actions of the others
U(s)
The payoff achieved by player A when the overall action
taken by all players is s
z = (x, y)
The probability of the action taken by all players, where
x is the probability of action of player A and y is the
probability of action of all other players except player A
Ykτ
The network-assisted feedback that BS k sends to user A
at time τ
Ūkτ
The BS computed throughput that BS k sends to user A
at time τ
nkτ The number of users on BS k at time τ
Bt(j, k)
The user estimated regret in average payoff of player A
up to time t for not playing k in stead of j
Yt(j, k)
The network measured regret in average payoff for player
A up to time t for not playing k in stead of j
pt(k) The probability of choosing BS k at time t by player A
z̄t(s)
The empirical distribution of join action s of all players
until time t
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In this chapter, we are interested in a popular notion of rationality that generalises the
Nash equilibrium, known as a correlated equilibrium. CE is an optimality concept intro-
duced by Aumann [23] and is proven to exist for any finite games with bounded pay-
offs [25]. It is relevant to probabilistic games, namely where strategies are determined
probabilistically, and is a precise statement of rationality in this setting [23].
Definition 3.1. A probability distribution ψ defined on S is said to be a correlated equilibrium for
the game G if for every player A ∈ N , and for every pair of action j, k ∈ I , it holds that1
∑
s∈S :i=j
ψ(s)(UA(k, ℓ)− UA(j, ℓ)) ≤ 0, (3.3)
CE models possible correlation or co-ordination between players’ actions compared to the
usual strategic equilibrium of Nash, where all players act independently. A CE results if
each player does not benefit from choosing any other probability distribution over its ac-
tions, provided that all the other players do likewise. When each player chooses their
action independently of the other players, or without any implicit co-ordination mecha-
nism, a CE is also a NE.
Definition 3.2. A probability distribution φ defined in S is said to be a coarse correlated equilib-
rium for the game G if for every player A ∈ N and for every action i ∈ I , it holds that
∑
s∈S
φ(s)(UA(i, ℓ)− UA(s)) ≤ 0. (3.4)
A coarse correlated equilibrium (CCE) set or also know as the Hannan set is a generali-
sation of correlated equilibrium. The set of CE is contained in the Hannan set (and the
two sets coincide when every player has at most two strategies). Moreover, the Hannan
distributions that are independent across players are precisely the NE of the game. In a
CCE, all players follow the learning rule. If a single player decides not to use the rule, it
experiences a lower payoff.
3.3.3 Computing the Correlated Equilibria
A fully distributed algorithm that can be used to reach the CE solution is the RL-based
regret minimisation procedure in [41]. The key idea of this method is to adjust the
1We write ∑s∈S :i=j for the sum over all s in S whose i equals j. Similar notations are used elsewhere in
the chapter.
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player’s action probability proportional to the “regrets” for not having played other ac-
tions. Specifically, for any two actions j 6= k ∈ I at any time t, the regret of player A for









U(j, ℓτ) , (3.5)
where iτ denotes the action taken by player A at time τ (i.e. iτ = j means player A selects
BS j at time τ) and ℓτ denotes the actions of the others at time τ. This is the change in the
average payoff that player A would observed if playing k instead of j every time it played
j in the past. Note that the notations should have the subscript A to indicate that it refers
to player A. Since we view the game from player A’s point of view, we drop this subscript
to keep the notation simple (thus, we write Ct and U in stead of CA,t and UA, and so on).
Similar notations are used in the rest of the chapter. Since player A only has access to the
payoffs corresponding to actions it actually took, it cannot compute the first term. Thus,
the regret in (3.5) needs to be replaced by an estimate that can be computed on the basis











U(j, ℓτ) , (3.6)
where pτ denotes the play probabilities of player A at time τ (i.e., pτ(k) is the probability
of choosing k at time τ). This approximate regret measures the historical difference of the
average payoff over the periods when k was used and the periods when j was used [41].
If it = j is the action chosen by player A at time t, then the probability distribution that





























′) if k = j,
(3.7)
with the initial action probabilities at t = 1 uniformly distributed over the set of possible
actions; µ > 2mG is a constant with m being the cardinality of the set I and G being an
upper bound on |U(s)| for all s ∈ S ; δt = δ/tγ, 0 < δ < 1 and 0 ≤ γ < 1/4.
2We use the notation x+ := max(x, 0) for a real number x throughout this chapter (e.g. B+t (j, k) =
max(Bt(j, k), 0)). The definition is extended to real vectors and matrices elementwise.
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It is proven in [41] that if every player chooses their actions according to (3.7), then the








converges almost surely as t → ∞ to the set of CE of the game G. Note that this does not
imply convergence to a specific point on the CE set, but that the solution approaches the
CE set.
3.3.4 Example of RAT Selection Game
We use the example in Fig. 3.1 to illustrate the concepts introduced so far in this chapter.
In this example, there are two users and two RATs: WiFi (RAT1) and 4G (RAT2). User 2 is
at the cell-center of RAT1 and has a good PHY rate of 54Mbps. User 1 is at the cell-edge
location of RAT1 and so obtains a lower PHY rate of 6Mbps. Both users are located at
similar distances from RAT2 and thus have the same PHY rate of 5.4Mbps. These PHY
rates are also their obtained throughputs when connected alone to these RATs.
Figure 3.1. An example of RAT selection in a mixed 4G/WiFi network
The set of actions is denoted by S = {(j, k) : j, k = 1, 2} where s = (j, k) means that
user 1 chooses RAT j and user 2 chooses RAT k. The payoff functions are the throughput
3Where 1(.) denotes the indicator function.
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Table 3.2. Payoff matrix for the RAT selection game
s2 = 1 s2 = 2
s1 = 1 (5.4, 5.4) (6.0, 5.4)
s1 = 2 (5.4, 54) (2.7, 2.7)
obtained for each user. When both users connect to the WiFi access point, under Class-1
throughput model, they receive a very low throughput of (1/6 + 1/54)−1 = 5.4 Mbps as
given by equation (3.2) for their WiFi connections. The 4G BS are assumed to use the time-
fair protocol (Class-2 throughput model) which allows each user the same time duration
to access to the network. When both users select RAT2, they receive the throughputs that
are equal to half of their physical rates. Using equation (3.1), the throughput payoff is
5.4/2 = 2.7 Mbps for each user. We summarise this game in Table 3.2.
Let p be a probability distribution on S with p(j, k) denoting the joint probability that
player 1 chooses RAT j and player 2 chooses RAT k, for j, k = 1, 2. Substituting the payoffs














p(1, 1){5.4 − 5.4}+ p(1, 2){2.7 − 6.0} ≤ 0 ,
p(2, 1){5.4 − 5.4}+ p(2, 2){6.0 − 2.7} ≤ 0 ,
p(1, 1){5.4 − 5.4}+ p(2, 1){2.7 − 54 } ≤ 0 ,















p(1, 2) ≥ 0
p(2, 2) ≤ 0
p(2, 1) ≥ 0
p(2, 2) ≤ 0
We also have the four inequalities p(j, k) ≥ 0 for j, k = 1, 2 and the equality p(1, 1) +
p(1, 2) + p(2, 1) + p(2, 2) = 1 that defines a pmf. Then, a correlated equilibrium is a







p(2, 2) = 0 ,
p(1, 1), p(1, 2), p(2, 1) ≥ 0 ,
p(1, 1) + p(1, 2) + p(2, 1) = 1 .
Therefore, any solutions of the form p(1, 1) + p(1, 2) + p(2, 1) = 1 will be in the set of CE.
The corner points p(1, 1) = 1, p(1, 2) = 1 and p(2, 1) = 1 are pure NE whilst the other
solutions are mixed NE. Payoff pairs in these pure NE are, respectively, (5.4, 5.4), (6, 5.4)
and (5.4, 54). Fig. 3.2 shows the set of all payoff allocations under correlated strategies
and under correlated equilibria. The set of correlated strategies (light gray) is the set of all
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possible combination of players’ pure strategies; and the set of CE (dark gray), which is a
super set of the NE set, is the triangle with these three NE as vertices.






















set of all posible payoffs
set of correlated equilibria
(5.4, 14.8)
Figure 3.2. The set of correlated strategies and
correlated equilibria in payoff space






































Figure 3.3. The empirical distribution of join play
by Hart’s RL-based algorithm
Limitations of the Hart’s RL-based Algorithm in [41] for RAT selection: We implemented the
Hart’s RL-based algorithm in [41] and applied it to the RAT selection game in Fig. 3.1. We
encountered the following three undesirable outcomes even on this simple example.
1. Sub-optimal convergence: Our implementation of the Hart’s RL-based algorithm
when applying to the above network leads to the CE point (p(1, 1) = 0.70, p(1, 2) =
0.08, p(2, 1) = 0.20, p(2, 2) = 0.02) that yields a payoff pair of (5.4, 14.8) the majority
of the time. This equilibrium is neither fair ((5.4, 5.4) provides the best system fair-
ness) nor throughput efficient ((5.4, 54) yields the highest overall throughput, albeit
unfairly).
2. Slow convergence: The algorithm takes at least 6,000 iterations to converge on a
simple 2 base stations – 2 users network as shown in Fig. 3.3! This is a significant
problem for RAT selection where network conditions can change quickly, breaking




3. High numbers of switching: The algorithm also requires up to 400 RAT switchings
per user to converge. This is another major constraint for real network implementa-
tion due to the challenge in providing seamless vertical handover between different
RATs.
These issues of slow convergence, sub-optimal convergence and high numbers of switch-
ing of Hart’s RL-based algorithm in [41] motivate the introduction of network-assisted
feedback to the reinforcement learning based regret minimisation algorithm in the next
section.
3.4 Algorithm
To overcome the limitations of the Hart’s RL-based algorithm as observed above, we pro-
pose a feedback model that uses network-assisted information from the network base
stations4. The main idea of our solution is to help users estimate their utilities more ac-
curately using the limited information that is readily available at the BS. Using network
feedback, the operators can also alter the trajectory of the algorithm. There have been
several proposals for using network feedback to improve distributed RAT selection al-
gorithms [15, 42–47], but not for RL-based ones5. We show empirically via simulation in
Section 3.5.1 that our algorithm, by using little extra information, achieves a faster con-
vergence rate to the CE set than existing distributed RAT selection algorithms including a
recent proposed RL-based algorithm in [48].
3.4.1 Using Feedback to Update Network Measured Regret
The types of network feedback varys depending on the objectives of the network design-
ers. In this chapter, we use two types of feedback: (1) BS computed throughput Ūkt , which
indicates the actual throughput that a user could receive from the BS k at time t; (2) and
the number of users nkt , which is the number of users currently connected to the BS k at
4Note that the feedback model is a model not an algorithm and RL is an algorithm.
5Note that in general learning theory, RL-based algorithms, their convergence and approximations are
well studied.
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time t. Providing the actual achievable throughputs can help users make informed deci-
sions that lead to better outcomes by exploiting the actions that yield higher throughputs.
Knowing the number of concurrent users at each BS will help users avoid exploring se-
lections that result in poor performances. However, these types of information are not
directly available to the end-users.
Since most networks have up-to-date and accurate measurements of these metrics, we
propose to use this information to improve the performance of the Hart’s RL-based algo-
rithm in [41] for RAT selection. A number of mechanisms to distribute additional feedback
information from BS to users have been standardised and can be used for this purpose,
including the logical communication channel in IEEE standard 1900.4 [69], and the Access
Network Query Protocol (ANQP) in IEEE 802.11u standards [70]. These protocols allow
users to query information about the capabilities of the network (such as throughput,
packet error rate, available services) prior to performing the authentication process.
As explained in Section 3.3.1, users do not know their actual throughput. Their instanta-
neous estimations are often very noisy. By using network-assisted feedback, each user can
estimate its obtainable throughput U(k, ℓt) if it switches to another BS k given its current
action is it = j 6= k. The user then can compute network measured regrets Yt(j, k), which
is a measure of the average regret for the user observed by the network at time t for not
selecting other BS k instead of the actual BS j every time in the past, as follows.
Class-1 Throughput Estimation
Suppose it = j is the action chosen by user A at time t. Using (3.1), the obtainable through-
put if user A connects instead to BS k, is equal to RkA divided by (n
k
t + 1), the total number
of users sharing the BS k at time t, if user A joins.






νkt × (nkt + 1)
, (3.8)
where νkt = ∑τ≤t 1{iτ=k} counts how many times BS k has been chosen up to time t. R
k
A is
obtained by taking the average of (Ūkτ × nkτ) over νkt – the periods when k was used.
Page 45
3.4 Algorithm
Similarly, the number of users sharing the same BS k at time t can be estimated by taking
the average number of users on k over the periods when k was used. That is,






Replacing (3.9) into the denominator of (3.8), the estimate of U(k, ℓt) in (3.8) is then































Suppose it = j is the action chosen by user A at time t, then using (3.2), we obtain the
throughput of user A if it connects to another BS k as




























































To obtain the final expression (3.11), in the last line we use the first order Taylor approxi-
mation (1 + x)n ≈ (1 + nx) when 0 < x ≪ 1. This approximation is likely to hold as long
as the number of users is large enough nkt ≫ 1.
Assumption 3.2: To make the analysis simple, we assume that all the PHY rates Rka for
all a = 1, 2, . . . nkt to a BS k are independent and identical distributed with a uniform
distribution Rka ∼ U(α, β), where α and β denote the minimum and maximum PHY rates
of all users.
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Since each Rka is independent and identically distributed, they have the same expected
value. Thus, the obtainable throughput if user A connects to another BS k, can be calcu-
lated as



















Proposition 1. The absolute error between the actual value U(k, ℓt) and the estimate Ũ(k, ℓt) in








, where β ≥ α .
Proof. The absolute error is























































































































Accordingly, we can conclude that the absolute error will be zero when β = α, which
assumes all users on BS k have the same PHY rates. Otherwise, if the number of users
sharing the same BS nkt is large enough n
k
t ≫ G(β/α − 1), the absolute error is also very
close to zero.




t and using (3.9), Ũ(k, ℓt) is then

















































3.4.2 Reinforcement Learning With Network-Assisted Feedback
We propose to fundamentally complement the Hart’s RL-based algorithm in [41] with
external feedback from the network to aid users in their RAT selection. Let Ykτ be the
network feedback that the BS k sends to its connected user A at time τ. In this chapter,






τ is the BS computed per-user
throughput at time τ and nkτ is the number of users on BS k at time τ. In our RLNF
algorithm, the user then uses Ykτ to compute network measured regrets Yt(j, k) at time
t ≥ τ.
Our main idea is to complement the user estimated regret Bt in [41] with the network
observed assisted information Yt at each time step t to speed up convergence towards the
equilibria. We modify the probability of actions pt+1(k) in (3.7) with the combined regrets

























if k 6= j ,
1 − ∑k′ 6=j pt+1(k′) if k = j .
(3.13)
for any 0 < ǫ ≪ 1. In order to implement this policy, each user needs 2 inputs: (1)
the user observed throughputs (Uk1 , . . . , U
k
t ) to compute user estimated regret Bt(j, k) us-
ing equation (3.6); and (2) the network-assisted feedback (Yk1 , . . . , Y
k
t ) to compute network
measured regret Yt(j, k). The exact procedure to compute Yt(j, k) from network feedbacks
was explained in Section 3.4.1.
Our RLNF algorithm differs from the Hart’s RL-based algorithm in [41] in the formula
to update pt+1(k) in (3.13). Here, we make two changes to equation (3.7) in [41] for
updating pt+1(k). First, pt+1(k) in (3.7) is a function of two inputs, i.e., pt+1(k) =
f (min{Bt(j, k), m}), whereas in (3.13), we remove m in the min function and complement
this function to take the extra information Yt(j, k) as pt+1(k) = f (min{Bt(j, k), Yt(j, k)}).
Thus, in our solution, not only the user observed regrets Bt(j, k) but also the network mea-
sured regrets Yt(j, k) contribute to the update procedure of the user. Second, we do not
use a constant proportionality factor µ as in (3.7), but normalise the vector of regret to get
a probability vector. This is done to avoid needing to choose an appropriately large arbi-
trary parameter µ. As discussed in [41], a higher value of µ results in a smaller probability
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of switching and thus leads to a slower speed of convergence. It is not clear to us that the
proof in [41] of convergence of the Hart’s RL-based procedure using (6) could be readily
modified to include the form of normalisation we propose in (12).
There are three major terms in the formula (3.13). The first, B+t (j, k), is the original regret
as observed by the user in a manner similar to [41]. The second, Y+t (j, k), is the extra
“regret” observed at the BS. As the BS has a more complete view of the system than the
individual users, Yt(j, k) is expected to take into account the information on network load
conditions, which may not available under Bt(j, k). Taking the minimum function of the
two regrets guarantees that the sum ∑k′ 6=j pit+1(k
′) does not exceed 1. The last term, δt/m,
is the weighted uniform distribution over I to guarantee that all probabilities at time t+ 1
are at least δt/m > 0. This last term together with the scaling of the regrets by (1 − δt)
ensures that when t is small the algorithm explores different solutions to learn about the
network environment. As the algorithm progresses, the regrets become the dominant
factors in determining the selection probabilities.
Our algorithm for distributed RAT selection operated by each user is presented as follows.
Algorithm Reinforcement Learning with Network-Assisted Feedback (RLNF)
1: Exploration: At the beginning, each user A takes sequential actions to explore all avail-
able choices j ∈ SA in order to learn possible payoffs and feedback from potential
RATs.
2: Initialisation: Generate random uniform probability p1(j) for all j ∈ SA.
3: for t = 1, 2, . . . do
4: Action Selection: Select action it = j according to the probability distribution pt(j).
5: Feedback Exchange: Obtain feedback Y
j
t from the corresponding base station j.
6: Regret Update: for all k 6= j ∈ SA
• Update the user estimated regret Bt(j, k),
• Update the network measured regret Yt(j, k).




3.4.3 Unconditional Variant of RLNF
Note that the set of coarse correlated equilibrium is strictly richer than the set of corre-
lated equilibrium. We can modify pt+1 in (3.13) to ensure quick convergence towards the
set of coarse correlated equilibria. The idea is that the action probability of every player
is proportional to the “unconditional regrets” instead of “conditional regrets” as in equa-
tion (3.5), and actions with larger regret get larger probability increased (reinforced) while
actions with smaller regrets get smaller probability increased (see [40, 41] for more details
and discussion on the difference between unconditional and conditional regrets). We call
this new variant of RLNF the unconditional reinforcement learning with network-assisted
feedback (URLNF).
At time t, the “unconditional regret” for not playing strategy i ∈ I every time in the past











Similarly, this regret can be estimated based on the available information provided by the
base stations. Then, the network observed unconditional regret for user A at interaction t






























Player A then choose i ∈ I at time t + 1 with probability
















At the outcome, the player A has no regret for following this learning rule instead of
selecting any certain action in all previous time steps, irrespective of the behaviour of the
other players. If every player plays according to this learning rule, then their empirical
distribution of joint play will converge to the CCE set.
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3.4.4 Convergence Properties
Theorem 3.1. If a player (i.e. player A) uses RLNF algorithm, its time average regret is guar-
anteed to approach the set of non-positive regrets almost surely irrespective of the behaviour of the
other players, for finite payoffs and positive and finite feedback.
Proof. Please refer to Appendix 3.A for our proof which adopts the notation of [56].
Assumption 3.3: We assume that the payoffs are bounded and the network feedback Ykτ =
(Ūkτ, n
k
τ) is positive and finite for all τ, k. This assumption enables us to establish some
convergence result for RLNF. In practice, all the payoffs and the feedback that we use (the
number of users, the throughput) are finite and positive.
Theorem 3.2. If all players follow RLNF algorithm, the empirical distribution of joint play of all
players z̄t(s) converges almost surely as t → ∞ to the set of correlated equilibria.
Proof. Please refer to Appendix 3.B.
Remark 3.1: Contrary to most existing works that use the classical averaging theory for
ordinary differential equations (ODEs) techniques to examines the convergence properties
of their game algorithms [48], we use the differential inclusion (DI) framework in [56] to
prove our Theorem. In our proof, if a single player uses the proposed procedure, its time
average regret is guaranteed to approach its own set of non-positive regrets in the payoff
space for any strategies of the other players. All players are required to follow the same
algorithm in order to obtain the global convergence of the empirical distribution of joint
actions of all players to the set of CE.
The following corollaries trivially follow from the proofs of Theorems 3.1 and 3.2 with
small modifications for the construction of the probability vectors, and therefore omitted.
Corollary 1. Class-1 RAT selection games with the BS observed regret update in (3.10) converges
almost surely to the set of CE.
Corollary 2. Class-2 RAT selection games with the BS observed regret update in (3.12) converges
almost surely to the set of CE.
Page 51
3.5 Evaluation
Theorem 3.3. If a player (i.e. player A) follows URLNF algorithm, its long-run unconditional
regrets is guaranteed to approach the set of non-positive regrets almost surely for any strategies of
the other players. Moreover, if all players play URLNF, the empirical distribution of the joint play
converges to the Hannan set of correlated actions yielding non-positive regrets.
Proof. Please refer to Appendix 3.C.
Remark 3.2: In the repeated game literature ( [40, 41]), rather than the case “conditional”
(or “external”) regrets as considered in RLNF, the notion of “unconditional” (or “inter-
nal”) regret involves a player reasoning about replacing each action played by a fixed
strategy. In [41], it’s shown that an RL procedure based on unconditional regrets con-
verges to the Hannan set of global non-positive regrets if all players play that strategy. The
Hannan set contains CE. Furthermore, it’s argued in [56] that, in a heterogeneous system
where some players may adopt different strategies, those players that use the uncondi-
tional regret based algorithm will themselves achieve non-positive unconditional regret.
These approaches can be handled within the framework presented in this chapter with
appropriate modifications as shown in our proof of Theorem 3.3 in the Appendix 3.C.
3.5 Evaluation
We consider a heterogeneous wireless network environment with 2 different RATs (WiFi
and LTE) in a narrow square area of 150× 150 meters. We assume that WiFi BSs and users
are located within the coverage area of one macro LTE BS at the center of the network.
We follow the same network model in [60], that reflect real world WiFi BSs and users
distribution. In this model, the connectivity and bandwidth between BSs and users are
determined by their geographical distribution. We divide the given geographic area into
9 smaller, non-overlapping square-shaped areas and randomly place a WiFi BS within
the borders of each small area. We then place a random number of users (up to 20 – the
maximum number of local users for each WiFi BS) for each WiFi BS within the area. A
user is considered to be a local user to BSs that are located in the same area of its location
and to be a non-local users to the rest of the BSs in the network. We assume that each WiFi
BS allocates a certain portion of its bandwidth (0 ≤ κ ≤ 1) to serve the non-local users
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Figure 3.4. Example CQI distribution of a real-
world LTE network.
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Figure 3.5. PHY rate distribution of a real-world
WiFi network.
(κ = 1 for the local users). The actual throughput of users A under the non-local BS k is
equal to κ × ŪkA, where ŪkA is given in (3.2).
We use real network data from a tier-1 LTE operator in North America to simulate users’
PHY rates to the macro LTE BS. In particular, we use the measured Channel Quality Indi-
cation (CQI) and map them to the possible data rates that a user can receive from a BS [71].
Fig. 3.4 shows an example CQI distribution of the real-world LTE BS from the dataset. In
the simulation, maximum data rate of 35 Mbps per cell in LTE 20 MHz is assumed [71].
We then linearly divide the data rate into 16 different levels corresponding to the 16 CQI
indexes. For example, the strongest CQI 15 correspond to the highest data rate of 35 Mbps
and the median CQI 7 corresponds to 17.5 Mbps. A user’s PHY rate to a BS is supposed
to be unchanged over time.
In addition to LTE data, we also use the collected residential WiFi data [72] in setting up
users’ PHY rates to WiFi BSs. This data set provides traces of received signal strength
(RSS) measurements of the WiFi BSs collected at the University of Colorado. These values
are then converted to PHY rates based on Table III as follow. Fig 3.5 shows an example of
PHY rate distribution of the WiFi network from the simulated dataset.
To evaluate the performance of our proposed RLNF algorithm, we compare the perfor-
mance of the following four distributed algorithms for RAT selection:
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Table 3.3. PHY rate and the RSS for IEEE 802.11g [73]
PHY (Mbps) 6 9 12 18 24 36 48 54
RSS (dBm) -90 -84 -82 -80 -77 -73 -72 >-72
• RAT Selection Games (RSG) in [42–44]: All BSs broadcast their traffic information to
all users. Thus, each user has the information on the number of other users on each
BS and their PHY rates. At each iteration, user selects a BS that provides the highest
throughput. This broadcasting assumption is similar to those in [15, 46, 47].
• Regret Matching (RM) in [45]: Users are assumed to have a global view of the net-
work including the actions taken by other users and their historical PHY rates. Users
apply the regret matching algorithm [40] to select their RATs.
• Combined Fully Distributed Payoff and Strategy Reinforcement Learning (CODI-
PAS) in [48]: Users learn and adapt their decisions based on their own observation
of the rewards received from past experiences. At each iteration, using only this
information, user selects the best available BS to maximise its utility. This is a state-
of-the-art RL-based algorithm and has been shown to be superior to the Hart’s RL-
based scheme in [41].
• Our Reinforcement Learning with Network-Assisted Feedback (RLNF): User data is not
required to exchange among the users or the BSs. Each BS shares feedback only to
its connecting users to assist them in their RAT selection decisions.
For comparison purposes, we use the following metrics:
• Total overheads (bits): amount of data exchanges between users and BSs. Lower
overhead is preferable.
• Convergence time (iterations): required number of iterations to convergence. A fast
convergence is desired since the wireless channel conditions may change quickly.
• Per-user switchings: maximum number of switchings required by all users to con-
vergence. A small number of switching is desirable to minimise the cost for manag-
ing the vertical switching between RATs.
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N × ∑Na=1 x2a
,
where xa is the average throughput of user a and N is the number of users. Notes
that the largest value 1 indicating the best fairness of the system, which guaranteeing
the same throughput among all the users.
• System utility: sum of all users’ average throughputs. Higher utilities benefit both
mobile operators and service providers in offering higher bandwidth-services.
We would like to emphasise that users running our RLNF algorithm select their RAT by
combining their individual observed throughput and the network feedback; whereas in
all the other solutions, users make their RAT selection decisions based only on their own
observations. For each network model and algorithm, the actual throughput ŪkA that a
user A gets from the BS k depends on the other users that share the same BS, and is given
in the equations (3.1) and (3.2). The instantaneous throughput UkA that a user A observes
directly from its connecting BS k is a random number generated according to the Gaussian
distribution N(ŪkA, σ
2) with ŪkA mean and e × ŪkA proportional standard deviation, where
we assume the proportional noise factor is e = 0.3. This model and choice of parameters
were used in [44].
We also set δ = 10−5 ≪ 1 and γ = 0.1 for all the simulations of RLNF algorithm. Note
that large δ may cause the convergence to a large distance from the CE set. To compare the
performance of different schemes versus the number of BSs, we fix the number of LTE BSs
to 1 BS and vary the number of WiFi BSs from 2 BSs to 10 BSs. Thus the total BS number
varies from 3 BSs to 11 BSs. All the results presented are averaged over 50 simulation runs.
Each data point on the graphs is the average value shown with the standard deviation as
an error bar.
3.5.1 Performance Comparison
We first compare our RLNF against existing algorithms in convergence behaviour. The
feedback used in RLNF is the BS computed throughput and the number of connected
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Figure 3.6. Evolution of system fairness index J
for different schemes.
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Figure 3.7. Convergence time comparison with
varying number of BSs.
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Figure 3.8. Evolution of total overheads by dif-
ferent schemes.
users. In our simulation, the BS computes the actual throughput for each user using equa-
tions (3.1) or (3.2) and provide them this number. Each BS also keeps track of the number
of users currently connected to it and sends this information to its serving users.
Figs. 3.6, 3.7 and 3.8 show, respectively, the evolution of system fairness index, the conver-
gence time versus number of BSs and the number of RAT switchings for each user (per-
user switching) versus number of BSs by different algorithms. We observe that RLNF
achieves the fastest convergence with a small number of per-user switchings among all
algorithms. Our RLNF even outperforms the RM in convergence speed. It should be note
Page 56
Chapter 3 Reinforcement Learning With Network-Assisted Feedback































Figure 3.9. Total overheads comparison with
varying number of BSs.
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Figure 3.10. Per-user switchings comparison
with varying number of BSs.
that in standard RM in [41], payoffs of the players (mobile users) are not noisy. But in
our simulation, in order to reflect practical consideration of real-world network for RAT
selection, users running our RLNF receive the actual throughputs via network-assisted
feedback; whereas in all the other schemes including RM, users only observe their noisy
payoffs from their instantaneous throughputs. The network feedback in RLNF is there-
fore more accurate than the user observed throughput in RM and hence user running RM
may take a longer time to learn the throughput in order to converge. Although RM ob-
tains a smaller number of per-user switchings than RLNF, it requires a longer time to con-
verge and exchanges significant communication overheads as we explain later in Figs. 3.9
and 3.10. CODIPAS performs poorest in both convergence speed and per-user switchings
metrics due to the lack of information on global network conditions.
We present, respectively, in Figs. 3.9 and 3.10 the total information exchange versus num-
ber of iterations and number of BSs across different algorithms in order to compare their
overheads. We assume that 4 bits are used to represent the number of users or through-
put. Let T be the number of iterations to convergence. The calculations of the information
exchanges for each algorithm are summarised below.
• RSG: Each user obtains its payoff from its serving BS (4 × N bits). Each user
also needs to receive the number of connecting users on Class-1 BSs and per-user
Page 57
3.5 Evaluation
throughput on Class-2 BSs (4 × N × (M − 1) bits) in order to calculate its ex-
pected throughputs of joining the other (M − 1) BSs. The total overheads are thus
4NM × convergence time (bits) ∼ O(TNM).
• RM: Each user obtains its payoff from its serving BS (4 × N bits). Each user also
needs to know the PHY rates and actions taken by other (N − 1) users in each itera-
tion (8N(N − 1) bits). The total overheads are thus (8N2 − 4N)× convergence time
(bits) ∼ O(TN2).
• CODIPAS: Each user receives its payoff directly from its serving BS without requir-
ing any extra communication. The total overheads are just 4N × convergence time
(bits) ∼ O(TN).
• RLNF: Apart from the BS computed per-user throughput (4 bits), user also requires
the number of users sharing the same BS (4 bits) from its connecting BS. The total
overheads are then 8N × convergence time (bits) ∼ O(TN).
Fig. 3.9 shows that with the same number of iterations CODIPAS has the lowest over-
head performance. However, as shown in Fig 3.10, RLNF is the best algorithm to min-
imise overheads. CODIPAS, despite using less information to make decisions, requires
higher overheads due to its slower convergence speed, i.e., larger T. Both require an or-
der of magnitude less information exchange than RSG and RM algorithms, especially the
later, and when the number of users is large. The reason is that their complexity is linear
whereas the complexity of RM is quadratic and the complexity of RSG depends also on
the total number of BSs in the network.
We now compare the performances of the algorithms on system fairness and system util-
ity. The fairness and utility results are shown in Figs. 3.11 and 3.12, respectively. As
shown, RLNF achieves comparable fairness to RM. Both are better than the others in fair-
ness metric. We also observe that RM, RLNF and CODIPAS achieve very good fairness
indexes in all the cases compared to RSG. This can be explained by the fact that these
three algorithms are designed to reach an efficient equilibrium points such as CE (RM and
RLNF) or optimal-NE (CODIPAS) rather than converging to arbitrary NE as in RSG. Sim-
ilarly, RLNF achieves very similar utility to the RM, and outperforms the other remaining
algorithms.
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Figure 3.11. System fairness J for varying num-
ber of BSs.
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Figure 3.12. System utility comparison with
varying number of BSs.
For further evaluation of the scalability of the algorithms, we study the impact of network
size (total number of users in the network) on the performances of different algorithms.
We fix the total number of BS in the network to 5 BSs (composed of 1 LTE BS and 4 WiFi
BSs). We then vary the number of local users per WiFi BS from 10 users/BS to 50 users/BS
resulting in increasing the total number of users in the network from 40 users to 200 users.
Fig. 3.13 shows the scalability behaviour of the algorithms with respect to the size of the
network. Further experiments presented in Fig. 3.13 demonstrate the robust performance
and stability of our RLNF algorithm to variations in the network size as compared to
relevant RAT selection schemes. Overall, RLNF achieves the fastest speed and lowest
overheads, whilst guaranteeing competitive performance both in fairness and utility, as
well as requiring a small number of per-user switchings as compared to the others.
3.5.2 Using Feedback to Change Convergence Points
One of the main difference between our RLNF and other game algorithms [15, 42–47] is
that our solution can flexibly support a wide range of policy-defined feedback. Under
our framework, network operators can influence user decisions to achieve their objectives
by tuning their network feedback information. In the following, we show how to apply
different feedback in RLNF to achieve different convergence points.
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Figure 3.13. Performance comparison of the different algorithms for increasing size of the network
(number of users).
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As explained in Section 3.4, once the BS has computed per-user throughput, it can send
the users this information to aid them in their RAT selections. This network-assisted in-
formation, however, does not need to be the actual value of per-user throughput, but can
be functions of these throughputs. This type of feedback reflects information about the ex-
pected payoff that a user could receive from a BS. Let Ûkt = f (Ū
k
t ) be the feedback that the
BS k sends to its connected users at time t. For simplicity, Ûkt can be defined as a function









Ūkt (1 + γ) if R
k








Ūkt (1 − γ) if Rka ≤ ωk2 ,
(3.14)
where 0 ≤ γ ≤ 1 is some weighted parameter and [ωk1, ωk2] are PHY rate thresholds
defined by the network operator. Each network could use different γ and [ωk1, ω
k
2] depends




The idea is that network feedback is tuned as a function of the user PHY rate. When user
PHY rate on a BS k is higher than a threshold Rka ≥ ωk1, the network encourages that user
to select BS k by putting more weight on the feedback throughput. In contrast, when user
PHY rate is lower than the threshold Rka ≤ ωk2, the network discourages that user from
selecting the BS by reducing the feedback throughput.
In this experiment, instead of using feedback in term of the real actual throughput, we
vary the weighted parameter γ according to the feedback form as in equation (3.14); and
measure the performance of RLNF in terms of fairness and utility. We also set the PHY rate
thresholds [ωk1, ω
k
2] of WiFi and LTE BSs to be [36Mbps, 12Mbps] and [24Mbps, 10Mbps],
respectively. Figs. 3.14 and 3.15 illustrate the impact of different feedback mechanisms on
fairness and utility.
As shown, increasing γ improves the total utility, however reduces the system fairness.
The reason behind this observation is that increasing γ will encourage users to select the
BSs that offer the higher PHY rates, which results in providing them with better through-
puts. Therefore, the total utility increases. At the same time, this higher utility comes
with a cost of increasing disparities of users’ throughputs, which also results in bringing
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Figure 3.14. Impact of different feedback mech-
anism on system fairness.
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Figure 3.15. Impact of different feedback mech-
anism on system utility.
down the system fairness. Obviously, there is a trade-off between fairness and utility. De-
pending on different policies, different feedback mechanisms could be defined to meet the
operator’s goals.
3.5.3 Performance of RLNF in Heterogeneous Environment
Lastly, we investigate the case where users do not use the same learning rule. Particularly,
we simulate a network in a complex heterogeneous situation where half of the users play
a random fixed strategy and the others play a random strategy at each iteration, except
only one user using an adaptive game algorithm. We randomly select one user among all
the users and let that user applies our proposed RLNF. We then repeat the same simula-
tion with different algorithms including RSG, RM and CODIPAS, respectively, for perfor-
mance comparison purposes. The comparison of average throughput of the selected user
running different learning algorithms is illustrated in Fig. 3.16.
As shown, RLNF achieves very close performance to RM scheme and outperforms the
others. Note that RLNF does not use global information of the network (how many play-
ers are, their actions and payoffs) as required in RM. RLNF achieves faster convergence
and exchange significant less overheads, especially for a network with large number of
BSs. We observed that the average throughput of users running a random fixed strategy
heavily depends on the BSs they select as well as their PHY rates on these BSs. User runs
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Figure 3.16. Average throughput performance by different schemes in a heterogeneous situation where
users use different learning strategies
random selection strategy at each iteration also obtains a very poor throughput when the
number of BSs is large. The long-run payoffs of the RLNF user, however, does not depend
on either its selected BSs or its PHY rates on any BSs as well as the number of BSs in the
network. The result implies that such a user has no regret nor does it lose by committing
to use RLNF rather than playing any other strategies. This demonstrates the efficiency of
using RLNF in real networks where each user often plays different RAT selection strategy
according to its own preference.
3.6 Conclusion
We have studied the problem of RAT selection games in heterogeneous wireless networks.
We have developed a new decentralised framework, called Reinforcement Learning with
Network-Assisted Feedback (RLNF), that incorporates limited base station measurements
in a user’s RAT selection policy to achieve fast convergence to the set of correlated equilib-
ria. Our RLNF, as compared to other algorithms, achieves faster convergence rate, lower
signalling overheads with a small number of RAT switching per-user, whilst achieving
competitive performance both in global network utility and user fairness. More impor-
tantly, by adopting an efficient feedback mechanism, RLNF enables mobile users to adapt
their selection behaviours to various network feedback, resulting in behaviour that meets
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operator objectives while providing users with good performance. Lastly, we show that
our solution guarantees non-positive regret in the long-run for any user applying RLNF,
regardless of what other users might do and so can work in an environment where other
users may not use RLNF. This is an important implementation issue as RLNF can be im-
plemented within current standards. We have demonstrated the improved performance
of RLNF compared to other related algorithms using realistic simulations.
Appendices of Chapter 3
3.A Proof of Theorem 3.1
Let C : Z → Rm×m be defined by
[C(z)]j,k = ∑
ℓ∈L
z(j, ℓ) (U(k, ℓ) − U(j, ℓ)) ,
which is the expected regret for player A when substituting action k for action j under the
joint distribution z of actions. Suppose we consider player A playing some action i = j
with probability one, then
[C(zi)]j,k = ∑
ℓ∈L
1{i=j} yℓ (U(k, ℓ)− U(j, ℓ))
= 1{i=j} (U(k, y)− U(j, y)) .
Since player A cannot compute the first term as it only has access to the payoffs corre-
sponding to actions it actually took, following [41], define an estimate of this term by
Ũ(k, y) 1{i=j} =
p(j)
p(k)
U(k, y) 1{i=k} ,
which is computed from the regrets associated with the alternative action k weighted pro-
portional to the relative probabilities of player A choosing action j versus k when those




U(k, yt) 1{it=k} − U(j, yt) 1{it=j} .
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Thus, we have
E {Bt(j, k)|ht−1} = pt(k)
pt(j)
pt(k)
U(k, yt)− pt(j) U(j, yt)
= pt(j) (U(k, yt)− U(j, yt))
= E {Ct(j, k)|ht−1} ,
where ht−1 is the action history of the game until stage t − 1. It can be seen that Bt(j, k)
and Ct(j, k) are each bounded by 2mG/δt. The limit sets of the pair processes Bt and
Ct also coincide since they both have the same conditional expected values (see [41] for
more details and discussion). Then Theorem 7.3 of [56] can be applied and thus the two
processes exhibit the same asymptotic behaviour.




τ=1 Bτ(j, k) be the time-average of Bt(j, k). The average regret at stage t










U(k, yτ)1{iτ=k} − U(j, yτ)1{iτ=j}
]
We then have the algebraic identity




holds. This result follows directly from the definition of average B̄t. Hence, the above
discrete dynamics is a discrete stochastic approximation of the DI
ẇ ∈ N̂(w)− w (with w = Bt) , (3.15)
where N̂ is a mapping from Rm into the class of all subsets of Rm (called a correspondence
on Rm) that satisfies the various conditions outlined in Hypothesis 2.1 of [56] (see [56] for
details).
Now define the matrix sequence
[Mt] j,k = min
{
B+t (j, k)










for j 6= k. We set [Mt]j,j = 1 − ∑k 6=j [Mt]j,k which is in [0, 1] by Assumption 3.3 and virtue
of (3.16). Thus Mt is a transition probability matrix on S . So there is a probability vector
µt such that M
T
t µt = µt.
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The “no positive regret set” D ⊂ Rm×m for player A is defined by
D =
{
g ∈ Cm×m : g(j, k) ≤ 0, ∀(j, k)
}
.
Evidently, D is a closed, convex subspace of Rm×m. Define the Lyapunov function P(w) =
1
2‖w+‖2, with ∇P(w) = w+ ≥ 0. Then P satisfies the following properties:
(i) P is continuously differentiable ;
(ii) P(w) = 0 ⇔ w ∈ D ;
(iii) [∇P(w)]i ≥ 0 for all i = 1, . . . , m ;
(iv) 〈∇P(w), w〉 > 0 for all w /∈ D .
Thus P is a potential function for D. Let ΠD(w) be the convex projection onto D, then we





(1 − δn)µ(w) +
δn
m
if w /∈ D1 ,
X if w ∈ D1 ,
(3.17)
where µ(w) denotes a probability vector computed from w+ according to the process
above.
Define a correspondence N̂ on Rm×m \ D by N̂(w) = C(ϕ(w) × Y) so that N̂(w) contains
all resulting average regrets. According to Lyapunov theory, to prove the approachability
of w to D, it suffices to show that for any w ∈ Rm×m \ D and some constant λ > 0,
d
dt
P(w) = 〈∇P(w), ẇ〉 ∈ 〈∇P(w), N(w) − w〉 ≤ −λP(w),
meaning 〈∇P(w), θ − w〉 ≤ −λP(w) for all θ ∈ N̂(w) (see [56] for details).




, with y ∈ Y, which means
[θ] j,k = ϕj(w) (U(k, y)− U(j, y)) .
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∇Pjk(w) ϕj(w) (U(k, y)− U(j, y))
= (1 − δt)∑
j,k





∇Pjk(w) (U(k, y)− U(j, y))














∇Pjk(w) (U(k, y)− U(j, y)) . (3.18)
In the third line we substituted for ϕj(w) from (3.17), and in the last line we collected
together all terms containing U(j, y).






then the first term in (3.18) is equal to zero. Noting that the payoff function |U(.)| is
bounded by G using Assumption 3.3, then
〈∇P(w), θ〉 = δt
m ∑
j,k



















It follows that given ǫ > 0, ||w+|| ≥ ǫ, one can choose δn > 0 small enough such that
〈∇P(w), θ − w〉 = 〈∇P(w), θ〉 − 〈∇P(w), w〉
≤ ||∇P(w)|| 2Gδt
m
− 2P(w) ≤ −P(w).
Thus from Lyapunov theory, the set D is a global attractor for the DI (3.15). Hence, the
regret Bt and its corresponding conditional regret Ct will then approach D. Note that
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in our proof, Theorem 1 holds no matter what the other players do as long as all the
payoffs are bounded. In other words, any user applying our RLNF will achieve “self-
consistency” [41] (all its positive regrets approach zero in the long run). This completes
the proof.
3.B Proof of Theorem 3.2
The proof follows immediately from how the “regret” measure is defined. Recall that
[C(zt)]j,k = ∑
ℓ∈L
zt(j, ℓt) (U(k, ℓt)− U(j, ℓt))
= ∑
st∈S:it=j
zt(st) (U(k, ℓt)− U(j, ℓt)) ,








Π(st) (U(k, ℓt)− U(j, ℓt)) ≤ 0 .
Next, comparing with the definition of CE as in equation (3.3), the desired results follows.
3.C Proof of Theorem 3.3
We first define the regret vector R : Z → Rm for player A
[R(z)]i = ∑
s∈S
z(s) (U(i, ℓ)− U(s)) = ∑
ℓ∈L
yℓ U(i, ℓ)− ∑
s∈S
z(s) U(s)
= U(i, y)− U(z) = U(i, y)− U(x, y) , (3.21)
Thus the i-th component of R(z) is the payoff that player A would achieve by playing
action i with probability one, instead of the (generally randomised) action specified by x,
whilst all other players play according to y.
We denote the set D1 = {g ∈ Rm : gi ≤ 0, ∀ i ∈ I} . So R(z) ∈ D1 if and only if the vector
of regrets corresponding to probability z are elements which are all non-positive.
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Similarly to the previous case in Appendix 3.A, we know that the two processes R̃n and










1{it=i} − U(xt, yt)
]
.














Let construct a potential function P for the negative orthant D1 of Rm that satisfies the
properties (i)-(iv) in Appendix A and the following condition
〈∇P(w), w〉 ≥ Q ||∇P(w)|| ||w+||. (3.22)
for all w /∈ D1 and some positive constant Q.
We now define a strategy for player A based on its regret function. Define a correspon-









X w ∈ D1







3.C Proof of Theorem 3.3
Thus ϕ(w) ∈ X (i.e. is a pmf) whenever w /∈ D (we note from property (iii) ∇P(w) then
has no negative components, and by property (iv), ∇P(w) then can’t be identically zero).













[ϕ(w)]i (U(i, y)− U(ϕ(w), y)) = 0.
Now, using ∇P(w) = ||∇P(w)|| µ(w), it can be show that











since 〈ϕ(w), θ〉 = 0 and |θ| = |U(i, y)− U(ϕ(w), y)| ≤ 2G. In the first line we substituted
for µ(w) from (3.23).
It follows, using (3.22) and (3.24), that assuming ||w+|| ≥ ǫ > 0, one can choose δn > 0
small enough such that
d
dt









||P(w)|| Qǫ < 0 .
since the condition 〈∇P(w), w〉 > 0 for w /∈ D1 implies ||∇P(w)|| ≥ κ > 0 on ||w+|| ≥ ǫ.
So P is a Lyapunov function for the DI. This proves approachability of the player A regrets
to the set D1 (i.e. all regrets approach zero).
Finally, if all players use the same above procedure, we obtain the convergence of the
empirical distribution of the joint actions of all players to approach the Hannan set of cor-
related actions yielding non-positive rewards. The result is immediate from the definition
of the “regret” as in (3.21). On any convergent subsequence lim




Π(sn) (U(i, ℓn)− U(sn)) ≤ 0 .







EXT generation 5G cellular networks will consist of multiple
technologies for devices to access the network at the edge. One
of the keys to 5G is therefore the ability for devices to intelli-
gently select its Radio Access Technology (RAT). There have been several pro-
posals for RAT selection in the last few years. Understanding the performance
and limitation of these RAT selection solutions is important for their deploy-
ment in future 5G heterogeneous networks. In this chapter, we provide an
overview of recent RAT selection algorithms and the different network mod-
els that were used to evaluate these works. We combine these different net-
work models to build a benchmark for evaluating RAT selection algorithms
in a 5G environment. We implement the representative algorithms of differ-
ent approaches and cross compare them in our benchmark. From the experi-
ments conducted, we illustrate how the different network parameters such as
the number of base stations that a user sees and the available link bandwidths




The fifth generation of cellular communication (5G) is rapidly gaining momentum world-
wide with commercial deployments scheduled for 2020. 5G is expected to offer a variety
of novel technologies that can coexist with existing technologies such as 3G and 4G to sup-
port diverse requirements of the various applications and services in the future. Heteroge-
neous networks (HetNets) that consist of multiple wireless access technologies (e.g., LTE,
WiMAX, UMTS, GSM and WiFi, femto, etc) are therefore the key components of future 5G
networks [3]. In these networks, mobile devices with multiple radio access technologies
(RATs) can connect to and choose among the different base stations (BSs) with different
access technologies. Deciding which technology and which BS in that technology mobile
users should connect to is known as the RAT selection problem and is a topic of much
on-going work within the LTE-WLAN interworking framework of the Third Generation
Partneship Project (3GPP) [9] and in 5G research [10–12].
There is now an extensive body of research on RAT selection solutions in HetNets [8,
15, 42–48, 60, 62–64, 74–93]. These solutions cover a wide ranges of solution paradigms
from centralised to distributed, from one-shot to iterative game theoretic. Most of these
works, however, concentrate mainly on developing novel RAT selection algorithms and
testing them on specific network topologies or traces. Despite a number of recent surveys
of RAT selection techniques [12], thorough comparative performance evaluation of these
algorithms under different network settings have not been explored in the literature.
We provide in this chapter a benchmark for studying impact of various network mod-
els on the performances of RAT selection algorithms. We mainly focus on evaluating the
state-of-the-art RAT selection algorithms under diverse and realistic network models to
understand their strengths and limitation. Our benchmark covers a wide range of net-
work models from throughput, connectivity between users and BSs, BS deployment, and
mobility. Using this benchmark, we evaluate and cross-compare the performance of the
RAT selection algorithms. We observe significant performance differences for all algo-
rithms when we change the model parameters such as the number of BSs, the number of
users and the probability that a link exists between a user and a BS. More interestingly, we
find that the expected number of BSs per user has the most impact on the performance of
RAT selection algorithms. Our study indicates that RAT selection algorithms should be
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evaluated on a range of network model parameters, especially the number of BSs available
to a user, to fully understand their limitations.
Our key contributions are:
1. A taxonomy of existing RAT selection algorithms: We conduct a brief survey of existing
RAT selection algorithms and evaluation platforms in the literature. Based on their
attributes, we classify the algorithms into centralised, distributed and hybrid based
approaches. We then select and implement the representative algorithms from each
group to evaluate their performances on multiple metrics including system fairness,
total utility as well as convergence behavior.
2. A unified benchmark for RAT selection algorithms: We propose a unified benchmark
for performance evaluation of RAT selection algorithms using realistic settings. We
consider two particular classes of networks: (i) random graph based model which
represents scenarios where users are distributed in the network independently of
each other and (ii) geographical based model that reflects real world deployments.
Our aim is to provide a simulation benchmark for comparing different approaches
to the RAT selection problem. As far as we know, such a unified framework has not
been proposed before.
3. A thorough comparative study: We provide the first comprehensive evaluation of the
impact of different classes of network topology and bandwidth models on the per-
formance of various RAT selection algorithms. For each such group, we investigate
several aspects of the network model, including link density (the number of BSs that
a user sees), user density (the number of users per BS) and bandwidth distribution
(the distribution of link bandwidth between BSs and users) to highlight the impact
of each of them on the algorithm performance.
4. Software library for RAT selection: We implement in Matlab a library of different RAT
selection algorithms including the default association mechanism using highest sig-
nal strength, a centralised algorithm with local search, a wide range of game theo-
retic algorithms (regret matching, reinforcement learning, non-cooperative scheme,
combined fully distributed payoff and strategy reinforcement learning). We make
these libraries publicly available.
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The rest of this chapter is organised as follows. Section 4.2 provides a thorough survey
of current RAT selection techniques and evaluation platforms. In Section 4.3, we present
a unified benchmark for performance evaluation of RAT selection algorithms. The com-
parative studies and discussions are presented in Section 4.4. Section 4.5 concludes this
chapter.
4.2 RAT Selection Algorithms and Models
4.2.1 RAT Selection Algorithms
RAT selection algorithms can be divided into: (i) centralised (network controlled), (ii) dis-
tributed (user controlled), or (iii) hybrid (user controlled with network assistance) solu-
tions. We present the most recent state-of-the-art works on the three different approaches.
We use BS to denote any network node that connects directly to end users and offers radio
access service such as a base station in LTE network or an access point in WiFi.
Centralised RAT Selection Approaches
In a centralised approach [60, 62, 74–81], all the decisions on which RAT a user connects
to are made on the network side. In order to do this, all users need to report their lo-
cal channel conditions to an authorised network controller. Based on this information,
the controller calculates the optimal association of users to RATs with respect to a net-
work objective, and then assigns BS to users. Using this centralised mechanism, service
providers can maintain control of network operation to achieve some network related
objectives such as network throughput maximization [60,74,75], load balancing optimisa-
tion [76,77], user fairness enhancement [78], etc. Centralised approach gaining popularity
due to the emergence of future software-defined wireless networks [62, 80, 81].
Centralised algorithms have been shown to be superior than distributed solutions in term
of overall network throughput [82]. They, however, require collaboration between all
wireless BSs and users – exchanging significant communication overheads, especially for
ultra-dense network deployment [94]. Furthermore, different network operators pursue
different network sharing strategies. Therefore, such close collaboration may not be pos-
sible across multiple networks.
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Distributed RAT Selection Approaches
A distributed approach [45, 48, 63, 83–86] can overcome the problem of high commu-
nication overhead by implementing the RAT selection algorithms at the user side [12].
Most related distributed solutions are iterative game-based algorithms (for a survey refer
to [38]). Distributed game-theoretic techniques can be classed into: partially distributed
and fully distributed algorithms. A game-theoretic algorithm is considered to be partially
distributed if each player (e.g., user) uses information about the other players in order
to update its strategy. While using a fully distributed algorithm, players must be able to
make decisions without knowledge of the other players (how many there are, their action
and payoffs) [95].
In partially distributed solution such as [45,63], to guarantee convergence, all users are as-
sumed to have a global knowledge of the network including the payoff function and the
selection histories of other users. From these, they are able to determine their throughputs
given other users’ choices. This assumption implies that each user knows the instanta-
neous throughputs of the other users. The guaranteed convergence therefore comes at the
cost of increased complexity, signaling and communication load.
In contrast, a fully distributed solution such as [48, 83–85] does not require the users to
know anything about other users. Each user learns about the RAT selection “game” by
observing only its own achieved payoffs. Despite this very attractive property, the con-
ventional fully distributed algorithms in [48,83–85], however, suffer from the problems of
slow convergence, and of convergence to sub-optimal equilibrium points due to the lack
of knowledge on global network traffic [86].
Hybrid RAT Selection Approaches
In hybrid approaches [15, 42–44, 46, 47, 87–91], mobile users select their RAT depending
on their individual observations as well as external information provided by the network.
Several works such as [42–44,46,87] propose network-assisted schemes where some global
knowledge of network is broadcast to every user in the network. Each user then uses these
parameters to select the best BS that satisfies its utility requirements. These works how-
ever still require a large amount of additional information exchange between the users
and the BSs.
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To further reduce the signalling overhead by the broadcast technique, the works in [89–91]
develop low-overhead distributed algorithms in which each BS shares limited feedback
information only to its serving users to assist them in making RAT decision. The feedback
sent to the users is related only to the local information of each BS such as the number of
connecting users [89, 90], the achievable throughput offered by the BS [90], the BS traffic
load [89] or the channel state condition between user and BS [91]. This approach reduces
significantly the overheads in the network.
In these hybrid approaches, although the BS may provide some useful information, this
knowledge is not guaranteed to be perfect or reflect the global condition of the network.
Therefore, users will need to keep switching among the available BSs to discover how
it would associate with the BSs to meet its objective. This leads to a high number of
exploration times and results in a low per-user throughput.
4.2.2 Algorithms under Consideration
In the following, we discuss and compare the fundamental properties of the six represen-
tative algorithms of the classes reviewed above. We limit our discussion to two dominant
RATs: WiFi and Cellular. We particularly focus on information input and the types of data
exchanged between the users and the BSs. We summarise this discussion in Table 4.1.
One-shot algorithms:
• Highest Signal Strength (HSS) This is a fully distributed approach and is the cur-
rent default user association mechanism in the 802.11 standard. Users have no in-
formation about the global network state. Based on their radio conditions, they ran-
domly select a BS among the highest received signal strengths. In order to imple-
ment this algorithm, we assume a user randomly belongs to one of the two groups
of users. That is either prefer WiFi network or prefer cellular network to mobile
access with equal probabilities.
• Local Search Heuristic (LSH) in [79] This algorithm is based on a centralised ap-
proach, in which a controller searches for all possible associations between users











































Table 4.1. Summary of RAT selection algorithms under consideration in Chapter 4.









One-shot or Iterative One-shot One-shot Iterative Iterative Iterative Iterative
Infomation requirements Global Local Global Global Local Local
Data exchange among users Yes No Yes No No No
Knowledge of payoff function Yes No Yes Yes No No
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sum of logs of the user’s throughputs instead of the total users’ individual through-
put. This optimization method has been shown to significantly improve the overall
network throughput while maintains the good fairness of user throughputs.
Iterative algorithms:
• Regret Matching (RM) in [45] The key idea of this partially distributed scheme is
to adjust the user’s action probability proportional to the “regrets” for not having
chosen other actions. In this solution, users are assumed to have a global view of
the network including the BSs selected by other users and their historical through-
puts. Thus, each user is able to compute the regrets (the changes in average payoff)
that it would have if selecting other BSs instead of its current BS. Users apply the
RM procedure [40] that assures no regret in the long run to select their RATs. This
algorithm converges to the set of correlated equilibrium (CE). CE is an optimality
concept of game theory that models possible correlation between players compared
to the usual strategic equilibrium of Nash, where all players act independently [40].
• RAT Selection Games (RSG) in [44] In this hybrid approach, the network runs a
centralised algorithm to determine the global network traffic including the num-
ber of concurrent users on each BS and their physical (PHY) data rates. Each BS
then broadcasts these assisted parameters to all users in its coverage area, including
those that are not currently using it as a RAT point. Thus, each user can estimate its
expected throughput if it switches to another BS. At each time step, each user selects
a BS that provides the highest per-user throughput. This algorithm converges to a
Nash equilibrium (NE) [44].
• Enhanced Reinforcement Learning (ERL) in [90] The main idea of this hybrid
scheme is to help users estimate their payoffs more accurately using network-
assisted feedback that are readily available at their associated BSs. In this solution,
each BS shares the number of its concurrent users and the long-term achievable
throughput (computed at the BS) that a user could receive to its serving users to
aid them in their RAT selection decisions. From these feedback and its own observa-
tions, each user can estimate its obtainable throughput from all other target BSs and
compute the network measured regrets, which indicate how much gain (or loss) in
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average payoff if leaving the currently associated BS. Users then apply the ERL pro-
cedure in [90] that follows the regret-based principle [41] to select their RATs. This
algorithm also guarantees convergence to the set of CE almost surely.
• Combined Fully Distributed Payoff and Strategy Reinforcement Learning (CODI-
PAS) in [48] In this fully distributed solution, users do not need to exchange their
data to other users or BSs. Each user learns and adapts its RAT selection decisions
only based on its own observation of the payoffs received from past experiences. At
each time step, using only this local information, a user selects the best available BS
to maximise its payoff. This algorithm guarantees convergence to a NE.
4.3 A Benchmark for RAT Selection Evaluation
4.3.1 Overview of Current Evaluation Platforms
Network topology
There are a large number of network topologies that have been used for wireless network
simulations. Kauffmann et. al. [85] consider both a static and a dynamic topology. In static
topology, users are assumed to be static and can only communicate to a fixed set of BSs.
This kind of topology is easy to deploy but does not accurately reflect the actual networks.
Dynamic topology demonstrates the more realistic scenario where users can join or leave
the network at any time but increase the complexity of the simulation model.
Wang et. al. [87] evaluate their algorithm in a randomly deployed network, where both
BSs and users are distributed according to a homogeneous Poisson Point Process in a a
geographic region. In contrast, Ge et. al. [94] use a more complex heterogeneous topology,
where BSs are sampled according to a non-homogeneous point process and therefore re-
sults in region with a very high density of BSs. The work in [60], instead, varied the BS
density as well as user density to study the impact of these parameters on their algorithm.
To model the network under different deployment strategies in cellular network, Du et.
al. [86] use three representative topologies scenarios including a chain-topology (treated
as the roadside cellular network BS), a nestification-topology (represented the multimode
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small cells deployment) and an overlapping-topology (reflected the conventional scenario
of partially overlapping cells) to illustrate the applicability of their solution in many com-
plex scenarios. Some other works such as [42, 44, 60, 87] validate their solutions in real-
word networks by using the collected residential data traces via driven experiments.
Typically, most of the existing works evaluate their proposed algorithms on a selected
network topology, often with a small number of BSs and full connectivity between users
and BSs. These simple models may not reflect the realistic scenarios of future 5G ultra-
dense heterogeneous network [94].
Bandwidth Allocation
Bandwidth allocation is a primary factor that significantly affects performance of wire-
less network. However, most of the prior works rely on simplifications such as uniform
throughput among all clients and consider only a single class of throughput model. For
example, the work in [63, 85, 86] assumes that all users connecting to the same BS are al-
located with an equal amount of bandwidth. This assumption is suitable to model the
throughput-fair access technologies in WLAN environment. Other works apply to a sin-
gle class of RATs such as WiFi network in [45, 60] or cellular network in [46, 87]. Only
a number of previous works [42–44, 64, 89, 90] look at heterogeneous network scenario
where different RATs use different bandwidth allocation techniques. Those solutions that
work with multiple RATs are more attractive due to the recent development of HetNets.
Recently, the throughput-fair and proportional-fair models in [42–44] as well as the ser-
vice differentiation based throughput model in [46,86] are becoming popular. These works
however ignore the fluctuating nature of the wireless channel by assuming that the users
know the long-term average throughput that a user experiences on a wireless network.
Unfortunately, in practice, for distributed or hybrid solutions, each user only knows its
sampled throughput (instantaneous value), from which it infers the mean value. Infer-
ence from a limited number of samples always contains statistical errors. It is therefore
important to take into account the statistical errors in evaluating RAT algorithms.
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In the rest of this section, we propose a unified simulation model to evaluate and compare
the performances of various RAT selection algorithms under the same network environ-
ment. With our model, one could also investigate the effect of varying various network
parameters on the algorithm performance to fully understand its limitations.
4.3.2 Network Topology
We consider a wireless network consisting of M BSs and N users under two particular
classes of networks: (i) random associations between users and BSs based on generic
random graphs, which resembles the popular random Poisson point process for users
distribution in wireless networks, and (ii) the correlated association models based on ge-
ographical distance, which better reflect real-word topology deployment.
Random Graph Based Model
Random graph is a popular mathematical tool to model the link connectivity and to study
the scaling capacity of wireless networks [96]. Under a random graph model [96], users
are assumed to be located within the coverage range of each BS (hence can potentially
connect to that BS) independently of each other with a fixed probability. To generate the
random topologies, we assign a probability p that a link (a connection from a user to a BS)
is available for a certain user independently among all pairs (user, BS). We call link density
as the expected number of BSs that a user sees (pM). Fig. 4.1 demonstrates the generic
random graph scenario.
Geographical Based Model
In this scenario, the connectivity and bandwidth between BSs and users are determined
by their geographical distances. We follow the same network models in [60, 87], that re-
flects real world BSs and users distribution. We consider a densely deployed networks,
where a large number of small cells (e.g., Pico/Femto/WiFi BSs) are located within the
coverage area of one macro BS in a narrow area [94]. We divide the given geographic area
into smaller, non-overlapping square-shaped areas and randomly placed a BS within the
borders of each small area. We then place a uniform random number of users (up to λ,
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. . . . . .
. . .
Figure 4.1. The scenario of BS and users in a random graph model.
the maximum number of users that a BS serves) for each BS within its area. A user is con-
sidered to be a local user to BSs that are located in the same area of its location and to be a
non-local users to the rest of the BSs in the network. We assume that each BS can allocate
a certain portion of its bandwidth (0 ≤ α ≤ 1), to serve other non-local users (α = 1 for
the local users).
4.3.3 Bandwidth Allocation
In this work, we are primarily interested in user downlink throughput and use the same
throughput models as in [42–44] for different RATs.
Throughput-Fair Model
Under this model, in the long term, a set of users connected to the same BS receive the









where Rki′ is the PHY rate of user i
′ on BS k and nk is the number of concurrent users on k.
This model is suitable for throughput-fair access technologies such as WiFi.
Page 82
Chapter 4 Performance of Heterogeneous RAT Selection Algorithms
Proportional-Fair Model
Under this model, each user obtains a different user-specific throughput which is a func-
tion of its PHY rate and the number of other users sharing the same BS. The throughput





This model is suitably used to model time/bandwidth-fair access technologies such as
3G/4G cellular networks.
4.3.4 Instantaneous Throughput Model
Note that the throughputs given in the equations (4.1) and (4.2) are the mean (e.g., long
term average) throughputs, which can be only computed at the network side. In dis-
tributed solutions, users only sample their instantaneous throughputs, not the mean val-
ues. At any one time, instantaneous throughput observed by the user may vary from
the mean. This issue has been considered in [38], where the instantaneous achievable
throughput of a user is modeled as a random variable.
In this chapter, we propose an instantaneous throughput model that can be efficiently
implemented for computer simulations. In this model, we assume that user observed
throughput follows a Gaussian distribution in which the mean is equal to the throughput
computed by the network and the standard deviation is equal to the product of the noise
e and the mean throughput ω̄. Thus, instantaneous throughput of a user i choosing a BS k
is a Gaussian random variable:
ωki ∼ N (ω̄ki , σ2i ),
where σi = e× ω̄ki and e ∈ (0, 1). This instantaneous throughput model incorporates more
practical considerations of real-world networks for RAT selection.
4.4 Comparative Studies
We perform comparative studies of the six algorithms in Section 4.2.2 under different net-
work models in Section 4.3.2. We first use synthetic data to simulate a HetNet environ-
ment where users are located in the coverage of two different RATs: WiFi and LTE. For the
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Table 4.2. PHY rates in WiFi and LTE BSs
Base station WiFi LTE
Good radio condition 48 Mbps 16.6 Mbps
Normal radio condition 24 Mbps 12.2 Mbps
Bad radio condition 9 Mbps 7.4 Mbps
sake of simplicity, we assume that half of the BSs are LTE base stations while the others
are WiFi access points. Each user has three possible radio conditions to each BS, namely
good, normal or bad. A user’s PHY rate to a BS is supposed to be unchanged over time.
For each pair of BS k and user i, we assign the good/normal/bad PHY rate to Rki with
equal probabilities of 1/3. These PHY rates when connected alone to these BSs are listed
in Table 4.2. We will relax these assumption by using real network data in Section 4.4.2.
For each network model and algorithm, the mean achievable throughput ω̄ a user gets
depends on the other users that share the same BS, and is given in the equations (4.1)
and (4.2). The instantaneous throughput ω that user observes individually from its BS is a
random number generated according to the Gaussian distribution N (µ, σ2) with ω̄ mean
and 0.3 ω̄ proportional standard deviation, where we assume the proportional noise factor
is e = 0.3. All the results presented are averaged over 10 simulation runs.
In order to compare the algorithms in term of efficiency and fairness, we perform numer-
ical tests on the following metrics:
• System utility: sum of all users’ average throughputs. Higher utilities benefit both
operators (higher offered bandwidth) and end-users (better per-user throughput).




N × ∑Ni=1 x2i
, (4.3)
where xi is the average throughput of user i and N is the number of users. Notes
that J reaches the largest value 1 indicating the best fairness of the system, which
guaranteeing the same throughput among the users.
To compare the iterative algorithms in convergence performances, we consider the fol-
lowing metrics:
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• Total overheads (bits): amount of data exchanges between users and BSs. Lower
overhead is preferable.
• Convergence time (iterations): required number of iterations to convergence. A fast
convergence is desired since the wireless channel conditions change quickly.
• Per-user switchings: maximum number of switchings required by all users to con-
vergence. A small number of switching is desirable to minimize the cost for manag-
ing the vertical switching between RATs.
4.4.1 Random Graph Based Model
We first report our results for the random graph case. We vary p from 0 to 1 and measure
the performance of RAT selection algorithms in system fairness and system utility. Figures
4.2 and 4.3 illustrate the impact of link density on the performances of the six algorithms
in Section 4.2 for two different BS numbers.
Impact of link density on system fairness
Our first observation is that all iterative algorithms are robust and obtain very good fair-
ness performance as compared to that of one-shot algorithms, especially when the link
density is large (pM > 4). Among iterative algorithms, RM (requiring global network in-
formation) achieves the best performances. Both regret-based algorithms (RM and ERL)
achieve better fairness than the others. This can be explained by the fact that they both
are designed to reach efficient CE points [40, 41] rather than converging to arbitrary NE
solutions as in RSG and CODIPAS. LSH performs poorer than all the iterative algorithms
in term of fairness, with a maximum of 0.85 for a low link density of 6, since it aims to
maximise network throughput not fairness.
We explain this observation by the following proposition.
Proposition 2. For any constant ǫ > 0, under the random BS and user association model, any








where M is the number of BSs.
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Figure 4.2. Impact of link density on fairness for network with 150 users and 10 BSs.
Proof. Let random variable Xi denotes the number of BSs that user i sees. Thus, Xi is
considered as a binomial random variable with parameter (M, p). The probability for Xi
to be l is given by





pl (1 − p)M−l
The probability that user i can see at least one BS can be calculated as
Pr [Xi ≥ 1] = 1 − Pr [Xi = 0] = 1 − (1 − p)M (4.4)
In order to achieve this with high probability, we want
Pr[Xi ≥ 1] ≥ 1 − ǫ (4.5)
for all user i. Where ǫ is a pre-determined reliability threshold. For example, to guarantee
a 99% confidence interval, we set ǫ = 1 − 0.99 = 0.01. Thus, from (4.4) and (4.5), we have






This completes the proof.
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With M = 10 and let ǫ = 0.01, we obtain pM ≥ 3.69 from Proposition 1. We can see that
the analytical result match the simulation result reasonable well.
The above formulation means, under probability condition, a user can associate with at
least one BS when its link density is higher than a certain threshold value. Accordingly,
a distributed iterative algorithm, which aims at maintaining maximum fairness among
users, can be used to obtain a high system fairness index at an equilibrium point.
This observation has yielded a primary insight about the impact of link density on the fair-
ness performance of iterative algorithms. That is an iterative game algorithm can achieve
very good fairness performance when the link density is large enough (for example in
a densely deployed networks). However, under this scenario, the increase in link den-
sity does not help to bring much higher performance in system fairness and therefore can
result in wasting network resources.
Impact of link density on system utility
In term of utility, the one-shot algorithms achieve much higher performance than the it-
erative algorithms. Interestingly, when the link density is 18 in our simulation, the sys-
tem utility reaches its highest value. Thus, even with higher link density, the centralised
LSH algorithm could not bring better system utility. Also, when the link density is large
enough (pM > 24), the distributed HSS algorithm can achieve similar performance as
the centralised one. Thus, in such a densely deployed network, we do not even need a
centralised solution in order to maximise overall network throughput.
Among iterative game algorithms, RM that uses global information of the network also
achieves highest performance in utility. ERL (using only assisted feedback from local
BS) performs poorer than RSG (using network-assisted information from all BSs) when
increasing the link density of the network. CODIPAS, which requires the least amount of
network information, has the poorest utility. Again, when the link density reaches 18, the
game algorithms could not improve much performance in utility metric.
In any network deployment scenarios, it is important to have mechanisms for associating
users to BS so that the available network resources is efficiently used. From the perspec-
tive of a single user, increasing network density is always beneficial for increasing indi-
vidual data rate. However, this might not be optimal from a network-wide viewpoint.
Page 87
4.4 Comparative Studies

























Figure 4.3. Impact of link density on utility for network with 150 users and 30 BSs.
In the following, we explore the answer to the question what is the condition for maxi-
mizing network throughput. We show in Proposition 2 that even a centralised algorithm
(which has complete information regarding the network) could not bring better network
throughput when the link density reaches a certain value.
Proposition 3. For any constant ǫ > 0, under the random BS and user association model, total









where M is the number of BSs, β is a probability that a user obtains a good radio condition to a BS.
Proof. For simplicity, we assume that a user can obtain a good radio condition to a BS with
a fixed probability of β. It is obvious that the network can obtain the maximise throughput
if every user can see at least one BS that offers the highest PHY rate (meaning that every
user can potentially connect to at least one BS with good radio condition). The probability
that a link with good radio condition is available for a certain user is pβ. Let random
variable Yi denotes the number of BSs with good radio conditions that user i can sees.
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According to binomial distribution,





(pβ)l (1 − pβ)M−l
The probability that user i can see at least one BS with good radio condition can be calcu-
lated as
Pr [Yi ≥ 1] = 1 − Pr [Yi = 0] = 1 − (1 − pβ)M (4.6)
Similarly, to achieve this with high probability, we want
Pr[Yi ≥ 1] ≥ 1 − ǫ (4.7)
for all user i. Thus, from (4.6) and (4.7), we have







When this condition is satisfied, a solution that maximises the sum of throughput of all
the users can be implemented by using a centralised algorithm, such as LSH. The net-
work then can achieve its maximise throughput and hence higher link density does not
necessarily provide higher aggressive throughput. This completes the proof.
Let β = 1/3 according to the simulation setting, Theorem 2 is satisfied for the condition
of pM ≥ 11.07. This result again matches with what we observe in the simulation.
In summary, we observe similar trend in the evolution of performance for all algorithms
with varying link densities. When the number of link density is small, increasing the
link density of the network brings significant difference in algorithm performance both in
fairness and utility. As the link density reaches a certain threshold, which is 4 in terms
of fairness as in Fig. 4.2 and 18 in terms of utility as in Fig. 4.3 in our simulation, all
the algorithms reach their limits. Thus, higher link density does not necessarily provide
higher performance in either fairness or utility and therefore can result in wasted network
resources. This implies that neither the number of BSs nor the probability that a link
exists between a user and a BS has significant effect on the performance of RAT selection
algorithms. It is the link density that makes the difference.
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Figure 4.4. Impact of p on convergence time of
Regret Matching.






























Figure 4.5. Convergence performance compari-
son in term of total overheads















Figure 4.6. Convergence performance compari-
son in term of convergence time.















Figure 4.7. Convergence performance compari-
son in term of per-user switching.
Performance comparison of iterative algorithms
The probability p that a link is available between a user and a BS, however, significantly
affects the convergence rate of iterative game-based algorithms. Fig. 4.4 shows the impact
of p on the convergence speed of the RM scheme. As p increases, the convergence rate
improves rapidly. The same observations on the impact of p apply to the other schemes
(RSG, ERL and CODIPAS). This confirms the well-known fact of using iterative game-
based algorithms: the more information you have, the better the solution.
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We now fix pM = 4 and measure the performances of the four iterative algorithms in term
of total overheads. We present in Fig. 4.5 the amount of data exchange between users and
BSs across different algorithms in order to compare their overheads. We assume that 4 bits
are used to represent the real-valued SNR, PHY rate and number of users or throughput.
The calculations of the information exchanges for each algorithm are summarised below,
where τ is the number of iterations to convergence.
• RM: Each user is required to report its SNR to its connecting BS and obtains its payoff
as well as its PHY rate (12 × A bits). Each user also needs to know the PHY rates
and actions taken by other (A − 1) users in each iteration (8A(A − 1) bits). The total
overheads are thus (8A2 + 4A)× convergence time (bits) ∼ O(τA2).
• RSG: Each user is required to report its SNR to its connecting BS and obtains its pay-
off (8 × A bits). Each user then needs to receive the PHY rates of all the users from
each BSs (4 × A2 bits). The total overheads are thus (4A2 + 8A)× convergence time
(bits) ∼ O(τA2).
• ERL: Apart from the mean achievable throughput (4 bits), user also requires the
number of users sharing the same BS (4 bits) from its connecting BS. The total over-
heads are then 8A × convergence time (bits) ∼ O(τA).
• CODIPAS: Each user receives its payoff directly from its associated BS. The total
overheads are just 4A × convergence time (bits) ∼ O(τA).
As shown in Fig. 4.5, the best algorithm to minimize overheads is ERL. CODIPAS, despite
using less information to make a decision, requires higher overheads due to its slower
convergence speed, i.e., larger τ. Both ERL and CODIPAS require an order of magnitude
less information exchange than RSG and RM algorithms, especially when the number of
users is large. The reason is that their complexity is linear whereas the complexity of RSG
and RM algorithms is quadratic.
Figs. 4.6 and 4.7 compare the algorithms in term of convergence time and per-user switch-
ings. We observe that ERL achieves the fastest convergence rate among all algorithms.
ERL even outperforms RM and RSG. This can be explained by the fact that the network
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feedback in ERL is more accurate than the user observed throughput in RM and RSG. Al-
though RM obtain a smaller number of per-user switchings than the others, it requires a
longer time to converge and exchanges significant higher overheads as we explained ear-
lier in Fig. 4.5. CODIPAS performs poorest in both speed and per-user switchings metrics
due to the lack of information on global network conditions.
4.4.2 Geographical Based Model
To accurately emulate real-work network deployment, we consider an HetNet environ-
ment where WiFi BSs and users are located within the coverage area of one macro LTE
BS at the center of the network. We use real network data, in particular the measured
CQI, from a tier-1 LTE operator to simulate user’s PHY rates to the macro LTE BS. In ad-
dition to LTE data, we also use the received SNR collected from several WiFi BSs across
a university campus, in setting up users’ PHY rates to WiFi BSs. These values are then
converted to a PHY data rate (which we assume to be constant over time) based on the
mapping table of the corresponding technology, and are fed to our simulation. Simulation
parameters of the WiFi and the LTE network are set according to [90]. Figs. 4.8 – 4.11 illus-
trate the impact of the user density (number of user per BS) and bandwidth distribution
(portion of bandwidth to serve non-local user) on the algorithms performances using the
geographical based model.
Impact of user density
In this setup, we fix the total number of BS in the network to 5 BSs (composed of 1 LTE BS
and 4 WiFi BSs) and enable a share portion of bandwidth α = 0.3 on each BS. We vary the
user density from 10 to 50. The results are shown in Figs. 4.8 and 4.9. It can be seen that
iterative algorithms are quite robust in achieving system fairness to the change of user
density compared to LHS and HSS. However, increasing user density reduces the total
utility of the network in all the algorithms. The reason is that rational users running RAT
selection algorithms select their BS in order to maximise their own payoffs, which could
bring down the payoffs of other users that connect to the same BS. For example, a user
tries to connect to a BS of low PHY rate but could yield a high payoff when the number of
users on that BS is small.
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Figure 4.8. Impact of user density on system fair-
ness.






















Figure 4.9. Impact of user density on system util-
ity

























Figure 4.10. Impact of bandwidth distribution on
system fairness.






















Figure 4.11. Impact of bandwidth distribution on
system utility.
Impact of bandwidth distribution
In this setup, we fix the total number of BS in the network to 11 BSs (composed of 1 LTE BS
and 10 WiFi BSs) and the user density to 20 users/BS. We vary the bandwidth distribution
α on each BS from 0.2 to 1. The results are shown in Figs. 4.10 and 4.11. As shown,
increasing α improves both utility and fairness. This can be explained by the fact that
increasing α is equivalent to increasing BS density, users thus have more options to select
their preferred BSs that offer the higher PHY rates, which also results in better per-user




In this chapter, we start with a brief review of existing RAT selection algorithms and eval-
uation platforms. We then investigate the impact of different aspects of network models
on the performances of representative algorithms from different approaches via a unified
benchmark. Our aims are to compare the performance of various algorithms under the
same computational environment and to investigate the effect of various network param-
eters such as link density, user density and link bandwidth distribution on their perfor-
mances. The unified evaluation benchmark in this chapter can serve as a reference for
researchers, network developers, or engineers.
We studied two particular classes of networks: (i) random associations between users
and base stations which resembles the popular random Poisson point process for users
distribution in wireless networks and (ii) the correlated association models based on geo-
graphical distance that are observed in real world deployments. Simulation results reveal
that among all the important network parameters that influence the performance of RAT
selection algorithms, the number of base stations that a user can connect to has the most
significant impact. This finding provides some guidelines for the proper design of RAT







THE algorithm presented in this chapter is outside the scope of most
recent developments of RAT works. Existing RAT selection algo-
rithms often assume constant physical rates, hence perform poorly
in networks with high mobility. In this chapter, we propose a new distributed
RAT selection solution that can effectively handle user mobility. Our algorithm
is based on the reinforcement learning based regret minimization principles
and has the advantage of using forgetting methods to react appropriately to
the various mobility situations of mobile users. In our solution, instead of us-
ing a constant forgetting factor for all users, each user has its own time-varying
forgetting factor. This enables any individual user to adaptively adjust its for-
getting factor based on its current mobility profile and its own observation of
the changes in the network. We prove theoretically that the proposed algo-
rithm (1) guarantees the long-term achievable throughput for any user adopt-
ing it no worse than choosing any fixed BS, regardless of the behaviour of other
users; and (2) converges almost surely to the set of correlated equilibria when
all users apply it. Simulation results demonstrate that our algorithm can con-
verge much faster when users move and greatly improves the overall network




Next generation 5G wireless networks typically constitute various types of radio access
technologies (RATs) for devices to access the network at the edge. One of the keys to 5G
is to enable mobile users to seamlessly and smoothly switch between different available
RATs. Choosing the appropriate RAT a wireless devices connects to for good performance
is vital but non-trivial. This is known as the RAT selection problem, and has recently
received much attention from the research community due to the increasing deployment
of heterogeneous wireless network (HetNets) [3] that consist of multiple wireless access
technologies (such as WiFi, 3G, 4G and potential 5G technologies).
There is now an extensive body of academic research on RAT selection solutions for Het-
Nets, e.g. [42–44,48,60,74,79,90,97,98], which cover a wide ranges of solution paradigms
from network-centric (wherein the RAT association is controlled by the network) to user-
centric (wherein each mobile user decides its serving RAT by itself) approaches [10]. User-
centric approaches have been shown to be superior than network-centric approaches in
term of scalable deployment, energy efficiency and computational complexity, especially
for a large-scale network [12,82]. Most of previous user-centric solutions in this area, how-
ever, often either ignore the impact of user mobility on the algorithm performance [91]
or assume basically unchanged network parameters (i.e., user PHY data rate) over the
timescale of the algorithm [90]. This is often unrealistic in real-word mobile network due
to the dynamic nature of the wireless environment [99]. In fact, a RAT selection algorithm
can work efficiently when users are static but may lead to bad performance when users
are mobile [100]. This is because user mobility occurs frequently and makes the best RAT
to which a user is connected change over time. As a result, the current RAT association
might not be optimum in the future when a user moves and thus reselection of the asso-
ciated RAT is needed .
Since performances of the RAT selection algorithms are highly dependent on their ability
to handle user mobility, the design of mechanisms considering user mobility is necessary.
In this study, we address this challenge by proposing a new user-centric RAT selection
algorithm that can adapt itself in response to various mobility situations of the end-users.
We focus on fully distributed reinforcement learning (RL) based approaches due to the
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advantages of their low overhead and superior scalability. Our algorithm follows the RL-
based regret minimization principle [41] combining with the use of a variable forgetting
factor. Forgetting method enables user to quickly adapt to fluctuations of its per-user
throughput due to its mobility. Using our learning technique, a user can adaptively iden-
tify the change in the network condition when it moves and effectively select the appro-
priate serving BS at a given time in order to maximise its long-run per-user throughput.
Our main contributions are summarised as follows:
1. We address the problem of using the user-centric approach for RAT selection in a
dynamic network scenario where users move. Previous proposed solutions on user-
centric RAT selection cannot converge fast enough in this realistic network settings.
2. We develop a new adaptive reinforcement learning-based algorithm that leverages
benefit of forgetting properties to rapidly react to the changes in the network due to
user mobility. We prove theoretically that the proposed algorithm is guaranteed to
converge to a stable set of correlated equilibria. Our algorithm is more efficient than
previous RL-based methods because it works in a dynamic heterogeneous environ-
ment, where users could apply a number of different RAT selection procedures.
3. Using simulation, we demonstrate the adaptability and performance improvement
of our adaptive learning scheme compared with non-adaptive solutions under dif-
ferent user mobility models, including random mobility and group mobility models.
The rest of this chapter is organised as follows. In Section 5.2, we discuss the related
work. In Section 5.3, we present our system model and assumption. We formally propose
our adaptive reinforcement learning with varying forgetting factor in Section 5.4. The
evaluation is presented in Section 5.5. Finally, we conclude the chapter in Section 5.6.
5.2 Related Work
There is extensive literature focusing on RAT selection solutions in wireless networks. We
only discuss here the major differences between our approach and the relevant works.
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5.2.1 RAT Selection Algorithms
RAT selection techniques have been studied in either network-centric or user-centric con-
texts. In a network-centric approach [60, 74, 79], all the decisions on which RAT a user
connects to are made on the network side. Although network-centric solution can find
a global optimal allocation for the whole system, it requires real-time signalling between
users and BSs, between different BSs that belong to different RATs, and would have a
very high computational complexity particularly in a large-size dynamic network. Con-
trary to the network-centric approach, a user-centric approach [42–44, 48, 90, 97, 98] does
not require extensive signalling and coordination among the different RATs or users. In a
user-centric solution, based on local observations at the user side, the user make decision
to select its serving RAT by itself. User-centric algorithms often assume global knowledge
of the network [42–44], or availability of some additional information provided by the net-
work [90,97,98] in order for the user to make the best RAT decision since the local view of
the network observed by each individual user is not guaranteed to be accurate.
Although user mobility is an important factors that has significant impact on the perfor-
mance of the RAT selection algorithms, most prior related literature, including [42–44, 48,
60,74,79,90,97,98], neglects the effect of user mobility when evaluating algorithm perfor-
mance. These works mainly ignore the change of the physical (PHY) data rates due to the
movement of the users and thus are only suitable for RAT selection in such a stationary
network conditions, i.e., static users and a time-invariant environment. Therefore, these
schemes may not work well when a user moves during the time making its RAT selection
decision.
5.2.2 Mobility Support in RAT selection
As mentioned previously, one of the main issues involved with RAT selection mechanism
is the ability to support user mobility. Different mobility situations of users will need to
be served whilst maintaining optimal performance under network condition changes due
to users’ movements. Most research studies proposed so far that aim to provide mobility
support for RAT selection have mainly focused on a centralised approach [101–103]. A
centralised method requires a global network controller that monitors and manages the
entire network. This centralised controller decides the association of a given user to a
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particular RAT with the aim to optimise the network utility such as network throughput
or load balancing. The advantage of the centralised solution is its simplicity since the
centralised controller can follow user movements by keeping track of the mobile signal
strength data collected by the BS that the mobile user connected to. However, this ap-
proach suffers from scalability issues in a dense network environment, as a large volume
of the traffic will pass through a single controller. Within the centralised approach, there
have been several proposals [62, 80] that adopt the software defined networking (SDN)
framework. SDN solution also uses a centralised controller to configure the data path via
different RATs and thus provides the flexibility to support user mobility.
Unlike centralised solutions, by enabling a user to decide its appropriate RAT itself,
distributed mechanism is more flexible and scalable, especially in dense RAT deploy-
ments [104]. However, only a number of previous works [97, 105, 106] directly support
user mobility. The authors in [97] propose a distributed RAT selection algorithm that con-
siders the impact of the time-varying network conditions due to user’s mobility patterns.
In [105], the authors present a distributed algorithm that can track the daily movement
of the device’s owner and combine with past wireless measurements in order to predict
the upcoming connection quality of the network. Similarly, the work in [106] proposes a
distributed scheme that uses past mobility history for the prediction of WiFi availabilities
to perform data offloading from cellular to WiFi network. However, these works either
assume that each user must know in advance the statistical information about the network
conditions of its mobility patterns [97] or requires training [105, 106] beforehand and thus
cannot work in the case where the network condition deviates from the learned pattern.
In this chapter, we propose a novel online adaptive RL-based RAT selection algorithm that
supports user mobility by taking into account the effect of user’s movement in the online
decision making process for RAT selection. Our work differs from the above related works
in the following ways:
1. We show in this chapter, using simulation with realistic network settings, that the
proposed algorithm, by using a forgetting factor, can converge much faster than
previous RL-based algorithms when users move.
2. We prove theoretically that any single user who uses the proposed algorithm can
achieve the average per-user throughput, in the long run, no worse than choosing
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any fixed BS selection, regardless the behaviour of the other users. This is an impor-
tant implementation issue as this solution not only can handle user mobility but also
works in a dynamic heterogeneous environment, where all users are not required to
apply the same algorithms.
3. Our algorithm also works well for a moving user with time-varying mobility pro-
files. With our solution, a user can adaptively adjust its own forgetting factor over
time depending on its current mobility situation.
5.3 System Model and Assumption
We discuss in this section the wireless network model and the assumptions made in our
RAT selection algorithm.
5.3.1 Wireless Network Throughput Model
We consider a heterogeneous wireless network consisting of M base stations (BSs) and N
users. We use BS to denote any network node that connects directly to users such as a
base station in LTE or an access point in WiFi network. In this work, we are primarily
interested in user downlink throughput and use the same throughput model as in [46].
Under this service differentiation based model, each user obtains a different user-specific
throughput, which depends on its PHY rate to the BS, the number of users sharing the
same BS, and the load on the associated network. The throughput of user a associated









where Θka,t is the instantaneous PHY data rate of user a on BS k at time t, n
k
t is the number
of users on BS k at time t, wa is user a’s weight which reflects the individual throughput
demand of the user a, and ∑
nkt
a′=1 wa′ is the total user weight on the BS k indicating the load
of the associated network at time t. This model takes into account various throughput
demands of users with diverse applications and is suitable for cellular technologies such
as LTE-A [46].
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Most existing studies on the distributed RAT selection problem assume a perfect stable
network environment, where the physical (PHY) data rate of a user to a BS remains un-
changed during the iterations of RAT selection. However, in a mobile network, users’
physical rates change frequently, violating the assumption of invariant physical rates in
most RAT solutions. In this work, we explicitly model the change of PHY data rate of user
due to mobility and develop a RAT solution for this model. In particular, the PHY data
rate of a user and on a BS varies as a function of their physical distance. We describe the
user mobility model that we use and how to compute the physical distance from a user to
a BS using this mobility model in Section 5.3.2.
5.3.2 User Mobility Model
We use the random mobility and group mobility models [107] to model user movement
(refer to [107] for a survey of different mobility models). Mobile users are assumed to
move with constant velocity and fixed direction starting from a randomly chosen point
inside the simulation area. The velocities and directions of mobile users (pedestrian)
are assumed to be independently random variables uniformly distributed in the range
of [vmin, vmax] m/s and [0, 2π] radians, respectively.




t + ∆T va(θa),
where ∆T is the time interval between discrete position updates, θa is heading angle di-








Thus, the distance between the user a and the BS k at a given time t can be computed by
dka,t = ‖rat − qk‖ ,
where qk is the location of the BS k.
6Where ‖(.)‖ is the Euclidean norm
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5.3.3 RAT Selection Game Model
In the following, for consistency, we use the notation developed in Chapter 3. We model
the RAT selection as a repeated game where each player (mobile user) aims to maximise
its long-run average payoff (per-user throughput). We consider a game with N players
denoted by the set N = {1, . . . , N} for some (finite) integer N ≥ 2. Each player a has its
set of finite actions Sa (set of available BSs) and we denote by S = S1 × · · · × SN, the set
of joint action of all players, i.e. the Cartesian product of all players’ possible actions.
We view the game from the point of view of player A (a randomly selected player among
the player set). Let I = SA denote the set of actions of player A and L = S \ SA the set
of actions of all other players. Denote by X, the set of all probability mass functions (pmf)
on I and Y the set of pmf on L. Let Z denote the set of pmf on S , then X × Y is a subset
of Z comprised of all pmf of the form z = (x, y) where x ∈ X and y ∈ Y, i.e. all pmf of the
probability of the player A’s action and the actions of the others taken together.
Let UA : S → R denote the payoff achieved by player A when the overall action taken by
all players is s ∈ S . We represent a strategy in the form s = (i, ℓ) where i is the action of
player A and ℓ is the action of all other players. We will consider the general formulation
of the game where users apply mixed strategies over the possible selection set S . Under
randomised actions with overall probability (pmf) z ∈ Z, the payoff obtained by player A
is defined as
UA(z) = ∑s∈S z(s)UA(s) .
The RAT selection game then can be denoted by a 3-tuple (N , (SA)A∈N , (UA)A∈N ). In
our game model, each player A knows only its set of actions (SA) and its stream of payoffs
(UA) received in the past. Players are not aware of other players’ actions and payoffs.
In order to find the equilibrium of the RAT selection game, correlated equilibrium (CE)
is used. CE is an optimality concept introduced by Aumann [23] and is proven to exist
for any finite games with bounded payoffs [25]. CE models possible correlation between
players’ actions compared to the usual strategic equilibrium of Nash, where all players
act independently. A probability distribution ψ defined on S is said to be a CE if for all
player A ∈ N , for all ℓ ∈ L and for every pair of action j, k ∈ I , it holds that
∑ℓ∈L ψ(j, ℓ)(UA(k, ℓ) − UA(j, ℓ)) ≤ 0, (5.2)
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A CE results if each player does not benefit from choosing any other probability dis-
tribution over its actions, provided that all the other players do likewise. When each
player chooses their action independently of the other players, or without any implicit
co-ordination mechanism, a CE is also a NE.
5.4 Reinforcement Learning With Forgetting Factor
A fully distributed algorithm that can be used to reach the CE solution is the reinforcement
learning-based regret minimisation procedure in [41]. Before presenting the formulation
and proposed algorithm, we first provide a brief introduction on the RL-based regret min-
imization in [41]. The key idea of this method is to adjust the player’s play probability
proportional to the “regrets” for not having played other actions. Specifically, for any two
actions j 6= k ∈ I at any time t, the cumulative regret of player A up to time t for not
playing action k instead of its played action j is defined as7




UA(k, ℓτ)− UA(j, ℓτ)
)
1{iτ=j}, (5.3)
where iτ denotes the action taken by player A at time τ (i.e., iτ = j means player A select
BS j at time τ) and ℓτ denotes the actions of the others at time τ. This is the change in the
average payoff that player A would have if he had played action k every time in the past
that he actually chose j.
If it = j is the action chosen by player A at time t, then the probability distribution that































′) if k = j,
(5.4)
with the initial play probabilities at t = 1 uniformly distributed over the set I ; µ > 2mG is
a constant with m being the cardinality of the set I and G being an upper bound on |U(s)|
for all s ∈ S ; δt = δ/tγ, 0 < δ < 1 and 0 ≤ γ < 1/4.
7Where 1(.) denotes the indicator function.





max(R̄t(j, k), 0)). The definition is extended to real vectors and matrices elementwise.
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It is proven in [41] that if every player chooses their actions according to (5.4), then the
empirical distribution of joint actions s of all players until time t, which is given by
z̄t
(






converges almost surely as t → ∞ to the CE set of the game.
5.4.1 Recursive Formula with Forgetting Factor
In our solution, instead of computing the cumulative regret using (5.3) in each time step,
player A can recursively compute its cumulative regret R̄At (j, k) at time t using the recur-
sive formula as follows




























(t − 1)R̄At−1(j, k) +
(












RAt (j, k), (5.5)
where we define RAt (j, k) =
(
UA(k, ℓt) − UA(j, ℓt)
)
1{iτ=j} as the instantaneous regret of
player A for not playing action k instead of its played action j at time t. Equation (5.5)
updates the cumulative regret at each time step by adding the correction term based on
the new instantaneous regret.
Note that to compute the new instantaneous regret, player A needs to know not only
its own payoff UA(j, ℓt) but also the payoff UA(k, ℓt) of action k which is not its chosen
action at time t. To overcome this problem, following [90], we assume that each BS shares
network-assisted feedback in term of the number of concurrent users on the BS at each
time with its connected users. User A then can use this network feedback to compute the
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where nkτ is the number of users on the BS k at time τ.
In a dynamic environment of wireless network where the PHY rates of users change with
time and thus results in changes in their throughputs (payoffs) from time to time, the
regret in the distant past becomes irrelevant. To deal with the dynamic problem, we intro-
duce a forgetting factor in the updating formula of (5.5) as follows
R̄At (j, k) = λA R̄
A
t−1(j, k) + (1 − λA) RAt (j, k), (5.6)
where 0 ≤ λA ≤ 1 is a forgetting factor introduced to regulate the influence of outdated
values of regret with respect to instantaneous regret, which is determined by each player
based on its own observation of the environment at each time step. We discuss the deriva-
tion of λA shortly in Section 5.4.2.
Unlike the common approach of using either a constant or a decreasing step size as used
in [108], our approach allows better adaption of the weight parameters of the old and new
values of regret to dynamic changes in the environment. In our solution, each players A
independently uses and adapts the value of λA over time depending on their individual
observation of the changes in the environment. For instance, when no new information is
observed, i.e., when λA = 1 then equation (5.6) becomes
R̄At (j, k) = R̄
A
t−1(j, k),
thus the cumulative regret only depends on the past regret. On the other hand, if there
is an abrupt change occurs in the environment, i.e., when λA = 0 then equation (5.6)
becomes
R̄At (j, k) = R
A
t (j, k),
thus the cumulative regret counts on the instantaneous regret rather than the past regret.
It is worth to mention that the previous works using a forgetting factor (such as [108])
did not address the issues of how to choose it, and how the choice of the forgetting factor
is related to a specific phenomenon, which are the major factors considered in our study
here for user mobility in RAT selection.
5.4.2 Updating the Forgetting Factor
We explain in the following how each user determines the forgetting factor based on its
own observation of the environment. In cellular network, after selecting the associated
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BS, each user monitors and keeps track of its measured Channel Quality Indicator (CQI)
to its associated BS as the measure of the channel condition of the wireless link in the
network. Each user A then constructs a probability mass function (pm f ) of its CQI using
pass observations. Figure 5.1 shows an example CQI distribution of a real-word LTE BS
in North America.

























Figure 5.1. Example CQI distribution of real-world data from a Tier-1 LTE operator in North America.






where pm f (CQIt) and pm f (CQIm) are the probabilities of the instantaneous CQI value
and the median CQI value computed by the user, respectively. If pm f (CQIt) is close to
the value of pm f (CQIm) then λA ≈ 1 indicates that the environment is stable. On the
other hand, if CQIt is very different from the value of CQIm then λA ≈ 0 indicates that
the wireless link in the environment changes abruptly.
It is worth to mention that this method can be used in a similar way for WiFi network.
User connecting to WiFi BSs can replace the use of CQI by SNR (Signal-to-Noise Ratio) as
a measure of the quality of signal of WiFi network in order to compute its forgetting factor
at a given time. Also note that, the changing rate of the forgetting factor in the interval
[0, 1] is relatively slow over the timescale of the algorithm.
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5.4.3 Algorithm and Convergence Analysis
Each user A independently adjusts its selection in response to the changes in the network
due to its movement following our proposed procedure as described below.
Algorithm Adaptive Reinforcement Learning With Forgetting Factor (ARLFF)
1: Initialization: Generate random uniform probability p1(j) for all j ∈ I .
2: for t = 1, 2, . . . do
3: Action Selection: Select action it = j according to the probability distribution pt(j).
4: Payoff Observation: Obtain payoff UA(j, ℓt) from the associated base station j.
5: Feedback Exchange: Receive feedback n
j
t from the corresponding base station j.
6: Forgetting Factor Update: Compute the forgetting factor λ due to mobility situation
using (5.7).
7: Regret Update: Update the cumulative regret R̄At (j, k) for all k 6= j ∈ I using (5.6).
8: Strategy Update: Update the probability distribution pt+1(k) using (5.4).
9: end for
We use the differential inclusion (DI) framework in [56, 109] for analysing the conver-
gence properties of the proposed algorithm. DI is a generalization of the concept of or-
dinary differential equations (ODEs) that is particularly suitable to study the asymptotic
trajectory of the stochastic approximation algorithms, especially the iterative process in
game-theoretic learning. We show that our proposed algorithm leads to a stable system
by the two following theorems.
Theorem 5.1. If player A follows Algorithm 1, its cumulative regret is guaranteed to approach
the set of non-positive values (negative orthant) almost surely irrespective of the behaviour of the
other players.
Proof. Please refer to Appendix 5.A.
Theorem 5.2. If all players follow Algorithm 1, the empirical distribution of joint play of all
players converges almost surely as t → ∞ to the set of correlated equilibria.
Proof. Please refer to Appendix 5.B.
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No Noise level -90 dBm
α Pathloss exponent 3
5.5 Evaluation
5.5.1 Simulation Setup
In our simulation, we consider a heterogeneous network deployment consisting of 200
users located in the partially overlapping coverage area of 1 marcocell and 4 femtocells.
We assume that the marcocell is located at the centre of the network while users and
femtocells are randomly and uniformly distributed over the simulation area. Simulation
parameters of the networks are set according to [87]. Specifically, the PHY data rate of a









where dka,t is the distance between the user a and the BS k at time t in meter. The meaning
and values of other parameters used for our simulation can be found in Table 5.1. The
duration of each iteration is set to be one second in all the simulations. We assign unequal
user weights w = (1, 3, 4) in the resource schedule policy to a user with equal probabilities
of 1/3.
We compare the performance of the following three RL-based RAT selection algorithms:
• Reinforcement Leaning with Network-Assisted Feedback (RLNF) in [90]: In this algo-
rithm, each BS shares network-assisted feedback computed at the network side in
term of the number concurrent users to help its associated users in their RAT se-
lection decisions. From the network feedback and its own observations, each users
can estimate its obtainable throughput from all other available BSs and compute the
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regrets (the changes in average payoff) that it would have if choosing other BSs in-
stead of its current BS. Users then apply the RLNF procedure that assures no regret
in the long run to select their BSs.
• Combined Fully Distributed Payoff and Strategy Reinforcement Learning (CODIPAS)
in [48]: In this algorithm, users learn and select their BSs based solely on their local
observation of the throughput received from past experiences, without any addi-
tional information from the network. At each iteration, using only this information,
each user individually selects the best BS that maximise its own throughput.
• Our Adaptive Reinforcement Learning with Forgetting Factor (ARLFF): In our solution,
apart from the network-assisted feedback as used in RLNF scheme, each user adap-
tively uses a different forgetting factor based on the observation of its PHY rate
change due to its movement. Each users then update the cumulative regret at each
time step by adding the correction term based on the new observation of the instan-
taneous regret. Users then follow the regret-based RL principle to select their BSs.
We make comparisons in the following metrics:
• Overall network throughput (Mbps): the sum of per-user throughput of all the users
in the network.




N × ∑Na=1 x2a
,
where xa is the per-user throughput of user a and N is the total number of users in
the network. Notes that the highest value 1 of the Jain’s fairness index means all
users are obtained the same per-user throughput.
5.5.2 Random Mobility Scenario
We first report our results under the random mobility model [110]. The random mobility
scenario is configured as follows. Mobile users are placed at randomly chosen points
inside a small square area of 100 × 100 meters and are assumed not moving during the
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first 1000 iterations of the simulation. We then enable the movement of all users in the
network for a short duration of 50 iterations and repeat the same simulation at the 3000-th
iteration. Users are assumed to move with constant velocities and fixed directions, which
are independently random variables uniformly distributed in the range of [2, 3] m/s and
[0, 2π] radians, respectively. Each time a user reaches the boundary of the simulation area,
it immediately continues its movement in a reverse direction with the same speed.



































Figure 5.2. Performance comparison of the different algorithms under the random mobility scenarios,
in achieving overall network throughput.
Figure 5.2 compares the overall network throughput obtained by the different algorithms.
We observe that both RLNF and ARLFF quickly converge to the same performance within
1000 iteration runs. However, after the network changes due to user movement, ARLFF
rapidly adapts to the changing environment and maintains good performance while the
other algorithms take a long time to re-obtain a good performance. This indicates that,
in our solution, the user can sense the change in the network and adjust their strategies
accordingly. CODIPAS performs poorest among the three algorithms due to the lack of
information on the global network conditions.
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Figure 5.3. Performance comparison of the different algorithms under the random mobility scenarios,
in achieving average per-user throughput.
In the simulation of Figure 5.3, only one user is allowed to move among all the users in the
network. We randomly select a user and let that user applies our proposed ARLFF. We re-
peat the same simulation with the two other algorithms. Figure 5.3 shows the throughput
performance of the user by applying different algorithms. As can be seen, the proposed
algorithm outperforms the other schemes in achieving the average per-user throughput
when user moves.
5.5.3 Group Mobility Scenario
We now report our simulation results under the group mobility scenario [107]. The group
mobility scenario is configured as follow. The BSs are placed according to a chain topol-
ogy [86] (treated as the roadside cellular network BSs), where each BS is located 200 me-
ters away from each other. Users are randomly distributed inside a rectangular simulation
area of 100 × 800 meters. Only part of the users can move while the rest of them are as-
sumed to be static. The moving users are assumed to move as a group (same direction)
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Figure 5.4. Performance comparison of different algorithms under group mo-
bility scenarios in system fairness index (10% moving users).




































Figure 5.5. Performance comparison of different algorithms under group mo-
bility scenarios in overall network throughput (10% moving users).
Page 112
Chapter 5 Adaptive Reinforcement Learning With Forgetting Factor




























Figure 5.6. Performance comparison of different algorithms under group mo-
bility scenarios in system fairness index (50% moving users).




































Figure 5.7. Performance comparison of different algorithms under group mo-
bility scenarios in overall network throughput (50% moving users)
Page 113
5.6 Conclusion
with the similar speeds, which are independently random variables uniformly distributed
between [2, 3] m/s, along the roadside of the simulation area. Again, whenever a user
reaches the boundary of the simulation area, we use a reflection techniques to ensure that
all users remain within the simulation boundaries.
Figures 5.4 – 5.7 illustrate the system fairness index and overall network throughput per-
formances of the different algorithms when 10% and 50% of the users are moving, respec-
tively. As shown, the proposed algorithm, which is able to adapt to changing networking
conditions due to the movement of users, achieves the highest performance in all cases,
and is quite robust to the change of the number of moving users in the network. Increasing
the total number of moving users results in reducing the performances of the remaining
non-adaptive algorithms, especially the CODIPAS scheme.
5.6 Conclusion
In this chapter, we studied the problem of dynamic RAT selection games in wireless net-
works. We developed a novel fully distributed RAT selection algorithm, called Adaptive
Reinforcement Learning with Forgetting Factor (ARLFF), that uses forgetting method to
overcome the problem of slow convergence using the conventional RL-based algorithm
when users move. Using simulation with realistic network settings, the ARLFF proposal
has been tested and compared to relevant RL-based methods for RAT selection such as
RLNF and CODIPAS. We demonstrate the superiority of the proposed adaptive learning
scheme to the non-adapted solutions while retains the good theoretical convergence prop-
erties. Simulation results show the efficiency of our scheme compared to other related
algorithms, as well as its ability to adapt to varying network conditions under different
mobility scenarios.
For future work, we plan to apply the developed framework to a broader set of mobility
models. Investigating the impact of user’s speed of movement on the performance of RAT
selection algorithm is another challenging problem to consider.
Page 114
Chapter 5 Adaptive Reinforcement Learning With Forgetting Factor
Appendices of Chapter 5
5.A Proof of Theorem 5.1
In the following, we view the game from the point of view of player A and thus we drop











(|R̄(j, k)|+)2 , (5.8)





|R̄(j, k)|+ × d
dt
R̄(j, k) . (5.9)
First, we find the dR̄(j, k)/dt by rewriting R̄(j, k) from (5.6) in the form as follows
R̄t(j, k) = R̄t−1(j, k) + (1 − λ)
[
Rt(j, k)− R̄t−1(j, k)
]
= R̄t−1(j, k) + (1 − λ)
[(
U(k, ℓt)− U(j, ℓt)
)× 1{it=j} − R̄t−1(j, k)
]
. (5.10)
Let ǫ = 1 − λ, which serves as a constant step size (a small positive number). It can be
seen that (5.10) has the form of a constant step size stochastic approximation algorithm
θk+1 = θk + ǫH(θk, xk) and satisfies Theorem 17.1.1 of [111]. Thus, its dynamics can be
characterised by an ordinary differential equation (see Chapter 17 of [111] for more details
and discussion). This means that the system can be approximated by replacing xk with
its expected value. By applying Theorem 17.1.1 of [111], R̄t(j, k) converges weakly (in
distribution) to the averaged system corresponding to (5.10), thus
d
dt
R̄(j, k) = E
{
(




U(k, ℓ) − U(j, ℓ)
)
− R̄(j, k) . (5.11)











|R̄(j, k)|+ × R̄(j, k) . (5.12)
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Substitute the transition probabilities p(j) = (1 − δ)χj + δ/m, where χ denotes a proba-
bility vector computed from the regret according to the process in (5.4), in the first term
on the r.h.s. of (5.12) yields
∑
j,k
|R̄(j, k)|+ × (U(k, ℓ)− U(j, ℓ)) p(j)
= (1 − δ)∑
j,k
|R̄(j, k)|+ × (U(k, ℓ)− U(j, ℓ)) χ(j) + δ
m ∑
j,k
|R̄(j, k)|+ × (U(k, ℓ)− U(j, ℓ))
















U(k, ℓ) − U(j, ℓ)
)
. (5.13)
Suppose χ is such a invariant measure of the transition probabilities (5.4) that for every
j = 1, . . . , m it satisfies that
χ(j)∑
k
|R̄(j, k)|+ = ∑
k
χ(k)|R̄(k, j)|+
then the first term in (5.13) is equal to zero. Also, we assume that the payoff function










|R̄(j, k)|+ . (5.14)
Then consider the last term on the r.h.s of (5.12)
∑
j,k
|R̄(j, k)|+ × R̄(j, k) = ∑
j,k







= 2P(R̄) by (5.8)
)
. (5.15)






|R̄(j, k)|+ − 2P(R̄).




P(R̄) ≤ −P(R̄) .
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≤ P(R̄(0)) exp (−t) .












Note that this result holds no matter what the other players do as in this proof we only
require existence of such a bound on the payoff of Player A. This completes the proof.
5.B Proof of Theorem 5.2
Let φt be the global behaviour of the system up to time t, which is defined as the empirical
frequency of joint action s = (j, ℓ) by all players, where j is the action of player A and ℓ is


















(1 − ǫ)t−τ 1{sτ=(j,ℓ)} , (5.16)
where 1{sτ=(j,ℓ)} denotes the unit vector with the element corresponding to the joint action
sτ = (j, ℓ) being equal to 1.
The result of Theorem 2 is immediate from the definition of the “regret”. The elements of
the regret matrix in (5.10) can be rewritten using the non-recursive expression as follows











(1 − ǫ)t−τ 1{iτ=j} yℓ
(






(1 − ǫ)t−τ 1{sτ=(j,ℓ)}
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st = (j, ℓ)
)(
U(k, ℓ)− U(j, ℓ)).
In the last line, we substituted φt
(
st = (j, ℓ)
)
from (5.16). Finally, on any convergent
subsequence lim
t→∞
φt → ψ, we get
lim
t→∞




U(k, ℓ)− U(j, ℓ)) ≤ 0 .






HIS last chapter concludes the thesis with a summary of thesis con-
tribution and significance, and propose potential directions for fur-




In this dissertation, we have addressed the problem of efficient and intelligent selection
of radio access technologies in heterogeneous wireless networks by proposing three novel
reinforcement learning frameworks, which have been theoretically proved to reach corre-
lated equilibrium solution concept in game theory. Our key results and contribution can
be summarised as follows.
In Chapter 2, we proposed a novel fully distributed reinforcement learning procedure
for multi-agent non-cooperative task, which is an important area of research in repeated
games. The proposed approach uses both positive and negative regrets to improve the
convergence behaviour of the conventional multi-agent regret-based reinforcement learn-
ing. The research question is clear defined and the difference between positive and non-
positive regret-reinforcement learning is clearly demonstrated. Careful attention has been
paid to both the theoretical results and the statistical analysis of the empirical results. The
simulation results presented a clear case for the superiority of the proposed algorithm.
This solution has been shown to be robust to variations in the total number of learning
agents in the system, and is suitable for large-scale distributed multi-agent systems. This
contribution has been published in [68].
In Chapter 3, we introduced a general reinforcement learning framework for wireless net-
work selection games where users make decision based on throughput estimation with
limited network-assisted feedback from base stations. The original contribution of this
study is to incorporate network observed assisted information to improve the estimation
process and update the learning policy. Convergence of the proposed scheme to the set
of correlated equilibria was theoretically proven. Simulation results demonstrated the
outperformance of the proposed approach over other existing schemes in term of con-
vergence speed and communication overhead, while providing competitive fairness and
utility for the network users. A further contribution is that our solution guarantees, at a
theoretical level, no-regret payoff in the long run for any user adopting it, irrespective the
behaviours of the other users, and thus can work in a heterogeneous environment where
users are freely to apply any sort of learning strategies. This is an important implementa-
tion issues as our solution can be easily implemented in software running on a end-user
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device, without any modification of the current mobile network standards. These contri-
butions have been published in [90].
In Chapter 4, we review existing RAT selection methods and different network models
that were used to evaluate these solutions. The main contribution of this chapter is to
propose a unified benchmark for evaluating different algorithms under the same compu-
tational environment. Using this benchmark, we provide a thorough comparative study
of the impact of different aspects of the network models on the performance of various
RAT selection algorithms. Our study reveals that among all the important network pa-
rameters that influence the performance of RAT selection algorithms, the number of base
station that a user can connect to has the signification impact. This finding provides some
guidelines for the proper designal of RAT selection algorithms for future 5G. Our unified
evaluation benchmark can serve as a useful reference for future research in this area. This
contribution has been published in [64]. An extension version of this conference paper for
a scientific journal has been submitted for publication.
In Chapter 5, we address the problem of using user-centric approach for RAT selection in
a dynamic network scenario where users move. The key contribution of this research is
to propose a new distributed RAT selection algorithm that can handle mobility of users,
whereas previously proposed algorithms on user-centric approach are unable to deal with.
Our solution users an adaptable forgetting factor to rapidly react to the various mobility
situation of mobile users. The proposed algorithm has mathematically proved its con-
vergence properties. Experimental validation have been conducted to demonstrate the
performance improvement of the new adaptive learning scheme over the relevant non-
adaptive solutions under random mobility and group mobility scenarios of network users.
This contribution here has been written as an article and submitted to a journal.
To conclude, I would like to highlight that although our solutions have been developed
and applied for emerging 5G wireless networks, the proposed reinforcement learning
frameworks described in this thesis can be used to reach the efficient and fair correlated
equilibria in any large-scale decentralised multi-agent system. It is also very important
to emphasize that our frameworks guarantees “no-regret” payoff in the long run for any
agent running these algorithms, irrespective of the behaviour of other agents, and thus
can work efficiently in a distributed heterogeneous environment, where agents may po-
tentially apply a number of different learning strategies to maximise their own interests.
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6.2 Potential Future Work
We now describe several possible recommendations for future work.
6.2.1 Satisfaction Equilibrium in Multi-agent Cooperative Games
In this thesis, we model the RAT selection problem as an non-cooperative game where
mobile users act selfishly based on their own interest, without the knowledge about other
users. It would be interesting to explore the benefit of cooperation versus non-cooperation
in this RAT selection problem. In order to model the cooperative interactions of users, co-
operative game [112], which studies situations in which players can benefit by working
together, can be used. This concept provides an flexible framework for modelling collab-
oration in multi-agent systems to achieve mutual advantage, but also presents a number
of challenges, such as dealing with uncertainty (models of incomplete information) or
computing efficient solution concepts for cooperative games.
Moreover, most of existing distributed solutions for RAT selection focus on improving
per-user throughput. However, from a practical point of view, the goal of wireless system
is to meet users demand. In response to this concern, we can consider the situation when
the user only seeks for guaranteeing a certain minimum throughput level rather than for
maximising its obtainable throughput. This leads to a game solution concept of satisfac-
tion equilibrium [113]. In a satisfaction equilibrium solution, none of the players has any
reason to change their strategies since their demand payoffs are simultaneously satisfied.
It is expected that cooperation and more optimal results can be achieved using this satis-
faction equilibrium concept. Thus, a distributed adaptive learning procedure that can be
used to quickly reach an efficient satisfaction equilibrium of the multi-agent cooperative
RAT selection game is recommended for further investigation.
6.2.2 Combining Online and Offline Reinforcement Learning
This thesis focus on online reinforcement learning framework in which the agent interacts
with the environment while learning. In an online learning process, the algorithm pro-
cess rewards, estimate value functions, and output action. Whereas in an offline learning
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process, the algorithm learns the model parameters from the training samples. In order
to improve learning performance, it is desirable to use data and knowledge from similar
cases. Thus, it is expected that combining both the general knowledge accumulated by
an offline training with the local knowledge found online can significantly speed up and
improve the learning process. Due to the efficient use of collected data, one the approx-
imation obtained via offline training, it can be used to generate decision fast enough for
use in real time. Despite a number of recent works [114–118] attempt to combine online
reinforcement learing with offline training to benefit from experience replay, thorough
understanding the performance and limitation of this approach under dynamic, complex
and uncertain environments have not been explored in the literature. Therefore, a rein-
forcement learning procedure that takes into consideration both advantages of the stabil-
ity of the offline training and the adaptability of the online learning should be explored
further.
6.2.3 Software Defined Wireless Access Network
Future 5G systems are envisioned to have overlapping and coexisting of multiple network
architectures and radio access technologies. Thus, it is important to for users to choose
smartly which network to connect with in a high-dynamic environment while also con-
sidering benefits at network side (i.e., interference and congestion avoidance). A possible
approach to address this challenge is to leverage the software defined networking (SDN)
architecture for access network selection. In SDN solution, an SDN controller, which has
global view of the network resources and traffic loads, takes optimised resource alloca-
tion decisions [62]. This enables the balance between improving the network utilisation
and keeping the user’s quality of service at an acceptable level. We have explored to-
ward this direction in an early development state of our work, published in [119], where
we presented our prototype policy defined networking solution for enabling automation







HIS appendix summarises the basic ideas of differential inclusion
(DI) framework and its applications to game theory, in particular the
convergence analysis of regret-based algorithm in a two player game.
DI is a generalization of the concept of ordinary differential equations (ODEs)
that is particularly suitable to study the asymptotic trajectory of the stochas-
tic approximation algorithm, especially the iterative process in game-theoretic
learning. DI framework are used for the analysis of the convergence properties
of the proposed algorithms presented in Chapter 2, Chapter 3, and Chapter 5.
For clarification, the contents presented in this Chapter were produced by Professor
Langford White from The University of Adelaide and are not part of the original con-
tributions of this thesis. We include this material as necessary background for the
use of differential inclusion framework to prove our Theorems since it is not published
material.
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Since the approachability theory for differential inclusions (DIs) is based upon Lyapunov
stability ideas, we summarise here the basic ideas of Lyapunov stability as it pertains to
ordinary differential equations (ODE).
We consider here only time-invariant, homogeneous systems. Let f : Rn → Rn and
consider the ODE
ẋ = f (x) , (A.1)
where x : [0, ∞) → Rn, and ẋ is the derived function. The initial condition x(0) = x0
is given. Various conditions can be placed on the mapping f to ensure existence and
uniqueness of solutions which we don’t go into here. Let’s assume that these conditions
are such that there is a unique C1 solution given any x0. The equilibrium set for (A.1) is
Λ = {x ∈ Rn : f (x) = 0}. It’s assumed for now that Λ consists of a denumerable set of
points which do not accumulate anywhere. Given any y ∈ Λ, we can study the behaviour
of solutions to (A.1) in the vicinity of y. It’s convenient to “shift” y to the origin by instead
considering the behaviour of the solutions to the ODE
ẋ = f (x − y) = fy(x) ,
near the origin. So it suffices to consider the behaviour of (A.1) near the origin (by redefin-
ing f as need be).
Definition A.1. The origin of (A.1) is said to be a stable attractor from x0 if, given any ǫ > 0,
there is a δ > 0 and T > 0 such that if ‖x0‖ < δ, the solution of (A.1) satisfies ‖x(t)‖ < ǫ for all
t > T.
Definition A.2. The origin of (A.1) is said to be an asymptotically stable attractor from x0 if
there is a δ > 0 such that if ‖x0‖ < δ, the solution of (A.1) satisfies limt→∞ ‖x(t)‖ = 0. More
generally, we could replace the ball ‖x0‖ < δ by an open set N .
The largest open set in the sense of definition A.2 is called the domain of attraction for x = 0.
Definition A.3. The origin of (A.1) is said to be exponentially stable from x0 if, given any ǫ > 0,
there is a δ > 0, T > 0 and constants α, β > 0 such that if ‖x0‖ < δ, the solution of (A.1)
satisfies ‖x(t)‖ < α e−βt for all t > T.
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We now come to the Lyapunov approach for guaranteeing stability for an ODE. Firstly,
suppose there is an open neighbourhood N containing the origin, and a C1 function Q :
Rn → R such that (i) Q(x) ≥ 0 for all x ∈ N ; (ii) Q(x) = 0 ⇔ x = 0 ; (iii) ∇Q(x)T f (x) ≤
0 for all x ∈ N . Then the origin is a stable attractor for (A.1).
If in condition (iii) we have instead that ∇Q(x)T f (x) < 0 for all x ∈ N \ {0}, then the
origin is asymptotically stable, and if instead, ∇Q(x)T f (x) ≤ −a Q(x) for all x ∈ N \ {0}
and some constant a > 0, the origin is exponentially stable.
Comment
In the general case, finding a Lyapunov function is not straightforward, however in many
cases, “physical” ideas such as energy can be applied to help select an appropriate Lya-
punov function.
Invariant Sets
It is sometimes useful to consider solutions to (A.1) on the complete real line t ∈ (−∞, ∞)
which pass through a point x0 at t = 0.
Definition A.4. A set Γ ⊆ Rn is called an invariant set for (A.1) if for each x0 ∈ Γ there is a
solution to (A.1) defined on R with x(0) = x0 and with x(t) ∈ Γ for all t ∈ R.
Sometimes the equilibrium sets are more complicated than isolated points, and we would
still like to say something about the limiting behaviour of (A.1). La Salle’s invariance
theorem provides a tool.
Theorem A.1. Let λ > 0 be given, and let Q be a Lyapunov function satisfying Q (x0) ≤
λ. Then as t → ∞, x(t) converges to 9 the largest invariant set contained in the set
{
x ∈ Rn : Q̇(x) = 0, Q(x) ≤ Q(x0)
}
.
Compact Sets of Functions
One of the fundamental ideas behind the convergence proofs for adaptive algorithms con-
sidered here is that of a set of equicontinuous functions. We’ll consider functions f defined
9Convergence to a set S means that limt→∞ infs∈S ‖x(t)− s‖ = 0.
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on a normed space (X, ‖.‖X) and taking values in a normed space (Y, ‖.‖Y). A set F of
such functions f : X → Y is called pointwise bounded if for each x0 ∈ X, there is a M > 0
such that ‖ f (x0)‖Y ≤ M for all f ∈ F.
A set F of such functions f : X → Y is called equicontinuous at a point x0 ∈ X if given
ǫ > 0, there is a δ > 0 such that ‖x − x0‖X < δ ⇒ ‖ f (x)− f (x0)‖Y < ǫ for all f ∈ F. The
set F is said to be equicontinuous if it is equicontinuous at each x0 ∈ X. Note that this
definition doesn’t require uniform continuity of each f ∈ F since the δ might depend on x0.
In the case where it doesn’t, the set F is called uniformly equicontinuous. The important
result here is:
Theorem A.2. (Arzela-Ascoli) A set F of functions f : X → Y for normed spaces X and Y is
compact if and only if it is closed, pointwise bounded and equicontinuous.
As a consequence, any closed, pointwise bounded and equicontinuous sequence { fn} has
a convergent subsequence. In addition, { fn} is uniformly bounded in that the bounding
constant M in the definition of pointwise boundedness can be chosen independently of
x0 ∈ X.
Projected ODEs
In many problems, we know that the trajectories of the ODE must lie in some set H,
usually assumed compact. Considering the ODE (A.1), then the projected ODE 10 is given
by
ẋ = f (x) + z, z(t) ∈ −C(x(t)) , (A.2)
where C(x) is a set generated by the constraint set H and depends on the form of H. It
always holds that C(x) = {0} if x ∈ H. In particular, if H is a hyper-rectangle, and
x ∈ ∂H, then C(x) is the convex cone generated by all exterior normals at the point x. More
general formulations for equality constraints and for smooth manifolds can be developed
(see [120]). If (A.1) has a unique solution for each x0, then so does (A.2) [120]. Rather than
10It’s important to note that (A.2) is not a differential inclusion since the r.h.s. is not set valued, but is a
(unique) Rn-valued function (of x).
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invariant sets, in the constrained case, it is often better to use limit points. The set of limit





{x(s) : s ≥ t, x(0) = x0} . (A.3)
Stochastic Approximation Algorithms
In our first consideration of stochastic approximation algorithms, we consider sequences
of random variables Xk, k ≥ 0 defined by the recursion
Xk+1 = ΠH (Xk + ǫk Yk) , (A.4)
where
(1.1) H is a bounded convex subset in Rn, and ΠH denotes the projection onto H ;
(1.2) ǫk → 0 is a sequence of positive real numbers satisfying ∑k ǫk = ∞ ;
(1.3) ∑k ǫ
2
k < ∞ ;
(1.4) It holds that Yk = f (Xk) + δMk + βk where f is a continuous measurable function,





(1.6) ∑k ǫk ‖βk‖ < ∞ with probability 1.
It will be useful to write (A.4) in the form. for k ≥ 0,
Xk+1 = Xk + ǫk Yk + ǫk Zk , (A.5)
where −Zk ∈ C(Xk+1) the cone generated by the set of exterior normals at Xk+1 ∈ H.
Thus, for k ≥ 0, and j ≥ 1




ǫi (Yi + Zi) . (A.6)
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For −k ≤ j ≤ −1, it holds that




ǫi (Yi + Zi) . (A.7)


















0 t < 0
k : tk ≤ t < tk+1 t ≥ 0 .
We define the interpolated continuous-time process X0(t) corresponding to {Xk} by the
piecewise constant (random) function
X0(t) =
{
X0 t < 0
Xk tk ≤ t < tk+1 .
We’ll show that by appropriate construction, the interpolated processes can be shown to
satisfy an associated ODE. The shifted process is defined by Xk(t) = X0(t + tk) for all
t ∈ R. We also define the functions Yk(t), Zk(t), Mk(t) and Bk(t) for integers k ≥ 0 and
real t as follows. Firstly consider Yk(t). Suppose that Yk = 0 for all k < 0. Define Y
0(t) = 0






for t ≥ 0. Define Yk(t) = Y0(t + tk) − Y0(tk) for all t ∈ R, then, if t ≥ 0, noting that
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We similarly define Zk(t), Mk(t) and Bk(t), by replacing Yk in the above development by
resp. Zk, δMk and βk.
Consider t ≥ 0, then Xk(t) = Xm(t+tk), so it follows from (A.6),




ǫi (Yi + Zi)
where the sum is given the value zero when m(t + tk) = k (i.e. when tk < ǫk). For t < 0,
(A.7) yields




ǫi (Yi + Zi) ,
provided m(tk + t) ≥ 0. We thus obtain the common formula (for all t),
Xk(t) = Xk + Y
k(t) + Zk(t) . (A.8)
The ODE associated with (A.5) is (A.2).
We now come to the main convergence theorem (Theorem 2.1 on page 127 of [120]).
Theorem A.3. Suppose conditions (1.1)-(1.6) hold for the algorithm (A.4). Then there is a set N
of probability zero such that for all ω /∈ N, the set of functions {Xk(ω, .), Zk(ω, .) : k ≤ ∞}
is equicontinuous. The limit (X(ω, .), Z(ω, .)) of any convergent subsequence satisfies (A.2)
and {Xk(ω)} converges to some limit set of (A.2) in H. In the unconstrained case, if {Xk} is





are trajectories of the ODE (A.1) in some bounded invariant set and {Xk(ω)}
converges to this set.
We give a brief outline of the proof. Essentially, it consists of the following two steps :




is almost surely equicontinuous, closed and
bounded in the set of functions f : R → Rn with the “sup norm” defined by
‖ f‖∞ = inf {C ≥ 0 : ‖ f (t)‖ ≤ C, a.e. t ∈ R} .







Now for some details : Firstly we demonstrate convergence of the martingale Mk =
∑
n−1
i=0 ǫi δMi. Define δMk = Yk − f (Xk)− βk, then for t ≥ 0, and each k
Xk(t) = Xk + Z




ǫi f (Xi) , (A.9)
with appropriate modifications for t < 0. Since Mk is a martingale sequence, it can be






‖Mj − Mm‖ ≥ µ
}
= 0 .
Thus Mk(t) → 0 a.s. as k → ∞ uniformly in t on any bounded interval of R. Condition
(1.6) implies that Bk(t) → 0 similarly.
Now, replacing the sum in (A.9) by an integral plus an associated error term ρk(t), we
have







ds + zk(t) + Mk(t) + Bk(t) + ρk(t) ,












ds = − (t − tm) f (Xm) .



















ǫi f (Xi) + (t − tm) f (Xm) .
Note that ρk(t) = 0 for each j ≥ k such that t = tj. Now, ρk(t) → 0 uniformly in t as
k → ∞, since





and ǫm → 0 as k → ∞ uniformly in t, Xk are a.s. bounded and f is continuous.It now
remains to prove that Zk(t) are equicontinuous. This is done in [120] using a contradic-




. It is then
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isfies the ODE ẋ = f (x) + z, and its limiting behaviour can be studied using Lyapunov
functions.
We now consider the case where f is the negative gradient of a C1 function F : Rn → R.
The set of limit points is then the set of stationary points which can be written as the union
of disjoint compact and connected subsets Si. Suppose that F is constant on each Si, then
for almost all ω, {Xk(ω)} converges to a unique Si.
Time Varying Systems
Often we will have the case where Yk = fk(Xk) + δMk + βk where the fk are uniformly


















for each t > 0. Thus f plays the role of “time-averaged” fk. We then have the convergence
result :
Theorem A.4. Suppose we have the algorithm (A.4) and we replace conditions (1.4) and (1.6)
with (1.8) together with the assumption that βk → 0 with probability of 1, then the conclusions of
theorem A.3 hold.
Differential Inclusions and Approachability
In the following, we apply the theoretical results on DI framework developed in [56, 109]
to the class of regret-based procedures that guarantee that the correlated equilibrium set
is approached. Consider the following differential inclusion (DI)
ẇ ∈ N(w)− w , (A.10)
where w(t) ∈ Rm, and N is a mapping from Rm into the class of all subsets of Rm (called
a correspondence on Rm) that satisfies the various conditions outlined in Hypothesis 2.1
of [56].
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Let C be a given closed, convex subset of Rm, and assume that there is a continuously
differentiable non-negative function Q : Rm → R which is identically zero on C. This is
Hypothesis 3.1 of [56].
Exponential Convergence
Suppose there is a positive constant B such that for w ∈ Rm \ C, it holds that
〈∇Q(w), θ〉 ≤ B Q(w) , (A.11)
for all θ ∈ N(w). Then if w(t) is a solution to (A.10), it holds that
Q (w(t)) ≤ Q (w(0)) e−Bt ,
for all t ≥ 0. Thus from Lyapunov theory, the set C is a global attractor for (A.10). Thus
all solutions to (A.10) will approach C.
Discrete Stochastic Approximation
A discrete stochastic approximation (DSA) to (A.10) is a sequence of Rm-valued random
variables Xn satisfying the difference equation
Xn+1 − Xn ∈ an+1 (N(Xn)− Xn + Un+1) , (A.12)




< ∞, and (ii) the
sequence of step sizes satisfies ∑n a
2
n < ∞.
11 To skip over technical material, these condi-
tions basically say that the sequence Xn converges almost surely to the set of attractors of
(A.10). So following the usual kind of “averaging” approach, we associate the DI (A.10)
with a specific algorithm (A.12) and then try and prove convergence of the trajectories
w(t) to some set C. Then we can say that (A.12) converges to C in a sense to be described.
Approachability in a Two Player Game
Consider a game with two players. Player one’s actions are specified by the set I =
{1, . . . , I}, and player two’s actions are specified by the set L = {1, . . . , L}. Assume
11Other conditions are also given in [56].
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vector payoffs Ai,ℓ ∈ Rm when player one chooses i and player two chooses ℓ. Let
hn = (i1, ℓ1, i2, ℓ2, . . . , in, ℓn) denote the action history of the game au until stage n. The








Let X, Y denote the set of all probability distributions on I ,L respectively.
At stage n+ 1, each player chooses a random action from its action space (X or Y), accord-
ing to a joint probability distribution
P {in+1 = i, ℓn+1 = ℓ|hn} = σi(hn) τℓ(hn) ,
where σ(hn) ∈ X, and τ(hn) ∈ Y. Then the payoff obtained is gn+1 = Ain+1,ℓn+1 . There’s
two important implications for this : (i) at stage n + 1, each player has access to the com-
mon history hn, and (ii) the actions of each player are statistically independent given the







xi Ai,ℓ : l = 1, . . . , L
}
,
where co(S) is the set of all convex combinations of elements of the set S. Thus φA(x) is
the set of all expected payoffs for player one using action probabilities x, which can be
obtained by player one.
Let N be a correspondence on Rm. A function x̃ : Rm → X is said to be N-adapted if
φA(x̃(w)) ⊂ N(w) for all w /∈ C. Here we think of x̃(w) as being a probability vector for
each value of w ∈ Rm, so that φA(x̃(w)) is the set of all expected payoffs that player one
can obtain when it chooses its actions according to the probability vector x̃(w). Thus x̃ is
N-adapted if N(w) contains all these possible payoffs. Since N is the function occurring in
the DI to which we’ll refer for convergence, and given we are working here in the space of
average (vector) payoffs, the rule for choosing player one’s actions needs to be such that
all resulting average payoffs are contained in N. This is what N-adapted means.
We then have the general approachability result (Theorem 3.6 of [56]) : Let C be a given
closed, convex subset of Rm, and suppose Hypotheses 3.1 and 3.2 hold (i.e. there is a
Lyapunov function Q, zero on C, and with the condition (A.11) holding). Let N be a cor-
respondence on Rm satisfying Hypothesis 2.1, and let x̃ be N-adapted. Then any strategy
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σ of player one that satisfies σ(hn) = x̃(gn) whenever gn /∈ C, results in d(gn, C) → 0 as
n → ∞ almost surely (with respect to the probability distribution generated by all joint
plays).
This firstly says that player one chooses its strategy at stage n solely based on the overall
time average (vector) payoff up until stage n which depends on the complete past history
of both players. Secondly, the convergence of the average payoffs to C is guaranteed
irrespective of the actions of player 2, provided that the action function x̃ is adapted to a
specified subset N of Rm. The gradient condition (A.11) needs to hold for all θ = gn ∈ N
and w ∈ Rm \ C.
The proof of theorem 3.6 is instructive. Firstly, the algebraic identity
gn+1 − gn =
1
n + 1
(gn+1 − gn) , (A.13)
holds. This result follows directly from the definition of the average gn. Let γn =
E {gn+1|hn}, where the expectation is over the distribution of all previous moves by both
players. Then γn ∈ φA(x̃(gn)), the set of all possible payoffs that player one can achieve
by choosing its action at stage n according to the rule x̃ based on gn. Now since x̃ is
N-adapted, then it follows that γn ∈ N(gn) for any strategy used by player two. Let
Un+1 = gn+1 − γn, then
gn+1 − gn =
1
n + 1
((γn − gn) + Un+1) . (A.14)
Now, E {Un+1|hn} = 0 by definition of γn, so γn − gn ∈ N(gn) − gn. So {gn} is a dis-
crete stochastic approximation to (A.10). By assumption, the trajectories of the DI (A.10)
approach C (exponentially) so the average rewards gn will also approach C almost surely.
The Convex Framework
In the above, we didn’t use the convexity of C. Now assume C is convex, then we can
construct a Lyapunov function as follows. Since C is closed and convex, given any point
w ∈ Rm, there is a unique “closest” point in C to w which defined a (generally non-linear)
projection operator ΠC : R
m → C. We choose as the Lyapunov function, the distance
Q(w) = ‖w − ΠC(w)‖2 where ‖.‖ is the usual Euclidean norm. Lemma 3.7 of [56] shows
that Q satisfies Hypothesis 3.1, and the derivative ∇Q(w) = 2(w − ΠC(w)).
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We now have the approachability result due to Blackwell (called Proposition 3.8 in [56]).
Consider the two player game above, and suppose that player one plays the strategy
σ(hn) = x̃(gn), with gn /∈ C, satisfying
〈gn − ΠC(gn), θ − ΠC(gn)〉 ≤ 0 (A.15)
for all θ ∈ φA(x̃(gn)), then d(gn, C) → 0.
The idea is to make use of the general result Theorem 3.6. We do this by letting
N(w) = co {Ai,ℓ : i ∈ I , ℓ ∈ L} ∩ {θ ∈ Rm : 〈w − ΠC(w), θ − ΠC(w)〉 ≤ 0} .
It can be shown that N satisfies Hypothesis 2.1. In addition, (A.15) ensures that x̃ is N-
adapted. Now, we are given the closed convex set C. The condition (A.15) can be written
〈gn − ΠC(gn), θ − ΠC(gn)〉 ≤ 0 ⇔
〈gn − ΠC(gn), θ − gn + gn − ΠC(gn)〉 ≤ 0 ⇔
〈gn − ΠC(gn), θ − gn〉+ 〈gn − ΠC(gn), gn − ΠC(gn)〉 ≤ 0 ⇔
〈gn − ΠC(gn), θ − gn〉 ≤ −‖gn − ΠC(gn)‖2 ⇔
〈∇Q(gn), θ − gn〉 ≤ −2 Q(gn) ,
for all θ ∈ φA(x̃(gn)) ⊃ N(gn). So by the general theorem we get approachability of the
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[79] M. Amer, A. Busson, and I. Guérin Lassous, “Association Optimization in Wi-Fi Networks: Use of an
Access-based Fairness,” in Proc. ACM MSWiM, Nov 2016, pp. 119–126.
[80] T. Han and N. Ansari, “A Traffic Load Balancing Framework for Software-Defined Radio Access Net-




[81] S.-N. Yang, S.-W. Ho, Y.-B. Lin, and C.-H. Gan, “A Multi-RAT Bandwidth Aggregation Mechanism
with Software-defined Networking,” Journal of Network and Computer Applications, vol. 61, pp. 189–
198, Feb 2016.
[82] G. Dandachi, S. Elayoubi, T. Chahed, and N. Chendeb, “Network Centric versus User Centric Multi-
homing Strategies in LTE/WiFi Networks,” IEEE Transactions on Vehicular Technology, pp. 1–1, 2016.
[83] K. Zhu, D. Niyato, and P. Wang, “Network Selection in Heterogeneous Wireless Networks: Evolution
with Incomplete Information,” in Wireless Communications and Networking Conference (WCNC), 2010
IEEE. IEEE, 2010, pp. 1–6.
[84] P. Naghavi, S. H. Rastegar, V. Shah-Mansouri, and H. Kebriaei, “Learning RAT Selection Game in 5G
Heterogeneous Networks,” IEEE Wireless Communications Letters, vol. 5, no. 1, pp. 52–55, Feb 2016.
[85] B. Kauffmann, F. Baccelli, A. Chaintreau, V. Mhatre, K. Papagiannaki, and C. Diot, “Measurement-
Based Self Organization of Interfering 802.11 Wireless Access Networks,” in INFOCOM, 2007 Proceed-
ings IEEE, pp. 1451–1459.
[86] Z. Du, Q. Wu, P. Yang, Y. Xu, and Y.-D. Yao, “User-Demand-Aware Wireless Network Selection: A
Localized Cooperation Approach,” IEEE Transactions on Vehicular Technology, vol. 63, no. 9, pp. 4492–
4507, Nov 2014.
[87] W. Wang, X. Wu, L. Xie, and S. Lu, “Femto-matching: Efficient Traffic Offloading in Heterogeneous
Cellular Networks,” in Proceedings IEEE INFOCOM, Apr 2015, pp. 325–333.
[88] W. Saad, Z. Han, R. Zheng, M. Debbah, and H. V. Poor, “A College Admissions Game for Uplink User
Association in Wireless Small Cell Networks,” in INFOCOM, 2014 Proceedings IEEE, pp. 1096–1104.
[89] B. H. Jung, N.-O. Song, and D. K. Sung, “A Network-Assisted User-Centric WiFi-Offloading Model
for Maximizing Per-User Throughput in a Heterogeneous Network,” IEEE Transactions on Vehicular
Technology, vol. 63, no. 4, pp. 1940–1945, May 2014.
[90] D. D. Nguyen, H. X. Nguyen, and L. B. White, “Reinforcement Learning With Network-Assisted
Feedback for Heterogeneous RAT Selection,” IEEE Transactions on Wireless Communications, vol. 16,
no. 9, pp. 6062–6076, Sept 2017.
[91] M. Wang, A. Dutta, S. Buccapatnam, and M. Chiang, “Regret-Minimizing Exploration in HetNets
with mmWave,” in 2016 13th Annual IEEE International Conference on Sensing, Communication, and Net-
working (SECON). IEEE, Jun 2016.
[92] J. Choi, W.-H. Lee, Y.-H. Kim, J.-H. Lee, and S.-C. Kim, “Throughput Estimation Based Distributed
Base Station Selection in Heterogeneous Networks,” IEEE Transactions on Wireless Communications,
vol. 14, no. 11, pp. 6137–6149, Nov 2015.
[93] O. Galinina, A. Pyattaev, S. Andreev, M. Dohler, and Y. Koucheryavy, “5G Multi-RAT LTE-WiFi Ultra-
Dense Small Cells: Performance Dynamics, Architecture, and Trends,” IEEE Journal on Selected Areas
in Communications, vol. 33, no. 6, pp. 1224–1240, Jun 2015.
Page 145
References
[94] X. Ge, S. Tu, G. Mao, C.-X. Wang, and T. Han, “5G Ultra-Dense Cellular Networks,” IEEE Wireless
Communications, vol. 23, no. 1, pp. 72–79, 2016.
[95] M. Bennis, M. Simsek, A. Czylwik, W. Saad, S. Valentin, and M. Debbah, “When Cellular Meets WiFi
in Wireless Small Cell Networks,” IEEE Communications Magazine, vol. 51, no. 6, pp. 44–50, June 2013.
[96] M. Haenggi, J. Andrews, F. Baccelli, O. Dousse, and M. Franceschetti, “Stochastic Geometry and Ran-
dom Graphs for the Analysis and Design of Wireless Networks,” IEEE Journal on Selected Areas in
Communications, vol. 27, no. 7, pp. 1029–1046, Sep 2009.
[97] M. H. Cheung, F. Hou, J. Huang, and R. Southwell, “Congestion-Aware DNS for Integrated Cellular
and Wi-Fi Networks,” IEEE Journal on Selected Areas in Communications, vol. 35, no. 6, pp. 1269–1281,
June 2017.
[98] Q. Wu, Z. Du, P. Yang, Y. D. Yao, and J. Wang, “Traffic-Aware Online Network Selection in Heteroge-
neous Wireless Networks,” IEEE Transactions on Vehicular Technology, vol. 65, no. 1, pp. 381–397, Jan
2016.
[99] X. Li, R. Cao, and J. Hao, “An Adaptive Learning Based Network Selection Approach for 5G Dynamic
Environments,” Entropy, vol. 20, no. 4, p. 236, 2018.
[100] N. Abbas, T. Bonald, and B. Sayrac, “How Mobility Impacts the Performance of Inter-Cell Coordina-
tion in Cellular Data Networks,” in 2015 IEEE Global Communications Conference (GLOBECOM), Dec
2015, pp. 1–6.
[101] F. Giust, C. J. Bernardos, and A. de la Oliva, “Analytic Evaluation and Experimental Validation of a
Network-Based IPv6 Distributed Mobility Management Solution,” IEEE Transactions on Mobile Com-
puting, vol. 13, no. 11, pp. 2484–2497, Nov 2014.
[102] L. Chen and D. B. Hoang, “Addressing Data and User Mobility Challenges in the Cloud,” in Cloud
Computing (CLOUD), 2013 IEEE Sixth International Conference on. IEEE, 2013, pp. 549–556.
[103] H. Zhang, X. Chu, W. Guo, and S. Wang, “Coexistence of Wi-Fi and Heterogeneous Small Cell Net-
works Sharing Unlicensed Spectrum,” IEEE Communications Magazine, vol. 53, no. 3, pp. 158–164,
March 2015.
[104] F. Giust, L. Cominardi, and C. J. Bernardos, “Distributed Mobility Management for Future 5G Net-
works: Overview and Analysis of Existing Approaches,” IEEE Communications Magazine, vol. 53, no. 1,
pp. 142–149, January 2015.
[105] A. J. Nicholson and B. D. Noble, “Breadcrumbs: Forecasting Mobile Connectivity,” in Proceedings of
the 14th ACM International Conference on Mobile Computing and Networking. ACM, 2008, pp. 46–57.
[106] A. Balasubramanian, R. Mahajan, and A. Venkataramani, “Augmenting Mobile 3G Using WiFi,” in




[107] M. Zhao and W. Wang, “A Unified Mobility Model for Analysis and Simulation of Mobile Wireless
Networks,” Wireless Networks, vol. 15, no. 3, pp. 365–389, 2009.
[108] O. N. Gharehshiran, V. Krishnamurthy, and G. Yin, “Distributed Tracking of Correlated Equilibria in
Regime Switching Noncooperative Games,” IEEE Transactions on Automatic Control, vol. 58, no. 10, pp.
2435–2450, 2013.
[109] M. Benaı̈m, J. Hofbauer, and S. Sorin, “Stochastic Approximations and Differential Inclusions,” SIAM
Journal on Control and Optimization, vol. 44, no. 1, pp. 328–348, 2005.
[110] C. Bettstetter, “Smooth is Better than Sharp: A Random Mobility Model for Simulation of Wireless
Networks,” in Proceedings of the 4th ACM International Workshop on Modeling, Analysis and Simulation
of Wireless and Mobile Systems. ACM, 2001, pp. 19–27.
[111] V. Krishnamurthy, Partially Observed Markov Decision Processes From Filtering to Controlled Sensing.
Cambridge University Press, 2016.
[112] G. Chalkiadakis, E. Elkind, and M. Wooldridge, “Cooperative Game Theory: Basic Concepts and
Computational Challenges,” IEEE Intelligent Systems, vol. 27, no. 3, pp. 86–90, May 2012.
[113] S. Ross and B. Chaib-draa, “Satisfaction Equilibrium: Achieving Cooperation in Incomplete Informa-
tion Games,” in Advances in Artificial Intelligence, L. Lamontagne and M. Marchand, Eds. Springer
Berlin Heidelberg, 2006, pp. 61–72.
[114] S. Gelly and D. Silver, “Combining Online and Offline Knowledge in UCT,” in Proceedings of the 24th
international conference on Machine learning. ACM, 2007, pp. 273–280.
[115] J. Laumonier, “Reinforcement Using Supervised Learning for Policy Generalization,” in Proceedings
of The National Conference on Artificial Intelligence, vol. 22, no. 2. Menlo Park, CA; Cambridge, MA;
London; AAAI Press; MIT Press; 1999, 2007, p. 1882.
[116] S. Dini and M. Serrano, “Combining Q-Learning with Artificial Neural Networks in
an Adaptive Light Seeking Robot,” Swarthmore College, 2012. [Online]. Available:
https://www.cs.swarthmore.edu/meeden/cs81/s12/papers/MarkStevePaper.pdf.
[117] S. Lange, T. Gabel, and M. Riedmiller, “Batch reinforcement learning,” in Reinforcement learning.
Springer, 2012, pp. 45–73.
[118] T. Nishi, P. Doshi, M. R. James, and D. Prokhorov, “Actor-Critic for Linearly-Solvable Continuous
MDP with Partially Known Dynamics,” arXiv preprint arXiv:1706.01077, 2017.
[119] H. X. Nguyen, T. Pham, K. Hoang, D. D. Nguyen, and E. Parsonage, “A Prototype of Policy Defined
Wireless Access Networks,” in 2016 26th International Telecommunication Networks and Applications Con-
ference (ITNAC), Dec 2016, pp. 101–106.
[120] H. Kushner and G. G. Yin, Stochastic Approximation and Recursive Algorithms and Applications. Springer




Duong Duc Nguyen was born in Danang, Vietnam, in 1986.
He received his B.Sc. degree (first class Hons) in electronic
communication systems from University of Plymouth and
his M.Sc. degree (merit) in mobile and personal communica-
tions from King’s College London, United Kingdom, in 2008
and 2009, respectively. He started his Ph.D degree at the
School of Electrical and Electronic Engineering, University
of Adelaide in 2014. His research interests include machine
learning and signal processing techniques for emerging 5G
wireless networks, in particular the application of adaptive
reinforcement learning to resource allocation.
Before coming to Australia, Mr. Duong Duc Nguyen received the Third Prize in the Viet-
namese National Physics Competition for Senior High school students in 2004 and won
a government scholarship from Danang City of Vietnam for study abroad in the United
Kingdom. In September 2014, he received the Beacon of Enlightenment Scholarship to un-
dertake his Doctor of Philosophy degree in Adelaide. During his postgraduate study, he
received the Travel Grant of the 2016 ITNAC Conference. He has served as a reviewer for
the IEEE Transactions on Systems, Man, and Cybernetics: Systems, the IEEE Communications
Magazine and the REV Journal on Electronics and Communications.
Duong Duc Nguyen
duong.nguyen@adelaide.edu.au
Page 149
