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TIME ANALYTICITY FOR INHOMOGENEOUS PARABOLIC
EQUATIONS AND THE NAVIER-STOKES EQUATIONS IN THE
HALF SPACE
HONGJIE DONG AND XINGHONG PAN
Abstract. We prove the time analyticity for weak solutions of inhomogeneous
parabolic equations with measurable coefficients in the half space with either
the Dirichlet boundary condition or the conormal boundary condition under
the assumption that the solution and the source term have the exponential
growth of order 2 with respect to the space variables. We also obtain the time
analyticity for bounded mild solutions of the incompressible Navier-Stokes
equations in the half space with the Dirichlet boundary condition. Our work
is an extension of the recent work in [9, 28], where the authors proved the time
analyticity of solutions to the homogeneous heat equation and the Navier-
Stokes equations in the whole space.
1. Introduction
For parabolic equations, it is well known that solutions are analytic in the space
variables under reasonable conditions on the coefficients and data. In fact, the
space analyticity is a local property, meaning that to show the space analyticity
at a given point, we only need to impose conditions in a neighborhood of it. In
contrast, the time analyticity of solutions is a more delicate issue and is false in
general. For example, it is not difficult to construct a solution of the heat equation
in a finite space-time cylinder, which is not time analytic in a sequence of moments.
The time analyticity is not a local property, so we need to impose certain growth
conditions on solutions and data at infinity. Under additional assumptions, there
are many time-analyticity results for the heat equation and other parabolic type
equations. See, for example, [26, 22, 20, 12, 10].
In a related development, there have been increasing interest in the study of
ancient solutions of parabolic equations, solutions that exist for all negative time. In
[25], the authors proved that sublinear ancient solutions are constants. Later, it was
shown in [21] that the space dimension of ancient solutions of polynomial growth is
finite and these solutions are polynomials in time. In [5], a sharp dimension estimate
was established. See also the papers [2, 6] for applications in the study of mean
curvature flow on manifolds, and [16] for the graph case. In a recent paper [28], the
author observed that the ancient solution of heat equations with exponential growth
with respect to the space variables is analytic in time. This result was extended
in [9] to solutions with exponential growth of order 2 with respect to the space
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variables, which is a sharp condition. Moreover, the time analyticity of bounded
mild solutions for the incompressible Navier-Stokes equations was also proved in [9]
by using a real-variable argument.
The goal of this paper is to extend the result in [9] and [28] to inhomogeneous par-
abolic equations and the Navier-Stokes equations in the half space. More precisely,
our first main result is the time analyticity for weak solutions of inhomogeneous
parabolic equations with time-independent measurable coefficients in the half space
with either the Dirichlet or the conormal boundary condition, under the assumption
that the solution and the source term have the exponential growth of order 2 with
respect to the space variables. For the proof, we first reformulate the problem to
the whole space case by using the odd and even extensions. Then we apply an iter-
ation argument used in [9] to estimate high-order time derivatives of the solution.
See (2.19) below. We note that the method here can be applied to more general
linear or nonlinear parabolic equations with inhomogeneous source terms.
For the Navier-Stokes equations, the space analyticity of solutions has been stud-
ied extensively in the literature. See, for example, [17, 15, 14, 7, 1, 3, 27] and the
references therein. There are also many work regarding the time analyticity for
the Navier-Stokes equations. In a four-page note [4], the authors proved that any
bounded mild solution of the 3D Navier-Stokes equations is time analytic if the
gradient of the solution and the pressure have sublinear growth with respect to the
space variables and the solution converges a constant vector as x → ∞. The time
analyticity with values in an L2-based Gevrey class of periodic functions was proved
for the Navier-Stokes equations in [11]. In [12], the time analyticity was obtained
for any weak solution in C((0, T ),W 1,p(Ω)) for n/2 < p <∞ in a bounded smooth
domain with the Dirichlet boundary condition. Later, Giga-Jo-Mahalov-Yoneda
[13] proved the time analyticity of bounded uniformly continuous mild solutions to
the Navier-Stokes equations with the Coriolis force and spatially almost periodic
data. In [19], the author studied the analyticity radius of the space periodic so-
lutions of the 2D Navier-Stokes equations. We point out that the proofs in these
papers are based on a complexification argument. In a recent interesting paper, by
using a direct energy-based method, Camliyurt-Kukavica-Vicol [3] established the
instantaneous space-time analyticity and Gevrey regularity for the Navier-Stokes
equations in the half space under the assumption that the initial data belongs to
H10 (R
n
+) ∩H4(Rn+) and satisfies suitable compatibility conditions.
Our second main objective of this paper is to prove the time analyticity of the
bounded mild solution for the Navier-Stokes equations in the half space with the
Dirichlet boundary condition. Compared to the results in [4, 12, 19], we consider
the equations in the half space and we do not impose any gradient and pressure
controls, periodicity or the global integrability assumptions on the solutions. Also,
in contrast to [13], we prove the time analyticity by using a real-variable argument
and we do not impose any (almost) periodicity condition. Finally, different from
[3] in which solutions are assumed to be in the energy space, we consider bounded
and continuous solutions which may not decay at the space infinity. Let us briefly
describe the method of our proof. First we recall the formulation of mild solutions in
the half space, which is given by convolutions of certain kernels with the initial data,
the source term, and the square of the solution. See (3.11) below. These kernels
have certain integrability properties, which ensure the local-in-time solvability of
the initial value problem. In order to prove the time analyticity, we estimate higher
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order time derivatives of the solution. Here the difficulty is that we cannot directly
take the time derivatives of the kernels because their derivatives are in general not
integrable in space-time. To this end, we follow a technique used in [9] by using an
algebraical manipulation of the kernels. Finally, by induction we bound the k-th
order time derivative of the bounded mild solution by Mk+1kkt−k for any t > 0 for
some large constant M , which implies the time analyticity of the solution.
We will present our results in Section 2 for linear parabolic equations and in
Section 3 for the Navier-Stokes equations, respectively. The symbol ... . ... stands
for ... ≤ C... for a positive constant C. The notation C with or without indices
denotes a positive constant whose value may change from line to line. We use ∂i
to denote ∂xi for i = 1, 2, . . . , n. Throughout the paper, the summation convention
over repeated indices are used. Let (t0, x0) be a given space-time point in R
n+1.
We denote the parabolic cylinder in Rn+1 by
Qr(t0, x0) :=
{
(t, x) : |x− x0| < r, t ∈ (t0 − r2, t0)
}
and the space ball by
Br(x0) := {x : |x− x0| < r} .
Sometimes, we will ignore the center point (t0, x0) to denote Qr(t0, x0) by Qr
and Br(x0) by Br if no confusion is caused. We also write x = (x
′, xn) with
x′ = (x1, x2, . . . , xn−1) ∈ Rn−1.
2. Inhomogeneous parabolic equations in the half space
In this section, we consider the time analyticity of the divergence form parabolic
equations
∂tu− ∂i(aij(x)∂ju) = ∂ifi(t, x) in (−2, 0]× Rn+ (2.1)
with the Dirichlet boundary condition
u|xn=0 = 0 (2.2)
or the conormal boundary condition
(anj∂ju+ fn)|xn=0 = 0. (2.3)
Here (aij)1≤i,j≤n are bounded measurable functions and satisfy the uniform ellip-
ticity condition, i.e., there exist two constants 0 < λ < Λ < +∞ such that
λ|ξ|2 ≤ aij(x)ξiξj , |aij | ≤ Λ for ξ = (ξ1, . . . , ξn) ∈ Rn. (2.4)
We state the main result of this section as the following theorem.
Theorem 2.1. Let u be a weak solution of (2.1) with boundary condition (2.2) or
(2.3). Assume that
|u(t, x)| ≤ A1eA2|x|
2
in (−2, 0]× Rn+, (2.5)
and the source term fi satisfies
|∂kt fi(t, x)| ≤ A1CkkkeA2|x|
2
in (−2, 0]× Rn+, k ∈ {0} ∪ N, 1 ≤ i ≤ n. (2.6)
Then u = u(t, x) is analytic in time at any point (t0, x) for t0 ∈ [−1, 0] with the
radius δ depending only on n, A2, λ, and Λ. Moreover, we have for any t ∈
[t0 − δ, t0 + δ],
u(t, x) =
+∞∑
j=0
dj(t0, x)
(t− t0)j
j!
4 H. DONG AND X. PAN
with
|dj(t0, x)| ≤ A1Aj+13 jje2A2|x|
2
,
where A3 depends only on n, A2, λ, and Λ.
Remark 2.2. The result in Theorem 2.1 also holds for more general linear parabolic
equations
∂tu− ∂i(aij(x)∂ju) + bi(x)∂iu+ ∂i(b˜i(x)u) + c(x)u = f(t, x) + ∂ifi(t, x)
with bounded and measurable coefficients bi, b˜i, and c, and data f satisfying suit-
able growth condition. In this paper we do not make this generalization since the
essential idea of the proof is the same as that in Theorem 2.1.
The first step of our proof is to extend our problem to be the one in the whole
space by using odd and even extensions. This is possible because we do not impose
any regularity assumption on the coefficients and data with respect to x.
2.1. Reformulation in the whole space. We take different extensions for the
Dirichlet and conormal boundary conditions.
Case 1: The Dirichlet boundary condition.
If the boundary condition is given by (2.2), we make the following extension.
For (t, x) ∈ (−2, 0]× Rn, let
u˜(t, x) = sgn (xn)u(t, x
′, |xn|),
f˜i(t, x) =
{
sgn (xn)fi(t, x
′, |xn|), i 6= n,
fi(t, x
′, |xn|), i = n,
and
a˜ij(t, x) =
{
sgn (xn)aij(t, x
′, |xn|), i 6= n, j = n or i = n, j 6= n,
aij(t, x
′, |xn|), otherwise.
Case 2: The conormal boundary condition.
If the boundary condition is given by (2.3), we make the following extension.
For (t, x) ∈ (−2, 0]× Rn, let
u˜(t, x) = u(t, x′, |xn|),
f˜i(t, x) =
{
fi(t, x
′, |xn|), i 6= n,
sgn (xn)fi(t, x
′, |xn|), i = n,
and
a˜ij(t, x) =
{
sgn (xn)aij(t, x
′, |xn|), i 6= n, j = n or i = n, j 6= n,
aij(t, x
′, |xn|), otherwise.
In both cases, it is easily seen that u˜ is a weak solution of the following equation
in the whole space (−2, 0]× Rn:
∂tu˜− ∂i(a˜ij(x)∂j u˜) = ∂if˜i(t, x) (2.7)
with a˜ij satisfying the assumption (2.4) and u˜ and f˜i satisfying the assumptions
(2.5) and (2.6) in Theorem 2.1. Moreover, according to our extensions, u˜ ≡ u in the
half space (−2, 0]× Rn+. Later on, we will prove the time analyticity for solutions
of (2.7). For simplicity, we will drop the tildes in (2.7) if no confusion is caused.
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2.2. Proof of Theorem 2.1. First we state two useful lemmas. The first one is the
Caccioppoli inequality (energy estimates) and the other is the local boundedness
estimate for (2.7). Their proofs are standard and thus omitted.
Lemma 2.3 (Caccioppoli inequality). Let 0 < r < R <∞ and u be a weak solution
of (2.7). Then we have
‖∇u‖L2(Qr) ≤
C
R− r ‖u‖L2(QR) + C
n∑
i=1
‖fi‖L2(QR), (2.8)
where the constant C depends only on λ, Λ, and n.
Lemma 2.4 (Local boundedness estimate). Let p > n+2 and u be a weak solution
of (2.7). Then we have the following
‖u‖L∞(QR/2) ≤ CR−1−n/2‖u‖L2(QR) + CR1−(n+2)/p
n∑
i=1
‖fi‖Lp(QR) (2.9)
for any 0 < R <∞, where the constant C depends only on λ, Λ, p, and n.
Using the local boundedness estimate (2.9) and by setting R = 1/
√
k, k ∈ N,
and p =∞, we have
sup
Q 1
2
√
k
(t0,x0)
|u|
≤ C(
√
k)
n
2+1‖u‖L2(Q 1√
k
(t0,x0)) + C(
√
k)−1
n∑
i=1
‖fi‖L∞(Q 1√
k
(t0,x0)). (2.10)
Note that for any l ∈ N, ∂ltu is a solution of the following equation
∂t∂
l
tu− ∂i(aij(x)∂j∂ltu) = ∂i∂ltfi(t, x), (t, x) ∈ (−∞, 0]× Rn. (2.11)
To be rigorous, here and in the sequel we need to first take the finite-difference
quotients and then pass to the limit. From (2.10), we get
sup
Q 1
2
√
k
(t0,x0)
|∂ltu| ≤C(
√
k)
n
2+1‖∂ltu‖L2(Q 1√
k
(t0,x0))
+ C(
√
k)−1
n∑
i=1
‖∂ltfi‖L∞(Q 1√
k
(t0,x0)).
(2.12)
Before proceeding further, we give a useful lemma.
Lemma 2.5. Let u be a weak solution of (2.7) and ∂tu ∈ L2. For any 0 < r < +∞
and S < T , denote (S, T )×Br(0) by Q. For δ > 0, define
Qδ :=
⋃
z∈Q
Qδ(z).
Then we have,
‖∂tu‖L2(Q) ≤ Cδ
n∑
i=1
‖∂tfi‖L2(Qδ) + Cδ−1
(
‖∇u‖L2(Qδ) +
n∑
i=1
‖fi‖L2(Qδ)
)
,
where C depends only on λ,Λ, and n.
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The essential idea of proving Lemma 2.5 comes from [8], where the authors
considered the case fi ≡ 0. For completeness, we present the proofs here for the
case fi 6≡ 0.
Proof. Set
rk =
k∑
l=1
δ
2l
, sk =
rk + rk+1
2
, k = 1, 2, . . . .
Denote
Q(0) := Q, Q(k) := Qrk , and Q˜(k) := Qsk , for k = 1, 2, . . . .
Let
Ak = ‖∂tu‖L2(Q(k)) for k = 0, 1, 2, . . . ,
and
B = ‖∇u‖L2(Qδ) +
n∑
i=1
‖fi‖L2(Qδ).
Denote by ψk(t, x) a smooth function which vanishes near ∂Q˜
(k) and satisfies
ψk(t, x) = 1 in Q
(k), |∇ψk|2 + |∂tψk| ≤ C
(
2k/δ
)2
.
Testing (2.7) with ∂tuψ
2
k, we get∫
Q˜(k)
(∂tu)
2ψ2k +
∫
Q˜(k)
(
aij∂ju+ fi
)
∂i(∂tuψ
2
k) = 0.
Then by Young’s inequality,∫
Q˜(k)
(∂tu)
2ψ2kdyds
=−
∫
Q˜(k)
(
aij∂i∂tu∂juψ
2
k + 2aijψk∂tu∂ju∂iψk + fi∂i∂tuψ
2
k + 2fi∂tuψk∂iψk
)
≤C
∫
Q˜(k)
|∇∂tu||∇u|ψ2k +
1
4
∫
Q˜(k)
(ψk∂tu)
2 + C
∫
Q˜(k)
|∇u|2|∇ψk|2
+
∫
Q˜(k)
n∑
i=1
|fi||∇∂tu|ψ2k +
1
4
∫
Q˜(k)
(ψk∂tu)
2 + 4
∫
Q˜(k)
n∑
i=1
|fi|2|∇ψk|2.
The above inequality implies that for any ε > 0,
Ak ≤ ε‖∇∂tu‖L2(Q˜(k)) + C
(
2kδ−1 + ε−1
)
B, (2.13)
where C depends only on Λ and n.
Since ∂tu satisfies
∂t∂tu− ∂i(aij(x)∂j∂tu) = ∂i∂tfi(t, x),
by using the Caccioppoli inequality (2.8), we have
‖∇∂tu‖L2(Q˜(k)) ≤ C
2k
δ
‖∂tu‖L2(Q(k+1)) + C
n∑
i=1
‖∂tfi‖L2(Q(k+1)). (2.14)
Inserting (2.14) into (2.13), we get
Ak ≤ εC2
k
δ
Ak+1 + Cε
n∑
i=1
‖∂tfi‖L2(Q(k+1)) + C
(
2kδ−1 + ε−1
)
B.
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By choosing ε = δ
3C2k
, we obtain that
Ak ≤ 1
3
Ak+1 + C
δ
2k
n∑
i=1
‖∂tfi‖L2(Qδ) + C
2k
δ
B. (2.15)
Multiplying both sides of (2.15) by 3−k and summing over k, we get
∞∑
k=0
3−kAk ≤
∞∑
k=1
3−kAk +
∞∑
k=0
n∑
i=1
Cδ
6k
‖∂tfi‖L2(Qδ) +
C
δ
∞∑
k=0
(2
3
)k
B.
Therefore, by absorbing the first summation on the right-hand of the above in-
equality, we get
A0 ≤ Cδ
n∑
i=1
‖∂tfi‖L2(Qδ) +
C
δ
B.
This proves the lemma. 
Now we continue the proof of Theorem 2.1. For integers j = 1, 2, . . . , k + 1,
consider the domains
Ω1j =
{
(t, x)
∣∣|x− x0| < j√
k
, t ∈ (t0 − j
k
, t0)
}
,
Ω2j =
{
(t, x)
∣∣|x− x0| < j + 0.5√
k
, t ∈ (t0 − j + 0.5
k
, t0)
}
.
It is easily seen that for j = 1, 2, . . . , k,
Ω1j ⊂ Ω2j ⊂ Ω1j+1 ⊂ Ω1k+1.
From Lemma 2.5, we get
‖∂tu‖L2(Ω1j ) ≤
C√
k
n∑
i=1
‖∂tfi‖L2(Ω2j ) + C
√
k
(
‖∇u‖L2(Ω2j) +
n∑
i=1
‖fi‖L2(Ω2j )
)
.
Therefore,
‖∂tu‖L2(Ω1j ) ≤ C
√
k
(
‖∇u‖L2(Ω2j ) +
n∑
i=1
‖(fi, k−1∂tfi)‖L2(Ω2j )
)
. (2.16)
Again using (2.8), we have
‖∇u‖L2(Ω2j ) ≤ C
√
k‖u‖L2(Ω1j+1) + C
n∑
i=1
‖fi‖L2(Ω1j+1). (2.17)
The above inequalities (2.16) and (2.17) indicate that
‖∂tu‖L2(Ω1j ) ≤ Ck‖u‖L2(Ω1j+1) + C
√
k
n∑
i=1
‖(fi, k−1∂tfi)‖L2(Ω1
k+1
).
Since ∂ltu also satisfies (2.11), we have
‖∂l+1t u‖L2(Ω1j ) ≤ Ck‖∂
l
tu‖L2(Ω1j+1) + C
√
k
n∑
i=1
‖(∂ltfi, k−1∂l+1t fi)‖L2(Ω1k+1).
By iterating over l from k − 1 to 0, we get
‖∂kt u‖L2(Ω11) ≤ C
kkk‖u‖L2(Ω1k+1) +
k∑
l=0
n∑
i=1
Ck−l+1kk−l−1/2‖∂ltfi‖L2(Ω1k+1). (2.18)
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Combining (2.12) and (2.18), we have
|∂kt u(t0, x0)|
≤Ck+1kk+ n+24 ‖u‖L2(Ω1k+1) + C(
√
k)−1
n∑
i=1
‖∂kt fi‖L∞(Q 1√
k
)
+ Ck
n+2
4
k∑
l=0
n∑
i=1
Ck−l+1kk−l−1/2‖∂ltfi‖L2(Ω1k+1).
Now suppose that u and f satisfy the bounds in (2.5) and (2.6). Substituting these
into the above inequality and using Ho¨lder’s inequality, we get
|(∂kt u)(t0, x0)| ≤ A1Ak+13 e2A2|x0|
2
kk (2.19)
for some A3 depending only on n, A2, λ, and Λ. Fixing an R > 0, for any x ∈ BR(0),
t0 ∈ [−1, 0], and any j ∈ N, by Taylor’s formula, we have
u(t, x)−
j−1∑
i=0
∂itu(t0, x)
(t − t0)i
i!
= ∂jt u(τ, x)
(t− t0)j
j!
, (2.20)
where τ = τ(t, t0, x, j) lies between t and t0. When |t − t0| ≤ δ for a sufficiently
small δ > 0, we see that the right-hand side of (2.20) converges to zero when j goes
to infinity, which means that u(t, x) is analytic in time at t = t0 with the radius δ.
Hence by letting j →∞, we have
u(t, x) =
∞∑
j=0
dj(t0, x)
(t− t0)j
j!
for |t− t0| ≤ δ, x ∈ BR(0), t ∈ [−1, 0]
with dj(t0, x) = ∂
j
tu(t0, x) satisfying
|dj(t0, x)| ≤ A1Ak+13 e2A2|x|
2
jj
for some A3 depending only on n, A2, λ, and Λ.
3. The Navier-Stokes equations in the half space
3.1. Bounded mild solutions in the half space. Let us recall some basic facts
from [18, 24, 23] about the initial-boundary problem of the linear Stokes equations
with u = (u1, . . . , un) : (0,∞)× Rn+ → Rn:

∂tu+∇p−∆u = f, div u = 0,
u(0, x) = u0(x),
u(t, x)|xn=0 = 0,
(3.1)
where u0(x) satisfies
∇ · u0(x) = 0, u0|xn=0 = 0.
First let us assume that f(t, x) is a smooth vector field and decays sufficiently fast
at infinity. We decompose f(t, x) into the gradient and solenoidal parts by the
standard formula
f(t, x) = ∇Φ(t, x) +Qf(t, x) = Pf +Qf,
where
Φ(t, x) = −
∫
R
n
+
∇yN(x, y) · f(t, y) dy,
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N(x, y) = E(x − y) + E(x− y∗)
is the Green function of the Neumann problem for the Laplace operator in the half
space, and
E(z) =


− 1
n(n− 2)α(n) |z|
2−n, n > 2,
1
2pi
ln |z|, n = 2
is the fundamental solution of the Laplace operator. Here α(n) denotes the volume
of the unit ball in Rn and y∗ = (y′,−yn). Thus,
Qf(t, x) = f(t, x) +∇x
∫
R
n
+
∇yN(x, y) · f(t, y) dy
satisfies the condition
div Qf = 0, (Qf)n|xn=0 = 0.
The solution of (3.1) has the representation formula
ui(t, x) =
∫
R
n
+
Gij(t;x, y)u0j(y) dy +
∫ t
0
∫
R
n
+
Gij(t− τ ;x, y)(Qf)j(τ, y) dydτ.
See, for instance, Page 1727 of [24]. The elements of the matrix G are given by
Gij(t;x, y) =δij(Γ(t, x − y)− Γ(t, x− y∗))
+ 4(1− δjn)∂xj
∫ xn
0
∫
Rn−1
∂xiE(x− z)Γ(t, z − y∗)dz,
where Γ(t, x) is the fundamental solution of the heat equation. Moreover, if we
write Gij as
Gij = δijΓ(t, x− y) +G∗ij , (3.2)
then G∗ij have the following estimate.
Proposition 3.1 (Equation (2.38) of [23]). For any multi-indices m = (m′,mn)
and k = (k′, kn), the kernel functions G
∗
ij(t;x, y) satisfy
|∂st ∂kx∂my G∗ij(t;x, y)|
≤ CsssCk,mt−s−
mn
2 (t+ x2n)
− kn2 (|x − y∗|2 + t)−n+|k
′|+|m′|
2 e−
cy2n
t ,
where C is a constant independent of s and Ck,m depends only on k and m.
Remark 3.2. Equation (2.38) of [23] contains a less explicit constant Cs,k,m, which
depends on k,m and s. By an inspection of the proof in [23], we see that it can be
replaced with CsssCk,m.
Now in order to define mild solutions of the Navier-Stokes equations, we assume
that the source term f is in the divergence form f = ∇·F , where F = (Fij)1≤i,j≤n
with Fnm|xn=0 = 0 for m = 1, 2, . . . , n. The j-th component of ∇ · F is given by
[∇ · F ]j =
n∑
i=1
∂iFij .
Next we give the representation of Q(∇ · F ). As was shown in Proposition 3.1
of [18],
Q(∇ · F ) = ∇ · F ′,
10 H. DONG AND X. PAN
where
F ′km =Fkm − δkmFnn + (1− δnk)∂xm
[ n∑
q=1
∫
R
n
+
∂yqN(x, y)Fkq(t, y) dy
+
∫
R
n
+
(
∂ynN(x, y)Fnk(t, y)− ∂ykN(x, y)Fnn(t, y)
)
dy
]
.
(3.3)
Before proceeding further, we give some notation and equalities. Denote
N−(x, y) = E(x− y)− E(x− y∗),
which is the Green function of the Dirichlet problem for the Laplace operator in
the half space. Let β and γ take values in {1, 2, . . . , n − 1}, and i, j, k, m, and q
take values in {1, 2, . . . , n}. It is easily seen that
∂yγN(x, y) = −∂xγN(x, y),
∂yγN
−(x, y) = −∂xγN−(x, y),
∂ynN(x, y) = −∂xnN−(x, y).
(3.4)
Now from (3.3), we have
F ′nm = Fnm − δnmFnn, m = 1, 2, . . . , n. (3.5)
Using (3.3) and (3.4), we have
F ′βγ =Fβγ − δβγFnn + ∂xγ
( n∑
q=1
∫
R
n
+
∂yqN(x, y)Fβq(t, y) dy
+
∫
R
n
+
(
∂ynN(x, y)Fnβ(t, y)− ∂yβN(x, y)Fnn(t, y)
)
dy
)
=Fβγ − δβγFnn − ∂xγ
n−1∑
q=1
∫
R
n
+
∂xqN(x, y)Fβq(t, y) dy
− ∂xγ
∫
R
n
+
∂xnN
−(x, y)Fβn(t, y) dy
− ∂xγ
∫
R
n
+
∂xnN
−(x, y)Fnβ(t, y) + ∂xγ
∫
R
n
+
∂xβN(x, y)Fnn(t, y) dy.
(3.6)
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Using the properties of E(x, y), we rewrite F ′βn as follows. From (3.3) and (3.4),
we have
F ′βn =Fβn + ∂xn
[ n∑
q=1
∫
R
n
+
∂yqN(x, y)Fβq(t, y) dy
+
∫
Rn+
(
∂ynN(x, y)Fnβ(t, y)− ∂yβN(x, y)Fnn(t, y)
)
dy
]
=Fβn −
n−1∑
γ=1
∂xγ
∫
R
n
+
∂xnN(x, y)Fβγ(t, y) dy + ∂xβ
∫
R
n
+
∂xnN(x, y)Fnn(t, y) dy
− ∂2xn
∫
Rn+
N−(x, y)(Fβn + Fnβ)(t, y) dy
=Fβn −
n−1∑
γ=1
∂xγ
∫
Rn+
∂xnN(x, y)Fβγ(t, y) dy + ∂xβ
∫
Rn+
∂xnN(x, y)Fnn(t, y) dy
+ (−∆x +
n−1∑
γ=1
∂2xγ )
∫
Rn+
N−(x, y)(Fβn + Fnβ)(t, y) dy
=Fβn −
n−1∑
γ=1
∂xγ
∫
Rn+
∂xnN(x, y)Fβγ(t, y) dy + ∂xβ
∫
Rn+
∂xnN(x, y)Fnn(t, y) dy
− (Fβn + Fnβ) +
n−1∑
γ=1
∂2xγ
∫
Rn+
N−(x, y)(Fβn + Fnβ)(t, y) dy.
(3.7)
Here in the second equality, we used (3.4), and in the fourth equality, we used
that N− is the Green function of the Dirichlet problem for the Laplace operator in
the half space. Thus, inserting (3.5), (3.6) and (3.7) into ∇ · F ′ and by a simply
calculation, we get
[Q(∇ · F )]j = ∇ · F ′ =
n∑
k=1
∂xkFkj − ∂xjFnn −
n−1∑
β=1
∂xβ (Fβn + Fnβ)δnj + hj ,
where hj has the form
hj =
∑
β,γ,q,k,l
Cjβγqkl∂
2
xβxγ
∫
R
n
+
∂xqN
±(x, y)Fkl(t, y) dy (3.8)
and Cjβγqkl are constants. Now we use integration by parts to obtain∫ t
0
∫
Rn+
Gij(t− τ ;x, y)[Q(∇ · F )]j(τ, y) dydτ
=
∫ t
0
∫
Rn+
Gij(t− τ ;x, y)
[
∂ykFkj − ∂yjFnn − ∂yβ (Fβn + Fnβ)δnj + hj
]
(τ, y) dydτ
=−
∫ t
0
∫
Rn+
∂ykGij(t − τ ;x, y)Fkj(τ, y) dydτ +
∫ t
0
∫
Rn+
∂yjGij(t− τ ;x, y)Fnn(τ, y) dydτ
+
∫ t
0
∫
Rn+
∂yβGin(t − τ ; x, y)(Fβn + Fnβ)(τ, y) dydτ
+
∫ t
0
∫
Rn+
Gij(t − τ ; x, y)hj(τ, y) dydτ
︸ ︷︷ ︸
Ii
.
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By (3.8), we further calculate Ii as
Ii =
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
Rn
+
Gij(t − τ ; x, y)∂
2
yβyγ
∫
Rn
+
∂yqN
±(y, z)Fkl(τ, z) dzdydτ
=
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
Rn+
Gij(t − τ ; x, z)∂
2
zβzγ
∫
Rn+
∂zqN
±(z, y)Fkl(τ, y) dydzdτ
=
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
Rn+
Gij(t − τ ; x, z)
∫
Rn+
[
∂2yβyγ∂zqN
±(z, y)
]
Fkl(τ, y) dydzdτ
=
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
Rn
+
[
∂2yβyγ
∫
Rn
+
Gij(t− τ ;x, z)∂zqN
±(z, y)dz
]
Fkl(τ, y) dydτ.
Set
Kijq(t;x, y) =
∫
R
n
+
Gij(t;x, z)∂zqN
±(z, y) dz.
Then we have
Ii =
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
R
n
+
∂2yβyγKijq(t− τ ;x, y)Fkl(τ, y) dydτ.
Proposition 3.3 (Proposition 3.1 of [24]). The kernels Kijq satisfy
|∂st ∂k
′
y′Kijq(t;x, y)| ≤ CsssCk′t−s(|x− y|2 + t)−
n−1+|k′|
2 .
Now if the source term on the right-hand side of (3.1) is f = ∇ ·F , the solution
is given by
ui(t, x) =
∫
Rn
+
Gij(t; x, y)u0j (y) dy +
∫ t
0
∫
Rn
+
Gij(t − τ ;x, y)[Q(∇ · F )]j(τ, y) dydτ
=
∫
Rn+
Gij(t; x, y)u0j (y) dy −
n∑
k,j=1
∫ t
0
∫
Rn+
∂ykGij(t − τ ; x, y)Fkj(τ, y) dydτ
+
n∑
j=1
∫ t
0
∫
Rn+
∂yjGij(t − τ ;x, y)Fnn(τ, y) dydτ
+
n−1∑
β=1
∫ t
0
∫
Rn+
∂yβGin(t− τ ;x, y)(Fβn + Fnβ)(τ, y) dydτ
+
∑
j,β,γ,q,k,l
Cjβγqkl
∫ t
0
∫
R
n
+
∂2yβyγKijq(t − τ ; x, y)Fkl(τ, y) dydτ.
(3.9)
For the incompressible Navier-Stokes equations in the half space

∂tu+ u · ∇u−∆u+∇p = ∇ · F,
div u = 0,
u(0, x) = u0(x),
u(t, x)|xn=0 = 0,
(3.10)
where F = (Fij)1≤i,j≤n with Fnm|xn=0 = 0 for m = 1, 2, . . . , n, we can rewrite the
first equation as
∂tu−∆u+∇p = −∇ · (u ⊗ u) +∇ · F = ∇ · (F − u⊗ u).
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Substituting Fkl with Fkl − ukul in (3.9), we finally get the formulation of mild
solutions to (3.10):
ui(t, x)
=
∫
R
n
+
Gij(t;x, y)u0j(y) dy
+
n∑
k,j=1
∫ t
0
∫
R
n
+
∂ykGij(t− τ ;x, y)(ukuj − Fkj)(τ, y) dydτ
−
n∑
j=1
∫ t
0
∫
R
n
+
∂yjGij(t− τ ;x, y)(u2n − Fnn)(τ, y) dydτ
−
n−1∑
β=1
∫ t
0
∫
R
n
+
∂yβGin(t− τ ;x, y)(2uβun − Fβn − Fnβ)(τ, y) dydτ
−
∑
j,β,γ,q,k,l
Ciβγqkl
∫ t
0
∫
R
n
+
∂2yβyγKijq(t− τ ;x, y)(ukul − Fkl)(τ, y) dydτ.
(3.11)
For the equation (3.11), we have the following local solvability result.
Proposition 3.4. For any bounded u0 ∈ C(Rn+) satisfying ∇ ·u0 = 0, u0|xn=0 = 0
and bounded F (t, x) ∈ C((0,∞)×Rn+) with Fnm|xn=0 = 0 for m = 1, 2, . . . , n, there
exits a T > 0 such that (3.11) has a unique solution u ∈ C((0, T )× Rn+).
Proof. For simplification, we ignore the indices, signs, and constants in the formula
(3.11) if no confusion is caused and write it as
u(t, x) =
∫
R
n
+
G(t;x, y)u0(y) dy +
∫ t
0
∫
R
n
+
∇yG(t− τ ;x, y)(u2 + F )(τ, y) dydτ
+
∫ t
0
∫
R
n
+
∇2y′K(t− τ ;x, y)(u2 + F )(τ, y) dydτ
=
∫
R
n
+
G(t;x, y)u0(y) dy +
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)(u2 + F )(τ, y) dydτ,
(3.12)
where K˜ := ∇yG + ∇2y′K. In order to solve the equation (3.12), we define the
function space
Cb((0, T )× Rn+)
:=
{
u ∈ C((0, T )× Rn+) : |u| ≤ C∗(‖u0‖L∞(Rn+) + ‖F‖L∞((0,T )×Rn+))
}
,
where C∗ will be determined later.
Define
u0(t, x) :=
∫
R
n
+
G(t;x, y)u0(y) dy.
From Proposition 3.8 below for the estimate of G, we have
‖u0‖L∞((0,T )×Rn+) ≤ ‖u0‖L∞(Rn+)‖G(t;x, y)‖L1y ≤ C0‖u0‖L∞(Rn+).
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We then solve the equation 3.12 by the method of successive approximation:
um+1(t, x) =u0(t, x) +
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)((um)2 + F )(τ, y) dydτ, (3.13)
for m = 0, 1, . . ., in Cb((0, T )×Rn+) by choosing C∗ = 2C0 and a suitably small T .
Indeed, if
|um(t, x)| ≤ 2C0(‖u0‖L∞(Rn+) + ‖F‖L∞((0,T )×Rn+)),
then from (3.13) and Proposition 3.8 for the estimates of ∇yG and ∇2y′K, we have
for any (t, x) ∈ (0, T )× Rn+,
|um+1(t, x)|
≤‖u0‖L∞((0,T )×Rn+) + ‖((um)2 + |F |)‖L∞((0,T )×Rn+)
∫ t
0
‖K˜(t− τ ;x, y)‖L1ydτ
≤C0‖u0‖L∞(Rn+) +
(
8C20 (‖u0‖2L∞(Rn+) + ‖F‖
2
L∞((0,T )×Rn+)
) + ‖F‖L∞((0,T )×Rn+)
)
·
∫ t
0
C√
t− τ dτ
≤C0‖u0‖L∞(Rn+) + C
√
t
(
8C20 (‖u0‖2L∞(Rn+) + ‖F‖
2
L∞((0,T )×Rn+)
) + ‖F‖L∞((0,T )×Rn+)
)
≤2C0(‖u0‖L∞(Rn+) + ‖F‖L∞((0,T )×Rn+))
provided that T is sufficiently small. This shows that um+1 ∈ Cb((0, T ) × Rn+).
Moreover, from (3.13), it is easily seen that
|um+1 − um|
≤
∣∣∣∣∣
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)((um)2 − (um−1)2)(τ, y) dydτ
∣∣∣∣∣
≤‖(um)2 − (um−1)2‖L∞((0,T )×Rn+)
∣∣∣∣∣
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y) dydτ
∣∣∣∣∣
≤‖um − um−1‖L∞((0,T )×Rn+)‖um + um−1‖L∞((0,T )×Rn+)
∣∣∣∣
∫ t
0
‖K˜(t− τ ;x, y)‖L1ydτ
∣∣∣∣
≤4C0(‖u0‖L∞(Rn+) + ‖F‖L∞((0,T )×Rn+))‖um − um−1‖L∞((0,T )×Rn+)C
√
t
≤1
2
‖um − um−1‖L∞((0,T )×Rn+)
by choosing a sufficiently small T such that
4CC0(‖u0‖L∞(Rn+) + ‖F‖L∞((0,T )×Rn+))
√
T ≤ 1/2.
Finally the Banach fixed point theorem indicates that the sequence um has a unique
limit which is a solution of (3.12). 
3.2. Time analyticity. The main result of this section is the following theorem.
Theorem 3.5. Let C0 > 0 be a constant. Assume that u is a bounded mild solution
of the Navier-Stokes equations (3.10) on [0, 1] × Rn+ with |u| ≤ C0 and F (t, x)
satisfies
‖tk∂kt F‖L∞((0,∞)×Rn+) ≤ Ck+10 kk (3.14)
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and Fnm|xn=0 = 0 for m = 1, 2, . . . , n. Then for any k ≥ 1, we have
sup
t∈(0,T ]
tk‖∂kt u(t, ·)‖L∞(Rn+) ≤Mk+1kk
for a sufficiently large constant M . Consequently, u(t, x) is analytic in time for
t ∈ (0, 1].
The proof of Theorem (3.5) relies on taking time derivatives of the integral
representation (3.11). Here a difficult is that the time derivatives of the kernel Gij
and Kijq are not locally integrable in space time near the origin, let alone the high
order derivatives. We will follow the technique used in [9] to allow differentiation.
The following lemmas will be used frequently.
Lemma 3.6 (Lemma 3.1 of [9]). For any k ≥ 1, we have
k−1∑
j=1
(
k
j
)
jj−2/3(n− j)n−j−2/3 ≤ Ckk−2/3,
where C is a constant independent of k.
Lemma 3.7 (Lemma 3.2 of [9]). Let f and g be two smooth functions on R. For
any integer k ≥ 1, we have
∂kt (t
kf(t)g(t)) =
k∑
j=0
(
k
j
)
∂jt (t
jf(t))∂k−jt (t
k−jg(t))
− k
k−1∑
j=0
(
k − 1
j
)
∂jt (t
jf(t))∂k−1−jt (t
k−1−jg(t)).
By applying Propositions 3.1 and 3.3, we deduce the following estimates for the
kernels Gij and Kijq.
Proposition 3.8. There exists a constant C, independent k, such that for any
k ∈ N ∪ {0},
‖tk∂kt Gij(t;x, y)‖L1y ≤ Ck+1kk, ‖tk∂kt∇yGij(t;x, y)‖L1y ≤ Ck+1kkt−1/2, (3.15)
‖tk∂kt ∂2yβyγKijq(t;x, y)‖L1y ≤ Ck+1kkt−1/2.
Proof. We only prove the first inequality of (3.15) as the others are essentially the
same. From (3.2)
‖tk∂kt Gij(t;x, y)‖L1y ≤ ‖tk∂kt Γ(t;x, y)‖L1y + ‖tk∂kt G∗ij(t;x, y)‖L1y .
Since
Γ(t;x, y) = (4pit)−n/2 exp
(
−|x− y|
2
4t
)
∀t > 0,
by using the semi-group property of Γ, for any t > 0,
|∂kt Γ(t;x, y)| ≤ Ckkkt−k−n/2 exp
(
−|x− y|
2
8t
)
.
Thus a direct calculation shows that
‖tk∂kt Γ(t;x, y)‖L1y ≤ CCkkk. (3.16)
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Using Proposition 3.1, we have
‖tk∂kt G∗ij(t;x, y)‖L1y
≤Ckkk
∫
R
n
+
(|x − y∗|2 + t)−n/2e− cy
2
n
t dy
≤Ckkk
∫
R
n
+
(|x′ − y′|2 + |xn + yn|2 + t)−n/2e−
cy2n
t dyndy
′
≤Ckkk
∫
R
n
+
(|x′ − y′|2 + y2n + t)−n/2e−
cy2n
t dyndy
′.
Here in the last line, we used the fact that xn + yn ≥ yn since x, y ∈ Rn+. Making
a change of variables x′ − y′ := y˜′ and still denoting y˜′ by y′, we have
‖tk∂kt G∗ij(t;x, y)‖L1y
≤Ckkk
∫
R
n
+
(|y′|2 + y2n + t)−n/2e−
cy2n
t dyndy
′ (y → y
√
t)
=Ckkk
∫
R
n
+
(|y′|2 + y2n + 1)−n/2e−cy
2
n dyndy
′
≤Ckkk
∫
R
n
+
(|y′|2 + 1)−n/2 dy′ ≤ CCkkk.
(3.17)
A combination of (3.16) and (3.17) proves the first inequality of (3.15). 
Theorem 3.5 is a direct consequence of the following proposition.
Proposition 3.9. Under the assumptions of Theorem 3.5, for any k ≥ 1, we have
sup
t∈(0,T ]
‖∂kt (tku(t, ·))‖L∞(Rn) ≤Mk−1/2kk−2/3 (3.18)
for a sufficiently large M ≥ 1.
Proof. For simplicity, we still abbreviate (3.11) by (3.12). From Proposition 3.8,
we have for any j ∈ N ∩ {0},
‖tj∂jt K˜(t;x, y)‖L1y ≤ Cj+1jjt−1/2.
Using the Leibniz rule and Lemma 3.6, we have
‖∂jt (tjK˜(t;x, y))‖L1y ≤ Cj+1jjt−1/2 (3.19)
and
‖∂jt (tkG(t;x, y))‖L1y ≤ Cj+1jj . (3.20)
Now we prove Proposition 3.9 by induction. Using (3.12), we obtain
∂kt (t
ku(t, x)) = ∂kt
(∫
R
n
+
tkG(t;x, y)u0(y) dy
)
+ ∂kt
(
tk
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)F (τ, y) dydτ
)
+ ∂kt
(
tk
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)u2(τ, y) dydτ
)
:= I1 + I2 + I3.
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By using (3.20), we have
|I1| ≤ ‖u0‖L∞‖∂kt (tkG)‖L1 ≤ C0Ck+1kk−2/3 ≤Mk−2/3kk−2/3
for a sufficiently large M . To estimate I2, we proceed as follows
I2 =∂
k
t
(
(t− τ + τ)k
∫ t
0
∫
R
n
+
K˜(t− τ ;x, y)F (τ, y) dydτ
)
=
k∑
j=0
(
k
j
)
∂kt
∫ t
0
∫
R
n
+
(t− τ)jK˜(t− τ ;x, y)τk−jF (τ, y) dydτ
=
k∑
j=0
(
k
j
)
∂k−jt
∫ t
0
∫
R
n
+
∂jt
(
(t− τ)jK˜(t− τ ;x, y))τk−jF (τ, y) dydτ
=
k∑
j=0
(
k
j
)
∂k−jt
∫ t
0
∫
R
n
+
∂jτ
(
τ jK˜(τ ;x, y)
)
(t− τ)k−jF (t− τ, y) dydτ
=
k∑
j=0
(
k
j
)∫ t
0
∫
R
n
+
∂jτ
(
τ jK˜(τ ;x, y)
)
∂k−jt
(
(t− τ)k−jF (t− τ, y)) dydτ,
(3.21)
where in the fourth line of the above equality, we made a change of variables τ to
t− τ . From (3.14), the Leibniz rule, and Lemma 3.6, we have,
‖∂kt (tkF )‖L∞((0,∞)×Rn+) ≤ Ckkk−1. (3.22)
The above inequality (3.22), (3.19), and Lemma 3.6 together imply
|I2|
≤
k∑
j=0
(
k
j
)
‖∂jτ (τ jK˜(τ))‖L1((0,t]×Rn+)‖∂
k−j
t
(
(t− τ)k−jF (t− τ, y))‖L∞((0,t]×Rn+)
≤
k∑
j=0
(
k
j
)∫ t
0
τ−1/2 dτ · Cj+1jj−2/3Ck−j+1(k − j)k−j−2/3
≤Ck+1kk−2/3t1/2 ≤Mk−2/3kk−2/3, (recalling t ≤ 1).
For I3, similar to (3.21) we have
I3 =
k∑
j=0
(
k
j
)∫ t
0
∫
R
n
+
∂jτ
(
τ jK˜(τ ;x, y)
)
∂k−jt
(
(t− τ)k−ju2(t− τ, y)) dydτ. (3.23)
We estimate the right-hand side of (3.23) by considering j = 0, k and 1 ≤ j ≤ k− 1
separately. By the inductive assumption and Lemmas 3.6 and 3.7, we have
|∂kt
(
tku2(t, y)
)|
=
∣∣∣2u(t, y)∂kt (tku(t, y)) + k−1∑
j=1
(
k
j
)
∂jt (t
ju(t, y))∂k−jt (t
k−ju(t, y))
− k
k−1∑
j=0
(
k − 1
j
)
∂jt (t
ju(t, y))∂k−1−jt (t
k−1−ju(t, y))
∣∣∣
≤2C0|∂kt
(
tku(t, y)
)|+Mk−3/4kk−2/3,
18 H. DONG AND X. PAN
and for j = 1, 2, . . . , k − 1,
|∂jt
(
tju2(t, y)
)| ≤M j−3/4jj−2/3
for a sufficiently large M . With these in hand, similar to (3.21) we get
|I3| =
∫ t
0
∫
R
n
+
∂kτ
(
τkK˜(τ ;x, y)
)
u2(t− τ, y) dydτ
+
∫ t
0
∫
R
n
+
K˜(τ ;x, y)∂kt
(
(t− τ)ku2(t− τ, y)) dydτ
+
k−1∑
j=1
(
k
j
)∫ t
0
∫
R
n
+
∂jτ
(
τ jK˜(τ ;x, y)
)
∂k−jt
(
(t− τ)k−ju2(t− τ, y)) dydτ
≤
∫ t
0
Ck+1kk−2/3τ−1/2C20 dτ
+
∫ t
0
Cτ−1/2
[
2C0‖∂kt
(
(t− τ)ku(t− τ, ·))‖L∞ +Mk−3/4kk−2/3] dτ
+
k−1∑
j=1
(
k
j
)∫ t
0
Cj+1jj−2/3τ−1/2Mk−j−3/4(k − j)k−j−2/3 dτ
≤Ct1/2Mk−2/3kk−2/3 + 2C0C
∫ t
0
(t− τ)−1/2‖∂kτ
(
τku(τ, ·))‖L∞ dτ.
Combining the estimates of I1, I2, and I3, and setting Ψ(t) := ‖∂kt
(
tku(t, ·))‖L∞ ,
we get by a second iteration and using Fubini’s theorem that
Ψ(t) ≤CMk−2/3kk−2/3 + C
∫ t
0
(t− τ)−1/2Ψ(τ) dτ
≤CMk−2/3kk−2/3 + C
∫ t
0
(t− τ)−1/2
·
(
Mk−2/3kk−2/3 + C
∫ τ
0
(τ − s)−1/2Ψ(s) ds
)
dτ
≤CMk−2/3kk−2/3 + C2
∫ t
0
(t− τ)−1/2
∫ τ
0
(τ − s)−1/2Ψ(s)dsdτ
≤CMk−2/3kk−2/3 + C2
∫ t
0
Ψ(s)
(∫ t
s
(t− τ)−1/2(τ − s)−1/2 dτ
)
︸ ︷︷ ︸
bounded
ds
≤CMk−2/3kk−2/3 + C2
∫ t
0
Ψ(s) ds.
We then conclude (3.18) by applying the Gronwall inequality and taking a suffi-
ciently large M . The proposition is proved. 
Proof of Theorem 3.5. Note that
∂kt (t
ju) = k∂k−1t (t
j−1u) + t∂kt (t
j−1u).
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Letting j = k, by Proposition 3.9 we have
sup
t∈(0,T ]
‖t∂kt (tk−1u)‖L∞ ≤Mk−1/2kk−2/3 +Mk−3/2(k − 1)k−1−2/3k
≤Mk(1 + 1/M)kk.
Then by induction, we get for j = 0, 1, . . . , k,
sup
t∈(0,T ]
‖tj∂kt (tk−ju)‖L∞ ≤Mk(1 + 1/M)jkk.
Taking j = k, we obtain
sup
t∈(0,T ]
‖tk∂kt u(t, ·)‖L∞(Rn+) ≤Mk(1 + 1/M)kkk = (M + 1)kkk.
This finishes the proof of Theorem 3.5. 
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