Many systems are naturally modeled as multiple co-evolving subsystems. In this paper I analyze the stochastic thermodynamics of such systems, formalizing them as multipartite processes. In many multipartite processes the rate matrix of each subsystem i only depends on a proper subset of the remaining subsystems, known as the community of i. The intersections among the communities of the different subsystems forms a network. Here I derive fluctuation theorems (FTs) for multipartite processes, formulated in terms of this community network. I first derive several vector FTs, governing the joint probability of the entropy production (EP) of all of the communities. These vector FTs in turn imply a set of conditional FTs, for the probability of the overall system's EP conditioned on the EP of any single community. Some of these FTs involve extensions of mutual information, to characterize the statistical coupling among the communities induced by the community network. arXiv:2003.11144v2 [cond-mat.stat-mech] 8 Apr 2020
I. INTRODUCTION
Some of the most important results in stochastic thermodynamics are the so-called fluctuation theorems (FTs) [4, 20, 25, 28] . These govern the probability distribution of the total entropy production (EP) in a system over some fixed time interval if it evolves according to a continuous-time Markov chain (CTMC).
The early work on FTs did not take into account how the evolving system might decompose into a set of coevolving subsystems. An important recent set of papers has started to go beyond this early work, deriving FTs specifically for bipartite processes, i.e., for systems that are composed of two co-evolving subsystems, which have zero probability of making a state transition simultaneously [1, 2, 6, 8, 9, 16, 18, 19, 21, 23] .
However, many systems are naturally modeled as having more than two interacting subsystems. For example, a biological cell is naturally modeled as composed of many separate organelles and biomolecule species. Accordingly, recent research has started to extend stochastic thermodynamics from bipartite processes to fully multipartite processes [7, 9] . No research has yet explicitly considered FTs of multipartite processes, however.
In general, the dynamics of each subsystem i in a multipartite process will only directly depend on a proper subset of the other subsystems, which is called the "community" of i [7] . For example, each organelle in a biological cell will only directly interact with a subset of the biomolecules in the cell and / or the other organelles in the cell. These communities will collectively form a network, based on their intersections with one another, as illustrated in Fig. 1 . As noted in [7] , such community networks have important thermodynamic consequences.
Here I extend this previous work to derive FTs of multipartite processes, expressed in terms of the process' community network. Formulating the FTs this way has several advantages. First, the joint dynamics of the sub-systems in any single community obey all the usual thermodynamic properties of isolated systems connected to one or more reservoirs. In particular, the EP of communities cannot decrease with time. (This is not the case with the EPs of the individual subsystems, which are the focus of the analyses in [2, 21, 23] ).) This allows me to derive a FT of the full vector of EPs of all the communities in the multipartite system, rather than just for the EP of the overall system, or of a single one of the subsystems. In turn, this vector FT can be used to derive conditional FTs, governing the probability distribution of the EP of the full system conditioned on the EP of one of the communities. It also means allows me to extend earlier, information-theoretic formulations of FTs of bipartite systems, involving the change in mutual information between the two systems during the process, to information-theoretic formulations of FTs of multipartite systems, involving the change in the "in-ex" information among the communities during the process.
In the next section I introduce terminology. In the section after that I introduce the trajectory-level stochastic thermodynamics of multipartite processes. I then derive the vector-valued FT for multipartite processes, and present several examples of the associated conditional FTs. I illustrate these FTs with the system in Fig. 1 .
II. RATE MATRIX COMMUNITIES
N is a set of N subsystems, with finite state spaces {X i : i = 1, . . . N }. x indicates a vector in X, the joint space of N . For any A ⊂ N , I write −A := N \A. So for example x −A is the vector of all components of x other than those in A. X X X is the set of all possible trajectories of the system, i.e., all possible combinations of a finite partition of the time interval [0, t f ], along with states of the joint system in every element of that partition.
A distribution over a set of values x at time t is written as p X (t), with its value for x ∈ X written as p X x (t), or just p x (t) for short. The simplex of all such distribu-FIG. 1. Four subsystems, {1, 2, 3, 4} interacting in a multipartite process. The red arrows indicate dependencies in the associated four rate matrices. B evolves independently, but is continually observed by A and C. So the statistical coupling between A and C could grow with time, even though their rate matrices do not involve one another. The three overlapping sets indicated at the bottom specify three communities of this process.
tions is ∆ X . Similarly, p X|Y x,y (t) is the conditional distribution of X given Y at time t, evaluated for the event X = x, Y = y (which I sometimes shorten to p x|y (t)). A trajectory of states across the time interval [0, t f ] is written as x x x, and the density function of trajectories x x x is written as P(x x x) [10] . I write Shannon entropy as S(p X (t)), S t (X), or S X (t), as convenient. I also write the conditional entropy of X given Y at t as S X|Y (t), etc., and write relative entropy between p(x) and q(x) as D(p||q).
Since the joint system evolves as a multi-partite process, there is a set of time-varying stochastic rate matrices, {K x x (i; t) : i = 1, . . . , N }, where for all i, K x x (i; t) = 0 if x −i = x −i , and where the joint dynamics over X is governed by the master equation
The rate matrix given by windowing A onto K(t) for some A ⊆ N is
For each subsystem i, I write r(i; t) for any set of subsystems at time t that includes i where we can write
for an appropriate set of functions K x r(i;t) x r(i;t) (i; t). In general, r(i; t) is not uniquely defined, since I make no requirement that it be minimal. The elements of r(i; t) are the leaders of i at time t. Note that the leader relation need not be symmetric. A community ω (at an implicit time t) is a set of subsystems such that i ∈ ω implies that r(i; t) ⊆ ω. It is easy to verify that any intersection of two communities is a community, as is any union of two communities. Accordingly I define the community topology to be the topology over the set N whose open sets are communities.
As an example of these definitions, [1, 5, 6 ] investigate a special type of bipartite system, where the "internal" subsystem B observes the "external" subsystem A, but cannot affect the dynamics of that external subsystem. So A is its own community, evolving independently of B, while B is not its own community; its dynamics depends on the state of A as well as its own state. Another example of these definitions is illustrated in Fig. 1 .
For simplicity, from now on I restrict attention to rate matrices K(t) whose communities don't depend on t. Accordingly from now on I shorten r(i; t) to r(i). For any community ω I write
(3) and (4). At any time t, for any community ω, p x ω (t) evolves as a CTMC with rate matrix K
(See App. A in [30] for proof.) So a community evolves according to a self-contained CTMC, which is not the case for a single subsystem in general [30] .
III. TRAJECTORY-LEVEL THERMODYNAMICS OF MULTIPARTITE PROCESSES
As in [7] , I assume that each subsystem is in contact with its own heat reservoir, perhaps along with other reservoirs, and that no two of the reservoirs of all of the subsystems are directly coupled with one another [11] . Taking k B = 1, I write the inverse temperature of reservoir k for subsystem i as β k i . I write the associated chemical potentials as µ k i . If subsystem i has other reservoirs in addition to its heat bath, I write the associated conserved quantities as n k i (x i ). I expand the rate matrix of subsystem i as [12]
For any subsystem i, fluctuations in the value of x i are determined by exchanges of conserved quantities with the baths of i, for some underlying Hamiltonian, H(i; t) , which governs the exchange of energy with i's heat bath. Since those fluctuations occur according to the rate matrix K(i; t), thermodynamic consistency says that [17, 26] ln
. I refer to the condition in Eq. (8) as community local detailed balance (CLDB).
In addition, by conservation of energy, the total energy flow into the heat bath of subsystem i when it makes a transition from (
Similarly, the change in the global Hamiltonian due to a set of transitions by multiple subsystems over any time interval too short for the Hamiltonians to change has to equal the total heat flow into all of the baths of the subsystems. Therefore we can write that global Hamiltonian as
up to an irrelevant additive constant. From now on I assume both CLDB and Eq. (9) hold. (Even when CLDB holds though, global detailed balance may be violated; see Appendix A.)
We can now define trajectory-level thermodynamic quantities. First, for any set of subsystems α, define the local stochastic entropy as
In general I will use the prefix ∆ to indicate the change of a variable's value between t f and t 0 , e.g.,
Let M(x x x) be the total number of state transitions during the time interval [0, t f ] by all subsystems (which might equal 0). If M(x x x) ≥ 1, define η x x x : {1, . . . , M(x x x)} → N as the function that maps any integer j ∈ {1, . . . , M(x x x)} to the subsystem that changes its state in the j'th transition. Let k i (j) be the associated function specifying which bath is involved in that j'th transition. Similarly, let τ x x x : {0, . . . , M(x x x)} → N be the function that maps any integer j ∈ {1, . . . , M(x x x)} to the time of the j'th transition, and maps 0 to the time 0.
From now on, I leave the subscript x x x on the maps η x x x and τ x x x implicit. So for example, η −1 (i) is the set (of indices specifying) all state transitions at which subsystem i changes state in the trajectory x x x. More generally, for any set of subsystems α, η −1 (α) := ∪ i∈α η −1 (i) is the set of all state transitions at which a subsystem i ∈ α changes state in the trajectory x x x.
Given these definitions, the total entropy flow into subsystem i from its reservoirs during [0, t f ] is
where I interpret the sum on the RHS to be zero if subsystem i never undergoes a state transition in trajectory x x x. The entropy flow into any set of subsystems α from their reservoirs during [0, t f ] is
I refer to Q α (x x x) as the local entropy flow (EF) into α for trajectory x x x.
Expanding, under CLDB,
So in the special case that α is a community, we can write this as
The local EP of any set of subsystems α is
which can be evaluated by combining Eqs. (11) and (15). For any community ω, the expected value of σ ω is nonnegative (in contrast to the analogous expression "σ x " defined just before Eq. (21) in [22] ). In addition, due to Eqs. (9) and (13) and the definition of a community, the entropy flow into (the subsystems in) ω along trajectory x x x is only a function of x x x ω . So we can write Q ω (x x x) = Q ω (x x x ω ). Since by definition ∆s ω (x x x) also only depends on x x x ω , we can also write σ ω (x x x) as a function of just x x x ω . Setting α = N in Eqs. (11), (15) and (16) allows us to define global versions of those trajectory-level thermodynamic quantities. In particular,
Note that
There are two decompositions of the global EP that will be used below. First, for any community ω, define
Note that in general −ω will not be a community. So the entropy flow into the associated reservoirs, Q −ω (x x x), may depend on the trajectory of subsystems outside of −ω, i.e., it may depend on x x x ω . (While Eq. (19) always holds, for some community topologies we can decompose χ ω even further; see Appendix B.) It is shown in Appendix C that d χ ω /dt is the sum of two terms. The first term is the expected global EP rate under a counterfactual rate matrix. The second term is (negative of) the derivative of the mutual information between X ω and X −ω , under a counterfactual rate matrix in which x −ω never changes its state. (This second term is a generalization of what is called the "learning rate" in [1] .) Both of these terms are non-negative.
To present the second decomposition of global EP, we need to introduce more notation. Let A be any topology of N with open sets α j : j = 1, 2, . . . , n. Suppose we also have a set of functions indexed by the open sets of A, written as f α : X X X → R. The associated inclusionexclusion sum (or just "in-ex sum") is defined as
It will also be useful to define the time-t in-ex information for the case where f α is the stochastic entropy of the set of subsystems in α:
As an example, if A = N 1 consists of two communities, ω 1 , ω 2 , with no intersection, then the expected inex information at time t is just the mutual information between those communities at that time. More generally, if there an arbitrary number of communities in N 1 but none of them overlap, then the expected in-ex information is what is called the "multi-information", or "total correlation", among those communities [24, 30] .
Combining Eqs. (15) and (18) with the inclusionexclusion principle gives
Using Eqs. (11), (16) and (17), this gives the second decomposition of the global EP:
As an example, if there are no overlaps between any two communities, then Eq. (23) reduces to
with I N 1 (x x x) the stochastic multi-information. (See [29] for analysis of a special case of Eq. (24), involving the thermodynamics of Bayes nets.)
. Also writeP for the probability density function generated by starting from the ending distribution p x (t f ), and evolving from there according to the time-reversed sequences of rate matrices, i.e., according toK(t) = K(t f − t). As conventional, I will refer to the process that results in P as the "forward protocol" and the process that results iñ P as the "reverse protocol".
For any A that is a community topology over some subset of N , define σ A as the vector whose components are the local EP values σ ω for ω ∈ A. It is shown in
where σ A is the global EP generated by the subsystems in A under the forward protocol, and the probability of EP values under the reverse protocol is
(See [25] for some cautions about how to interpret P(− σ A ).) As an example, choosing A = N 1 , Eq. (25) shows that σ is a single-valued function of σ , and recovers the standard, unconditioned integral fluctuation theorem (IFT), e −σ = 1. We can add and subtract instances of Eq. (25) evaluated for different choices of A, to derive conditional DFTs. These in turn give conditional IFTs (see [29] ). Such IFTs are appropriate when we know the total EP generated by (the subsystems in) one or more community topologies, and so can condition on those values. In the rest of this paper I illustrate such conditional IFTs.
As a first example, consider two community topologies, A = N 1 and A = {ω} for any ω ∈ N 1 . If we subtract Eq. (25) evaluated for A from Eq. (25) evaluated for A and plug in Eq. (24), we see that for any value σ ω with non-zero probability,
If we plug in Eq. (19) instead of Eq. (24), we get
Eq. (28) can often be refined by mixing and matching among all decompositions of χ ω given in Appendix B.
Applying Jensen's inequality to these IFTs shows that for all values σ ω with nonzero probability,
and
We can illustrate these results with the scenario depicted in Fig. 1. By Eq. (30) , the expected global EP conditioned on the joint EP of just A and B is never smaller than that joint EP of A and B. Similarly, the expected joint EP of A and B conditioned on the EP of B is never smaller than that EP of B. As another example, note that N 1 contains ω, ω and α; N 1 ∩ N 1 contains three instances of ω (formed from ω ∩ α, ω ∩ ω , and ω ∩ α, respectively); and N 1 ∩ N 1 ∩ N 1 contains another instance of ω . Therefore by Eq. (29), using letter superscripts to indicate the systems in Fig. 1 , we see that
for any value of σ C with nonzero probability. Similarly, Eq. (32) holds if we condition and lower-bound with a value of σ B rather than a value of σ C , or if we condition and lower bound with a value of σ AB . As a final example, we can use Eq. (31) to upper-bound the total amount of entropy flow out of the entropy reservoirs of system C:
for all values of σ AB with nonzero probability. All of the results above hold for arbitrary p x (0) and arbitrary t f > 0. Therefore they translate into results concerning time derivatives. For example, in [30] it is shown that dE(χ ω )/dt ≥ 0. However, Eq. (30) tells us that in fact for any value of σ ω that has nonzero probability throughout
Eq. (25) has other implications in addition to FTs and associated bounds. For example, since σ is a singlevalued function of σ , taking the average of both sides of Eq. (25) over all σ establishes that
(This is in addition to the fact that expected global EP is the relative entropy between forward and backward trajectories.) Similarly, the conditional DFT associated with Eq. (28) means that for any ω with nonzero probability,
As a final, technical comment, for some community topologies N 1 there are no sets of rate matrices {K(i; t)} that both obey the dependency constraints specified in N 1 exactly, and that also govern the dynamics and thermodynamics exactly. When we model a system with such a community topology, we are implicitly making assumptions about the relative scales of the underling Hamiltonians, chemical potentials and temperatures of the subsystems. Under these assumptions, there are rate matrices {K(i; t)} that obey CLDB for N 1 exactly (and therefore obey the dependency constraints of N 1 exactly), and which also govern the dynamics and thermodynamics with arbitrarily little -but nonzero -error. So under these implicit assumptions, the results above all hold to arbitrary accuracy; see Appendix E.
V. DISCUSSION
There are many directions for future work. For example, it may be possible to adapt the approach used in [29] to derive novel thermodynamic uncertainty relations that apply to multipartite processes. Another possibility is to integrate the FTs derived in this paper, which operate at the level of multiple communities, with the FTs derived in [22] , which operate within individual communities.
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[1] Andre C. Barato 
where M is the number of times in [0, t f ] that the state changes, t is the vector of those transition times, and x is the vector of states x ∈ X for each interval between two successive transition times. P (M) is a conventional probability distribution over a countably infinite set (the positive integers), P ( t|M) is a density function over R M , and P ( x| t, M) is again a conventional probability distribution (this time over a finite space, X M ). The δ function over trajectories in the equations below is shorthand for a function that equals zero everywhere that its argument is nonzero, and such that its integral over {M, R M , X M : M ∈ Z + } equals 1.
[11] An advantage of this assumption is that it ensure that with probability 1, at any time t at which some subsystem i changes its state, no other subsystem does so -which is exactly what's required to have a multipartite process.
[12] This scenario is similar to the scenario commonly considered in the literature where there are multiple "mechanisms" coupled to a single system. The main difference is that here, in essence, each "mechanism" is coupled to only a subset of the degrees of freedom of that system. In particular, x r(i) −i determines the energy levels of the possible states of i, but the coupling of i with an external heat bath does not cause x r(i) −i to fluctuate. So the joint state of the subsystems in r(i) other than i, x r(i) −i plays a role in the dynamics of x i analogous to that played by the parameter vector of an external work reservoir acting on i.
is a delta function, then there are no fluctuations of the state of subsystem i due to energy exchange with its heat bath, so thermodynamic consistency is automatically obeyed, and imposes no conditions on the Hamiltonian.
[14] Since each subsystem is coupled to its own bath, we can uniquely identify which bath was involved in each state transition in any given x x x. Note that this is not the case for trajectory-level analyses of systems which are coupled to multiple mechanisms, e.g., [3] ; to identify what bath is involved in each transition in that setting we need to know more than just x x x.
[15] As a notational point, I indicate the set of parents of any node ω ∈ Γ as pa(ω), and indicate the set of all of its ancestors as anc(ω , Minimum entropy production in multipartite processes due to neighborhood constraints, arXiv preprint arXiv:2001.02205 (2020).
Appendix A: Demonstration that detailed balance can be violated
For almost all trajectories x x x, and almost all times t at which the joint state of the system changes in that trajectory, there is some time t − earlier than t and some subsystem i such that
since there may be Hamiltonians H x (j; t) for j = i which depend on the value of x i . This demonstrates that (global) detailed balance can be violated in a multipartite process.
Appendix B: Expansions of χ ω
As shorthand, I leave the function τ implicit, so that for example, x x x(τ(j)) gets shortened to x x x(j). (Note though that with slight abuse of notation, I still take x x x(t f ) to mean the state of the system at t = t f under trajectory x x x.) write Then given any community ω, we can expand the global EP as
This allows us to rewrite Eq. (B1) more succinctly as
which establishes Eq. (19) in the main text.
To gain insight into Eq. (B4), define the counterfactual rate matrix K(t) := K(−ω; t), and let P be what the density over trajectories x x x would have been if the system had evolved from the initial distribution p x (0) under K(t) rather than K(t). Define ∆s X −ω P (x x x) and σ P (x x x) accordingly. Then we can expand the second term on the RHS of Eq. (B4) as
So the heat flow from the baths connected to −ω into the associated subsystems is the difference between a (counterfactual) global EP and a (counterfactual) change in the entropy of those subsystems. We can iterate these results, to get more refined decompositions of global EP. For example, let N 1 be a community topology of K, the counterfactual rate matrix defined just before Eq. (B5). Let ω be a community in N 1 while α is a community in N 1 . Then we can insert Eq. (B5) into Eq. (19), and then apply Eq. (19) to the resulting term σ P , to get
Note that in general, α might contain subsystems outside of N \ ω. As a result, it need not be a community of the full rate matrix K. In addition, both (counterfactual) rates d σ α P P /dt and d χ α P P /dt are non-negative. However, if we evaluate those two expectations under the actual density P rather than the counterfactual P, this may not be the case. This is just like how the expected values of those "EP" terms in [9, 22] which concern a single subsystem may decrease with time.
As shorthand replace t f with t, and then expand
Therefore,
In addition, the sum in Eq. (B4) is just the total heat flow from the subsystems in −ω into their respective heat baths, during the interval [0, t], if the system follows trajectory x x x. Therefore the derivative with respect to t of the expectation of that sum is just the expected heat flow rate at t from those subsystems into their baths,
In addition, K(t) = K(ω; t) + K (−ω; t) . So if we add Eq. (C3) to Eq. (C2), and use the fact that rate matrices are normalized, we get
The first sum in Eq. (C4) is what was called the "win-
Since ω is a community, it is the (negative) of the derivative of the mutual information between X ω and X −ω , under a counterfactual rate matrix in which x −ω is held fixed. As discussed in [30] , by the data-processing inequality, this term is non-negative. The second sum in Eq. (C4) is what was called σ K(N \ω;t) in [30] . Since it is the expected rate of EP for a properly normalized, counterfactual rate matrix, it is non-negative.
This decomposition of d σ − σ ω /dt was first derived in [30] . However, that derivation did not start from a trajectory-level definition of local and global EPs. (x x x) . The second term is just ∆s A (x x x). Therefore by Eq. (16), we have a global DFT over trajectories,
Plugging in for the special case of A = {ω} for any community ω ∈ N 1 gives 
i.e., ln
which establishes the claim.
(where time t is implicit throughout this appendix 
where F and G are both rate matrices. Under that rate matrix though, the dynamics of x B would be independent of x A , i.e., B would not be observing A.) However, given strict LDB, that character of H x (t)) would in turn mean that K x x (A; t) also depends on both x A and x B . This contradicts the requirement of the community topology that the external subsystem evolves independently of the internal subsystem. So strict LDB cannot hold for these bipartite systems.
Example 2. Strict LDB cannot hold for the system illustrated in Fig. 1 . C is a subsystem that is supposed to evolve completely independently of the other subsystems, but is observed by those other subsystems. So C plays the same role in Fig. 1 that A does in [1, 6 ] -and so under the same reasoning as in Example 1, strict LDB is violated.
In such cases, often the reason it is legitimate to perform the thermodynamic analysis with K, which obeys CLDB, rather than the actual rate matrix K, which instead obeys strict LDB, is that for the set of Hamiltonians, chemical potentials, and temperatures of all the subsystems, K(t) is extremely close to K(t). Formally, "extremely close" means several things. First, it means that the probabilities that K(t) and K(t) assign to each trajectory are "extremely close" to each other. Second, it means that the values of thermodynamic quantities that that K(t) and K(t) assign to any trajectory x x x are extremely close to one another. And finally -crucially for deriving FTs -it means that K(t) and K(t) result in extremely close values for the ratio of the probability of any trajectory x x x under the forward protocol to the probability that its time-reversed versionx x x would have under the time-reversed driving protocol.
In the rest of this appendix I give an example of a set of local Hamiltonians and temperatures for which K(t) and K(t) are extremely close to one another in this sense. To keep the exposition simple, this example is an extreme case, with strong assumptions on the local Hamiltonian and temperatures; the extension to more realistic Hamiltonians and temperatures should be clear though. Also to keep the exposition simple, in this example I assume that there are no reservoirs connected to any subsystem except for its heat bath. (So the reservoir indices k will be dropped from now on.)
To begin I introduce general notation, which will simplify the analysis. First, create a directed acyclic graph (DAG) Γ = (N 1 , E) , where there is an edge e ∈ E from node ω to node ω iff both ω ⊆ ω, and there is no other "intervening" community ω such that ω ⊆ ω ⊆ ω. So Γ has a single root node, N , and edges indicate subset inclusion.
Next, for each community ω, define ω as the set of all subsystems in ω that are not in any of the properly communities contained in ω. Note that because N 1 is closed under intersections, every subsystem is in ω for exactly one community ω. Note as well that according to our community topology, the subsystems in ω must evolve independently of the states of any subsystems in ω , but the reverse need not be true. This means that if there is an edge from ω to ω, then there may be subsystems in ω whose rate matrix depends on states of subsystems in ω, but there are no subsystems in ω whose rate matrix depends on a subsystem in ω . Finally, it will be convenient to write the set of all subsystems whose Hamiltonians potentially depend on x i for some specific subsystem i as J(i) := (ω \ {i}) ∪ ω ∈anc(ω) ω (E2) Given this notation, strict LDB requires that for all x, x : x −i = x −i , the actual rate matrix for subsystem i ∈ ω obeys
where the third line follows from the community topology. In contrast, for the rate matrix K(i), which instead obeys CLDB, Eq. (E3) gets replaced by
