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藤 山 英 樹
1は じ め に
リス クを ともな う状況 において主体間の協 力は どのよ うに形成 され るのであ
ろ うか。 また,ど のような主体 の性 質がそれを うながす のであ ろ うか。本稿で
は,協 力均衡 の形成 を進化モデルを用 いて示 し,さ らに,そ の モデルを用いて,
日米 の双方で指摘 されてい る信頼 に対す る問題 を解釈 してゆ く。
リス クをともな う行動 とは,そ の行動 を選択す る と,自 分の利得 ば相手の行
動 に したが って決定 され,か つ,相 手の行動が必ず しも自分に とって望ま しい
ものである ことが保証 され てい ない ものであ る。 この ような状 況を本稿 では,
第1図 に示 され るゲー ムによって表現 す る。戦略Cが 相手 と.協力 をす る戦略
で,戦 略Dが 相手 と協力 を しない戦略で あ る。 プ レイヤー1に とって,戦 略
cを 選択 す る事が リス クを と.もな う状 況 にお ける協 力行動 の選択 とい うこと
に な る。 第1図 に示 さ れ た ゲー ム は展 開 形 で 表 現 しな おす と,Coleman
[1990]によって提起 された信頼 ゲームを再定式化 したSato[1999],および,
Dasgupta[19881の信頼 ゲーム と同 じゲームに なる1〕。 この よ うに,本 稿で考
⊥)Sat..[1999]およ びDasgllr几a[1988]の展 開形 ゲ ・.ムに お い て は プ レ イ ヤー1が は じめ に選 択
を決 定 し.プ レイ ヤ ー1の 戦 略D以 後 の プ レイ ヤ ー2の 手 番 は な い。 つ ま り,プ レ イヤ ー1が
信 頼 を 与 え る こ とに よ って 初 め て プ レイ ヤ ー2が そ れ に報 い るか ど うか を選 択 が で き る とい う状
況 とな って い る,こ の よ うな ゲ ー ム の 手 番 の 非対 称 性 は我. の々 モ デ ルで は表 現 され て い な い 。 し
か しLuhmannD988]カ`示す よ うに 信 頼 行 動 の 本 質が 相 手 の 行 動 に よ る リ ス クが 含 まれ て い る
か ξ うか で あ る こ とを 考 え る と,プ レイ ヤ ・.・1の行 動 は リス クが 伴 うの で,我 々の 戦 略 ゲ ー ムに
お い て も信 頼 行動 が表 現 され て い る と言 え る。
i
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察す る協力行動 とはSato[1999]およびDasgupta[1988]の用 い る 「信頼」
とほぼ 同じともいえ る2)。
このような,リ.スクを ともな う状況.下で の協力行動 に関す る議論 は.こ れ ま
で もなされ てきた。第1に 展 開形ゲームで あるチェー ンス トアゲームについて
の研究で ある、,そこで は不確実性 を導入す ると不確実性が ない ときとは異 なる
均 衡が 現 れ る こ とが 示 されて い る(KrepsandWits。n[1982ユ,Milgromand
Roberts[1982])。また,こ れ らの応 用 として,ゲ ー ムツ リー内の利得 を本稿
で考察する利 得の関係 と同 じ形 に して,信 頼の形成,言 い換 える と協力 の形成,
を 議.諭した も の にDasgupta[1988]およ びSato[1999]があ る。 第2に
Fudenberg[1992],FudenbergandTirole[1991,chap.5]が示す よ うに,長 期
.の主体同.上のイ ンタラクシ ョンが,囚 人のジレ ンマ の状況の枠組みのなかで議
論 されてい る。
しか しなが ら以上のよ うな先行研究 は,以.Fの点で問題が あると.言える。第
1に前者のチ ェー ンス トア型ゲームの議論 につ いては,長 期 間存続す る主体 と
短期 間存続す る主体問の インタラクシ ョンが考 察されるが,こ れ は特定の企業
関係 におい ては現実性があ るが,通 常の人間関係 においては ともに長期 間存続
す る主体 同士 のイ ンタラクシ ョンの分析が望まれよ う。第2に その長期 の主体
同士 を取 り扱 う囚人 のジ レンマ型ゲー ムの議論については,ど のよ うに して均
衡へ落ち着 くか の議論が十分では ない。関連す るが,よ り一般 的な批 判 とレて
は,ナ ッシュ均衡が成立す るため に必要な,主 体問の共有知識への批 判がある。
つ ま り,ナ ッシュ均衡で は各L体 が相手の主体が確かにその戦略を とることを










連鎖が成立 してい な くてはな らない。 般 的な社会状況下で はこのような共有
知識 の成.立に疑 問が投 げか けられてい る(Gambetta[1988]およびWii】iams
[1988])o
そ こで本稿 は長期の主体 同士の インタラクシ ョンを取 り扱い,か つ,ど の よ
うな戦略 とい う視点か らでな く,ど のよ うな人. の々性 向が協力行動 を導 きうる
か とい う問題設定 をたて,協 力均衡(両 プ レイヤー ともに戦略Cを 取 る均衡)
のロ∫能性 を探 る。 この ような立場を とる理由は,非 常 に戦略的 な人 々の インタ
ラクシ ョ.ンが本当 に個人間の協 力を生み出す のか どうか,と い う疑問か らで も
ある。例 えば,「何 々で あれ ば何 々をす る。」 と言 うよ うな暗黙 の契約関係 に基
づ く協力 の形成は ビジネスの研 究においては妥 当性が あった と して も,も っと,
私的 な協力 もしくは信 頼関係においては妥 当 しないので はないか とい う疑問で
ある。波多野 ・稲垣[198ユ]ではそ ういった強制力がか えって 人々のや る気 を
そ ぐ側面 を指摘 した。本稿 のモデルでは,そ ういった戦略的 なインタラクシ ョ
ンで はな く,比 較的単純な人 々の性 向のイ ンタラクシ ョンの帰結 と して協力均
衡が尊びかれ ることを示す。偶 然が重な り,相 手 に対す る評価が高 ま り,ま た
相手 の行動 に対す る慎 重な反応 が,両 者 の信頼 を確か なものに し,協 力が うま
れ ると言 うことが ここでは表現 される。
11モ デ ル
1プ レイヤー,戦 略,利 得
プ レイ ヤーは ユお よび2の2人 であ り,各 プ レイ ヤー は 戦略C(協 力:
Cooperate)と戦略D(非 協 力:Defect)とい う2つ め戦略 を選択 口∫能 であ る。
各 プ レイヤーの利得は第1図 の場合 と第2図 の場合 を考 える。 ここで用い られ
る,第1図 お よび第2図 の各利 得は,直 感 的にわか りやすい よう.に具体的に数
値で示 した。 しか し本質的な利得 の関係 は,プ レイヤー1と プ レイヤー2の 戦
略 の細.をそれ ぞれ(C,C>,(C,D),(D,C),(D,D)とした とき各利得 の組
を(a,b),(C,(」),(e,f),(g,h)として,第1図 に関 して は プ レイヤー1の
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第1図 「信 頼 ゲー ム」 の利 得 行列






第2図 「囚 人 の ジ レ ンマ ゲ ー ム 」 の 利得 行 列






利得 に関 しては θ=gかつ α>g>`かつ α一8>8一`と なる ことであ る。 プレ
イヤー2の 利得 に関 して ∫=ぬかつ ゴ〉わ〉海 とな ることであ る。第2図 に関 し
て はプ レイヤー1の 利得 に関 してg>α>g>oか つ α一g>座一`と なる ことで
あ る。 プ レイヤー2の 利得 に関 して は ゴ〉δ〉陀〉アかつ ウーん〉ん一∫とな るこ
とであ る。
前 節 で も述 べ た よ うに 第1図 で考 え る とき,こ の ゲー ム は,Coleman
[1990]によって提起された信頼 ゲームを再定式化 したS臼to[1999],および,
Dasgupta[1988]の信頼ゲ ーー ム と基本的 に同 じゲー ムであ る。 よって,以 後 こ
の第1図 で示されたゲームを 「信頼.ゲー ム」 と呼ぶ ことにす る。第2図 で考え
るとき,こ のゲームは 「囚人のジ レンマゲーム」 となる。 このゲー ムをプレイ
ヤー1お よび プレイヤー2は 繰 り返 し行 う%
3)本 モデルでは以下 の期待利得の形成の仕 方か らもわか るよ うに,繰 り返 しが有 限回であって も




各 プ レイヤ ーの各戦略についての期待利得 は以下 のよ.うに形成 され る。各 プ
レ.イヤーは各戦略 を とった ときに実際 に得 られ た 自分 の利 得 の過 去n回 分 を
historyとして記憶 してお り,そ の平均 利得 を もって将 来の期待利得 とす る。
この期待利得の高い戦略を各プ レイヤーは主観的 に最適 な戦略 と して選択 す る
のであ る。 また,同 じ期待利得で あれば,同 じ確率で どち らかの戦略を選択す
る㌔
3慎 重なexperiment
各 プ レイヤーはあ る小 さな確率 ρで最適 な戦略 とは異 なる戦 略を とる。 こ
れ をexperimentと呼ぶ こ とにす.る。 そ して このexperimentをおこな う確率
ρ は戦略Dと 戦 略Cの 期待 利得 の差 に依存 して決 まるとす る%具 体的 には,
experimentをお こな う確率 は,通 常 の6で はな く,期 待利得 の差 によって決
まる正の値(例 えば α とす る)に よって調整 された ρ=♂ と して表現 され る。
ただ し,こ の ρ は期待 利得 の差 が大 きけれ ば大 きいほ どよ り大 きな値 を とる
もの とす る。 つま り,よ り大 きな期待利得 の差が あれぼ よ り小 さな確率 ρ を
とると.言うことで ある%言 い換 える と,こ れは一方の戦略 が他 方の戦略 よ り
も非常 に好 ましい ときは,プ レイヤーはよ り慎重 とな りexperimentをす る確
率 もよ り小 さ くなるとい うことであ る。
m協 力均衡の形成
前節のゲームの設定のもとで以下の命題が得 られた。
4)同 じ期待 利得の とき,一 回限 りにおいてのゲームにおける支配戦略(第1図 においてはプ レイ
ヤー2の 戦 略D)が あればそれ を選択 する として も教師 と同 じ結論 を得 るこ とがで きる。そ の
証明は次節 とほぼ同 じなので,本 稿で ぱ省略す る。
5)期 待利得の比に依存す ると しても次節 の結論 は同様 にして得 られ る。
5)こ のよ うな状態 に依 存 したexpel【nビ[LしもしGまmuL己tk,nの一般 的な議論はB齪rgin湖ndLip.
man[1996]を見 よ。本稿の 目的は この ような一般 的な議 論を行 うのではな くあ る現実的 なモデ
ルの設定のなかで.協 力均衡が得 られ ることを具体的 に示す ことである,
窄
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Proposition1:第π節 の ゲー ムの設 定 の も とでexperimentをす る確 率 ρ
が利得差 に対 して十分 に大 き く反応をす るもの とす る。つ ま り,第 且節で定義
された ように両 プ レイヤーが期待 を形成 し,十 分 に慎重 なexperimentをお こ
な うと き,第1図 で示 され た 「信 頼 ゲー ム」 を繰 り返す と,お 互 いに戦略C
を とる状態がLong-RunEqui】ibrium(LRE)とな る7}。
〈証明>S:
ここでの状態 の推移 は非周期的で既約 なマ ルコフ連鎖で あるこ とをは じめ
に確認 す る。 この ことは以下 よ り明 らか とな る。主体 が保持 して い るhis-
toryで状 態が定義 され,主 体 はhistoryによって最適 な戦略 を判断 し,ex一
.perimentもhistoryにのみ依存 して決 まる(マ ルコフ連鎖)。experimentす
る確率は常 に正だか ら,n期 後 にはいか なる状態へ も移行可能で ある(既 約
性)。非周期性 もこのexperimentの存在 によ り満たされ る。
以後 の証 明の方針は次 の通 りで あ る、,STEP1でexperimentがない と き
の極限 において実現 され る均衡がいか なる ものかを考 察す る。次 に,そ の極
限で実現 しうる均衡 の中で最小 の コス トツ リーを探 す。そのた めに,STEP
2で 各極 限において実現 され うる均衡 をよ り詳 しくしらべ,STEP3で 期待
7)LREは 以 下 の よ うに定 義 さ れ る。experiment.∈,があ る時 の 非 周期 的で 既 約 なマ ル コ フ連 鎖
を グ とす る。 こ の と き の 噸tk⊃冊rydist■ibuしiぐ♪nを μ`で表 現 す るi=.つま りa`n《=,∫とな る。
ま た,ξ につ い て 極 限 を と り、 グ=巨m,_。〆 とす る 。 この と き,状 態 ゐ を考 え 翫 も し,μ 育>0
な ら ば,乃 は[ρng・R皿LEql且iliトrillm〔LRE)であ るqこ の均 衡 概 念 に 対 す る 詳 細 はKandol正et
aL[1993],Young[1991]およ びそ こで 示 され る関 連文 献 を見 よ.
8:1こ こで の証 明 はYoung[1993ユお よ びVega-R巳dQn〔10[1996]のchap.5,cha,6での 議 論 を
参 考 に し.た、 この 分 析 にお い て,状 態 は 各 プ レ イ ヤー の 採 る 戦 略 と記 憶 してい るhi畑ryに よ っ
て 決 ま る ので,状 態 数 は 有 限 個 で あ り,さ ら に,ex匪rimじn1の仕 方 も通常 の ∈で は ない が,期
待 利 得 の 差 に よ っ て 決 ま る 正 の 値(例 え ば α とす る〉 に よ って 調 整 さ れ た,ピ をCxperimont
す る確 率 ♪ と し て用 い て い る だ けで あ るか らYoung[19931およ びVega.Red`md⇔Ll996]の
chap.5,chap.6の議 論 は そ の ま ま適 用 で き る。 ま た.各 戦 略 の期 待 利 得 が 形 成 が さ れ る ま で
の 試 行 期 間は す で に済 んで い る とす る。 した が っ て,本 稿 の モ デ ル で の コ ス トの概 念 は 単 にcx・
1刑im已ntの数 だ けで は な く,α に よ って 調 整 され た(つ ま り,α 倍 され た)コ ス トを 用 い て い.
る。 ま た,確 率 ρ の0へ の収 束 の さ せ 方 も,ρ=ξ αに お い て ξを0に 収 束 させ る とい う方 法 を
採 る.、.証明 は 直 感 的 に 分 か りや す1.・よ う に第1図 で 示 され た 数 値 例 に も とづ い て お こ な うが,前
節 で 示 され た 利 得 に 関 す る 条件 が満 た され れ ば い か な る数 値 で も よい,
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利 得差が最大 とな る均衡 を構 築 し,STEP4で そ の均衡 をrootとす る コス
トツリーが最小 のコス トを持つ ことを示すD
STEP1:experimentがなし・ときの均衡状態 は[C,C]か[c,CD]の い
ずれかで ある。 こ こで,[.,.]は,第 ユ図で示 された部分ゲームにおいて,
第1要 素が プ レイヤー1が とってい る戦略 を示 し,第2要 素 はプ レイヤー2
が とってい る戦略 を示 して いる。 また,CDは 戦略Cと 戦略Dを 等確 率で
選択 す る状況で ある。以 上を このstepで証 明す る。以後,全 てのあ り得 る
状態 を場合分 け して考察 してい く。
いま状 態[C,D]が 両 プ.レイヤーにおい て最適 な戦略 を選択 して いる状
態 とす る、,この ときプ レイヤー1のDを とった ときの期待利得 は ユ,一 方,
この状態が続 くな らば,プ レイヤー1のCを とった ときの期 待利得 は0に
近づ いて行 くか ら,プ レイヤー.1の最適な戦略が 戦略Dと なる。つ ま り,
状態[D,D]へ 移行す る。
い ま状 態[D,C]が 両 プレイヤーにおい て最 適な戦略 を選択 してい る状
態 とす る。 プレイヤー1の 期待利得 はプ レイヤー2の 戦略の変更によ って影
響 を受 けない。 よって,以 後 プ レイヤー1は ず っと戦略Dを と り続 けるこ
と となる。 この ときプ レイヤー2の 戦略Cの 期待利得 が1と なる。 また,
プ レイヤー2の 戦 略Dの 期待利得 は1以 上だか ら,プ レイヤー2の 戦略D
.の期待 利得が1で あれば,戦 略Cζ 戦略Dを 同確率で とる混合戦略 になる。
も しくはプ レイヤー2の 戦略D期 待利 得が1よ り大で あれば,プ レイヤー
2は戦 略Dを とることにな る。 この場合,プ レイヤー ユは戦略Dを とって
い るので,プ レ.イヤー2が 戦略Dに 変更 したあ と,n回 期 間が過 ぎると,
結 局戦略Dの 期待利得 も1と な り,結 局,こ こで もプレイヤー2は 戦略C
と戦 略Dを 同確 率 で とる混 合戦略 をお こな うこと となる。 つ ま り,状 態
[D,C]はいかな る場 合で も状 態[D,C1)]へ移行 しそれが均衡 と して続
く。
いま状態[C,C]が 両 プ レイヤーにおい て最 適 な戦 略を選択 してい る状
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態 とす る。 ここでは両 プ レイヤー の戦略Dに 関 しては状 態[C,Clで は実
際 に選 択 され ない戦略 であ る。状 態[C,C]の 両 プ レイヤー につ い.て,戦
略Dの 期待利得が 戦略Cの 期待利得 より望 まし くない よ うなhistoryが構
成 されていれば(ま た,そ れ は可能であ る,例 えば両 プレイヤーの各戦略 の
n回 のhistoryにおいて,全 て[C,C]お よび[D,D」 が実現 した よ うな場
合で あ る。).両プ レイヤー ともに[C,C]を 続 けてゆ くうえで,こ こか ら
逸 脱す る イ ンセ ンチ ィヴが な く,戦 略Dの 期 待利 得 はそ の ままに,状 態
[C,C]が均衡 として続 くことにな る。
いま状 態[D,D]が 両 プ レイヤーにおいて 最適 な戦 略 を選択 してい る状
態 とす る。 プレイヤー1の 期待利得 はプ レイヤー2の 戦略の変更 によって影
響 を受 けない。 したが って プ レイヤー1は 戦略Dを と り続 けることとなる。
よって,状 態[D,C]の ときと同 じ経緯で,状 態[D,CI⊃]が均 衡 として続
くこ とになる。
最後 に戦略Cと 戦略Dの 期待 利得が同 じにな δた場合 につ い も同様 の考
え方で,場 合分 けが 多 く煩雑 であ るが,極 限 において は状態[c,c]も し
.くは状態[D、CD]を 均 衡 として続 けてゆ くことがわか る。
STEP2:このstepでは各均 衡内の状況 を詳 しく見てい くD
[D,CD]均衡 内で は,プ レイヤー1の 戦略Cと 戦 略Dの 期待利得 は異
な る。つ ま り,プ レイヤー1が 戦略Cを とった時 の どのよ うなhistoryを.
持 ったかに よって戦略Cの 期待利得 は異 なって くる。 ここで,戦 略Dが 選
択 されてい る ことを考慮す る と,プ レイヤー1に おける戦略Cの 期待利 得
は0以 上1以 下 で,戦 略Dの 期待 利得 は1で あ る。 したが って,プ レイ
ヤー1の 戦略Cと 戦略Dの 期待利得 の差 はO以 上1以 下であ る、,他方,プ
レイヤー2の 期 待利得 は戦略C,戦 略D.と もに1で 同 じで あ る。期 待利得
がか な らず1で 等 しくなってい るこ とはSTEP1で の状 態の移行 の仕 方か
ら助 らか とな る。プ レイヤー2の 戦略Cと 戦略Dの 期待 利得 の差 は0で あ
る。以 上 よ り,[D,CD]均 衡 内 の どの状 況 で も,プ レイヤー1と プ レイ
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ヤー2の 双方 につ いて,experimentする確率 ♪が期待利 得の差が0か ら ユ
に依 存 して決定 され ることが わか った。期待利得 の差 が0の ときのexperi・
mentとは,プ レ.イヤー は もともと等 確率で 戦略Cか 戦略Dを とってい る
か ら.こ こで のexperimentとは一度確率 的に決めた戦略 につ いて もう一.度
考 え直 して他方の戦略を とると言うことである。
[C,Cユ均衡 内で はプ レイヤー1に 関しては戦略Cの 期待 利得 は4で 戦
略Dの 期待利得 は1と なる。.プレイヤー2に 関 して は戦略Cの 期待 利得は
4であ るが,戦 略Dに 対す る期待利得は異 な る。 この戦略Dの 期 待利得は
どの よ うなhistoryをもったか によって異 なって形成 され る。 ただ し,期 待
利得差の0よ り大で3以 下である。
STEP3:このstepでは,以 下で述べ る均衡Aと い う.ものを考 え る。
.今LD,CD]均 衡か ら[c、.c]均衡へ移行す る次 の ようなパ.スを考 える,、
[D,CD]均衡 において,プ レイヤー1がexperimentをし,か つ プ レイ
ヤー2が 戦略Cを とった とす る。 プ レイヤー2に つ いては この一一回 のex-
perimentで戦略Cが 最適 な戦略 となる。.つづ いて,さ らに連続 したプ レイ
ヤー1のexperimentがプレイヤー1に とって戦略Cが 最 適 とな るまで続い
た とす る。期待利 得は過去n回 のhistoryによって形成され るか ら,有 限回
の連続 したexperimentでプ レイヤー ユの戦略Cの 期待利得 は戦略Dの 期
待利 得を超える。
この移行 したあ との,均 衡[c,c]に おいて,プ レイヤー1に おいては,
戦略Cの 期待利得 は4お よび戦略Dの 期待利得 は1で あ り,プ レイヤー2
において も,戦 略Cの 期待利得 は4お よび戦略Dの 期待利得 は1で あ る。
このよ うな状態 を均衡Aと 呼ぶ ことにす る。
STEP2の議論か らプ レイヤー]お よびプ レイヤ」2の 期待利得の差が と
もに最大 となっているのは,こ の均衡Aで あ ることがわかる。 したがって,
experimentをす る確 率 ρが 十分 に戦略の期待利得 の差に反応す る ことを考
慮す る と,つ ま り,期 待 利得 の差が 大 き くな る とき,そ れ に したが いex一
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perimentをす る率 も十分 に小 さ くなるので,均 衡Aか ら他 の均 衡へのパ ス
の コ.ストは,他 の均衡か ら均衡Aへ のパ スの.コス トよ りも,厳 密 に大 きく
なる。
STEP4;こ のstepでは,最 小 の ゴス トを もつ ツ リーのrootは均衡.A
であ るこ.とを示す。
い ま,均 衡A以 外 の均衡 をroutとす るツ.リー が 最小の コス トを持つ とす
る。STFP3よ り,均 衡Aは 他 の均 衡状態 へ移行す る時 に厳 密 に十分大 き
なコズ トが必要であ る。 この とき,均 衡A以 外 の均 衡 をrootとす るツリー
内で,均 衡A(お よびそれ の下に付 随す るパ ス)か らの次の均 衡へ のパ.ス
を切 断 し,さ らに,ツ リーのrootから均 衡Aヘ パ スをつ なげて,均 衡A
をrootとす る新 しい ツ リー を構 築す る。
この作業 において,均 衡Aか ら次 の均衡へ のパ スが切 り取 られ その分 コ
ス トが低下 し,ツ リーのro⑪tから状態Aを つなげ るときその分の コス トが
加わ るが,STEP3の 議論 か ら,そ の追加 的な]ス トはパスを切 り取 った と
きに減 った コス トよ りも厳密 に小 さい。つ ま り,ツ リー全体 として,コ ス ト
が減少 してい る。 この ことは,均 衡A以 外 の均 衡をrootとす るツリーが最
小の コス トを持 つ とい うこ とと矛盾 してい る。
.したが って,LRFに おいては,プ レイヤー1お よび プ レイヤー2は とも
に戦略Cを とることにな る。(証明終)
以.ヒと同様 の命題 は第2図 で示 され た囚人の ジレンマの状 況の利得行列 にお.
いて も言え る。証明はProposition1と同様であ るので,こ こでは省略す る。
Proposition2:第U節の ゲー ムの殺 定 の も とでexperimentをす る確 率 ρ
が利得差に対 して十分 に大 き く反応 をす るもの とす る。ただ し利得行列だ けを
第2図 の ものに変える.つ ま り,第H節 で定義 されたよ うに両プ レイヤーが期
待 を形成 し,十 分慎重 なexperimentをお こな うとき,第2図 で示 された 「囚
人 ジ レンマ ゲー ム」 を繰 り返す と,お 互い に戦略Cを とる状 態がLong.Run
ワス クを ともな う社会で の協 力の進化 的形成
Equilibrium(LRE)とな る 。
(.159)39
LREが 具体 的に どの.ような状 況 を示 してい るか を見 るために.シ ミュ レー
シ ョンを行 った。 ここで の利得行列 は,第1図 お よび第2図 に したが ってい る。
各 主体 は過去の5回 の各戦略 において実現 された 自分の利得 を記憶 している。
また,experimentをす る確率 は利得差 が 灘 とした とき.P=e一%と な ってい
る。 また,2000回の繰 り返 しを行 ってい る%信 頼ゲ「ムお よび囚人 のジ レン
マゲームのそれ ぞれ ゐシ ミュ レー シ ョン結 果gひ とつ の例が,第3図 および第
4図で示されている。 それぞれの図の 中の クラフの見 方は縦軸が各 プ レイヤー
が どの戦略を とっているか を示 し,横 軸が ゲー ムの繰 り返 しの回数を示 してい
る。 ここで,縦 軸の 目盛 りの4は 両 プ レ.イヤー ともに戦略Cを とってい る状
態 を,.3はプ レイヤー1が 戦略Dを とり,プ レイヤー2は 戦略Cを とってい
る状態 を,2は プ レイヤー1が 戦略Cを と り,プ レ.イヤー2は 戦略Dを とっ
てい る状態 を,1は 両 プレイヤーと もに戦略Dを とってい る状 態を示 してい
る。 また,ゲ ー ムの最初 におい て.各プ レイヤ.一が どのよ うなhistoryを記憶 し
てい るかが問題 となるが,こ こで は,ま った くhistoryが形成 されてお らず,
両戦略 ともす べての期 で0の 利得 を実現 した とい うhistoryを記憶 してい ると
い う場合 を考 えた。 ここで確 認で きるのは,ど の場合 において も,均 衡の変動
はあ るが,も っとも多 くの期間で実現す るの はLREで 示された状態 つ ま り
「信 頼 ゲーム」お よび 「囚人 の ジレ ンマゲー ム」 ともに両 プレイヤーが戦略
Cを 選択 しパ レー ト最適 な利得 を得 ている状 態,と なる とい うことであ る1%
また,均 衡が変動す ることか ら,初 期値 に依存 して均衡が決 まらない こともあ
らためて確認で きるQ
最 後に,本 稿 のモデルの特徴お よび含意をま とめてお く。第1に,ば じめか
らお互いの戦 略が既知 のも と戦略同士でバ イン ドしあ つて プレイヤー一を拘束す
な お シ ミュ.レー シ 剖 ンぽmathematkl田上 で 作 成 して い る。9)
ゆ 第1図 で の 「信 頼 ゲ ー ム.で}よ 利 得(4濁 を,第2図 で の 「囚 ノゆ ジ レ ンマ ゲ 弘 」 で は利

























ると言 った状 況で はない(し たが って,お 互いの戦略を知 る必 要 もな く,ま た
そ のこ とを共有 知識 にす る必要 もない〉。第2に,協 力均 衡(両 プ レイヤー と
もに戦略Cを とる均 衡)がexperimentの結果 として発見 的に実現 される とい
う,動 学的な議論 とい う点で ある.こ のこ とは,.各プ レイヤーのhistoryが全
くない ところが らのシ ミュ レー シ ョンでの議論か らも示されている。第3に,
均衡 の変動が表現 され るので,と きに協力関係 が崩壊 し,そ してまた,協 力 関
係が生成 され る とい うダイナ ミクスが このモデルでは記述 され る点であ る。第
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4に,均 衡利得はパ レー ト最適であ り,他 に均衡利得 となる ものはないL%最
後 に,モ デ ルの含意 として,期 待 利得 の差 に依存 したexperimentとい う主体
の慎 重さが協力 の形成 に必要 となることが挙げ られ る。つま り,相 手 の行動 を
読 まな くて も,自 分 の得 た利得 の比較で もって,と きには これまで と異 なった
行 動を して,よ り望 ま しい結果が得 られた ときにはその行動 を慎 重に維持すれ
ば,自 然 と望 ま しい状態が成立 し,長 期で考えればそれが.最も長 い時 間で維持
される とい うことで ある。
IV日 米における協.力に関する社会問題のモデル分析
LREは の意 味す る ことは,長 期 にお いて協 力をお こなって い る期 間が最 も
長い とい うことで あった。 そ こで は,experimentをOへ収束 させ て しまい,
どのよ うな推移 で協力が 恥こなわれてい るか については問わない。 しか しなが
ら現実には,こ の均衡 の推移 そのものが重要な意味 を持 つ と考 え られ る。 また
均 衡の推 移は これまでとは異 なる均衡 の発見 とい う意味 もあわせ持つ 。以上 の
点に注 目なが ら,こ の節で は,異 なった文化を持つ社 会での協力 に関す る問題
.について考 察 してい く。
は じめに,閉 鎖 的社 会 と開放的社会い う異な る.文化を持つ2つ の社 会を考 え
る。また,こ の違い をexperimentの率 水準 の違 い と考 え る。 とい うの も,
閉鎖的社 会で はよ り機会主 義的 な行動 が嫌わ れ,よ り親密 な集団が長期 にわ
た って行動 を ともにす る。 よって,こ れ まで とは異な る行動 がよ り抑 制され る
のであ る。 また,開 放 的社 会で は,よ り望 ま しい機 会 を求 めて これ まで と異
な った行動 を行 うこ とが社会 的に容認 され る。閉鎖 的社 会の代表 としては 日本
社会が,開 放 的社 会の代表 と して は米国社会が考え られ る。山岸[1998ユの実
証研 究か ら,一 般 的な他者 に対す る 「信頼」が 日本では低 く,他 方米 国で は高
lDも ちろんここで は,な ぜその ような.戦略が とられるのか とい う疑問 と同様 になぜ そのような行.
動 パターンをおこなうのか とい う疑問が生 じるが,こ の点に関 してのい くつか のコメン トは第V
節 でおこな う。
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く,外 部 にあ るチ ャンスを米 国の方が よ り生かす ことがで きるとい うことが不
されてい る。 この ことか らもこの仮.定は支持 され る】%
現在 この対照的 な両国において,同 じよ うに社会 システム レベ ルでの問題が
議論 され てい る。 〕本 においては,日 本型 システムの破綻が論議 され,こ れま.
で の 日本 の強みであ った社 会的協調が機能 され に くくなってい るこ とが示 され
てい る(例 えば荒井[19971)。他方,Fukuyama[1995]は米 国 において社会
的な信頼 の.水準が低下 して お り,こ の ことが社 会的非効率性 を招 きつつあ ると
警告 している。この両者の現象 を前節のモデ ルを用 いて以.ド解釈 してゆ く。
第3図 でお こな った 「信頼 ゲー ム」で の シ ミュ レー シ ョンを基準 と して,
experimentの水準 だ けを変 えた ときの典型 的な グラ フが第5図 および第6図
に示 されてい る。第5図 で はexperimentをす る確率 は利得差が 訂 とした とき,
ρ=召一エ/32とよ り小 さ くなってお り,第6図 で は,ρ=e一'/2と大 きくなってい
る。容 易 にわか るよ うに,"日 本型社 会"の ようにexperimentの確 率の低 い
社会 の場合 ぽ一方の均衡 に落ち着 くとなか なか他方の均衡へゆかない,他 方.
"米国型社 会"の よ うにexperimentの確率 の高 い社 会の場合 は均衡 の推移が
非常 に激 しい。
日本 における社会的 な協 調が機能 しな くな って きて いる現象が このモデルで
次 のよ うに説 明で きる.つ まり,第5図 において,均 衡 の移動があ ま り起 こら
ない とい うこ とは,現 在の均.衡以外 に存在す るよ り望 ま しい均衡 を発見 され に
くい ことを意味す る。つ ま り,何 らかの社 会変化 によ って,実 は均衡以外の利
得 が過去 の経験 とは違 いよ り望 ましい もの とな っていた として も,そ れ を発見
しに くい とい うこ とで ある。 よ り流動的 な社 会にな りつつ ある現在 において,
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第5図Experimentの確 率 が 低 い 場 合('田 本 型 社 会")






第6図Experimentの確率 が 高 い場 合C`ア メ リカ型 社 会")










となることが,こ め ことよ り示される。逆 に,変 化 の少 ない社会 においては,
良好な均衡がすでに実現 している とす れば,こ のような行動パ ター ンは,も う
一方の望 ま し くない状 況へ陥 らせて しま うよ うなexperimentをしない とい う
意味で,望 ま しい行動 パ ター ンとなる。 これが,同 じ行動パ ター ンで もこれま
では社 会的に機 能 して きた理 由で ある。
米国 にお け る,信 頼の低下 の問題 は次 のよ うにモデ ルか ら説明で きる。ex・
覗(16紛..第165ft第3号
perimet自体 はよ り良い均衡 を発見 で きるとい う意味で,望 ま しい こ とで ある.
が,そ のexperimentの率 があ ま りに高 い と,.第6図の ように,社 会 自身の不
安定性 をもた らして しま うので ある。 よって.こ の ような社会の頻繁な変化 が1
社会 に対 して,逆 に大 きな損失 を もた らす ことが考え られ る。つま り,こ のよ.
うな社会の不安定性が,短 期 の利得 を望む主体 にマ イナスの効果を強 く与えれ
ば,LREで の議論 か ら導びかれ るインプ リケーシ ョンは意味 をなさな くなる。
さ らに,相 手が高い確率でexperimentをす るので,自 らが リスクを ともな う
協 力行 動 をお こな うことが割 に合わ ない と思 うよ うにな り,こ の観 点か ら,
experimentの率が 逆 に急 激 に低 下 して しま う可 能性 が あ る。 この こ とが,
Fukuyama[1995]のい う低信頼 国家 としての,も しくは.山岸[1998,p.200]
のい う人々の用心深 さが過度 に高 まった アメ リカ社.会を示す といえる。
この よ うにexperimentの率 が 極端 に高い も しくは低 い とい う状況で の シ
ミュレー ション結果 によ って,日 米双方で問題 とな っている社 会問題が統一 的
に理解 す る ことが で きる』 ここか ら導 き出 され るのは,日 本 に おいてはex-
perimentを促進す るよ うな制度が,米 国 におい ては逆 に抑制す るよ うな制度
が望 まれ るとい うことで ある。
V結 び
い くつかの本モデ ルの問題 点を指摘 して,本 稿 の結 びに代 え.る。
モデル上 の問題点 としては,プ レイヤーに仮定 した行動パ ター ンの妥当性 が
あげられ る。 しか しなが らこの行 動パ ター ンは,戦 略 的な読みあい を しない と
はいえ,お 互い は.単純 に信頼 をしつづ け,と もす る と一方 的に損 を続 ける とい
うもので は ない。 また,利 得 差 に した が うexperimentの考 え方 は,Proper
Equilibriumにおい て も用 い られ てお り,そ れ ほ ど不 自然 な仮 定で はないL%
また,こ こで主張 したい ことは,比 較的 自然な プレイヤ」1こ対す う仮定 の もと
13)もちろん,実 験経済学や心理学か らの多 くの研究成果が得られてお り,今後 それ をもとにして
・1真重に検討 してゆきたい、
リスクを ともな う社 会で の協力 の進化 的形成 {165〕45
で,協 力均衡(つ ま り両 プ レイヤー とも戦略Cを 選択 してい る状態)に 対 し
て,第 皿節の末で述べた意味で 望ま しい結論が得 られた とい うことであ る。あ
ま り過 度 に主体 の.合理性 を仮 定 す るな らば,均 衡 の多 さや,ま た,松 島
[1994]が指摘す るように,私 的情報 の存在 によって,協 力均衡が達成 され な
い とい う問題 を生 じさせて しま うか ら,本 稿 のよ うな研究 アプローチにも意義
が ある とい える。別の言い方をすれば,本 稿 のモデルは山岸[1998]の述べ る,
「つ い,.他人が信頼で きると思」 うようになる状 況 とはどのよ うな ものか とい
うことに対す るひとつの考.察とも言える1㌔
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14>山岸[1998]150ペー.・ジ。本稿 の議論は山岸[1998]が強調す る相手 の信 頼性 を見抜 くとい う
「社会的知性」 という側面か らα〕アプローチ とは翼な り,そ れよ りもず っと単純 な環境でかつ機
械 的な行動 パ ター ンで,リ スクをとる行動が合理的な行動 である ことを説明す るモデルとい える,
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