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A k-bounded pseudo-Boolean function is a real-valued function on {0,1}n that can be
expressed as a sum of functions depending on at most k input bits. The k-bounded
functions play an important role in a number of areas including molecular biology,
biophysics, and evolutionary computation. We consider the problem of ﬁnding the Fourier
coeﬃcients of k-bounded functions, or equivalently, ﬁnding the coeﬃcients of multilinear
polynomials on {−1,1}n of degree k or less. Given a k-bounded function f with m non-zero
Fourier coeﬃcients for constant k, we present a randomized algorithm to ﬁnd the Fourier
coeﬃcients of f with high probability in O(m logn) function evaluations. The best known
upper bound was O(λ(n,m)m logn), where λ(n,m) is between n 12 and n depending on m.
Our bound improves the previous bound by a factor of Ω(n
1
2 ). It is almost tight with
respect to the lower bound Ω(m lognlogm ). In the process, we also consider the problem
of ﬁnding k-bounded hypergraphs with a certain type of queries under an oracle with
one-sided error. The problem is of self interest and we give an optimal algorithm for
the problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
A pseudo-Boolean function is a real-valued function on {0.1}n . If a pseudo-Boolean function can be expressed as a sum
of functions depending on at most k input bits, it is called k-bounded. Unless otherwise speciﬁed, a k-bounded function
means a k-bounded pseudo-Boolean function in this paper. We consider the problem of ﬁnding the Fourier coeﬃcients of
k-bounded functions. In the problem, we assume the oracle for membership queries, i.e., the oracle that, given any binary
string, returns the function value at the string. Our main concern is the query complexity to solve the problem.
By deﬁnition, degree-k polynomials on {0,1}n are k-bounded functions, and each k-bounded function can be represented
as a polynomial of degree k or less. We will use the term ‘k-bounded functions’ rather than ‘degree-k polynomials’ as
the deﬁnition of the former captures the critical property of functions for our results nearly regardless of representation.
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polynomials on {−1,1}n of degree k or less.
The k-bounded functions have played an important role in a number of research areas. In molecular biology and bio-
physics, they have been used for ﬁtness functions that model the environments in which biological objects are evolved [26].
The k-bounded functions with small k have been paid attention as they are appropriate for describing the real-world envi-
ronments of reasonable evolvability and complexity [18,27]. Also, they have been used as testbed problems for comparing
the performance of algorithms in the area of evolutionary computation [15,22,32,33,35,39]. The problem of maximizing k-
bounded functions is NP-hard even for k = 2 as it is at least as hard as the MAX-2-SAT problem [19]. In general, we may
control the diﬃculty of the problem by changing the degree of dependency among the input bits (the value of k). There
are good evolutionary algorithms to approximate the maximum of a k-bounded function when the dependency among the
input bits is known [16,20,32,36].
Fourier transform is a formal approach to deﬁne the dependency among the input bits of functions. There have been
a number of papers addressing the problem of ﬁnding the Fourier coeﬃcients of k-bounded functions on {0,1}n . Kargupta
and Park [25] presented a deterministic algorithm using O(nk) function evaluations. Later, Heckendorn and Wright [23]
proposed a randomized algorithm for the problem. For the k-bounded functions with O(n) non-zero Fourier coeﬃcients
from a random model, they analyzed the algorithm to show that, with negligible error probability, it ﬁnds the Fourier
coeﬃcients in O(n2 logn) function evaluations on average provided k is constant. For the k-bounded functions with m non-
zero Fourier coeﬃcients for constant k, Choi, Jung, and Moon [13] proved that any randomized algorithm requires Ω(m lognlogm )
function evaluations to ﬁnd the Fourier coeﬃcients with error probability at most a given constant if m  nk−α for any
constant α > 0. By analyzing the algorithm of Heckendorn and Wright, they also proved that O(λ(n,m)m logn) function
evaluations are enough to ﬁnd the Fourier coeﬃcients with negligible error probability, where λ(n,m) is between n
1
2 and
n depending on m. Recently, for 2-bounded functions of which non-zero Fourier coeﬃcients are between n−a and nb in
absolute value for some positive constants a and b, Choi and Kim [14] showed that there exists a deterministic algorithm
using O(m lognlogm ) function evaluations, provided that m is at least a polylog of n. This algorithm is non-adaptive while the
previous algorithms are adaptive.4 However, an explicit construction of the algorithm is unknown.
Our main result is
Theorem 1.1. Suppose that f is a k-bounded function deﬁned on {0,1}n for constant k and that f has m non-zero Fourier coef-
ﬁcients. Then, there exists an adaptive algorithm to ﬁnd the Fourier coeﬃcients of f in O(m logn) function evaluations with error
probability O( 1n ).
We prove Theorem 1.1 by constructing a desired algorithm. Actually, we may use the same proof of the theorem to
reduce the error probability to O( 1na ) for arbitrarily large constant a > 0. This result improves the best known upper bound
O(λ(n,m)m logn) by a factor of Ω(n 12 ). In terms of learning theory, the proposed algorithm is the ﬁrst attribute-eﬃcient one
in that its query complexity does not depend on n if we ignore the logn factor. The complexity is attractive especially when
m is small compared to n, which is relevant to the ﬁtness functions modeling the cellular dynamics mainly depending on
a few genes among a large number of total genes. On the other hand, it is almost tight with respect to the lower bound
Ω(
m logn
logm ) that is shown to be valid for all m in Section 7.
We should note that there are a number of papers addressing the problem of ﬁnding the Fourier coeﬃcients of Boolean
functions [10,11,17,24,28–30]. The algorithms for Boolean functions in the literature can be extended to pseudo-Boolean
functions. However, the extensions of the algorithms do not give a good bound for k-bounded functions. One of the main
reasons is that their query complexities depend on the values of the target function. For example, for a k-bounded func-
tion f , the most eﬃcient extension [17] among those has the query complexity of Ω(Var(f)
θ2
), where Var( f ) is the variance
of f for uniform random inputs and θ is the minimum absolute value of the non-zero Fourier coeﬃcients of f . Thus,
the query complexity may be arbitrarily large as we may choose f with arbitrarily large Var( f ) and arbitrarily small θ .
The query complexity of our algorithm, on the other hand, is independent of the values of the target function.
To prove Theorem 1.1, we ﬁrst show that the problem of ﬁnding the Fourier coeﬃcients of k-bounded functions is
reduced to the problem of ﬁnding k-bounded hypergraphs with a certain type of queries under a probabilistic oracle.
A hypergraph is k-bounded if the size of each hyperedge is at most k. For a pseudo-Boolean function f on {0,1}n , we
consider the hypergraph representing the dependency among the input bits as follows. Suppose that H is a non-empty
subset of [n], where [n] := {1, . . . ,n}. We say that there is a linkage among the input bits in H if there is H ′ ⊇ H for
which the Fourier coeﬃcient of f is non-zero.5 This means that for any additive expression f =∑i f i , H is included in the
support set of some f j , that is, the set of input bits on which f j actually depends. The linkage graph of f is a hypergraph
G f = ([n], E), where each bit in [n] is a vertex and a subset H of [n] belongs to the edge set E if and only if there is
4 An algorithm is called adaptive if the algorithm uses a sequence of queries in which some queries depend on the previous queries. Otherwise, it is
called non-adaptive.
5 The term linkage means the interaction among the genes in evolutionary computation.
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non-empty subset of a hyperedge is also a hyperedge.
For constant k, the Fourier coeﬃcients of a k-bounded function can be eﬃciently found when its linkage graph is
known [23]. This fact is described in Section 2. In a hypergraph, we say that a hyperedge crosses among certain disjoint
sets of vertices if the size of the hyperedge is equal to the number of the sets and each of the sets contains a vertex in
the hyperedge. By deﬁnition, a hyperedge of size one crosses among any set of vertices including the hyperedge. Our main
contribution is to show that the existence of a hyperedge crossing among a given collection of sets of vertices is eﬃciently
testable with one-sided error.
Theorem 1.2. Suppose that f is a k-bounded function on {0,1}n and S1, . . . , S j are j disjoint subsets of [n]. Then, we can use 2 j
function evaluations of f to test the existence of a hyperedge in the linkage graph G f crossing among Si ’s, where the test result is
correct with probability at least 1
22k
if such a hyperedge exists and it is correct with probability 1 otherwise.
This is an extension of a theorem of Heckendorn and Wright [23] (see Proposition 2.1 in Section 2), which is valid only
if each Si is a singleton set of vertices. To prove Theorem 1.2, we devise a perturbation method to test the existence of a
hyperedge by ﬂipping the bits of a random string in some or all of Si ’s and aggregating the function values at the ﬂipped
strings.
Theorem 1.2 implies that the problem of ﬁnding the linkage graph of a k-bounded function is reduced to the following
problem of ﬁnding hypergraphs. Suppose that a hypergraph G has n vertices and m hyperedges and the hyperedges of
G are unknown. A cross-detecting query asks the existence of a hyperedge crossing among certain disjoint sets of vertices.
We assume the oracle with one-sided error δ as follows. Given a cross-detecting query, the oracle correctly answers with
probability at least 1 − δ if the true answer for the query is YES and it correctly answers with probability 1 otherwise.
The problem is to ﬁnd the hyperedges of G by using as few queries to the oracle as possible.
Notice that, to get Theorem 1.1, it is enough to consider only the hypergraphs with the hierarchical property. In fact, the
property is a crucial observation in the algorithm of Heckendorn and Wright [23]. We consider the problem for arbitrary
hypergraphs, which is of self interest, to show that the hierarchical property is not essential in obtaining our result.
Theorem 1.3. Suppose that G is an unknown k-bounded hypergraph with n vertices andm edges for constant k. Then, for any constant
0 δ < 1, the hyperedges of G can be found with error probability O( 1n ) by using O(m logn) cross-detecting queries under the oracle
with one-sided error δ.
Theorem 1.1 is obtained from Theorems 1.2 and 1.3 and the relationship between the problems of ﬁnding Fourier coeﬃ-
cients and linkage graphs.
The algorithm for Theorem 1.3 is optimal up to a constant factor provided that m nk−α for any constant α > 0, which
follows by the lower bound shown in Section 7. It iteratively uses binary search to ﬁnd the hyperedges. In this sense, it is
analogous to the algorithm of Angluin and Chen [5–7] or to that of Reyzin and Srivastava [37] for some problems of ﬁnding
graphs or hypergraphs. Unlike the problems, however, the answers of the oracle may contain errors in our problem and
we need to handle the error bound more carefully, which is the main task in proving Theorem 1.3. A large deviation result
for a sum of independent random variables with geometric distribution is crucially used for the task. There have been a
number of papers addressing the problem of ﬁnding graphs or hypergraphs with various types of queries. For example, see
[1–4,7–9,14,21].
The rest of the paper is organized as follows. In Section 2, we review some previous results for ﬁnding the Fourier
coeﬃcients of k-bounded functions. In Section 3, we prove Theorem 1.2, which states the linkage testability of linkage
graphs, by proving relevant lemmas. Section 4 deals with the graph ﬁnding problem with cross-detecting queries under
the probabilistic oracle as an independent problem. In the section, we give a randomized algorithm for the problem and
analyze it to obtain Theorem 1.3. In Section 5, some remarks on the query and time complexity of the proposed algorithm
are provided. In Section 6, we discuss some improvement factors in ﬁnding the Fourier coeﬃcients of k-bounded functions
including the hierarchical property. Lower bounds for ﬁnding Fourier coeﬃcients and for ﬁnding hypergraphs with cross-
detecting queries are proven in Section 7. Finally, concluding remarks close the paper in Section 8.
2. Preliminaries
2.1. Linkage test function
Munetomo and Goldberg [33] proposed a perturbation method to test the linkage in a set of two input bits. It checks the
nonlinearity between the two bits by ﬂipping the two bits of a given string individually and simultaneously and aggregating
the function values at the ﬂipped strings. Heckendorn and Wright [23] generalized this to the sets of input bits of arbitrary
size. Suppose that f is a function on {0,1}n , S is a subset of [n], and x is a string in {0,1}n . They considered the linkage test
function L depending on f , S , and x as follows
L( f , S, x) :=
∑
(−1)|A| f (x⊕ 1A). (2.1)
A⊆S
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x⊕ y means the bitwise addition modulo 2 of x and y. The linkage test function L performs a series of function evaluations
at x and the strings obtained by ﬂipping x in order to detect the linkage among the bits in S . Heckendorn and Wright [23]
proved the following, which shows the usefulness of the linkage test function in ﬁnding the hyperedges of G f .
Proposition 2.1 (Heckendorn–Wright). Suppose that f is a k-bounded function on {0,1}n. Then, the following holds:
(a) A subset S of [n] is a hyperedge of G f if and only if L( f , S, x) = 0 for some string x ∈ {0,1}n.
(b) For a hyperedge S of size j in G f , the probability that L( f , S, x) = 0 for a string x chosen uniformly at random from {0,1}n is at
least 1
2k− j .
By Proposition 2.1, the linkage test function determines whether a set of input bits is a hyperedge or not with one-sided
error. Thus, by repeatedly evaluating the linkage test function for random strings, we can make the error arbitrarily small. In
particular, when k is constant, a constant number of linkage tests (consequently, a constant number of function evaluations)
is enough to determine the existence of a hyperedge with error probability at most a given constant. The algorithm of
Heckendorn and Wright is based on this fact. In addition, it exploits the hierarchical property among hyperedges to reduce
the number of candidate sets to be tested for hyperedges. In the algorithm, from small to large size, only the sets are tested
all of which non-empty proper subsets have been shown to be hyperedges.
2.2. A Fourier transform
Walsh transform is a Fourier transform for the space of pseudo-Boolean functions in which a pseudo-Boolean function
is represented as a linear combination of 2n basis functions called Walsh functions [40]. For each subset H of [n], the Walsh
function corresponding to H , ψH : {0,1}n →R, is deﬁned as
ψH (x) := (−1)
∑
i∈H x[i],
where x[i] represents the ith bit value in x. If we deﬁne an inner product of two pseudo-Boolean functions f and g as
〈 f , g〉 :=
∑
x∈{0,1}n
f (x) · g(x)
2n
,
the set {ψH | H ⊆ [n]} of Walsh functions becomes an orthonormal basis of the space of pseudo-Boolean functions. Hence,
a pseudo-Boolean function f can be represented as
f =
∑
H⊆[n]
f̂ (H) · ψH ,
where f̂ (H) = 〈 f ,ψH 〉 is called the Fourier coeﬃcient for H . Speciﬁcally, if f̂ (H) = 0 and f̂ (H ′) = 0 for any proper superset
H ′ of H , f̂ (H) is called a maximal non-zero Fourier coeﬃcient of f .
In [23], a number of results are provided to show the relationship between the linkage test function and the Fourier
coeﬃcients. Some of them are summarized in the following.
Proposition 2.2 (Heckendorn–Wright). Suppose that f is a pseudo-Boolean function on {0,1}n. Then, the following holds:
(a) For a subset H of [n], f̂ (H) is a maximal non-zero Fourier coeﬃcient of f if and only if H is a maximal hyperedge of G f .
(b) For a maximal hyperedge H ⊆ [n],
f̂ (H) = L( f , H,0
n)
2|H|
.
(c) For a subset H of [n],
f̂ (H) = L( f , H,0
n)
2|H|
−
∑
H ′H
f̂
(
H ′
)
.
Once the linkage graph of f is given, we may use Proposition 2.2 to ﬁnd the Fourier coeﬃcients of f . First, Propo-
sition 2.2(a) says that the maximal hyperedges of the linkage graph are exactly the sets of input bits with maximal
non-zero Fourier coeﬃcients. Also, for those sets H , the value f̂ (H) may be computed in 2|H| function evaluations by
Proposition 2.2(b) and Eq. (2.1). Then, the Fourier coeﬃcients for the subsets of H can be found by successively applying
Proposition 2.2(c). As mentioned in [23], no additional function evaluations are required to ﬁnd those values. This is because
if A is a proper subset of H and the value f̂ (H) has been obtained as above, the function evaluations of f required to get
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of H . Hence, if f is a k-bounded function with m non-zero Fourier coeﬃcients and the linkage graph of f is given, at most
2km function evaluations are enough to ﬁnd the Fourier coeﬃcients of f . This implies that an upper bound for ﬁnding
linkage graphs is valid as an upper bound for ﬁnding Fourier coeﬃcients provided that k is constant and the bound for
ﬁnding linkage graphs is Ω(m).
3. Generalized linkage test
3.1. Generalized linkage test function and its properties
Let f be a pseudo-Boolean function on {0,1}n , S be a collection of disjoint subsets of [n], and x be a string in {0,1}n .
We deﬁne the generalized linkage test function L∗ depending on f , S , and x as follows
L∗( f ,S, x) :=
∑
S ′⊆S
(−1)|S ′| f
(
x⊕
( ⊕
A∈S ′
1A
))
.
If we let SH = {{a} | a ∈ H} for a subset H of [n], we see that L∗( f ,SH , x) = L( f , H, x) for any x ∈ {0,1}n .
The following lemmas describe the basic properties of the generalized linkage test function.
Lemma 3.1. Suppose that S is a collection of disjoint subsets of [n]. Then, the following holds:
(a) (Linearity) If f1, . . . , f are pseudo-Boolean functions on {0,1}n and c1, . . . , c are constants,
L∗
(
∑
i=1
ci f i,S, x
)
=
∑
i=1
ciL
∗( f i,S, x)
for all x ∈ {0,1}n.
(b) (Recursion) If f is a pseudo-Boolean function on {0,1}n,
L∗( f ,S, x) = L∗( f ,S \ {A}, x)−L∗( f ,S \ {A}, x⊕ 1A)
for any A ∈ S and any x ∈ {0,1}n.
Proof. Lemma 3.1(a) follows as L∗(ci f i,S, x) = ciL∗( f i,S, x) and L∗( f i + f j,S, x) = L∗( f i,S, x) + L∗( f j,S, x) for all x ∈
{0,1}n . For any A ∈ S , Lemma 3.1(b) follows because
L∗( f ,S, x) =
∑
S ′⊆S
(−1)|S ′| f (x⊕ (⊕A′∈S ′1A′))
=
∑
S ′⊆S: A ∈S ′
(−1)|S ′| f (x⊕ (⊕A′∈S ′1A′))+ ∑
S ′⊆S: A∈S ′
(−1)|S ′| f (x⊕ (⊕A′∈S ′1A′))
=
∑
S ′⊆S: A ∈S ′
(−1)|S ′| f (x⊕ (⊕A′∈S ′1A′))− ∑
S ′⊆S: A ∈S ′
(−1)|S ′| f (x⊕ 1A ⊕ (⊕A′∈S ′1A′))
=
∑
S ′⊆S\{A}
(−1)|S ′| f (x⊕ (⊕A′∈S ′1A′))− ∑
S ′⊆S\{A}
(−1)|S ′| f (x⊕ 1A ⊕ (⊕A′∈S ′1A′))
= L∗( f ,S \ {A}, x)−L∗( f ,S \ {A}, x⊕ 1A)
for all x ∈ {0,1}n . 
Lemma 3.2. Suppose that f is a pseudo-Boolean function on {0,1}n and S is a collection of disjoint subsets of [n]. If the support set of
f is disjoint with some A ∈ S , then L∗( f ,S, x) = 0 for all x ∈ {0,1}n.
Proof. By Lemma 3.1(b), for any x ∈ {0,1}n
L∗( f ,S, x) = L∗( f ,S \ {A}, x)−L∗( f ,S \ {A}, x⊕ 1A).
Since the support set of f is disjoint with A, f (x) = f (x ⊕ 1A) and so L∗( f ,S \ {A}, x ⊕ 1A) = L∗( f ,S \ {A}, x). This
completes the proof. 
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In this section, we prove the main theorem for randomized linkage test to obtain Theorem 1.2. Before stating the theo-
rem, we introduce some terminology and notation. Suppose that S = {S1, . . . , S j} is a collection of disjoint subsets of [n].
A collection R = {R1, . . . , R j} of subsets of [n] is called a setwise subcollection of S if Ri ⊆ Si for all i = 1, . . . , j. In this case,
we denote by R  S . Note that a setwise subcollection R of S may contain multiple empty sets. We consider a random
model Γ (S) that generates a setwise subcollection of S as follows: For each i, select each element in Si independently and
with probability 12 and let Ri be the set of selected elements. Then, we have a setwise subcollection R = {Ri | i = 1, . . . , j}
of S . In the following, str(R) denotes the set of strings x such that for each i, the values of x are the same in the bit
positions belonging to Ri :
str(R) := {x ∈ {0,1}n ∣∣ x[a] = x[b] if a and b belong to some Ri}.
Theorem 3.3. Suppose that f is a k-bounded function on {0,1}n and S is a collection of disjoint subsets of [n]. Then, the following
holds:
(a) The linkage graph G f has a hyperedge crossing amongS if and only if there existR S and x ∈ str(R) such thatL∗( f ,R, x) = 0.
(b) If G f has a hyperedge crossing among S , the probability that L∗( f ,R, x) = 0 is at least 122k for R randomly generated from Γ (S)
and x chosen uniformly at random from str(R).
Theorem 3.3 implies Theorem 1.2 and provides an eﬃcient method to test for the existence of a hyperedge crossing
among a given collection of sets of vertices in the linkage graph.
To prove the main theorem, we consider a random function obtained from f and R that is useful to describe the
behavior of L∗( f ,R, x) over x in str(R). We ﬁrst present the deﬁnition of the function. Suppose that the size of S is j
and R = {R1, . . . , R j} is a setwise subcollection of S with Ri being non-empty for all i. Letting ρ =∑ ji=1 |Ri |, we deﬁne
fR : {0,1}n−ρ+ j →R as follows. Among the n−ρ+ j bit positions that fR depends on, j positions represent Ri , i = 1, . . . , j
and n−ρ positions correspond to the bit positions in R¯ := [n] \ (⋃i Ri). More precisely, for each Ri set a distinct bit position
ai with 1 ai  j and for each i ∈ R¯ set a distinct bit position bi with j + 1 bi  n − ρ + j. The function fR is a sum of
the subfunctions ϕH,R over H ⊆ [n]:
fR :=
∑
H⊆[n]
f̂ (H)ϕH,R.
Here, for H ⊆ [n], ϕH,R : {0,1}n−ρ+ j →R is deﬁned as, for all y ∈ {0,1}n−ρ+ j
ϕH,R(y) :=
{
(−1)
∑ j
i=1 y[ai]+
∑
i∈H∩R¯ y[bi ] if the size of H ∩ Ri is odd for all i,
0 otherwise.
Now, we present two lemmas for fR . To this end, we give a natural one-to-one and onto mapping from str(R) to the
domain of fR . For each string x in str(R), let xR be the string in {0,1}n−ρ+ j such that xR[ai] = x[ri] for some ri ∈ Ri for
all i = 1, . . . , j and xR[bi] = x[i] for all i ∈ R¯ . Also, let SR := {ai | i = 1, . . . , j} which is a set of bit positions in the domain
of fR . The following shows that L∗ of f and R behaves the same as L of fR and SR under some non-empty condition
on R.
Lemma 3.4. Suppose that Ri is non-empty for all i = 1, . . . , j. Then,
L∗( f ,R, x) = L( fR, SR, xR)
for all x ∈ str(R).
Proof. By linearity of L∗ and L, it is enough to show that for all x ∈ str(R)
L∗(ψH ,R, x) = L(ϕH,R, SR, xR).
First, suppose that the size of H ∩ Ri is odd for all i. Then, it holds that for all x ∈ str(R), ψH (x) = ϕH,R(xR) since for
each i, the sum of bit values of x in H ∩ Ri is xR[ai] modulo 2 and so
ψH (x) = (−1)
∑ j
i=1
∑
r∈H∩Ri x[r]+
∑
i∈H∩R¯ x[i] = (−1)
∑ j
i=1 xR[ai ]+
∑
i∈H∩R¯ xR[bi ] = ϕH,R(xR).
If we let 1R′ :=⊕Ri∈R′ 1Ri for R′ ⊆ R,
L∗(ψH ,R, x) =
∑
′
(−1)|R′|ψH (x⊕ 1R′).
R ⊆R
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Hence,
L∗(ψH ,R, x) =
∑
R′⊆R
(−1)|R′|ψH (x⊕ 1R′) =
∑
SR′ :R′⊆R
(−1)|SR′ |ϕH,R(xR ⊕ 1SR′ ) = L(ϕH,R, SR, xR).
Now, suppose that the size of H ∩ Ri is even for some i. Then, for all x ∈ {0,1}n , ψH (x) = ψH (x ⊕ 1Ri ) and so
L∗(ψH ,R \ {Ri}, x) = L∗(ψH ,R \ {Ri}, x⊕ 1Ri ). Thus, L∗(ψH ,R, x) = 0 by Lemma 3.1(b). The desired equality follows since
by deﬁnition, ϕH,R is the zero function and so L(ϕH,R, SR, y) = 0 for all y ∈ {0,1}n−ρ+ j . 
Next, we show that for R generated from Γ (S), the probability of G fR having the hyperedge SR is at least a constant if
G f has a hyperedge crossing among SR . To prove it, we need the following for multilinear polynomials of Boolean random
variables. It is obtained from the paper of Schwartz [38]. (See also [34].)
Proposition 3.5 (Schwartz). Suppose that t1, . . . , tn are independent random variables such that ti is 0 or 1 each with probability
1
2 for all i = 1, . . . ,n. If g(t1, . . . , tn) is a non-zero multilinear polynomial of degree j or less in t1, . . . , tn, then the probability of
g(t1, . . . , tn) = 0 is at least 12 j .
Lemma 3.6. Suppose that G f has a hyperedge crossing among S . For R = {R1, . . . , R j} randomly generated from Γ (S), the proba-
bility that Ri is non-empty for all i = 1, . . . , j and G fR has the hyperedge SR is at least 12k+ j .
Proof. Let S = {S1, . . . , S j} with Ri ⊆ Si for i = 1, . . . , j. Since G f has a hyperedge crossing among S , there exist one or
more sets H ⊆ [n] such that f̂ (H) = 0 and H ∩ Si = ∅ for all i. Among those, we choose a maximal set H∗ in the size of the
intersection with Si , incrementally for i from 1 to j. More precisely, for i from 1 to j, |H∗ ∩ Si | |H ∩ Si | over H ⊆ [n] such
that f̂ (H) = 0, H ∩ Si′ = ∅ for all i′ , and |H ∩ Si′ | = |H∗ ∩ Si′ | for i′ = 1, . . . , i − 1. For each i choose an element in H∗ ∩ Si
and let Ai be the singleton set of the element. Let Bi be the set of the other elements in H∗ ∩ Si . Since Si ’s are disjoint and
the size of H∗ is at most k as f is k-bounded,
∑
i |Ai ∪ Bi | =
∑
i |H∗ ∩ Si | |H∗| k. Thus, the probability that Ri ⊇ Ai and
Ri ∩ Bi = ∅ for all i is at least 12k .
Let R be conditioned on Ri ∩ (Ai ∪ Bi) such that Ri ⊇ Ai and Ri ∩ Bi = ∅ for all i. Letting A :=⋃i Ai , we consider the
Fourier coeﬃcient f̂R(H∗R) for H
∗
R ⊆ [n − ρ + j] with
H∗R := {ai | i = 1, . . . , j} ∪
{
bi
∣∣ i ∈ H∗ \ A }.
We will show that the conditional probability of f̂R(H∗R) = 0 is at least 12 j . If f̂R(H∗R) = 0, this means that H∗R and its
non-empty subsets are hyperedges of G fR . Since SR is a subset of H∗R , the lemma follows.
Let S :=⋃i Si . For each i ∈ S \ H∗ , denote by ti the random variable such that ti = 1 if i is chosen for R and ti = 0
otherwise. Denote
H∗ :=
{
H ⊆ [n]
∣∣∣ f̂ (H) = 0, H \(⋃
i
(Si \ Bi)
)
= H∗ \ A, and ∣∣H ∩ (Si \ Bi)∣∣= 1 for all i}.
It follows that
f̂R
(
H∗R
)= ∑
H∈H∗
f̂ (H)
∏
i∈H\H∗
ti . (3.1)
To see this, note that ϕH∗,R(x) = ψH∗R (xR) for all x in str(R) and so f̂R(H∗R) =
∑
H f̂ (H), where the summation is over
H ⊆ [n] such that ϕH,R = ϕH∗,R . By deﬁnition, ϕH,R = ϕH∗,R if and only if H \ (⋃i Ri) = H∗ \ (⋃i Ri) and the size of
H ∩ Ri is odd for all i as the size of H∗ ∩ Ri = Ai is 1 for all i. This means that H \ (⋃i(Si \ Bi)) = H∗ \ A and the size of
(H ∩ (Si \ Bi)) ∩ Ri is odd for all i as Ri ⊇ Ai and Ri ∩ Bi = ∅ for all i. Since H∗ was chosen in the maximal sense as above,
the size of H ∩ (Si \ Bi) is at most 1 for all i if H \ (⋃i(Si \ Bi)) = H∗ \ A. Therefore, f̂ (H) contributes to f̂R(H∗R) if and
only if H \ (⋃i(Si \ Bi)) = H∗ \ A, the size of H ∩ (Si \ Bi) is one for all i, and the element in H ∩ (Si \ Bi) \ Ai if it exists is
chosen for R for all i. Since ⋃i(H ∩ (Si \ Bi) \ Ai) = H \ H∗ , we obtain Eq. (3.1).
Then, f̂R(H∗R) is a non-zero polynomial in ti ’s as H
∗ belongs to H∗ and so f̂R(H∗R) has the non-zero constant term
f̂ (H∗). Also, it is of degree j or less as the size of H \ H∗ for H ∈ H is at most j. Since ti ’s are independent, the conditional
probability that f̂R(H∗R) = 0 is at least 12 j by Proposition 3.5 as desired. 
Now, we prove Theorem 3.3.
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// E j : the set of the hyperedges of size j found so far
// Q : the set of the vertices in the hyperedges of size j found so far
// W : the set of the vertices v such that all the hyperedges of size j containing v have
been found by the algorithm
for j from 1 to k
Q ← ∅, W ← ∅, E j ← ∅;
repeat
(Si)
j
i=1 ← CheckExistence(∅,W , j);
if (Si)
j
i=1 = NULL, break;
v ← BinarySearch((Si) ji=1,1);
Q ← Q ∪ {v};
while Q \ W = ∅
choose a vertex v in Q \ W ;
Ev, j ← FindHyperedges({v},W , j);
E j ← E j ∪ Ev, j ;
Q ← Q ∪ (⋃H∈Ev, j H);
W ← W ∪ {v};
E ←⋃kj=1 E j ;
return E;
Fig. 1. Main procedure of GFA.
Proof of Theorem 3.3. Since (b) implies the only-if part of (a), it is enough to prove (b) and then prove the if part
of (a).
Suppose that G f has a hyperedge crossing among S . Then, by Lemma 3.6, the event occurs with probability 12k+ j or
more that for R = {R1, . . . , R j} randomly generated from Γ (S), Ri is non-empty for all i and G fR has the hyperedge SR .
Under the condition of the event, the probability that L( fR, SR, y) = 0 for uniform random y from {0,1}n−ρ+ j is at least
1
2k− j by Proposition 2.1(b) as the size of SR is j and by deﬁnition, fR is k-bounded. Hence, under the same condition, the
probability that L∗( f ,R, x) = 0 is at least 1
2k− j for uniform random x from str(R) by Lemma 3.4 and this completes the
proof of (b).
Now, we prove the if part of (a). Suppose that there exist R  S and x ∈ str(R) such that L∗( f ,R, x) = 0. By
Lemma 3.1(a),
L∗( f ,R, x) =
∑
H⊆[n]
f̂ (H)L∗(ψH ,R, x).
Here, by Lemma 3.2, L∗(ψH ,R, x) = 0 for any H ⊆ [n] such that H ∩ A = ∅ for some A ∈ R. Hence, among the sets H
such that H ∩ A = ∅ for all A ∈ R, there is H such that f̂ (H) = 0 since L∗( f ,R, x) = 0. We may choose a subset H ′ of H
crossing among R. Since f̂ (H) = 0, by deﬁnition, H ′ is a hyperedge of G f as desired. 
4. Finding graphs with cross-detecting queries
In this section, we focus on the problem of ﬁnding hypergraphs with cross-detecting queries under the oracle with one-
sided error. Section 4.1 presents a randomized algorithm for the problem. The algorithm is analyzed in Section 4.2, which
induces Theorem 1.3.
4.1. Algorithm for ﬁnding graphs
In this section, we present the Graph Finding Algorithm (GFA) to ﬁnd hypergraphs with cross-detecting queries under the
oracle with one-sided error. GFA takes three arguments: The number n of the vertices of the unknown hypergraph, the size
bound k of the hyperedges, and the error bound 0 δ < 1 for the answer of the oracle. It returns the set of the hyperedges
of the hypergraph that it has found. GFA consists of the main procedure GraphFindingAlgorithm (Fig. 1) and the three
subprocedures CheckExistence (Fig. 2), BinarySearch (Fig. 3), and FindHyperedges (Fig. 4). In the pseudocode, the values
of n, k, and δ can be accessed by any procedure. All other variables are local to the given procedure.
Suppose that G is an unknown hypergraph given to GFA and let G j be the induced subgraph of G consisting of the
hyperedges of size j for 1  j  k. GFA successively ﬁnds the hyperedges of G1, . . . ,Gk . To ﬁnd the hyperedges of G j for
j = 1, . . . ,k, it ﬁrst calls CheckExistence to check whether there is a hyperedge of size j that has not been found. If such a
hyperedge H exists, it ﬁnds all the hyperedges of size j in the connected component that H belongs to. To this end, it ﬁrst
chooses a vertex v in H by BinarySearch. Then, starting with v , it iteratively chooses a vertex in the connected component
and ﬁnds all the hyperedges containing the vertex by FindHyperedges. GFA continues the above process until there is no
more hyperedge that can be found.
Now, we describe each of the subprocedures in more detail. Given sets of vertices U and W and a positive inte-
ger j, CheckExistence performs a randomized test for whether there is a hyperedge of size j including U and not
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label the vertices in U as v1, . . . , v |U |;
for i from 1 to |U |
Si ← {vi};
repeat  e j
√
j+1
1−δ logn times
for i from |U | + 1 to j
Si ← ∅;
for each v ∈ [n] \ (U ∪ W )
choose i uniformly at random from {|U | + 1, . . . , j};
Si ← Si ∪ {v};
if CDQ(S1, . . . , S j) = YES
return (Si)
j
i=1;
return NULL;
Fig. 2. Procedure to check the existence of a hyperedge of size j including U and not intersecting with W .
BinarySearch((Si)
j
i=1,r)
if |Sr | = 1, return the vertex in Sr ;
repeat  6( j+1)1−δ logn times
choose a subset S ′r of Sr uniformly at random among the subsets of size  |Sr |2 ;
if CDQ(S1, . . . , Sr−1, S ′r , Sr+1, . . . , S j) = YES,
Sr ← S ′r ;
if |Sr | = 1, return the vertex in Sr ;
return a vertex in Sr ;
Fig. 3. Procedure to search a vertex in Sr that is contained in a hyperedge of size j crossing among S1, . . . , S j .
FindHyperedges(U ,W , j)
if |U | = j, return {U };
EU , j ← ∅, A ← ∅;
repeat
(Si)
j
i=1 ← CheckExistence(U ,W ∪ A, j);
if (Si)
j
i=1 = NULL, break;
v ← BinarySearch((Si) ji=1,|U | + 1);
EU , j ← EU , j∪ FindHyperedges(U ∪ {v},W ∪ A, j);
A ← A ∪ {v};
return EU , j ;
Fig. 4. Procedure to ﬁnd the hyperedges of size j including U and not intersecting with W .
intersecting with W . For this purpose, it iteratively generates random cross-detecting queries (Si)
j
i=1 as follows. Letting
U = {v1, . . . , v |U |}, Si is ﬁxed with Si = {vi} for 1  i  |U |. The sets S |U |+1, . . . , S j are generated as a uniform random
partition of [n] \ (U ∪ W ). If the oracle answers YES for some (Si) ji=1, there is a hyperedge of size j crossing among Si ’s
that includes U and does not intersect with W . In this case, CheckExistence returns the sets (Si)
j
i=1. If the oracle answers
NO for all the queries, CheckExistence returns NULL indicating that there is no such hyperedge. (In Figs. 2 and 3, CDQ
represents the answer of the oracle for the given cross-detecting query.)
Next, given disjoint sets of vertices (Si)
j
i=1 and a positive integer r between 1 and j, BinarySearch returns a vertex
both in Sr and in one of the hyperedges crossing among Si ’s. Among the subsets of Sr of size  |Sr |2 , it chooses a subset
S ′r uniformly at random and asks the cross-detecting query for the sets of vertices (Si)
j
i=1 in which Sr is replaced with S
′
r .
If the answer of the oracle is YES, i.e., if it turns out that there is a hyperedge crossing among the sets, it replaces Sr
with S ′r . BinarySearch repeats this process at most a speciﬁed number of times until there remains one vertex in Sr . If
there remains one vertex in Sr before the speciﬁed number of iterations, BinarySearch returns the vertex. Otherwise, it
fails an exact search for the desired vertex and returns an arbitrary vertex in Sr .
Finally, given two sets of vertices U and W and a positive integer j, FindHyperedges returns the set of the hyperedges
of size j that include U and do not intersect with W . In FindHyperedges, A contains the vertices such that all the desired
hyperedges of size j containing the vertices have been found. Initially, A is set to be empty. If |U | = j, U is the only desired
hyperedge and FindHyperedges returns the set consisting of U . Otherwise, it recursively ﬁnds the desired hyperedges of
size j as follows. First, it calls CheckExistence to check whether there is a hyperedge of size j that includes U and does
not intersect with W ∪ A. If CheckExistence returns NULL, FindHyperedges regards that as evidence that there is no such
a hyperedge and returns the set of the hyperedges found so far. Otherwise, it chooses a vertex v in the hyperedge by using
BinarySearch. Then, it recursively ﬁnds all the hyperedges of size j that include U ∪ {v} and do not intersect with W ∪ A.
After that, it puts v into A and repeats the above process.
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In this section, we analyze GFA to obtain Theorem 1.3. We ﬁrst bound the number of cross-detecting queries used in
GFA.
Lemma 4.1. Suppose that G is an unknown k-bounded hypergraph with n vertices and m hyperedges for constant k. Then, for any
constant 0 δ < 1, GFA uses O(m logn) cross-detecting queries for G under the oracle with one-sided error δ.
Proof. We show that the number of cross-detecting queries used for ﬁnding G j is O(m logn) for each j = 1, . . . ,k.
Since cross-detecting queries are used only in CheckExistence and BinarySearch, we count how many times the two
procedures are called in GFA. Notice that in the main procedure and FindHyperedges, each call of BinarySearch is followed
by a call of FindHyperedges. Thus, the number of BinarySearch calls is at most that of FindHyperedges. On the other
hand, a call of CheckExistence is executed just before the repeat loop is terminated in the main procedure and FindHy-
peredges. Except for those calls, each call of CheckExistence is followed by a call of FindHyperedges. Thus, the number of
CheckExistence calls for ﬁnding G j is at most one plus two times that of FindHyperedges.
Now, we show that the number of FindHyperedges calls for ﬁnding G j is at most j2|E(G j)|. Let v be a vertex chosen
from Q \ W in the while loop of the main procedure and let deg j(v) be the degree of v in G j , i.e., the number of
hyperedges of size j containing v . The number of FindHyperedges calls in ﬁnding the hyperedges of G j containing v is at
most j×deg j(v). Each vertex chosen from Q \W in the while loop is contained in a hyperedge of G j . Thus, the while loop
iterates only for the vertices of degree one or more in G j . Hence, the overall number of FindHyperedges calls is at most∑
deg j(v)>0
j × deg j(v) = j
∑
deg j(v)>0
deg j(v) = j2
∣∣E(G j)∣∣.
Thus, for ﬁnding G j , CheckExistence and BinarySearch are called at most 2 j2|E(G j)| + 1 and j2|E(G j)| times, respec-
tively. Since at most  e j
√
j+1
1−δ logn and  6( j+1)1−δ logn cross-detecting queries are used in the two procedures, respectively,
and |E(G j)|m, the number of cross-detecting queries used for ﬁnding G j is at most⌈
e j
√
j + 1
1− δ logn
⌉
× (2 j2m + 1)+ ⌈6( j + 1)
1− δ logn
⌉
× j2m,
which is O(m logn) since δ is constant and j  k for constant k. 
To analyze the error probability of GFA, we need a large deviation result for a sum of independent random variables
following geometric distributions. A random variable X follows the geometric distribution with parameter p if, for a coin
of which HEAD appears with probability p, X is the number of coin tosses until the ﬁrst HEAD appears. The result for
geometric distributions is easily obtained by Chernoff bound [12,31].
Proposition 4.2 (Chernoff). Suppose that, for some 0 < p  1, X1, . . . , X are independent random variables such that Pr[Xi = 1] = p
and Pr[Xi = 0] = 1− p for all 1 i  . Let X =∑i=1 Xi . Then, for any 0 α < 1,
Pr
[
X  (1− α)E[X]] exp(−E[X]α2
2
)
.
Lemma 4.3. Suppose that, for some 0 < p  1, X1, . . . , X are independent random variables each of which follows the geometric
distribution with parameter p. Let X =∑i=1 Xi . Then, for any α > 0,
Pr
[
X > (1+ α)E[X]] exp(− α2
2(1+ α)
)
.
Proof. For a coin of which HEAD appears with probability p, consider an experiment in which the coin is ﬂipped inde-
pendently and inﬁnitely many times. Then, we may regard X as the number of coin ﬂips until the th HEAD appears.
Let r = (1 + α)E[X] = (1 + α) p  and let Y1, . . . , Yr be independent random variables such that Pr[Yi = 1] = p and
Pr[Yi = 0] = 1− p for all 1 i  r. If we let Y =∑ri=1 Yi , then
Pr
[
X > (1+ α)E[X]] Pr[X  r] Pr[Y  ].
We may write  = (1 − β)E[Y ] for some ﬁxed β with 0 β < 1 as E[Y ] = rp and  < (1 + α) rp. Then, Proposition 4.2
implies
Pr[Y  ] = Pr[Y  (1− β)E[Y ]] exp(−E[Y ]β2)= exp(− rpβ2).
2 2
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rpβ2
2
 α
2
2(1+ α)
for any 0 γ < 1 and the desired result follows. 
Lemma 4.4. Suppose that G is an unknown k-bounded hypergraph with n vertices and m hyperedges for constant k. Then, for any
0 δ < 1, GFA correctly ﬁnds the hyperedges of G with probability 1− O( 1n ) under the oracle with one-sided error δ.
Proof. We show that the probability that GFA does not correctly ﬁnd G j is O( 1n ) for each j = 1, . . . ,k. Then, the lemma
follows by the union bound.
For each j, it is enough to show that the probability of CheckExistence or BinarySearch performing incorrectly once or
more times in the process of ﬁnding G j is O( 1n ). Provided that the two procedures correctly performs in the process, it can
be easily shown that for each given vertex, FindHyperedges in the main procedure correctly returns the hyperedges of G j
containing the vertex, i.e., GFA correctly ﬁnds G j .
We ﬁrst consider the probability that CheckExistence performs incorrectly for given arguments U , W , and j. If there
is no hyperedge of G j including U and not intersecting with W , CheckExistence returns NULL and the probability of
CheckExistence being incorrect is zero. Suppose that there is such a hyperedge. Let U = {v1, . . . , v |U |} and let the hyperedge
be {v1, . . . , v |U |, v |U |+1, . . . , v j}. The probability of the event that v |U |+1, . . . , v j are put into different Si ’s is ( j−|U |)!( j−|U |) j−|U | .
When the event occurs, the probability that the oracle answers YES for the cross-detecting query (Si)
j
i=1 is at least 1 − δ.
Hence, the probability that the hyperedge is not detected for  e j
√
j+1
1−δ logn iterations of the repeat loop in CheckExistence
is at most(
1− ( j − |U |)!
( j − |U |) j−|U | (1− δ)
) e j√ j+1
1−δ logn
.
By using the fact that 1− x e−x for any real x, this value is at most
exp
(
− ( j − |U |)!e
j√ j + 1
( j − |U |) j−|U | logn
)
.
Some calculation using the facts that ( j−|U |)!
( j−|U |) j−|U | 
j!
j j
and j! > √2π j( je ) je
1
12 j+1 gives
exp
(
− ( j − |U |)!e
j√ j + 1
( j − |U |) j−|U | logn
)
 exp
(−( j + 1) logn)= 1
n j+1
.
Thus, the probability of CheckExistence being incorrect is at most 1
n j+1 .
Now, we bound the probability that BinarySearch performs incorrectly for given arguments (Si)
j
i=1 and r. To this end,
we consider an imaginary procedure BS’ that is the same as BinarySearch except that in BS’, the repeat loop continues until
the size of Sr becomes one. Suppose that the size of Sr becomes one after Sr is halved and updated t times. For 1 i  t ,
let Xi be the number of iterations of the repeat loop between the (i − 1)th and ith updates of Sr . Let v be a vertex of a
hyperedge crossing among Si ’s that is in the initial Sr . When v is in the (i − 1) times updated Sr , the probability that v is
chosen as an element of S ′r is at least 13 . (The extreme case is when the size of Sr is three.) Thus, Xi follows a geometric
distribution with parameter at least 13 (1− δ). If we let X =
∑t
i=1 Xi , by linearity of expectation,
E[X] 3t
1− δ .
Thus,
Pr
[
X >
6( j + 1)
1− δ logn
]
 Pr
[
X >
(
2( j + 1) logn
t
)
E[X]
]
.
Since Xi ’s are independent, letting 1+ α = 2( j+1) lognt , Lemma 4.3 gives
Pr
[
X >
6( j + 1)
1− δ logn
]
 exp
(
− α
2t
2(1+ α)
)
 exp
(−( j + 1) logn)= 1
n j+1
.
Thus, the probability of BinarySearch performing incorrectly is at most 1
n j+1 as it is at most the probability of X being
more than  6( j+1) logn, the number of iterations in BinarySearch.1−δ
1050 S.-S. Choi et al. / Journal of Computer and System Sciences 77 (2011) 1039–1053The number of CheckExistence and BinarySearch calls for ﬁnding G j are at most 2 j2|E(G j)| + 1 and j2|E(G j)|, respec-
tively. Thus, in the process of ﬁnding G j , the probability that CheckExistence or BinarySearch incorrectly perform once or
more times is at most
3 j2|E(G j)|+1
n j+1 
3 j2n j+1
n j+1 , which is O( 1n ) as desired. 
Theorem 1.3 follows from Lemmas 4.1 and 4.4. Here, we mention that it is more straightforward to obtain O(m log2 n)
algorithm for ﬁnding hypergraphs (and hence O(m log2 n) algorithm for ﬁnding Fourier coeﬃcients) by querying the oracle
Θ(logn) times for each cross-detecting query to make the error probability O(1/poly(n)).
5. Remarks on query and time complexity
We give some remarks on the query and time complexity for ﬁnding the Fourier coeﬃcients of k-bounded functions
based on GFA. We assume that k is a constant independent of n.
Suppose that we are given a k-bounded function f on {0,1}n with m non-zero Fourier coeﬃcients. To ﬁnd the Fourier
coeﬃcients of f , we ﬁrst ﬁnd the hyperedges of the linkage graph G f . From Theorem 3.3, we have the oracle with one-
sided error δ = 1 − 1
22k
that gives the answer for a cross-detecting query by using 2k function evaluations. Since f has m
non-zero Fourier coeﬃcients, G f has at most 2km hyperedges. For G f with n vertices and at most 2km hyperedges, GFA uses
O( (2e)kk3.51−δ m logn) cross-detecting queries as shown in the proof of Lemma 4.1. Thus, we can ﬁnd G f (with high probability)
by using O((16e)kk3.5m logn) function evaluations.
Once G f is obtained, the Fourier coeﬃcients of f can be found by using O(2km) additional function evaluations from
Proposition 2.2 and the arguments after the proposition. Thus, the overall query complexity for ﬁnding the Fourier coeﬃ-
cients of f (with high probability) is O((16e)kk3.5m logn). This is O(m logn) for constant k and Theorem 1.1 follows. Another
important issue in practical applications is the time complexity. From the pseudocode of GFA, we can check that the time
complexity of the algorithm for ﬁnding the Fourier coeﬃcients is O(nm logn) for constant k and it is exponential in k.
6. Some improvement issues
We should note that GFA does not assume the hierarchical property among hyperedges. By using the hierarchical prop-
erty, we may obtain a more eﬃcient algorithm to ﬁnd the linkage graphs of k-bounded functions. This improves the query
complexity of ﬁnding the Fourier coeﬃcients of k-bounded functions in terms of k. In this section, assuming that k is a con-
stant independent of n, we brieﬂy describe an algorithm based on the hierarchical property and minor improvement factors
and present its query complexity. We call it Linkage-Graph Finding Algorithm (LGFA) as it exploits the properties appearing in
the linkage graphs of k-bounded functions (not appearing in arbitrary hypergraphs).
Given a k-bounded function f on {0,1}n , LGFA ﬁnds the linkage graph G f with error probability O( 1n ). It successively
ﬁnds the hyperedges of size j for j = 1, . . . ,k. In the beginning, LGFA ﬁnds the hyperedges of size 1 in the same way as in
GFA. For j  2, suppose that the hyperedges of size j−1 have been found. Then, for each hyperedge H of size j−1, it ﬁnds
the hyperedges of size j including H . To ﬁnd such a hyperedge, LGFA ﬁnds a vertex v such that H ∪ {v} is a hyperedge by
iteratively testing the existence of a hyperedge crossing among S = {S1, . . . , S j}, where S1, . . . , S j−1 are the singleton sets of
j−1 vertices in H and S j is [n] \ H . More speciﬁcally, it tests iteratively 22k( j+1) logn times whether L∗( f ,R, x) = 0 for
R generated from Γ (S) and x chosen uniformly at random from str(R). If all the tests fail, LGFA terminates the process of
ﬁnding the hyperedges of size j. If L∗( f ,R, x) = 0 for some R = {R1, . . . , R j} and x, this means that there is a hyperedge of
the form H ∪ {v} with v ∈ R j . Due to the following, we may ﬁnd such a vertex v by binary search on R j without additional
function evaluations, unlike in BinarySearch of GFA.
Lemma 6.1 (Binary search). Suppose that f is a pseudo-Boolean function on {0,1}n, R is a collection of disjoint subsets of [n], and A
is an element of R. If (A1, A2) is a partition of A, and L∗( f ,R, x) = 0 and L∗( f ,R ∪ {A1} \ {A}, x) = 0 for some x ∈ {0,1}n, then
L∗( f ,R ∪ {A2} \ {A}, x⊕ 1A1 ) = 0.
Proof. Let R′ = R ∪ {A1} \ {A} and R′′ = R ∪ {A2} \ {A}. To prove the lemma, it is enough to show
L∗
(
f ,R′′, x⊕ 1A1
)= L∗( f ,R, x) −L∗( f ,R′, x).
By Lemma 3.1(b),
L∗
(
f ,R′′, x⊕ 1A1
)= L∗( f ,R′′ \ {A2}, x⊕ 1A1)−L∗( f ,R′′ \ {A2}, x⊕ 1A1 ⊕ 1A2)
= L∗( f ,R′′ \ {A2}, x⊕ 1A1)−L∗( f ,R′′ \ {A2}, x⊕ 1A)
as 1A1 ⊕ 1A2 = 1A . Since R′′ \ {A2} = R′ \ {A1} = R \ {A},
L∗
(
f ,R′′, x⊕ 1A1
)= L∗( f ,R′ \ {A1}, x⊕ 1A1)−L∗( f ,R \ {A}, x⊕ 1A).
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L∗( f ,R \ {A}, x) −L∗( f ,R, x). Plugging this into the above,
L∗
(
f ,R′′, x⊕ 1A1
)= (L∗( f ,R′ \ {A1}, x)−L∗( f ,R′, x))− (L∗( f ,R \ {A}, x)−L∗( f ,R, x))
= L∗( f ,R, x) −L∗( f ,R′, x)
as L∗( f ,R′ \ {A1}, x) = L∗( f ,R \ {A}, x). 
After ﬁnding a hyperedge including H , LGFA repeats the above process to ﬁnd the other hyperedges that have not been
found. If we let W be the set of the vertices v such that H ∪ {v} is a hyperedge that LGFA has found, this can be done by
testing the existence of a hyperedge crossing among {S1, . . . , S j}, where S1, . . . , S j−1 are the singleton sets of j − 1 vertices
in H and S j is [n] \ (H ∪ W ).
The major feature of LGFA is that LGFA ﬁnds the hyperedges of size j by considering only the subsets of size j that
contain some hyperedge of size j − 1 that has been already found. This is based on the hierarchical property in the linkage
graphs. Due to this feature, O(22k( j + 1) logn) linkage tests for checking the existence of a hyperedge of size j is enough
to guarantee that the overall error probability in ﬁnding the hyperedges of size j is O( 1n ). (Compare this to the iteration
number in the repeat loop in CheckExistence of GFA.) If f has m non-zero Fourier coeﬃcients, the number of hyperedges
of size j in G f is at most
(k
j
)
m. Thus, the number of function evaluations by LGFA to ﬁnd G f is O((16)kkm logn) as
k∑
j=1
(
k
j
)
m
(
22k( j + 1) logn)2k = O((16)kkm logn).
If we use LGFA instead of GFA, the query complexity of ﬁnding the Fourier coeﬃcients is O((16)kkm logn) for a k-bounded
function on {0,1}n with m non-zero Fourier coeﬃcients.
7. Lower bounds
In this section, we show the lower bounds for ﬁnding the Fourier coeﬃcients of k-bounded functions and for ﬁnding
hypergraphs using cross-detecting queries.
For ﬁnding the Fourier coeﬃcients, denoted by F(n,m,k) is the set of k-bounded functions on {0,1}n with m non-zero
Fourier coeﬃcients. Then, we have the following.
Theorem 7.1. Suppose that k is a constant independent of n and ε is a positive number bounded above by a constant less than 1. Then,
any randomized algorithm that for any f ∈ F(n,m,k) ﬁnds the Fourier coeﬃcients of f with error probability at most ε requires
Ω(
m logn
logm ) function evaluations.
The same bound was proven by Choi, Jung, and Moon [13] provided that m  nk−α for any constant α > 0. (Actually,
they showed the bound for ﬁnding the linkage graphs of k-bounded functions.) Our result extends the bound for ﬁnding
the Fourier coeﬃcients to all m.
For ﬁnding hypergraphs, a better bound may be obtained even for the oracle of which answers are always correct. In the
following, we assume such an oracle for cross-detecting queries and G(n,m,k) denotes the set of k-bounded hypergraphs
on the vertex set [n] with m hyperedges.
Theorem 7.2. Suppose that k is a constant independent of n and ε is a positive number bounded above by a constant less than 1. Then,
any randomized algorithm that for any G ∈ G(n,m,k) ﬁnds the hyperedges of G with error probability at most ε requires Ω(m logn)
cross-detecting queries, provided that m nk−α for any constant α > 0.
The main tool for obtaining the above theorems is Yao’s minimax principle [41,31].
Proposition 7.3 (Yao). Consider a complexity model for computing a function F . Let Rε(F ) be the minimum complexity over all
randomized algorithms that, for all input x, compute F (x) with error probability at most ε. Given a distribution μ on the inputs, let
Dμε (F ) be the minimum complexity over all deterministic algorithms that correctly compute F on a fraction of at least 1 − ε of all
inputs with respect to μ. Then,
Rε(F ) = max
μ
Dμε (F ).
This may be restated as follows in the context of ﬁnding Fourier coeﬃcients. We simply write F for F(n,m,k).
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randomized algorithm that for any f ∈ F ﬁnds the Fourier coeﬃcients of f with error probability at most ε. Given a distribution μ
on F , let Dμε [F ] be the minimum number of function evaluations by a deterministic algorithm that, for a function f sampled according
to μ, ﬁnds the Fourier coeﬃcients of f with error probability at most ε. Then,
Rε[F] = max
μ
Dμε [F].
Now, we prove Theorem 7.1.
Proof of Theorem7.1. We may assume that m nδ for some small constant δ > 0, say δ = 0.01, as the previous result in [13]
implies the bound in the other range. We consider a subclass F ′ of F that consists of the functions in F of which non-zero
Fourier coeﬃcients are integers between 1 and n. We deﬁne μ as the uniform distribution over the functions in F ′ . When
a function f is given according to μ, we will show that any deterministic algorithm requires Ω(m lognlogm ) function evaluations
to ﬁnd the Fourier coeﬃcients of f with error probability at most ε. Then, Theorem 7.1 follows from Corollary 7.4.
Consider a deterministic algorithm A that takes a pseudo-Boolean function f according to μ as an input and outputs
the Fourier coeﬃcients of f . Suppose that A performs at most τ function evaluations. Since a function in F ′ has at most
2mn + 1 integer values between −mn and mn, there are at most (2mn + 1)τ different combinations of function values that
A gets from the functions in F ′ . Also, A is a deterministic algorithm and so the output of A is uniquely determined by a
combination of function values. Hence, A has at most (2mn+ 1)τ different outputs. Since the functions in F ′ have different
sets of Fourier coeﬃcients, the output of A may be correct for at most (2mn+ 1)τ inputs from F ′ . If we let M :=∑ki=0 (ni),
there are
(M
m
)
nm functions in F ′ . As μ is the uniform distribution over the functions in F ′ , we have
Pr[A is correct] (2mn + 1)
τ(M
m
)
nm
.
Thus, the probability over μ that A is correct is less than 1 − ε unless τ  log(1−ε)(
M
m)n
m
log(2mn+1) . The desired result follows as
log(1−ε)(Mm)nm
log(2mn+1) = Ω(m lognlogm ) if m n0.01. 
We may prove Theorem 7.2 essentially in the same manner as for Theorem 7.1. The main difference is that a deter-
ministic algorithm for ﬁnding hypergraphs gets only two possible answers for a cross-detecting query while the number of
hypergraphs in G(n,m,k) is still eΩ(m logn) provided that k is constant and m nk−α for any constant α > 0. For that reason,
more queries are required for the algorithm to correctly ﬁnd a desired fraction of the hypergraphs in G(n,m,k). We omit
the detail of the proof.
8. Conclusion
In this paper, we proved an almost tight upper bound in query complexity for ﬁnding the Fourier coeﬃcients of k-
bounded functions for constant k. To this end, we ﬁrst showed that the problem of ﬁnding the Fourier coeﬃcients is reduced
to the problem of ﬁnding k-bounded hypergraphs with cross-detecting queries under the oracle with one-sided error. Then,
we gave a randomized algorithm for the hypergraph ﬁnding problem and analyzed it to obtain the desired bound. In
particular, we obtained the almost optimal bound even without using the hierarchical property among hyperedges, which is
crucially used in the best previous algorithm.
As shown in the previous sections, the query and time complexities of the proposed algorithms are exponential in k.
Although the main concern of this paper is the case when k is constant, it would be worth trying to ﬁnd an algorithm with
better query and time complexity for general k.
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