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On the Γ-limit of singular perturbation problems with optimal
profiles which are not one-dimensional. Part III: The energies with
non local terms
Arkady Poliakovsky 1
Department of Mathematics, Ben Gurion University of the Negev,
P.O.B. 653, Be’er Sheva 84105, Israel
Abstract
We use the technique developed in [32]–[33] to construct the upper and the lower bounds for classes
of problems containing non-local terms, including problems in micromagnetics and problems arising in the
variational study of the Method of Vanishing Viscosity for systems of conservation laws. We reduced these
problems to the problems considered in [32]–[33], with the appropriate prescribed differential constraint.
1 Introduction
Consider a family {Iε}ε>0 of functionals Iε(φ) : U → [0,+∞], where U is a given metric space. The lower and
upper Γ-limits of Iε are defined by:
(Γ− lim
ε→0+
Iε)(φ) := inf
{
lim
ε→0+
Iε(φε) : {φε}ε>0 ⊂ U, φε → φ in U as ε→ 0
+
}
,
(Γ− lim
ε→0+
Iε)(φ) := inf
{
lim
ε→0+
Iε(φε) : {φε}ε>0 ⊂ U, φε → φ in U as ε→ 0
+
}
.
In the case where the lower and upper Γ-limits coincide we define:
(Γ− lim
ε→0+
Iε)(φ) := (Γ− lim
ε→0+
Iε
)
(φ) = (Γ− lim
ε→0+
Iε)(φ).
It is useful to know the Γ-limit of Iε, because it describes the asymptotic behavior as ε ↓ 0 of minimizers of Iε,
as follows from the following simple well known result:
Proposition 1.1 (De-Giorgi). Assume that φε is a minimizer of Iε for every ε > 0. Then: If I0(φ) =
(Γ− limε→0+ Iε)(φ) and φε → φ0 as ε→ 0
+ then φ0 is a minimizer of I0. If I0(φ) = (Γ− limε→0+ Iε)(φ) (i.e.
it is a full Γ-limit of Iε(φ)) and for some subsequence εn → 0
+ we have φεn → φ0, then φ0 is a minimizer of I0.
Usually, for finding the Γ-limit of Iε(φ), we need to find two bounds.
(I) Firstly, we find a lower bound, i.e. a functional I(φ) such that for every family {φε}ε>0, satisfying φε → φ
as ε→ 0+, we have limε→0+ Iε(φε) ≥ I(φ).
(II) Secondly, we find an upper bound, i.e. a functional I(φ), such that for every φ ∈ U there exists a family
{ψε}ε>0, satisfying ψε → φ as ε→ 0
+ and limε→0+ Iε(ψε) ≤ I(φ).
(III) If we find that I(φ) = I(φ) := I(φ), then I(φ) is the Γ-limit of Iε(φ).
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Let G ∈ C1
(
R
m×Nn × Rm×N
(n−1)
× . . . × Rm×N × Rm,R
)
and W ∈ C1(Rm,R) be nonnegative functions
such that G
(
0, 0, . . . , 0, b) = 0 and let Ψ ∈ C1(Rm,Rl×N ). Consider the energy functional with nonlocal term
defined for every ε > 0 by
Iε(φ) =
∫
Ω
1
ε
G
(
εn∇φn, . . . , ε∇φ, φ
)
dx +
∫
Ω
1
ε
W
(
φ
)
dx+
1
ε
∫
RN
∣∣∇H¯Ψ(φ)∣∣2dx for φ : Ω→M⊂ Rm . (1.1)
Here given u : Ω→ Rl×N , H¯u : R
N → Rl is defined by
∆H¯u = div {χΩu} in the sense of distributions in R
N ,
∇H¯u ∈ L
2(RN ,Rl×N ) ,
(1.2)
where χΩ is the characteristic function of Ω. One of the fields where functionals of type (1.1) are relevant is
Micromagnetics (see [1], [14], [34], [35] and other). The full 3-dimensional model of ferromagnetic materials
deals with an energy functional, which, up to a rescaling, has the form
Eε(m) := ε
∫
Ω
|∇m|2dx+
1
δε
∫
Ω
W (m)dx+
1
ε
∫
R3
|∇H¯m|
2dx , (1.3)
where Ω ⊂ R3 is a bounded domain, m : Ω → S2 stands for the magnetization, δε > 0 is a material parameter
and H¯m : R
3 → R is defined, as before, by
∆H¯m = div {χΩm} in R
3 ,
∇H¯m ∈ L
2(R3,R3) ,
(1.4)
The first term in (1.3) is usually called the exchange energy while the second is called the anisotropy energy and
the third is called the demagnetization energy. One can consider the infinite cylindrical domain Ω = G×R and
configurations which don’t depend on the last coordinate. These reduce the original model to a 2-dimensional
one, where the energy, up to a rescaling, has the form
Eε(m) := ε
∫
G
|∇m|2dx+
1
δε
∫
G
W (m)dx +
1
ε
∫
R2
|∇H¯m′ |
2dx , (1.5)
where G ⊂ R2 is a bounded domain, m = (m1,m2,m3) : G → S
2 stands for the magnetization, m′ :=
(m1,m2) ∈ R
2 denotes the first two components of m, δε > 0 and H¯m′ : R
2 → R is defined, as before, by
∆H¯m′ = div {χGm
′} in R2 ,
∇H¯m′ ∈ L
2(R2,R2) .
(1.6)
Note that in the case δε = ε (i.e. the anisotropy and the demagnetization energies have the same order as
ε→ 0) the energy-functionals in (1.3) and (1.5) are special cases of the energy in (1.1).
In this work, using the technique developed in [32] and [33], we construct the upper and the lower bounds
as ε ↓ 0 for the general energy of the form (1.1) under certain conditions on set M for functions φ ∈ BV . In
particular our upper bound improves, in general, one obtained in [27].
In order to reduce problem (1.1) to the local problems studied in [32] and [33], the following trivial observation
was made for problem (1.1). For φ : Ω→M, such that Ψ(φ) ∈ L2, consider the variational problem
JΨ,φ(L) := inf
{
PΨ,φ(L) :=
∫
RN
∣∣∣L(x) + χΩ(x)Ψ(φ(x))∣∣∣2dx : L ∈ L2(RN ,Rl×N ), div L ≡ 0
}
. (1.7)
Then
JΨ,φ(L) =
∫
RN
∣∣∇H¯Ψ(φ)(x)∣∣2dx , (1.8)
where given u : Ω→ Rl×N , H¯u : R
N → Rl is defined by (1.2). Moreover
L0(x) := ∇H¯Ψ(φ)(x) − χΩ(x)Ψ
(
φ(x)
)
is a minimizer to (1.7) . (1.9)
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Therefore the Γ-limit of the family of functionals (1.1), as φε → φ, where

W (φ) = 0
divΨ(φ) = 0 in Ω
Ψ(φ) · n = 0 on ∂Ω,
(1.10)
is the same as the Γ-limit of the family of functionals
I¯ε(φ, L) =:
∫
Ω
1
ε
G
(
εn∇φn, . . . , ε∇φ, φ
)
dx +
∫
Ω
1
ε
W
(
φ
)
dx+
1
ε
∫
RN
∣∣∣L(x) + χΩ(x)Ψ(φ(x))∣∣∣2dx
where φ : Ω→M, and div L = 0 , (1.11)
as (φε, Lε) →
(
φ,−χΩΨ(φ)
)
. More generally we have the following simple result (see also Lemma (2.2) as a
generalization).
Proposition 1.2. Let Ψ(ψ) ∈ C(Rm,Rl×N ) which satisfies∣∣Ψ(ψ)∣∣ ≤ C0|ψ|p/2 ∀ψ ∈ Rm , (1.12)
for some constant C0 > 0 and p ≥ 1. Furthermore, for every ε > 0 consider the functional Eε
(
φ(x)
)
:
Lp(Ω,Rm)→ [0,+∞)∪ {+∞} which (possibly) can attain the infinite values. Next for every ε > 0 consider the
functional Pε
(
φ(x)
)
: Lp(Ω,Rm)→ [0,+∞) ∪ {+∞}, defined by
Pε
(
φ(x)
)
:= Eε
(
φ(x)
)
+
1
δε
∫
RN
∣∣∣∇xH¯Ψ(φ)(x)∣∣∣2dx , (1.13)
where δε > 0 satisfies limε→0+ δε = 0 and given φ(x) ∈ L
p(Ω,Rm), H¯Ψ(φ)(x) : R
N → Rl is defined by
∆xH¯Ψ(φ)(x) = divx
{
χΩ(x) ·Ψ
(
φ(x)
)}
in RN ,
∇xH¯Ψ(φ)(x) ∈ L
2(RN ,Rl×N ) .
(1.14)
Furthermore, for every ε > 0 consider the functional Qε
(
φ(x), L(x)
)
: Lp(Ω,Rm)×L2(RN ,Rl×N )→ [0,+∞) ∪
{+∞} defined by
Qε
(
φ(x), L(x)
)
:=

Eε
(
φ(x)
)
+ 1δε
∫
RN
∣∣∣L(x) + χΩ(x) ·Ψ(φ(x))∣∣∣2dx if divx L(x) ≡ 0 ,
+∞ otherwise .
(1.15)
Then for every φ(x) ∈ Lp(Ω,Rm), such that divx
{
χΩ(x) ·Ψ
(
φ(x)
)}
= 0 in RN we have the following equalities
inf
{
lim
ε→0+
Pε
(
φε(x)
)
: φε(x)→ φ(x) in L
p(Ω,Rm)
}
= inf
{
lim
ε→0+
Qε
(
φε(x), Lε(x)
)
:
φε(x)→ φ(x) in L
p(Ω,Rm) and Lε(x)→
(
− χΩ(x) ·Ψ
(
φ(x)
))
in L2(RN ,Rl×N )
}
, (1.16)
and
inf
{
lim
ε→0+
Pε
(
φε(x)
)
: φε(x)→ φ(x) in L
p(Ω,Rm)
}
= inf
{
lim
ε→0+
Qε
(
φε(x), Lε(x)
)
:
φε(x)→ φ(x) in L
p(Ω,Rm) and Lε(x)→
(
− χΩ(x) · F
(
φ(x)
))
in L2(RN ,Rl×N )
}
. (1.17)
Next since the energy (1.11) with M ≡ Rm is a particular case of the functionals studied in [32], where
we get its upper bound and in [33], where we get its lower bound, we can apply this results to problem (1.1).
Then we get the following Theorems providing the upper and the lower bound (see Theorems 2.1 and 2.2 for
the proof).
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Theorem 1.1. Let Ω ⊂ RN be an open set with locally Lipschitz’s boundary, let G ∈ C1
(
R
m×Nn×Rm×N
(n−1)
×
. . . × Rm×N × Rm,R
)
and W ∈ C1(Rm,R) be nonnegative functions such that G
(
0, 0, . . . , 0, b) = 0 and let
Ψ ∈ C1(Rm,Rl×N ). Furthermore, let ϕ ∈ BV (RN ,Rm) ∩ L∞ be such that ‖Dϕ‖(∂Ω) = 0, W
(
ϕ(x)
)
= 0 for
a.e. x ∈ Ω, divxΨ
(
ϕ(x)
)
= 0 in Ω and Ψ
(
ϕ(x)
)
· n(x) = 0 on ∂Ω. Then there exists a sequence {ψε}ε>0 ⊂
C∞(RN ,Rm) such that
∫
Ω ψε(x)dx =
∫
Ω ϕ(x)dx, for every q ≥ 1 we have limε→0+ ψε = ϕ in L
q and
lim
ε→0+
Iε(ψε) :=
∫
Ω
1
ε
G
(
εn∇ψnε , . . . , ε∇ψε, ψε
)
dx+
∫
Ω
1
ε
W
(
ψε
)
dx+
1
ε
∫
RN
∣∣∇H¯Ψ(ψε)∣∣2dx
≤
∫
Ω∩Jϕ
Eˆper
(
ϕ+(x), ϕ−(x),ν(x)
)
dHN−1(x) , (1.18)
where H¯u is defined by (1.2),
Eˆper
(
ϕ+, ϕ−,ν
)
:= inf
{∫
Iν
1
L
(
G
(
Ln∇nζ(y), . . . , L∇ζ(y), ζ(y)
)
dy +W
(
ζ(y)
)
+
∣∣∇HΨ,ζ,ν(y)∣∣2
)
dy :
L ∈ (0,+∞) , ζ ∈ S(ϕ+, ϕ−, Iν)
}
, (1.19)
where HΨ,ζ,ν ∈W
2,2
loc (R
N ,Rl) satisfies

∆yHΨ,ζ,ν(y) = divy Ψ
(
ζ(y)
)
in Iν ,
HΨ,ζ,ν(y + νj) = HΨ,ζ,ν(y) ∀y ∈ R
N such that |y · ν| < 1/2 ,
∂
∂νHΨ,ζ,ν(y) = 0 ∀y ∈ R
N such that |y · ν| = 1/2 ,
(1.20)
and
S
(
ϕ+, ϕ−, Iν
)
:=
{
ζ ∈ Cn(RN ,Rm) : ζ(y) = ϕ− if y · ν ≤ −1/2,
ζ(y) = ϕ+ if y · ν ≥ 1/2 and ζ
(
y + νj
)
= ζ(y) ∀j = 2, . . . , N
}
, (1.21)
Here Iν :=
{
y ∈ RN : |y · νj | < 1/2 ∀j = 1, . . . , N
}
, where {ν1, . . . ,νN} ⊂ R
N is an orthonormal base in RN
such that ν1 := ν.
Theorem 1.2. Let Ω ⊂ RN and G, W , Ψ and ϕ be the same as in Theorem 1.1. Moreover, assume that
there exists a constant C > 0 and p ≥ 1 such that
∣∣Ψ(b)∣∣ ≤ C(|b|p/2 + 1) for every b ∈ Rm and |an|p/C ≤
G(an, . . . , a2, a1, b) +W (b) ≤ C
(∑n
j=1 |aj |
p + |b|p + 1
)
for every aj ∈ R
m×Nj and b ∈ Rm. Then for every
sequence {ϕε}ε>0 ⊂W
n,p
loc (Ω,R
m) such that ϕε → ϕ in L
p
loc(Ω,R
m) as ε→ 0+, we have
lim
ε→0+
Iε(ϕε) := lim
ε→0+
{
1
ε
(∫
Ω
G
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
+W
(
ϕε(x)
))
dx +
1
ε
∫
RN
|∇H¯Ψ(ϕε)|
2dx
}
≥
∫
Ω∩Jϕ
Eˆ0
(
ϕ+(x), ϕ−(x),ν(x)
)
dHN−1(x) , (1.22)
where H¯u is defined by (1.2) and
Eˆ0
(
ϕ+, ϕ−,ν
)
:= inf
{
lim
ε→0+
∫
Iν
1
ε
(
G
(
εn∇nζε(y), . . . , ε∇ζε(y), ζε(y)
)
+W
(
ζε(y)
)
+
∣∣∇H0Ψ,ζε,ν(y)∣∣2
)
dy :
ζε ∈ S
(
ϕ+, ϕ−, Iν
)
such that ζε(y)→ χ(y, ϕ
+, ϕ−,ν) in Lp(Iν ,R
m)
}
, (1.23)
where H0Ψ,ζ,ν ∈W
1,2
0 (Iν ,R
k) satisfies
∆yH
0
Ψ,ζ,ν(y) = divy Ψ
(
ζ(y)
)
in Iν , (1.24)
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S
(
ϕ+, ϕ−, Iν
)
is defined by (1.21) and
χ(y, ϕ+, ϕ−,ν) :=

ϕ
+ if y · ν > 0 ,
ϕ− if y · ν < 0 .
Here Iν :=
{
y ∈ RN : |y · νj | < 1/2 ∀j = 1, . . . , N
}
where {ν1, . . . ,νN} ⊂ R
N is an orthonormal base in RN
such that ν1 := ν.
As the boundary conditions forHΨ,ζ,ν in (1.20) are different from those forH
0
Ψ,ζ,ν , there is a natural question
either in general upper bound obtained in Theorem 1.1 coincides with the lower bound obtained in Theorem
1.2. The answer yes will mean that we will find the full Γ-limit of Iε in the case of BV ∩L
∞ limiting functions.
The equivalent question is either
Eˆper
(
ϕ+, ϕ−,ν
)
= Eˆ0
(
ϕ+, ϕ−,ν
)
, (1.25)
where Eper(·) is defined in (1.19) and E0(·) is defined by (1.23). As we showed in [27] this is indeed the case
when m = 1. Moreover, in the later case the optimal profiles are one dimensional. It can be shown that the
question in the general case is equivalent to the question of equality of upper and lower bound arisen in [32],
[33].
Section 3 is devoted to the variational formulation of the Method of Vanishing Viscosity for systems of
Conservation Laws. Let F (u) = {Fij(u)} ∈ C
1(Rk,Rk×N ) with F (0) = 0. Consider a Cauchy problem for a
system of conservation laws 
∂tu+ divxF (u) = 0 ∀(x, t) ∈ R
N × (0,+∞)
u(x, 0) = v0(x) ∀x ∈ R
N ,
(1.26)
We say that the function η(u) ∈ C2(Rk,R) is an entropy for the system (1.26) and Ψ(u) :=
(
Ψ1(u), . . . ,ΨN(u)
)
∈
C1(Rk,RN) is an entropy flux associated with η if we have ∇uΨj(u) = ∇uη(u) · ∇uF¯j(u) for all u ∈ R
k and
j = 1, . . . , N , where F¯j(u) :=
(
F1j(u), . . . , Fkj(u)
)
: Rk → Rk ∀j = 1, . . . , N .
Since we have a lack of uniqueness of solution to (1.26), we need to choose an admissible solution. Due
to the method of vanishing viscosity, given a fixed entropy η(u), a solution u(x, t) to (1.26) is admissible, if
u = limε→0+ uε in L
q, where uε(x, t) is a solution to the following system:
ε∆x
(
∇uη
(
u(x, t)
))
= ∂tu(x, t) + divxF
(
u(x, t)
)
∀(x, t) ∈ RN × (0, T ),
u(x, 0) = v0(x) ∀x ∈ R
N ,
(1.27)
(usually, for symmetric conservation laws, one chooses η(u) = |u|2/2 and thus ∆x
(
∇uη
(
u(x, t)
))
= ∆xu(x, t)).
Consider the following family of energy functionals {Iε,F (u)}, defined for u(x, t) : R
N × [0, T ]→ Rk by
Iε,F (u) :=
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,u(x, t)∣∣∣2
)
dxdt+
∫
RN
η
(
u(x, T )
)
dx , (1.28)
where HF,u(x, t) satisfies 
∆xHF,u(x, t) = ∂tu(x, t) + divxF
(
u(x, t)
)
,
∇xHF,u(x, t) ∈ L
2
(
0, T ;L2(RN ,Rk×N )
)
,
(1.29)
and we assume that
u(x, t) ∈ L2
(
0, T ;W 1,20 (R
N ,Rk)
)
∩C
(
0, T ;L2(RN ,Rk)
)
∩L∞ and ∂tu(x, t) ∈ L
2
(
0, T ;W−1,2(RN ,Rk)
)
, (1.30)
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Since
−
∫ T
0
∫
RN
∇x
{
∇uη
(
u(x, t)
)}
: ∇xHF,u(x, t) dxdt =
∫ T
0
∫
RN
∇uη
(
u(x, t)
)
·∆xHF,u(x, t) dxdt
=
∫ T
0
∫
RN
∇uη
(
u(x, t)
)
·
(
∂tu(x, t) + divxF
(
u(x, t)
))
dxdt
=
∫
RN
(∫ T
0
∂t
{
η
(
u(x, t)
)}
dt
)
dx+
∫ T
0
∫
RN
N∑
j=1
∇uη
(
u(x, t)
)
· ∇uF¯j
(
u(x, t)
)
·
∂u
∂xj
(x, t) dxdt
=
∫
RN
(
η
(
u(x, T )
)
− η
(
u(x, 0)
))
dx +
∫ T
0
∫
RN
divxΨ
(
u(x, t)
)
dxdt =
∫
RN
(
η
(
u(x, T )
)
− η
(
u(x, 0)
))
dx ,
we can rewrite the expression of Iε,F (u) as
Iε,F (u) =
∫ T
0
∫
RN
1
ε
∣∣∣∣ε∇x{∇uη(u(x, t))}−∇xHF,u(x, t)
∣∣∣∣
2
dxdt +
∫
RN
η
(
u(x, 0)
)
dx , (1.31)
Thus if there exists a solution of (1.27) for some v0(x) ∈ L
2(RN ,Rk) ∩ L∞ then, by (1.31), u(x, t) is also a
minimizer to
inf
{
Iε,F (u) : u(x, 0) = v0(x)
}
. (1.32)
Moreover, in this case,
inf
{
Iε,F (u) : u(x, 0) = v0(x)
}
=
∫
RN
η
(
v0(x)
)
dx , (1.33)
and the function u(x, t) : RN × [0, T ]→ Rk is a minimizer to (1.32) if and only if u(x, t) is a solution to (1.27).
On the other hand, it is clear that if minimizers uε of (1.33) strongly converges in L
q to some u, then u is a
solution of 
∂tu+ divxF (u) = 0 ∀(x, t) ∈ R
N × (0, T )
u(x, 0) = v0(x) .
(1.34)
Thus, it is a natural question in the Method of Vanishing Viscosity for Conservation Laws to know the Γ-limit
of the functional
Jε,F,v0(u) =

Iε,F (u) if u(x, 0) ≡ v0(x),+∞ otherwise . (1.35)
Indeed, if for a given function u we have Γ− limε→0+ Iε,F,v0(u) < +∞ then there exists a sequence uε such that
uε → u in L
q and limε→0+ Iε,F,v0(uε) < +∞ and therefore, by (1.28) we obtain ∇xHF,u ≡ 0 for the given u
that implies (1.34), i.e. the functional Γ− limε→0+ Iε,F,v0(u) attains finite values only on the weak solutions of
(1.34). On the other hand, from the theory of Γ-limits it is clear that the admissible solution u is a minimizer of
the Γ− limε→0+ Iε,F,v0(u). So, as we have a lack of uniqueness of solution to (1.34), we get a necessary condition
for a given weak solution of (1.34) to be admissible: the admissible solution is obligated to be a minimizer of
the Γ-limit energy Γ − limε→0+ Iε,F,v0 . The question of Γ-limit for Iε,F,v0 was arisen in [31]. In [27] we found
its upper bound, achieved by one-dimensional profiles. Moreover, we showed that this bound coincides with the
Γ-limit in the case k = 1 i.e. in the case of scalar Conservation Law. In this paper we improve the upper bound
in the case of systems and we construct also the lower bound.
As before, we can reduce the problem (1.28) to local problems studied in [32] and [33]. Indeed assume that
h0 : R
N → Rk×N satisfies divxh0(x) ≡ v0(x). Then set Lu : R
N × (0, T )→ Rk×N by
Lu(x, t) := h0(x) +
∫ t
0
{
∇xHF,u(x, s)− F
(
u(x, s)
)}
ds . (1.36)
where HF,u(x, t) satisfies (1.29). So Lu(x, 0) = h0(x) and ∂tLu(x, t) = ∇xHF,u(x, t) − F
(
u(x, t)
)
. Thus
divxLu(x, 0) = v0(x) and ∂tdivxLu(x, t) = ∆xHF,u(x, t) − divxF
(
u(x, t)
)
= ∂tu(x, t). Therefore we get
divxLu(x, t) = u(x, t), divxLu(x, 0) = v0(x) and ∇xHF,u(x, t) = ∂tLu(x, t) + F
(
divxLu(x, t)
)
. (1.37)
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Then we can rewrite the energy in (1.28) as
Iε,F (u) =
1
2
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇η(u)}∣∣∣2 + 1
ε
∣∣∇xHF,u∣∣2
)
dxdt+
1
2
∫
RN
η
(
u(x, T )
)
dx =
1
2
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇η(divxLu)}∣∣∣2 + 1
ε
∣∣∣∂tLu + F (divxLu)∣∣∣2
)
dxdt +
1
2
∫
RN
η
(
divxLu(x, T )
)
dx . (1.38)
On the other hand, define
I¯ε,F (L) :=
1
2
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇η(divxL)}∣∣∣2 + 1
ε
∣∣∣∂tL+ F (divxL)∣∣∣2
)
dxdt+
1
2
∫
RN
η
(
divxL(x, T )
)
dx
if divxL(x, 0) = v0(x) . (1.39)
Then if for every L ∈ L2
(
R
N × (0, T ),Rk×N
)
such that ∂tL, divxL,∇xdivxL ∈ L
2, we set u(x, t) := divxL(x, t)
then u ∈ L2
(
R
N × (0, T ),Rk
)
∩L2
(
0, T ;W−1,2(RN ,Rk)
)
, u(x, 0) = v0(x) and ∇xHF,u =
(
R+ ∂tL+F (divxL)
)
,
where divxR = 0. Thus in particular∫ T
0
∫
RN
|∇xHF,u|
2dxdt =
∫ T
0
∫
RN
∣∣∣∂tLu + F (divxLu)∣∣∣2dxd ≤
∫ T
0
∫
RN
∣∣∣∂tL+ F (divxL)∣∣∣2dxdt .
Thus, as before, we obtain that the Γ− lim and Γ− lim of Iε,F when uε → u are the same as the Γ− lim and
Γ− lim of I¯ε,F as (divxLε, ∂tLε)→ (u,−F (u)).
Applying the results of [32] and [33] we obtain the following theorems about the upper and lower bounds
Theorem 1.3. Let F (u) ∈ C1(Rk,Rk×N ) and η(u) ∈ C3(Rk,R) be an entropy for system (1.26), which satisfies
η(u) ≥ 0 and η(0) = 0. Furthermore, let u(x, t) ∈ BV
(
R
N × (0, T ),Rk
)
∩ L∞
(
0, T ;L2(RN ,Rk)
)
∩ L∞ be such
that u(x, t) is continuous in [0, T ] as a function of t with the values in L1(RN ,Rk) and satisfies the following
Conservation Law on the strip:
∂tv(x, t) + divxF
(
v(x, t)
)
= 0 ∀(x, t) ∈ RN × (0, T ) . (1.40)
Then there exists a sequence of functions
{
v¯ε(x, t)
}
ε>0
⊂ L2loc
(
R
N × (0, T ),Rk×N
)
such that u¯ε(x, t) :=
divx v¯ε(x, t) ∈ L
2
(
0, T ;H10 (R
N ,Rk)
)
∩ C
(
[0, T ];L2(RN ,Rk)
)
∩ L∞ and L¯ε(x, t) := −∂tv¯ε(x, t) ∈ L
2
(
R
N ×
(0, T ),Rk×N
)
; u¯ε → u in
⋂
q≥1 L
q
(
R
N × (0, T );Rk
)
; L¯ε → F (u) in L
2
(
R
N × (0, T ),Rk×N
)
; ∂tu¯ε+divx L¯ε ≡ 0,
u¯ε(x, 0) = u(x, 0) and
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u¯ε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,u¯ε(x, t)∣∣∣2
)
dxdt +
∫
RN
η
(
u¯ε(x, T )
)
dx
}
≤
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u¯ε(x, t))}∣∣∣2 + 1
ε
∣∣∣L¯ε(x, t) − F (u¯ε(x, t))∣∣∣2
)
dxdt+
∫
RN
η
(
u¯ε(x, T )
)
dx
}
= lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∣∇x{∇uη( divx v¯ε(x, t))}
∣∣∣∣
2
+
1
ε
∣∣∣∂tv¯ε(x, t) + F ( divx v¯ε(x, t))∣∣∣2
)
dxdt
+
∫
RN
η
(
divx v¯ε(x, T )
)
dx
}
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN (x, t) +
∫
RN
η
(
u(x, T )
)
dx , (1.41)
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where HF,u(x, t) satisfies (1.29),
Eˆ0
(
u+, u−,ν
)
:= inf
{∫
I¯ν
(
L
∣∣∣∇y{∇uη(ζ(y, s))}∣∣∣2 + 1
L
∣∣∣γ(y, s)− F (ζ(y, s))∣∣∣2) dyds :
L ∈ (0,+∞), ζ ∈ Z(2)
(
u+, u−,ν
)
, γ ∈ Z(3)
(
F (u+), F (u−),ν
)
, ∂sζ(y, s) + divy γ(y, s) ≡ 0
}
=
Eˆ1
(
u+, u−,ν
)
:= inf
{∫
I¯ν
(
L
∣∣∣∇y{∇uη( divy ξ(y, s))}∣∣∣2 + 1
L
∣∣∣∂sξ(y, s) + F ( divy ξ(y, s))∣∣∣2
)
dyds :
L ∈ (0,+∞), ξ ∈ Z(1)
(
u+, u−,ν
)}
, (1.42)
with
Z(1)
(
u+, u−,ν
)
:={
ξ(y, s) ∈ D′(RN × R,Rk×N ) : divy ξ(y, s) ∈ C
1(RN × R,Rk), ∂sξ(y, s) ∈ C
1(RN × R,Rk×N ),
(
divy ξ,−∂sξ
)
(y, s) =
(
u−, F (u−)
)
if y · ν ≤ −1/2,
(
divy ξ,−∂sξ
)
(y, s) =
(
u+, F (u+)
)
if y · ν ≥ 1/2
and
(
divy ξ,−∂sξ
)(
(y, s) + νj
)
=
(
divy ξ,−∂sξ
)
(y, s) ∀j = 2, . . . , (N + 1)
}
, (1.43)
Z(2)
(
u+, u−,ν
)
:=
{
ζ(y, s) ∈ C1(RN × R,Rk) : ζ(y, s) = u− if y · ν ≤ −1/2,
ζ(y, s) = u+ if y · ν ≥ 1/2 and ζ
(
(y, s) + νj
)
= ζ(y, s) ∀j = 2, . . . , (N + 1)
}
, (1.44)
Z(3)
(
A,B,ν
)
:=
{
γ(y, s) ∈ C1(RN × R,Rk×N ) : γ(y, s) = B if y · ν ≤ −1/2,
γ(y, s) = A if y · ν ≥ 1/2 and γ
(
(y, s) + νj
)
= γ(y, s) ∀j = 2, . . . , (N + 1)
}
. (1.45)
Here I¯ν :=
{
y ∈ RN+1 : |y · νj | < 1/2 ∀j = 1, . . . , (N + 1)
}
where {ν1, . . . ,νN ,νN+1} ⊂ R
N+1 is an
orthonormal base in RN+1 such that ν1 := ν.
Theorem 1.4. Let F (u) ∈ C1(Rk,Rk×N ) and η(u) ∈ C3(Rk,R) be a convex entropy for the corresponding
system (1.40), which satisfies η(u) ≥ 0, η(0) = 0 and
∣∣F (u)∣∣ ≤ C(|u| + 1) ∀u ∈ Rk, for some constant C > 0.
Furthermore, let u(x, t) ∈ BV
(
R
N × (0, T ),Rk
)
∩L∞
(
0, T ;L2(RN ,Rk)
)
∩L∞ be such that u(x, t) is continuous
in [0, T ] as a function of t with the values in L1(RN ,Rk) and satisfies (1.40). Then for every sequence of
functions uε(x, t) ∈ L
2
(
0, T ;H10 (R
N ,Rk)
)
∩ C
(
[0, T ];L2(RN ,Rk)
)
∩ L∞ and Lε(x, t) ∈ L
2
(
R
N × (0, T ),Rk×N
)
such that uε → u in L
2
(
R
N × (0, T );Rk
)
, Lε → F (u) in L
2
(
R
N × (0, T );Rk×N
)
and ∂tuε + divx Lε ≡ 0, we
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have
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣Lε(x, t)− F (uε(x, t))∣∣∣2
)
dxdt+
∫
RN
η
(
uε(x, T )
)
dx
}
=
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∣∇x{∇uη( divx vε(x, t))}
∣∣∣∣
2
+
1
ε
∣∣∣∂tvε(x, t) + F ( divx vε(x, t))∣∣∣2
)
dxdt
+
∫
RN
η
(
divx vε(x, T )
)
dx
}
≥ lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,uε(x, t)∣∣∣2
)
dxdt+
∫
RN
η
(
uε(x, T )
)
dx
}
≥
∫
Ju
Iˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN (x, t) +
∫
RN
η
(
u(x, T )
)
dx , (1.46)
where HF,u(x, t) satisfies (1.29), vε(x, t) ∈ L
2
loc
(
R
N × (0, T ),Rk×N
)
is such that uε(x, t) = divx vε(x, t) and
Lε(x, t) = −∂tvε(x, t),
Iˆ0
(
u+, u−,ν
)
:= inf
{
lim
ε→0+
∫
I¯ν
(
ε
∣∣∣∇y{∇uη(ζε(y, s))}∣∣∣2 + 1
ε
∣∣∣γε(y, s)− F (ζε(y, s))∣∣∣2
)
dyds :
ζε → χ(y, u
+, u−,ν) in L2
(
Iν ,R
k
)
, γε → χˆ(y, u
+, u−,ν, F ) in L2
(
Iν ,R
k×N
)
and ∂sζε(y, s) + divy γε(y, s) ≡ 0
}
= inf
{
lim
ε→0+
∫
I¯ν
(
ε
∣∣∣∇y{∇uη( divy ξε(y, s))}∣∣∣2 + 1
ε
∣∣∣∂sξε(y, s) + F ( divy ξε(y, s))∣∣∣2
)
dyds :
divx ξε → χ(y, u
+, u−,ν) in L2
(
Iν ,R
k
)
− ∂sξε → χˆ(y, u
+, u−,ν, F ) in L2
(
Iν ,R
k×N
)}
, (1.47)
χ(y, u+, u−,ν) :=

u
+ if y · ν > 0 ,
u− if y · ν < 0 ,
and
χˆ(y, u+, u−,ν, F ) :=

F (u
+) if y · ν > 0 ,
F (u−) if y · ν < 0 .
Remark 1.1. In what follows we use some special notations and apply some basic theorems about BV functions.
For the convenience of the reader we put these notations and theorems in Appendix.
2 The non-local problems related to Micromagnetics
Lemma 2.1. Let Ω ⊂ RN be an open set (possibly unbounded) with locally Lipschitz’s boundary and let
Lk,N (Ω) :=
{
L(x) ∈ L2(Ω,Rk×N ), div L(x) ≡ 0
}
. (2.1)
Given M(x) ∈ L2(Ω,Rk×N ) consider the functional JM (
(
L(x)
)
: Lk,N (Ω)→ R defined by
JM
(
L(x)
)
:=
∫
Ω
∣∣∣L(x) +M(x)∣∣∣2dx , (2.2)
and consider the variational problem
J0 := inf
{
JM
(
L(x)
)
: L ∈ Lk,N (Ω)
}
. (2.3)
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Then there exists a unique minimizer L0(x) ∈ Lk,N (Ω) to (2.3), i.e. JM
(
L0(x)
)
= J0. Moreover we have
L0(x) +M(x) ≡ ∇HM (x) where HM (x) ∈ W
1,2
loc (R
N ,Rk) is a function which satisfies


∆xHM (x) = divxM(x) in R
N ,
HM (x) = 0 on ∂Ω ,
∇xHM (x) ∈ L
2(Ω,Rk×N ) .
(2.4)
Proof. Clearly Lk,N (Ω) is a closed subspace of the Hilbert space L
2(Ω,Rk×N ). Therefore, clearly there exists a
closed subspace V ⊂ L2(Ω,Rk×N ), such that V is an orthogonal complement of Lk,N (Ω) in L
2(Ω,Rk×N ), i.e.∫
Ω
u(x) : v(x) dx = 0 , ∀u(x) ∈ Lk,N (Ω), ∀v(x) ∈ V , (2.5)
and for every h(x) ∈ L2(Ω,Rk×N ) there exist uniquely defined uh(x) ∈ Lk,N (Ω) and vh(x) ∈ V such that
h(x) ≡ uh(x) + vh(x). Thus, in particular, there exist uniquely defined P (x) ∈ Lk,N (Ω) and Q(x) ∈ V such
that −M(x) ≡ P (x) +Q(x). On the other hand for arbitrary L(x) ∈ Lk,N (Ω), using (2.5) we have
JM
(
L(x)
)
:=
∫
Ω
∣∣∣L(x) +M(x)∣∣∣2dx = ∫
Ω
∣∣∣(P (x) − L(x))+Q(x)∣∣∣2dx =∫
Ω
∣∣∣P (x)− L(x)∣∣∣2dx+ ∫
Ω
∣∣∣Q(x)∣∣∣2dx+ 2 ∫
Ω
(
P (x)− L(x)
)
: Q(x)dx =∫
Ω
∣∣∣P (x) − L(x)∣∣∣2dx+ ∫
Ω
∣∣∣P (x) +M(x)∣∣∣2dx = JM(P (x)) +
∫
Ω
∣∣∣P (x)− L(x)∣∣∣2dx . (2.6)
Thus L0(x) := P (x) is unique minimizer to (2.3). Moreover, since P (x) ∈ Lk,N (Ω) and Q(x) ∈ V we have∫
Ω
Q(x) : L(x) dx = 0 , ∀L(x) ∈ Lk,N (Ω) . (2.7)
Thus since L0(x) +M(x) ≡ −Q(x) we obtain∫
Ω
(
L0(x) +M(x)
)
: L(x) dx = 0 , ∀L(x) ∈ Lk,N (Ω) . (2.8)
In particular, ∫
Ω
(
L0(x) +M(x)
)
: δ(x) dx = 0 , ∀δ(x) ∈ C1c (Ω,R
k×N ) such that div δ(x) ≡ 0 . (2.9)
Thus clearly there exists a function HM (x) ∈ W
1,2
loc (Ω,R
k) such that HM (x) ∈ W
1,2(G,Rk) for every bounded
open subset G ⊂ Ω and ∇xHM (x) ≡ L0(x) +M(x) on Ω. Thus in particular
∆xHM (x) = divx
(
∇xHM
)
≡ divL0(x) + divM(x) = divxM(x) .
Moreover obviously ∇xHM (x) ∈ L
2(Ω,Rk×N ). Finally by (2.9) we have
∫
∂Ω
HM (x) ·
{
δ(x) · n(x)
}
dHN−1(x) =
∫
Ω
{
∇xHM (x) : δ(x) +HM (x) · div δx(x)
}
dx = 0
∀δ(x) ∈ C1c (Ω,R
k×N ) such that div δx(x) ≡ 0 . (2.10)
Thus HM (x) = 0 on ∂Ω in the sense of trace. This completes the proof.
Lemma 2.2. Let Ω ⊂ RN be an open set with locally Lipschitz’s boundary and G(ψ, x) : Rm ×Ω→ Rk×N be a
measurable function, continuous by the first argument ψ, which satisfies
∣∣G(ψ, x)∣∣ ≤ C0|ψ|p/2 + h0(x) ∀ψ ∈ Rm, x ∈ Ω , (2.11)
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for some constant C0 > 0, p ≥ 1 and h0 ∈ L
2(Ω,R). Furthermore, for every ε > 0 consider the functional
Eε
(
ψ(x)
)
: Lp(Ω,Rm)→ [0,+∞) ∪ {+∞} which (possibly) can attain the infinite values. Next for every ε > 0
consider the functional Pε
(
ψ(x)
)
: Lp(Ω,Rm)→ [0,+∞) ∪ {+∞}, defined by
Pε
(
ψ(x)
)
:= Eε
(
ψ(x)
)
+
1
δε
∫
RN
∣∣∣∇xVG,ψ(x)∣∣∣2dx , (2.12)
where δε > 0 satisfies limε→0+ δε = 0 and given ψ(x) ∈ L
p(Ω,Rm), VG,ψ(x) : R
N → Rk is defined by
∆xVG,ψ(x) = divx
{
χΩ(x) ·G
(
ψ(x), x
)}
in RN ,
∇xVG,ψ(x) ∈ L
2(RN ,Rk×N ) ,
(2.13)
with χΩ(x) := 1 if x ∈ Ω and χΩ(x) := 0 if x ∈ R
N \ Ω. Furthermore, for every ε > 0 consider the functional
Qε
(
ψ(x), L(x)
)
: Lp(Ω,Rm)× L2(RN ,Rk×N )→ [0,+∞) ∪ {+∞} defined by
Qε
(
ψ(x), L(x)
)
:=

Eε
(
ψ(x)
)
+ 1δε
∫
RN
∣∣∣L(x) + χΩ(x) ·G(ψ(x), x)∣∣∣2dx if divx L(x) = 0 ,
+∞ otherwise .
(2.14)
Next for every ϕ(x) ∈ Lp(Ω,Rm), such that divx
{
χΩ(x) ·G
(
ϕ(x), x
)}
= 0 in RN set
P (ϕ) := inf
{
lim
ε→0+
Pε
(
ψε(x)
)
: ψε(x)→ ϕ(x) in L
p(Ω,Rm)
}
,
P (ϕ) := inf
{
lim
ε→0+
Pε
(
ψε(x)
)
: ψε(x)→ ϕ(x) in L
p(Ω,Rm)
}
,
(2.15)
and
Q(ϕ) := inf
{
lim
ε→0+
Qε
(
ψε(x), Lε(x)
)
: ψε(x)→ ϕ(x) in L
p(Ω,Rm)
and Lε(x)→
(
− χΩ(x) ·G
(
ϕ(x), x
))
in L2(RN ,Rk×N )
}
,
Q(ϕ) := inf
{
lim
ε→0+
Qε
(
ψε(x), Lε(x)
)
: ψε(x)→ ϕ(x) in L
p(Ω,Rm)
and Lε(x)→
(
− χΩ(x) ·G
(
ϕ(x), x
))
in L2(RN ,Rk×N )
}
,
(2.16)
Then we have the following equalities
P (ϕ) = Q(ϕ) and P (ϕ) = Q(ϕ) . (2.17)
Proof. Fix some ϕ(x) ∈ Lp(Ω,Rm) such that divx
{
χΩ(x) · G
(
ϕ(x), x
)}
= 0 in RN . Then by (2.11) we have
G
(
ϕ(x), x
)
∈ L2(Ω,Rk×N ) and thus
− χΩ(x) ·G
(
ϕ(x), x
)
∈ L2(RN ,Rk×N ) . (2.18)
Next fix some sequence {ψε(x)} ⊂ L
p(Ω,Rm) such that ψε(x)→ ϕ(x) in L
p(Ω,Rm) as ε→ 0+. Then by (2.11)
we have
− χΩ(x) ·G
(
ψε(x), x
)
→ −χΩ(x) ·G
(
ϕ(x), x
)
in L2(RN ,Rk×N ) . (2.19)
On the other hand by Lemma 2.1 together with (2.12), (2.13) and (2.14) clearly we have
Qε
(
ψε(x), L(x)
)
≥ Pε
(
ψε(x)
)
∀L(x) ∈ L2(RN ,Rk×N ) . (2.20)
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Moreover, if we set
Lˆε(x) := ∇xVG,ψ(x)− χΩ(x) ·G
(
ψε(x), x
)
∀x ∈ RN (2.21)
then Lˆε(x) ∈ L
2(RN ,Rk×N ), div Lˆε(x) ≡ 0 and
Qε
(
ψε(x), Lˆε(x)
)
= Pε
(
ψε(x)
)
. (2.22)
In particular since δε → 0 by (2.22), (2.14) and (2.19), for arbitrary sequence εn → 0
+ as n → +∞, we must
have
Lˆεn(x)→ −χΩ(x) ·G
(
ϕ(x), x
)
in L2(RN ,Rk×N ) if lim
n→+∞
Pεn
(
ψεn(x)
)
< +∞ , (2.23)
Moreover, by (2.22), in this case we have
lim
n→+∞
Qεn
(
ψεn(x), Lˆεn(x)
)
= lim
n→+∞
Pεn
(
ψεn(x)
)
< +∞ . (2.24)
On the other hand by (2.20) for every sequence Lˆεn(x) → −χΩ(x) ·G
(
ϕ(x), x
)
in L2(RN ,Rk×N ) we obviously
have
lim
n→+∞
Qεn
(
ψεn(x), Lεn(x)
)
= +∞ if lim
n→+∞
Pεn
(
ψεn(x)
)
= +∞ . (2.25)
Therefore, by (2.23), (2.24) and (2.25) in any case there exists a sequence L˜εn(x) → −χΩ(x) · G
(
ϕ(x), x
)
in
L2(RN ,Rk×N ) so that
lim
n→+∞
Qεn
(
ψεn(x), L˜εn(x)
)
= lim
n→+∞
Pεn
(
ψεn(x)
)
. (2.26)
Thus since εn → 0
+ ψε → ϕ were chosen arbitrary, by (2.26) we deduce
P (ϕ) ≥ Q(ϕ) and P (ϕ) ≥ Q(ϕ) ∀ϕ ∈ Lp(Ω,Rm) . (2.27)
On the other hand, by (2.20), clearly
P (ϕ) ≤ Q(ϕ) and P (ϕ) ≤ Q(ϕ) ∀ϕ ∈ Lp(Ω,Rm) . (2.28)
This completes the proof.
Next plugging Lemma 2.1 into Theorem 4.2 in [32] we deduce the following upper bound result for problem
with a non-local term.
Theorem 2.1. Let Ω ⊂ RN be an open set with locally Lipschitz’s boundary. Furthermore, let G ∈ C1(Rm ×
R
q,Rk×N ) and F ∈ C1
(
R
m×Nn × . . .×Rm×N ×Rm×Rq,R
)
, be such that F ≥ 0. Next let ϕ ∈ BV (RN ,Rm)∩
L∞ and f ∈ BVloc(R
N ,Rq) ∩ L∞ be such that ‖Dϕ‖(∂Ω) = 0, F
(
0, . . . , 0, ϕ(x), f(x)
)
= 0 for a.e. x ∈ Ω,
divxG
(
ϕ(x), f(x)
)
= 0 in Ω and G
(
ϕ(x), f(x)
)
· n(x) = 0 on ∂Ω. Then for every δ > 0 there exists a sequence
{ψε}ε>0 ⊂ C
∞(RN ,Rm) such that
∫
Ω
ψε(x)dx =
∫
Ω
ϕ(x)dx, limε→0+ ψε = ϕ in L
p and limε→0+ ε
j∇jψε = 0 in
Lp for every p ≥ 1 and every j ∈ {1, . . . , n}, {εn∇nψε}ε>0, . . . , {ε∇ψε}ε>0 and {ψε}ε>0 are a bounded in L
∞
sequences, and we have
lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nψε(x), . . . , ε∇ψε(x), ψε(x), f(x)
)
dx+
1
ε
∫
RN
|∇VG,ψε |
2dx
}
≤
∫
Ω∩Jϕ
Eˆper
(
ϕ+(x), ϕ−(x),ν(x), x
)
dHN−1(x) + δ , (2.29)
where VG,ψ : R
N → Rk is defined by
∆xVG,ψ(x) = divx
{
χΩ(x)G
(
ψ(x), f(x)
)}
in RN ,
∇VG,ψ ∈ L
2(RN ,Rk×N ) ,
(2.30)
12
Eˆper
(
ϕ+, ϕ−,ν, x
)
:= inf
{∫
Iν
1
L
F
(
Ln∇nζ(y), . . . , L∇ζ(y), ζ(y), σf,x(y)
)
dy +
∫
Iν
1
L
∣∣∇HG,ζ,x,ν(y)∣∣2dy :
L ∈ (0,+∞) , ζ ∈ S(ϕ+, ϕ−, Iν)
}
, (2.31)
where HG,ζ,x,ν ∈W
2,2
loc (R
N ,Rk) satisfies

∆yHG,ζ,x,ν(y) = divy G
(
ζ(y), σf,x(y)
)
in Iν ,
HG,ζ,x,ν(y + νj) = HG,ζ,x,ν(y) ∀y ∈ R
N such that |y · ν| < 1/2 ,
∂
∂νHG,ζ,x,ν(y) = 0 ∀y ∈ R
N such that |y · ν| = 1/2 ,
(2.32)
with
σf,x(y) :=

f
+(x) if y · ν > 0 ,
f−(x) if y · ν < 0 ,
(2.33)
and
S
(
ϕ+, ϕ−, Iν
)
:=
{
ζ ∈ Cn(RN ,Rm) : ζ(y) = ϕ− if y · ν ≤ −1/2,
ζ(y) = ϕ+ if y · ν ≥ 1/2 and ζ
(
y + νj
)
= ζ(y) ∀j = 2, . . . , N
}
. (2.34)
Here Iν :=
{
y ∈ RN : |y · νj | < 1/2 ∀j = 1, . . . , N
}
, where {ν1, . . . ,νN} ⊂ R
N is an orthonormal base in RN
such that ν1 := ν.
Proof. Since divxG
(
ϕ(x), f(x)
)
= 0 in Ω and G
(
ϕ(x), f(x)
)
· n(x) = 0 on ∂Ω we easily deduce that
divx{χΩ(x)G
(
ϕ(x), f(x)
)
} = 0 in RN
in the sense of distribution. Then by Theorem 4.2 in [32] we deduce that for every δ > 0 there exist sequences
{ψε}ε>0 ⊂ C
∞(RN ,Rm) and {Lε}ε>0 ⊂ C
∞(RN ,Rk×N ) such that
∫
Ω
ψε(x)dx =
∫
Ω
ϕ(x)dx, limε→0+ ψε = ϕ
in Lp and limε→0+ ε
j∇jψε = 0 in L
p for every p ≥ 1 and every j ∈ {1, . . . , n}, {εn∇nψε}ε>0, . . . , {ε∇ψε}ε>0,
{ψε}ε>0 are bounded in L
∞ sequences, divLε ≡ 0 in R
N , Lε → χΩG
(
ϕ, f
)
in L2 and we have
lim
ε→0+
{
1
ε
∫
RN
F
(
εn∇nψε(x), . . . , ε∇ψε(x), ψε(x), f(x)
)
χΩ(x)dx +
1
ε
∫
RN
∣∣∣Lε − χΩG(ψε, f)∣∣∣2dx
}
≤
∫
Ω∩Jϕ
E˜per
(
ϕ+(x), ϕ−(x),ν(x), x
)
dHN−1(x) + δ , (2.35)
where
E˜per
(
ϕ+, ϕ−,ν, x
)
:= inf
{∫
Iν
1
L
F
(
Ln∇nζ(y), . . . , L∇ζ(y), ζ(y), σf,x(y)
)
dy+
∫
Iν
1
L
∣∣∣ξ(y)−G(ζ(y), σf,x(y))∣∣∣2dy : L ∈ (0,+∞) , ζ ∈ S(ϕ+, ϕ−, Iν) , ξ ∈ S0(ϕ+, f+, ϕ−, f−, Iν)
}
, (2.36)
with
S
(
ϕ+, ϕ−, Iν
)
:=
{
ζ ∈ Cn(RN ,Rm) : ζ(y) = ϕ− if y · ν ≤ −1/2,
ζ(y) = ϕ+ if y · ν ≥ 1/2 and ζ
(
y + νj
)
= ζ(y) ∀j = 2, . . . , N
}
and
S0
(
ϕ+, f+, ϕ−, f−, Iν
)
:=
{
ξ ∈ Cn(RN ,Rk×N ) : divy ξ(y) = 0, ξ(y) = G(ϕ
−, f−) if y · ν ≤ −1/2,
ξ(y) = G(ϕ+, f+) if y · ν ≥ 1/2 and ξ
(
y + νj
)
= ξ(y) ∀j = 2, . . . , N
}
(2.37)
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Thus using Lemma 2.1, by (2.35) we deduce
lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nψε(x), . . . , ε∇ψε(x), ψε(x), f(x)
)
dx+
1
ε
∫
RN
|∇VG,ψε |
2dx
}
≤
∫
Ω∩Jϕ
E˜per
(
ϕ+(x), ϕ−(x),ν(x), x
)
dHN−1(x) + δ , (2.38)
where VG,ψ : R
N → Rk is defined by (2.30). Therefore, in order to complete the proof of the Theorem it is
sufficient to prove that we always have
E˜per
(
ϕ+, ϕ−,ν, x
)
= Eˆper
(
ϕ+, ϕ−,ν, x
)
, (2.39)
(see the definitions of the corresponding quantities in (2.36) and (2.31)). So fix some ζ ∈ S(ϕ+, ϕ−, Iν) and
L > 0. Then it is sufficient to prove that
inf
{∫
Iν
∣∣∣ξ(y) − G(ζ(y), σf,x(y))∣∣∣2 dy : ξ ∈ S0(ϕ+, f+, ϕ−, f−, Iν)
}
=
∫
Iν
∣∣∇HG,ζ,x,ν(y)∣∣2 dy , (2.40)
where HG,ζ,x,ν ∈W
2,2
loc (R
N ,Rk) satisfies (2.32). Indeed set
T
(
ϕ+, f+, ϕ−, f−, Iν
)
:=
{
ξ ∈ L2loc(R
N ,Rk×N ) : divy ξ(y) = 0, ξ(y) = G(ϕ
−, f−) if y · ν < −1/2,
ξ(y) = G(ϕ+, f+) if y · ν > 1/2 and ξ
(
y + νj
)
= ξ(y) ∀j = 2, . . . , N
}
⊃ S0
(
ϕ+, f+, ϕ−, f−, Iν
)
. (2.41)
Then clearly by the density arguments we have
inf
{∫
Iν
∣∣∣ξ(y)−G(ζ(y), σf,x(y))∣∣∣2 dy : ξ ∈ S0(ϕ+, f+, ϕ−, f−, Iν)
}
= inf
{∫
Iν
∣∣∣ξ(y)−G(ζ(y), σf,x(y))∣∣∣2 dy : ξ ∈ T (ϕ+, f+, ϕ−, f−, Iν)
}
. (2.42)
On the other hand, clearly there exists a minimizer to the r.h.s. of (2.42), i.e. ∃ξ0 ∈ T (ϕ
+, f+, ϕ−, f−, Iν),
such that
∫
Iν
∣∣∣ξ0(y) − G(ζ(y), σf,x(y))∣∣∣2dy = inf
{∫
Iν
∣∣∣ξ(y) − G(ζ(y), σf,x(y))∣∣∣2dy : ξ ∈ T (ϕ+, f+, ϕ−, f−, Iν)
}
.
(2.43)
Moreover, ξ0 clearly satisfies∫
Iν
(
ξ0(y)−G
(
ζ(y), σf,x(y)
))
: θ(y) dy for every θ ∈ L2loc(R
N ,Rk×N )
such that divy θ(y) = 0, θ(y) = 0 if |y · ν| > 1/2, and θ
(
y + νj
)
= θ(y) ∀j = 2, . . . , N . (2.44)
In particular there exists H ∈ W 1,2loc (R
N ,Rk), such that H
(
y + νj
)
= H(y) ∀y ∈ RN , ∀j = 2, . . . , N and
∇yH(y) = G
(
ζ(y), σf,x(y)
)
− ξ0(y) on Nν where Nν :=
{
y ∈ RN : |y ·ν| < 1/2
}
. On the other hand since ξ0 ∈
T (ϕ+, f+, ϕ−, f−, Iν) we clearly have ∇yH(y)χNν (y) = G
(
ζ(y), σf,x(y)
)
− ξ0(y) for every y ∈ R
N . Thus since
divy ξ0(y) ≡ 0 we obtain divy
{
∇yH(y)χNν (y)
}
= divy G
(
ζ(y), σf,x(y)
)
on RN . Therefore, H(y) ≡ HG,ζ,x,ν
where HG,ζ,x,ν satisfies (2.32). Plugging it into (2.43) we deduce∫
Iν
∣∣∣∇HG,ζ,x,ν(y)∣∣∣2 dy = inf
{∫
Iν
∣∣∣ξ(y)−G(ζ(y), σf,x(y))∣∣∣2 dy : ξ ∈ T (ϕ+, f+, ϕ−, f−, Iν)
}
. (2.45)
Therefore, using (2.42) and (2.45) we infer (2.40). This completes the proof.
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Similarly plugging Lemma 2.1 into Theorem 2.3 in [33] we deduce the following abstract lower bound result
for problem with a non-local term.
Theorem 2.2. Let Ω ⊂ RN be an open set with locally Lipschitz’s boundary. Furthermore, let p ≥ 1 and
F ∈ C0
(
R
m×Nn × . . . × Rm×N × Rm,R
)
and G ∈ C1(Rm,Rk×N ), be such that F ≥ 0 and there exists a
constant C > 0 such that
∣∣G(b)∣∣ ≤ C(|b|p/2 + 1) for every b ∈ Rm and |an|p/C ≤ F (an, . . . , a2, a1, b) ≤
C
(∑n
j=1 |aj |
p+ |b|p+1
)
for every aj ∈ R
m×Nj and b ∈ Rm. Next let ϕ ∈ BV (Ω,Rm)∩Lp(Ω,Rm) be such that
F
(
0, . . . , 0, ϕ(x)
)
= 0 for a.e. x ∈ Ω, divxG
(
ϕ(x)
)
= 0 in Ω and G
(
ϕ(x)
)
· n(x) = 0 on ∂Ω. Then for every
sequence {ϕε}ε>0 ⊂W
n,p
loc (Ω,R
m) such that ϕε → ϕ in L
p
loc(Ω,R
m) as ε→ 0+, we have
lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx+
1
ε
∫
RN
|∇VG,ϕε |
2dx
}
≥
∫
Ω∩Jϕ
Eˆ0
(
ϕ+(x), ϕ−(x),ν(x)
)
dHN−1(x) , (2.46)
where VG,ψ : R
N → Rk is defined by
∆xVG,ψ(x) = divx
{
χΩG
(
ψ(x)
)}
in RN ,
∇VG,ψ ∈ L
2(RN ,Rk×N ) ,
(2.47)
Eˆ0
(
ϕ+, ϕ−,ν, x
)
:= inf
{
lim
ε→0+
∫
Iν
1
ε
(
F
(
εn∇nζε(y), . . . , ε∇ζε(y), ζε(y)
)
+
∣∣∇H0G,ζε,ν(y)∣∣2) dy :
ζε ∈ S
(n)
2
(
ϕ+, ϕ−, Iν
)
such that ζε(y)→ χ(y, ϕ
+, ϕ−,ν) in Lp(Iν ,R
m)
}
, (2.48)
where H0G,ζ,ν ∈W
1,2
0 (Iν ,R
k) satisfies
∆yH
0
G,ζ,ν(y) = divy G
(
ζ(y)
)
in Iν , (2.49)
S
(n)
2
(
ϕ+, ϕ−, Iν
)
:=
{
ζ ∈ Cn(RN ,Rm) : ζ(y) = ϕ− if y · ν ≤ −1/2,
ζ(y) = ϕ+ if y · ν ≥ 1/2 and ζ
(
y + νj
)
= ζ(y) ∀j = 2, . . . , N
}
, (2.50)
and
χ(y, ϕ+, ϕ−,ν) :=

ϕ
+ if y · ν > 0 ,
ϕ− if y · ν < 0 .
Here Iν :=
{
y ∈ RN : |y · νj | < 1/2 ∀j = 1, . . . , N
}
where {ν1, . . . ,νN} ⊂ R
N is an orthonormal base in RN
such that ν1 := ν.
Proof. Let {ϕε}ε>0 ⊂W
n,p
loc (Ω,R
m) be such that ϕε → ϕ in L
p
loc(Ω,R
m) as ε→ 0+. Without loss of generality
we may assume
D := lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx +
1
ε
∫
RN
|∇VG,ϕε |
2dx
}
< +∞ . (2.51)
Next set Lε := χΩG
(
ϕε(x)
)
−∇VG,ϕε . Then we have divLε ≡ 0 on Ω and we have
D = lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx+
1
ε
∫
RN
∣∣∣Lε − χΩ(x)G(ϕε(x))∣∣∣2dx
}
≥ lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx+
1
ε
∫
Ω
∣∣∣Lε −G(ϕε(x))∣∣∣2dx
}
. (2.52)
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Thus applying Theorem 2.3 in [33] we deduce
D ≥ lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx+
1
ε
∫
Ω
∣∣∣Lε −G(ϕε(x))∣∣∣2dx
}
≥
∫
Ω∩Jϕ
E˜0
(
ϕ+(x), ϕ−(x),ν(x)
)
dHN−1(x) , (2.53)
where
E˜0
(
ϕ+, ϕ−,ν, x
)
:= inf
{
lim
ε→0+
∫
Iν
1
ε
(
F
(
εn∇nζε(y), . . . , ε∇ζε(y), ζε(y)
)
+
∣∣∣ξε(y)−G(ζε(x))∣∣∣2) dy :
ζε ∈ W
n,p(Iν ,R
m), ξε(y) ∈W
n,2(Iν ,R
k×N ) such that divy ξε(y) ≡ 0,
ζε(y)→ χ(y, ϕ
+, ϕ−,ν) in Lp(Iν ,R
m) and ξε(y)→ χ
(
y,G(ϕ+), G(ϕ−),ν
)
in L2(Iν ,R
k×N )
}
. (2.54)
On the other hand, by Theorem 3.1 in [33] we obtain
E˜0
(
ϕ+, ϕ−,ν, x
)
≥ inf
{
lim
ε→0+
∫
Iν
1
ε
(
F
(
εn∇nζε(y), . . . , ε∇ζε(y), ζε(y)
)
+
∣∣∣ξε(y)−G(ζε(x))∣∣∣2) dy :
ζε ∈ S
(n)
2
(
ϕ+, ϕ−, Iν
)
, ξε(y) ∈W
n,2(Iν ,R
k×N ) such that divy ξε(y) ≡ 0,
ζε(y)→ χ(y, ϕ
+, ϕ−,ν) in Lp(Iν ,R
m) and ξε(y)→ χ
(
y,G(ϕ+), G(ϕ−),ν
)
in L2(Iν ,R
k×N )
}
. (2.55)
Therefore, using Lemma 2.1 we obtain
E˜0
(
ϕ+, ϕ−,ν, x
)
≥ Eˆ0
(
ϕ+, ϕ−,ν, x
)
, (2.56)
where Eˆ0
(
ϕ+, ϕ−,ν, x
)
is defined by (2.48). Thus, plugging (2.56) into (2.53) we deduce
D = lim
ε→0+
{
1
ε
∫
Ω
F
(
εn∇nϕε(x), . . . , ε∇ϕε(x), ϕε(x)
)
dx+
1
ε
∫
RN
|∇VG,ϕε |
2dx
}
≥
∫
Ω∩Jϕ
Eˆ0
(
ϕ+(x), ϕ−(x),ν(x)
)
dHN−1(x) , (2.57)
and the result follows.
3 The problem related to the theory of Conservation Laws
3.1 Some definitions and preliminaries
Definition 3.1. For a given Banach space X with the associated norm ‖·‖X and a real interval (a, b) we denote
by Lq(a, b;X) the linear space of (equivalence classes of) strongly measurable (i.e equivalent to some strongly
Borel mapping) functions f : (a, b)→ X such that the functional
‖f‖Lq(a,b;X) :=


(∫ b
a
‖f(t)‖qXdt
)1/q
if 1 ≤ q <∞
es supt∈(a,b)‖f(t)‖X if q =∞
is finite. It is known that this functional defines a norm with respect to which Lq(a, b;X) becomes a Banach
space.
Definition 3.2. Let Ω ⊂ RN be an open set. We denote by H˜10 (Ω,R
k) the closure of C∞c (Ω,R
k) with respect
to the norm |||ϕ||| :=
( ∫
Ω
|∇ϕ|2dx
)1/2
(this space differ fromW 1,20 (Ω,R
k) only in the case of unbounded domain
Ω) and denote by H˜−1(Ω,Rk) the space dual to H˜10 (Ω,R
k).
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Remark 3.1. It is obvious that u ∈ D′(Ω,Rk) belongs to H˜−1(Ω,Rk) if and only if there exists w ∈ H˜10 (Ω,R
k)
such that ∫
Ω
∇w : ∇δ dx = − < u, δ > ∀δ ∈ C∞c (Ω,R
k) , (3.1)
Note that (3.1) is equivalent to that ∆w = u as distributions. Moreover,
|||w||| = sup
δ∈H˜10 (Ω,R
k), |||δ|||≤1
< u, δ >= |||u|||−1 .
Finally observe that w is uniquely defined by u.
Remark 3.2. It is obvious that u ∈ D′
(
Ω× (0, T ),Rk
)
belongs to L2
(
0, T ; H˜−1(Ω,Rk)
)
if and only if there exists
w ∈ L2
(
0, T ; H˜10(Ω,R
k)
)
such that
∫ T
0
∫
Ω
∇xw(x, t) : ∇xδ(x, t) dxdt = −
〈
u, δ
〉
∀δ ∈ C∞c
(
Ω× (0, T ),Rk
)
. (3.2)
Note that (3.2) is equivalent to that ∆xw = u as distributions. Moreover,∥∥w∥∥
L2(0,T ;H˜10(Ω,R
k))
=
∥∥u∥∥
L2(0,T ;H˜−1(Ω,Rk))
.
Finally observe that w is uniquely defined by u.
Lemma 3.1. Let Ω ⊂ RN be an open set (possibly unbounded) with locally Lipschitz’s boundary and let T > 0.
Furthermore, let G(ψ, x, t) : Rk×Ω× (0, T )→ Rk×N be a measurable function, continuous by the first argument
ψ, which satisfies ∣∣G(ψ, x, t)∣∣ ≤ C0|ψ|p/2 + h0(x, t) ∀ψ ∈ Rk, x ∈ Ω , (3.3)
for some constant C0 > 0, p ≥ 1 and h0 ∈ L
2
(
Ω × (0, T ),R
)
. Furthermore, for every ε > 0 consider the
functional Eε
(
ψ(x, t)
)
: Lp
(
Ω × (0, T ),Rk
)
→ [0,+∞) ∪ {+∞} which (possibly) can attain the infinite values.
Next for every ε > 0 consider the functional Pε
(
ψ(x, t)
)
: Lp
(
Ω× (0, T ),Rk
)
→ [0,+∞) ∪ {+∞}, defined by
Pε
(
ψ(x, t)
)
:=

Eε
(
ψ(x, t)
)
+ 1δε
∫ T
0
∫
Ω
∣∣∣∇xVG,ψ(x, t)∣∣∣2dxdt if ∂tψ(x, t) ∈ L2(0, T ; H˜−1(Ω,Rk)) ,
+∞ otherwise ,
(3.4)
where δε > 0 satisfies limε→0+ δε = 0 and given ψ(x, t) ∈ L
p
(
Ω× (0, T ),Rk
)
, VG,ψ(x, t) : R
N → Rk is defined by
∆xVG,ψ(x, t) = ∂tψ(x, t) + divxG
(
ψ(x, t), x, t
)
in Ω× (0, T ) ,
VG,ψ(x, t) ∈ L
2
(
0, T ;H10(Ω,R
k)
)
,
(3.5)
Furthermore, for every ε > 0 consider the functional Qε
(
ψ(x, t), L(x, t)
)
: Lp
(
Ω × (0, T ),Rk
)
× L2
(
Ω ×
(0, T ),Rk×N
)
→ [0,+∞) ∪ {+∞} defined by
Qε
(
ψ(x, t), L(x, t)
)
:=
=

Eε
(
ψ(x, t)
)
+ 1δε
∫ T
0
∫
Ω
∣∣L(x, t)−G(ψ(x, t), x, t)∣∣2dxdt if ∂tψ(x, t) + divx L(x, t) = 0 ,
+∞ otherwise .
(3.6)
Finally for every ε > 0 consider the functional Rε(u) : D
′
(
Ω× (0, T ),Rk×N
)
→ [0,+∞) ∪ {+∞} defined by
Rε
(
u
)
:=


Eε
(
divx u(x, t)
)
+ 1δε
∫ T
0
∫
Ω
∣∣∂tu(x, t) +G( divx u(x, t), x, t)∣∣2dxdt
if ∂tu ∈ L
2(Ω× (0, T ),Rk×N) and divx u ∈ L
p(Ω× (0, T ),Rk) ,
+∞ otherwise .
(3.7)
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Next for every ϕ(x, t) ∈ Lp
(
Ω× (0, T ),Rk
)
, such that ∂tϕ(x, t) + divxG
(
ϕ(x, t), x, t
)
= 0 on Ω, set
P (ϕ) := inf
{
lim
ε→0+
Pε
(
ψε(x, t)
)
: ψε(x, t)→ ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)}
,
P (ϕ) := inf
{
lim
ε→0+
Pε
(
ψε(x, t)
)
: ψε(x, t)→ ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)}
,
(3.8)
Q(ϕ) := inf
{
lim
ε→0+
Qε
(
ψε(x, t), Lε(x, t)
)
: ψε(x, t)→ ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)
and Lε(x, t)→ G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)}
,
Q(ϕ) := inf
{
lim
ε→0+
Qε
(
ψε(x, t), Lε(x, t)
)
: ψε(x, t)→ ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)
and Lε(x, t)→ G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)}
,
(3.9)
and
R(ϕ) := inf
{
lim
ε→0+
Rε
(
uε(x, t)
)
: divx uε(x)→ ϕ(x) in L
p
(
Ω× (0, T ),Rk
)
and ∂tuε(x)→
(
−G
(
ϕ(x, t), x, t
))
in L2
(
Ω× (0, T ),Rk×N
)}
,
R(ϕ) := inf
{
lim
ε→0+
Rε
(
uε(x, t)
)
: divx uε(x)→ ϕ(x) in L
p
(
Ω× (0, T ),Rk
)
and ∂tuε(x)→
(
−G
(
ϕ(x, t), x, t
))
in L2
(
Ω× (0, T ),Rk×N
)}
.
(3.10)
Then we have the following equalities
P (ϕ) = Q(ϕ) = R(ϕ) and P (ϕ) = Q(ϕ) = R(ϕ) . (3.11)
Proof. Fix some ψ(x, t) ∈ Lp
(
Ω × (0, T ),Rk
)
, such that ∂tψ(x, t) ∈ L
2
(
0, T ; H˜−1(Ω,Rk)
)
. Then by (3.3), we
clearly have G
(
ψ(x, t), x, t
)
∈ L2
(
Ω × (0, T ),Rk×N
)
and then by Remark 3.2 we have divxG
(
ψ(x, t), x, t
)
∈
L2
(
0, T ; H˜−1(Ω,Rk)
)
. Thus by Remark 3.2 there exist uniquely defined Hψ(x, t) ∈ L
2
(
0, T ; H˜10 (Ω,R
k)
)
,
DG,ψ(x, t) ∈ L
2
(
0, T ; H˜10 (Ω,R
k)
)
and VG,ψ(x, t) ∈ L
2
(
0, T ; H˜10 (Ω,R
k)
)
such that


∆xHψ(x, t) = ∂tψ(x, t) in Ω× (0, T ) ,
∆xDG,ψ(x, t) = divxG
(
ψ(x, t), x, t
)
in Ω× (0, T ) ,
∆xVG,ψ(x, t) = ∂tψ(x, t) + divxG
(
ψ(x, t), x, t
)
in Ω× (0, T ) ,
(3.12)
and clearly
VG,ψ(x, t) ≡ Hψ(x, t) +DG,ψ(x, t) in Ω× (0, T ) . (3.13)
Moreover, by Lemma 2.1 for every U(x, t) ∈ L2
(
Ω× (0, T ),Rk×N
)
, such that divx U(x, t) ≡ 0 we have
∫ T
0
∫
Ω
∣∣U(x, t) −∇xHψ(x, t)−G(ψ(x, t), x, t)∣∣2dxdt ≥
∫ T
0
∫
Ω
∣∣∇xVψ(x, t)∣∣2dxdt , (3.14)
and if we denote
UG,ψ(x, t) := G
(
ψ(x, t), x, t
)
−∇xDG,ψ(x, t) ∀(x, t) ∈ Ω× (0, T ) , (3.15)
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then UG,ψ(x, t) ∈ L
2
(
Ω× (0, T ),Rk×N
)
, divx UG,ψ(x, t) ≡ 0 and∫ T
0
∫
Ω
∣∣UG,ψ(x, t) −∇xHψ(x, t)−G(ψ(x, t), x, t)∣∣2dxdt =
∫ T
0
∫
Ω
∣∣∇xVψ(x, t)∣∣2dxdt . (3.16)
In particular, by (3.14) for every L(x, t) ∈ L2
(
Ω× (0, T ),Rk×N
)
, such that divx L(x, t) + ∂tψ(x, t) ≡ 0 we have∫ T
0
∫
Ω
∣∣L(x, t)−G(ψ(x, t), x, t)∣∣2dxdt ≥ ∫ T
0
∫
Ω
∣∣∇xVψ(x, t)∣∣2dxdt , (3.17)
and if we denote
LG,ψ(x, t) := G
(
ψ(x, t), x, t
)
−∇xVG,ψ(x, t) ∀(x, t) ∈ Ω× (0, T ) , (3.18)
then LG,ψ(x, t) ∈ L
2
(
Ω× (0, T ),Rk×N
)
, divx LG,ψ(x, t) + ∂tψ(x, t) ≡ 0 and∫ T
0
∫
Ω
∣∣LG,ψ(x, t)−G(ψ(x, t), x, t)∣∣2dxdt =
∫ T
0
∫
Ω
∣∣∇xVψ(x, t)∣∣2dxdt . (3.19)
Finally define
uψ(x, t) := Kψ(x)−
∫ t
0
LG,ψ(x, s) ds ∀(x, t) ∈ Ω× (0, T ) , (3.20)
where Kψ(x) : Ω→ R
k×N satisfies divxKψ(x) ≡ ψ(x, 0). Then since divx LG,ψ(x, t) + ∂tψ(x, t) ≡ 0 we deduce
that
∂tuψ(x, t) := −LG,ψ(x, t) and divx uψ(x, t) = ψ(x, t) ∀(x, t) ∈ Ω× (0, T ) . (3.21)
Therefore, by (3.4), (3.6) and (3.7), using (3.19) and (3.21) we deduce
Pε
(
ψ(x, t)
)
= Qε
(
ψ(x, t), LG,ψ(x, t)
)
= Rε
(
uψ
)
. (3.22)
Moreover, by (3.6) and (3.17) we have
Pε
(
ψ(x, t)
)
≤ Qε
(
ψ(x, t), L(x, t)
)
∀L(x, t) ∈ L2
(
Ω× (0, T ),Rk×N
)
. (3.23)
Next fix some ϕ(x, t) ∈ Lp
(
Ω× (0, T ),Rk
)
, such that
∂tϕ(x, t) + divxG
(
ϕ(x, t), x, t
)
= 0 in Ω× (0, T ) . (3.24)
Then, using the fact that given ψ(x, t) ∈ Lp
(
Ω × (0, T ),Rk
)
and L(x, t) ∈ L2
(
Ω × (0, T ),Rk×N
)
, such that
divx L(x, t) + ∂tψ(x, t) ≡ 0 we always have ∂tψ(x, t) ∈ L
2
(
0, T ; H˜−1(Ω,Rk)
)
, by (3.23) we obtain
P (ϕ) ≤ Q(ϕ) and P (ϕ) ≤ Q(ϕ) . (3.25)
Furthermore, fix some sequence {ψε(x, t)} ⊂ L
p
(
Ω×(0, T ),Rk
)
such that ψε(x, t)→ ϕ(x, t) in L
p
(
Ω×(0, T ),Rk
)
as ε→ 0+ and for a subsequence εn ↓ 0 we have limn→+∞ Pεn
(
ψεn(x, t)
)
< +∞. Then since δεn → 0
+, by (3.4)
we deduce
lim
n→+∞
VG,ψεn (x, t) = 0 in L
2
(
Ω× (0, T ),Rk×N
)
. (3.26)
On the other hand, since ψε(x, t)→ ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)
, by (3.3) we have
lim
ε→0+
G
(
ψε(x, t), x, t
)
= G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)
. (3.27)
Thus by (3.18), (3.26) and (3.27) we deduce that
lim
n→+∞
LG,ψεn (x, t) = G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)
, (3.28)
and therefore, by (3.21) we have
lim
n→+∞
∂tuψεn (x, t) = −G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)
and
lim
n→+∞
divx uψεn (x, t) = ϕ(x, t) in L
p
(
Ω× (0, T ),Rk
)
. (3.29)
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Moreover, by (3.22) we have
lim
n→+∞
Pεn
(
ψεn(x, t)
)
= lim
n→+∞
Qεn
(
ψεn(x, t), LG,ψεn (x, t)
)
= lim
n→+∞
Rεn
(
uψεn
)
. (3.30)
Thus since the sequence {ψε} was arbitrary, we get
P (ϕ) ≥ Q(ϕ) and P (ϕ) ≥ Q(ϕ) . (3.31)
and
P (ϕ) ≥ R(ϕ) and P (ϕ) ≥ R(ϕ) . (3.32)
Thus plugging (3.31) into (3.25) we obtain
P (ϕ) = Q(ϕ) and P (ϕ) = Q(ϕ) . (3.33)
Finally fix arbitrary sequence {uε}ε>0 ⊂ D
′
(
Ω× (0, T ),Rk×N
)
such that
divx uε(x)→ ϕ(x) in L
p
(
Ω× (0, T ),Rk
)
and ∂tuε(x)→
(
−G
(
ϕ(x, t), x, t
))
in L2
(
Ω× (0, T ),Rk×N
)
.
Then if we set
Lε(x, t) := −∂tuε(x, t) and ψε(x, t) := divx uε(x, t) ∀(x, t) ∈ Ω× (0, T ) , (3.34)
we obtain divLε + ∂tψε ≡ 0 and
ψε(x, t)→ ϕ(x) in L
p
(
Ω× (0, T ),Rk
)
and Lε(x, t)→ G
(
ϕ(x, t), x, t
)
in L2
(
Ω× (0, T ),Rk×N
)
.
Moreover, by (3.34) we have
Qε
(
ψε(x, t), Lε(x, t)
)
= Rε
(
uε
)
.
Therefore, since the sequence {uε}ε>0 was arbitrary, we deduce
Q(ϕ) ≤ R(ϕ) and Q(ϕ) ≤ R(ϕ) . (3.35)
Thus by plugging (3.33), (3.32) and (3.35) we finally deduce (3.11).
Definition 3.3. Let F (u) = {Fij(u)} ∈ C
1(Rk,Rk×N ). Set F¯j(u) :=
(
F1j(u), . . . , Fkj(u)
)
: Rk → Rk ∀j ∈
{1, . . . , N}. Consider the system of Conservation Laws
∂tu+ divxF (u) = 0 ∀(x, t) ∈ R
N × (0, T ) . (3.36)
We say that the function η(u) ∈ C1(Rk,R) is an entropy for the system (3.36) and Ψ(u) :=
(
Ψ1(u), . . . ,ΨN(u)
)
∈
C1(Rk,RN) is an entropy flux associated with η if we have
∇uΨj(u) = ∇uη(u) · ∇uF¯j(u) ∀u ∈ R
k, j ∈ {1, . . . , N} . (3.37)
Let F (u) = {Fij(u)} ∈ C
1(Rk,Rk×N ) and η(u) ∈ C2(Rk,R) be an entropy for the system (3.36), which
satisfies η(u) ≥ 0 and η(0) = 0, and Ψ(u) :=
(
Ψ1(u), . . . ,ΨN(u)
)
∈ C1(Rk,RN ) be the corresponding entropy
flux associated with η. Considered the following family of energy functionals {Iε,F (u)}, defined for u(x, t) :
R
N × [0, T ]→ Rk by
Iε,F (u) :=
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,u(x, t)∣∣∣2
)
dxdt+
∫
RN
η
(
u(x, T )
)
dx , (3.38)
where HF,u(x, t) ∈ L
2
(
0, T ; H˜10 (R
N ,Rk)
)
satisfies
∆xHF,u(x, t) = ∂tu(x, t) + divxF
(
u(x, t)
)
, (3.39)
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and we assume that
u(x, t) ∈ L2
(
0, T ; H˜10(R
N ,Rk)
)
∩ C
(
0, T ;L2(RN ,Rk)
)
∩ L∞ and ∂tu(x, t) ∈ L
2
(
0, T ; H˜−1(RN ,Rk)
)
, (3.40)
Since
−
∫ T
0
∫
RN
∇x
{
∇uη
(
u(x, t)
)}
: ∇xHF,u(x, t) dxdt =
∫ T
0
∫
RN
∇uη
(
u(x, t)
)
·∆xHF,u(x, t) dxdt
=
∫ T
0
∫
RN
∇uη
(
u(x, t)
)
·
(
∂tu(x, t) + divxF
(
u(x, t)
))
dxdt
=
∫
RN
(∫ T
0
∂t
{
η
(
u(x, t)
)}
dt
)
dx+
∫ T
0
∫
RN
N∑
j=1
∇uη
(
u(x, t)
)
· ∇uF¯j
(
u(x, t)
)
·
∂u
∂xj
(x, t) dxdt
=
∫
RN
(
η
(
u(x, T )
)
− η
(
u(x, 0)
))
dx +
∫ T
0
∫
RN
divxΨ
(
u(x, t)
)
dxdt =
∫
RN
(
η
(
u(x, T )
)
− η
(
u(x, 0)
))
dx ,
we can rewrite the expression of Iε,F (u) as
Iε,F (u) =
∫ T
0
∫
RN
1
ε
∣∣∣∣ε∇x{∇uη(u(x, t))}−∇xHF,u(x, t)
∣∣∣∣
2
dxdt +
∫
RN
η
(
u(x, 0)
)
dx , (3.41)
Thus if there exists a solution to
ε∆x
{
∇uη
(
u(x, t)
)}
= ∂tu(x, t) + divxF
(
u(x, t)
)
∀(x, t) ∈ RN × (0, T ),
u(x, 0) = v0(x) ∀x ∈ R
N .
(3.42)
for some v0(x) ∈ L
2(RN ,Rk) ∩ L∞ then, by (3.41), u(x, t) is also a minimizer to
inf
{
Iε,F (u) : u(x, 0) = v0(x)
}
. (3.43)
Moreover, in this case,
inf
{
Iε,F (u) : u(x, 0) = v0(x)
}
=
∫
RN
η
(
v0(x)
)
dx , (3.44)
and the function u(x, t) : RN × [0, T ]→ Rk is a minimizer to (3.43) if and only if u(x, t) is a solution to (3.42).
Thus it is a natural question in the Method of Vanishing Viscosity for Conservation Laws to know the Γ-limit
of the functional
Jε,F,v0(u) =

Iε,F (u) if u(x, 0) ≡ v0(x),+∞ otherwise . (3.45)
Lemma 3.2. Consider F ∈ C1(Rk,Rk×N ) satisfying F (0) = 0. Next let u(x, t) ∈ BV
(
R
N × (0, T ),Rk
)
∩
L∞
(
0, T ;L2(RN ,Rk)
)
∩ L∞ be such that u(x, t) is continuous in [0, T ] as a function of t with the values in
L∞(RN ,Rk) with respect to L∞-weak∗ topology and satisfies the following Conservation Law on the strip:
∂tu(x, t) + divxF
(
u(x, t)
)
= 0 ∀(x, t) ∈ RN × (0, T ) . (3.46)
Then we can construct v¯(x, t) ∈ L2loc
(
R
N × (−2T, 2T ),Rk×N
)
, such that if we set u¯(x, t) := divx v¯(x, t) and
L¯(x, t) := −∂tv¯(x, t), then u¯(x, t) ∈ BV
(
R
N × (−2T, 2T ),Rk
)
∩ L∞
(
− 2T, 2T ;L2(RN ,Rk)
)
∩ L∞, u¯(x, t) is
continuous in [−2T, 2T ] as a function of t with the values in L1(RN ,Rk) with respect to L1-strong topology,
L¯(x, t) ∈ BV
(
R
N × (−2T, 2T ),Rk×N
)
∩L∞
(
− 2T, 2T ;L2(RN ,Rk×N )
)
∩L∞, L¯(x, t) is continuous in [−2T, 2T ]
as a function of t with the values in L1(RN ,Rk×N ) with respect to L1-strong topology, ∂tu¯(x, t)+divx L¯(x, t) ≡ 0
in RN × (−2T, 2T ), and we have

u¯(x, t) = u(x, t)
L¯(x, t) = F
(
u(x, t)
)
u¯(x,−t) = 2u(x, 0)− u(x, t)
L¯(x,−t) = F
(
u(x, t)
)
∀(x, t) ∈ RN × (0, T ). (3.47)
21
Proof. Define v(x, t) : RN × [0, T ]→ Rk×N by
v(x, t) := K(x)−
∫ t
0
F
(
u(x, s)
)
ds ∀(x, t) ∈ RN × R , (3.48)
where K(x) ∈ L2loc(R
N ,Rk×N ) satisfies divxK(x) ≡ u(x, 0). Then using (3.46) we deduce that
∂tv(x, t) := −F
(
u(x, t)
)
and divx v(x, t) = u(x, t) ∀(x, t) ∈ R
N × (0, T ) . (3.49)
Next define vˆ(x, t) : RN × [0, 2T ]→ Rk×N by
vˆ(x, t) :=

v(x, t) ∀(x, t) ∈ R
N × [0, T ]
2v(x, T )− v(x, 2T − t) ∀(x, t) ∈ RN × [T, 2T ],
(3.50)
and set uˆ(x, t) := divx vˆ(x, t) and Lˆ(x, t) := −∂tvˆ(x, t). Then, clearly uˆ(x, t) ∈ BV
(
R
N × (0, 2T ),Rk
)
∩
L∞
(
0, 2T ;L2(RN ,Rk)
)
∩ L∞, uˆ(x, t) is continuous in [0, 2T ] as a function of t with the values in L1(RN ,Rk)
with respect to L1-strong topology, Lˆ(x, t) ∈ BV
(
R
N×(0, 2T ),Rk×N
)
∩L∞
(
0, 2T ;L2(RN ,Rk×N )
)
∩L∞, Lˆ(x, t)
is continuous in [0, 2T ] as a function of t with the values in L1(RN ,Rk×N ) with respect to L1-strong topology,
∂tuˆ(x, t) + divx Lˆ(x, t) ≡ 0 in R
N × (0, 2T ), and by (3.49) we have

uˆ(x, t) = u(x, t)
Lˆ(x, t) = F
(
u(x, t)
)
uˆ(x, 2T − t) = 2u(x, T )− u(x, t)
Lˆ(x, 2T − t) = F
(
u(x, t)
)
∀(x, t) ∈ RN × (0, T ). (3.51)
Next define v¯(x, t) : RN × [−2T, 2T ]→ Rk×N by
v¯(x, t) :=

vˆ(x, t) ∀(x, t) ∈ R
N × [0, 2T ]
2v(x, 0)− vˆ(x,−t) ∀(x, t) ∈ RN × [−2T, 0],
(3.52)
and set u¯(x, t) := divx v¯(x, t) and L¯(x, t) := −∂tv¯(x, t). Then, clearly u¯(x, t) ∈ BV
(
R
N×(−2T, 2T ),Rk
)
∩L∞
(
−
2T, 2T ;L2(RN ,Rk)
)
∩ L∞, u¯(x, t) is continuous in [−2T, 2T ] as a function of t with the values in L1(RN ,Rk)
with respect to L1-strong topology, L¯(x, t) ∈ BV
(
R
N×(−2T, 2T ),Rk×N
)
∩L∞
(
−2T, 2T ;L2(RN ,Rk×N )
)
∩L∞,
L¯(x, t) is continuous in [−2T, 2T ] as a function of t with the values in L1(RN ,Rk×N ) with respect to L1-strong
topology, ∂tu¯(x, t) + divx L¯(x, t) ≡ 0 in R
N × (−2T, 2T ), and by (3.51) we deduce (3.47).
Lemma 3.3. Let F (u) ∈ C1(Rk,Rk×N ) satisfying F (0) = 0 and η(u) ∈ C3(Rk,R) be an entropy for the
corresponding system (3.36), which satisfies η(u) ≥ 0 and η(0) = 0. Furthermore, let u(x, t) be same as in
Lemma 3.2. and κ(h) ∈ C∞c (R
N+1) be a radial function, such that
∫
RN+1
κ(h)dh = 1. Then for every δ > 0
there exists a sequence of functions
{
vε(x, t)
}
ε>0
∈ C∞(RN × R,Rk×N ) such that uε(x, t) := divx vε(x, t) ∈
W 1,2
(
R
N × (0, T ),Rk
)
∩ L∞ and Lε(x, t) := −∂tvε(x, t) ∈ W
1,2
(
R
N × (0, T ),Rk×N
)
∩ L∞; {uε}, {Lε} and
{ε∇xuε} are bounded in L
∞ sequences; uε → u, Lε → F (u) and ε∇xuε → 0 as ε → 0
+ in Lq
(
R
N × (0, T )
)
;
∂tuε + divx Lε ≡ 0 and
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,uε(x, t)∣∣∣2
)
dxdt ≤
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣Lε(x, t) − F (uε(x, t))∣∣∣2
)
dxdt =
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∣∇x{∇uη( divx vε(x, t))}
∣∣∣∣
2
+
1
ε
∣∣∣∂tvε(x, t) + F ( divx vε(x, t))∣∣∣2
)
dxdt
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN(x, t) + δ , (3.53)
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where HF,uε(x, t) ∈ L
2
(
0, T ; H˜10(R
N ,Rk)
)
satisfies
∆xHF,uε(x, t) = ∂tuε(x, t) + divx F
(
uε(x, t)
)
, (3.54)
Eˆ0
(
u+, u−,ν
)
:= inf
{∫
I¯ν
(
L
∣∣∣∇y{∇uη(ζ(y, s))}∣∣∣2 + 1
L
∣∣∣γ(y, s)− F (ζ(y, s))∣∣∣2) dyds :
L ∈ (0,+∞), ζ ∈ Z(2)
(
u+, u−,ν
)
, γ ∈ Z(3)
(
F (u+), F (u−),ν
)
, ∂sζ(y, s) + divy γ(y, s) ≡ 0
}
=
Eˆ1
(
u+, u−,ν
)
:= inf
{∫
I¯ν
(
L
∣∣∣∇y{∇uη( divy ξ(y, s))}∣∣∣2 + 1
L
∣∣∣∂sξ(y, s) + F ( divy ξ(y, s))∣∣∣2
)
dyds :
L ∈ (0,+∞), ξ ∈ Z(1)
(
u+, u−,ν
)}
, (3.55)
with
Z(1)
(
u+, u−,ν
)
:={
ξ(y, s) ∈ D′(RN × R,Rk×N ) : divy ξ(y, s) ∈ C
1(RN × R,Rk), ∂sξ(y, s) ∈ C
1(RN × R,Rk×N ),
(
divy ξ,−∂sξ
)
(y, s) =
(
u−, F (u−)
)
if y · ν ≤ −1/2,
(
divy ξ,−∂sξ
)
(y, s) =
(
u+, F (u+)
)
if y · ν ≥ 1/2
and
(
divy ξ,−∂sξ
)(
(y, s) + νj
)
=
(
divy ξ,−∂sξ
)
(y, s) ∀j = 2, . . . , (N + 1)
}
, (3.56)
Z(2)
(
u+, u−,ν
)
:=
{
ζ(y, s) ∈ C1(RN × R,Rk) : ζ(y, s) = u− if y · ν ≤ −1/2,
ζ(y, s) = u+ if y · ν ≥ 1/2 and ζ
(
(y, s) + νj
)
= ζ(y, s) ∀j = 2, . . . , (N + 1)
}
, (3.57)
Z(3)
(
A,B,ν
)
:=
{
γ(y, s) ∈ C1(RN × R,Rk×N ) : γ(y, s) = B if y · ν ≤ −1/2,
γ(y, s) = A if y · ν ≥ 1/2 and γ
(
(y, s) + νj
)
= γ(y, s) ∀j = 2, . . . , (N + 1)
}
. (3.58)
Here I¯ν :=
{
y ∈ RN+1 : |y · νj | < 1/2 ∀j = 1, . . . , (N + 1)
}
where {ν1, . . . ,νN ,νN+1} ⊂ R
N+1 is an
orthonormal base in RN+1 such that ν1 := ν. Moreover, there exist σ > 0 and R > 0 (depending on δ),
such that for every 0 < ε < 1 and for every (x, t) ∈
(
R
N × R
)
\
(
{x ∈ RN : |x| < R} × (σ, T − σ)
)
we have
uε(x, t) = u
(0)
ε (x, t) and Lε(x, t) = L
(0)
ε (x, t) where
u(0)ε (x, t) =
1
εN+1
∫
R
∫
RN
κ
(
y − x
ε
,
s− t
ε
)
u¯(y, s)dyds, L(0)ε (x, t) =
1
εN+1
∫
R
∫
RN
κ
(
y − x
ε
,
s− t
ε
)
L¯(y, s)dyds,
where u¯ and L¯ be the same as in Lemma 3.2.
Proof. Let v¯, u¯ and L¯ be as in Lemma 3.2. In particular,
∥∥D(x,t)u¯∥∥({(x, t) ∈ RN × R : t(T − t) = 0}) = ∥∥D(x,t)L¯∥∥({(x, t) ∈ RN × R : t(T − t) = 0}) = 0.
Thus, using Theorem 4.1 in [32] we deduce that for every δ > 0 there exists a sequences of functions {uε(x, t)}e>0 ⊂
C∞(RN × R,Rk) ∩ W 1,2
(
R
N × (0, T ),Rk
)
∩ L∞ and {Lε(x, t)}e>0 ⊂ C
∞(RN × R,Rk×N ) ∩ W 1,2
(
R
N ×
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(0, T ),Rk×N
)
∩L∞; such that {uε}, {Lε} and {ε∇xuε} are bounded in L
∞; uε → u, Lε → F (u) and ε∇xuε → 0
as ε→ 0+ in Lq
(
R
N × (0, T )
)
; ∂tuε + divx Lε ≡ 0 and
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣Lε(x, t)− F (uε(x, t))∣∣∣2
)
dxdt
= lim
ε→0+
∫ T
0
∫
RN
1
ε
(∣∣∣∇2uη(uε(x, t)) · (ε∇xuε(x, t))∣∣∣2 + ∣∣∣Lε(x, t) − F (uε(x, t))∣∣∣2
)
dxdt
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN(x, t) + δ , (3.59)
where Eˆ0
(
u+, u−,ν
)
is defined by (3.55). Moreover, there exist σ > 0 and R > 0, such that for every 0 < ε < 1
and every (x, t) ∈
(
R
N × R
)
\
(
{x ∈ RN : |x| < R} × (σ, T − σ)
)
we have uε(x, t) = u
(0)
ε (x, t) and Lε(x, t) =
L
(0)
ε (x, t). Furthermore, by Lemma 2.1, or by (3.17), we obtain
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,uε(x, t)∣∣∣2
)
dxdt ≤
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣Lε(x, t) − F (uε(x, t))∣∣∣2
)
dxdt =
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN(x, t) + δ . (3.60)
Next, define
vε(x, t) := K¯ε(x)−
∫ t
0
Lε(x, s) ds ∀(x, t) ∈ R
N × R , (3.61)
where K¯ε(x) ∈ C
∞(RN ,Rk×N ) satisfies divx K¯ε(x) ≡ uε(x, 0). Then clearly vε(x, t) ∈ C
∞(RN × R,Rk×N ).
Moreover, since divx Lε(x, t) + ∂tuε(x, t) ≡ 0 we deduce that
∂tvε(x, t) := −Lε(x, t) and divx vε(x, t) = uε(x, t) ∀(x, t) ∈ R
N × R . (3.62)
Next we will prove that
Eˆ1
(
u+, u−,ν
)
= Eˆ0
(
u+, u−,ν
)
, (3.63)
where Eˆ1
(
u+, u−,ν
)
and Eˆ0
(
u+, u−,ν
)
are defined by (3.55). Indeed, since for every ξ ∈ Z(1)
(
u+, u−,ν
)
we
clearly have divy ξ ∈ Z
(2)
(
u+, u−,ν
)
and
−∂sξ ∈ Z
(3)
(
F (u+), F (u−),ν
)
and since ∂s(divy ξ) + divy(−∂sξ), we clearly have
Eˆ1
(
u+, u−,ν
)
≥ Eˆ0
(
u+, u−,ν
)
. (3.64)
On the other hand fix ζ ∈ Z(2)
(
u+, u−,ν
)
and γ ∈ Z(3)
(
F (u+), F (u−),ν
)
such that ∂sζ(y, s)+divy γ(y, s) ≡ 0.
Then define
ξ(y, s) := Q(y)−
∫ s
0
γ(y, τ) dτ ∀(y, s) ∈ RN × R , (3.65)
where Q(y) ∈ C1(RN ,Rk) is an arbitrary function which satisfies divy Q(y) = ζ(y, 0). Then clearly ξ ∈
C1(RN × R,Rk×N ) and moreover, since ∂sζ(y, s) + divy γ(y, s) ≡ 0, we easily deduce that
∂sξ(y, s) := −γ(y, s) and divy ξ(y, s) = ζ(y, s) ∀(y, s) ∈ R
N × R . (3.66)
Thus clearly Eˆ1
(
u+, u−,ν
)
≤ Eˆ0
(
u+, u−,ν
)
and plugging it into (3.64) we deduce (3.63).
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Proof of Theorem 1.3. Let δ > 0 and κ(r) ∈ C∞c (R
N+1,R) be a radial function, such that
∫
RN+1
κ(r)dr = 1
and κ ≥ 0. Therefore, by Lemma 3.3, there exists a sequence of functions
{
vε(x, t)
}
ε>0
∈ C∞(RN × R,Rk×N )
such that uε(x, t) := divx vε(x, t) ∈ W
1,2
(
R
N × (0, T ),Rk
)
∩ L∞ and Lε(x, t) := −∂tvε(x, t) ∈ W
1,2
(
R
N ×
(0, T ),Rk×N
)
∩L∞; {uε}, {Lε} and {ε∇xuε} are bounded in L
∞ sequences; uε → u, Lε → F (u) and ε∇xuε → 0
as ε→ 0+ in Lq
(
R
N × (0, T )
)
; ∂tuε + divx Lε ≡ 0 and
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,uε(x, t)∣∣∣2
)
dxdt ≤
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(uε(x, t))}∣∣∣2 + 1
ε
∣∣∣Lε(x, t) − F (uε(x, t))∣∣∣2
)
dxdt =
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∣∇x{∇uη( divx vε(x, t))}
∣∣∣∣
2
+
1
ε
∣∣∣∂tvε(x, t) + F ( divx vε(x, t))∣∣∣2
)
dxdt
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN(x, t) + δ , (3.67)
where HF,uε(x, t) ∈ L
2
(
0, T ; H˜10 (R
N ,Rk)
)
satisfies
∆xHF,uε(x, t) = ∂tuε(x, t) + divx F
(
uh,ε(x, t)
)
, (3.68)
Moreover, there exist σ > 0 such that for every 0 < ε < 1 and every (x, t) ∈
(
R
N × R
)
\
(
{RN} × (σ, T − σ)
)
we have uε(x, t) = u
(0)
ε (x, t) where
u(0)ε (x, t) =
1
εN+1
∫
R
∫
RN
κ
(
y − x
ε
,
s− t
ε
)
u¯(y, s)dyds (3.69)
where u¯, L¯ are the same as in Lemma 3.2. We need just to modify uε slightly in such a way that it will satisfy
the condition uε(x, 0) ≡ u(x, 0). Let χ1(x, t) ∈ L
∞
(
0,+∞;L2(RN ,Rk)
)
∩L2(0,+∞; H˜10
(
R
N ,Rk)
)
∩L∞ be the
solution of the heat equation: 
∆xχ1 = ∂tχ1 ,χ1(x, 0) = u(x, 0) . (3.70)
and set χε(x, t) := χ1(x, εt). Then χε(x, t) ∈ L
∞
(
0, T ;L2(RN ,Rk)
)
∩ L2(0, T ; H˜10
(
R
N ,Rk)
)
∩ L∞ and satisfies:
ε∆xχε = ∂tχε ,χε(x, 0) = u(x, 0) . (3.71)
It is clear that we may assume that χε is L
2-strongly continuous in [0, T ] as a function of t and χε(x, 0) = u(x, 0).
Moreover for every 0 ≤ t¯ ≤ T we have
2
∫ t¯
0
∫
RN
ε
∣∣∇χε(x, s)∣∣2dxds =
∫
RN
u2(x, 0)dx −
∫
RN
χ2ε(x, t¯)dx . (3.72)
Finally, by the well known maximum principle for the Heat Equation we clearly have ‖χε(·, t)‖L∞ ≤ ‖u(·, 0)‖L∞.
Next let θ(t) ∈ C∞(R, [0, 1]) be a cut-off function satisfying θ(t) = 0 for every t ≥ 1 and θ(t) = 1 for every
t ≤ 1/2. For every small ε > 0 define u¯ε(x, t) ∈ L
∞
(
0, T ;L2(RN ,Rk)
)
∩ L2
(
0, T ; H˜10(R
N ,Rk)
)
∩ L∞ by
u¯ε(x, t) := uε(x, t) + θ(t/ε)
(
χε(x, t) − uε(x, 0)
)
= uε(x, t) + θ(t/ε)
(
χε(x, t)− u
(0)
ε (x, 0)
)
. (3.73)
Then u¯ε is L
2-strongly continuous in [0, T ] as a function of t and u¯ε(x, 0) = u(x, 0). Moreover, u¯ε(x, t) = uε(x, t)
whenever t ≥ ε. Finally ∥∥u¯ε − uε∥∥L∞ + ∥∥u(0)ε ∥∥L∞ ≤ C0, (3.74)
where C0 > 0 is a constant which does not depend on ε.
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Now we want to prove that
lim
ε→0+
∫ ε
0
∫
RN
{
ε
∣∣∇x(u¯ε − uε)∣∣2 + 1
ε
∣∣∣∇xDε(x, t)∣∣∣2
}
dxdt = 0 , (3.75)
where Dε(x, t) ∈ L
2
(
0, T ; H˜10 (R
N ,Rk)
)
satisfies ∆xDε(x, t) =
{
∂t
(
u¯ε − uε
)
+ divx
(
F (u¯ε)− F (uε)
)}
,
First of all by (3.73) and (3.72) we observe that
lim
ε→0+
∫ ε
0
∫
RN
ε
∣∣∇x(u¯ε − uε)∣∣2 dxdt ≤ lim
ε→0+
2ε2
∫
RN
∣∣∇xu(0)ε (x, 0)∣∣2 dx+
lim
ε→0+
∫ ε
0
∫
RN
2ε
∣∣∇xχε(x, t)∣∣2 dxdt = lim
ε→0+
2
∫
RN
∣∣∣∣
∫
R
∫
RN
∇zκ(z, s)⊗ u¯(x+ εz, εs)dzds
∣∣∣∣
2
dx
+ lim
ε→0+
(∫
RN
χ2ε(x, 0)dx−
∫
RN
χ2ε(x, ε)dx
)
= lim
ε→0+
(∫
RN
χ21(x, 0)dx−
∫
RN
χ21(x, ε
2)dx
)
= 0 . (3.76)
On the other hand by (3.74) we deduce
lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣∣∇xPε(x, t)∣∣∣2 dxdt ≤ lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣F (u¯ε)−F (uε)∣∣2 dxdt ≤ C1 lim
ε→0+
∫ ε
0
∫
RN
1
ε
|u¯ε− uε|
2 dxdt
≤ C1 lim
ε→0+
∫ ε
0
∫
RN
2
ε
(∣∣χε(x, t)− χε(x, 0)∣∣2 + ∣∣u(0)ε (x, 0)− u(x, 0)∣∣2) dxdt =
C1 lim
ε→0+
(
2
∫ 1
0
∫
RN
(∣∣χ1(x, ε2τ)− χ1(x, 0)∣∣2 dxdτ +
∫
RN
∣∣u(0)ε (x, 0)− u(x, 0)∣∣2)dx
)
= 0 . (3.77)
where Pε(x, t) ∈ L
2
(
0, T ; H˜10(R
N ,Rk)
)
satisfies ∆xPε(x, t) = divx
(
F (u¯ε)− F (uε)
)
. Next, using (3.71) we infer
∂t(u¯ε − uε) = ∂t
{
θ
(
t/ε
)(
χε(x, t)− u
(0)
ε (x, 0)
)}
= θ
(
t/ε
)
∂tχε(x, t) + ε
−1θ′
(
t/ε
)(
χε(x, t) − u
(0)
ε (x, 0)
)
= θ
(
t/ε
)
ε∆xχε(x, t) + ε
−1θ′
(
t/ε
)(
χε(x, t) − u
(0)
ε (x, 0)
)
. (3.78)
Then consider Qε(x, t) ∈ L
2
(
0, T ; H˜10(R
N ,Rk)
)
such that ∆xQε(x, t) = ∂t
(
u¯ε − uε
)
. By (3.78) we obtain
∆xQε(x, t) = θ
(
t/ε
)
ε∆xχε(x, t) + ε
−1θ′
(
t/ε
)((
χε(x, t)− χε(x, 0)
)
−
(
u(0)ε (x, 0)− u(x, 0)
))
. (3.79)
On the other hand using the fact that u¯(x, t) ≡ 2u(x, 0)− u¯(x,−t) (see Lemma 3.2) and the fact that κ(·,−s) =
κ(·, s), by (3.69) we deduce:
u(0)ε (x, 0) =
1
εN+1
∫
RN
∫ 0
−∞
κ
(
y − x
ε
,
s
ε
)(
2u(y, 0)− u¯(y,−s)
)
dsdy
+
1
εN+1
∫
RN
∫ +∞
0
κ
(
y − x
ε
,
s
ε
)
u¯(y, s)dsdy =
2
εN+1
∫
RN
∫ +∞
0
κ
(
y − x
ε
,
s
ε
)
u(y, 0)dsdy =
1
εN
∫
RN
(
2
∫ +∞
0
κ
(y − x
ε
, τ
)
dτ
)
u(y, 0)dy =
1
εN
∫
RN
ω
(y − x
ε
)
u(y, 0)dy, (3.80)
where ω(z) ∈ C∞c (R
N ) satisfies
∫
RN
ω(z)dz = 1, ω ≥ 0 and ω(−z) ≡ ω(z). Thus, for every ρ ∈ (0, ε) we have
u(0)ε (x, 0)− u
(0)
ρ (x, 0) =
∫ ε
ρ
∂u
(0)
τ (x, 0)
∂τ
dτ =
∫ ε
ρ
∂
∂τ
(
1
τN
∫
RN
ω
(y − x
τ
)
u(y, 0)dy
)
dτ =
−
∫ ε
ρ
(
1
τN+1
∫
RN
{
y − x
τ
· ∇ω
(y − x
τ
)
+Nω
(y − x
τ
)}
u(y, 0)dy
)
dτ =
∫ ε
ρ
(
1
τN
∫
RN
(
divx
{
y − x
τ
ω
(y − x
τ
)}
u(y, 0)dy
)
dτ
= divx
∫ ε
ρ
(
1
τN
∫
RN
u(y, 0)⊗
{
y − x
τ
ω
(y − x
τ
)}
dy
)
dτ. (3.81)
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Then, by (3.81), for every ϕ(x) ∈ C∞c (R
N ,Rk) we have
∫
RN
(
u(0)ε (x, 0)− u
(0)
ρ (x, 0)
)
· ϕ(x)dx =
−
∫
RN
∫ ε
ρ
(
1
τN
∫
RN
u(y, 0)⊗
{
y − x
τ
ω
(y − x
τ
)}
dy
)
: ∇ϕ(x)dτdx. (3.82)
Thus letting ρ→ 0+ in (3.82), we obtain
∫
RN
(
u(0)ε (x, 0)− u(x, 0)
)
· ϕ(x)dx = −
∫
RN
∫ ε
0
(∫
RN
ω(z)u(x+ τz, 0)⊗ zdz
)
: ∇ϕ(x)dτdx =
− ε
∫
RN
∫ 1
0
(∫
RN
ω(z)u(x+ ετz, 0)⊗ zdz
)
: ∇ϕ(x)dτdx. (3.83)
Thus
u(0)ε (x, 0)− u(x, 0) = ε div
{∫ 1
0
∫
RN
ω(z)u(x+ ετz, 0)⊗ zdzdτ
}
, (3.84)
On the other hand by (3.71) we deduce
χε(x, t) − χε(x, 0) = ε∆x
(∫ t
0
χε(x, s)ds
)
. (3.85)
Therefore, by (3.84), (3.85) and (3.79) we obtain
∆xQε(x, t) = divx
{
θ
(
t/ε
)
ε∇xχε(x, t) + θ
′
(
t/ε
)
∇x
(∫ t
0
χε(x, s)ds
)
− θ′
(
t/ε
)(∫ 1
0
∫
RN
ω(z)u(x+ ετz, 0)⊗ zdzdτ
)}
. (3.86)
Thus,
lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣∣∇xQε(x, t)∣∣∣2 dxdt ≤ C lim
ε→0+
∫ ε
0
∫
RN
ε
∣∣∇xχε(x, t)∣∣2dxdt+
lim
ε→0+
C
ε
∫ ε
0
∫
RN
∣∣∣∣∇x(
∫ t
0
χε(x, s)ds
)∣∣∣∣
2
dxdt + C lim
ε→0+
∫
RN
∣∣∣∣
∫ 1
0
∫
RN
ω(z)u(x+ ετz, 0)⊗ zdzdτ
∣∣∣∣
2
dx. (3.87)
Therefore,
lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣∣∇xQε(x, t)∣∣∣2 dxdt ≤ C
(
lim
ε→0+
1
2
(∫
RN
χ2ε(x, 0)dx−
∫
RN
χ2ε(x, ε)dx
)
+
lim
ε→0+
1
ε
∫ ε
0
∫
RN
∣∣∣∣∇x(
∫ t
0
χε(x, s)ds
)∣∣∣∣
2
dxdt+ lim
ε→0+
∫
RN
∣∣∣∣
∫ 1
0
∫
RN
ω(z)u(x+ ετz, 0)⊗ zdzdτ
∣∣∣∣
2
dx
)
= lim
ε→0+
C
ε
∫ ε
0
∫
RN
∣∣∣∣∇x(
∫ t
0
χε(x, s)ds
)∣∣∣∣
2
dxdt + C lim
ε→0+
∫
RN
∣∣∣∣
∫ 1
0
∫
RN
ω(z)u(x+ ετz, 0)⊗ zdzdτ
∣∣∣∣
2
dx. (3.88)
On the other hand
lim
ε→0+
1
ε
∫ ε
0
∫
RN
∣∣∣∣∇x(
∫ t
0
χε(x, s)ds
)∣∣∣∣
2
dxdt = lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣∣∣
∫ t
0
∇xχε(x, s) ds
∣∣∣∣
2
dxdt ≤
lim
ε→0+
∫ ε
0
∫
RN
t
ε
(∫ t
0
∣∣∇xχε(x, s)∣∣2 ds
)
dxdt ≤ lim
ε→0+
∫ ε
0
∫
RN
ε
∣∣∇xχε∣∣2 dxdt =
lim
ε→0+
1
2
(∫
RN
χ2ε(x, 0)dx −
∫
RN
χ2ε(x, ε)dx
)
= lim
ε→0+
1
2
(∫
RN
χ21(x, 0)dx−
∫
RN
χ21(x, ε
2)dx
)
= 0. (3.89)
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Then, by (3.88) and (3.89) we obtain
lim
ε→0+
∫ ε
0
∫
RN
1
ε
∣∣∣∇xQε(x, t)∣∣∣2dxdt ≤ C lim
ε→0+
∫
RN
∣∣∣∣
∫ 1
0
∫
RN
ω(z)z ⊗ u(x+ ετz, 0)dzdτ
∣∣∣∣
2
dx = 0. (3.90)
Thus by (3.76), (3.77) and (3.90) we deduce (3.75). Therefore, by (3.67) and (3.75) we obtain
lim
ε→0+
∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u¯ε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,u¯ε(x, t)∣∣∣2
)
dxdt ≤
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN(x, t) + δ , (3.91)
Therefore, taking L¯ε := −∇xHF,u¯ε + F (u¯ε), by (3.91) and the fact that u¯ε(x, T ) = uε(x, T ) = u
(0)
ε (x, T ) →
u(x, T ) in L2(RN ,Rk), we deduce ∂tu¯ε + divx L¯ε ≡ 0 and
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u¯ε(x, t))}∣∣∣2 + 1
ε
∣∣∣∇xHF,u¯ε(x, t)∣∣∣2
)
dxdt +
∫
RN
η
(
u¯ε(x, T )
)
dx
}
=
lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∇x{∇uη(u¯ε(x, t))}∣∣∣2 + 1
ε
∣∣∣L¯ε(x, t) − F (u¯ε(x, t))∣∣∣2
)
dxdt+
∫
RN
η
(
u¯ε(x, T )
)
dx
}
= lim
ε→0+
{∫ T
0
∫
RN
(
ε
∣∣∣∣∇x{∇uη( divx v¯ε(x, t))}
∣∣∣∣
2
+
1
ε
∣∣∣∂tv¯ε(x, t) + F ( divx v¯ε(x, t))∣∣∣2
)
dxdt
+
∫
RN
η
(
divx v¯ε(x, T )
)
dx
}
≤
∫
Ju
Eˆ0
(
u+(x, t), u−(x, t),ν(x, t)
)
∂HN (x, t) +
∫
RN
η
(
u(x, T )
)
dx+ δ, (3.92)
(where as before we can define the corresponding function v¯ε).
Finally, the result follows by letting δ → 0+ and using a diagonal argument.
Proof of Theorem 1.4. The inequality (1.46) follows by Theorem 2.1 in [33] or by Theorem 2.3 in [33].
A Notations and basic results about BV -functions
• For given a real topological linear space X we denote by X∗ the dual space (the space of continuous linear
functionals from X to R).
• For given h ∈ X and x∗ ∈ X∗ we denote by
〈
h, x∗
〉
X×X∗
the value in R of the functional x∗ on the vector h.
• Given open set G ⊂ RN we denote by D(G,Rd) the real topological linear space of compactly supported
R
d-valued test functions i.e. C∞c (G,R
d) with the usual topology.
• Denote D′(G,Rd) :=
{
D(G,Rd)
}∗
(the space of Rd-valued distributions in G).
• Given h ∈ D′(G,Rd) and δ ∈ D(G,Rd) we denote the value in R of the distribution h on the test function δ
by < δ, h >:=
〈
δ, h
〉
D(G,Rd)×D′(G,Rd)
.
• For a p×q matrix A with ij-th entry aij and for a q×d matrix B with ij-th entry bij we denote by AB := A·B
their product, i.e. the p× d matrix, with ij-th entry
q∑
k=1
aikbkj .
• We identify a u = (u1, . . . , uq) ∈ R
q with the q × 1 matrix having i1-th entry ui, so that for a p × q matrix
A with ij-th entry aij and for v = (v1, v2, . . . , vq) ∈ R
q we denote by Av := A · v the p-dimensional vector
u = (u1, . . . , up) ∈ R
p, given by ui =
q∑
k=1
aikvk for every 1 ≤ i ≤ p.
• As usual AT denotes the transpose of the matrix A.
• For u = (u1, . . . , up) ∈ R
p and v = (v1, . . . , vp) ∈ R
p we denote by uv := u ·v :=
p∑
k=1
ukvk the standard scalar
product. We also note that uv = uTv = vTu as products of matrices.
• For u = (u1, . . . , up) ∈ R
p and v = (v1, . . . , vq) ∈ R
q we denote by u ⊗ v the p × q matrix with ij-th entry
uivj .
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• For any p× q matrix A with ij-th entry aij and v = (v1, v2, . . . , vd) ∈ R
d we denote by A ⊗ v the p× q × d
tensor with ijk-th entry aijvk.
• Given a vector valued function f(x) =
(
f1(x), . . . , fk(x)
)
: Ω → Rk (Ω ⊂ RN ) we denote by Df or by ∇xf
the k ×N matrix with ij-th entry ∂fi∂xj .
• Given a matrix valued function F (x) := {Fij(x)} : R
N → Rk×N (Ω ⊂ RN ), we denote div F := (l1, . . . , lk) ∈
R
k, where li =
N∑
j=1
∂Fij
∂xj
.
• Given a matrix valued function F (x) =
{
fij(x)
}
(1 ≤ i ≤ p, 1 ≤ j ≤ q) : Ω → Rp×q (Ω ⊂ RN ) we denote by
DF or by ∇xF the p× q ×N tensor with ijk-th entry
∂fij
∂xk
.
• Given a vector measure µ = (µ1, . . . , µk) (where ∀j = 1, . . . , k µj is a finite signed measure) we denote by
‖µ‖(E) the total variation of µ on the set E.
• For any µ-measurable function f , we define the product measure f · µ by: f · µ(E) =
∫
E
f dµ, for every
µ-measurable set E.
In what follows we present some known results on BV-spaces. We rely mainly on the book [4] by Ambrosio,
Fusco and Pallara.
Definition A.1. Let Ω be a domain in RN and let f ∈ L1(Ω,Rm). We say that f ∈ BV (Ω,Rm) if the following
quantity is finite: ∫
Ω
|Df | := sup
{∫
Ω
f · divϕdx : ϕ ∈ C1c (Ω,R
m×N ), |ϕ(x)| ≤ 1 ∀x
}
.
Definition A.2. Let Ω be a domain in RN . Consider a function f ∈ L1loc(Ω,R
m) and a point x ∈ Ω.
i) We say that x is an approximate continuity point of f if there exists z ∈ Rm such that
lim
ρ→0+
∫
Bρ(x)
|f(y)− z| dy
ρN
= 0.
In this case we denote z by f˜(x). The set of approximate continuity points of f is denoted by Gf .
ii) We say that x is an approximate jump point of f if there exist a, b ∈ Rm and ν ∈ SN−1 such that a 6= b and
lim
ρ→0+
∫
Bρ(x)
∣∣ f(y)− χ(a, b,ν)(y) ∣∣ dy
ρN
= 0,
where χ(a, b,ν) is defined by
χ(a, b,ν)(y) :=

b if ν · y < 0,a if ν · y > 0.
The triple (a, b,ν), uniquely determined, up to a permutation of (a, b) and a change of sign of ν, is denoted by
(f+(x), f−(x),νf (x)). We shall call νf (x) the approximate jump vector and we shall sometimes write simply
ν(x) if the reference to the function f is clear. The set of approximate jump points is denoted by Jf . A choice
of ν(x) for every x ∈ Jf determines an orientation of Jf . At an approximate continuity point x, we shall use
the convention f+(x) = f−(x) = f˜(x).
Theorem A.1 (Theorems 3.69 and 3.78 from [4]). Consider an open set Ω ⊂ RN and f ∈ BV (Ω,Rm). Then:
i) HN−1-a.e. point in Ω \ Jf is a point of approximate continuity of f .
ii) The set Jf is σ-H
N−1-rectifiable Borel set, oriented by ν(x). I.e. Jf is σ-finite with respect to H
N−1,
there exist countably many C1 hypersurfaces {Sk}
∞
k=1 such that H
N−1
(
Jf \
∞⋃
k=1
Sk
)
= 0, and for HN−1-a.e.
x ∈ Jf ∩ Sk, the approximate jump vector ν(x) is normal to Sk at the point x.
iii)
[
(f+ − f−)⊗ νf
]
(x) ∈ L1(Jf , dH
N−1).
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