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Abstract. This paper is a survey of methods and algorithms for unsu-
pervised learning of morphology. We provide a description of the methods 
and algorithms used for morphological segmentation from a computa-
tional linguistics point of view. We survey morphological segmentation 
methods covering methods based on MDL (minimum description length), 
MLE (maximum likelihood estimation), MAP (maximum a posteriori), 
parametric and non-parametric Bayesian approaches. A review of the 
evaluation schemes for unsupervised morphological segmentation is also 
provided along with a summary of evaluation results on the Morpho 
Challenge evaluations. 
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1 Introduction 
Morphology is the study of the internal structure of words. The term ‘mor-
phology’ was first introduced by the German linguist August Schleicher in 1859 
[66]. Morphology refers to the study of how various sub-word units combine to-
gether to form new words through a sequence of rule applications. The sub-word 
units, called morphemes, are the smallest meaning bearing units in a word. For 
example, the word interestingly is made up the morphemes interest, ing, and ly. 
Morphological segmentation is the process of analysing a word by identifying 
its constituent morphemes. As a computational problem, morphological segmen-
tation has been treated both as a supervised and unsupervised machine learning 
problem. In this paper, we provide a survey of existing approaches to unsuper-
vised learning of morphology. Unsupervised learning of morphology is attractive 
for several reasons: 1. it is able to accommodate changes in the language and 2. 
it does not require manually annotated data which makes it particularly suitable 
for resource-poor languages. 
Morphological segmentation and morphological analysis are essential pre-
processing tasks for many NLP applications. Speech recognition is one such ap-
plication that benefits from morphological segmentation as using whole word 
dictionary becomes problematic especially for morphologically rich languages 
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and use of morphemes (or other sub-word unit) sequences rather than word 
sequences provides better coverage [21, 2, 46, 6, 51, 64]. Machine translation is 
another field that uses morphological segmentation. Machine translation models 
either use morphological information within the pre-processing step [13, 33, 25] 
in order to prepare the text for the translation, or morphological segmentation is 
employed as a post-processing step to generate the inflected morphological forms 
of words [56, 47]. Information retrieval also benefit from morphological segmen-
tation due to the ambiguity and OOV (out-of-vocabulary) words. Within in-
formation retrieval, simple morphological approaches like truncation, stemming, 
stem generation, or lemmatization are often employed [38, 48, 41, 45]. Question 
answering is another application that benefits from morphological segmentation. 
In a question answering system, morphological analysis is usually required for 
extracting questions, as well as for the answers that are retrieved. Similar ap-
proaches (i.e. stemming, lemmatization, etc.) to the ones used in information 
retrieval are adopted in order to obtain morphological information in question 
answering [7, 3]. 
In this paper, we categorise unsupervised morphology learning methods into 
the following types: 
– Letter Successor Variety models: Harris [39], Hafer and Weiss [36], Dejean [26], 
Bordag [9, 10] 
– Minimum Description Length based models: Brent et al. [12], Goldsmith’s 
Linguistica [30, 31], Morfessor Baseline MDL [22], Argamon et al. [1], Kaza-
kov & Manandhar [42, 43] 
– Other deterministic approaches: Bernhard [5], Neuvel and Fulow [60], Ke-
shava and Pitler [44], Monson et al. [57], Lignos et al. [54], Can and Man-
andhar [14] 
– Maximum likelihood models: Morfessor Baseline ML [22], Morfessor Cate-
gories ML [23], Probabilistic ParaMor [58] 
– Maximum A-Posteriori models: Morfessor Categories MAP [24] 
– Bayesian parametric models: Creutz [19], Poon et al. [62] 
– Bayesian non-parametric models: Goldwater et al. [32], Can and Manand-
har [15], Sirts and Aluma¨e [67], Dreyer and Eisner [28], Snyder and Barzi-
lay [69] 
2 Related work 
Hammarstro¨m [37] is a survey of the work in morphology learning covering a wide 
range of work between 1955 and 2006. Hammarstro¨m provides a synopsis of the 
field by categorising the studies into four groups: border and frequency methods 
that detect the segment boundaries either by investigating the substrings that 
occur frequently with other adjacent substrings or by using the compression of 
the frequent long substrings; group and abstract methods that analyse morpho-
logically related words in groups (e.g. paradigms); feature-based methods that 
see words as consisting of various features; and phonology-based methods that 
analyse words based on their vowels and consonants. Some prominent examples 
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Fig. 1. Word split points in a LSV model 
are given for each category. However, the paper does not contain a description of 
the methods and algorithms employed. It primarily describes the languages that 
they are tested on, whether the algorithms require any thresholds or parame-
ters to be set by humans, and what the algorithm learns (analysis, paradigms, 
transducers etc). 
Here, our aim is not to survey the same work reviewed by Hammarstro¨m from 
the same perspective. Instead, we aim to focus on the methods and algorithms 
that have been used for unsupervised morphological segmentation from 1955 till 
2013. For this reason, we mainly focus on the methods and algorithms and pro-
vide a mathematical overview of the methods from a computational linguistics 
point of view. 
3 Letter Successor Variety (LSV) Models 
Harris [39] was the first to introduce the distributional properties of letters within 
a word and to devise the earliest class of deterministic algorithms for word 
segmentation. In this model, the potential segmentation points within a word 
can be characterised by the sharp changes in the number of successors of a letter 
within a word. For example, a given corpus contains the words walnut, wall, 
walks, walked, walking, walk. The number of letter successors of the prefix wal-
equals 3, namely, n, l and k. However, the number of letter successors of walk is 
4, namely, s, e, i and $ (denoting the word boundary). Harris calls the number 
of letters that can follow each letter in a word as successor variety. Similarly, 
the letters that precede other letters is called predecessor variety. 
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To determine potential split points, a letter tree (i.e. a trie) is constructed. 
An example of a letter successor tree is given in Fig. 1. In this example, re-
is a potential prefix whereas -s, -ed and -ing are potential suffixes on the tree. 
Harris chooses a cutoff value manually. However, the cutoff value must be chosen 
carefully. If it is too small, then words are oversegmented. In contrast, if the cutoff 
is too big, then most true segments are missed. 
The successor counts are applied to all words in the corpus to find morpheme 
boundaries. For example, the procedure may choose -ing as a morpheme. Sub-
sequently, all words that precede -ing are considered as stems. However, this is 
problematics since this will cause the model to segment that do not contain -ing 
as a morpheme such as sing, string, spring, cling, etc. 
Despite this, many researchers have followed the idea of using statistical 
properties of letter successors and predecessors to identify potential split points. 
Hafer and Weiss [36] improve the original idea by using the entropy of the succes-
sors and predecessors instead of using raw counts. The letter successor entropy 
(LSE) of a prefix w is defined as follows: 
X f(wc) f(wc)
LSE(w) = − log2 (1)f(w) f(w) 
c∈Σ 
where Σ is the alphabet, f(wc) is the number of word entries in the corpus that 
have prefix w followed by the letter c, and f(w) is the total number of the word 
entries that begin with w and can be followed with any letter. 
Mopheme boundaries typically have high LSE and using it improves detection 
of real morpheme boundaries from non-boundaries that have lower entropies even 
though both may have the same letter successor counts. 
Dejean [26] improves upon Harris’s method by dividing the process into 3 
different phases. In the first phase, a morpheme dictionary is constructed by 
using the letter successor variety technique and choosing only the high frequency 
morphemes. In the second phase, the words in the corpus are segmented using 
the morpheme dictionary to generate more morphemes. In the final phase, the 
corpus is analysed by using the morpheme dictionary. For example, given the 
words lights, lighting, lighted, lightly, lightness, lightest, lighten. In the first phase, 
the most frequent morphemes are selected such that -s, -ing, -ed, -ly that have 
a higher LSV frequency than a given threshold value. In the second phase -
ness, -est, and -en are captured by segmenting the words lightness, lightest, and 
lighten. Finally, the entire corpus is morphologically analysed using the combined 
morpheme dictionary -s, -ing, -ed, -ly, -ness, -est, -en. 
For example, the words started, startled, startling are segmented as start+ed, 
start+led, start+ling in Harris’s approach, whereas in Dejean’s approach once 
the morphemes -ed and -ing are captured, the words are correctly segmented 
giving start+ed, startl+ed, startl+ing. 
Bordag [9] does not use any global LSV cutoff value to segment all the words 
according to the same threshold. Instead, a local LSV value to segment words 
that are contextually similar is used. The contextual similarity is intended to 
group words that are syntactically similar. Thus, the idea is to identify syn-
5 Methods and Algorithms for Unsupervised Learning of Morphology 
Table 1. Local LSV scores of the word early [9]. 
input word: e a r l y 
final score: 1.0 0.1 1.0 2.0 
Table 2. Local LSV scores of the word clearly [9]. 
input word: c l e a r l y 
final score: 0.4 1.2 0.1 0.4 13.4 4.6 
tactically similar words such as subclasses of adjectives, verbs etc. and choose a 
different local LSV cutoff value for each subclass. With this method, orthograph-
ically similar words such as early and clearly are analysed independently since 
they tend to be contextually different. 
Bordag uses the combination of local LSV weights, the inverse bigram weights, 
in addition to the original LSV score to obtain a combined score. A cutoff thresh-
old is chosen for the combined score. The scores for ear-ly (1.2), clear-ly (13.4) 
permit distinguishing the two cases easily (see Table 1 and Table 2). 
Bordag [9, 10] uses the segmentations produced by the local LSV method to 
train a classifier. Bordag places the morpheme segmentations on a Patricia trie 
[59] classifier with their frequencies in order to generalise the results for novel 
words. An example Patricia trie trained by Bordag [10] is given in Figure 2. 
If a novel word is to be analysed, the trie is searched from the root until the 
correct branch in the trie is found which gives a split for the word. For example, 
for the novel word strong, the trie gives 0.4 by looking at the root node only. 
However, for the novel word strongly, the trie gives 0.66 by looking at the earl 
node. Using tries helps to handle exceptions as well. For example, a trie with 
the words clear+ly, strong+ly and early can classify hundreds of words ending 
with -ly, but still remembers one exception which is early. 
4 Minimum Description Length (MDL) Based Models 
According to the MDL principle, the best description of data or the best hy-
pothesis is the one that leads to the best compression of the data. In order to 
find the best compression of data, the regularities in data need to be captured, 
as stated by Gru¨nwald [34]: 
“[The MDL Principle] is based on the following insight: any regularity 
in a given set of data can be used to compress the data, i.e. to de-
scribe it using fewer symbols than needed to describe the data literally.” 
Gru¨nwald [34] 
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Fig. 2. A sample Patricia trie trained on the training set that contains clear, clearly, 
dearly, early, and machinery [10]. 
From a Bayesian perspective, MDL can be viewed as a prior on the model M : 
arg max p(M |D) = arg max log2 p(M |D) 
M M 
= arg min [− log2 p(M |D)] 
M 
p(D|M)p(M)
= arg min −log2 
M p(D) 
∝ arg min − log2 [p(D|M)p(M)] 
M 
Hence, maximising the posterior probability of a model M given data D is equiva-
lent to minimising the description length of the model times the model likelihood. 
Equivalently, MDL can be thought as an information theoretic regularisation 
prior within a MAP estimation model. 
Brent et al. [12] encodes the stems and suffixes as binary codes and the 
encodings are kept in tables (see Tables 3, 4, and 5). The most frequent stems 
and suffixes are encoded with shorter encodings. The Shannon-Fano (SF) coding 
[12] is used in order to find the optimal length of each code word. The description 
length (DL) in bits for the SF coding for a morpheme, m, can be approximated 
with the negative binary logarithm of its relative frequency: 
DL(m) = −log2(freq(m)) (2) 
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Table 3. Input Words Table 4. Stem Table Table 5. Suffix Table 
walk referral 
walks refer 
walked refers 
walking dump 
referred dumps 
referring preferential 
stem code 
walk 1 
referr 2 
refer 3 
dump 4 
preferenti 5 
suffix code 
 1 
s 2 
ed 3 
ing 4 
al 5 
Table 6. Encoded Words 
stem suffix stem suffix 
00 00 01 110 
00 01 100 00 
00 100 100 01 
00 101 101 00 
01 100 101 01 
01 101 1100 110 
X 
p(M) = DL(m) (3) 
m∈M 
A key problem with the approach is that searching through all possible mod-
els is not practical. For example, the number of the possible splits of a given 
text is equal to the product of the lengths of all words in the text. Instead of 
searching all possible splits of a given text, some heuristics such as first finding 
the suffix table and then searching for the stem table are employed in Brent’s 
approach. 
Linguistica [30, 31] is another system that is based on MDL. In addition to 
using stem and affix codebooks, Linguistica employs signatures to encode the 
data. A signature represents the inner structure of a list of words that have 
similar inflective morphology. Thus their model consists of: a stem list, an affix 
list, and a signature list (see Figure 3). 
The signature list contains only pointers to stems and affixes[30] and can 
be thought as an optimal encoding of the signature list. The probability of a 
segmentation w = t + f is given by: 
p(w = t + f |σ) = p(σ)p(t|σ)p(f |σ) (4) 
where p(σ) is the empirical frequency of the signature σ (normalised); and p(t|σ), 
p(f |σ) are the empirical stem, and suffix frequencies (normalised) given the 
signature σ. 
In terms of description length, the size of a word becomes the sum of the size 
of the pointer to its signature, stem, and affix. For the size, inverse logarithm 
is used as given in Equation 2. The description length of a corpus is computed 
through all words in the corpus. 
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Signature 1:
  ptr(the)           ptr(NULL)
Signature 2:
  ptr(pen)          ptr(NULL)
  ptr(paper)       ptr(s)
Signature 3:
  ptr(walk)         ptr(NULL)
  ptr(work)         ptr(ed)
  ptr(talk)           ptr(s)
                         ptr(ing)
Signature 4:
  ptr(approv)       ptr(e)
  ptr(organis)      ptr(es) 
  ptr(imagin)       ptr(ing)
{
1. NULL
2. ed
3. ing
4. e
5. s
6. es
Affixes: 6
1. the
2. pen
3. paper
4. walk
5. work
6. talk
7. approv
8. organis
9. imagin
Stems: 9
Signatures: 4
}}
}}
}
{
{ }
{
{
{
}}{ {
Fig. 3. A sample morphology from Linguistica, that can generate the words: the, pen, 
pens, paper, papers, walk, walked walking, walks, work, worked, working, works, talk, 
talked, talking, talks, approve, approves, approved, organise, organises, organised, imag-
ine, imagines, imagined. 
In order to compute the length of the model, the lengths of all lists are added 
up: 
DL(M) = DL(T ) + DL(F ) + DL(Σ) (5) 
where T is the stem list, F is the suffix list, and Σ is the signature list in the 
model. Here, the length of each list is the length of each item in the list plus the 
number of occurrences of each item in the list. Therefore, the description length 
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of a stem list becomes: X 
DL(T ) = log2(|T |) + len(t) (6) 
t∈T 
where log2(|T |) computes the information needed for the number of items in 
the stem list and len(t) is the number of bits needed for the stem t, which is 
computed as follows: 
len(t) = |t| log226 (7) 
where |t| is the number of letters in the stem t by considering a language with 
26 letters. The length of a list of affixes is calculated analogously. 
In order to calculate the length of a signature list, the length of a pointer 
has to be determined since the signatures only keep the pointers to the stems, 
affixes, and other signatures. The length of a pointer to a stem t, suffix f , and 
signature σ are computed as follows respectively: 
|W | |W | |W |log freq(t) , log freq(f ) , log freq(σ) 
where |W | is the number of words in the corpus and freq() gives the number of 
occurrences of the given segment in the corpus. 
Goldsmith also defines a recursive segmentation procedure that segments 
words with multiple split points. A flag for each stem is placed in the stem 
list to determine whether the stem is a simple stem or a complex stem with a 
triple pointer to a signature, stem, and affix. This modification in the defini-
tion of a stem enables the analysis of words such as [organis-ation]-s where the 
stem organis-ation is decoded as a complex stem that consists of a pointer to a 
signature which includes the stem organis and the affix -ation. 
Morfessor Baseline defines the total cost as follows: 
Cost = DL(D) + DL(M)X X 
= − log p(mi) + len(mj ) (8) 
i∈D j∈M 
where mi denotes the morphemes and p(mi) denotes the maximum likelihood 
estimate of the morpheme mi. The maximum likelihood estimate of a morpheme 
mi is the number of token count for mi divided by the total number of token 
counts in the corpus. Here the corpus is generated by morphemes in the model. 
Hence, the length of a corpus is computed by the maximum likelihoods of the 
morphemes. Morfessor Baseline deploys a recursive segmentation where each 
discovered morpheme is analysed recursively as long as it improves the cost. 
The method does not make use of signatures like Linguistica, instead a single 
codebook is used. A similar approach for recursive segmentation has also been 
used by Argamon et al. [1]. 
Kazakov & Manandhar [43] develop a hybrid combination of genetic algo-
rithms and inductive logic programming (ILP). A MDL bias is employed within 
a genetic algorithm by choosing a suitable fitness function that favours codebooks 
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Table 7. First-order (Prolog) decision-list rules learnt in Kazakov and Manandhar [43]. 
Exceptions are towards the top and generic rules are towards the bottom. 
1. seg(A,B) :- append([b,l,e,s,s], B, A), !. 
2. seg(A,[a,i]) :- append( ,[a,i],A), !. 
3. seg(A,B) :- append([c,o,m,t,e], B, A), 
append(C,[e,z],A), !. 
4. seg(A,B) :- append([o,r,g,a,n,i,s], B, A), 
append([o,r,g,a,n,i,s, a], C, A), !. 
5. seg(A,[a]) :- append( , [a], A), 
append( , [i,r,a], A), !. 
with shorter description length. The genetic algorithm generates an initial seg-
mentation. In the following step, segmentation rules are learned from the initial 
segmentations by employing a first-order decision list learner [55]. The decision-
list is able to generalise by learning rules for the segmentation of unseen words. 
The use of first-order decision lists has two advantages. Firstly, the decision lists 
easily capture regular expression patterns over which a given segmentation rule 
applies. Secondly, decision-lists provide a natural mechanism for capturing ex-
ceptions since decision-lists are ordered (in terms of priority). Some examples of 
rules learnt are given in Table 7. 
5 Other Deterministic Approaches 
We review deterministic methods that do not fall into the categories covered in 
the previous sections. 
Neuvel and Fulow [60] propose an algorithm based on the word-based the-
ory of morphology [29]. In this approach, instead of inducing the morphemes, 
morphological relations between the words are defined to learn new word forms. 
Keshava and Pitler [44] describe an algorithm, RePortS, that is based on 
using a trie. A forward trie is used for the suffixes, whereas a backward trie is used 
for the prefixes. Keshava and Pitler define heuristic criteria based on the strings’ 
conditional probabilities on the trie, to identify the suffixes and prefixes by giving 
them scores. These heuristics are improved by Demberg [27] for handling complex 
morphology. Lavalle´e and Langlais [52] use formal analogies to find the relation 
between 4 word forms, such as {walking, speaker, walks, speaks}. However, due 
to the large search space, such methods can be considered impractical for large 
lexicons. 
Bernhard [5] uses features that combine the length and frequency of mor-
phemes. Stems are generally longer and less frequent than suffixes, whereas suf-
fixes are shorter and more frequent than stems. In order to extract the prefixes 
and suffixes, the transitional probabilities between substrings are used. First, for 
each position of the word k the following function is computed: Pk−1 Pn 
j=k+1 max[p(si,k|sk,j ), p(sk,j |si,k)]i=0
f(k) = (9)
k(n − k) 
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Table 8. A sample subgroup of words that contains the stem hous and starts with the 
empty prefix [5]. 
Words Suffixes Potential stems New suffixes 
housekeeping -ekeeping 
housing -ing 
household -ehold 
house’s -e’s 
house -e 
housed 
which gives the mean of the maximum transition probabilities for the position 
k. Here the transition probability p(si,k|sk,j ) is estimated as follows: 
f(si,j ) 
p(si,k|sk,j ) = (10)
f(sk,j ) 
where f(si,j ) is the frequency of the substring si,j and the transition probability 
p(si,k|sk,j ) is estimated as follows: 
f(si,j ) 
p(sk,j |si,k) = (11)
f(si,k) 
Local minima of the values of f(k) in a given word correspond to potential 
morpheme boundaries. Once the morpheme boundaries are found, the longer 
and less frequent morphemes are chosen as stems and the rest chosen as either 
prefix or suffix depending on its position. Different words sharing the same stem 
are compared to find other segments. 
ParaMor is a system developed by Monson et al. [57] that discovers candidate 
suffixes and stems to build paradigms. In their approach, candidate suffixes are 
any final substrings of words that are found iteratively. Once partial paradigms 
are built, they are merged by clustering. Eventually, words are segmented by 
stripping off suffixes that occur in these paradigms. The system is rule based 
and does not involve a confidence measure. Moreover, the authors combine the 
results of the ParaMor with Morfessor [20] (named as P+M model). The joint 
P+M model outperforms other ParaMor variants in several Morpho Challenge 
evaluations (see Section 11) in terms of f-score. 
Lignos et al. [54] employ Base and Transforms model [16] that is based on 
the discovery of the base and derived forms of words. The discovery is performed 
through transforms, which are orthographic modifications that are applied on 
a word to derive another form of the same word. A transform given by (s1, s2) 
removes the suffix s1 from the word and adds another suffix s2 to derive another 
form of the word. Lignos [53] develops an inference procedure that can learn the 
base form of a word when it is absent in the corpus. The new model handles 
compounding by decomposing a word into its component words by choosing the 
highest geometric mean of the component frequencies. 
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walking
fighting
repeating
running
playing 
fights
travels
repeats
walks
plays
girls
students
boys
pupils
horses
horse
person
pupil
student
girl
Cluster 1 Cluster 2 Cluster 3 Cluster 4
P1 = <{s/2,ing/1},{walk,fight,repeat,play}> P2 = <{s/3,0/4},{girl,student,pupil,horse}>
Fig. 4. Paradigm capturing across syntactic categories in the deterministic approach 
by Can and Manandhar [14]. 
Can and Manandhar [14] propose a deterministic model that makes use of 
syntactic categories. Syntactic information and morphology are strongly con-
nected to each other. For example, words ending with -ly are generally adverbs, 
words ending with -ed are generally verbs, etc. Syntactic categories are induced 
using context distribution clustering [17]. Potential suffixes in each syntactic cat-
egory are ranked by their conditional probability p(m|c) where m denotes the 
suffix and c denotes the syntactic category. The definition of a morphological 
paradigm is somewhat different to that of others. Each paradigm consists of a 
list of morpheme/cluster pairs, mi/ci,, and a list of stems, si. A paradigm, P , 
has the form: 
P =< {m1/c1, . . . ,mr/cr}{s1, . . . , sk} > 
For example, two sample paradigms are: 
P1 =< {s/2, ing/1}{walk, fight, repeat, play} >, 
P1 =< {s/3, 0/4}{girl, student, pupil, horse} > (see Figure 4). 
Suffix pairs that have the maximum number of common stems across two 
different syntactic categories are merged and a new paradigm is created (see 
Figure 4). Once the initial morphological paradigms are learnt, they are merged 
based on their accuracy (Acc) as defined below: 
S S Acc1+Acc2Acc1 = , Acc2 = , Acc = (12)S+N1 S+N2 2 
where S is the number of common stems between the two paradigms, N1 is the 
number of stems that are present in the first paradigm, but absent in the second 
paradigm (and vice versa for N2). Higher values of N1 and N2 will result in 
smaller Acc scores and correspondingly lower possibility of merging. Similarly, 
higher values of S will be preferred for merging. The merging process creates 
increasingly more general paradigms. The results clearly demonstrate that using 
syntactic information can help morphological segmentation: 
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6 Methods based on Maximum Likelihood (ML) 
Within Bayesian statistics, Maximum Likelihood (ML) estimation provides, con-
ceptually, the simplest inference procedure for learning models that generalise 
from data. In morphological segmentation, typically, the model is a probability 
assignment to possible morphemes. In ML estimation, there is no prior bias to-
wards any model, and the model M that maximises the likelihood function is 
chosen: 
MML = arg max p(D|Mi) = arg max log(p(D|Mi)) (13) 
i i 
In Morfessor Baseline ML [22], a model Mi gives a probability distribution 
over a collection of morphemes. Given such a model, a corpus can be split into 
its constituent morphemes: X 
log(p(D|Mi)) = log p(m|Mi) (14) 
m∈D 
As this is ML estimation, the model prior is not involved. Initially, words are 
split with the suffix length drawn from a Poisson distribution. The algorithm 
employs two hard conditions that always reject rare morphemes and single let-
ter morphemes. In that case, word is re-segmented randomly. Otherwise, the 
segmentation is accepted. An Expectation Maximization (EM) algorithm is em-
ployed to find increasingly better segmentations.The inference involves a number 
of iterations in which 1. the morpheme probabilities are estimated for a given 
segmentation 2. the text is re-segmented by using the Viterbi algorithm in order 
to find the segmentation with the lowest cost for each word 3. the segmentation 
of the word is either accepted or rejected. 
The results show that ML approach tends to overspilt when compared to the 
MDL approach [22]. For example, the word affectionate is split as affecti+on+at+e 
in ML approach, where as it is split as affect+ion+ate in MDL approach. 
Morfessor Categories ML [23] is a Morfessor variant that is also based on 
ML estimation. In contrast to Morfessor Baseline ML, a hidden Markov model 
(HMM) is used to assign probabilities to each possible split of a word form. In 
the model, each morph is emitted from a hidden state that can be interpreted 
as either prefix, suffix, stem etc. Within a bigram model, the probability of a 
segmentation of a word w into the morphemes m1,m2, . . . ,mk is computed as 
follows: 
kY 
p(m1,m2, . . . ,mk|w) = [ p(Ci|Ci−1)p(mi|Ci)]p(Ck+1|Ck) (15) 
i=1 
To learn the HMM transition probabilities, p(Ci|Ci−1), and the emission prob-
abilities, p(mi|Ci) (see Figure 5), words are initially segmented by applying the 
Morfessor Baseline ML [19]. Category membership probabilities p(Ci|mi) are 
estimated using a perplexity measure. The perplexity measure expresses the pre-
dictability of the preceding and following words of a given word. EM is employed 
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Fig. 5. Transition and emission probabilities of a word w according to Equation 15. 
to estimate the probabilities in each iteration after re-tagging the words using 
the Viterbi algorithm. 
Morfessor Categories ML improves upon the Morfessor Baseline for English. 
Alhough, the Baseline performs slightly better precision, the recall of the Cate-
gories ML model is a lot better than the baseline model. In Finnish, for smaller 
datasets Morfessor Categories ML and Baseline perform on a similar level, how-
ever for bigger datasets Morfessor Categories ML performs far better. This work 
shows that the dependencies between the morphemes play an important role in 
morphology learning. 
Probabilistic ParaMor [58] extends the original ParaMor [57] algorithm by 
training a finite-stage tagger that will mimic the results of the original ParaMor. 
The statistical model learns whether each character in a word is the beginning 
of a new stem or a suffix. The surrounding characters and morpheme-tags (i.e. 
stem vs suffix) are used as features in the tagger. For the surrounding characters, 
character unigram, bigram, and trigram morpheme tags are used. For example, 
in the word strongly, the character features for the letter ‘o’ consist of ‘stro’, ‘tro’, 
‘ro’, ‘o’, ‘on, ‘ong’, and ‘ongly’. Monson et al. [57] use the averaged perceptron 
algorithm [18] to train the finite-state tagger. Viterbi search is used for the 
decoding process. Eventually, the tagger tags each split point within a word 
as a morpheme boundary or as a continuation of a morpheme. Therefore, the 
segmentation process is akin to a part-of-speech tagging process. 
The probabilistic ParaMor has a higher accuracy compared to the baseline 
ParaMor. Moreover, the authors combine the results of the baseline ParaMor 
with Morfessor [20] to train the tagger (named as P+M Mimic model). 
15 Methods and Algorithms for Unsupervised Learning of Morphology 
7 Methods based on Maximum A-Posteriori (MAP) 
estimation 
In contrast to ML estimation, the maximum a-posteriori estimation (MAP) ap-
proach allows specifying model prior, p(Mi). 
MMAP = arg max p(D|Mi)p(Mi) (16) 
i 
The MDL models described in Section 6 can be viewed as MAP estimation 
models with description length (DL) as the the model prior. In this section, we 
focus on model priors other than those based on DL. 
Morfessor Categories MAP [24] employs a first-order HMM in order to model 
the internal word syntax as given in Figure 5. Morfessor Categories MAP defines 
a prior for each morpheme using two parameters: meaning and form. The form 
of a morpheme refers to the substructure of the morpheme (made of letters 
or made of two sub-morphemes). The meaning of a morpheme consists of the 
features such that length, frequency and right/left perplexity of the morpheme. 
Therefore, the prior probability of a model, M , becomes the combination of the 
meaning and the form of each morpheme, mi: Y 
p(M) = |M |! M [p(meaning(mi))p(form(mi))] (17) 
i=1 
The term |M |! accounts for the |M |! possible orderings of the morphs in the 
model. Thus, the prior favours smaller number of morphemes. 
In order to find the model and the corpus segmentation with the minimum 
cost, a greedy search algorithm is used in Morfessor Categories MAP. In each 
step, different segmentations for each word are suggested and the one with the 
maximum probability is chosen. The segmentation of each word is kept in a 
binary splitting tree. Figure 6 provides an example. 
The results for Morfessor Categories MAP are below that of the Morfessor 
Categories ML. However, the effects of different types features within the prior 
in MAP models is yet to be explored. 
8 Bayesian Parametric Models 
Bayesian modelling employs the full form of Bayes’ theorem that defines a pos-
terior probability distribution over the parameters in terms of the likelihood 
p(D|M) and the prior model probability p(M ): 
p(D|M)p(M) 
p(M |D) = (18) 
p(D) 
Both ML and MAP estimates are point estimates that correspond to the modes 
of the above distribution. Bayesian modelling introduces a different perspective 
by representing the estimate in the form of a probability distribution rather than 
a single point estimate. 
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straightforwardness/stem
straightforward/stem ness/suffix
straight/stem forward/stem
for/non ward/stem
Fig. 6. The hierarchical segmentation of the English word ‘straightforwardness’ by the 
Morfessor Categories MAP [24]. 
One common way to estimate the parameters is to draw random samples from 
the posterior distribution. Markov Chain Monte Carlo (MCMC) methods are the 
most common methods employed for sampling from the underlying posterior 
probability distribution. Samples drawn from the posterior distribution form a 
Markov chain such that each state is dependent only on the previous state: 
p(Xn+1 = x|X1 = x1, . . . , Xn = xn) = p(Xn+1 = x|Xn = xn) (19) 
The Markov chain converges to a distribution over states, called an equilibrium. 
Gibbs sampling and Metropolis-Hastings algorithm are the two common MCMC 
algorithms used for learning segmentation. 
Creutz [19] proposes a generative probabilistic model that is intended to 
overcome the over-segmentation problem in Baseline Morfessor. The proposed 
model uses prior information on the morpheme lengths and morpheme frequen-
cies, within a generative probabilistic model framework. The model is based on 
the probabilistic model by Brent [11]. 
The generative story can be told as follows. The total number of morphemes 
n is sampled with a uniform distribution. Morpheme lengths lmi are then drawn 
from a gamma distribution: 
1 
lα−1 −lmi /βp(lmi ) = e (20)miγ(α)βα 
where α and β are constants, and γ is the gamma function. Once the lengths 
are drawn, the letters that each morpheme consists of are drawn according to 
the maximum likelihood of each letter cj : 
ncjp(cj ) = P (21) 
k nck 
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where ncj is the frequency of the letter cj in the corpus, and k nck is the total 
number of letters in the corpus. Finally, the model/lexicon is created with these 
morphemes regardless of the order they are created: 
nY 
p(M) = p(n) n! p(mi) (22) 
i=1 
lmiY 
p(mi) = p(lm) p(cj ) (23) 
j=1 
where n is the number of morphemes in the model, lm is the length of each 
morpheme and cj denotes the letters within morphemes. 
Once the model is created, corpus requires to be built by using the morphemes 
in the model. First, morpheme frequencies are determined by Mandelbrot’s cor-
rection of Zipf’s formula (see Baayen [4]). Finally, the corpus is created according 
to a particular order by using the inverse of the multinomial:  Pn −1
( )!i=1 fmi p(Corpus) = Q (24)n 
fmi !i=1 
where the numerator is the summation of the morpheme frequencies in the model 
and the denominator is the product of the factorial of the frequency of each mor-
pheme in the model. The optimal model is searched following a similar recursive 
search algorithm which is used in the Baseline Morfessor [22]. Results show that 
the usage of prior information increases the accuracy of the algorithm. 
Poon et al. [62] develop a log-linear model where the joint probability between 
the corpus and all possible segmentations is defined. Since it is not possible to 
derive all the pairs belonging to the joint probability, a normalisation constant 
Z is estimated to normalise the joint probability. A few techniques are suggested 
earlier to compute the normalisation constant. Smith and Eisner [68] apply con-
trastive estimation by searching around the neighbourhood of the data, whereas 
Rosenfeld [65] and Poon et al. [63] use sampling to compute the normalisation 
constant. Poon et al. use both contrastive estimation and sampling to compute 
the normalisation constant. The neighbourhood is searched by transposing pairs 
of letters to create invalid words. Gibbs sampling is used to find the optimum 
segmentation. In the model, also a prior information that is inspired by the 
MDL model which controls the number of morpheme types in the lexicon and 
the morpheme tokens in the corpus is used. 
9 Bayesian Non-Parametric Models 
Bayesian non-parametric models potentially permit an infinite number of pa-
rameters to be learnt. In other words, in a non-parametric model, the number 
of parameters can grow with data. Typically, for example, within morphological 
segmentation, the number of morpheme classes is not known in advance. Thus, 
18 Methods and Algorithms for Unsupervised Learning of Morphology 
α H
G
xi
n
Fig. 7. Plate diagram of a Dirichlet process: DP (α, H) that produces xi for n times 
by using the concentration parameter α and the base distribution H. 
rather than fixing the number of classes in advance, non-parametric models pro-
vide a more realistic and flexible framework to capture the irregularities in data 
by permitting flexibility in the parameter space. 
A well-known approach in Bayesian non-parametric modelling is the Dirichlet 
Process. A Dirichlet process defines a probability distribution over an infinite 
number of objects [61]. 
Given data points x = {x1, . . . , xN } generated from a Dirichlet process 
DP (α, H) with a concentration parameter α and a base distribution H (see 
Figure 7 for the plate diagram): 
xi ∼ G 
G ∼ DP (α, H) 
(25) 
the probability of a future observation xN+1 = j is given by [8]: 
NX1 α 
p(xN+1 = j|x, α, H) = I(xi = j) + H(j)
N + α N + α 
i=1 
nj + αH(j) 
= 
N + α 
(26) 
Here I is an indicator function that outputs 1, if xi = j, otherwise it outputs 0. 
This formulation of the Dirichlet process leads to the Chinese Restaurant 
Process (CRP). Imagine a restaurant that consists of an infinite number of tables 
with an infinite number of seats at each table where each customer chooses a 
table and sits down(see Figure 8). At each table, a (possibly) different type of 
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Fig. 8. An illustration of the Chinese Restaurant Process. The new customer xN +1 
sits at a table which is already occupied with a probability proportional to the number 
3 2 1 5of customers sitting at the table; which is , , , and respectively.
11+α 11+α 11+α 11+α 
The customer sits at a table which is empty with a probability proportional with the 
αH(xN+1) concentration parameter; which is 
11+α 
. 
meal is served. The customer chooses an occupied table with a probability which 
is proportional to the number of customers who are already sitting at the table, 
whereas she chooses an empty table with a probability proportional to a defined 
constant α. Therefore, tables which have a great number of customers attract 
more customers according to the rich-get-richer principle. 
Goldwater et al. [32] introduce a two stage model that extends the Chinese 
restaurant metaphor, where each table is labelled with a word from a corpus. In 
their model, initially these labels are generated by a generator component that 
draws the labels from a multinomial distribution: X 
p(lk = w) = I(w = t + f)p(ck = c)p(tk = t|ck = c)p(fk = f |ck = c) (27) 
c,t,f 
where c denotes the class label (which involves a distribution over stems and 
suffixes), t denotes the stem, and f denotes the suffix that belongs to word w 
having the label lk. According to the generative story, first the class label, ck, 
is drawn, then the stem, tk, and suffix, fk, of the word are drawn conditionally 
with the class label. Each of these are drawn from multinomial distributions with 
symmetric Dirichlet priors as follows: 
xk ∼ Multinomial(θ) 
θ ∼ Dirichlet(β) 
(28) 
In the second stage, the actual sequence of words is generated by estimating the 
frequencies of the words in order to create a power-law distribution. Goldwater 
et al. [32] use Pitman-Yor process [40]1 for generating the ith word conditioned 
on all previous words: 
KX(z−i ) (z−i)n − a K(z−i)a + bkp(wi = w|w−i , z−i , θ) = I(lk = w) + θw (29)
i − 1 + b i − 1 + b 
k=1 
1 The Pitman-Yor process is a generalisation of the Dirichlet process (see [40]). 
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walk walking talked  talks
{walk}{0,ing} {talk}{ed,s} {quick}{0,ly}
quick quickly
{walk, talk, quick}{0,ed,ing,ly, s}
{walk, talk}{0,ed,ing,s}
Fig. 9. A sample tree structure. 
where zi denotes the class that generates the ith word, lk denotes the multinomial 
distribution over words that belong to the class k, w−i represent the previously 
generated words, z−i denotes the current seating arrangement, a and b are the 
parameters of the process, and K(z−i) is the number of tables that are occupied. 
The approach allows different analyses for different tokens of the same word, 
however only one split point is generated for each word. 
Can and Manandhar [15] propose a Dirichlet Process based approach that 
learns morphological paradigms (see Figure 9). In their approach, morphological 
paradigms are learned in a hierarchical structure where each node corresponds 
to a morphological paradigm. The likelihood of data under any subtree is defined 
recursively by: 
p(Dk|Tk) = p(Dk)p(Dl|Tl)p(Dr|Tr) (30) 
where the probability is defined in terms of left Tl and right Tr subtrees. Thus, 
the likelihood is decomposed recursively until the leaf nodes are reached. The 
marginal probability is used as prior information since it bears the probability 
of having the data from the left and right subtrees within a single cluster. The 
marginal likelihood of words in the node k is defined such that: 
p(Dk) = p(Sk)p(Mk) 
= p(s1, s2, . . . , sn)p(m1,m2, . . . ,mn) 
where s1, s2, . . . , sn are the stems and m1,m2, . . . ,mn are the suffixes in the 
node/paradigm k. 
Can and Manandhar define two Dirichlet processes to generate stems and 
suffixes in each node on the hierarchical structure independently: 
Gs|βs, Ps ∼ DP (βs, Ps) 
Gm|βm, Pm ∼ DP (βm, Pm) 
s|Gs ∼ Gs 
m|Gm ∼ Gm 
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where DP (βs, Ps) denotes a Dirichlet process that generates stems and DP (βm, Pm) 
denotes a Dirichlet process that generates suffixes, where βs and βm are the con-
centration parameters that determine the number of stem/suffix types in the 
model. Ps and Pm are the base distributions on the letters that each morpheme 
consists of, where letters are assumed to be distributed uniformly. Therefore, 
morphemes having shorter lengths are favoured. 
Sirts and Aluma¨e [67] introduce a non-parametric Bayesian approach for 
jointly learning morphological segmentation of words along with their part-of-
speech tags. Sirts and Aluma¨e employ a trigram hidden Markov model (HMM) 
for the part-of-speech tags. The trigram transitions are modelled by hierarchical 
Dirichlet process (HDP): 
GU ∼ DP (αU , H) (31) 
GB ∼ DP (αB , GU )j (32) 
GT jk ∼ DP (αT , GB j ) (33) 
where GU , G
B
j , and G
T are unigram, bigram, and trigram DP’s. Unigram DP jk 
is used as a base distribution for the bigram DP, where bigram DP is used as 
a base distribution in the trigram DP. This forms an HDP model. The emis-
sion probabilities are modelled with a simple Multinomial-Dirichlet conjugacy. 
Finally, the segmentations are also modelled as a HDP: 
GS ∼ DP (αS , S) (34) 
GT S j ∼ DP (αTS , GS ) (35) 
where GS is the common base distribution that is used as a base distribution 
for the tag-specific DP GT S j defined for the morphological segments. Here, S 
is the general base distribution and consists of two components: a geometric 
distribution over the segment lengths and collapsed Dirichlet-multinomial over 
character unigrams. Sirts and Aluma¨e sample tags and morphological segments 
jointly in their inference algorithm. The results show that learning morphological 
segments jointly with the part-of-speech tags improve the segmentation. When 
the tags are fixed and only the morphological segments are learned, it gives lower 
scores, whereas when both are learned jointly, the results are comparably higher. 
Dreyer and Eisner [28] propose an infinite Diriclet mixture model for learn-
ing the part-of-speech tag, inflection, lexeme, morphological paradigm of each 
word in the corpus. For example, learned belongs to a verb part-of-speech class, 
it has past participle inflection, belongs to the lexeme learn, and belongs to a 
morphological paradigm that consists of words learn, learns, learned, learning. 
Dreyer and Eisner construct morphological paradigms via an infinite Dirichlet 
process mixture model, where each paradigm corresponds to a mixture compo-
nent having the forms of the same lexeme and word tokens are generated from 
each paradigm. 
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10 Evaluation of Morphology Segmentation Algorithms 
The evaluation of morphological segmentation requires a gold standard to com-
pare with the suggested analyses, common with most natural language process-
ing tasks. The evaluation process, at first glance, appears straighforward as sys-
tem generated segmentation need to match the split points in the gold standard. 
However, especially in morphologically complex languages, additional features 
such as morphological ambiguity, morphophonology, stem changes etc. can be 
present. Taking these into consideration, obtaining a gold standard in a range 
of languages is a demanding task. 
Spiegler et al. [70] define the features of a good evaluation metric as: 
– Correlating well with other NLP tasks. 
– Being computationally easy. 
– Being robust. 
– Being informative about the strengths and weaknesses of the system. 
– Being able to account for the linguistic structure of the language, such as 
morphophonology, allomorphy, syncretism, and ambiguity. 
The evaluation methods for morphological segmentation can be investigated 
using two categories: intrinsic methods based on a comparison against a gold 
standard, and, extrinsic methods based on evaluating how the segmentation 
improves the performance of a NLP task. 
Evaluation Using a Gold Standard Segmentation For morphological seg-
mentation, precision, recall and f-score are predominantly used evaluation mea-
sures, as in many NLP tasks. F-score is computed as the harmonic mean of 
precision and recall scores: 
1 
F -score = (36)
1/P recision + 1/Recall 
Some researchers have used a gold standard consisting of segmentation of all 
words in a corpus [32, 62]. For this purpose, either a highly accurate morpholog-
ical analyser is used (for Arabic such as the one by Habash and Rambow [35], 
or some heuristics are used for the construction of a gold standard (for English, 
see Goldwater et al. [32]. 
Instead of using the full corpus for evaluation, Morpho Challenge [50] uses a 
sampled set of gold standard words for evaluation. In both cases, the gold stan-
dard consists of words with their segmentations plus additional morphological 
information. 
For example, given below is example segmentation data from Morpho Chal-
lenge. Here morpheme labels represent inflection classes; i.e. plural, past tense 
form, participle etc.: 
ablatives ablative:ablative A s:+PL 
abounded abound:abound V ed:+PAST 
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carriages carri:carry V age:age s s:+PL 
detraction detract:detract from V ion:ion s 
entitling entitl:entitle V ing:+PCP1 
To measure precision, from the system generated segmentation of the test words. 
For each morpheme in the list, another word is found that includes the same 
morpheme. This will create a word pair list. Finally, word pairs are checked in the 
gold standard to see whether the pairs share a common morpheme. For each true 
guess, one point is given. The score is computed by dividing the total number of 
received points by the number of sampled words. Recall is measured analogously 
to precision, where the word pairs are sampled from the gold standard, and 
comparisons are made through the resulting segmentations. 
Spiegler and Monson [70] propose a novel evaluation metric called EMMA 
that does not perform a one-to-one comparison with the gold standard data, but 
instead finds the maximum match between the suggested segmentations and the 
gold standard segmentations using an optimal maximum matching (in a bipartite 
graph). 
Evaluation via Other Tasks Another way of evaluating the results of a mor-
phological segmentation is to embed the suggested segmentations into a real 
world NLP task which utilises the analysed words. In addition to the traditional 
evaluation metric which is described earlier, Morpho Challenge [49] performs 
information retrieval and machine translation tasks. In both tasks, words are 
replaced with the word segmentations. In information retrieval, queries are re-
placed with their segmentations, whereas in the machine translation task the 
source language is replaced with its segmentations. Finally, the tasks are evalu-
ated using average precision and BLEU score respectively. 
11 Evaluation Results in Morpho Challenge 
We summarise the Morpho Challenge results for 2007, 2008, and 2009 here to 
give a better comparison between the models in terms of their accuracy. A wide 
range of approaches have competed in Morpho Challenge. These have been based 
on using - Bayesian and frequentist statistics, information theory and heuristics. 
Depending on the approach taken, the Morpho Challenge evaluations show that 
some are better in some languages, whereas others are better in other languages. 
For English, Bernhard 2 [5] outperforms the other systems in 2007. ParaMor-
Morfessor (P+M) [57] outperforms the other systems in 2008. ParaMor-Morfessor 
(P+M) still outperforms other systems in 2009. For German, ParaMor-Morfessor 
(P+M) [57] outperforms the other systems in all years. For Turkish Morfessor 
CatMap. [24] outperforms other systems in 2007. However, Monson ParaMor-
Morfessor [58] outperforms others in 2008, and Monson ParaMor-Morfessor [58] 
Mimic outperforms other systems in 2009. 
The results show that hybrid approaches that implement system combina-
tions such as ParaMor-Morfessor (P+M) perform well and there is a still a long 
way to go to for unsupervised systems. 
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Table 9. Comparison of methods competed in Morpho Challenge between years 2007 
and 2009 for the English language. 
Method 2007 2008 2009 
Bernhard 1 [5] 
Bernhard 2 [5] 
Bordag 5 [9] 
Bordag 5a [9] 
Can & Manandhar [14] 
Lignos [54] 
Monson ParaMor [57] 
Monson P+M [57] 
Monson P+M Mimic [58] 
Morfessor CatMap. [24] 
Morfessor Baseline. [22] 
P R F P R F P R F 
72.05 52.47 60.72 
61.63 60.01 60.81 
59.80 31.50 41.27 
59.69 32.12 41.77 
- - -
- - -
48.46 52.95 50.61 
41.58 65.08 50.74 
- - -
82.17 33.08 47.17 
- - -
- - -
- - -
- - -
- - -
- - -
- - -
58.50 48.10 52.79 
50.64 63.30 56.26 
- - -
82.17 33.08 47.17 
71.93 43.27 54.04 
75.61 57.87 65.56 
67.42 65.11 66.24 
- - -
- - -
58.52 44.82 50.76 
83.49 45.00 58.48 
63.32 51.96 57.08 
70.09 67.38 68.71 
54.80 60.17 57.36 
84.75 35.97 50.50 
74.93 49.81 59.84 
Table 10. Comparison of methods competed in Morpho Challenge between years 2007 
and 2009 for the German language. 
Method 2007 2008 2009 
Bernhard 1 [5] 
Bernhard 2 [5] 
Bordag 5 [9] 
Bordag 5a [9] 
Can & Manandhar [14] 
Monson ParaMor [57] 
Monson P+M [57] 
Monson P+M Mimic [58] 
Morfessor CatMap. [24] 
Morfessor Baseline. [22] 
P R F P R F P R F 
63.20 37.69 47.22 
49.08 57.35 52.89 
60.71 40.58 48.64 
60.45 41.57 49.27 
- - -
59.05 32.81 42.19 
51.45 55.55 53.42 
- - -
67.56 36.92 47.75 
- - -
- - -
- - -
- - -
- - -
- - -
53.42 38.15 44.51 
49.53 59.51 54.06 
- - -
67.56 36.92 47.75 
80.23 19.22 31.01 
66.82 42.48 51.94 
54.02 60.77 57.20 
- - -
- - -
57.67 42.67 49.05 
56.98 42.10 48.42 
64.06 61.52 62.76 
51.07 57.79 54.22 
84.75 35.97 50.50 
81.70 22.98 35.87 
12 Conclusions 
Morphological analysis has a very long history in natural language processing. 
Modern work in unsupervised morphological segmentation dates back to the 
work of Harris in the 1950s. 
The primary goal of this paper is to survey the methods and algorithms used 
for unsupervised morphological segmentation with the goal of robust morpho-
logical segmentation without using any tagged data. A wide range of methods 
have been used for unsupervised morphological segmentation. All current meth-
ods approach the problem from slightly different perspectives. Some methods 
employ a form of clustering to segment morphologically similar words coopera-
tively, while other methods model the internal word syntax for example by using 
a sequence model such as a HMM. And, some methods benefit from employing 
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Table 11. Comparison of methods competed in Morpho Challenge between years 2007 
and 2009 for the Turkish language. 
Method 2007 2008 2009 
Bernhard 1 [5] 
Bernhard 2 [5] 
Bordag 5 [9] 
Bordag 5a [9] 
Can & Manandhar. [14] 
Monson ParaMor [57] 
Monson P+M [57] 
Monson P+M Mimic [58] 
Morfessor CatMap. [24] 
Morfessor Baseline. [22] 
P R F P R F P R F 
78.22 10.93 19.18 
73.69 14.80 24.65 
81.44 17.45 28.75 
81.31 17.58 28.91 
- - -
- - -
- - -
- - -
76.36 24.50 37.10 
- - -
- - -
- - -
- - -
- - -
- - -
56.67 39.42 46.50 
51.88 52.10 51.99 
- - -
- - -
- - -
- -
- - -
81.19 23.44 36.38 
81.06 23.51 36.45 
41.39 38.13 39.70 
57.35 45.75 50.90 
66.78 57.97 62.07 
48.07 60.39 53.53 
79.38 31.88 45.49 
89.68 17.78 29.67 
syntactic/PoS classes. A wide range of mathematical and algorithmic methods 
have been employed including Bayesian, frequentist, heuristic and information 
theoretic methods. 
As shown in this review, the literature is rather broad and there has been 
wide range of approaches adopted. Despite the use of current machine learn-
ing algorithms, morphological segmentation and more generally unsupervised 
morphological analysis remains a challenging unsolved problem. Future research 
could address non-concatenative morphology, stem alternation, morpheme clus-
tering and morphological transformation rule induction. 
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