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 ABSTRACT 
 
The global economy relies highly on international trade, and the international maritime 
transport system acts as the lifeblood carrying and transporting materials and goods globally, 
realizing the economy globalization in an effective and efficient way. However, globalization 
increases the interdependence and complexity of global supply chains and drives it to be 
more vulnerable to disruptions. Meanwhile, the international marine transport system is a 
complex and intertwined system exposed to high risks and decreased safety due to its very 
accessibility and operational flexibility. Thereby, global supply chains integrated with 
international maritime transportation systems are inherently vulnerable to various disruptions. 
Studies of supply chain disruptions particularly quantifying transport related disruption costs 
are becoming increasingly important. However, research on maritime transport related supply 
chain disruptions, in particular, quantifying its disruption costs is under-represented in the 
transport literature, due largely to the features of supply chain disruptions, but also because of 
the complexity of maritime related supply chains. Current research in transportation has 
tended to concentrate on shippers’ transport mode choice and port selection. In the context of 
a global market, however, the behaviour of maritime containerised shippers has to be viewed 
as a complex decision and an integral element of the supply chain management strategy. 
Those shippers’ transportation choice decisions should be emphasized and studied to reveal 
their behaviour changes between normal operations and disruption circumstance.  
This research adds to the paucity work on investigating the maritime transport related supply 
chain disruptions and quantifying its disruption costs based on shippers’ maritime 
transportation choice behaviour. It presents the results of a microanalysis of freight transport 
choice decisions in an international containerised maritime transport chain context. The 
Latent Class Model (LCM) is applied to identify the key service attributes and its preference 
heterogeneity in maritime transportation and to estimate the marginal values for the quality of 
maritime transport service with and without a disruption, simultaneously, quantifying the 
disruption costs through comparing each attribute’s marginal value difference between 
normal and disruption operations.  The Seemingly Unrelated Regression model (SURE) is 
utilized to explore the sources influencing shippers’ preference heterogeneities. In doing so, 
we are able to gain an understanding as to where and how much should be invested in order 
to facilitate recovery in the case of a disruption based on the view of the maritime participants’ 
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perspectives. The research results confirm freight rate, transit time, reliability, damage rate, 
and frequency as the key service attributes influencing shippers’ transport choice. They also 
reveal shippers’ VOT increase by more than four-times, VOR nearly double, and VOD 
increase about twenty percent if a disruption takes place, and identify shippers’ transport 
decisions vary with its product, shipment, company and supply chain characteristics no 
matter with or without a disruption. This research quantifies the costs of supply chain 
disruption in containerised maritime transport context for the first time, and its results provide 
useful industrial implications for maritime transport chain related parties.    
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CHAPTER ONE   
 
1 INTRODUCTION 
 
1.1 Economic Globalization, Global Supply Chains, and International Maritime 
Economic globalisation is a process that increases the flows of knowledge, resources, goods 
and services among nations to facilitate and exploit each nation’s comparative advantage and 
enhance their strengths. The global economy relies highly on international trade that 
multinational supply chains (SCs) work within via global transactions involving purchasing, 
manufacturing, and selling. The international maritime transport system is an integral 
component of global SCs. It acts as the lifeblood, carrying and transporting materials and 
goods globally and realizes economy globalization in an effective and efficient way. Thus, 
economic globalization, global SCs, and international maritime are interdependent and 
supplementary to each other. 
Shipping is the primary mode of transportation for world trade. According to International 
Maritime Organization (IMO) (2005), more than 90 percent of global trade by volume is 
carried by sea domain via containerised cargo. As economic globalization has expanded, the 
demand for maritime transportation derived from international trade has increased 
significantly, especially for maritime container trade. Thus, the maritime industry 
experienced a steady and healthy growth in the last two decades. Global container trade 
recorded an estimated 10 percent annual growth rate on average over the last two decades. 
The value of world maritime container trade increased from USD $2 trillion in 2001 to USD 
$4 trillion in 2008. There was a total of 7.9 billion tonnes of seaborne trade in 2009 and 15.3 
percent of it was containerised cargo (Clarkson Research Services 2009).    
Therefore, global SCs and maritime transportation systems are extremely important to 
economies throughout the world. Any disruption to global SCs or the international maritime 
transport system could have immediate and momentous impact upon the world economy 
(Organisation for Economic Co-operation and Development (OECD) 2003).    
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1.2 Supply Chain Disruptions 
In this thesis, supply chain disruption (SCD) is defined as an unanticipated occurrence that 
could interrupt the upstream and downstream efficient flows and result in an abrupt cessation 
of movement of goods, services, information, and cash flows within a global supply network 
with either insignificant or far more likely large scale operational and financial consequences 
(Svensson 2000; Kleindorfer and Saad 2005; Craighead et al. 2007). 
Global SCs are exposed ever-increasingly to uncertainty and vulnerability by the following 
drivers: (1) economic globalization lengthen global SCs, in turn increase interdependence and 
complexity of global SC network; (2) Just-In-Time (JIT) or lean management approaches add 
more complexity on SCs; (3) centralization of production and distribution, the introduction of 
outsourcing strategies, and a reduction of supplier bases expose SCs to greater levels of 
uncertainty; (4) the explosion of new products and shortened product life cycles increase SC 
vulnerabilities; and (5) the complexity of modern-day transportation systems alongside 
growing transport security issues increase transport uncertainty and unreliability, thereby 
increasing the risk of SCDs (Christopher 2005; Peck 2005). Hence, modern-day global SCs 
are complex and interconnectivity networks, and inherently vulnerable to various disruptions. 
Given the above, SC managers now face an unprecedented level of risk and anxiety in 
relation to possible SCDs. Recent global events have heightened this anxiety, such as the 
Nisqually 2001 and Sichuan China 2008 earthquakes; Hurricanes Katrina and Rita in 2005; 
Seattle’s Hanukkah Eve Wind Storm of 2006; the credit bubble burst in 2007; Minneapolis’ 
35W bridge collapse in 2007; and the 2010 eruptions of volcanos in Iceland; the Fukushima 
Daiichi nuclear power plant explosion and Europe’s ongoing economic crisis. Therefore, 
sources that have been identified as possible causes of SCD have increased whilst at the same 
time also diversified. Natural disasters, terrorist attacks, potential for wars, political 
instability and upheaval, economical instability, infrastructure failure, labour disputes, as well 
as disruptions in supply, transportation, facilities, market demand, cash flow, communication, 
government regulation, and human resources are now all viewed as potential sources of SCD 
(Wilson 2007) . At the same time, many of the sources leading to SCDs, in particular political 
turmoil, market turbulence, exchange rate fluctuations and pending regulatory changes are 
occurring with increasing frequency (KPMG, 2011).  
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Any disruption to a SC will potentially be very costly and harmful to its commercial 
relationships, depending on the length and severity of the disruption.  For example, the 
October 2002 U.S. West Coast longshoremen’s lockout costed USD $1 billion per day, 
damaging the US economy in the first week and grew to USD $2 billion per day in the 
second week, and halted enormous flow of containers through the 29 West Coast ports. 
Further, this labour dispute involving 10,500 longshoremen endangered the jobs of some four 
million US workers, and factories’ productivity (Sheffi 2005). 
However, the features of SCDs make it difficult to measure or quantify their economic 
impacts.  First, a disruption is a conflagration event with a degree of high unpredictability and 
may result in impacts which are unfathomable and incalculable. Second, a disruption can 
have ripple effect that is disproportionate to the actual event, given the increasing 
interconnectedness of various partners in modern SC networks. Further, disruption impacts 
can be transferable. An accident could occur anywhere in the world, but its impacts may well 
go beyond the location of the occurrence. Finally, the longer-term or delayed impact of a 
disruption is hard to estimate, and it could be larger than the direct immediate impact. It takes 
time for companies to recover and return to equilibrium after a disruption. Thus, indirect 
damages from disruptions could affect SC economic performance adversely during the 
recovery period (Massachu-setts Institute of Technology (MIT) Center for Transportation & 
Logistics 2008).    
Modern global SCs operate in a world with growing crises and uncertainties. Business 
managers throughout the world have become more sensitive to the vulnerabilities of their 
global SCs. They start to question what to do to improve SC resilience to prevent and 
mitigate the possible huge impacts from an unexpected disruption, and of how much it is 
worth investing in it without pain.  
 
1.3 The Maritime Transportation Security  
The international marine transport system is a complex and intertwined system with intrinsic 
vulnerabilities. The international marine transport system is a complex network equipped 
with various facilities and infrastructures from factories to terminals, to distribution centres, 
to markets with different transport modes (Braathens 2010). It involves movement of diverse 
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cargoes involving numerous participants including but not necessarily limited to 
exporters/importers, freight forwarders, customs brokers, transporters and shippers, and 
ultimately the final customers (Willis and Ortiz 2004). Any physical movement in a 
containerised marine chain represents a potential vulnerability that may result in a prolonged 
disruption. Thus, the international maritime transport system and its shipments are being 
increasingly exposed to higher levels of risks and lower safety levels due to increasing 
accessibility and operational flexibility. 
Historically, maritime security was less concerned than is currently the case about cargo 
damage and loss, stowaways and smuggling. This changed however after September 11, 2001 
when pressure and greater scrutiny were brought to bear on the areas of maritime and SC. 
Further concerns have been raised about the possibility of ships and the containers they carry 
being used to smuggle weapons of mass destruction (WMD), or other dangerous materials. 
Indeed, shipping has been identified as the most suitable and accessible areas within the 
transportation sector for the illicit transport of conventional and unconventional terrorist 
weapons (Tzannatos 2003). In addition, marine transportation carries more than 90 percent of 
global trade, meaning that any attack, or even the threat of an attack, could be vulnerable 
points in the maritime chains. Thus, terrorism becomes the new dimension of maritime 
security and gains ever-increasing attention in recent years.  
The issue of maritime security has also been brought to the forefront recently as a major 
concern on the international maritime agenda due to a surge in piracy incidents. The overall 
annual cost of piracy to the maritime industry is estimated to be between USD $1 and $16 
billion, more if the costs of implementing mitigation efforts are also included. In addition, a 
war risk insurance coverage at USD $20,000 per ship, per voyage (excluding injury, liability, 
and ransom coverage) was imposed on ships that transit via the Gulf of Aden and the Suez 
Canal. Compared with the USD $500 required previously to purchase additional insurance 
coverage, the incremental cost of war risk insurance premiums for the 20,000 ships passing 
through the Gulf of Aden is estimated at USD $400 million (United Nations Conference on 
Trade and Development (UNCTAD) 2009). 
Other challenges that affect maritime transport security and seaborne trade safety are energy 
security, energy prices, bunker fuel costs, as well as climate change. Thus, the safety of 
maritime transportation systems and containerised trade are facing ever-increasing challenges. 
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Understanding the unfathomable potential impacts of disruptions to maritime transportation 
operations, governments and policy makers have designed and executed more initiatives and 
legislations to strengthen maritime security over the past decade than at any other time in 
history.  
 
1.4  Maritime Security Initiatives and Its Implement Costs 
Since the terrorist attack of September 11, 2001, extensive initiatives have been undertaken to 
improve and enhance the security of maritime transport systems and global containerised SCs: 
The Customs-Trade Partnership Against Terrorism (C-TPAT) in November 2001; The 
International Ship and Port Security Code (ISPS) 2002; The Container Security Initiative 
(CSI) announced by the US Customs and Border Protection (CBP) 2002; The Advanced 
Manifest Rule (AMR, also called the 24-hour Rule) 2004; the Security and Prosperity 
Partnership (SPP)2005; the Security and Accountability for Every (SAFE) Port Act 2006; the 
Secure Freight Initiative (SFI) 2006; “10 + 2” Initiative 2008; and the “Implementing 
Recommendations of the 9/11 Commission Act of 2007” – Section 1701 (9/11 Act). 
The implementation of these new security regimes and initiatives require continuous 
investment in security equipment, procedures, and the recruitment and training of security 
personnel. More additional costs are needed to carry out the new security measures, including 
detailed reporting, further inspections, and other operational requirements (Bichou 2008). 
The extra cost of implementing new maritime security regimes has been studied extensively 
elsewhere. For example, the United Nations Conference on Trade and Development 
(UNCTAD) conducted a global survey on initial and annual costs for ISPS Code compliance. 
Its results revealed that the ISPS Code compliance costs, for each ton or TEU handled, would 
be USD $0.08 and USD $3.6 respectively (United Nations Conference on Trade and 
Development (UNCTAD) 2007). The implementation and operating costs of C-TPAT are 
reported to be USD $38,471 and USD $69,000, respectively (Diop, Hartman and Rexrode 
2007). The additional costs to comply the 24-hour rule are estimated up to USD $6 per 
shipped container and USD $40 per bill of lading. If missing or inaccurate data are submitted 
to the CBP, a fine of USD $5000 for the first time and USD $10000 thereafter will be 
imposed to ocean carriers and NVOCCs (Bichou 2008).  
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Furthermore, the investment on upgrading security infrastructures at ports is very costly. It 
ranged from USD $10 million to $50 million per port in USA even prior to September 11.  A 
total amount of grants application for improving port security infrastructure, technology and 
personnel reached USD $697 million (United States General Accounting Office (GAO) 
2002), and USD $650 million was provided by Congress through FY2005 in direct federal 
grants (Congressional Research Service (CRS) 2005).   
 
1.5 Motivation 
Although there is an increased awareness and recognition among managers, consultants, and 
academics that SC performance is increasingly important to business success, the 
implementation of measures to prevent or minimize the costs of disruptions is not widespread. 
Recent survey results indicate that 82 percent of companies are concerned with SC resiliency 
and disruptions, however, only 11 percent of companies are actively taking action to avoid or 
minimize disruptions (Klie 2006).  
A large number of studies reported in the literature have centred on identifying sources of 
uncertainty, risks, and vulnerability related to supply chain management (SCM) (e.g. Smelzer 
and Siferd (1998); Zsidisin and Ellram (1999); Hallikas et al. (2000); Ritchie et al. (2000); 
Svensson (2000); Lindroth and Norrman (2001); Johnson (2001); Lamming et al. (2001); 
Christoper et al. (2002)). However, little research appears to have been conducted examining 
SCDs, specifically, quantifying the disruption costs is limited (Brindley 2004). Furthermore, 
the methodologies of quantifying the costs of SCDs are still in their infancy due to the 
complexity of disruptions.  
Discrete choice techniques have been applied successfully to study shippers’ choices of 
freight transport/logistics services in a diversity of contexts. Swait, Louviere and Williams 
(1994) combined stated preference (SP) and revealed preference (RP) data to understand how 
shippers chose carriers or transport service providers.  Kawamura (2000) collected RP data in 
California to estimate the value of time for trucking shipments as a function of company and 
shipment characteristics. Wigan et al. (2000) estimated truckers’ value of time per pallet per 
hour in metropolitan multidrop services using SP data in Australia. Kurri, Sirkiä and Mikola 
(2000) conducted a SP freight road and rail study in Finland. Bolis and Maggi (2003) 
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surveyed 22 firms in Italy and Switzerland and found that transit time and reliability were 
dominant factors for companies using Just in Time (JIT) principles or serving the consumer 
market directly. Frequency of service was also significant, and cost was particularly 
important for low value commodities. However, a comprehensive survey of methodologies 
and empirical studies conducted by Zamparini and Reggiani (2007) revealed that the large 
majority of the empirical studies aimed at determining shippers’ willingness to pay (WTP) to 
reduce the travel time of a specific shipment were conducted in the early 1990s. The values 
of time, reliability, damage, and frequency in international containerised maritime 
transportation with and without a disruption have not been addressed and studied specifically 
in the literature.  
Quantifying the disruption impact on containerised supply chains is becoming increasingly 
important and imperative due to the importance of global containerised SCs and maritime 
security, the fatal consequence of SCDs and the enormous costs to enhance maritime security. 
Nevertheless, little has been done to measure the consequences of an interruption only with a 
handful of studies looking specifically at SCDs. Particularly, research looking at quantifying 
transport related SCD costs is rare, especially in terms of studying the value changes of 
transport attributes comparing normal operation and disruption circumstance from the 
shippers’ perspectives.  
This research focuses on addressing this gap. It utilises advance discrete choice techniques to 
identify the important service attributes in containerised maritime transportation and estimate 
its value of travel time, reliability, damage rate, and frequency of sailing under normal 
operations. Moreover, the transport related disruption costs are estimated through contrasting 
the different values of transit time, reliability, damage between normal operation and a 
disruption scenario. Furthermore, in order to identify shippers’ preference heterogeneities in 
maritime transportation, this research also investigates the discrepancy in the values of 
maritime service attributes and its variations with individual shipper’s geographical location, 
production, specific shipment, and company/SC characteristics.      
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1.6 Contributions to the Literature 
This thesis offers original and significant contributions to the academic and research literature 
in the following areas: Firstly, real industrial data on container shipping were collected in 
three cities regarding how companies perceive transport related SCDs and what they are 
doing to respond and address them. This research adds to the paucity of existing work on 
investigating transport related SCDs and their associated costs to the international 
containerised maritime transportation industry. Secondly, this research proposes the use of 
advance discrete choice techniques to estimate the value of maritime transport service 
attributes, including travel time, reliability, damage rate, and sailing frequency under normal 
operations. The results of this research are applicable and useful for companies’ international 
maritime trade transport planning. Thirdly, this research quantifies the maritime transport 
related SCD costs in terms of the value of travel time, reliability, and damage through 
econometric analysis of choice data under scenarios with and without disruptions. Fourthly, 
apart from estimating the value of important maritime service attributes with and without a 
disruption, this research also examines how the values of maritime service attributes vary 
with individual shipper’s products, shipments, and company/SC characteristics. To the best of 
the author’s knowledge, this is the first research effort that studies and quantifies how the 
characteristics of production, shipments, companies, and SCs interact and impact on the value 
of maritime service attributes. The results distinguish and highlight the difference of the value 
of maritime service attributes in different industries, companies, and SC characteristics. 
Lastly, this is also the first research addressing security issues in the choices of maritime 
transportation organizations, including SC integration, such as contingency plan, JIT 
inventory policy, and prevention of maritime security threats, into maritime transportation 
choice decisions. The previous major studies on maritime security focused on preventing and 
mitigating terrorist attack at ports or on vessels. Shippers’ priority needs of maritime 
transport attributes under disruptions were excluded at the maritime security policymaking 
level. However, shippers are the primary driver of the maritime industries. Costly expenses 
related to maritime security improvement will ultimately be passed on to shippers in forms of 
freight rate or taxation, hence governments and policy makers should consider the 
preferential and primary needs under disruptions from the shippers’ perspective. This 
research has provided a quantitative value of maritime transport service attributes under 
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normal and disruption scenarios, thereby, providing a benchmark of investment in improving 
transport service attributes under disruptions.    
 
1.7 Thesis Outline 
This thesis is organized as follows. Chapter Two provides a literature review. Chapter Three 
presents the methodology to be used and the hypotheses to be tested. Chapter Four describes 
the survey design and the collection of the data used. Chapter Five provides a description of 
the analysis undertaken based on the data captured from the respondent companies, as well as 
the disruption costs and disruption management strategies they employ. Chapter Six presents 
the tests of the hypotheses outlined in Chapter Three and the analytical framework utilized to 
estimate the value of maritime service attributes and related disruption costs, as well as value 
variations associated with geographical locations, production, shipment, and company/SC 
characteristics. Chapter Seven discusses the industry implications of the findings after which. 
Chapter Eight draws conclusions. 
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CHAPTER TWO 
 
2 LITERATURE REVIEW 
 
2.1 Introduction 
Globalization increases interdependence and complexity of global SCs, making them more 
vulnerable. SCs are exposed to higher risks by increasing uncertainties from the external 
environment, the related operation network, and the internal SC itself. It is necessary to study 
SCDs, especially disruptions in international containerised maritime transport chains, 
transportation disruption costs, and impacts on SC performance, as well as on a national or 
global economy. The broad impact of delays on international SCs has not been researched 
adequately within the transportation and logistics literature. This research will explore the 
impact of transport delays on containerised maritime importer and exporter SCs.  
New maritime security initiatives conducted by international organizations and different 
countries are designed to improve maritime industry security and prevent terrorist and 
criminal threats on containers and its SCs. However, they also add huge monetary and 
administration burdens on stakeholders of international containerised maritime transport 
chains. Debate exists over who should bear the burden of security investment and 
running/maintenance costs: industry, government, or service receivers. Thus, it is important 
to quantify disruption costs in containerised maritime transport chains for investigating how 
much is worth investing, and of what should be done to improve the maritime transportation 
logistics service and enhance the ability of recovering from disruptions.   
China and Australia are very important trading partners to many countries in Asia and the 
Pacific and account for 40 percent of the global seaborne trade good loadings.  
This chapter reviews the existing literature and focuses on the following aspects: the first 
section summarizes the features of contemporary SCs and SC management, and reviews 
studies in SC risk management. The second section reviews studies in transport related SCDs 
and builds a conceptual framework for identifying SC vulnerabilities. The third section, based 
on the theoretical framework, identifies the vulnerabilities in a containerised maritime 
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transport chain, reviews the impacts of disruptions in a containerised maritime transport chain, 
and the needs of studying maritime transport disruptions. The fourth section outlines the 
extant international maritime security initiatives/regulations post-September 11, 2001 attack, 
reviews the implementation costs and impacts of new maritime security initiatives. The fifth 
section points out the important roles of China and Australia to global economy. The last 
section identifies the research gap and research questions of this thesis and draws a 
conclusion for this chapter.   
 
2.2 Supply Chain Disruptions 
2.2.1 Features of Supply Chains and Supply Chain Management 
A SC is a complex system or network that (i) involves three or more interdependent 
organizations (from vendors, service providers, to ultimate customer), which (ii) links 
directly or indirectly through upstream and downstream flows of unprocessed raw materials, 
components, finished goods, services, finances, and information, and (iii) produces/adds 
value on its products or services in different processes and activities from ultimate supplier to 
ultimate customer (see Figure 2-1) (Christopher 1992; Cooper and Ellram 1993; Londe and 
Masters 1994; Lambert, Stock and Ellram 1998; Mentzer et al. 2001; Peck 2006; Craighead 
et al. 2007; Council of Supply Chain Management Professionals (CSCMP) 2010a).  
 
 
Figure 2-1: Ultimate Supply Chain 
Source: Mentzer et al. (2001) 
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Over the last two decades, organisations operating within SCs, no matter how large or small, 
have concentrated on improving their SC efficiency and performance. Thereby, Supply Chain 
Management (SCM) has become a key component of an organisation’s or SC’s 
competitiveness and effectiveness (Womack and Jones 2005).  
The concept of SCM is a combination of strategy and activities (Mentzer et al. 2001; Gihson, 
Mentzer and Cook 2005; Mentzer, Stank and Esper 2008; Council of Supply Chain 
Management Professionals (CSCMP) 2010b). First, SCM seeks to plan and manage all 
activities involved in sourcing, procurement, manufacturing operations, logistics, marketing, 
sales, production design, finance, and information technology (IT) of the business operating 
throughout the whole of the SC. Second, SCM is strategic-level recognition of co-ordination 
and collaboration throughout the SC network. It integrates supply and demand management, 
business functions, and business processes within and across organizations. Ultimately, the 
goals of SCM are to eliminate wastes, increase customer value and satisfaction at lowest 
costs, to create a cohesive and high-performing business model and improve SC efficiency 
and ultimately provide a competitive advantage (Mentzer et al. 2001; Council of Supply 
Chain Management Professionals (CSCMP) 2010b). However, Hendricks and Singhal (2005) 
point out that modern-day SCs emphasize cost reduction and efficiency, but ignore the 
increasing risks of SCDs. 
The very nature of SC and SCM concepts imply that SCs and organizations within them are 
inherently open to a number of vulnerabilities. This is because (i) SCs are typically not a 
linear chain but a complex network made up of multiple organizations. The strong inter-
connectivity and inter-dependence among SC partners drives SC vulnerability if any joint 
point disconnects (Craighead et al. 2007). (ii) SC networks link via the flow of goods/services, 
finance, and information. Any obstacle to any of these flows has the potential to disturb and 
disrupt the normal operations/processes of the entire SC network. (iii) The goals of SCM 
impel SC vulnerability. SCM theories such as JIT, supplier concentration, single sourcing, 
global sourcing, mass customization, time compression, Vendor Managed Inventory (VMI) 
and virtual organizations aim to eliminate SC waste and improve efficiency. These SCM 
concepts however tend to reduce redundancy and promote resilience of SC, but leaves little to 
no room for error. It also promotes interdependence and in some cases complexity which, in 
turn exacerbates potential vulnerabilities that can lead to SCD (Harland, Brenchley and 
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Walker 2003; Christopher and Peck 2004; Hendricks and Singhal 2005; Zsidisin, Ragatz and 
Melnyk 2005). 
In addition, SCs are typically complex networks closely inter-connected to industrial, 
economical and social environments. Therefore, drivers of SC vulnerability not only arise 
from a specific partner relationships, a specific activity within a specific firm or SC, but also 
from the external environment (Olson and Wu 2010). First, disasters and terrorism have 
increased dramatically over the last decades (Wagner and Neshat 2010). Second, the rapid 
development of globalization and the advent of new technologies, especially high end IT 
technology, enables and boosts SCs to operate competitively in a global market (Wagner and 
Bode 2006). Distance and interdependence on IT technologies increase vulnerability however. 
Third, economic and political instability, as well as government/security regulations add to 
the vulnerability of SCs.    
 
2.2.2 Definition of Supply Chain Disruptions 
With growing awareness of the vulnerabilities faced by SCs and the impacts of SCM 
operations under abnormal operational circumstances, coupled with an ever increasing 
unpredictability and increasingly uncertain business environment, SC risk, vulnerability, and 
disruption have become a major issue in SCM attracting growing attention from academics 
and industrial practitioners alike. Indeed, over the past 15 years there has been a surge in 
articles addressing these issues (Svensson 2001; Chapman et al. 2002; Harland, Brenchley 
and Walker 2003; Brindley 2004; Kleindorfer and Saad 2005; Peck 2005; Sheffi 2005; Peck 
2006; Tang 2006a; Tang 2006b; Wagner and Bode 2006; Khan and Burnes 2007; Stecke and 
Kumar 2009; Wagner and Neshat 2010). 
In order to define SCD in this thesis, it is important to understand the definition of risk. The 
study of risk began in the seventeenth century. French mathematicians Blaise Pascal and 
Pierre de Fermat first apply mathematics to gambling and built a foundation for the 
development of probability theory in risk analysis (Frosdick 1997). Moore (1983) defines risk 
as encompassing both the probability of loss and the hope of gain. A more standard definition 
of risk is “the chance, in quantitative terms, of a defined hazard occurring. It combines a 
probabilistic measure of the occurrence of the primary events with a measure of the 
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consequences of those events” (Royal Society 1992). Risk is defined more operationally in 
SC contexts as being “perceived to exist when there is a relatively high likelihood that a 
detrimental event can occur and that event has a significant associated impact or cost” 
(Zsidisin et al. 2004). These definitions illustrate the common features of risk: 
possibility/unpredictability and potential loss. Therefore, risk could be expressed as Risk = 
Probability (of the event) × Consequence (of the event).  
SC risk, vulnerability, and disruption have been defined broadly in the literature, for example 
Svensson (2000), Kleindorfer and Saad (2005), and Craighead et al. (2007) (see Table 2-1). 
Practitioners perceive “risk” as a multi-dimensional construct (Zsidisin 2003). For the 
purpose of this study, differences between SC risk, vulnerability, and disruption have not 
been distinguished, and they are reconciled and integrated into SCD. Based on the definitions 
in the literatures, SCD in this thesis is defined as an unanticipated occurrence that could 
interrupt the upstream and downstream efficient flows and result in an abrupt cessation of 
movement of goods, services, information, and cash flows within a global supply network 
with either insignificant or far more likely large scale operational and financial consequences. 
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Table 2-1: Definition of SC Risk, Vulnerability and Disruption in the Literature 
 
Authors SCR SCV SCD 
Andersson and 
Norman (2003) Risk=Probability (of a given 
event)×Severity (negative 
business impact) 
    
Kilsperska- 
Moron & Klosa 
(2003) 
    
Jüttner, Peck 
and 
Christopher 
(2003) 
“The variation in the 
distribution of possible SC 
outcomes, their likelihood 
and subjective values." SC 
risk is anything that presents 
a risk (i.e., an impediment or 
hazard) to information, 
material and product flows 
from original suppliers to the 
delivery of the final product 
to the ultimate end-user.  
The propensity of 
risk sources and risk 
drivers to outweigh 
risk mitigating 
strategies, thus 
causing adverse SC 
consequences 
  
Harland, 
Brenchley and 
Walker (2003) 
Is associated with the chance 
of danger, damage, loss, 
injury, or any other 
undesired consequences 
    
Christopher 
and Peck 
(2004) 
  
An exposure to 
serious disturbance 
  
Kleindorfer & 
Saad (2005) 
    
The disruption is associated with a 
certain probability of occurrence 
and characterised by its severity, as 
well as direct and indirect effects 
Wagner & 
Bode (2006) 
As the negative deviation 
from the expected value of a 
certain performance measure, 
resulting in negative 
consequences for the focal 
firm. Hence, risk is equated 
with the detriment of a SCD, 
i.e., the realised harm or loss. 
SC vulnerability is a 
function of certain 
SC characteristics 
and that the loss a 
firm incurs is a result 
of its SC 
vulnerability to a 
given SCD. 
SCD is an unintended, untoward 
situation, which leads to SC risk, 
depending on its severity other 
terms might be applied, e.g. glitch, 
disturbance, or crisis. 
Wagner and 
Bode (2009) 
  
 
A SC disruption is the trigger that 
leads to the occurrence of risk. It is 
not the sole determinant of the final 
loss. It seems consequential that 
also the susceptibility of the SC to 
the harm of these situations of 
significant relevance. This leads to 
the concept of SC vulnerability. 
The basic premise is that SC 
characteristics are antecedents of 
SC vulnerability and impact both 
the probability of occurrence as 
well as the severity of SCDs. 
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2.2.3 Identify Supply Chain Disruptions 
Factors causing SCDs are ubiquitous. Disruptions may arise as a result of something as 
simple as a small plant fire, shortage of supply, uncertain demand, transportation delay, man-
made catastrophes or natural disasters. Over the last 10 years, the occurrence of natural and 
man-made catastrophes have risen dramatically alongside an average cost increase of 10 
times that compared to the 1960s (Tang 2006a; Stecke and Kumar 2009) . For example, the 
following unforeseen catastrophes in recent years have demonstrated this: the 2002 US West 
Coast longshoremen’s lockout; utility failures in the US and Europe in 2003; the Madrid 
bombing and the tsunami in 2004; the Nisqually 2001 and Sichuan China 2008 earthquakes; 
Hurricanes Katrina and Rita in 2005; Seattle’s Hanukkah Eve Wind Storm of 2006; 
Minneapolis’ 35W bridge collapse in 2007; and the 2010 eruptions of volcanos in Iceland; 
the Fukushima Daiichi nuclear power plant explosion and Europe’s ongoing economic crisis.  
Risk identification is the first step in a risk management process (Manuj and Mentzer 2008). 
Sheffi (2005) points out that a priori assessment of SC vulnerability is becoming increasingly 
important and difficult in the modern global economy. Along this line, more researchers and 
practitioners have recognized the importance and need for a typology and framework to 
identify potential sources of SC risks. 
Many studies have addressed and classified the sources of supply chain risk (SCR), supply 
chain vulnerability (SCV), and SCD, although the form of typologies or taxonomies differs.  
Davis (1993) classifies shippers, manufacturing and customers as the main sources of 
manufacturing uncertainty. Built on the concept of Davis, Mason-Jones and Towill (1998) 
add to the three main sources of SC uncertainty, the supply side, in particular the 
manufacturing process, control systems, and the demand side. Apart from supplier side and 
demand side factors, Handfield and McCormack (2007) hold that risks may arise from within 
a company, such as its management principles, price and demand forecasts while Wagner and 
Neshat (2010) consider SC structure vulnerabilities another factor of risk identification and 
analysis. Vorst and Beulens (2002) develop a typology of SC uncertainty based on three 
dimensions related to the various sources of uncertainty: quantity, quality and time. Peck et al. 
(2003) add a dimension of exogenous events to the sources of SC uncertainty. Sources of SC 
risks were divided into internal, external (Jüttner, Peck and Christopher 2003; Cucchiella and 
Gastaldi 2006),  and network related risks (Jüttner, Peck and Christopher 2003). Cavinato 
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(2004) and Sinha, Whitman and Malzahn (2004) suggest very different dimensions for the 
categorization of SC risks as physical, financial, informational, relational, and innovational. 
Based on SC failure modes, Sheffi (2005) classifies sources of SCDs as disruptions in supply, 
transportation, facilities, communications, demand, and freight breaches (see Table 2-2).  
SC vulnerability should be considered not only to include intra-organization influences, but 
also inter-organization, as well as the external infrastructure and environmental surrounding 
the entire SC network. Peck (2005) built a conceptual integrated multi-level framework to 
analyse SC risks, which suggests that SCs strongly connect to enterprises, industries, and 
economies. Neiger (2009) proposes a value-focused process engineering methodology to 
identify process-based SC risks. This study used a generic SC scenario example to illustrate 
how to identify and uncover SC risks in a holistic business framework, and of how to 
integrate risk issues, business goals, and business activities through value-focused process 
engineering.  
Although a substantial amount of literature has dealt with SC risk management, Rao and 
Goldsby (2009) argue that attention to SC risk identification remains limited. Based on an in-
depth review of risk literatures, they developed a detailed comprehensive typology of SC 
risks (see Figure 2-2). Five factors that contributed to overall SC risk were identified: 
Environmental risk, Industry risk, Organizational risk, Problem specific risk, and Decision 
Maker risk. Figure 2-2 shows a detailed description of each type of risk. 
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Table 2-2: Classifications of Supply Chain Disruptions 
 
SCR Classification Comments Reference  
Internal 
SC 
Supply (side) 
SCD 
Reside in the supply base, the supplier portfolio, the 
supplier network, the characteristics of individual 
suppliers, the flow of goods in a certain activity cell is not 
on time/ the required quality and quantity; Disruption of 
supply, inventory, schedules, and technology access; price 
escalation; quality issues; technology uncertainty; product 
complexity; frequency of material design changes. 
Breakdown of operations; inadequate manufacturing or 
processing capability; high levels of process variations; 
changes in technology/in operating exposure; equipment 
malfunctions and systemic failures. 
Bogataj & Bogataj 
(2007), Manuj & 
Mentzer (2008), 
Wagner & Neshat 
(2010), Wagner & 
Bode (2006), 
Caniato (2003) 
Transportation 
or distribution 
SCD 
Include transportation delay, congestions, port stoppage, 
high levels of handling or inspection while crossing 
border, and interruption in changing transportation modes.  
Bogataj & Bogataj 
(2007), Caniato 
(2003) 
Demand (side) 
SCD 
The customer, the product and its characteristics, the 
physical distribution of products to the end-customer, the 
uncertainty surrounding the random demands of the 
customers; the risk that the product will not be in demand, 
planned and realised delivery will be lower than the 
demand, the risk of shortage. New product introductions; 
variations in demand (fads, seasonality, and new product 
introductions by competitors); chaos in the system (the 
Bullwhip Effect on demand distortion and amplification) 
Bogataj & Bogataj 
(2007), Manuj & 
Mentzer (2008), 
Wagner & Neshat 
(2010), Wagner & 
Bode (2006), 
Caniato (2003) 
Network 
related 
SC structure 
vulnerabilities 
Stems to a large degree from the disintegration of SCs and 
the globalization (and off-shoring) of value-adding 
activities 
Wagner & Neshat 
(2010) 
Systemic 
failures of 
human 
systems 
  
 Olson & Wu 
(2010)  
External 
SC 
Security risks 
(terrorism/ 
Malicious 
acts） 
Information systems security; infrastructure security; 
freight breaches from terrorism, vandalism, crime, and 
sabotage 
Manuj & Mentzer 
(2008), Kleindorfer 
& Saad (2005),  
Olson & Wu (2010)  
Environmental 
risk, Macro 
Risks (social 
and economic 
environment) 
Economic shifts in wage rates, interest rates, exchange 
rates, and prices; Competitive Risks: Lack of history 
about competitor activities and moves Manuj & Mentzer 
(2008), Kleindorfer 
& Saad (2005), 
Bogataj & Bogataj 
(2007) 
Actions of national governments like quota restrictions or 
sanctions; Resource Risks: Unanticipated resource 
requirements; policy instability risks, political 
environment; legal environment, operational environment, 
economic environment, cognitive environment 
Catastrophic 
risk  
Natural hazards (force majeure earthquakes, hurricanes, 
and storms), socio-political instability, civil unrest, 
economic disruptions, and terrorist attacks  
Wagner & Bode 
(2006), Stecke & 
Kumar (2009), 
Kleindorfer & Saad 
(2005),  Olson & 
Wu (2010) Non-terrorist intentional acts 
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Figure 2-2: Sources of Supply Chain Risk 
Source: Rao and Goldsby (2009) 
 
2.2.4 Relationship between Supply Chain Characteristics and Supply Chain 
Disruptions 
The design of a SC, its structural characteristics and decision making will heavily affect SCD 
occurrences and severity. Craighead et al. (2007) found that SC design characteristics 
(density, complexity, and node criticality, i.e. the importance of a node within a SC) are 
positively related to SCD severity. That is, the denser and more complex a SC is and the 
more critical nodes found therein, the greater the potential severity of a SCD. Craighead et al. 
(2007) also found that the SC mitigation capabilities (recovery and warning capabilities) 
possessed within a SC are negatively related to SCD severity, or in other words, as a SC’s 
capability of recovery and/or the ability to detect problems early increases, the potential 
severity of a SCD decreases. Further, SC mitigation capabilities may also interact with and 
moderate the impact that SC density, complexity and node criticality have upon SCD severity. 
Stecke and Kumar (2009) also identify that the probability of SCD will increase if the 
number of exposure points to SCD and distance or time from the ultimate supplier to ultimate 
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customer increases. Decreasing SC flexibility and redundancy will also elevate SC 
vulnerability and accelerate SCD severity.  
SC characteristics, such as interdependence, sourcing strategies, etc., influence organization 
or the SC vulnerability. Wagner and Bode (2006) collected data from 760 German industrial 
organisations and estimated a three stage ordinary least squares regression model to test the 
relationship between drivers of SC vulnerability and SC risk. The results of the models 
indicate that the drivers of SC vulnerability explain 13 percent of the variance of supply-side 
risk, seven percent of the variance of demand-side risk, and three percent of the variance of 
catastrophic risks. This study also identified drivers of vulnerabilities such as supplier 
dependence, single sourcing, global sourcing, and strong customer dependence have positive 
impact on SC risks. The study further revealed that SC interdependence and sourcing 
strategies have an impact on organizational and/or SC vulnerability, but does not address how 
SCDs actually influence organization/SC performance. 
Supplier selection strategies and risk portfolio affect SC vulnerability and revenues. Lockamy 
and Mccormack (2010) apply a Bayesian network approach to develop risk profiles for a 
given supplier and analyse the supplier’s external, operational, and network risk probabilities 
and associated revenue impacts. This study was designed to assist practitioners to examine or 
determine their current and future outsourcing strategies. The study also allows firms to 
determine their risk profile which can be used to determine the risk exposure and implications 
on revenue for its supplier base. 
Firms from different industries are exposed to different levels of SC vulnerability. Based on 
graph theory, Wagner and Neshat (2010) use data to model and measure SC vulnerability. 
Their study seeks to enable managers to assess the SC vulnerability faced by their firm 
quantitatively and mitigate any vulnerabilities in a more proactive and collaborative manner. 
The application of graph theory in the Wagner and Neshat study revealed that firms operating 
within the automotive industry have the highest SC vulnerability index, followed by firms 
producing and selling information and communication technology (ICT), and finally 
manufacturing firms; the common drivers of SC vulnerability were identified as SC structure 
within the above three industries; in the ICT industry, firms are exposed to greater risks 
related to demand side vulnerabilities, whilst, for the automotive and process manufacturing 
industries, vulnerability stemming from supply side factors appear to be of greater concern 
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than demand side factors. The study also revealed that firms from the logistics, food and 
consumer goods, and engineered products industries have, on average, approximately the 
same level of vulnerability; wholesaler and retailer firms in the study had the lowest 
vulnerability index, and hence trade firms should on average be less concerned with SC 
vulnerabilities than manufacturing and logistics service focused firms.   
 
2.2.5 Impacts of Supply Chain Disruptions 
Any form of a disruption has the potential to cause tremendous impact on the economic 
performance of countries, regions, organisations and supply chains. The September 11, 2001 
terrorist attack on the World Trade Centre (WTC) led directly to the deaths of more than 
3000 people, damage or destruction of more than 30 million square feet of office space in 
Lower Manhattan, damage to transportation and communication infrastructure, and 
disruption to business operations and residents’ lives (Bram, Orr and Rapaport 2002). The 
overall economic impact to New York City of the WTC is estimated at USD $82.8-$94.8 
billion being made up of the wealth and capital losses (USD $30.5 billion) and losses to the 
four-year Gross City Product (GCP) of USD $52.3 billion to USD $64.3 billion (William and 
Thompson 2002). The October 2002 US West Coast longshoremen’s lockout cost USD $1 
billion per day in the first week which grew to USD $2 billion per day in the second week, 
and resulted in the cessation of an enormous amount of container flows through the 29 West 
Coast ports. Further, the jobs of some four million US workers and factories’ productivity 
were threatened by this strike.  Foot and mouth disease (FMD) was spread with the contagion 
lasting 221 days in Essex, England in 2001. An estimated 6.5 million cattle, pigs, and sheep 
were slaughtered and burned during that period. It is reported that the agricultural sector 
suffered a monetary loss of nearly £2.4 billion pound as a direct result of this. At the same 
time, the European Commission, the US, Ireland, and South Korea banned all exports of 
British meat, milk and livestock products. The British agriculture industry, its customers, 
suppliers, and SC partners were impacted severely by these actions. FMD also had other 
effects on the British economy, including but not limited to a downturn in the British tourism 
industry (Sheffi 2005). 
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The very features of a SCD however often make it difficult to measure or quantify their 
economic impact.  First, disruptions typically have a low probability of occurrence and as 
such estimating their impact is difficult due to their unpredictability. Thus, often the impact 
of a disruption is incalculable, at least prior to the event. Second, a disruption can have ripple 
effect throughout the SC which can result in disproportionate effects as a result of increasing 
interdependency of SC participants. A small, unplanned emergency can have negligible 
economic consequence on a node within a global supply network, but it can cause another 
business to collapse elsewhere within the network. Further, disruption impacts could be 
transferable. An accident can arise anywhere in the world, but its impact may well beyond the 
location of the occurrence. Finally, longer-term or delayed impacts resulting from a 
disruption can be hard to estimate, and quite often can be larger than the direct short term 
impact experienced. It may take time for companies to recover and return to level of 
performance equilibrium after a disruption occurrence. Thus, indirect damages from 
disruptions can affect an organization’s economic performance adversely during the recovery 
period (Massachu-setts Institute of Technology (MIT) Center for Transportation & Logistics 
2008).    
Although there is an increased awareness and recognition among managers, consultants, and 
academics that SC performance is important to business success, the implementation of 
measures to prevent or minimize the costs of disruptions is not widespread. According to the 
Aberdeen Group (2006), recent survey results indicate that 82 percent of companies are 
concerned about SC resiliency and disruptions, however only 11 percent of companies have 
actually taken action to avoid or minimize disruptions.  
Studies measuring or quantifying SCD costs are also rare. One study estimated the cost 
impact would be USD $50 million to $100 million for each day of disrupted supply network 
for a given firm (Sheffi et al. 2003). Hendricks and Singhal (2003) analyse a sample size of 
519 companies that experienced SCDs. They found that shareholder value decreased by an 
average of 10.28 percent after publicly announcing SCD resulting in potential production 
and/or shipping delays. In 2005, Hendricks and Singhal undertook a similar study on how 
long-run stock price performance is impacted upon by SCDs. Based on 827 disruption 
announcements spanning the years 1989 to 2000, their investigation found the average 
abnormal stock return of sampled firms was about –40 percent in a time period that begins 
one year before and two years after the disruption announcement date (Hendricks and Singhal 
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2005). Furthermore, the methodologies of quantifying the costs of SCDs are still in their 
infancy. Wu, Blackhurst and O’grady (2007) designed a Disruption Analysis Network 
(DA_NET) model to determine how disruptions propagate within SCs and calculate their 
impacts. The results of this model indicate that if the disruption event is dealt with quickly, 
the lead-time of the order increases five days without influencing costs and that outsourcing 
as a SC method may shorten the increase in delay lead-time, but result in increased costs of 
approximately USD $15 per unit for a reduction to three days delay. Wilson (2007) compared 
the different impacts between traditional SC and a vender managed inventory (VMI) systems 
from a transportation disruption through the use of system dynamics simulations. The results 
of this study suggest that in both SC systems, unfilled customer order rates and inventory 
levels will likely be increased due to transportation disruptions. The study results showed that 
transportation disruptions between the warehouse and the retailer is likely to lead to the 
highest unfilled customer order rates in both SC systems and that transportation disruptions 
between the tier 1 supplier and the warehouse is likely to create the greatest “ripple effect” 
through the entire SC, in turn resulting in increased unfilled orders and problems with 
inventory levels.  
 
2.2.6 Strategies for Mitigating Supply Chain Disruptions 
Although it is hard to predict and measure the likelihood and impact of most disruptions, 
researchers suggest that a suitable SCRM approach or strategy can help enterprises reduce 
their exposure to risk and avoid a disruption or mitigate its impact. The following sections 
summarise the strategies suggested within the literature (Tang 2006b; Manuj and Mentzer 
2008; Stecke and Kumar 2009; KPMG 2011). 
 
2.2.6.1 Getting it Right from the Start 
Designing a strategic network enables SC managers to identify sources of unacceptable risks 
and deliver a framework for selecting new partners and suppliers, as well as embed the 
concept of risk management into their SCM strategies. Organizations can quickly react to 
changes and proactively manage SCDs through a well-planned, designed, executed and 
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optimised strategic network. For example, organizations can strategically identify and select 
new partners and geographies that carry less potential risks both in political, economic or 
environmental terms if the processes to do so are in place (KPMG 2011).     
To avoid and mitigate the risks of SCDs, strategies and measures should be carried out from 
the design stage of a product or process. For example, Cisco involves SC experts at the 
design or product-creation cycle phase. They find that the early integration of SCM helps to 
ensure that new product development and sales are resilient in the face of unexpected risks. 
Further, early supplier involvement in the design stage of a product assist in reducing the 
overall product development cycle time (Bolgar 2011).      
 
2.2.6.2 Building Redundancies 
Building redundancies into a SC can reduce the magnitude of disruption impacts, especially 
enabling firms to recover more quickly from disruptions. Redundant inventory and safety 
stock are commonly used by businesses to this effect. Safety stock protects companies from 
disruptions for a short-term period, as extra inventory of parts and finished goods may be 
able to meet supply and demand for short periods of time. However, safety stock is not a 
solution for protracted disruptions due to cost. The requirement to carry higher levels of 
inventory does not only tie up the capital of a firm, but also increases its inventory 
management costs such as warehousing and costs resulting from higher rates of damage. In 
addition, higher inventory levels also increase the risk of product obsolescence, particularly 
in volatile markets with short life cycles. As such, the holding safety stock represents a short-
term strategy for mitigating the impacts of SCD and is applicable mainly to firms operating 
in markets where products are not in danger of obsolescence and/or the inventory 
carrying/managing costs are low (Chopra and Sodhi 2004). Instead of safety stock, Tang 
(2006b) recommends the use of strategic stock. Strategic stock is inventory stored at 
strategic locations (warehouse, distribution centres) and shared by multiple SC partners 
(retailers, repair centres).  
Redundant capacity within a SC represents a better strategy for prolonged disruption events 
particularly where inventory managing costs and/or the risks of product obsolescence are 
high. Redundant capacity strategies include but are not limited to having additional 
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production lines or other internal and external (from suppliers) alternative manufacturing 
facilities, and trained multi-skilled personnel capable of operating the redundant capacity 
systems. Redundant capacity can also be achieved through reducing the capacity utilization 
rate to less than 100 percent. Redundant capacity therefore can be used to continue 
manufacturing and serving customers when disruptions occur, and provide companies more 
space for recovery or rebuilding efforts (Sheffi 2005).  
 
2.2.6.3 Building Flexibilities 
Flexibility is “the ability to change or react with little penalty in time, effort, cost or 
performance” (Upton 1994). Global SCs are complex networks operating in dynamic 
international markets with a high level of environmental and operational uncertainty. SC 
flexibility means that there are available alternative resources/capacities capable of 
responding to disruption events and enables risk sharing amongst SC partners. SC flexibility 
can be achieved through standardization, postponement, having a flexible supply and 
transportation base, dynamic pricing/promotions, and substitutable products (Sheffi 2005; 
Tang 2006b; Manuj and Mentzer 2008). 
Standardization allows firms to overcome disruptions by increasing SC inter-changeability, 
by enabling SCs to reroute flows quickly from disrupted segments to alternative segments 
within the network. Standardization methods include having standard facilities, standard parts, 
standard processes, and standard production systems across all or part of the SC (Sheffi 2005).   
A strategy of postponement or mass customization via the manufacturing of common 
components for a group of product varieties first and finishing customization later based on 
orders may also result in lower costs through economies of scale, whilst at the same time 
strengthening competitiveness by providing a greater variety of products and higher customer 
service levels. In addition, a postponement strategy could provide companies with greater 
time-efficiency which can be used respond to a disruption event. For example, putting on 
labels in different languages as close as possible to the store shelf can avoid and mitigate the 
impacts of a disruption by allowing the rerouting of unlabelled products to affected markets 
in the case of some disruption. Demand customization, component costs, product life cycle, 
and product modularity determine the level and scope of postponement. Dell is an excellent 
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example for using postponement strategy (Chiou, Wu and Hsu 2002; Sheffi 2005; Tang 
2006b; Stecke and Kumar 2009).  
Sole sourcing is cost efficient but creates vulnerabilities if there are demand fluctuations or 
supply disruptions. A flexible supply base strategy can enable firms to avoid demand 
fluctuations and supply disruptions and maintain smooth material and production flows 
during disruption circumstances.  
Flexible transportation strategies enhance firms’ flexibility to handle transport related 
disruptions. Flexible transportation strategies include multi-modal transportation, multi-
carrier transportation, and multiple routes/expedited services (Tang 2006b). Increased 
transportation visibility can help transportation disruptions be avoided through prompt 
communication of information (Stecke and Kumar 2009).  
Dynamic pricing/promotion and substitutable product strategies increase SC flexibility 
through enticing and guiding customers to purchase available products. This may also 
represent an effective way to handle supply and demand disruptions (Tang 2006b).  
 
2.2.6.4 Collaboration  
Collaboration along the SC not only develops deeper relationships between suppliers, 
distributors and customers, but also contributes to a reduced likelihood of disruptions. 
Collaboration secures a free flow of information, the sharing and heightening of 
communication between SC partners, and increases SC “end-to-end” visibility. With better 
collaboration, firms can obtain earlier warning of potential shortfalls which in turn may assist 
in identifying strategies to recover quickly from a disruption. In addition, collaboration 
increases mutual trust and commitment between SC partners, which in turn results in 
improved relationships. Stronger relationships with suppliers, distributors, and customers 
may allow companies to overcome disruptions by receiving greater levels of support from 
external partners. For example, the strong and trusting relationship between Toyota and its 
suppliers helped Toyota recovered quickly from the Aisin fire in 1997 (Sheffi 2005).  
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2.2.6.5 Building a Secure and Flexible Company Culture 
A company’s culture may influence an organization’s reaction and behaviour to a disruption 
event. In 2000, a fire incident at a Koninklijke Philips Electronics N.V. facility affected both 
Sony-Ericsson and Nokia, however the disruption to Nokia was not as severe as it was for 
Sony-Ericsson. Indeed, Nokia was able to increase its handset market share from 27 to 30 
percent as a result of the event. This was because Sony-Ericsson’s company culture did not 
allow it to react as quickly and effectively as Nokia. After this event, Sony-Ericsson 
introduced a new company philosophy “everyone is a risk manager” (Norrman and Jansson 
2004).    
 
2.3 Supply Chain Disruptions in Transportation 
2.3.1 Global Transport Chains 
A global transport chain can be divided into three layers, these being oversight, transaction 
and logistics (Willis and Ortiz 2004). The logistics layer represents the delivery system 
consisting of roads, rail tracks, or sea-lanes where containers are transported physically 
through the system so as to provide demanded logistics services to producers and consumers. 
The second layer is the transaction layer. In this layer, connections among participants 
(ultimate suppliers, manufactures, distribution centres, retailers, logistics providers, and 
ultimate customers) are legal contracts, informational production specifications, financial 
transaction records, and actual physical cargo movements. The oversight layer oversees the 
contracts and movement of cargoes through customs, organizations, law enforcement, and 
national or international borders (see Figure 2-3).    
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Figure 2-3: The Three Layers Model Concept of a Supply Chain 
Source: (Willis and Ortiz 2004) 
 
2.3.2 Review of Transport Related Supply Chain Disruptions  
Within the literature, the role of transport has tended to be regarded as a passive or marginal 
activity within a SC network, with little attention being paid to the study of transport 
uncertainty and its impact on overall SC performance (Mason and Lalwani 2004). Modern-
day managers however have recognized increasingly that transport is a key component of 
global SC networks and that effective transportation operations can improve overall SC 
performance. Any disruption to transport services can impact the delivery to customers. A 
more flexible and responsive transport operation, and an integration of transportation into the 
overall SC are needed to deliver customer value more effectively (Stank and Goldsby 2000; 
Mason and Lalwani 2004). Thus, more attention is required to study SCD explicitly in 
transportation.      
Types of transportation disruptions can include port stoppages, high levels of handling or 
inspections whilst crossing borders, and interruptions or delays caused during changing 
transportation modes. The transportation system is the most vulnerable part of a SC (Stecke 
and Kumar 2009) due to the fact that is a complex system involving multiple transport modes 
and facilities. Transportation disruptions can lead to different magnitudes of loss to the SC 
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network. Goods stopped in transit may result in increases to unfilled customer order rates, 
inventory fluctuations, and a greater level of inventory being carried in transit (Wilson 2007). 
Many factors involving intra- and inter-organizational, and external environments can result 
in transportation disruptions. Rodrigues et al. (2008) developed a conceptual model that 
categorised the causes of SC uncertainty impacting on transport operations. Replicated in 
Figure 2-4, this study highlighted the root causes of uncertainties within the transportation 
sector of SCs and categorised these into five main uncertainty sources: 1) uncertainty related 
to suppliers, 2) customers, 3) carriers, 4) control systems, and 5) external uncertainty. The 
model rationalises uncertainties into various types and enables practitioners to diagnose 
where the greatest uncertainties are and how to mitigate them once identified.   
 
 
 
 
 
 
 
 
 
Figure 2-4: Logistics Triad Uncertainty Model-Location of Key Uncertainties 
Source: Rodrigues et al. (2008) 
 
Disruptions to transport operations can affect economic and environmental sustainability. 
Rodrigues, Potter and Naim (2010) refine the 2008 model to assess the different causes of SC 
uncertainty that might affect the sustainability of the United Kingdom (UK) road freight 
transport sector. Based on survey data collected using online questionnaires, the study 
investigated the link between uncertainty in transport operations and their impact on 
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economic and environmental sustainability. The results of the study reveal that delays, 
variable demand and poor information provision, delivery constraints and insufficient SC 
integration are the main drivers affecting the sustainability of transport operations.  
Zhang and Figliozzi (2010) conducted a survey in China which showed how Chinese 
importers and exporters perceive the performance of international and domestic transport and 
logistics systems. The empirical results from this study indicated that Chinese customs and 
regulations inhibit efficient transport operations. The main causes of delay were found to be 
derived from “other factors”, including supply side, demand side and external uncertainties 
rather than from transportation issues. Transhipment was found to be the highest ranked 
reason for inefficient transportation operations followed by delays arising at the loading and 
discharge ports. Lost sales were a ubiquitous answer to questions related to the perceived 
costs of transport-related SC delays. Delays were associated with severe damage to a 
company’s image, reputation, and customer relationships. Exporters were concerned more 
with increased transportation and administration costs, whilst importers were concerned more 
with increased administration costs, affected sales, impacts on promotion plans, increased 
transport costs, as well as increased inventory costs. Mitigation strategies were also stated by 
interviewees as being placed at an operations level within the firm rather than at a strategic 
level.  
As discussed previously, the transportation system is complex and represents one of the most 
vulnerable parts of a SC since transportation and distribution systems involve multiple 
transport modes and facilities (Stecke and Kumar 2009). Use of an “inventory theoretic 
model” represents the traditional approach to investigate logistics or transport uncertainty and 
to highlight the impacts to inventory levels of transport-related uncertainty. The impact has 
been measured by the increased costs of holding more safety stock to prevent stock-outs due 
to transportation variability in transit times and reliability (Rodrigues et al. 2008). An 
investigation into rail stock delays within the chemical sector by Closs, Keller and 
Mollenkopf (2003) revealed small changes in rail transit time could reduce safety stock levels 
significantly for the shippers concerned. Saldanha, Russell and Tyworth (2006) analysed 
transit time variability on ocean liner shipping routes and suggested carriers should add more 
slack time into their published schedules to achieve better reliability. Vernimmen, Dullaert 
and Engelen (2007) conducted a case study to expose the impact of liner shipping schedule 
unreliability on the level of safety stock when the manufacturer is sourcing spare parts from 
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overseas. Their results showed that the standard deviation of demand during lead time 
(DDLT) decreased by over 20 percent and the level of safety stock required drops at a similar 
level if transit time at sea is shorter and more reliable. Their findings indicate that an 
improvement in liner shipping schedule reliability can lead to significant cost savings ranging 
from EUR $240,780 to EUR $2 million annually for low and high value spare parts 
respectively.  
  
2.3.3  Theoretical Framework Identifying Transport Related Supply Chain 
Disruptions 
As one form of uncertainty might interact and influence other types of uncertainty, any risk 
management strategy may become suboptimal without a full recognition of the overall SC 
risk sources (Rao and Goldsby 2009). Thus, a formal comprehensive framework is required 
to manage risks in terms of identification, quantification, and mitigation (Frosdick 1997; 
Khan and Burnes 2007; Rao and Goldsby 2009).  
Based on the above review of the literature on SC risk management, a conceptual framework 
to identify the sources of transportation related SCD is presented in Table 2-3. Transport 
related SCD sources are categorized into external, internal and network related causes 
(Jüttner, Peck and Christopher 2003). Internal SCD can be further categorised based on cargo 
type, actors, and information and financial. Operation and network-related SCDs are caused 
mainly by insufficient interaction and cooperation between organizations within the SC. 
External SCD sources can be classified into environment risks, security risks and 
catastrophes risks. Environment risks mean macro level risks (social and economic 
environment). Security risks refer to malicious acts or terrorisms. Catastrophic risks include 
natural hazards and non-terrorist intentional acts.  
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Table 2-3: Framework to Identify Sources of Transport-Related SCDs  
 
Sources of 
Transportation 
Related SCD 
Internal 
Vulnerability 
Cargo 
Actors   
Information and Financial flows 
Operational 
and Network 
Related 
Vulnerability 
Operational Vulnerabilities (e.g., Schedule unreliability; 
empty containers reposition) 
Infrastructure Vulnerabilities (e.g., Ineffective 
infrastructures; congestions) 
External 
Vulnerability 
Environment 
Risks  
Environment risks mean macro risks 
(social and economic environment, 
external infrastructures and environment 
surrounding the whole SC network).  
Security Risks 
Security risks refer to malicious acts or 
terrorisms. 
Catastrophes 
Risks 
Catastrophic risks include natural hazards 
and non-terrorist intentional acts. 
 
 
2.4 International Containerised Maritime Transport Chains 
2.4.1 The Concept of Maritime Logistics 
Maritime logistics is a concept that has evolved from the traditional definition of maritime 
transportation and logistics. Maritime transportation has been defined as the transportation of 
goods and passengers between two or more seaports by sea. Primarily, maritime logistics is 
concerned with activities on the sea-leg (port-to-port) and operations related to the sea-leg of 
a journey. According to the Council of Logistics Management (CLM), logistics is an 
important element in global SCs, providing efficient services to effectively enable material, 
goods, and information flows through the entire SC channel, from original suppliers to 
ultimate customers, hence, ultimately satisfying the final customers’ requirements. Benefiting 
from the development of globalization, consumers nowadays are able to purchase quality 
goods at relatively low cost, delivered at the right time and place. Thus, an all-inclusive door-
to-door transportation concept has been derived as a result of intensive competition within 
transportation markets resulting in increased customer requirements. It requires the provision 
of low cost and highly efficient logistics services from origin supplier to final customer often 
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via multi-modal transportation means. As part of this, ocean carriers are increasingly 
interested in the provision of total door-to-door logistics services, hence including inland 
transportation services, to satisfy their customers (Panayides 2006).  
Maritime logistics is the integration and convergence of maritime transport and logistics. It is 
a systematic embodiment of integrated logistics systems, including the process of planning, 
implementing, and managing the movement of ocean carriage cargoes and information in an 
effective and efficient manner by multi-transport modes or via intermodal transportation from 
original supplier to ultimate customer. As a result, individual transport modes have to work 
together as partnerships instead of competitors to pursue faster, more efficient and more 
effective logistics services. Maritime logistics covers activities in maritime transportation 
areas and additional logistics services, such as contracting, shipping, sea voyage, moving 
cargo and loading/unloading, stripping/stuffing, storage, warehousing, inventory management, 
offering a distribution centre, quality control, testing, assembly, packaging, repacking, 
repairing, inland connection, and re-use (Lee and Song 2010) .  
 
2.4.2 The Importance of Maritime Logistics 
The importance and contribution of maritime logistics to the global economy is obvious since 
about three-quarters of the surface of the earth is covered by water. Historically, shipping first 
made intercontinental travel and trade possible. Maritime transport carries roughly 90 percent 
of world trade every year while air transportation is primarily confined to the movement of 
urgent and/or expensive cargo (International Maritime Organization (IMO) 2009). Thus, 
maritime logistics may be considered as the lifeblood of the global economy. 
Maritime logistics is the first logical and efficient choice for most cargo movement. The 
growth of economic globalization suggests that the sourcing, manufacturing, distribution, and 
sales for any particular good may occur across different countries. As a result, rapidly 
increasing movements of raw materials, components, and finished products are occurring 
between nations. Many raw materials, characterised as heavy density, low unit value, or bulk 
need to be moved long distances. Maritime transport provides an efficient mode of 
transportation for these raw material movements at low cost, large volume, and high quality. 
The introduction of containers to the shipping sector has enabled global distribution systems 
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to reconcile spatially diverse supply and demand relationships and interact more efficiently 
(Notteboom and Gue 2008). Innovations in technology have also enhanced maritime 
transportation competitiveness in terms of efficiency (low cost) and effectiveness (reliability, 
flexibility and responsiveness). Shippers of high value products nowadays have a more open 
attitude toward maritime transportation given its many advantages including inexpensive 
freight rates, unstinted shipment space, and acceptable delivery speeds (Kendall and Buckley 
2001).   
Maritime logistics therefore contributes significantly to world trade. The maritime industry 
has experienced a steady and healthy growth over the last two decades. Global container 
trade recorded an estimated 10 percent annual growth rate on average over the last two 
decades. The value of world maritime container trade increased from USD $2 trillion in 2001 
to USD $4 trillion in 2008. A total of 7.9 billion tonnes of seaborne trade in 2009 where 
transported, 15.3 percent of which was containerised cargo (Clarkson Research Services 
2009). The proportion of containerised trade in the world’s total dry cargo sector increased 
from 5.1 percent to 25.4 percent from 1980 to 2008. The world containerised trade in total 
was 137 million TEUs (1.3 billion tons) in 2008 (United Nations Conference on Trade and 
Development (UNCTAD) 2009).    
 
2.4.3 General Background on Containerised Maritime Transport Chain 
The containerised maritime transport chain is a sub-component of the global SC and is 
concerned mainly with the movement of goods via shipping containers. It is a complex 
hybrid system involving complex interactions amongst a multitude of actors, industries, 
regulatory agencies, transport modes, operating systems, liability regimes, and legal 
frameworks during a container’s transmission from the time it is packed, via loading and 
unloading at intermodal terminals and on maritime vessels, to the time it is delivered to the 
consignee (Organisation for Economic Co-operation and Development (OECD) 2005).      
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2.4.3.1 The Process of Containerised Maritime Logistics  
Global SCs execute international trades involves multiple agents including suppliers, 
manufacturing centres, warehouses, distribution centres/consolidators, retailers, logistics 
service providers, and ultimate customers. The process of an international transaction trade 
encompasses physical flows, information flows, and financial flows.  
The flow of international trade also illustrates the process of maritime logistics as consumers 
demand a comprehensive and all-inclusive door-to-door logistics service. The demand of the 
ultimate customers (including realistic and forecasted demand) triggers container movements 
of raw materials and components across borders to manufacturing centres (transforming raw 
materials and components into finished products). Finished products are then transported to 
warehouses, distribution centres/consolidators, retailers, and final customers via intermodal 
transport logistics system (including road, rail, sea, air transportations, and related logistics 
services) from the origin to destination worldwide. Containerised maritime logistics is 
therefore firstly a physical movement of cargo from place to place by different modes, and 
secondly involves information and financial flows, with the aim of ensuring the cargo’s 
physical movement at the right time, the right place, and with the correct quantity and price 
(see Figure 2-5).  
 
 
Figure 2-5: International Container Logistics Chain: Place in the Logistics Chain 
Source: (Organisation for Economic Co-operation and Development (OECD) 2003) 
 
2.4.3.2 Information and Financial Flow in Maritime logistics 
Information and financial flows are vital to international trade. First, information 
transmission insures that every international transaction is carried out so that the right product 
in the desired quantity is delivered to the correct agent at an acceptable time and cost. To 
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fulfil this purpose, each international transaction can involve up to 40 separate documents to 
transmit amongst different participants and government organizations (Organisation for 
Economic Co-operation and Development (OECD) 2003). These documents specify the 
details of each shipment, including the specification of products in a shipment, their quantity, 
how they are packed in a container, details of custody and liability, information about the 
shippers, receivers, freight forwarders/ transporters/brokers and other intermediaries, 
information regarding the timing and responsibility for payment, etc. Secondly, elaborate 
information flows support customs and security agents to make timely and efficient 
inspections or other security judgements as required. Third, information and documents 
related to financial flows ensures each transaction is implemented and completed correctly. 
Any interruption to information or financial flow can delay or otherwise impact negatively an 
international trade. Figure 2-6 illustrates a common example of information and financial 
flows in an international trade transaction.    
 
       
Figure 2-6: Information and Financial Flows in International Container Logistics 
Chain: Documentary Credit (DC) 
Source: (Organisation for Economic Co-operation and Development (OECD) 2003) 
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2.4.3.3 The Stakeholders/Actors of Containerised Maritime Logistics 
There exist a large number of stakeholders within the maritime logistics system as Willis and 
Ortiz’s (2004) layered model indicates. Any organization involved in the physical movement 
of cargo, facilitating the movement of cargo, and supervising the physical, financial, and 
information flows related to cargo is considered a stakeholder of the containerised maritime 
transport chain (Willis and Ortiz 2004). Therefore, not only does this include all ocean 
carriers, rail freight providers, trucking companies, port operators and their vendors (shipyard, 
crane workers, etc.), but also suppliers, manufacturers, distribution centres, retailers, 
customers, and any supervisory organization (including customs, IMOs, etc.). Based on 
Willis and Ortiz’s (2004) theory, maritime stakeholders can be categorized as jurisdictional 
(e.g., customs, navy, police and port authorities at a national, state or local government level), 
exporters (i.e., exporters, freight consolidators, inland transportation carriers, terminal 
operators, freight forwarders, ocean carriers, and customs), and importers (e.g., ocean carriers, 
customs brokers, custom inspectors, terminal operators, inland transportation carriers, and 
importers). In addition, the huge number of personnel required to service all these 
stakeholders can also be viewed as stakeholders within the maritime logistics industry (see 
Figure 2-7).    
 
 
 
Figure 2-7: International Container Logistics Chain: People/Actors Involved 
Source: (Organisation for Economic Co-operation and Development (OECD) 2003) 
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2.4.3.4 The Infrastructures and Assets in Maritime Logistics 
In the process of international trade, importers and exporters may ship cargo via trucks on 
roads to intermodal terminals, tranship to trains on railroad or onto barges on coastal/inland 
waterways, and again tranship these to ships which travel on the sea from one port to another. 
This process involves the following transport infrastructure: Road/highway infrastructure, 
train tracks/railroad, inland container terminals and storage areas, inland navigation channels, 
and port facilities. In all of this, ports represent the crucial connecting point between 
transhipped land-based transport modes and maritime modes, with a large number of 
researchers emphasizing their importance (United States General Accounting Office (GAO) 
2002; Organisation for Economic Co-operation and Development (OECD) 2003; 
Congressional Research Service (CRS) 2005; Sarathy 2006; Bichou 2008).  
Port infrastructure is very expensive and once built not easy to expand. Port infrastructure can 
include the gate (the frontier between in-land and port), the port area (container yard, free 
trade zone, warehouse, containers and vessels maintenance), the berth (frontier between sea 
and port, berth length and depth are parameters affecting port efficiency, dock-side cranes to 
load and unload containers), the container cleansing and maintenance yard, the ship yard, and 
intermodal container transfer facilities (see Figure 2-8).   
Assets in the containerised maritime logistics sector not only include expensive vessels and 
cranes, but also a high technology inspection equipment for the purposes of customs and 
security clearances, information sharing, and handling facilities within the marine system. 
The diverse set of cargo shipped within the containerised maritime logistics may also be 
considered assets as well.    
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Figure 2-8: Port Activities and Infrastructures 
Source: (Estache and Rus 2000) 
 
2.4.4 Identifying the Vulnerabilities in the Containerised Maritime Transport Chain  
According to research, the more exposure points that exist within a SC or the more dense, 
complex, or the greater the number of critical nodes in a SC, the higher the probability there 
exists in terms of experiencing a severe SCD (Craighead et al. 2007; Stecke and Kumar 2009). 
SCs involving containerised maritime transportation are more vulnerable than those without 
containerised maritime transportation for a number of reasons. Firstly, SCs with containerised 
maritime transportation are prone to vulnerability as they have more exposure points and 
critical nodes that are susceptible to SCD. Secondly, containerised maritime transport chains 
typically connect more/multi-modes to a greater variety of infrastructure and rely on more 
complex partnerships throughout the SC. Furthermore, distance and time between origin and 
destination are prolonged inevitably if SCs are involved in maritime transportation.  
According to the framework for identifying SCDs discussed in section 2.3.3, the vulnerable 
nodes in containerised maritime transport chains are identified and summarized as the 
following sections.  
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2.4.4.1 Internal Vulnerabilities 
As containerised maritime transport chains are concerned mainly with the movement of 
goods via shipping containers, the identification of internal vulnerabilities will tend to focus 
on activities related to the movement of containers and the contents of containers. This is 
discussed in more detail in the section that follows.   
 
2.4.4.1.1 Cargo and Containers 
The staggering volume and high velocity of container movements and its ubiquity worldwide 
should not only be viewed as the strength of the containerised maritime transportation system, 
but rather should be emphasised as a challenge or vulnerability from the perspective of 
security. Most of the world’s non-bulk cargo travel via marine shipping containers. The 
tremendous amount of international container movements and the fact that these containers 
can be found virtually everywhere imply that the containerised maritime transport system 
could be easily subverted, or misused, or used in such a way to carry out a terrorist attack. In 
addition, there are numerous container types (including tank containers for gaseous or liquid 
cargo, open frame containers for transporting odd-sized consignments, soft-top containers, 
containers fitted with special garment racks, and refrigeration units (“reefers”) for 
transporting chilled food) involved in international containerised maritime transport chains, 
and each of these container types pose unique security risks to an entire chain (Organisation 
for Economic Co-operation and Development (OECD) 2003; 2005).   
Containers or cargo in containerised maritime transport chains have suffered several criminal 
and terrorist threats, including piracy throughout history. This includes the theft of goods, 
fraud, illegal immigration, drug and contraband smuggling, piracy, and the potential misuse 
for terrorist purposes. Losses due to cargo theft are estimated to be between USD $30 and 
$50 billion per year, mostly related to road transportation. Nevertheless, container loading 
locations potentially increase the vulnerability of containerised maritime transport chains. 
The container could be loaded anywhere, whether it be at a manufacturing plant, a warehouse, 
a consolidation centre, directly in an open courtyard or on the street. (Organisation for 
Economic Co-operation and Development (OECD) 2003). 
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Cargo carried in containers can also represent a potential source of vulnerability for 
containerised maritime transport chains. Although thousands of legitimate hazardous or 
danger goods containers are safely shipped every day, there remains a threat that such 
containers may be misused by terrorists or operated irregularly, resulting in significant 
accidents or other unsavoury incidences (Organisation for Economic Co-operation and 
Development (OECD) 2003). 
 
2.4.4.1.2 People/Actors 
As mentioned in Section 2.4.3.3, there exists a large number of actors within the 
containerised maritime transport chain system, including millions of importers and exporters 
who depend upon thousands of logistics service providers to coordinate and carry cargo to 
hundreds of ports where containers are shipped overseas, and dozens of different supervisory 
authorities governing the transmission processes and ensuring security. Thus, it is extremely 
difficult to cooperate and collaborate in order to achieve entire network optimisation among 
the numerous participants. As a result, contradiction and vulnerability inevitably exists along 
many SCs where there exist incompatible operations and information management systems, 
and un-harmonised and un-coordinated regulatory frameworks and security practices 
(Organisation for Economic Co-operation and Development (OECD) 2005).  
A large portion of actors in a container shipping chain is represented by Small and Medium 
sized Enterprises (SME). Approximately 40 percent of exporters in the European Union (EU) 
and 97 percent of US exporters are SMEs; more than 99 percent of road transport operators 
are SMEs and less than 0.1 percent are large enterprises in the EU (Organisation for 
Economic Co-operation and Development (OECD) 2005). From this number, it is not 
difficult to infer that a high proportion of export/import firms, transportation operators, and 
other intermediaries in Asia are also SMEs. SMEs usually have insufficient resources and 
motivation to implement optimal SCM and security measures. This may result in the 
exploitation of regulatory loopholes existing inside organizations and among SC partners, and 
the concealing of potential vulnerabilities and security risks along the chain.  
The labour force involved in container transport chains is also vast. Any mistake made by an 
officer or worker in the network, deliberately or unconsciously, can compromise the entire 
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performance of a SC, or hide numerous implicit vulnerabilities that may disrupt an entire SC 
operation at a later time. Further, seafarers are under increasing risk of being kidnapped or 
hijacked. Further, it is not impossible to assume that that some within the labour force may be 
accomplices to criminal or terrorist groups (Organisation for Economic Co-operation and 
Development (OECD) 2003).   
      
2.4.4.1.3 Information and Financial Flows 
Information disruption refers to disruptions to the effective or otherwise inerrant information 
flows throughout a SC network. Under lean SCM practices, SC networks increasingly rely on 
IT infrastructure to ensure secure, accurate and reliable information sharing.  Unfortunately, 
the more information sharing that occurs, the greater the risk of failure someone along the 
chain.  
To dispatch containers quickly and accurately from the original shippers location to the final 
consignees, accurate information is required in terms of trade contracts, regulatory 
compliances, and operational details. However, since most participants operating in a 
containerised maritime transport chain are SMEs, many of them can only provide paper files, 
faxes, phones, and oral messages due to technological shortages. Some shippers even have to 
recourse intermediaries to facilitate their international trade. This means first hand 
information of container contents can be disharmonised, incompatible, and un-interoperable. 
As a result, re-transcription errors of data are often unavoidable, since data sent along the 
chain is often re-keyed or re-transcribed by intermediaries. Any unclear or inaccurate 
information may then slow down or interrupt container movements during customs or other 
authority clearances who rely on the processed data. In such cases, long delays and additional 
storage costs are inevitable as containers are withheld and stored until all documentary 
requirements are satisfied. 
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2.4.4.2 Operational or Network Related Vulnerabilities  
2.4.4.2.1 Operational Vulnerabilities 
The operational factors that might cause road transport delays in international containerised 
maritime transport chains are first, the large number of verification and identification 
documents regarding information related to the container, vehicle, and driver which have to 
be presented to different authorities (e.g., information about the container should include 
cargo type, quantity, origin and destination, taxes/duties, etc.; vehicle identification should 
include license, safety, and emissions standards, etc.; and driver identification should include 
passport/visa verifications, driver licence, etc.). Incomplete or unclear documentation can 
delay the container movements. The more detailed the document verification carried out by 
authorities, the longer any possible delays may be. Second, commercial vehicles are under 
increasing risk of theft and hijacking. Road transportation represents a vulnerable link in any 
containerised maritime transport chain given multiple stops, infrastructure openness, and 
extreme accessibility. For example, a 20 percent increase in commercial vehicle thefts was 
reported between 1995 and 1998 in a 1998 ECMT survey (Organisation for Economic Co-
operation and Development (OECD) 2005). Finally, insufficient fleet capacity/fleet 
management, defective vehicles, lack of drivers, and fierce competition in freight transport 
industry may affect container delivery on the road and result in transportation delay and 
SCDs (Mason et al. 2003; Fowkes et al. 2004; McKinnon and Ge 2004).  
Rail re-marshalling and the need for shunting are the major causes of rail transportation 
delays. Rail re-marshalling and shunting are very complicated and time-consuming processes. 
Consequently, long travel times and delays are not uncommon within the rail transportation 
sector. In addition, some freight trains might have to change locomotives and train crews for 
international rail services due to the technical incompatibility of signalling, electrical systems, 
or lack of personnel qualified for cross-border operations. Changing locomotives and crews is 
costly and complex and a time-consuming process which potentially may result in a higher 
risk of delays to scheduling (Organisation for Economic Co-operation and Development 
(OECD) 2005).   
Scheduling unreliability is becoming a major challenge to container shipping. According to 
Drewry Shipping Consultants (2006b), 21 percent of the vessels deployed on worldwide liner 
services arrived one day late,  eight percent two days late, and at least 14 percent of vessels 
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calling their port of arrival where three or more days late. Only four percent of the vessels 
arrived two to three days before their scheduled estimated time of arrival (ETA) with on-time 
vessel calls about 52 percent. Less than 40 percent reliability levels were reported in liner 
routes through the Asia/East Coast, South America, Asia/West Coast South America, 
Europe/Med/Australia/New-Zealand/South Pacific, Europe/Med/West Coast South America, 
North America/Caribbean/Central America, and North America/East Coast South America 
trades. Transit time delays of three days or more are not uncommon on many trade routes 
(Drewry Shipping Consultants 2006b). The Maersk line recorded the highest schedule 
integrity of 70 percent, with MSC recording the lowest level with 41percent (Notteboom and 
Gue 2008). 
Schedule unreliability is mainly caused by port congestion, which is a consequence of an 
insufficient match between demand for container services and supply of container handling 
capacity. An average 11 percent annual growth rate was reported for total throughput handled 
by the world’s container ports between 2000 and 2006. That is, including empty container 
movements and transhipments, total container circulation increased from 236 million TEU to 
an estimated of 442 million TEU between 2000 and 2006 (Drewry Shipping Consultants 
2006a). However, it is difficult to expand ports and increase terminal/container handling 
facility capacity. Thus, many container ports worldwide have experienced utilisation levels of 
no less than 90 percent. A shortage of terminal flexibility is obvious at 90 percent plus 
facility utilisation levels (Appleton 2005; Ocean Shipping Consultants 2006). Consequently, 
severe port congestion is a common maritime issue, particularly during peak seasons. In 
addition, port delay/congestion can generate knock-on effects at other ports due to the nature 
of closely integrated liner services. Further, terminal planning tools (e.g., COSMOS and 
NAVIS) were designed to work under optimal/normal circumstances, and hence do not work 
well in practice, particularly where serious congestion conditions exist. This has resulted in 
further deterioration of schedule reliability. Other factors that cause schedule unreliability can 
range from bad weather, labour strikes at ports, delays at the access to port, or security 
considerations (Notteboom and Gue 2008).  
Empty container repositioning is increasingly becoming a key logistics challenge due to 
global trade imbalances. Taking the US as an example, a mismatch between export and 
import of containerised trade between Asia and Europe resulted in an 11.1million TEU 
container disequilibrium in the year 2005. Thus, about 70 percent of the slots of 
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containerships leaving the US were empty in 2005 (Boile et al. 2006; Notteboom and Gue 
2008). Inefficient empty container repositioning may also result in capacity shortage or 
transportation delays for the container shipping sector.   
Slow steaming refers to transoceanic cargo ships, especially container ships operated at 
significantly less than their maximum speed to reduce the fuel oil costs and cut carbon 
dioxide emissions. Driven by the stubbornly high fuel prices, slow streaming has been one of 
the dominant trends in container shipping over the past five years (Wikipedia 2013). 
However, the impact of slow steaming on SCs performance, as well as the uncertainties and 
vulnerabilities that could potentially be increased by slow steaming in container shipping, 
have not yet been adequately studied (Maloni, Paul and Gligor 2013). Although carriers have 
identified slow steaming as having the potential to significantly reduce the fuel oil costs, 
lower greenhouse gas emissions and improve schedule reliability (Maloni, Paul and Gligor 
2013), speed is the primary concern for ocean shipping (Saldanha et al. 2009), and longer 
transit times caused by vessel speed reduction will increase shippers’ pipeline inventory costs. 
In addition, the longer transit time could also increase SC operation vulnerabilities, 
particularly, SCs handling of perishable and short life cycle products (such as clothing and 
electronics) (Page 2011) by extending the forecast horizon, decreasing forecast accuracy, 
increasing safety stock needs and risks of out of stocks, and making JIT shipment volumes 
more difficult to estimate (Bonney and Leach 2010). Furthermore, schedule optimisation in 
slow steaming is extremely important, considering the restrictions of the berthing window in 
most ports, and the range of ports that need to be served at both ends (Drewry Maritime 
Research 2013).  
 
2.4.4.2.2 Network Related/Infrastructures Vulnerabilities 
Containerised maritime transport chains operate via complex intermodal transportation 
systems comprising ocean routes, road, and rail networks in order to connect two places 
anywhere in the world. This transport system is vulnerable due to a number of factors.   
In the intermodal transport system, each mode operates on its own infrastructure. Most roads, 
rail tracks, and waterways are open (i.e., unfenced). The openness of these transportation 
infrastructures means they are accessible and operationally flexible, however, at the same 
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time potentially vulnerable to damage, or to a loss of integrity of the cargo. Most road and 
rail networks not only traverse dense urban landscapes but also vast rural stretches. This 
provides multiple access points and easy escape for any thief or other criminal or terrorist 
(Organisation for Economic Co-operation and Development (OECD) 2003). Moreover, 
highly ineffective freight transportation infrastructure (i.e., inadequate road networks, poor or 
badly maintained infrastructure) may affect SC operations, particularly in many developing 
countries (Gulyani 2001). When compared with already developed countries, the efficiency 
of China’s logistics industry is still low in terms of the ratio of logistics expenditures to Gross 
Domestic Product (GDP). In 2000, China’s logistics expenditures amounted to 20 percent of 
the GDP whereas logistics spending accounted for 10.3 percent of the US’s GDP, 14 percent 
of Japan’s GDP, and 10–13 percent of EU’s GDP (Waters 2007). Consequently, additional 
unit freight costs, vehicle operation costs, damage costs, and inventory carrying costs are 
imposed on different participants along the SC and ultimately passed on to the customers. 
This may result in decreases to customer satisfaction and compromises the entire SC 
performance and competition.   
Congestion is a severe transportation problem no matter whether it occurs inland or on a 
waterway. Congestion can cause a service reliable decreases due to variable and 
unpredictable travel times (McKinnon and Ge 2004; Rodrigues et al. 2008). Congestion of 
road transportation might cause small or serious delays for short-distance deliveries, and 
increase operating costs (labours, fuel, inventory, etc.), as well as decrease customers’ 
satisfaction levels (Mckinnon 1999; Figliozzia 2010). Congestion occurring at ports however 
can result in longer delays, disruptions to containerised SC operations, and impact upon a 
nation’s economy (Rodrigues et al. 2008). Disruption to road, rail, and water channels may 
also severely impact both freight transportation and passenger transportation. For example, a 
railcar that caught fire took five days to extinguish in a tunnel under downtown Baltimore in 
2001. The incident interrupted rail movements throughout the Northeast Corridor, and light 
rail passenger trains in the downtown area as well as Amtrak passenger trains (Riley 2004).             
Ports are considered to be one of the principal vulnerable chokepoints in the containerised 
maritime transport chain. First, many ports are located in or near major metropolitan areas 
and are extensive in size. They are also the switch point of a container between ocean and 
land transport. This means that most ports are accessible by water or land. The very 
accessibility of ports leaves potential loopholes that may be exploited due to lax security 
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resulting in criminal activity which is hard to detect, and difficult to prevent. Second, the 
rapidly growing international container trade over past two decades has made seaports scarce 
commodities. Capacity shortages are becoming increasingly severe for most ports. However, 
ports are hard to expand due to restrictions of space and the unwillingness of various 
authorities to actually do so. Thus, ports are becoming major bottlenecks for most 
international containerised maritime transport chains. A port is comprised of a number of 
dedicated terminals and cargo handling facilities. The capacity limitation of container 
terminals and cargo handling facilities may result in port congestion. Further, delay at one 
port may have flow on effects to land transportation, as well as delays at other ports. Hence, 
delays may have an international dimension that needs to be considered in terms of the global 
economy (Organisation for Economic Co-operation and Development (OECD) 2005; 
Notteboom and Gue 2008). 
 
2.4.4.3 External Vulnerabilities  
Regardless of the inherent vulnerabilities associated with network or internal operations, 
containerised maritime transport chains are operating in an increasingly uncertain external 
environment which brings with it various challenges, such as energy security, cost issues, 
climate change, bad weather, financial crises, and economic recessions. As mentioned in 
section 2.3.3, external SCD sources may be categorize into environment risks (social and 
economic environment), security risks, and catastrophes risks (natural hazards and non-
terrorist intentional acts). Over the last 10 years, the occurrence of natural and man-made 
catastrophes has risen dramatically, and its average cost has increased 10 times compared 
with the costs incurred in the 1960s (Tang 2006b; Stecke and Kumar 2009). As such, an 
increasing number of researchers are concern with vulnerabilities emanating from the 
external environment, such as variations in key transport macroeconomic indicators (fuel 
prices, HGV driver shortages, etc.), bad weather, and uncertainty from future government 
policies (Evenson 1999; Boughton 2003; Sheffi et al. 2003; Dawes 2004; Hale and Moberg 
2005; Runhaar and van der Heijden 2005; Braathens 2010). A growing emphasis is also 
being placed on terrorism and piracy.  
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After the September 11 2001 attack, maritime security concerns switched from cargo damage, 
theft and smuggling to the misuse of shipping containers and the transport system for the 
purposes of terrorism. Container shipping is now considered the most attractive and 
accessible component of the transport sector for the illicit transport of conventional and 
unconventional terrorist weapons (Tzannatos 2003). The threat of terrorists using containers 
and the maritime transport sector to conduct activities includes the possibility of sinking or 
disabling one or more ships in a channel or at port, hijacking a ship and using it to destroy 
some form of infrastructure, using shipping containers to deliver a conventional bomb, a 
radiological dispersion device, or even a nuclear weapon. The consequences of a successful 
terrorist attack could result in catastrophic human injury and death, millions or billions of 
dollars in losses or damage to a nations economy or the global economy as a whole, and 
political instability and upheaval with ongoing consequences (Greenberg et al. 2006).   
Mainly driven by the prospect of windfall profits, the scale and sophistication of piracy has 
also jumped markedly in recent years. Thus, it is necessary to set it apart from maritime 
terrorism which focuses more on causing damage or harm than profit. According to Chalk 
(2009), the number of registered piracy incidents was 1845 globally  between 2003 and the 
end of 2008, with an average annual rate of around 352.  Almost 900 crewmembers were 
abducted in 2008, representing a 207 percent increase compared to 2007. In 2009, 406 piracy 
and armed robbery incidents were reported (International Maritime Bureau's (IMB) Piracy 
Reporting Centre 2010). Factors contributing to the emergence of piracy in the contemporary 
era include the reduction of sailing crews, the widespread and openness of coastal and port-
side infrastructure, the difficulty for maritime security related to and limited resourcing, the 
availability of weapons worldwide, and the anarchic situation in countries such as Somali, as 
well as official complicity in high-level pirate rings (Chalk 2009). The overall annual cost of 
piracy to the maritime industry was estimated at between USD $1 and $16 billion in 2009, 
more if the cost of implementing mitigation efforts are also counted (United Nations 
Conference on Trade and Development (UNCTAD) 2009). 
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2.4.5 The Impacts of Containerised Maritime Transportation Related Disruptions  
A port closure can potentially cause a loss ranging from millions to trillions of dollars for 
shippers, carriers, and consignees, with possible damage to an entire nation’s economy. As 
discussed previously, the October 2002 US West Coast longshoremen’s lockout cost USD $1 
billion per day for the first week, growing to USD $2 billion per day in the second week. The 
New United Motor Manufacturing Inc. (NUMMI) is an example of a company affected by 
this event. NUMMI was forced to shut down and idle 5500 workers in its California plant. To 
satisfy market demand, NUMMI had to use airfreight instead of sea freight to carry parts 
from Japan during that period. In turn, NUMMI suffered substantial costs due to added 
transport fees, storage, and overtime wages (Sheffi 2005). 
Schedule unreliability in liner shipping has the potential to affect several actors within 
container maritime transport chains. First, shipping lines are increasingly confronted with 
longer total round-trip times, fixed daily ship and operational costs, and the need to reshuffle 
the order of, or even the omission of, certain port calls to ensure schedule integrity. Second, 
terminal operators are confronted with increased uncertainty of ETA of container vessels, 
decreased efficiency of berth and yard planning, the full or over utilization of facilities, and 
congestions at terminals. Third, inland transport operators are confronted with increased 
delays and reduced productivity levels. Finally, shippers and consignees are confronted with 
imposed congestion surcharges, increased lead times, and higher safety stock/inventory levels 
required to avoid disruptions of SC activities (Vernimmen, Dullaert and Engelen 2007).    
The dangers of piracy are also multifaceted. First, piracy it is a threat to the lives of crews and 
may result in an increase of mental trauma. Second, it delays shipments, either when a ship is 
hijacked or has to re-route to avoid harm, resulting in abnormal operations of the maritime 
industry and global containerised maritime SCs. Third, it creates additional costs to all 
containerised maritime stakeholders. Authorities have to increase investment on military 
presence and operations in affected areas.  Shipping lines/carriers have to re-route ships to 
bypass affected areas such as the Gulf of Aden and the Suez Canal at an estimated additional 
cost of USD $7.5 billion per annum resulting from the re-routing of 33 percent of cargo via 
the Cape (United Nations Conference on Trade and Development (UNCTAD) 2009). Besides 
the increased re-routing costs, shipping lines/carriers are confronted with increased costs 
related to the hiring and retention of greater numbers of security personnel and the 
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installation of deterrents, as well as higher insurance premiums. A war risk insurance 
coverage of USD $20,000 per ship, per voyage (excluding injury, liability and ransom 
coverage) has been imposed on ships that transit via the Gulf of Aden and the Suez Canal for 
example. This compares to USD $500 previously required to purchase additional insurance 
coverage, representing an incremental cost of war risk insurance premiums for the 20,000 
ships passing through the Gulf of Aden at an estimated USD $400 million (United Nations 
Conference on Trade and Development (UNCTAD) 2009). There is no doubt that these 
increased costs are or will be passed onto shippers and or consumers in the future. Finally, 
piracy can undermine the oceanic environment via the spilling of hazardous or danger goods 
containers. Environmental damage will also pose economic and political impacts on affected 
ocean areas, particularly if affected areas rely heavily on the oceans as a primary resource of 
food, and/or regional and international export (Chalk 2009).    
Aside from piracy, the consequences of terrorist attacks on containerised maritime transport 
chains include human, economic, and intangible consequences. These impacts range from 
minimal to massive affects depending on the way any such attack is conducted. Depending 
on how an attack is conducted, either using conventional weapons or nuclear or radiological 
weapons, the consequences to human life may be limited to the number of people aboard the 
vessel and in the immediate vicinity, or range from hundreds to millions of deaths and 
injuries which may persist for decades, for example in the form of latent cancers. The 
economic consequences might range from tens or hundreds of millions of dollars to billions 
of dollars, and may have global consequences such as causing economic recessions. Other 
financial consequences may result from the need to repair or replace vessels, the loss of cargo, 
damage or destruction of private and public infrastructure, delays to shipments and the need 
for long-term adjustments to or the modification of freight transportation systems. The 
augmentation of security procedures and equipment, and global containerised SCDs are also 
possibilities that require consideration. Intangible consequences including the loss of human 
capital (experience/skills of workers), the loss of history and culture related to an affected 
area, and the implementation of stricter guidelines on the movement of container freight with 
subsequent impacts on containerised SCDs and governments may result in a worsening of the 
political landscape and social and political/economic instability and upheaval (Greenberg et 
al. 2006).     
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2.4.6 The Need for Studying Disruptions in Containerised Maritime Transport Chains 
Containerised maritime transport logistics is a complex system. Numerous participants are 
involved in a wide variety of international containerised maritime trades. Diverse cargoes are 
packed and placed into various containers, delivered by different transport modes, travelling 
via all sorts of transportation infrastructure and facilities worldwide, and are loaded/unloaded 
at different intermodal terminals/depots. A mass, elaborate, accurate, and fast information 
flow is required to support the complex interactions that take place, and enable various 
governing authorities to carry out required security measures, collect taxes and dues, and 
protect the regional/national safety of transportation systems. A secure financial flow is also 
needed to guarantee transnational trades across numerous participants. In addition, 
immeasurable internal operational vulnerabilities and unavoidable external vulnerabilities 
potentially affect global containerised maritime transport chains incessantly. Considering the 
complexity and vulnerabilities inherent in containerised maritime transport chains, all actors 
along a chain have to cooperate and coordinate their actions to improve SC performance and 
customer satisfaction. Nevertheless, since most participants are SMEs, they often lack the 
resources and motivations to bolster SC operation optimization and security. Sub-optimality 
in any node of a chain compromises integrated optimization and provides vulnerabilities that 
may result in disruptions.  
No existing framework or known measures address the security of a container transport chain 
in its entirety. This represents the biggest difficulty in addressing security of daily operations. 
There currently exists no single system governing international container movements. 
Especially lacking is an integrating framework for inland transport on the outer edges of the 
chain, which typically presents a degree of higher risk than anywhere else along the chain. 
Security leaks or localized conflicts potentially create disruptions and discontinuity of 
container movements. Thus, a comprehensive intermodal framework integrating measures 
across the entire container transport chain is required for addressing security in a holistic 
manner (Organisation for Economic Co-operation and Development (OECD) 2005).  
Vulnerabilities related to containerised maritime transportation are ever present. Any 
vulnerability may result in the cessation of container movements and halt ordinary operations 
across the entire SC in a multifaceted manner. The consequences of containerised maritime 
transportation related disruptions are diverse ranging from tangible to intangible, and 
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economical to political to varying degrees. Thus, different stakeholders in container transport 
chains require an evaluable cost benchmark for analysing their risk mitigation strategies. 
Hence, a quantitative measure is needed to quantify containerised transportation related 
disruption costs. 
The main consequences of transportation disruptions are reflected in lengthened transit time, 
increased travel time, unpredictability and scheduled unreliability, increased damage and loss 
in transit, added additional carrying costs in pipeline inventory and safety stocks, and knock-
on effects on different sequential ports of calling, delay shipments, decrease customers’ 
satisfaction levels. These consequences are difficult to estimate in terms of value. Inventory 
theory, unit freight costs, and vehicle operating costs are traditional approaches to investigate 
the impacts of transport related uncertainty. However, it is difficult to quantify the value of 
unreliability/unpredictability, as well as the possible delay and damage through traditional 
methods. Hence, a precise value of different containerised maritime transportation attributes, 
as well as its interaction value of different SC characteristics is required. The provision of 
such a valuation is one of the main aims of this current thesis. 
 
2.5 Containerised Maritime Security-Related Initiatives 
2.5.1 The Needs to Improve Maritime Security 
The need to improve maritime security is multi faceted. First, as identified in section 2.4.4, 
the vulnerabilities of containerised maritime transport chains are inherent and omnipresent, 
whether they relate to internal operations, network related infrastructure/facilities, or external 
disasters. Second, not only regional and national economies may be affected when something 
goes wrong, but there may be a global economic impact. Huge volumes of goods and raw 
materials are shipped by sea worldwide to satisfy the different needs of resource 
redistribution and globalization. A disruption to the maritime transportation system could not 
only compromise a SCs performance but also halt or endanger a nation’s economy. Third, 
awareness of the importance of maritime security has greatly increased since September 11, 
2001. Coupled with fears of terrorism, rampant piracy attacks continue to occur raising 
further concerns about maritime security issues. It is anticipated that improving maritime 
security may help ensure the performance SCs worldwide. In conjunction with the above, it is 
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clear that there is a need for comprehensive maritime security measures that cover entire 
maritime transport chains beyond measures that are currently in place. Nevertheless, the next 
section outlines current initiatives so as help understand what limitations exist.       
      
2.5.2 The Extant Maritime Security Initiatives/Regulations 
This section outlines the extant international maritime security initiatives/regulations post- 
September 11, 2001. The list of security programs is not exhaustive but designed to highlight 
the major security initiatives that have been implemented.  
 
2.5.2.1 Customs-Trade Partnership against Terrorism (C-TPAT) 
The US Customs and Border Protection (CBP) agency initiated the Customs-Trade 
Partnership against Terrorism (C-TPAT) initiative in April 2002. C-TPAT is a voluntary 
program which seeks to build public-private relationships with the aim of increasing SC and 
border security. C-TPAT shifts the responsibility of cargo security to all stakeholders in an 
SC. Participants are expected to conduct a comprehensive self-assessment of their SC 
security practices. Members in the program are required to comply with the CBP guidelines. 
In return, CBP offers members a reduction in the number of inspections, priority processing, 
security validation, and involvement with a network of security conscious businesses (United 
States Customs and Border Protection (CBP) 2007). There were 7737 certified members in 
C-TPAT at the end of 2007 (U.S. Department of Homeland Security (DHS) 2007). 
 
2.5.2.2  Container Security Initiative (CSI) 
The CBP announced the Container Security Initiative (CSI) in January 2002. The CSI is a 
series of bilateral, reciprocal agreements that enable CBP personnel at selected foreign ports 
to pre-screen U.S.-bound containers. The objective of CSI is to prevent illegal shipments to 
be transported to the U.S. by moving the process of container screening to ports of origin. 
Thus, containerised cargo is inspected and cleared before a shipment leaves a foreign port 
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bound for the U.S. One positive externality of the CSI is that it has the potential to reduce 
overall delays by reducing the processing time at U.S. domestic ports of entry, and also 
reduce the U.S. to exposure of losses from fraud and damage (Willis and Ortiz 2004). The 
CSI comprises four fundamental elements. 1) using intelligence and automated information to 
identify and target high-risk containers, 2) pre-screening containers identified as high risk at 
the port of departure, 3) employing detection technology to rapidly pre-screen high-risk 
containers, and 4) the use of smarter tamper-proof containers (Dahlman et al. 2005).   
 
2.5.2.3 Ninety-Six and Twenty-Four-Hour Rules 
The ninety-six-hour rule is designed to reduce the possibility of terrorists controlling a vessel 
and sailing it to a selected port. It further concentrates U.S. government efforts towards 
specific vessels that warrant particular scrutiny. The initiative requires a four-day (96 hour) 
advance notice of arrival of any vessel be submitted to the U.S. government (Thibault, 
Brooks and Button 2006). 
The twenty-four-hour rule (the advance manifest rule) became effective in December 2002. 
This rule requires that maritime carriers and non-vessel operating common carriers 
(NVOCCs) provide a cargo declaration 24 hours before cargo is laden aboard a vessel at a 
foreign port outside the U.S. The advance manifest information must be submitted for all 
containers including U.S.-bound or transiting through the U.S. Using the advance manifest 
information, U.S. customs officials are able to assess potential terrorist threats before a vessel 
sails from a foreign port. Only containers that are deemed to meet acceptable security 
thresholds are allowed to be shipped to the U.S. ports. This minimizes delays or disruptions 
to container lines and ports. The benefits of the twenty-four-hour rule include paperless 
processing, the elimination of repetitive trips to the local customs houses, a reduction of 
cargo dwell time, and an increase in customs compliance. However, if participants do not 
have suitable documentation, the rule can blunt the effectiveness of SCs and impart 
significant negative impacts on industry. This is because the CBP may issue “do not load” 
container messages for violators and deny access to U.S. ports for those disregarding the 
instructions. About 100 containers worldwide were held before loading during the first year 
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of operation due to incomplete documentation (Dahlman et al. 2005; Thibault, Brooks and 
Button 2006).  
 
2.5.2.4 The International Ship and Port Security Code (ISPS) 
The IMO established the International Ship and Port Security Code (ISPS) in December 2002. 
It entered into force on July 1, 2004, and requires all 167 IMO member-states to certify 
compliance. Any non-compliant port or vessel will be precluded from participating in 
international trade. The ISPS code sets out detailed standards for security, roles and 
responsibilities, and methodologies for assessing security. It establishes an international 
framework for co-operation among governments and their agencies, local administrations, 
shipping companies, and port authorities to detect security threats and to design plans to 
prevent security incidents affecting ships or port facilities. Contracting governments must set 
security levels (normal, medium, and high threat situations), conduct port facility security 
assessments, and approve elaborate security plans that can be implemented for each of the 
security levels for both ships and port facilities (Organisation for Economic Co-operation and 
Development (OECD) 2005). Security officers are required at the company, port, and ship 
levels and are responsible for complying with the ISPS code security requirements. The U.S. 
implemented the ISPS code by signing the Maritime Transportation Security Act of 2002 
(MTSA).   
 
2.5.2.5 Operation Safe Commerce (OSC) 
Operation Safe Commerce (OSC) is a public-private partnership program with 18 projects 
designed to monitor and improve the security of containers in transit using off-the-shelf and 
emerging technologies. The objective of OSC is to remove or eliminate the possible 
utilization of containers and the containerised transport system as a tool for terrorism by 
identifying and addressing security risks in an operational environment. In the OSC program, 
existing containerised SC practices and security solutions are analysed through container 
tracking and tracing technology, non-intrusive detection strategies, and improved seal 
concepts. Security techniques and solutions that have proved successful under the program 
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are recommended for implementation system-wide (Dahlman et al. 2005; Organisation for 
Economic Co-operation and Development (OECD) 2005). 
 
2.5.3 The Implementation Costs of New Security Measures 
New maritime security measures are costly. The implementation of new security regimes and 
initiatives requires continuous investment in terms of equipment, procedures, and the 
recruitment and training of security personnel. Additional costs are also needed to carry out 
the new security measures, including detailed reporting, further inspections, and other 
operational requirements (Bichou 2008). For example, the costs of applying RFID tags will 
include system installation, monitoring, responding to system and information changes, 
maintenance, as well as technology upgrades, software development, and database 
maintenance (Sarathy 2006).    
The extra costs related to the implementation of new maritime security measures have been 
widely studied. The burden placed on global shipping operators was estimated to be at least 
USD $1279 million for the initial ISPS code compliance costs and USD $730 million for 
annual operation/maintenance (Organisation for Economic Co-operation and Development 
(OECD) 2003). The compliance costs on ports worldwide were revealed to be USD $287,000 
for the initial investment and $105,000 per port annually for the ISPS code initiative; for each 
ton or TEU handled, it is estimated to be USD $0.08 and $3.6 respectively (United Nations 
Conference on Trade and Development (UNCTAD) 2007). The implementation and annual 
operating costs of C-TPAT for a multinational firm are reported to be approximately USD 
$38,471 and $69,000, respectively (Diop, Hartman and Rexrode 2007). The additional costs 
to comply with the twenty-four-hour rule are estimated up to be USD $6 per shipped 
container and USD $40 per bill of loading. If missing or inaccurate data is submitted to CBP, 
a fine of USD $5000 for the first time and $10,000 thereafter is imposed to ocean carriers and 
NVOCCs (Bichou 2008).  
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2.5.4 The Impacts of Implementing New Security Measures on the Maritime Industry  
The implementation of new maritime security measures has both positive and negative 
impacts on different stakeholders. The negative impacts on shipping companies, port 
operators, and freight forwarders are adding extra workload requirements, spending more 
resources in monetary and labour terms for service providers to comply with the new 
initiatives, the creation of difficulties in carrying out operations and management and 
affecting service quality, and the requirement for large investment costs. Other impacts 
include delays of shipments. In addition, excess security efforts for a perceived security threat, 
or ineffective management of security improvements can potentially cause waste, reduce 
maritime transport operation efficiency and reliability, and result in further possible delays 
(Thibault, Brooks and Button 2006; Thai 2007).  
The benefits of the new security requirements are investment on IT and EDI and its wide 
application in the maritime industry which potentially may increase the reliability of 
information and improve the outcome of service performance, application of the ISPS Code 
assisting in preventing terrorism, piracy, and other traditional security threats and assuring the 
safety and security of equipment and facilities, as well as cargo, and in return decreasing 
insurance premiums charges, and new security requirements enhancing firm reputation for 
reliability in the market. Other benefits include shipment tracing capability, increased 
environmentally safe operations, enhanced socially responsible behaviour and concerns for 
human safety, and the facilitation of sustainable business development (Thai 2007; Prentice 
2008). Thibault, Brooks and Button (2006) noted the implementation of new maritime 
security initiatives have fostered a co-operative security relationship between industry and 
government. Business procedures and processes in the maritime industry have been re-
examined and amended to manage operations better from a security perspective. The negative 
impacts on maritime participants are outweighed by its benefits. Undeniably, new maritime 
security measures have imposed different magnitudes of costs on all stakeholders within the 
maritime industry, and will require further investment into the long run. This raises several 
important issues. How should maritime security be funded for the long term? Who should 
provide funding for improving maritime security? Who should bear the huge security costs 
and annual running/maintenance costs, and should these costs be passed on to the ultimate 
users? Finally, what procedures and measures should be introduced to best facilitate recovery 
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of port and containerised SC operations in the event of a terrorist attack (Thibault, Brooks 
and Button 2006). 
 
2.6 The Important Roles of China and Australia in the Global Economy 
There is an intrinsic connection between maritime transportation, international trade, and 
globalization trends. Globalization promotes the relocation of resources and goods to the 
regions or populations with the greatest levels of demand, and facilitates a steady growth in 
international trade. Maritime transportation is an integral part of the global economy to 
ensure uninterrupted and smooth cargo flows. In particular, the containerised maritime 
transportation system has enabled the integration of freight transportation across all modes. 
Asia is a dominant area for global seaborne trade with a share of 40 percent of total goods 
loaded (United Nations Conference on Trade and Development (UNCTAD) 2009). This 
thesis studies Chinese and Australian containerised maritime transport chains and conducts a 
comparison between them. The sections that follow discuss the importance of both countries 
to maritime logistics.  
 
2.6.1 China, an Increasing Important Role in the Global Economy 
China’s is not only the world’s manufacturing centre, but is also an engine for the world’s 
economic growth. China’s GDP experienced an average 10 percent annual growth rate 
between 1980 and 2005. According to the National Bureau of Statistics of China, China’s 
GDP has risen from RMB ¥362.4 billion in 1978 to RMB ¥20, 941 billion in 2006 
(equivalent to 2006 USD $2800 billion). Further, in 2010, China’s economy surpassed that of 
Japan’s and that it became the world’s second largest economy in terms of nominal GDP, 
while the United States is still the world’s dominant economy (China Second in Line 2010).  
Within this context, China plays a pivotal role in a growing number of global SCs. China’s 
main export destinations are the US, the EU, Hong Kong and Japan, which represents 68 
percent of China’s exports by value. Almost 50 percent of total imports come from Japan, 
Korea, Taiwan and the EU. China’s foreign trade has grown at an even faster pace. 
According to the WTO, during the decade 1995–2005, China experienced an annual growth 
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rate of 18 percent in merchandise exports and 17 percent in merchandise imports. China’s 
exports tripled from USD $63 billion in 1990 to USD $184 billion in 1998 and again tripled 
to USD $593 billion by 2004. China’s imports also achieved a quadruple increase from USD 
$140 billion in 1998 to USD $561 billion in 2004 (Johnson 2007). 
Given the increasing significance of China as a major trading partner, the importance of 
China’s logistics industry cannot be ignored. In 1999, China’s logistics industry reported an 
annual growth rate of 31 percent, 35 percent in 2000, and 55 percent in 2001 (Bolton and Wei 
2003). Between 1992 and 2004, the average annual growth rate of the China’s logistics 
industry was 22.2 percent, and logistics expenditures accounted for an average of 21.8 
percent of GDP (Wang et al. 2006). Nevertheless, the international trade surge has also 
imposed an increasing burden on the international and domestic transportation networks 
supporting China. As a result, congestion, delays, and environmental problems in ports and 
coastal regions are becoming increasingly severe in China.   
With the acceleration of world economic integration, global seaborne trade rose to 8.17 
billion tons of goods loaded in 2008. Of this, dry cargo accounted for the largest share of 66.3 
percent. China has contributed significantly to these figures with growing demand for raw 
materials and the exporting of manufactured goods. China has become one of the most 
important and dynamic shipping markets in the world with a continuous, rapidly developing 
economy heavily invested in foreign trade. In addition, China’s 110,000 km of navigable 
distances provides the world’s largest in-land waterway network. Maritime transportation has 
become the most important mode for transporting domestic and international trade, which 
accounts for 2,373 bntkm, or 53.4 percent of the national total freight transport (Business 
Monitor International (BMI) 2011). In 2003, container throughput of mainland Chinese ports 
reached 48 million TEUs and ranked No 1 in the world (Zhang 2004b). China’s largest ports 
and harbours are located in Shanghai and Shenzhen. Other important ports include Dalian, 
Fuzhou, Guangzhou, Haikou, Huangpu, Lianyungang and Nanjing; Nantong, Ningbo, 
Qingdao, Qinhuangdao, Shantou, Tianjin, Wenzhou, Xiamen, Xingang, Yantai and Zhanjiang. 
Shanghai international port is the largest commercial port in China. In August 2010, 
Shanghai port alone handled 2.64mn TEUs and took Singapore’s title as the world’s busiest 
port (Singapore handled 2.43mn TEUs) (Business Monitor International (BMI) 2011). 
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2.6.2 Australia, an Important Role in the Global Economy  
Australia lies between the South Pacific and Indian Oceans and is a significant maritime 
nation. There are approximately 72 commercial and semi-commercial ports located around 
the Australian coastline and surrounding islands, of which approximately 30 handle 
containers (Bureau of Transport and Regional Economics 2002). Australia’s global and 
regional economies rely heavily upon merchant shipping. Australia’s economy is also 
profoundly dependent upon seaborne trade comprising 99.9 percent of trade by volume and 
more than 75 percent by value (Cordner 2008).  
The Australian economy is heavily interconnected with the global economy. Australian 
exports by volume comprise more than 10 percent of the world’s total. In 2006, dry bulk 
cargoes comprised more than 60 percent of global shipments with Australia providing 13.3 
percent of the total goods loaded (Cordner 2008). Australia’s international trade is a vital 
component of the country’s economic prosperity measured at USD $507 billion in 2009. 
Australia’s merchandise exports rose at an average annual rate of 12.1 percent and reached 
USD $196.2 billion in 2009. China is its largest export-trading partner accounted for 21.6 
percent (USD $42.4 billion) of its total merchandise exports in 2009, followed by Japan, the 
Republic of Korea, India, and the U.S. Australia’s average annual import growth rate has 
been 8.7 percent over the past five years. Australia’s merchandise import was USD $200.6 
billion in 2009. In 2009, China was also the largest import trading partner to Australia, 
accounting for 17.8 percent of its import trade, followed by the US, Japan, Thailand, 
Singapore, and Germany (Australian Government Department of Foreign Affairs and Trade 
2009). Similarly, Australia is also one of the major import and export partners of China, 
ranked seventh in 2009 (Wikipedia 2009). 
 
2.7 Research Questions and Conclusions 
The Global economy relies highly on SCs to facilitate national and international trade. Indeed, 
domestic and international trade is not possible without transportation and transportation 
systems. A containerised maritime transportation system is an integrated transport system 
ensuring uninterrupted and smooth flows of cargo from a plethora of origins to multiple 
destinations. Nevertheless, containerised maritime transportation chains are vulnerable and 
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can be easily disrupted due to their complex natures. A disruption anywhere within a 
containerised maritime transport chain can have a significant economic impact on individual 
companies, personnel, nations, and even the global economy. It may also cause political 
instability which may cause further issues. Thus, improving maritime security is crucial to 
reducing the vulnerabilities inherent in containerised maritime transport chains and to prevent 
them from experiencing possible disruptions. However, the implementation of maritime 
security initiatives is costly and requires continuous investment for maintenance and 
improvement. This raises concerns over who should fund security improvements, how much 
is worth investing, and where or what kind of transport services should be invested in to 
improve or facilitate any post disruption recovery. It is therefore necessary to quantify 
containerised maritime transport related disruption costs and the value of different maritime 
transport attributes. 
SC risks have been studied widely in conceptual and empirical terms. Studies on valuing 
SCD costs are rare however, especially in quantifying disruption costs in containerised 
maritime SCs. This thesis proposes the use of the discrete choice models based on stated 
preference data to estimate the value of maritime transportation service attributes, including 
travel time, reliability, damage rate, and sailing frequency, and to examine the interaction 
effects of these with product category, shipment type, and SC and company characteristics. 
This thesis also examines which maritime transport attributes are most important during a 
transport related disruptions and which SC characteristics affect the value of these attributes. 
It is hoped that the results of this research will help explore where and how much is worth 
investing to facilitate recovery from a disruption event from the point of view of maritime 
participants.  
Asia is a dominant loading area for global seaborne trade with a share of 40 percent of total 
goods loaded (United Nations Conference on Trade and Development (UNCTAD) 2009). 
China and Australia are important trading partners in the area for most countries. The 
containerised maritime transport chains in both countries are pivotal elements to most global 
SCs. Applying industrial data by interviewing importers/exporters in both countries to 
quantify the SCD costs in a containerised maritime transportation system has practical 
meanings to the maritime industry worldwide. 
  
62 
Chapter 3 focuses on describing discrete choice techniques and reviews the applications of 
these methods to the freight transportation literature. A theoretical framework is established 
in which the econometric modelling undertaken to fulfil the thesis’s analytical requirements 
is also presented.  
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CHAPTER THREE 
 
3 METHODOLOGY 
 
3.1  Introduction 
Market and non-market valuation is a characteristic of the main consequences caused by 
maritime transportation disruptions. For instance, it is hard to measure or quantify realistic or 
possible transport disruption impacts, such as lengthened transit time; increased travel time 
unpredictability and schedule unreliability; increased possible damage and loss in transit; 
possibly added additional carrying costs in pipeline inventory and safety stocks; knock-on 
effects on different sequential ports of calling; delayed shipments; decreased customers’ 
satisfaction level, and so on. These non-market value consequences create unreliability and 
unpredictability to all stakeholders in containerised maritime transport chains without 
exception, in turn, creating difficulty for their managerial, strategic and political decision-
making. However, it is extremely important to quantify those non-market value consequences 
and provide a measurable costs benchmark to all containerised maritime transport chain 
stakeholders for their strategic purpose.   
First developed by Louviere and Hensher (1983) and Louviere and Woodworth (1983), stated 
choice methods have been utilised widely for the purposes of non-market valuation over last 
two decades. Their application covers a wide range of fields, including transportation, 
environmental science, health economics, entertainment, marketing, political science, and 
econometrics. Thus, the stated choice method is used in this research to explore SCD costs in 
containerised maritime transportation, particularly, to reveal how transport related disruptions 
influence the value changes of maritime transportation service attributes, such as travel time, 
reliability, damage, and frequency.  
This chapter first reviews the application of Stated Preference (SP) choice techniques in SC 
and freight transportation to identify the reality of applying SP techniques in containerised 
maritime transportation. Second, a review of key variables in freight transport studies is 
conducted to select the applicable studying attributes in maritime transport. Third, to examine 
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the research questions of this study, hypotheses are listed. Further, the fundamentals of stated 
choice modelling techniques and its advance models are reviewed, and followed with an 
introduction of seemingly unrelated regression equations (SURE) model techniques. A 
detailed description of the Latent Class Model (LCM) and seemingly unrelated regression 
equations (SURE) model techniques are stated, as they are the most appropriate statistical 
analysis tool for the research purposes of this thesis. Finally, conclusions are drawn.  
 
3.2 Discrete Choice Techniques in Freight Transportation  
Within the transportation literature, the study of the value of travel time savings (VTTS) has 
become increasingly popular since the pioneering contribution of Becker (1965). To date, the 
vast majority of studies addressing the issue of VTTS have focused on private vehicle usage. 
In contrast, the evaluation of the value of travel time saving within the freight transport sector 
(VFTTS) has received scant attention.  
A number of theoretical and practical issues complicate the evaluation of VFTTS that don’t 
exist when dealing with passenger VTTS  (see e.g., Fridstrom and Madslien (1994), Jong 
(2000), Massiani (2003) and Zamprini and Reggiani (2007)). First, freight transportation 
arrangements are typically such that decisions are made by multiple agents, including the 
sender, consignee, haulier, carrier, liner, etc. This makes it difficult from a research 
perspective as it is necessary to identify the economic agents whose profit function has to be 
maximized. Secondly, there often exist extreme levels of heterogeneity in terms of what is 
being shipped which makes it difficult to obtain data, and even more difficult to estimate 
robust econometric models. Third, typical sample sizes are very small, particularly if one 
wishes to concentrate on one part of the freight sector. Fourth, survey costs within the 
transportation sector are usually prohibitive when compared to passenger samples.  Finally, it 
is often difficult to obtain real market freight information due to issues such as confidentiality.    
Despite these difficulties, there exist some studies examining the VFTTS. The quantification 
of the value of freight time, as well as the value of freight time reliability has been undertaken 
successfully using discrete choice methods. The majority of empirical studies on the freight 
transport value of time and reliability (VOT, VOR) or valuing other transport related 
attributes relate to land based transport such as trucking and or rail (Kawamura 2000; Kurri, 
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Sirkiä and Mikola 2000; Wigan et al. 2000; Shinghal and Fowkes 2002; Bolis and Maggi 
2003; Danielis, Marcucci and Rotaris 2005). 
An even smaller number of studies have looked at identifying the freight transport service 
attributes within the maritime transportation sector that drive the decision processes of those 
acting within the industry, and of these studies, most have concentrated on the issue of port 
selection behaviour. Tiwari, Itoh and Doi (2003) establish a model of port and shipping line 
choice behaviour in China and estimate the factors influencing containerised cargo shippers’ 
decisions on port or carrier selection behaviour. Magala and Sammons (2008) argue port 
choice should be modelled within the paradigm of a port as an element in a value-driven SC, 
and suggest that discrete choice modelling is an effective approach to understanding port 
choice and shipper choice decisions.       
Only a relatively few studies have been conducted that attempt to identify the determinants of 
choice empirically in maritime or maritime related intermodal transport sector. Bergantino 
and Bolis (2005) used an adapted stated preference technique to estimate operator’s 
preferences for maritime RO-RO transport services. Their results indicate freight rates, 
reliability, and frequency are important determinants of modal choice; in their study, freight 
forwarders ranked frequency higher than reliability and were willing to pay approximately 
three Euros per ton for a one percent improvement in reliability and seven Euros per ton for a 
variation in frequency. Beuthe and Bouffioux (2008) estimated the relative importance and 
value for service frequency, transport time, reliability of delivery, carrier’s flexibility and 
safety for various modes of transport including road, rail, inland waterway, short-sea shipping, 
and their inter- and multi-modal combinations. Their results identify that these qualitative 
factors play a significant role in the modal choice/or possible modal shifts, however the 
relative importance of these attributes varies according to different subsamples of actors 
within the sampled population. Feo-Valero et al. (2011) applied a mixed logit model based on 
data collected from a stated preference survey to estimate a modal choice model between 
road and rail transport on the inland leg of a containerised maritime freight shipment in Spain. 
Their results confirm that rail transport has a comparative advantage over road haulage in 
terms of cost, and frequency plays a vital role in the relative competitiveness of rail transport. 
They also estimated a willingness to pay (WTP) for a one-hour decrease in rail transit time 
per shipment of 17 Euros, three Euros for a one percent reduction in delays, and 70 Euros to 
increase rail frequency by one extra service per week.  
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Based on the research conducted to date in this area, discrete choice modelling has been 
shown to provide an effective analytical framework in which to better understand shipper 
decision processes (Magala and Sammons 2008). Further, most empirical studies in this area 
have been based on stated preference (SP) methods as SP experiments have been shown to 
offer greater flexibility and control over the data collection process than other methods. This 
current study therefore uses both these methods. 
 
3.3 Selection of Key Variables in this Research and the Research Objectives  
A large number of researchers have investigated and identified the important factors that 
influence freight transportation or modal choice decisions in different transportation sectors. 
McGinnis (1990) reviewed the literature and found that freight transportation choices are 
typically influenced largely by freight rate, reliability, transit time, loss/damage/claims 
processing/tracing, and market considerations as viewed by shipping and carrier agents. 
Service attributes were more important than freight rates, on average, but freight rates remain 
an important attribute and in some segments, rank higher than service. Lambert, Lewis and 
Stock (1993) summarized 166 attributes in the carrier selection process and identify that 
respondents placed greater import on high-quality customer service and accurate billing but 
were less concerned with price as long as the rates they paid were competitive. Tiwari, Itoh 
and Doi (2003) summarized several  decision factors related to transportation mode choice. 
These included route factors, including frequency, capacity, convenience, directness, 
flexibility and transit time; cost factors, including freight rate, and other costs; and service 
factors, including delays, reliability, damage and loss, quick response, documentation, tracing 
capability and cooperation between shipper and carrier. Brooks (1984; 1985) identified the 
determinants of shippers’ choice of a container carrier. She found that smaller shippers 
mostly base their choice on cost; whilst, frequency of sailings, reputation, transit time and 
directness of sailing, as well as other service factors were more important than cost for large 
shippers and forwarders. The importance of various freight liner shipping service attributes 
have also been examined within the literature, with two notable studies contrasting shipper 
and carrier decision processes (Jamaluddin and Shah 1995; Chiu 1996). In the current 
research, based on the above studies, the key containerised maritime transport attributes 
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influencing shippers’ choice are investigated, including freight rate, transit time, reliability, 
damage rate and frequency.  
Transportation service factors or quality attributes have been found to take precedence over 
other factors (Brooks 1984; Tiwari, Itoh and Doi 2003), and including costs (Lambert, Lewis 
and Stock 1993; Chiu 1996; Danielis, Marcucci and Rotaris 2005). This suggests that 
shippers are willing to trade off price for improvements in quality and reliability in 
transportation services. However, since freight transport is a derived demand originating from 
shippers’ propensity to trade, a firm’s freight transport decisions can be expected to be 
influenced by organisational and SCM characteristics. Therefore, investigation of the 
importance/value of transport service attributes in freight choices decisions should not be 
isolated but integrated with other SC decisions or wider SCM strategies. 
For example, Magala and Sammons (2008) suggest that port choice modelling should be 
conducted within the paradigm of a port being an element in a wider value-driven SC. The 
importance of transport service attributes will be expected to vary with each company’s own 
management strategy, such as a JIT policy, and will affect shippers’ transport decisions. For 
example, firms applying JIT in American Manufacturing plants give significantly higher 
emphasis to rate, customer service, claims handling/follow-up, and equipment 
availability/service flexibility in the ranking of carrier selection attributes relative to firms 
operating under different strategies (Bagchi, Raghunathan and Bardi 1987). Transit time and 
reliability were dominant factors for companies using JIT principles or serving the consumer 
market directly, service frequency was also significant, and cost was important particularly 
for low value commodities for shippers in Italy and Switzerland (Bolis and Maggi 2003). 
Shippers’ freight transport decisions are also expected to be affected by company size, 
production, and transport distance, etc. Danielis, Marcucci and Rotaris (2005) reveal that the 
type of goods shipped also influence shippers’ preferences; the company size was related 
negatively to the intensity of preference for quality attributes; the shorter the travel time the 
more important time and reliability become relative to cost; the adoption of JIT strategy 
increases the preference for reliability while outsourcing strategies have no influence on 
shippers preferences. Beuthe and Bouffioux (2008) indicate that freight transport qualitative 
factors: service frequency, transport time, reliability of delivery, carrier’s flexibility and 
safety, are important in shippers’ modal choice decisions, and their relative importance varies 
according to transport distance, cargo value, cargo categories, as well as transport mode. 
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Their results reveal that 1) for short distances (less than 300 km) deliveries, shippers focus on 
minimising trucking costs, and transport quality factors are less important whilst transport 
time appears negligible; for intermediate distances (between 300 and 700 km), time and 
reliability gain more attention than cost factors; cost plays a dominant role in longer distance 
(more than 700 km) deliveries. 2) Cost becomes more important and becomes the greatest 
concern for low-value goods; time and reliability are relatively important for middle-value 
goods, while service flexibility and safety are more important if cargo is of high-value. 3) 
Shippers’ preference profiles vary with the categories of goods they shipped. For example, 
time, reliability, and flexibility are much more important than cost for shippers shipping 
minerals, fertilisers, and agricultural products, whereas, cost is the determinant attribute for 
the shipments of metal products. 4) Transport time and reliability are important factors for 
rail shippers, while shippers operating on waterways are more concerned about time and the 
flexibility of response to unexpected service demands. 5) Transport time and reliability are 
the two critical qualitative transport attributes, whilst adopting certain pricing policies may 
also be an effective way to induce better balanced modal shifts. The regulation/de-regulation 
of transportation industries or government policies particularly new security measures also 
influences shippers’ transportation choices. McGinnis (1990) reviews the carrier attribute 
literature before and after deregulation, and found that shippers’ freight choice was affected 
by freight rates, reliability, transit time, loss/damage/claims processing/tracing, and market 
considerations from the shipping and carrier agents’ point of view. 
The key variables used in studies employing choice modelling to determine SC transport 
choices have tended to focus on factors influencing shippers’ choice behaviour in their 
transportation decision process. The key containerised maritime transport attributes 
influencing shippers’ choice investigated in this research are freight rate, transit time, 
reliability, damage rate, and frequency. The current research attempts to model shippers’ 
maritime transportation choices within the SC perspective. Therefore, the impacts of different 
product, shipment, company, and SC characteristics on shippers’ transportation decision will 
be examined herein. 
The first research objective of this study is to identify and quantify the key transport 
attributes influencing shippers’ containerised maritime transport decisions, as well as any 
interaction impacts these have with various SC and organisational differences, including 
geographical location, product, company/SC characteristics, and industry regulation or policy.  
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The second objective is to quantify the transport related SCD costs through exploring the 
trade-offs amongst identified maritime transport service attributes under a scenario of a SCD 
event, and to identify the discrepancy and variation of shippers’ preferences for maritime 
transport service attributes with a SCD for different shipments, in different industries and 
companies, as well as SCs. To the best of the author’s knowledge, no scholarly work has 
collected data regarding how companies perceive transport related SCDs and what they do to 
respond and address them. Further, no attempts to quantify the costs of disruptions using 
measures applicable and useful from a transportation planning perspective have been made. 
Meanwhile, this research is the first time modelling containerised maritime transport service 
attributes based on an integrated SC perspective. 
The next section states the hypotheses that would be examined through discrete choice 
modelling and SURE modelling in this study. 
 
3.4 Hypotheses 
Containerised maritime transportation involves complex decision making processes involving 
multiple agents faced with significant amount of uncertainty making decisions about multi-
mode of transportation. As such, shippers’ containerised maritime transportation choices have 
to be integrated into an integrated SC rather than be made in isolation. To complicate matters, 
SC and firm heterogeneity, including differences in production processes, organisational 
structures and shipment characteristics are all likely to influence shippers’ choice behaviour. 
Further, the importance and perceived value of factors influencing key decisions may vary 
over time, or in the event of a SCD. It is effect of the later which is the focus of this thesis.  
This thesis makes use of discrete choice models applied to stated choice data to address a 
number of hypotheses. According to theory, population heterogeneity may result in 
significantly different estimations of values in non-market valuation studies. Therefore, the 
identification of key transport attributes and different heterogeneity sources affecting shippers’ 
choice from a SC perspective are the subjects of the hypotheses tested in the context of 
discrete choice modelling in this thesis. In light of this, the hypotheses to be tested herein are 
now detailed.       
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The first hypothesis (H1) relates to the identification of the key maritime transport service 
attributes influencing shippers’ containers transport decisions under normal operations. Based 
on a review of the literature, the null hypothesis is: 
H0: Compared with other selection criteria (such as capacity, directness, reputation, 
communication, tracking system and market consideration), freight rate, transit time, 
reliability, damage rate, and sailing frequency are not taking precedence over other factors, 
with these factors having equivalent importance when shippers make choice decisions in 
containerised maritime transport under normal operations. 
The alternative hypothesis therefore is stated as: 
H1: Compared with other selection criteria (such as capacity, directness, reputation, 
communication, tracking system and market consideration), freight rate, transit time, 
reliability, damage rate, and sailing frequency take precedence over other factors, and these 
factors have different values to shippers’ choice decisions in containerised maritime transport 
under normal operations. 
Hypothesis two (H2), examines the influences of a SCD on shippers’ preferences and the 
value placed on key maritime transport service attributes. This hypothesis aims to identify the 
salient maritime transport service attributes influencing shippers’ transport decisions when 
experiencing a disruption event, and to investigate how these preferences vary in terms of 
attribute importance from normal operating conditions. The null hypothesis is: 
H0: Surcharge or rebate, delay time, reliability, and damage rate are the same as other 
potential affected factors (such as communication, documentation, and tracking system), and 
contribute equivalent value to shippers’ containerised maritime transportation decisions given 
a disruption, and shippers’ preference and WTP for these attributes under a disruption do not 
differ as they do under normal operating conditions.  
The alternative hypothesis two therefore is stated as: 
H2: Surcharge or rebate, delay time, reliability, and damage rate are found to take precedence 
over other potential affected factors (such as communication, documentation, and tracking 
system), and contribute different value to shippers’ choice behaviour in containerised 
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maritime transportation decisions given a disruption, and shippers’ preference and WTP for 
these attributes under a disruption do differ as they do under normal operating conditions. 
If H1 and H2 are not rejected, then the following hypotheses can be tested.  
The third hypothesis (H3) attempts to verify the influence of company geographic location on 
shippers’ WTP for transport service attributes with and without a disruption event. The null 
hypothesis can be presented as: 
H0: Shippers in different geographic locations have equivalent logistics preferences and 
WTPs for containerised maritime transport service attributes independent of whether they are 
operating under normal or disrupted service conditions.  
The alternative hypothesis is therefore: 
H3: Shippers in different geographic locations have different logistics preferences and WTPs 
for containerised maritime transport service attributes under normal operating conditions as 
they do under a disruption event. 
The fourth hypotheses (H4) examines whether product characteristics, such as product 
category and value of goods transported affect shippers’ transportation choices, and whether 
differences in product characteristics influence shippers’ transportation preferences given a 
SCD. The null hypothesis for H4 is: 
H0: Shippers shipping different industrial products of differing value have the same WTPs for 
containerised maritime transport service attributes under normal operating conditions as they 
do when facing a SCD.  
The alternative hypothesis is: 
H4: Shippers shipping different industrial products of differing value significantly have 
different WTPs for containerised maritime transport service attributes under normal operating 
conditions as they do when facing a SCD. 
The fifth hypothesis (H5) investigates how company characteristics (including a role of 
importer/exporter and organization sales) impact on shippers’ transport decisions and WTPs 
for key transport attributes with or without a SCD. The null hypothesis is: 
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H0: All shippers have equal WTPs for containerised maritime transport service attributes 
under all operating conditions, independent of their company characteristics, such as their 
nature of business (importers and exporters) and firm size. 
The alternative hypothesis five therefore is stated as: 
H5: All shippers have unequal WTPs for containerised maritime transport service attributes 
under all operating conditions, depending on their company characteristics, such as nature of 
business (importers and exporters) and firm size. 
The sixth hypothesis (H6) explores whether different SCM strategies (such as contingency 
planning, the assessment of carrier reputation and the application of JIT inventory principles) 
affect shippers’ WTPs for maritime transport service attributes, and how these vary during a 
SCD. Thus, the null hypothesis is: 
H0: The WTPs for containerised maritime transport service attributes do not vary by alternate 
SCM strategies under both normal and disrupted operating conditions. 
The alternative hypothesis six therefore is stated as: 
H6: The WTPs for containerised maritime transport service attributes do vary by alternate 
SCM strategies under both normal and disrupted operating conditions. 
The seventh hypothesis (H7) seeks to assess what shipping/transport characteristics (including 
shipment contract terms (FOB/CIF), whether shipment reconsolidation is used, the shipment 
involves a transhipments, and the length of travel time) influence shippers’ WTPs for the 
marine transport service attributes, and whether these differ from normal and SC disrupted 
operations. The null hypothesis is: 
H0: Shippers, independent of shipment and trip characteristics, have the same WTPs for 
containerised maritime transport service attributes both under normal and disrupted operating 
conditions. 
The alternative hypothesis seven therefore is stated as: 
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H7: Shippers, independent of shipment and trip characteristics, have different WTPs for 
containerised maritime transport service attributes both under normal and disrupted operating 
conditions. 
The last hypothesis (H8) assesses whether concerns about security (e.g., terrorist attacks) or 
other risks (such as delays) affect shippers’ WTPs for maritime service attributes under 
normal and disrupted operations. The null hypothesis is: 
H0: Shippers, whether or not they consider and prepare for security and risks issues when 
making their transport decision, would have exactly equivalent WTPs for containerised 
maritime transport service attributes under all operating conditions. 
The alternative hypothesis eight therefore is stated as: 
H8: Shippers, whether or not they consider and prepare for security and risks issues when 
making their transport decision, would have entirely different WTPs for containerised 
maritime transport service attributes under all operating conditions. 
Table 3-1 lists the summaries of the hypotheses in this thesis.  
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Table 3-1: Summary of Thesis Hypotheses  
 
  Hypotheses  
  Important Transportation Attributes Affecting Shippers' Maritime Choice 
H0: Compared with other selection criteria (such as capacity, directness, reputation, 
communication, tracking system and market consideration), freight rate, transit time, 
reliability, damage rate, and sailing frequency do not take precedence over other 
factors, and these factors are having equivalent importance when shippers make choice 
decisions in containerised maritime transport under normal operations. 
H1: Compared with other selection criteria (such as capacity, directness, reputation, 
communication, tracking system and market consideration), freight rate, transit time, 
reliability, damage rate, and sailing frequency take precedence over other factors, and 
these factors have different values to shippers’ choice decisions in containerised 
maritime transport under normal operations. 
H0: Surcharge or rebate, delay time, reliability, and damage rate are the same as other 
potential affected factors (such as communication, documentation, and tracking 
system), and contribute equivalent value to shippers’ containerised maritime 
transportation decisions given a disruption, and shippers’ preference and WTP for these 
attributes under a disruption do not differ as they do under normal operating conditions.  
H2: Surcharge or rebate, delay time, reliability, and damage rate are found to take 
precedence over other potential affected factors (such as communication, 
documentation, and tracking system), and contribute different value to shippers’ choice 
behaviour in containerised maritime transportation decisions given a disruption, and 
shippers’ preference and WTP for these attributes under a disruption do differ as they 
do under normal operating conditions. 
 
  Company Geography Location Impacting on Shippers' Transport Choice 
H0: Shippers in different geographical locations have equivalent logistics preferences and 
WTPs for containerised maritime transport service attributes independent of whether 
they are operating under normal or disrupted service conditions.  
H3: 
Shippers in different geographical locations have different logistics preferences and 
WTPs for containerised maritime transport service attributes under normal operating 
conditions as they do under a disruption event. 
  Production Characteristics Affecting Shippers' Transport Choice 
H0: Shippers shipping different industrial products of differing value have the same WTPs 
for containerised maritime transport service attributes under normal operating 
conditions as they do when facing a SCD.  
 
H4: Shippers shipping different industrial products of differing value significantly have 
different WTPs for containerised maritime transport service attributes under normal 
operating conditions as they do when facing a SCD. 
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  Company Characteristics Affecting Shippers' Transport Choice 
H0: All shippers have equal WTPs for containerised maritime transport service attributes 
under all operating conditions, independent of their company characteristics, such as 
nature of business (importers and exporters) and firm size. 
 
H5: All shippers have unequal WTPs for containerised maritime transport service attributes 
under all operating conditions, depending on their company characteristics, such as 
nature of business (importers and exporters) and firm size. 
  Supply Chain Management Strategies Affecting Shippers' Transport Choice 
H0: The WTPs for containerised maritime transport service attributes do not vary by 
alternate SCM strategies under both normal and disrupted operating conditions. 
H6: 
The WTPs for containerised maritime transport service attributes do vary by alternate 
SCM strategies under both normal and disrupted operating conditions. 
  Shipping Characteristics Affecting Shippers' Transport Choice 
H0: Shippers, independent of shipment and trip characteristics, have the same WTPs for 
containerised maritime transport service attributes both under normal and disrupted 
operating conditions. 
 
H7: Shippers, independent of shipment and trip characteristics, have different WTPs for 
containerised maritime transport service attributes both under normal and disrupted 
operating conditions. 
  Security Issues and Risks Concerns 
H0: Shippers, whether or not they consider and prepare for security and risks issues when 
making their transport decision would have exactly equivalent WTPs for containerised 
maritime transport service attributes under all operating conditions. 
 
H8: Shippers, whether or not they consider and prepare for security and risks issues when 
making their transport decision would have entirely different WTPs for containerised 
maritime transport service attributes under all operating conditions. 
 
 
3.5 Fundamentals of Discrete Choice Modelling 
3.5.1 Introduction of Choice Modelling 
Individuals are constantly making choices, consciously or sub-consciously. According to 
Lancaster (1966), goods and services are perceived by consumers as being composed of 
bundles of attributes described by different attribute levels rather than being viewed as a 
whole composite product. For example, individuals deciding how to travel to work will under 
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this view look at alternative transport options as being made up of attributes such as costs, 
travel time, reliability, comfort level, and so on, rather than as cars, buses and trains.  
Consumers view the attributes and attribute levels of competing alternatives, weigh the 
relative importance of each attribute based on the levels of the attributes, make their decision. 
As such, consumer satisfaction is derived from different combinations of characteristics 
instead of the commodities themselves, as well as the weights that consumers place on each 
of the characteristics. Under this framework, shippers would be expected to choose carriers 
based on the service attributes on offer, including freight rates, travel times, service frequency, 
damage rates, and reliability. 
Micro-economic theory suggests that it is important to understand individual preferences in 
order to understand their choices. Theory suggests that individuals select their most preferred 
alternative out of a set of possible alternatives (where the set of alternatives is referred to as a 
choice set) subject to a number of constraints, such as their budget, any time windows they 
face, and documentation or regulatory limitations, etc. In behavioural economics, preference 
or satisfaction is referred to as utility. Utility is an important notion in choice modelling (CM). 
Bentham (1781) defined utility as “property in any object, whereby it tends to produce 
benefit, advantage, pleasure, good, or happiness” or “to prevent the happening of mischief, 
pain, evil, or unhappiness to the party whose interest is considered.” Theory underlying CM 
methods therefore suggest that individual’s choose alternatives which maximize their level of 
utility (or minimise their level of disutility) subject to whatever constraints they face when 
making the decision, in a process known as “utility maximizing behaviour” (Hensher, Rose 
and Greene 2005). Thus, the key assumption is that decision makers act rationally in selecting 
alternatives that will generate the maximum utility or satisfaction for them.  
CM is not a single technique but a series of quantitative methods designed to model 
individual or group choice outcomes in a manner that allows the analyst to understand how 
individual’s trade-off attributes when making choices between discrete outcomes. In the 
sections that follow, we discuss the theory of CMs alongside several specific models. Before 
we do so, however, a short discussion on the data necessary to under choice modelling is 
presented.  
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3.5.2 Comparing Stated Preference and Real Preference Data 
In CM, stated preference (SP) and revealed preference (RP) data represent the two primary 
sources of data used. RP data is data based on choices observed in real markets. As such, RP 
data represents the preferences of individuals made in an actual choice environment. In 
contrast, SP data is based on observed choices made in hypothetical markets, and hence 
represents stated intentions behaviour (Hensher, Rose and Greene 2005).    
SP and RP data both offer advantages and disadvantages (Danielis and Rotaris 1999; Hensher, 
Louviere and Swait 1999; Bhat and Castelar 2002). According to Danielis and Rotaris (1999) 
and Bhat and Castelar (2002), RP data reflects existing products or services and actual 
choices and hence preferences in real markets. These choices also reflect all possible 
constraints faced by those operating in the market. Therefore, the advantage of RP data is that 
it reflects information about real actual markets. Nevertheless, RP data have known 
limitations. Firstly, the analyst has little to no control over RP data; that is, RP data simply is 
what is observed within real markets. This may and often does result in data quality issues, 
such as high levels of correlation, limitations in terms of the availability of alternatives, an 
inability to model outside of the range of attribute levels, and the need to capture information 
not just about the alternative that was chosen, but also about the alternatives that were not 
chosen. This last point is critical. In order to understand why an alternative is chosen over 
other alternatives present in the market, one needs to know about all alternatives that could 
potentially be chosen. In many instances, understanding or capturing data on non-chosen 
alternatives may prove problematic, particularly if such data is captured by surveying 
respondents. Typically, RP data will also be limited by sample size restrictions, particularly 
when what is being modelled is organisational rather than individual choices. Finally, RP 
data may have difficulty forecasting to products or attributes that do not currently exist in real 
markets, or which are not traded in real market. 
SP data on the other hand allows researchers to study individual choices and preferences for a 
wide range of markets. SP questionnaires are designed by the analyst, and hence are limited 
only by the information that can be provided by the analyst in a survey. The analyst may 
include in SP data any alternative, attribute or range of attribute levels as desired, including 
alternatives or attributes that don’t currently exist in real markets, and attribute level ranges 
that are outside those currently offered in real markets. Researchers may also ask multiple 
  
78 
questions from single respondents, hence capturing a larger number of observations for the 
purposes of modelling. This may result in reduced data collection costs and potentially 
smaller sample size requirements relative to RP data. One major limitation of SP data is the 
hypothetical nature of the markets. Respondents simply stating preferences for alternatives in 
hypothetical markets, typically do so without having to consider any outside constraints, such 
as budgetary or time constraints which are automatically built into their choices made in 
similar real market decision making. Whilst methods and techniques to mitigate any 
hypothetical bias have been examined extensively in the literature, the risk of hypothetical 
bias remains in any study relying on SP data. Danielis and Rotaris (1999) summarize the 
advantages and disadvantages of the RP and SP, as shown in Table 3-2.  
 
Table 3-2: RP versus SP data 
Source: (Danielis and Rotaris 1999) 
 
 
For the current study, the possibility of capturing RP data from real markets was not feasible. 
As noted by others working on modelling freight transport choices, significant difficulties 
arise in capturing RP data within this application area (Bolis and Maggi 1998; Danielis and 
Rotaris 1999; Bolis and Maggi 2003; Bergantino and Bolis 2005). Firstly, it is often 
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impossible to obtain actual market freight rates due to commercial sensitivities with 
companies often reluctant to share such information, even if for research purposes. Secondly, 
the freight sector is very heterogeneous in terms of organisations involved, cargoes carried, 
and contractual terms commercially negotiated. Thirdly, freight transport decisions are 
complex. Decisions within the freight sector do not simply depend on the freight transport 
service, but also on multiple logistics strategies spread over a variety of firms, as well as any 
overall SCM strategy that may be in place. Finally, more than one actor is usually involved in 
the decision making process, making asymmetric information a likely occurrence leading to 
uneven decision power across actors.            
Given the above, the use of SP techniques is already well established within the freight sector 
and has been commonly applied to study shippers’ choices in freight transportation sector 
(Bates 1988; Fowkes and Tweddle 1997; Kawamura 2000; Kurri, Sirkiä and Mikola 2000; 
Bolis and Maggi 2003; Bergantino and Bolis 2005; Danielis, Marcucci and Rotaris 2005; 
Danielis and Marcucci 2007; Beuthe and Bouffioux 2008; Marcucci and Danielis 2008). 
Thus, for this thesis, SP data is utilised to study shippers’ preferences for containerised 
maritime transportation service attributes with and without a SCD event. To make the survey 
more relevant to individual freight decision makers, and hence in an effort to minimise 
hypothetical bias, a pivot SP experiment is used to create scenarios related to each individual 
firms circumstances in terms of commodity type carried, origin/destination port, travel time, 
freight rate, and so on.  
 
3.5.3 Discrete Choice Model Theoretical Framework 
The conceptual foundation underlying the modelling of discrete choices is random utility 
theory. The Random Utility Maximization (RUM) model was first introduced into economics 
by Marschak (1960) based on the earlier  work on psychophysical discrimination undertaken 
by Thurstone (1927). RUM assumes that decision makers make choices based on full 
information and maximise their own utility based on that information. RUM on the other 
hand assumes that analysts and researchers have limited access to the decision making 
processes undertaken by decision makers and hence, there exists a stochastic or random 
component when modelling choice behaviour (McFadden 2001). Nevertheless, as Louviere 
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(2001) points out, in carefully constructed experiments, only a fraction of choice behaviour 
need remain unobserved by the researcher.  
To understand RUM more fully, let overall utility for the i
th
 alternative be depicted as Ui.  The 
utility function of the i
th
 alternative is composed of an observed component (Vi) called 
‘representative utility’ and an unobserved component (εi) representing ‘error’ or white noise. 
The utility expression of i
th
 alternative for decision maker q can therefore be written as:  
                                                                                                                              (3.1) 
An individual q is assumed to choose alternative i over j in a set of alternatives A, only if 
alternative i generates a greater amount of utility than for all other alternatives j, such that 
        for all j ≠  i  S                                                                                                   (3.2) 
Based on equations 3.1 and 3.2 it can be shown that   
                                                                                                                           (3.3)                                                                                                        
Given that εiq is not observed, or modelled by the researcher, the researcher has no 
information about what value it takes for any individual q. As such, the researcher is required 
to make assumptions about the distribution of εiq over the sampled population. The most 
common assumption is that εiq are distributed extreme value type 1 (EV1) and are 
independently and identically distributed (IID) over alternatives. IID is further discussed in 
the next section. The EV1 distribution in the main appears Normally distributed with 
deviations in the tails (hence the name, extreme values, as it is in the extreme values of the 
tails that the distribution becomes importantly different to the Normal distribution).  
Given that the researcher has no information as to where any particular individual q sits 
within the distribution of εiq, it is not possible for the analyst to determine the exact value of 
utility individual q has for alternative i. Given knowledge of the EV1 distribution, it is 
however possible to work out up to a probability that the utility of one alternative will exceed 
that of another. The probability of an individual q choosing alternative i over j in a choice set 
S is given as  
     ( |     )   [(       )  (       )] for all j ≠  i  S                                 (3.4) 
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This probability represents the logit probability and is at foundation of the multinomial logit 
(MNL) model. The probability Pqjs that respondent q choices alternative j in choice situation s 
is given as 
     
    (    )
∑     (    )     
                                                                                                            (3.5) 
Within the model, the representative or modelled component of utility Viq can be 
decomposed further into k attributes, Xikq and associated weights, which reflect the 
preferences of the sample population for each attribute. The preference weights are unknown 
to the analyst and must be estimated. Estimated weights are referred to as parameters or 
coefficients within the literature, represented as β, and represent the marginal utility of each 
attribute to overall utility (Hensher, Rose and Greene 2005). The utility expression can be 
written as:  
              (    )       (    )       (    )         (    ) 
or alternatively as: 
    ∑        
 
   
 
                                                                                                                                         (3.6) 
In the MNL model, the parameters βik in equation 3.6 are unknown, and must be estimated. 
The estimation of the parameters is done by maximizing the likelihood function, L, for the 
model (Rose 2011):   
  ∏ ∏ ∏(    )
    
         
 
   
 
                                                                                                                                          (3.7) 
where Q indicates the total number of respondents and Sq represents the set of choice 
situations faced by respondent q. Pqsj is the choice probability given in Equation (3.5), and 
Yqsi an index equal to one if alternative i was chosen, and zero otherwise. 
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Mathematically, Equation (3.7) will result in extremely small values which can be difficult 
for many programs to handle. As a result, it is more common to take the Log of the likelihood 
function when estimating the model parameters. This is given in Equation (3.8). 
     [∏ ∏ ∏(    )
    
         
 
   
]  ∑ ∑ ∑     
         
 
   
  (    ) 
                                                                                                                                           (3.8) 
The MNL model is derived under the assumption that the error terms are EV1 IID. In the next 
section, we discuss the IID assumption and behavioural equivalent, the assumption of 
independence of irrelevant alternatives (IIA) assumption.   
 
3.5.4 Limitations of the MNL Model 
Although the MNL model remains the most widely used choice model to date, it is derived 
under very strict assumptions. One of the most restrictive assumptions relates to the error 
terms of the model. The main assumptions related to the error terms of the model are the 
independently and identically distributed (IID) assumption and its behaviourally equivalent 
independence from irrelevant alternatives (IIA) assumption. Other assumptions about the 
independence of observed choices, and homogeneity of preferences also are required to 
derive the model. These assumptions are discussed later in Section 3.6.1 on latent class 
models. This section however discusses the potential for IIA/IID violations.  
The IIA assumption infers that the presence or absence of any other alternative will not 
change the ratio of the probabilities for two alternatives. The IIA assumption is related to the 
IID assumption which indicates that the random error component of the model is distributed 
independently and identically over alternatives and individuals (Louviere, Hensher and Swait 
2000; McFadden 2001; Train 2003; Hensher, Rose and Greene 2005). Firstly, according to 
Louviere, Hensher, and Swait (2000), the variance of the unobserved effects is defined as:  
   (   )   
      
and re-arranging            (   )⁄                          (3.9) 
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where  represents a scale parameter. 
The IID assumption restricts all variances to be constant (identically distributed) in the MNL 
model, such that normalising the scale to one implies that over the sampled population, the 
variance of the error term is assumed to be 1.283 (Hensher, Rose and Greene 2005). If the 
error variance for one or more alternatives is empirically different to the error variance of 
other alternatives, then a violation of IID and IIA will have occurred.  
Within the model, the scale is intrinsically related to the utility function. In reality the scale 
parameter is multiplicative of utility such that utility is 
                    (    )          (    )            (    )                                                                                                                                                                                                       
 
                                                                                                                                       (3.10) 
That is, λ scales each coefficient of a utility function to reflect the variance of the unobserved 
portion of utility. As such the larger the variance of the unobserved effects in a sampled 
population, the lower the value of λ and the smaller the value of Viq. (Train 2003). In the 
presence of preference heterogeneity, the IIA/IID condition will be violated, since 
population/preference heterogeneity if not allowed for in the betas, will manifest itself within 
the error term of the model which can lead to the error variance varying across alternatives 
and sampled respondents. Further, both observed and unobserved attributes are not 
independent of each other, error can arise in the parameter estimates if the error terms (εj) are 
correlated amongst alternatives (Louviere, Hensher and Swait 2000). Thus, more advance 
choice models may be required if IID exists within a data set required. 
A second issue with the MNL model is that it assumes homogeneity of preferences. In the 
MNL model, a single parameter estimate is used to represent the entire sample population. 
For example, the parameter for price is assumed to reflect the preference or influence of price 
for all sampled respondents. Whilst it is possible to include interaction effects to establish 
sources of segment specific heterogeneity, these sources must be known in advance by the 
analyst and included within the model. More advanced models relax the assumption of 
preference heterogeneity by allowing the parameter estimates to vary over respondents.  
A final issue related to the MNL model is the assumption that each choice observation is 
made by a different respondent. This assumption arises in the way the log-likelihood function 

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is specified for the model. In cases where respondents provide multiple choice observations, 
the model ignores this fact and treats the data as if it were cross-sectional rather than a pseudo 
form of panel. This may impact upon the standard errors of the model at a minimum, or affect 
the parameter estimates themselves. 
Given the above, although MNL models are estimated and reported, a more advanced 
econometric is used to provide more substantive results as part of this research. To this end, 
we rely on a latent class model, which either implicitly or explicitly deals with the issues 
raised above. The Latent class model is discussed in the section that follows.   
  
3.6 The Advance Discrete Choice Models  
3.6.1 The Latent Class Model   
Initially introduced by Lazarsfeld and Henry (1968), the latent class model (LCM) has been 
widely used in the social and behavioural sciences, and biostatistics for over two decades 
(Greene and Hensher 2003; Harel and Miglioretti 2007; Wen and Lai 2010; Grisolía and 
Willis 2012). The LCM is derived under the behavioural assumption that individual 
behaviour depends on observable attributes but that preference heterogeneity is a latent 
unobservable (Greene and Hensher 2003).  
A LCM consists of an unobserved class variable (or called latent variable, C classes or 
segments) and a number of observed attributes variables (or called manifest variables) (Zhang 
2004a). A latent relationship can be described as Figure 3-1. A LCM can identify the size of 
segments and segment membership of respondents. Thus, LCM can be used to explain 
relationships among multiple categorical variables (Harel and Miglioretti 2007). Sampled 
respondents are modelled probabilistically and allocated to classes. That is, each respondent 
is allocated to a class up to a probability in a LCM.  
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Figure 3-1: Structure of LCMs 
 
The basic LCM was built based on three assumptions (Davier 2009): response probabilities 
depend on membership to class C; local independence given class membership C (i.e., the 
manifest variables are independent within each latent class):  (        | )  
∏   
 
   (  | ); and each respondent n belongs to all latent classes up to a probability. 
Assuming the existence of C classes/segments among the sampled respondents, q, in the 
population, a LCM tries to allocate respondents to different classes using a probabilistic 
modelling method based on the samples’ latent preference heterogeneity. As such, each class 
in a LCM will have a unique utility function (Rose 2011). It can be expressed as:  
    |      |      |                                                                                                (3.11)  
The probability that respondent q belongs to a particular latent class c via class assignment 
model can be presented as: 
    
    (   )
∑     (   )   
 
    (    )
∑     (    )   
 
                                                                                                                                     (3.12) 
The probability that respondent q chosen alternative j in choice situation s in a particular class 
c can be also calculated:  
1) If it is modelled under cross sectional formulation, the probability is presented as: 
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       ,                                                         (3.13) 
where  represents the observed component of utility under cross sectional formulation 
( ). 
2) If it is modelled under panel version, the probability can be presented as: 
,                                                           (3.14) 
where  represents the observed component of utility under panel formulations 
( ). 
Finally, the alternative conditioned class probabilities can be calculated based on the class 
assignment probabilities and the choice probabilities within choice situation. According to 
Equations (3.13) and (3.14), the alternative conditioned class probabilities can be presented 
as:  
1) for the cross sectional 
   |  
        |     
∑            |     
        
                                                                                                                                         (3.15) 
2) for the cross panel formulations 
   |  
∏         |      
∑ ∏         |         
         
                                                                                                                                        (3.16) 
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Correspondingly, there will be two different equations for the log-likelihood function of the 
LCM depending on whether the model is estimating the cross sectional or panel formulations: 
 1) for the cross sectional formulations:  
   ∑ ∑ ∑   (∑     
   
    |      )        
         
 
   
 
                                                                                                                                        (3.17) 
2) for the cross panel formulations 
   ∑   (∑ ∏         |      
    
)        
 
   
 
                                                                                                                                      (3.18) 
The number of C classes in a LCM is unknown and hard to test directly. A ‘testing down’ 
method is recommended for estimating the number of classes ‘C’ in a LCM. However, it is 
difficult to determine a best model fit neither comparing the log likelihoods of sequentially 
smaller models or setting the parameters to zero (Greene and Hensher 2003). Roeder, Lynch 
and Nagin (1999) suggest using the Bayesian information criterion (BIC) (Equation 3.19 or 
3.20), but Louviere, Hensher and Swait (2000) suggest using the Akaike Information 
Criterion (AIC) (Equation 3.21) and Consistent Akaike Information Criterion (CAIC) 
(Equation 3.22) as the statistic measures to assess the LCM fit. Bhatnagar and Ghose (2004) 
indicate that the model achieves the most optimum fit to the data when the BIC is minimized, 
however, CAIC is also recommended for additional support since CAIC outperforms BIC at 
the penalization of overparameterization.   
   (     )       
(          )    
 
 
                                                                                                                                      (3.19)
    
Or a more general definition of BIC can be presented as  
            ( )                                                                                               (3.20)
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                                                                                                                (3.21)
     
 
where LL is the Log likelihood, K is the number of parameters, and N is the number of 
observations.  
In this study, we agree with Bhatnagar and Ghose (2004) and argue that there is a 
contradiction if we use only BIC or AIC as the estimated index in LCMs. It is hard to tell 
whether the Log likelihood decreased in BIC or AIC formulas is better than the number of 
parameters (K) increased, as the number of classes increase in LCM would also increase the 
number of parameters. Therefore, in this research, we also apply CAIC (Equation 3.22) as the 
statistic measure to guide the best fit LCM selection.  
          (   (   )   )(  (  )   )                                             (3.22)   
where LL is the Log likelihood, C is the number of classes, K is the number of parameters, H 
is the number of parameters in classes assignment model, and N is the number of 
observations.  
To determine the number of classes C in the LCMs, it also suggests that a model with a lower 
BIC, AIC, or CAIC value is preferred over a model with a higher BIC, AIC, or CAIC value 
(Roeder, Lynch and Nagin 1999; Louviere, Hensher and Swait 2000; Bhatnagar and Ghose 
2004). 
 
3.6.2 The Mixed Logit Model 
The Mixed Logit (ML) Model is considered the most promising state of the art discrete 
choice model currently available. It is increasingly applied to estimate various degree of 
sophistication with mixture of revealed preference and stated choice data (Hensher and 
Greene 2003). The ML model is also called “random parameter logit”, “mixed multinomial 
logit” or “hybrid logit” model (Hensher, Rose and Greene 2005). Its utility function can be 
expressed as Equation (3.23), where it still assumes that Q indicates the total number of 
respondents, Sq represents the set of choice situations faced by respondent q, and J stands for 
alternative in each of S choice situation.   
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jsqkx is a vector of explanatory variables observed by analysts. The components q  and jsqε  
are unobserved by analysts, and are treated as stochastic influences. 
q is assumed to be 
continuously distributed across individuals and correlated across alternatives, that is: 
qqq z                                                                                                                (3.24) 
where 
q is a random term with zero mean whose distribution over individuals depends on 
underlying parameters, and 
qz is observed data. Each random parameter q associated with 
an attribute of an alternative has a distribution with both a mean and a standard deviation 
(Hensher, Rose and Greene 2005). Therefore, it is critical to select the random parameters 
and their distribution function in a ML model.  
The choice probability in ML model is a mixture of logit with a mixing distribution f. The 
conditional probability can be represented as Equation (3.25) (Hensher, Rose and Greene 
2005). 
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                                                                                                       (3.25) 
 
3.6.3 The Merits of Latent Class Models  
Both LCM and ML model are advanced interpretation of discrete choice models. They help 
analysts to reveal unobserved heterogeneities in their data and capture a rich variety of 
respondents’ behaviour preferences. The primary difference between LCM and ML models is 
that parameter heterogeneity is assumed to be continuous distribution in the ML models, on 
the contrary, it is modelled with discrete distribution in the LCMs (Greene and Hensher 2003; 
Rose 2011).  
Each model has its own merits conditioned on different data set performance or on different 
occasion. Specific assumptions about the distributions of parameters across individuals are 
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needed in the ML models. It makes the ML models fully parametric and provides sufficient 
flexibilities for analysts to explore unobserved/individual heterogeneities over a wide range. 
However, the LCM is semi-parametric. It relaxes the requirement of specific distributional 
assumptions of parameters in ML models. As such, the LCM is less reliant on the random 
parameter distributions assumptions (Naik-Panvelkar et al. 2012). Thus, LCM is relatively 
simple, reasonably plausible, and statistically testable but less flexible comparing with the 
ML models (Shen, Sakata and Hashimoto 2009). 
However, empirical studies provide evidence that the LCM often performs statistically better 
than the ML model does. The possible advantages of LCM have been highlighted through 
comparisons between LCM and ML models in some papers, such as Greene and Hensher 
(2003), Hole (2008), Shen, Sakata and Hashimoto (2009), Hess et al. (2011), and Dekker 
(2012). Hess et al. (2011), following the study of Greene and Hensher (2003), apply log-
likelihood value, choice elasticities, willingness to pay valuations, and choice probability 
profiles as the useful statistics tools to determine which model is more appropriate for its 
analysis. Their empirical analysis results not only provide evidence for LCM improved 
statistical fit, easier interpretation, and greater policy relevance, but also illustrate that the 
LCM could retrieve richer patterns of heterogeneity through linking the class allocation to 
socio-demographic indicators, could easily link the heterogeneity in VTTS measures and the 
correlation between taste coefficients to socio-demographic characteristics, and allow for 
additional variation in the correlation across respondents. Grisolía and Willis (2012) indicate 
that LCMs have greater practicality because LCMs can identify different segments in terms 
of sizes and preferences and calculate WTP on the part of their constituents. 
 
3.7 Willingness to Pay (WTP) and Discrete Choice Models 
To measure non-market environmental values, one attribute in CM applications has to be a 
monetary cost. With that value attribute, CM can be used to quantify individuals’ willingness 
to bear a financial expense to acquire some non-financial potential environmental 
improvement, or to prevent some potential environmental loss, and to measure the WTP for a 
unit improvement of an environmental attribute, as well as each non-monetary attribute in the 
choice sets (Bennett and Adamowicz 2001). This process of identifying the contribution of a 
specific attribute to overall utility of an alternative is called a “part-worth” estimation 
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(Hensher, Rose and Greene 2005). The monetary value of an attribute at the margin is 
estimated through the ratio of that service attribute coefficient to the cost/dollar coefficient. It 
shows how changes in attributes are traded off against a monetary attribute change. To 
estimate the marginal change or ‘part-worth’ of the kth attribute (βk), a WTP equation is 
described as Equation (3.26). Hence, the CM technique is a quantitative method to observe 
and capture how individuals trade-off between different attributes corresponding to the 
changes in the levels of the attributes. Further, decisions making by a population of 
individuals contain an amount of variability due to the heterogeneity nature of a population. 
Thus, variability exists in an individual’s preferences across alternatives, as well as across 
individuals in a population. The aim of CM analysis is to reveal and explain these preferences 
across a sample of individuals give the choice set (Hensher, Rose and Greene 2005).  
    
  
  
                                                                                                                     (3.26) 
Survey respondents in CM applications are asked to make a sequence of six to eight choices 
to a choice question. Correspondently, a ‘status quo’ (‘no action’) option and several 
‘proposed’ (‘changed’) alternatives are provided to each choice question. Each ‘proposed’ 
alternative is different in its variations of assigning attributes’ levels. Survey respondents are 
asked to choose a preferred option maximizing their satisfaction. By modelling that selected 
options (choices), analysts are able to explore and explain how respondents react to the 
changes of each attribute levels, and to estimate how much individuals are willing to abandon 
a certain level of an attribute in exchange for a higher level of another attribute (Bennett and 
Adamowicz 2001).   
 
3.8  Seemingly Unrelated Regressions Model (SURE) 
Zellner (1962) proposes the seemingly unrelated regression equations (SURE) model. It is a 
generalization of a linear regression model containing several regression equations. Each 
equation allows having its own dependent variable and potentially different sets of exogenous 
explanatory variables. In a SURE model, coefficients in all equations are estimated 
simultaneously applied feasible generalized least squares with a specific form of the variance-
covariance matrix, and the error terms are assumed to be correlated across the equations 
(Zellner 1962). 
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According to Zellner (1962), the SURE model consists m regression equations can be 
presented as  
                                                                                                                          (3.27)    
where i represents the equation number, . t is the observation index, . 
Disturbances are uncorrelated across observations.  is a single “dependent” variable on the 
left hand side of each equation.  is random error terms, which is normally distributed and 
each with mean zero and variance.  are “independent” non-stochastic variables with  
dimensional vectors.  are regression coefficients.  
The SURE model can be presented in a vector form through stacking observations 
corresponding to the i-th equation into T-dimensional vectors and matrices: 
                                                                                                                      (3.28)    
where and  are  vectors,  is a  matrix, and   is a  vector. 
In addition, the system of Equation (3.27) can be presented as following, if the m vector 
equations were stacked on top of each other:  
                                                               (3.29) 
The error terms  is assumed independent across time, but may have cross-equation 
contemporaneous correlations:  , where ; whereas . Thus, 
the covariance matrix of the error terms  in formula (3.29) can be presented as: 
   ⌊   | ⌋                                                                                                          (3.30) 
where  the  skedasticity matrix of each observation,  is the T-dimensional 
identity matrix, and  is the matrix Kronecker product.  
mi ,......,1 Tt ,.......,1
ity
it
 'itx ik
it
iy i 1T iX IkT  i 1ik


































































X
X
X
X
y
y
y
mmMm






2
1
2
1
2
1
2
1
00
00
00
it
  0 Xjsit st    ijjtit X  

  ij mm TI

  
93 
The feasible generalized least squares (FGLS) method is a best linear unbiased and efficient 
estimator in the SURE models (Kmenta and Gilbert 1968). It takes two steps for the 
estimation procedure in the SURE models applying FGLS. First, ordinary least squares 
regression is run to estimate the elements of matrix : . Second, coefficients 
are estimated using the FGLS regression with the variance matrix  :  
  (Mentzer, Stank and Esper 2008; Wikipedia 2012). 
Except FGLS, other estimation techniques recommended for SURE models include: the 
maximum likelihood (ML) method assuming the errors are normally distributed; the iterative 
generalized least squares (IGLS) are used to recalculate the matrix  and estimate  again 
using GLS, until model converges; and the iterative ordinary lease squares (IOLS) scheme 
iteratively estimates on equation-by-equation basis with the residuals from the previously 
estimated equations as additional regressors to account for the cross-equation correlations 
until convergence is achieved.    
The SURE model is an efficient estimation procedure. The greater the correlation of the 
disturbances and the less correlation there is between the X matrices, the greater the 
efficiency gain accruing generalized least squares (Judge et al. 1985; Srivastava and Giles 
1987; Lado, Martinez-Ros and Valenzuela 2004). The SURE model is generally applicable, 
and it has been successfully applied to estimate cross-industry correlation and variation 
(Zellner 1962), to estimate individual’s dynamic behaviour (Karemera and Koo 1994) during 
choice decisions, to estimate a certain economic activity in different geographical locations 
(Donnelly 1982; White and Hewings 1982; Giles and Hampton 1984; Giles and Hampton 
1987), and other areas. Since the error terms in this study for the WTP of transit time, 
reliability, damage rate and frequency, which generated by the same data set, can be 
correlated, the SURE model could help to identify systematic sources of variations in these 
WTP. Therefore, this study will also utilise SUREs models to examine the interaction effects 
of production characteristics, trip characteristics, and company/SC characteristics on shippers’ 
value of maritime transportation preferences.    
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3.9  Conclusion  
This chapter reviews the application of discrete choice technique in the estimation of value of 
time or other qualitative transport service attributes in freight transportation area, particularly, 
in maritime transportation. Key maritime transport service attributes are identified as the key 
variables for the purpose of this research. Eight hypotheses are developed to explore the 
influence of the population heterogeneity (such as production, company, and SCM 
characteristics) on the WTP for maritime transport attributes and shippers’ choice. 
Furthermore, the impacts of a transport related SCD on the value of maritime transport 
attributes are also discussed to investigate in each hypothesis. Meanwhile, the fundamentals 
and theoretical framework of discrete choice and stated preference technique are presented, 
and three advanced discrete choice models tested in this study are introduced. The SURE 
model technique is also reviewed in this chapter to utilize and identify the sources cause 
sample heterogeneities for the study. Experiment design is presented in the next chapter. 
 
 
 
 
 
 
 
 
 
 
 
 
  
95 
CHAPTER FOUR  
 
4 SURVEY DESIGN   
 
4.1 Introduction 
This chapter first focuses on issues of stated choice experiment design, and describes the 
steps of generating an efficient experiment designs. After that, a detailed explanation of the 
survey used for this research is provided.  
 
4.2 Stated Choice Experiment Designs 
Design of stated choice experiments is an increasingly important and complex component of 
studies involving discrete choice models. A number of different classes of experiment 
designs are available for the analyst to choose from. These include but are not limited to the 
use of full and fractional factorial designs, orthogonal designs, and efficient designs. We now 
describe each of these in turn. Before doing so, however, it is necessary to provide some 
nomenclature.  
Using the same notation employed in Chapter 3, assume that each alternative j, J=1,…i, J, 
contains Kj associate attributes. A stated choice experiment will consist of a series of 
questions whereby individual respondents q=1,…Q, answer all S choice questions, commonly 
referred to as choice situations. Each attribute in each choice situation s, s=1,…,S may take 
different attribute levels Xjks (k=1,…,K) over the course of the experiment. These may also 
vary across each of the J alternatives. The theory of experiment design is aimed at generating 
a matrix    [     ]  for each respondent q with           , where      is the set of 
possible attributes levels for each attribute for respondent q, and     |    | represents the 
numbers of levels for an attribute (Bliemer and Rose 2009). Choice observations y, where 
       if respondent q chooses alternative j in choice situation s, otherwise       . β 
denotes parameters to be estimated, and Pjsq (X, β) is the probability of respondent q choosing 
alternative j in choice situation s.  
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4.2.1 Full and Fractional Factorial Designs 
Full factorial design consist of all possible treatment combinations/choice situations where all 
possible combinations of the attribute levels are enumerated (Hensher, Rose and Greene 
2005). The total number of choice situations in a full factorial design can be calculated as:  
    ∏∏     
  
  
   
 
   
 
                                                                                                                                        (4.1) 
where L is the number of attribute levels, J the number of alternatives, and K the number of 
attributes. L
JK
 is the full enumeration of possible choice sets for labelled choice experiments 
(Hensher, Rose and Greene 2005; Bliemer and Rose 2009). 
Fractional factorial designs use only a fraction rather than the full enumeration of the total 
number of choice situations. Although full factorial designs will always be orthogonal and 
balanced (i.e., the attribute level balance property, that is each attribute level appears an equal 
number of times for each attribute (Bliemer and Rose 2009)), for all but a small number of 
problems they will typically contain too many choice situations to either handle in a choice 
survey, or give to a single respondent. Fractional factorial designs on the other hand are 
typically more practical than full factorial designs as it reduces the number of choice 
situations to a more practical number. A number of methods exist to generate fractional 
factorial designs, including a random selection process without replacement from the total 
number of choice situations, the generation of orthogonal fractional factorials, and the 
generation of efficient designs (Bliemer and Rose 2009). Section 4.2.2 discusses orthogonal 
designs whilst Section 4.2.3 discusses efficient design methods. 
 
4.2.2 Orthogonal Designs 
Orthogonality is a mathematical constraint requiring all attributes be statistically independent 
of one another, or in other words, the correlation between each two attributes is zero 
(Hensher, Rose and Greene 2005). Orthogonal designs or fractional factorial orthogonal 
designs are designs that satisfy this orthogonality criterion. That is, it is designs that attribute 
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levels are balanced and all parameters are independently estimable. One property of an 
orthogonal design using orthogonal coding is that the sum of the inner product of any two 
columns is zero (Hensher, Rose and Greene 2005).  
Independence of the attributes is paramount in orthogonal designs, but it is not easy to 
preserve in practice. Orthogonality can be lost due to the coding employed by the researcher, 
such as dummy or effects coding of the attributes (discussed in detail in Section 6.4), non-
evenly spaced attribute levels (e.g., price takes levels $100, $200, $250 in the experiment), 
non-response/missing data (i.e., data is orthogonal if and only if all choice situations in the 
design are replicated an equal number of times within the data), or poor transition between 
the design codes and the attribute level labels (e.g., in generating the experiment, the levels 
used are 0,1, 2 however in the data, these are transformed to $100, $200 and $250 
respectively). An examination of the literature suggests that by and large, most studies 
employing an orthogonal design do not actually have orthogonal data. Thus, whilst 
orthogonal designs have been used widely, but optimal/efficient designs are becoming 
increasingly popular because they provide improved statistical efficiencies in the design 
(Rose and Bliemer 2006; Bliemer and Rose 2009).  We now discuss efficient design theory.      
   
4.2.3 Efficient Designs 
An efficient design is an experimental design that aims to maximise the robustness of the 
parameter estimates, meaning that the design will produce standard errors for each of the 
parameter estimates that are as small as possible. In effect, by minimizing the standard errors 
of the estimates, efficient designs seek to maximise the statistical significance of the 
estimates at a given sample size, or in turn, obtain statistically significant estimates in small 
samples. Unlike orthogonal designs, efficient designs do not impose a zero correlations 
constraint on the attributes, and hence correlations may exist within the data when using an 
efficient design (Bliemer and Rose 2009).     
The standard errors of a model are derived from the asymptotic variance-covariance (AVC) 
matrix (see Equation (4.2)).  
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                                      (4.2) 
 
where is the standard error of parameter .  
When generating a design, prior to obtaining data it is necessary to approximate the likely 
AVC matrix. This may be done by two means; use of Monte Carlo simulation or via 
analytical derivation. Monte Carlo simulation requires the generation of a large sample of 
virtual respondents to compute utilities for all alternatives after which each virtual respondent 
is assumed to choose the alternative with the highest utility. The AVC matrix and the 
variance-covariance matrix are then estimated. This process requires that the researcher 
assume a priori the parameter estimates to generate the choices of the simulated respondents. 
A second approach is to derive the AVC matrix analytically without the need to conduct 
surveys or simulate respondents. Beginning with the models log-likelihood function 
                                                                    (4.3)    
taking the second derivatives will provide what is called the Fisher information matrix 
                                                                                            (4.4) 
The AVC matrix for the design is the negative inverse of the Fisher information matrix 
(Bliemer and Rose 2009). Let denote the AVC matrix, then  
                                              (4.5) 
From equation (4.5), it can be seen that the AVC matrix is a function of the design X, the 
choice observations y, the parameters β, and the number of respondents Q. Although both y 
and β are unknown when generating a design, it turns out that y drops out or can be 
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mathematically dealt with in other ways when taking the second derivatives of the log-
likelihood functions of the MNL, NL, and ML models (Sándor and Wedel 2002; Rose and 
Bliemer 2005; Bliemer, Rose and Hensher 2007). Thus, the AVC matrix can be estimated 
without knowing in advance the outcomes y, whilst the AVC matrix remains scalable by the 
sample size Q, meaning that if the AVC matrix is known for a single respondent, it can be 
analytically determined for Q respondents. As such, the only requirement in calculating the 
design X is that the analyst assumes prior parameter estimations which represents their 
belief as to what the true population parameters β will be in practice. 
The objective therefore is to locate a design X, given a set of prior parameters,  which will 
provide the smallest possible values for each of the elements in the AVC matrix , the 
leading diagonal of which are the parameter standard errors. Rather than work with the entire 
AVC matrix, it is customary to work with a single summary measure. The D-error represents 
the most widely used efficiency measure and is based on the determinant of the AVC matrix. 
As such, a D-optimal design is the design that provides the best precision in parameter 
estimations, that is have lowest standard errors, and lowest D-error value. To determine if a 
design is D-optimal, all possible designs must be constructed and evaluated. This may not 
always be possible however. Take for example a simple experiment involving two 
alternatives, each described by three attributes defined by three levels. The full factorial will 
have 729 choice situations (i.e., 3
(3×2)
, see Section 4.2.1). Assuming one wanted a design with 
only nine choice tasks, there exist 1.53×10
20
 possible designs that require examination. Given 
such large numbers, it is commonly feasible to only examine a subset of this number. Hence, 
in contrast to the D-optimal designs, a D-efficient design seeks to minimise the efficiency by 
locating the design with the lowest D-error, but does so by searching only a subset of all 
possible designs.   
The literature distinguishes different types of D-errors based on the priors assumed by the 
analyst. These include designs generated under the assumption that: 
1)   results in what the literature terms the Dz-error: 
                                                                                       (4.6) 
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where, where K is the number of parameters to be estimated. 
2)   resulting in a measure referred to as the DP-error: 
                                                                           (4.7) 
3)  but rather than take a fixed value, is drawn from a probability distribution 
function around the true value of β, in such case, resulting in what is termed a 
Bayesian Db-error: 
                                                    (4.8) 
where stands for a joint probability density function with given parameters θ 
(Bliemer and Rose 2009). 
The Dz-error is typically used when no information is known about the parameter values, not 
even the sign. Such a design is optimal when the parameters are zero, and hence, as is hoped 
will be the case, not very efficient in practice given that the parameter estimates of the study 
will not be zero. The Dp-error is used when one is certain about the likely parameter estimates 
that will be obtained from the study, whilst the Db-error is used if one is less certain about the 
parameter values, but believes them not to be equal to zero. 
In the current study, we employ a specific type of efficient design, known as a pivot design. 
Pivot designs are discussed in the next Section. 
 
4.2.4 Pivot Designs 
Pivot designs are experiments whereby the attribute levels of the experiment are not 
determined by the analyst a priori but rather are based on the levels provided by each 
respondent based on some real life experience. That is, rather than the analyst define a cost 
attribute as taking the levels $200, $300 and $400, the respondent provides the real price to 
the researcher early in the survey. Based on the respondents input, the design then generates 
levels that are pivoted of the reference level. As such, the design will reflect individual 
specific realities rather than some researcher imposed reality. Two ways to construct pivot 
designs have been discussed within the literature. As the attribute levels are pivoted from 
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reference alternatives of each respondent, a pivot design can be generated using relative 
differences from the reference level or absolute deviations (Bliemer and Rose 2009). 
Unfortunately, as the reference levels are not known in advance, it is necessary for the 
researcher to make assumptions about these when generating the design. According to Rose 
et al. (2008), four approaches are available to create an efficient pivot design. These are 1) 
the generation of a single design whose reference levels is based on some population average; 
2) the generation of multiple designs based on segment average reference levels; 3) the 
generation of separate designs for each respondent, which requires a survey mechanism that 
captures the levels and optimises the design simultaneously; or 4) an experiment design 
approach separated into two stages, first capturing the respondent specific references levels 
after which a single design is generated and applied to all respondents. The first approach is 
easy to generate but provides the lowest efficiency. The second and last approaches take 
more time and effort, but perform the best and produce the  highest levels of efficiency.      
The pivoting design technique has been used increasingly for shipping/logistics decisions 
discrete choice surveys (Hensher and Puckett 2004). This is because such designs attempt to 
make the hypothetical choice tasks as realistic to each respondent and hence minimise any 
hypothetical bias that may exist. Given that the current study also has practical implications 
for the industry, it was felt that the use of an efficient pivot experiment design would be most 
suitable for the purpose of this research. Further, given heterogeneity within the industry in 
terms of actual market freight prices, the complexity of freight transport decision processes, 
and differences in shipments, designing an experiment that reflected all surveyed participants 
was not possible without reverting to a pivot design. To obtain the prior information of the 
parameters, a questionnaire based on industrial average levels and historical records of 
different carriers and routes was first obtained and an extensive pilot study was carried out. 
After capturing the references from the pilot studies, an amended efficient pivot design was 
created for this research, using the second approach outlined in Rose et al. (2008). 
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4.3 Study Survey Construction 
4.3.1 Stimuli Specification 
According to Rose, Scarpa and Bliemer (2009), the steps in generating an efficient design is 
as per  Figure 4-1. After refining the specific problem, the researcher is required to define the 
stimuli to be manipulated in the experiment (including the alternatives, attributes, attribute 
levels, and the number of choice situations).   
 
 
Figure 4-1: Design Generation Process 
Source: (Rose, Scarpa and Bliemer 2009) 
 
After an extensive literature review, it was felt that the current study should make use of an 
unlabeled experiment. An unlabeled experiment is one whereby the alternatives in each 
choice task provide no information to the respondent other than the order in which they are 
shown. For example, the alternatives may be Option A, Option B, Option C, etc. This 
contrasts to labelled experiments where the alternative names have substantive meaning to 
the respondents beyond the order in which they are shown. For example, a labelled 
experiment might consist of alternatives titled Train, Bus and Truck. For the current 
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experiment, labels were inappropriate as the objective of the survey was to determine the 
influence of the attributes without confounded aligning these influences to a specific 
alternative type. For example, we were interested in determining the influence of damage or 
loss rates on maritime shipping decisions, not the influence of damage or loss rates related to 
specific contract types or specific shipping routes.  
Attributes and attribute levels were selected and defined carefully based on previous literature, 
from consultation through pre-interview telephone calls, and an extensive pilot study. In 
order to define realistic and meaningful attributes, before conducting a pilot study, a 
substantial number of pre-interview telephone calls were carried out and industrial data were 
collected, however the response rate is very low (around 10 to 15 percent in all three cities) 
due to confidential and time constrain issues. As such, only 32 respondents participated in the 
pilot study, including 15 respondents from Shenzhen, 12 respondents from Sydney, and five 
respondents from Shanghai. The information gained from the pre-interview telephone calls 
and the pilot study helps to ensure the robustness of definitions of the attributes and attribute 
levels in the current study.   
In generating the design, in order to link the levels of the experiment to the actual transport 
costs and value of the company’s typical shipment, the freight rate, transit time, and 
frequency are expressed in absolute terms, while reliability and damage rate are expressed in 
percentage terms when shown to the respondent (see Figure 4.5).  
The experiment involved respondents answering 16 choice questions. Eight of the 16 
questions represented decisions made under normal operating conditions, whilst the 
remaining eight represented decisions made under abnormal conditions assuming some form 
of disruption event had occurred.  
A summary of the attributes, attribute levels, and variable names used in the experiment are 
given in Table 4-1.  
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Table 4-1: Attributes and Attribute Levels for Normal and Disruption Circumstances 
 
Operation Attribute Attribute levels in alternatives 
Expected 
sign 
Variable 
name 
Normal 
Freight 
Rate 
-100,-300,+100,+300 (four design levels)                        
design level × real freight rate from CAPI - FR 
Disruption 
Surcharge/
Rebate 
-1,-3,1,3 (four design levels)                                                                      
design level × freight rate from 
CAPI×1(Sur) or × -1(Reb)  - SUR 
Normal 
Transit 
Time 
-1,-3,+1,+3 (four design levels)                             
design level × coefficient +real transit 
time from CAPI - TT 
Disruption Delay 
-1,-3,+1,+3 (four design levels)                                        
14 + (design level × coefficient) - DEL 
Both Reliability 
0.78,0.84,0.9,0.96 (four design levels)                                       
design level × 100 × coefficient + REL 
Both Damage 
0.5,1,1.5,2 (four design levels)                               
design level × coefficient - DAM 
Normal Frequency  
0.5,1,1.5,2 (four design levels)                               
design level × coefficient + FRQ 
 
Freight rates were all converted into corresponding US dollars, and were defined as the 
freight rate per TEU. This was pivoted in the experiment around the real rate stated by 
respondents earlier in the survey. Surcharge and rebate are the costs under a disruption event; 
surcharge was defined as the expediting cost and rebate as the compensation required given a 
longer delay.  
Transit time in the experiment was expressed as the door-to-door time in days under normal 
operating conditions. Delay is any additional transit time under the disruption scenario. 
Negative design levels indicated that shippers are willing to pay expediting costs to reduce 
the shipment delay days/delay time saving. Positive design levels indicated shippers prefer to 
receive compensation and tolerate a higher risk of delays occurring.    
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Reliability under normal operational conditions is expressed as a percentage of on-time 
arrival. It corresponds to the historical records of the different carriers and routes which were 
collected in questions asked prior to the choice experiment in the survey. Reliability under a 
disruption scenario can be interpreted as reliability of delay mitigation/extension after a 
disruption event (eg., strike). Reliability of delay mitigation/extension after a disruption is 
also expressed as a percentage of on-time arrival. For example, a shipment is expected to 
delay about 15 days due to bad weather, the logistics service provider can provide a 
hypothetical solution to reduce the delay to 11 days under an expediting cost of USD $300 
per TEU, and this 11 days delay on-time arrival reliability is about 88%. On the other hand, if 
a shipper can tolerate a longer delay from 15 days to 17 days, the service provider can pay 
back USD $100 per TEU for compensation, and this 17 days delay on-time arrival reliability 
is 70%. 
Damage is expressed as a percentage of the declared cargo value damaged during in transit. It 
corresponds to the historical records of the different carriers and routes.  
Frequency is the number ship departures per week. For example, a frequency equal to 0.5 in 
the questionnaire indicates one service every two weeks.  
Given the above definitions, freight rate, transit time, and frequency are attributes 
corresponding to a specific ship/route. Reliability and damage on the other hand are attributes 
associated with the long-term reputation or service level of a carrier. 
Once the attributes are defined, it is possible to write out the expected utility functions of the 
surveyed respondents. Given that the attributes differ under the two operational conditions, 
there exists two sets of utilities. A shipper’s utility function under normal and disrupted 
operational scenarios for the current study may be expressed as (4.9) and (4.10), respectively.  
                                                                   (4.9)   
                                                                              (4.10)  
The utility for company q choosing alternative j in choice situation s is expressed as Uqjs. 
FRqjs and SRqjs, and TTqjs and DLqjs represent transportation attribute freight rate, transit time 
under normal operations, and expediting costs, delay days under the disruption scenario, 
respectively. The levels of these attributes vary in the experiment over company q, alternative 
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j and choice situation s. The remaining transport service attributes are denoted as RLajs, DMqjs, 
and FQqjs for reliability, damage, and frequency respectively. εqjs denotes the error term of the 
model which is assumed to be extreme value type 1 distributed. The error term is assumed to 
represent the unobserved effects related to the utility for company q choosing alternative j in 
choice situation s.    
The use of an unlabeled experiment requires that the model use generic parameter estimates. 
A generic parameter estimate is a parameter that is constrained to be the same for all 
alternatives in the model. The requirement for the use of generic parameters exists for 
unlabeled experiments as there is no behavioural reason for the estimates to differ over the 
alternatives (i.e., in a labelled experiment, the marginal utility for time for example may be 
expected to vary by two modes, such as car or bus, however in an unlabeled experiment, a 
parameter would not be expected to vary over what are in effect meaningless alternatives).  
As such, the parameters in the utility functions, βFR, βTT, βRL, βDM, and βFQ are constrained to 
be same across all alternative j.  
Finally, it was decided that each respondent be shown four alternatives in each choice 
situation and select their most preferred option. Hence, in this experiment J is assumed to 
equal four. 
Using priors obtained from the pilot study, the experimental design was generated using 
Ngene V1.0.  
Once the design was generated, the questionnaire instrument was developed. In this case, a 
computer-aided personal interview (CAPI) program was programmed. The next section 
discusses the survey questionnaire.      
 
4.4 Survey Design  
A questionnaire was designed to cover all essential information for the purpose of this study. 
Specific tailored CAPI software (see Figure 4-2) was utilized for a meaningful, systematic 
and integrated data collection process. This section outlines the survey and specific questions 
that were asked. The survey itself was divided into several sections which are detailed below. 
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Figure 4-2: Survey CAPI 
 
 
4.4.1 Survey Introductory  
The first part of the survey was design to gather background information of firm-specific 
details including company size, commodity type, annual volume transported, how shipments 
are booked, general information on shipment delays, and any SCM and risk handling 
strategies that exist (see Figure 4-3 for some of the background questions asked). 
Respondents were sampled from small to medium sized companies in such a way as to ensure 
that they had adequate knowledge of the company’s operations and were capable of 
answering all aspects of the questionnaire. Further information on the sampling plan is 
provided in Chapter 5.  
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Figure 4-3: Survey Screen- General Information 
 
4.4.2 A Specific Shipment Information and Normal Operation Choice Scenarios    
The second section of the questionnaire also involved asking questions of surveyed logistics 
managers about specific information related to a recent containerised import or export 
shipment that they had knowledge of. Questions asked sought data on the origin and 
destination city of the shipment, the time in-transit, the transhipment port, the freight rate, the 
shipment size, the commodity type and value, and any delays that were experienced (see 
Figure 4-4 as an example screen). In cases where a respondent was unable to provide the 
details of a recent shipment, a representative shipment of the organization was sought.  
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Figure 4-4: Survey Screen Involving a Recent Shipment 
 
The third section of the survey consisted of the eight choice scenarios based on the 
experimental design, related to scenarios reflecting normal operating conditions. The 
shipment specific information captured in the second section of the survey represented the 
reference information required to generate the pivot design. For all respondents, the eight 
choice situations consisted of questions related to normal operating conditions. The tasks 
themselves involved the choice from four unlabelled alternative shipping options described 
by five attributes, these being the door-to-door freight rate, door-to-door transit time, 
reliability, damage, and service frequency. An itemised explanation of each attribute was 
provided at the top of each screen. A sample question is provided in Figures 4-5, and 4-6.  
Respondents were asked to assume that four different service options/alternatives were 
available to arrange the transportation of his/her containers discussed earlier in the survey. 
The unlabelled service options were described as “option1” to “option 4”. Respondents had to 
choose one alternative that best suited individual personal preferences based on the given 
attributes for each of the choice sets given. Eight choice sets were provided following the 
practice game (see Figure 4-5). Prior to doing the experiment, respondents were asked to 
complete a practice game (see Figure 4-5). The practice game enabled the interviewer to 
explain the choice tasks and each attribute in detail. 
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Figure 4-5: Survey Screen – Practice Scenario 
 
 
Figure 4-6: Survey Screen – Choice Scenarios under Normal Operations 
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At the end of the eight choice tasks, respondents were required to rank the service attributes 
from ‘most important” to “less important”, and to assess which if any of the attributes were 
deemed as being “not relevant” (see Figure 4-7). This supplementary information can be used 
to contribute to revealing and understanding shippers’ rankings of importance for each 
maritime transport service attributes, although this is not part of this thesis.   
 
 
Figure 4-7: Survey Screen – Maritime Transport Service Attributes Importance 
Evaluation 
  
4.4.3 Supply Chain Disruptions Scenarios    
In the fourth section of the survey, surveyed logistics managers were asked to analyse a series 
of scenarios assuming that some disruption event had occurred. Before viewing the scenarios, 
the interviewer provided an explanation of possible SCDs through the use of some examples. 
Figure 4-8 illustrates the explanation given.    
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Figure 4-8: Survey Screen – Examples of Disruptions 
 
Next, respondents were asked to relate the levels of a situation previously experienced where 
a transportation disruption occurred resulting in a delay of seven days or longer. Also asked 
were details of the company’s contingency plans to tackle SCDs, and the impacts of 
increased security regulation or quarantine regulations on the companies’ business operations. 
Also asked were questions about the possible effects a terrorist attack might have on transport 
decisions being made (see Figure 4-9). 
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Figure 4-9: Survey Screen – Handling Supply Chain Disruptions 
 
Next, choice scenarios under a hypothetical disruption circumstance were shown to 
respondents. These questions were constructed so as to be related to the data on the previous 
experienced disruption event captured earlier in the interview. The choice situations 
presented respondents with alternative options to expedite the shipment. The attributes for 
these scenarios included expediting cost (surcharge), time savings (delay), reliability, and 
damage. Expediting cost was expressed in dollars; time saving in days; reliability was 
expressed as a percentage of on-time arrivals; and damage was expressed as a percentage of 
the declared cargo value. Expediting cost and time savings were explained as attributes of an 
alternative mode/route. Reliability and damage were associated with the long-term reputation 
or service level of the carrier. Figure 4-10 illustrates an example question. A practice scenario 
was also provided ahead of the choice questions in this section. As before, the practice game 
enabled the interviewer to explain the hypothetical disruption scenario and each alternative, 
as well as each attribute in detail before the respondent started the following eight choice 
questions.     
Finally, service attributes were also ranked in terms of their importance and irrelevance 
during respondents’ decision-making whilst completing the questions (see Figure 4-11).   
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Figure 4-10: Survey Screen – Supply Chain Disruption Choice Scenarios 
 
 
Figure 4-11: Survey Screen – Service Attributes Evaluation under a Disruption Event 
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4.5 Conclusion  
This chapter provides a brief over view of different types of stated choice experiment designs, 
including the type of design used herein, that being an efficient pivot design. The chapter 
provides details of the steps undertaken for generating the pivot efficient experiment design 
after which the survey used for the study is described. Questions captured via a CAPI survey 
allowed for general background information of the respondent’s company to be collected and 
the shippers’ preference captured for alternative options under normal operational conditions 
and disrupted operations. The next chapter presents details of the data collection method as 
well as a description of the data analysis undertaken for this research.   
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CHAPTER FIVE  
 
5 DATA COLLECTION AND DATA DESCRIPTIVE ANALYSIS 
 
5.1 Introduction 
This chapter details the data collection process used to empirically test the hypotheses 
outlined in Chapter 3. The chapter then presents a descriptive analysis of the collected data.  
  
5.2 Data Collection Process 
The data used in this research are based on interviews with SC managers working in Sydney, 
Shenzhen, and Shanghai. Respondent companies were selected to ensure that a wide range of 
products and industries were represented in the survey. A substantial number of pre-interview 
telephone calls was carried out to collect general company information and to ensure that the 
final interview would be conducted with a manager, that had full knowledge/authority over 
the company’s shipping decisions as well as knowledge of the SC constraints imposed by 
customers or manufacturing/distribution activities. As a general indication, approximately 10 
percent of the phone calls resulted in a successful interview.   
A computer aided personal interview (CAPI) software designed and tailored specifically for 
this research was utilized. The software allowed for a systematic data collection process and 
ensured the integrity and completeness of the data. The first part of the interview was 
designed to obtain qualitative data regarding SC operations and transportation decisions. In 
the second part of the interview, logistics managers were asked to provide company specific 
information about a containerised import or export shipment, and any delays/disruptions 
experienced, rates, and transit times. Most interviews lasted one hour on average. One 
hundred and four respondents were interviewed between September 2006 and April 2008 in 
three cities. The majority (51 percent) of all companies were exporters while 49 percent were 
importers. The predominant respondents in Sydney were importers (83 percent), while in 
Shenzhen and Shanghai they were exporters accounting for 71 and 52 percent respectively 
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(see Table 5-1). A majority of exporters was sought in China because of the country’s 
positive foreign trade account balance.  
 
Table 5-1: Descriptive Summary of Respondent Type 
  Sydney Shenzhen Shanghai All Chinese All Data 
Sample Size 30 49 25 74 104 
Observation 240 392 200 592 832 
Importers  
(0=Importer, 1=Exporter) 83.33% 28.57% 48.00% 35.14% 49.04% 
Exporters  16.67% 71.43% 52.00% 64.86% 50.96% 
 
Pre-interview telephone calls were carried out to ensure various industry types would be 
represented in the final sample, and that respondents had full knowledge of the company’s 
operation management decision making processes. The breakdown per industry and product 
category in the final sample reflects the composition of Chinese and Australian foreign trade. 
Table 5-2 illustrates that, based on shipping commodity type, the highest proportion of 
shipments in China were Electrical Products (20 percent), followed by Electronics (15 
percent), Raw Material (12 percent), Chemicals, Textile (nine percent), Mechanical Products, 
Consumer Products and others (eight percent), Construction Products (seven percent) and 
Automotive/Parts (three percent), and Other (eight percent) including Home Productions, 
Ceramics, Furniture, and Tobacco Products. The highest proportions of shipment types in 
Sydney were Electrical Products (33 percent), followed by Farming/Food (17 percent), 
Construction Products (13 percent), Textile and Automotive/Parts (10 percent), Consumer 
Products (seven percent), Mechanical Products, Raw Material and others (three percent).  
The official organization role of interviewees’ varied widely and included the role of general 
manager (and general manager in a China branch), sales manager (or marketing department 
manager), director, director assistant, shipping department manager, project manager, 
planning and logistics manager, customer representative, operation manager, global sourcing 
manager, international trade manager, purchasing manager, chief of process and productivity, 
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business department manager, import section manager, export manager, purchasing 
supervisor, vendor account manager, president, and chairperson. 
 
Table 5-2: Descriptive Summary of Respondent Commodity Type 
  Sydney Shenzhen Shanghai All Chinese 
Commodity Type Percentage Percentage Percentage Percentage 
Electrical Products 33.33 26.53 8.00 20.27 
Electronic Products - 16.33 12.00 14.86 
Chemical Products - 10.20 8.00 9.46 
Mechanical Products 3.33 8.16 8.00 8.11 
Raw Material 3.33 8.16 20.00 12.16 
Consumer Products 6.67 8.16 8.00 8.11 
Textile Products 10.00 6.12 16.00 9.46 
Construction Products 13.33 6.12 8.00 6.76 
Farming/Food 16.67 - - - 
Automotive/Parts 10.00 2.04 4.00 2.70 
Other 3.33 8.16 8.00 8.11 
Total 100.00 100.00 100.00 100.00 
 
 
5.3 Descriptive Summaries of Respondent Companies 
The survey participants spread over the three cities represented a diverse set of organizations 
in terms of firm size. Among the three cities, Sydney respondents had the narrowest scope in 
organization’s annual sales, ranging from USD $122,000 to $812 million with a median of 
USD $41 million. This was followed by Shanghai respondents, whose organization’s annual 
sales ranged from USD $3 million to $10 billion with a median of USD $45 million. 
Shenzhen respondents’ reported annual firm sales with the widest range, with a minimum of 
USD $500,000 and maximum of USD $14.4 billion and a median value of USD $5 million. 
In terms of annual TEU volume shipped by sea, Shenzhen had the greatest level of diversity 
ranging from a single container to a maximum of eight million containers shipped, with a 
median of 2000 TEUs per year. Firms from Shanghai reported between 20 containers to a 
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maximum of 4.5 million containers shipped annually, with the median number of containers 
being 500 TEU. Shipments from Sydney firms ranged from 14 to 150,000 containers, with a 
median of 2000 TEU (see Table 5-3).  
Table 5-3: Descriptive Summary of Respondent Companies 
  Sydney Shenzhen Shanghai 
Sample Size 30 49 25 
Observation 240 392 200 
Organization 
Annual Sales 
($USD) 
Sydney Min 122,000 
 
Max 811,997,000 
 
Median 40,600,000 
 
Average 130,003,433 
 
Standard Deviation 207,960,670 
Shenzhen Min 500,000 
 
Max 14,400,000,000 
 
Median 5,000,000 
 
Average 715,083,878 
 
Standard Deviation 2,411,928,162 
Shanghai Min 3,000,000 
 
Max 10,000,000,000 
 
Median 45,000,000 
 
Average 748,704,000 
 
Standard Deviation 2,154,440,227 
Organization 
Annual TEU 
Volumes 
Sydney Min 14 
 
Max 150,000 
 
Median 2,000 
 
Average 15,333 
 
Standard Deviation 33,241 
Shenzhen Min 1 
 
Max 8,000,000 
 
Median 300 
 
Average 275,189 
 
Standard Deviation 1,231,931 
Shanghai Min 20 
 
Max 4,534,000 
 
Median 500 
 
Average 220,333 
 
Standard Deviation 914,205 
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5.4 Descriptive Summaries of Respondent’s Current Shipment Information 
Seventy-five to eighty percent of interviewed respondents’ current shipments were booked 
through a freight forwarder and 20 to 25 percent were booked via carriers in Sydney and 
Shenzhen. All Shanghai respondents’ shipments were booked by freight forwarders. Most 
organizations reported assessing the reputation of carriers/freight forwarders during their 
service selection, with only 12 out of the 104 companies (11.54 percent) suggesting that this 
was not an important factor influencing their choice. The major attributes reportedly used to 
assess the reputation of a carrier/forwarder were price/freight rate (70.2 percent); service 
levels (efficiency, professional, flexibility) (68.27 percent); reputation (29.81 percent); 
history and whether a recommendation existed or not from some other knowledgeable source 
(27.9 percent); communication regarding documentations, process, tracing of shipments, and 
problem solving during emergency  (25 percent);  reliability (23.08 percent); company size 
(20.2 percent); shipping capacity and capability (number of shipping lines) (18.27 percent); 
stability of shipping schedule (15.4 percent); relationship and cooperation with customer and 
customs (15.4 percent); documentation provided (14.42 percent); KPIs (key performance 
indicators) (14.4 percent); IT system used (13.5 percent); frequency (9.62 percent); and 
security and location (7.7 percent).      
Table 5-4 displays the shipment information reported for each of the three cities. Freight rates 
in Shenzhen and Shanghai were reported as being very similar, both ranging from USD $500 
to $5500 with a median of USD $1700 per shipment. Sydney had a lower freight rate range 
varying between USD $500 and $4700, but higher median value around USD $2000 per 
shipment. The relative cost of inland transportation can be expected to vary by distance 
between the final destination of the cargo and the proximity of the importer/exporter to a port. 
The inland transport costs ranged from USD $50 to $1000 with a mode of USD $200.  The 
low mode value is because most companies were located near coastal areas. Regarding how 
the freight was booked (i.e., Free on Board (FOB) or Cost Insurance Freight (CIF)), the 
majority (65 percent) was booked as FOB across the three cities with only 37 of the 104 
respondents’ reporting shipments paid as CIF.  
 
 
  
121 
Table 5-4: Descriptive Summary of Current Shipment Information 
Freight Rate 
($USD) 
Sydney 
Min 490 
Max 4,630 
Median 1,975 
Average 2,043 
Standard Deviation 935 
Shenzhen 
Min 525 
Max 5,350 
Median 1,700 
Average 1,824 
Standard Deviation 922 
Shanghai 
Min 550 
Max 5,136 
Median 1,700 
Average 2,011 
Standard Deviation 1,200 
Freight Booked 
(CIF=1) or 
(FOB=0) 
Sydney CIF 36.67% 
 
FOB 63.33% 
Shenzhen CIF 36.73% 
 
FOB 63.27% 
Shanghai CIF 32.00% 
 
FOB 68.00% 
 
 
The questionnaire asked respondents to provide data about a recent shipment. This was later 
used to construct the SP experiment. The range of cargo value per TEU for the current 
reported shipments was from USD $1500 for raw materials and recycled paper to a maximum 
of USD $650,000 for automotive bikes across the three cities. The most expensive cargo 
value per TEU shipment was from Tokyo, Japan to Sydney. For the Sydney sample, the value 
of goods carried in the most current shipment ranged from USD $4000 to $650,000 with a 
median of USD $35,000 per TEU. The value of shipments to and from Shanghai was 
between USD $4200 and $310,000 with a median value of USD $60,000. Shenzhen 
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shipments had the lowest goods value with a range of USD $1500 to $200,000, and a median 
of USD $18,000. The majority of the most recently reported shipments were booked as being 
fully containerised in all three cities. Only 20 percent of Sydney respondents, six percent of 
Shenzhen respondents, and four percent of Shanghai respondents reported that their most 
current shipment was based on a consolidated container (See Table 5-5).  
 
Table 5-5: Descriptive Summary of Current Shipment Information 
Good value/TEU 
($USD) 
Sydney 
Min 4,100 
Max 649,600 
Median 34,900 
Average 79,567 
Standard Deviation 126,234 
Shenzhen 
Min 1,500 
Max 200,000 
Median 18,000 
Average 31,787 
Standard Deviation 35,710 
Shanghai 
Min 4,200 
Max 310,000 
Median 60,000 
Average 83,088 
Standard Deviation 79,572 
Current Shipment 
TEU Volume 
(Containers) 
Sydney 
Min 1 
Max 250 
Median 3 
Average 20 
Standard Deviation 50 
Shenzhen 
Min 1 
Max 100 
Median 2 
Average 5 
Standard Deviation 15 
Shanghai 
Min 1 
Max 25 
Median 2 
Average 5 
Standard Deviation 6 
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The transit time of the most recent trip varied slightly by city. Shipments in Shenzhen 
experienced a shorter transit time, ranging from six to 38 days, with a median of 24 days. The 
current trip transit time for Sydney shipments was between 14 and 50 days, with a median of 
22 days. Lastly, Shanghai shipments had a wider range of transit times, ranging from 12 to 70 
days, with a median of 27 days. Twenty-three out of the 104 respondents’ current shipments 
involved transhipment. The majority of these were through Singapore (13 out of 23), 
followed by Hong Kong (three out of 23). Other transhipment ports included Bremerhaven, 
Rotterdam, Kelang, and Osaka. Thirty three percent of Sydney firms reported that their most 
recent shipment involved transhipment, with Singapore being the dominant transhipment port 
for both importers and exporters. Twenty-two percent of Shenzhen firms reported their most 
current shipment as involving transhipment, but transhipment ports were extremely diverse 
due to heterogeneity in the cargo destination. Although Shanghai firms experienced the 
longest transit time, only eight percent of the current reported shipments involved 
transhipment (see Table 5-6).  
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Table 5-6: Descriptive Summary of Current Shipment Information 
Transit Time (Days) 
Sydney 
Min 14 
Max 50 
Median 22 
Average 25 
Standard Deviation 10 
Shenzhen 
Min 6 
Max 38 
Median 24 
Average 23 
Standard Deviation 9 
Shanghai 
Min 12 
Max 70 
Median 27 
Average 29 
Standard Deviation 12 
Current Trip Involved 
a Transhipment 
(1=Yes, 0=No) 
Sydney Transhipment 33.33% 
 
No Transhipment 66.67% 
Shenzhen Transhipment 22.45% 
 
No Transhipment 77.55% 
Shanghai Transhipment 8.00% 
 
No Transhipment 92.00% 
Experienced Delay 
(Days) 
Sydney 
Min 0 
Max 25 
Median 1 
Average 3 
Standard Deviation 6 
Shenzhen 
Min 0 
Max 14 
Median 1 
Average 2 
Standard Deviation 2 
Shanghai 
Min 0 
Max 10 
Median 0 
Average 1 
Standard Deviation 3 
 
In terms of experiencing a delay during the currently reported shipments, Sydney tended to 
experience the longest amount of delays of around 25 days, followed by Shenzhen’s 14 days 
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and Shanghai’s 10 days. Longer transit times and the large number of transhipments during 
sea transportation are possible causes for the longer delays experienced. Nearly twenty-one 
percent of respondents claimed their current shipment had experienced more than a three-day 
delay. The major causes of shipment delay as stated by the respondents are given in Table 5-7. 
Shipping schedule delay is the dominant factor causing shipment delay, followed by 
custom/quarantine/regulation related delays, shipping capacity shortages, transhipment delays, 
bad weather/unexpected situations, inland transportation delays, supplier delays, port 
congestion, and documentation/information errors. 
 
Table 5-7: Factors Causing Current Shipment Delay 
The factors that caused current shipment delay  Importer (%) Exporter (%) Sum (%) 
Shipping schedule delay 16.3 20.2 37 
Custom clearance/(random) inspection / 
quarantine delay and government regulation delay 
14.4 13.5 28 
Lacking shipping space/empty containers 13.5 13.5 27 
Transhipment delay 14.4 10.6 25 
Change shipping routine  12.5 11.5 24 
Bad weather, strike, unexpected situation on sea 13.5 7.7 21 
Inland transport delay (origin, destination, 
loading / unloading delay) 
4.8 12.5 17 
Supplier delay, production delay 5.8 10.6 16 
Port delay, port congestion 6.7 6.7 13 
Documentation/information error 10.6 1.9 13 
 
 
5.5 Respondent Companies Experienced Delay and Damage 
There was a substantial difference in the annual average percentage of shipment delays 
experienced amongst respondents from the three cities. Shanghai respondents had the widest 
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range, with values varying between zero and 80 percent, with a median of five percent. This 
was followed by respondents from Sydney, with a range between two and 72 percent, and a 
median of 10 percent of annual shipments experiencing some sort of delay. Shipments from 
Shenzhen were reported as experiencing only zero to 30 percent of annual delay on average, 
and its median was about five percent (see Table 5-8). 
Table 5-8: Descriptive Summary of Respondent Companies Experienced Delay and 
Damage 
Shipment Delay 
Annually on 
Average (%) 
Sydney Min 2 
 
Max 72 
 
Median 10 
 
Average 18 
 
Standard Deviation 17 
Shenzhen Min 0 
 
Max 30 
 
Median 5 
 
Average 8 
 
Standard Deviation 8 
Shanghai Min 0 
 
Max 80 
 
Median 5 
 
Average 11 
 
Standard Deviation 18 
Shipment Damage 
Rate Annually on 
Average (%) 
Sydney Min 0 
 
Max 50 
 
Median 2 
 
Average 5 
 
Standard Deviation 9 
Shenzhen Min 0 
 
Max 5 
 
Median 0 
 
Average 1 
 
Standard Deviation 1 
Shanghai Min 0 
 
Max 8 
 
Median 0 
 
Average 1 
 
Standard Deviation 2 
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In terms of annual damage rate of shipments transported by sea, Shenzhen and Shanghai have 
similar average values. The minimum damage rate in both cities was zero percent, with a 
maximum rate for Shenzhen and Shanghai of five percent and eight percent respectively. 
Sydney respondents reported extremely high rates of damage, up to 50 percent, however the 
average was five percent. 
Lost sales/profit (58 percent) and costs increased (53 percent) were the dominant types of 
delay costs when managers were asked to describe the delay or disruption costs. In terms of 
costs increased, this included cargo damage/lost, price discounts, contract penalty, inventory 
carrying costs and additional administration costs. Increased communication, documentation, 
and tracking were the major administration costs and workload increases. These costs were 
different from transport related disruption costs (46 percent), which were highlighted as liner 
terminal charges, inspection fees, carrier demurrage, custom clearance costs, storage at port, 
delay box fee, increased transhipment due to missing schedule, port surcharges, reorder 
shipping space fee, charter fee, empty truck fee, return cargo shipping costs, change routing, 
or shift to air freight costs. Managers claimed transport delays would miss the sales season 
and impact on customer promotion plans or manufacturing plans. Thus, customer relationship 
damage (34 percent) was of high concern under a delay. Delay would also impact service 
level and damage company’s reputation (23 percent) and competitiveness in the market. 
Respondents were also concerned about delays impacting payment delays and cash flows, as 
well as increasing lead-time (see Table 5-9).   
SC transport delays and disruptions may possibly affect importers and exporters in dissimilar 
ways. Exporters indicated that delays might force them to offer price discounts, rebates, or 
penalty payments. Longer delays may even result in the cancellation of orders, the return of 
cargo, or the auction of the shipment at foreign ports. Contractual and payment terms had a 
significant impact on exporters’ cash flows when a delay took place. As expected, exporters 
selling EX-WORK or FOB origin were not concerned about cash flow impacts. Exporters 
were highly concerned about company reputation, service level, and long-term relationships 
with their retailers. Among importers, importers showed more concern in relation to transport 
cost increases due to rerouting or mode changes. Wholesalers highlighted higher 
administrative costs related to customer service, communication, documentation and tracking. 
Wholesalers and manufacturers that import supplies and raw material were also concerned 
about higher inventory costs caused by longer lead times. In general, importers also showed a 
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higher concern about the impact of delays on promotions and sales plans, as well as costs 
associated with custom procedures and inspections.  
 
Table 5-9: Impacts of Supply Chain Transport Delays and Disruptions  
Supply chain disruption-related costs Importer (%) Exporter (%) Sum (%) 
Lost sales/profit 34 24 58 
Increase administration workload and costs 29 24 53 
Increase transport costs  25 21 46 
Damage customer relationship 13 20 34 
Damage reputation 10 13 23 
Account receivable and cash flow  2 7 9 
Lead time increased 4 3 7 
 
Sixty-nine out of 104 interviewees (66 percent) declared that they already had contingency 
plans to handle delays and disruptions at an operational level. However, at a strategic level, 
only 15.4 percent (16 out of 104) mentioned long-term measures to deal with travel time 
variability. Long-term measures included lengthening estimated lead times before order, 
increasing safety stocks and diversifying the network of carriers and suppliers, purchasing 
insurance, developing new products, investing in IT systems and building risk management 
team to handle emergency issues. 
The results shown in Table 5-10 illustrate companies’ responses to a specific delay or 
disruption. The most prevalent contingency measure to respond to actual delays was the use 
of alternative shipping routes which include, using more direct line shipping instead of an 
indirect line to avoid transhipment delays, or expediting the shipment using air or inland 
trucking to alternative ports. A second major response to tackle delays and disruptions was 
communication to SC parties to reschedule delivery times or to speed up processing times. In 
case of a major delay or disruption, managers indicated that when possible, they would tap 
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into their network of alternative suppliers, promote substitute products, or negotiate customer 
discounts or rebates and apply late delivery penalties. 
 
Table 5-10: Companies’ Responses to Contingency Plans for Delay and Disruptions  
Detail of contingency plans 
Importer 
(%) 
Exporter 
(%) 
Sum 
(%) 
Operational level 
   Change shipping schedule/route 18.27 22.12 40 
Communication to all parties to reschedule delivery time 14.42 24.04 38 
Alternative sourcing/substitute product 12.50 15.38 28 
Negotiate price discount/rebate to customers/apply 
penalty to suppliers 1.92 4.81 7 
Strategic level 
   Lengthen estimated lead time 3.85 0.96 5 
Increase safety stock 6.73 
 
7 
Diversify carriers/suppliers base 15.38 9.62 25 
Build risk management team 8.65 1.92 11 
Invest on IT system improve tracking/develop new 
product 4.81 1.92 7 
 
 
5.6 Delays in the Transport Chain 
Managers were asked to rank what leg of the import or export movement was most likely to 
cause delays. According to Sydney and Shanghai respondents, transhipment was the highest 
ranked for causing shipment delay. In Sydney, delays at the discharge port ranked second and 
delay caused by other factors ranked third highest, followed by delay at loading port and 
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transport at sea. Inland transport at the origin and destination country was ranked as least 
likely to cause delay. In Shanghai, delays at the loading port had the second highest score 
after transhipment, followed by delay at loading port, transport at sea, and delay at discharge 
port. Inland transport at the origin and destination country, and delay caused by other factors 
had a similar low score to cause shipment delay. However, the ranking done by Shenzhen 
managers was very different. According to Shenzhen managers, the clear cause of delays 
does not originate in any transportation leg but other factors related to manufacturing, 
customs, supplier-related delays, or bad weather and lack of shipping capacity. Among the 
transportation-related delays, transhipment was the highest ranked followed by delays at the 
loading and discharge port, respectively. Shenzhen managers ranked delays that originated in 
the long haul journey at sea as the least likely to take place (see Table 5-11). 
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Table 5-11: Ranking of Delays by Type of Transport Activity 
Cities 
 (Percentage 
%) 
Transport 
Related 
Delay 
Factors 
Delay by 
Land 
Trans-
port in 
Country 
of 
Origin 
Delay by 
Activities 
Related to 
Loading 
Port 
Delay by 
Trans-
port of 
Products 
by Sea 
Delay by 
Transs-
hipment  
Delay by 
Activities 
Related 
to Dis-
charge 
Port 
Delay 
by Land 
Trans-
port in 
Country 
of Desti-
nation 
Delay by 
Other 
Factors 
Sydney Rank 1 0.00 6.67 13.33 43.33 6.67 3.33 26.67 
 
Rank 1-2 10.00 26.67 23.33 63.33 33.33 10.00 33.33 
Sample Size: 
30 Rank 1-3 26.67 43.33 36.67 73.33 56.67 30.00 33.33 
Observation: 
240 Rank 1-4 40.00 70.00 63.33 80.00 70.00 40.00 36.67 
 
Rank 1-5 76.67 86.67 73.33 86.67 90.00 50.00 36.67 
 
Rank 1-6 93.33 100.00 83.33 93.33 96.67 93.33 40.00 
  Rank 1-7 100.00 100.00 100.00 100.00 100.00 100.00 70.00 
  
 
 
      Shenzhen Rank 1 4.08 14.29 0.00 16.33 14.29 0.00 51.02 
 
Rank 1-2 18.37 36.73 2.04 40.82 26.53 12.24 63.27 
Sample Size: 
49 Rank 1-3 40.82 79.59 4.08 55.10 36.73 18.37 65.31 
Observation: 
392 Rank 1-4 65.31 89.80 16.33 69.39 57.14 32.65 69.39 
 
Rank 1-5 83.67 95.92 24.49 89.80 81.63 51.02 71.43 
 
Rank 1-6 97.96 100.00 48.98 97.96 97.96 85.71 71.43 
 
Rank 1-7 100.00 100.00 100.00 100.00 100.00 100.00 75.51 
  
 
 
 
      Shanghai Rank 1 4.00 8.00 0.00 80.00 0.00 0.00 8.00 
 
Rank 1-2 4.00 44.00 40.00 80.00 20.00 4.00 8.00 
Sample Size: 
25 Rank 1-3 24.00 52.00 64.00 88.00 52.00 8.00 12.00 
Observation: 
200 Rank 1-4 32.00 80.00 88.00 96.00 76.00 16.00 12.00 
 
Rank 1-5 56.00 96.00 88.00 96.00 100.00 52.00 12.00 
 
Rank 1-6 92.00 100.00 100.00 100.00 100.00 96.00 12.00 
 
Rank 1-7 100.00 100.00 100.00 100.00 100.00 100.00 40.00 
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5.7 Security Concerns 
The vulnerability of transportation infrastructures and its operations was exposed through the 
terrorist attack of September 11, 2001 and the rampant piracy attacks again raise more 
concerns on maritime security. However, Meixell and Norbis (2008) reviewed a large amount 
of relevant literature and reveal that security in the SC is largely absent in transportation 
choice studies literature. In this research, questions were designed to better understand how 
increased security regulations, quarantine, and terrorist attacks affect shippers’ transport 
decisions and business.  
Seventy-five percent of respondents considered quarantine regulations affect their business, 
while 25 percent believed it is a rare influence. Regarding increased security regulations in 
the shipping industry, 46.15 percent of respondents considered it is acceptable, normal, has 
compulsory regulations, and rarely affects business. They would pre-plan and prepare to 
satisfy the requirements before loading or producing. Some of them even considered that it 
increases SC efficiency by ensuring better information flows and better preparation in 
business operation process. Some considered it improved product quality to match more 
diverse regional certificates. However, 53.85 percent (56 out of 104 respondents) considered 
increased security regulation in the shipping industry did affect their business. Table 5-12 
summarizes respondents’ views of the influence of quarantine and security regulation on 
shippers’ business.   
 
 
 
 
 
 
 
 
  
133 
Table 5-12: Impacts of Increased Security Regulation on Shippers’ Business 
Impacts  In detail 
 
Increased Transport Costs 
Increased 
Costs 
Packing costs increase with more detailed requirements on products, packing, 
and special certifications (e.g., fumigation) 
  Costs increase on container booking or container detentions 
  Storage costs increase 
  Costs Increased on Customs or Ports 
  Inspection or clearance costs increase, security charges increase, 
  Penalty at ports or customs due to incorrect information or documentations 
  Increases Administration Costs  
  Workload increase and increased handling costs 
  More requirements on documentations and information 
  
Investment in IT systems to improve electronic data interchange (EDI) with 
customs/3PL systems 
  
May increase damage and loss, delay costs, penalty from customers, 
increased inventory carrying costs 
Increased 
Lead-time, 
More preparation for documentations increased waiting time, more 
confirmation before loading, have to prepare containers earlier (e.g., 24 hours 
early clearance requires more documentation preparations and earlier 
container booking) 
Reduced 
Buffer Time 
Longer lead-time for security check. (e.g., Israel requires two days earlier for 
safety inspection due to war)  
  
 
 
Boxes may be delayed and result in missing shipping date 
Increased 
Delay 
Custom random check length in-transit time, increase uncertainty of 
transportation, increase damage/loss and delay 
Impacts on 
Business 
Processing 
Have to change working system and process to meet regulation requirements 
(e.g., certain productions are required to match certain CE or UL 
certifications, as such, have to redesign products or producing process, and 
packing) 
  More pre-planning and preparation lead to more complicated procedures, 
increased administration workload, increase attention to detail training    
Impacts on 
Sales and 
Customer 
Relationship 
Length of waiting time, increased delay, decreased customer service level and 
satisfaction, impact on sales 
Penalty from customers, or damage customer relationship 
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In terms of the risk of a terrorist attack, 55.77 percent respondents did not take it into account 
when making their transport decisions. However, almost half (44.23 percent) of respondents 
believed it did affect their transport decisions. Concerning the risk of a terrorist attack, 
respondents would change or delay their transport plans, modes, change their carriers, 
forwarders and shipping line. This includes delays or cancelled shipment and shipment plans, 
and changing destination or loading port, routine, or transport mode. It would influence the 
contract term between CIF and FOB, and impact insurance terms or current and future 
insurance costs. Thus, in addition to affecting shippers’ transport decisions, worries about 
risk of terrorist attack also affect shippers’ business. Shippers tend to demand more 
communication, increase their inventory level, look for alternative resources or plans, and 
impose higher requirements on the certifications or quality of their drivers. They also find it 
has an impact on their operation costs and their insurance bills and affects their company 
sales or future sales plans.         
 
5.8 Sea Transport Attributes’ Ranking under Normal Operations 
Managers were asked to assess the important transport attributes influencing their shipping 
choice decisions under normal operations. Due to the current pressure from RMB Yuan 
appreciation, labour cost increases, and export rebate reductions, it was acknowledged 
universally by managers in Shenzhen that freight rate is the most important determinant 
factor affecting their transportation decisions, and Shanghai managers scored freight rate and 
transit time equally as the most important factors (see Table 5-13). Regardless of the 
transportation cost, Shenzhen and Shanghai managers had similar ranking for the sea 
transport attributes: transit time had the highest score followed by reliability, damage rate, 
and frequency. The ranking by Sydney managers was slightly different. Sydney managers 
assessed reliability as the most important factor when making sea transport decisions under 
normal operating conditions, followed by freight rate, transit time, damage rate and frequency. 
 
 
  
  
135 
Table 5-13: Ranking of Transportation Attributes Influencing Decision-Making under 
Normal Operations 
Cities 
(Percentage %) 
Transport 
Attributes 
Freight 
Rate 
Transit 
Time Reliability 
Damage 
Rate Frequency 
Sydney Rank 1 36.67 10.00 43.33 6.67 3.33 
 
Rank 1-2 66.67 36.67 66.67 26.67 3.33 
Sample Size: 30 Rank 1-3 86.67 60.00 86.67 40.00 26.67 
Observation: 240 Rank 1-4 93.33 90.00 96.67 60.00 60.00 
 
Rank 1-5 100.00 100.00 100.00 100.00 100.00 
       Cities 
(Percentage %) 
Transport 
Attributes 
Freight 
Rate 
Transit 
Time Reliability 
Damage 
Rate Frequency 
Shenzhen Rank 1 34.69 32.65 22.45 8.16 2.04 
Sample Size: 49 Rank 1-2 67.35 71.43 36.73 16.33 8.16 
Observation: 392 Rank 1-3 83.67 79.59 65.31 24.49 46.94 
 
Rank 1-4 93.88 97.96 89.80 40.82 77.55 
 
Rank 1-5 100.00 100.00 100.00 100.00 100.00 
       Cities 
(Percentage %) 
Transport 
Attributes 
Freight 
Rate 
Transit 
Time Reliability 
Damage 
Rate Frequency 
Shanghai Rank 1 28.00 28.00 24.00 16.00 4.00 
Sample Size: 25 Rank 1-2 56.00 44.00 48.00 28.00 24.00 
Observation: 200 Rank 1-3 76.00 76.00 64.00 36.00 48.00 
  Rank 1-4 88.00 88.00 92.00 64.00 68.00 
  Rank 1-5 100.00 100.00 100.00 100.00 100.00 
 
5.9 Sea Transport Attributes’ Ranking given a Disruption Event 
The ranking of sea transport attributes changed when managers were asked to make transport 
decisions under a two-week disruption scenario. All managers in all three cities considered 
delay as the most important attribute when making transport decisions under a disrupted 
operating condition. Reliability was the second highest scored by Sydney and Shanghai 
managers. However, Sydney managers ranked surcharge as the third highest score, followed 
by rebate and damage rate; Shanghai managers were concerned more about damage rate, 
followed by surcharge and rebate under a disrupted scenario. On the contrary, rebate was 
  
136 
ranked as the second most important factor by Shenzhen managers, followed by surcharge, 
reliability, and damage rate.     
Table 5-14: Ranking of Transportation Attributes Influencing Decision Making under a 
Disruption Event 
Cities 
(Percentage %) 
Transport 
Attributes Surcharge Rebate Delay Reliability Damage 
Sydney Rank 1 13.33 6.67 40.00 36.67 3.33 
Sample Size: Rank 1-2 23.33 13.33 80.00 70.00 13.33 
30 Rank 1-3 60.00 16.67 86.67 96.67 40.00 
Observation:  Rank 1-4 80.00 46.67 100.00 100.00 73.33 
240 Rank 1-5 100.00 100.00 100.00 100.00 100.00 
       Cities 
(Percentage %) 
Transport 
Attributes Surcharge Rebate Delay Reliability Damage 
Shenzhen Rank 1 10.20 12.24 63.27 8.16 6.12 
Sample Size:  Rank 1-2 42.86 14.29 85.71 48.98 8.16 
49 Rank 1-3 83.67 16.33 100.00 85.71 14.29 
Observation: Rank 1-4 91.84 24.49 100.00 100.00 83.67 
392 Rank 1-5 100.00 100.00 100.00 100.00 100.00 
       Cities 
(Percentage %) 
Transport 
Attributes Surcharge Rebate Delay Reliability Damage 
Shanghai Rank 1 8.00 4.00 52.00 20.00 16.00 
Sample Size: Rank 1-2 40.00 12.00 76.00 52.00 20.00 
25 Rank 1-3 64.00 12.00 96.00 80.00 48.00 
Observation: Rank 1-4 100.00 24.00 96.00 96.00 84.00 
200 Rank 1-5 100.00 100.00 100.00 100.00 100.00 
 
5.10 Conclusions 
A descriptive analysis of the data collected is presented in this chapter. The following chapter 
presents the main results from the data analysis and the tests performed on the hypotheses 
outlined in Chapter 3.   
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CHAPTER SIX 
  
6 DATA ANALYSIS AND HYPOTHESES TESTS 
 
6.1 Introduction 
This chapter presents the analyses of the collected data and the test results of the hypotheses 
specified in Chapter Three. Model estimations are carried out utilizing LIMDEP (Nlogit 4.0). 
This chapter firstly describes the process to select the best-fitting model. The second section 
examines hypotheses H1 and H2 using LCMs; the WTP values obtained after estimating the 
LCMs are also analysed. The third section tests whether the WTP values have sources of 
systematic variation, and SURE modelling technique is applied to estimate hypotheses H3 to 
H8. The last section of this chapter summarises the results of the hypotheses tests.    
  
6.2  Selecting the Best Fit Model Form 
6.2.1 The Selection Process of the Best Fit Model Form 
Data analysis is carried out using LIMDEP (Nlogit 4.0). Based on shippers’ utility functions 
specified in section 4.3.1 (Equations 4.9 and 4.10), two basic MNL models are first estimated 
without adding any interaction terms to test the key maritime transport service attributes 
identified in section 3.3. Table 6-1 displays the results of the MNL models under normal and 
disrupted operating conditions. All attributes in both MNL models are statistically significant 
as all t-Ratios are larger than 1.96. Therefore, the hypotheses H1 and H2 cannot be rejected. 
The attributes that were significant determinants of shippers’ choice of the containerised 
maritime transportation service under all operating conditions were freight rate, travel time 
(delay under a disruption), reliability, damage rate, and frequency (under normal operation 
only). Further, the values of each coefficient are different when comparing MNL models 
under normal and disrupted operations, as indicated in Table 6-1. For example, keeping all 
else equal, the marginal utility of transit time/delay increased 2.6 times when a disruption 
took place. That is, if there is a disruption, reducing transit time/delay days becomes the 
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priority important factor influencing shippers’ transport decisions. Thus, H2 cannot be 
rejected here. As such, a transport related disruption is likely to affect shippers’ WTPs for 
each key maritime transport service attributes, and lead to a shift in the importance of those 
service attributes compared to that under normal operation.   
   
Table 6-1: MNL Models under Normal and Disrupted Operations 
 
MNL MODELS 
Under Normal 
Operation 
Under a Disruption 
  
  (i) 
 
(ii) 
 
  
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Ratio=(ii)/(i) 
Freight Rate 
(Surcharge) 
-0.0037 -12.1600 -0.0024 -9.3100 0.6576 
Transit Time (Delay) -0.1400 -10.7800 -0.3640 -15.1800 2.6002 
Reliability 0.0955 16.4100 0.0937 17.0900 0.9814 
Damage Rate -0.5505 -5.5600 -0.4538 -3.3100 0.8242 
Frequency 0.5461 7.6300 
   
Log-Likelihood -823.6400 
 
-780.4290 
  
Respondents 104 
 
104 
  
Observations 832 
 
832 
  
 
Second, mixed logit (ML) models with interaction tests are examined to estimate the best ML 
models under both normal and disrupted operations. According to Equation (3.26), to 
estimate the “part-worth” of an attribute, the WTP can be presented as Equation (6.1) if 
neither numerator nor denominator interacts with another variable; or Equation (6.2) if both 
numerator and denominator do interact with another variable. As the final ML model results 
indicate that both numerator and denominator in the WTP equation interact with other 
variables, in this case, the Nlogit 4.0 software is unable to estimate the WTP value directly. 
As such, the WTP values for the selected ML models need to be estimated by using a manual 
simulation in Excel. Furthermore, the selected ML model with the best model fit is assuming 
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a normal distribution with fixed one standard deviation, as a result, negative and extreme 
value of WTPs are unavoidable. These extreme values of WTP are meaningless and 
unpractical (for example the negative values for the reliability and frequency attributes 
indicate shippers prefer to maritime service with less service frequency and lower on-time 
reliability, and these values are unpractical). Before finalizing the best fit model, LCMs are 
further estimated to compare with the ML models. (ML models with interaction tests were 
produced but not included in this thesis, because the LCM did produce a better model fit and 
outperform ML model in this research. ML results are available upon request.)        
      
   
   
                                                                                                                   (6.1)      
    
 
   
(           )
 
   
(           )
 
       
       
                                                                                 (6.2) 
Third, as suggested by Green and Hensher (2003) and other researchers’ findings regarding 
the merits of LCMs discussed in section 3.6.2, we compare the ML and the LCMs to finalize 
the best fit model for the research purposes of this study. A comparison is carried out and 
reported in the following section. 
 
6.2.2 A Comparison of LCM and ML Models 
For purposes of comparison, LCM and ML models were estimated without interaction terms. 
Table 6-2 and Table 6-3 display the goodness of fit of the three estimated models: MNL, ML 
and LCM. The detailed estimation results are reported in Table 6-2 under normal operation 
and Table 6-3 under a disrupted operating condition. 
First, comparing the model goodness of fit based on the log likelihood values shown in Table 
6-2 and Table 6-3 under both normal and disrupted operating conditions, the ML models and 
LCMs outperform the simpler MNLs. However, it is inappropriate to compare models only 
based on the log likelihood value without taking into account the number of estimated 
parameters (Greene and Hensher 2003). Therefore, other statistical measures determining the 
model fit, such as Pseudo R-squared, AIC, BIC, CAIC are necessary. All these measures 
indicate that LCMs statistically outperform ML models under normal and disrupted operating 
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conditions. Based on the smallest CAIC value, we selected the two classes LCM under 
normal operations and three classes LCM under a disruption as the best fit models for the 
current study (more details of determining the best fit number of classes under a disruption 
will be specified in the next section).    
In addition to the statistical model fit, it is also very important to have a model that can 
produce behaviourally reasonable results. Looking at Table 6-2, the standard deviation is 
about 2.26 times greater than the mean for freight rate and transit time attributes in the ML 
model assuming a triangular distribution. This implies that more than 15 percent of 
respondents will have a positive sign for freight rate and transit time parameters. It also 
suggests that more than 15 percent of respondents prefer higher freight rates and longer 
transit times in maritime transport service under normal operation. Similarly, the standard 
deviation is about 7.14 times greater than the mean for the damage rate attribute. This implies 
that more than 37.5 percent of respondents have a positive sign for the damage rate parameter, 
which suggests those respondents prefer a higher damage rate during their maritime transport 
decisions. This result is nonsensical and impractical. Obviously, in this study, it is 
unavoidable that a certain number of respondents would have extreme and behaviourally 
unreasonable results in the ML models even assuming random parameters of normal or 
triangular distribution. A similar conclusion could also be drawn under a disrupted operating 
condition based on the ML model results in Table 6-3. 
Therefore, although ML models provide more flexibility in preference heterogeneity 
estimation and have a better statistical model fit, a LCM could avoid extreme and nonsensical 
parameter estimations, and help researchers capture more practical and behaviourally sensible 
results. As such, the LCMs are selected as the best fit models for this study. 
The next section conducts an analysis based on the MNL and LCM results.  
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Table 6-2: Comparison between MNL, ML and LCM under Normal Operations 
 
Under Normal Operation MNL  ML LCM   
Models     (T distribution) Class 1 Class 2 
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio 
Freight Rate  -0.0037 -12.1600 -0.0079 -11.0200 -0.0060 -7.5400 -0.0014 -2.7100 
(Std Dev.)     0.0180 14.5700         
Transit Time  -0.1400 -10.7800 -0.2221 -7.7500 -0.1035 -5.4600 -0.2276 -6.1200 
(Std Dev.)     0.5028 7.0100         
Reliability 0.0955 16.4100 0.1899 10.2200 0.1224 13.3700 0.0515 2.8000 
(Std Dev.)     0.2972 7.9900         
Damage Rate -0.5505 -5.5600 -0.6386 -2.7900 -0.3476 -2.2100 -0.9479 -4.0700 
(Std Dev.)     4.5614 5.6400         
Frequency 0.5461 7.6300 0.7688 5.6800 0.5194 4.9000 0.5660 3.4600 
(Std Dev.)     2.6004 6.6800         
Latent Class Probability         0.7236 9.6600 0.2764 3.6900 
Log-Likelihood -823.6400   -715.8165   -781.9853       
Pseudo R
2
          0.3794   0.3220       
Number of Parameters 8   13   15       
AIC/N 
BIC/N 
CAIC/N 
1.9991 
2.0446 
1.9091 
 
  
1.7520 
1.8258 
1.5993   
1.9158 
2.0010 
1.5965       
Respondents 104   104   104       
Observations 832   832   832       
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Table 6-3: Comparison between MNL, ML Model and LCM under a Disruption Event 
With a 
Disruption MNL  ML LCM   
Models     (N distribution) Class 1 Class 2 Class 3 
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio 
Freight Rate  -0.0024 -9.3100 -0.0072 -4.3960 -0.0030 -4.6400 -0.0027 -4.6800 -0.0130 -7.6600 
(Std Dev.)     0.0084 6.9150             
Transit Time  -0.3640 -15.1800 -1.0852 -7.9750 -1.0583 -9.9000 -0.3017 -4.5400 -0.3458 -6.3600 
(Std Dev.)     0.8200 7.7890             
Reliability 0.0937 17.0900 0.1842 10.3580 0.1601 10.5400 0.1329 8.6100 0.0514 3.9200 
(Std Dev.)     0.1274 5.4500             
Damage Rate -0.4538 -3.3100 -1.4902 -4.4220 -0.2909 -0.7900 -2.0342 -4.9700 -0.3055 -0.9100 
(Std Dev.)     1.8165 4.9340             
Latent Class 
Probability         0.5551 9.4100 0.2379 4.3600 0.2071 5.0800 
Log-likelihood -780.4290   -568.5915   -594.9780           
Pseudo R
2
           0.5070   0.4842           
Number of 
Parameters 7   11   17           
AIC/N 
BIC/N 
1.8929 
1.9326   
1.3932 
1.4557   
1.4711 
1.5676           
CAIC/N 1.8153    1.2656    0.9649           
Respondents 104   104   104           
Observations 832   832   832           
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6.3 Latent Class Models Examine Hypotheses (H1-H2) 
To identify shippers’ relative preference for containerised maritime transport service 
attributes and the heterogeneity of preferences between respondents, the MNL model and 
LCM are utilized to analyse the data. In addition, LCMs can identify not only the importance 
of the service attributes to the different classes, but also the determinants of class membership 
(Naik-Panvelkar et al. 2012). The data collected in the third section of the interviews are first 
utilized to estimate the importance of service attributes under normal operating conditions. 
The data collected in the fourth section of the interviews are used to estimate the parameters 
assuming transport delays caused by a disruption event.    
 
6.3.1 Testing Hypothesis H1  
6.3.1.1 Determinant Attributes Affecting Shippers’ Maritime Transportation Decisions  
Table 6-4 sets out the MNL and LCM results under normal operations. First, the MNL model 
with a log-likelihood of –823.64 has all five service attributes statistically significant with 
expected signs at the 95 percent confidence level. Thus, it is safe to reject the null hypothesis 
for H1. In other words, the determinant factors affecting shippers’ transport decision are 
freight rate, transit time, reliability, damage rate, and frequency in containerised maritime 
transportation service under normal operating conditions. The mean coefficients of the 
attributes statistically significant with negative signs indicate that an increase in freight rate, 
transit time, and damage rate attributes generates a decrease in the shippers’ utility, all else 
being equal. The positive and significant mean coefficients of the attributes indicate that 
shippers prefer a maritime transportation service with a higher percentage of on-time 
reliability and more sailing frequency. It can be also noted that the mean coefficient of freight 
rate attribute has the lowest value. This implies that the marginal impact of a unit change in 
freight rate (on the propensity to change from the current solution to a hypothetical one) is 
much smaller compared with other service attributes, having all else constant. By contrast, 
damage rate and frequency attributes have a much higher value for their mean coefficients, 
which means the marginal impact of damage rate and frequency attributes for shippers’ utility 
are much higher than other attributes ceteris paribus. As such, the MNL model results reveal 
that shippers have a stronger preference for better maritime service in terms of damage rates 
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and service frequency than other key maritime service attributes. The relative importance of 
significant maritime service attributes in the MNL model is illustrated in Figure 6-1. 
Second, the LCM results reveal that shippers’ preferences for a containerised maritime 
transport service are heterogeneous, since the LCM had a better log-likelihood value (–
788.56) than the MNL model (–823.64). As such, respondents are allocated into two different 
classes based on their latent heterogeneities under normal operation.  
It is necessary to verify that the model should have only two classes and not three or four 
before analysing the LCM results further. Through the ‘Testing down’ method, the number of 
‘C’ classes in the LCM was estimated for varying number of classes. Four classes followed 
by three classes of LCMs were tested and failed to find a fit model. Consequently, the two 
classes LCM was examined and offered an excellent goodness of fit along with the general 
statistical significance of all its parameters. Therefore, the two classes LCM is selected under 
normal operation. Figure 6-2 presents the relative importance of the maritime service 
attributes for the two classes.       
As shown in Table 6-4 and Figure 6-2, under normal operation, respondents are allocated into 
two different classes according to their latent heterogeneities. The probability of respondents 
being allocated to Class 1 and Class 2 is 73.26 and 27.64 percent, respectively. Respondents 
in both classes consider all service attributes are important factors influencing their maritime 
transport decisions as all coefficients of these five attributes are statistically significant with 
expected signs at the 95 percent confidence level. Damage rate followed by transit time and 
freight rate have negative and significant coefficients, which suggest that shippers largely 
prefer a maritime service with a much lower damage rate, shorter transit time, and cheaper 
freight rate. The positive and significant coefficients of the frequency and reliability attributes 
indicate that an improvement in the frequency or reliability attributes would increase the 
likelihood of choosing the service by shippers in both classes. 
However, the relative importance of each service attribute is different to respondents in 
different classes based on their preference heterogeneities. According to the value of each 
parameter and the utility function (Equation 6.3), all else being equal, the LCM results 
indicate that respondents in Class 1 are more sensitive to service frequency, followed by 
damage rate, reliability, transit time, and freight rate. On the other hand, respondents in Class 
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2 greatly valued damage rate, followed by frequency, transit time, reliability, and freight rate. 
In addition, individuals in Class 1 are slightly more sensitive to the increase of freight rate 
and on-time reliability compared with shippers in Class 2. Whereas, respondents in Class 2 
consider damage rate and transit time attributes to be extremely important when making their 
maritime transport decisions. Shippers in Class 1 account for approximately 72 percent of the 
samples.   
                                                                               (6.3) 
 
 
Table 6-4: MNL and LCM Model Results under Normal Operations 
 
Under Normal 
Operation 
MNL  LCM   
Models     Class 1 Class 2 
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio 
Freight Rate  -0.0037 -12.1600 -0.0060 -7.5400 -0.0014 -2.7100 
(Std Dev.)             
Transit Time  -0.1400 -10.7800 -0.1035 -5.4600 -0.2276 -6.1200 
(Std Dev.)             
Reliability 0.0955 16.4100 0.1224 13.3700 0.0515 2.8000 
(Std Dev.)             
Damage Rate -0.5505 -5.5600 -0.3476 -2.2100 -0.9479 -4.0700 
(Std Dev.)             
Frequency 0.5461 7.6300 0.5194 4.9000 0.5660 3.4600 
(Std Dev.)             
Latent Class 
Probability 
    0.7236 9.6600 0.2764 3.6900 
Log-Likelihood -823.6400   -781.9853       
Pseudo R
2 
          0.3220       
Number of 
Parameters 8   15       
AIC/N 
BIC/N 
CAIC/N 
1.9991 
2.0446 
1.9091   
1.9158 
2.0010 
1.5965       
Respondents 104   104       
Observations 832   832       
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Figure 6-1: The Relative Importance of Maritime Service Attributes in MNL under 
Normal Operations 
 
 
Figure 6-2: The Relative Importance of Maritime Service Attributes for Two Classes 
LCM under Normal Operations 
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6.3.1.2  The Value of Important Maritime Service Attributes  
In addition to the investigation of the relative importance of different attributes, the values of 
the key maritime service attributes are also calculated to evaluate the impact of service 
attributes on maritime transportation choice and utilized for further quantifying the costs of a 
disruption in a later section. Freight rates collected in three cities were all converted to 
American dollars as stated in Chapter Five. Thus, the values of containerised maritime 
service attributes are all in USD ($) in this study.  
According to the theoretical framework of estimating attribute’s ‘part-worth’ value in 
Chapter Three (Equation 3.23), we calculate shippers’ willingness to pay for maritime 
transportation service improvements using the coefficient estimates of the MNL and LCMs 
under normal operation. The WTP values in MNL and LCMs are presented in Table 6-5, and 
the value difference of the attributes between the MNL model and the two classes LCM is 
illustrated in Figure 6-3 (The ratio of a service attribute to the cost coefficient yields the 
monetary value of the attribute at the margin and gives an idea of how changes in an attribute 
are traded off against a monetary change in transport costs. In this study, these are value of 
time/delay (VOT), value of reliability (VOR), value of damage rate (VOD), and value of 
frequency (VOF)).       
As shown in Table 6-5 the MNL model under normal operating conditions suggests, on 
average per TEU, a WTP for a one percent reduction in damage rate of USD $149.60 as 
being the largest WTP value; the second highest is the mean WTP for an additional sailing 
service per week valued at USD $148.40, followed by the mean WTP for a one day reduction 
in transit time valued at USD $38.04, and the mean WTP for a one percent increase in on-
time reliability valued at USD $25.95. The values of WTP for the damage rate and frequency 
attributes are over USD $145 per TEU, but the values of WTP for transit time and reliability 
attributes in maritime transport service are less than USD $40 per TEU. These results imply 
that for the sample analysed, damage rate and frequency are the most precious service 
attributes required by the containerised maritime transport service. They are about fivefold 
the value of time and reliability under normal operating conditions.  
The mean values of the maritime service attributes differ a great deal across the MNL model 
and the two classes LCM. Based on Table 6-5 and Figure 6-3, it can be easily distinguished 
that the mean values of the attributes are divided into low value segment (Class 1) and high 
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value segment (Class 2) in the LCM, and the mean values of the attributes generated by the 
MNL model is in the medium level. In the Class 2 segment of the LCM, all mean values of 
service attributes are higher than those in Class 1 and the MNL model. Particularly, the 
damage rate attribute has the highest mean value of WTP at USD $687 for a one percent 
reduction in damages, followed by frequency, transit time and reliability attributes. This 
suggests that individual respondents in this segment, on average per TEU, are willing to pay 
USD $687 for a one percent reduction in damage rate, $410 for an additional delivery per 
week, $165 for a one day reduction in transit time, and $37 for a one percent increase in on-
time reliability. The values of WTP for all maritime service attributes are lower for 
respondents allocated in Class 1 segment. Their WTPs for an additional service per week is 
valued at USD $87; for a one percent reduction in damage rate is valued at $58; for a one 
percent increase in on-time reliability is valued at $20, and for a one day reduction in transit 
time is valued at $17. The probability of sampled respondents falling into Class 1 segment is 
72.36 percent, while, 27.64 percent of respondents would fall into the Class 2 segment. 
The advantages of the LCM relative to the MNL models are: 1) LCM allows for identifying 
distinct groups of shippers’ difference in preferences for containerised maritime transport 
service; 2) LCM produces distinct values of WTP for maritime service attributes for different 
segments; 3) in the LCM, the range of WTP values and the market share of each Class 
segment can provide useful information for all stakeholders in the maritime industry. 
    
Table 6-5: The Value of Maritime Service Attributes under Normal Operations  
 
 
 
USD $ LCM     
MNL  Class 1 Class 2 
Transit Time (for a one day reduction in transit) 38.04 17.28 164.91 
Reliability (for a one percent increase in on-time reliability) 25.95 20.44 37.32 
Damage Rate (for a one percent reduction in damage rate) 149.60 58.03 686.89 
Frequency (for an additional service per week) 148.40 86.70 410.14 
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Figure 6-3: The Value Difference of Each Attribute in MNL and LCM under Normal 
Operations 
 
The individual WTPs for the maritime service attributes in the LCM can be calculated in the 
LIMDEP (Nlogit 4.0) through writing the command for WTP. Table 6-6 presents the 
minimum, the maximum, the mean, and the standard deviation for 104 individual WTPs for 
the maritime service attributes in the LCM under normal operations.  
Table 6-6: Individual WTP in LCM under Normal Operations 
WTP (USD$) Transit time Reliability Damage Rate Frequency 
MIN 17.29 20.44 58.08 86.75 
MAX 164.71 37.27 686.04 409.63 
MEAN 49.70 24.14 196.13 157.73 
STD. DEV 55.48 6.33 236.32 121.51 
 
6.3.2 Testing Hypothesis H2 
Choice options for the disruption scenario in the fourth part of the survey were described by 
four attributes. As a disruption event was assumed to occur suddenly while containers were in 
transit, the frequency attribute was removed, and freight rate, transit time, reliability and 
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damage rate remained. However, freight rate is expressed as surcharge or rebate, and transit 
time is expressed as extra delay days in this section. Surcharge stands for the expediting cost 
and rebate is compensation for suffering longer delay. The MNL model and LCM are also 
utilized to examine hypothesis H2 listed in Chapter Three. A comparison is also carried out to 
examine the difference between normal and disrupted operations.  
 
6.3.2.1 A Disruption Affecting the Importance of Maritime Transport Attributes 
The ‘Testing down’ method was still applied to estimate the number of ‘C’ classes in the 
LCMs under a disruption scenario. Table 6-7 lists the statistical measures for various classes 
LCM results moving from six classes to two. As discussed in section 3.6.3, it is difficult to 
determine whether decreases in the Log-likelihood, BIC or AIC formulas is due to an 
increase in the number of parameters estimated as a result of having more classes or whether 
the improvement is due to greater explanatory power of the model. To account for this, we 
apply the CAIC which has been shown to provide better evidence as to model fit as an 
additional supportive statistic measure to guide model selection. These statistical indicators 
assist to verify whether it is worth improving the Log-likelihood value and the goodness of 
model fit by adding additional classes to the model, which in turn would increase the 
number of parameters and the complexity of the model.  As shown in Table 6-7, the four 
classes LCM produces the lowest CAIC value, suggesting that this model provides the 
statistical best fit for the data set under a disruption scenario. However, as the number of 
classes increased from three to four, the number of parameters increased from 17 to 27, and 
as a result increased the complexity of the model which led to instability in the parameter 
estimates. Furthermore, examining Table 6-8, the comparison between three classes and four 
classes suggest that the coefficient of the damage rate attribute has an unexpected positive 
sign for Class 1, whilst the coefficients for the freight rate/surcharge and damage rate 
attributes in Class 3, as well as the coefficient for the damage rate in Class 4 are statistically 
insignificant. As such, considering the behavioural sensibility and the interpretation of 
model results, we adopted the three classes LCM as the finalizing model under a disrupted 
condition for the research purpose of this thesis.   
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Table 6-7: Criteria for Determining the Optimal Number of Classes in LCM under a 
Disruption 
 LCMs 2 classes 3 classes 4 classes 5 classes 6 classes 
Pseudo R
2
      0.4499 0.4842 0.5145 0.5413 0.5405 
LL -634.5308 -594.9780 -559.9980 -529.0971 -529.9311 
K 11 17 27 39 47 
C 2 3 4 5 6 
C-1 1 2 3 4 5 
H = C - 1 1 2 3 4 5 
N 832 832 832 832 832 
CAIC 1100.7219 802.7749 295.1319 -440.0283 -1094.8846 
CAIC/N 1.3230 0.9649 0.3547 -0.5289 -1.3160 
AIC 1291.0615 1223.9559 1173.9959 1136.1941 1153.8622 
AIC/N 
BIC 
BIC/N 
1.5518 
1343.0237 
1.6142 
1.4711 
1304.2611 
1.5676 
1.4111 
1301.5394 
1.5644 
1.3656 
1320.4236 
1.5870 
1.3869 
1375.8823 
1.6537 
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Table 6-8: Comparison of Three and Four Classes LCMs under a Disruption Event  
 
With a 
Disruption LCM   LCM   
 
Class 1   Class 2   Class 3   Class 1   Class 2   Class 3   Class 4   
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio 
Freight Rate  -0.0030 -4.6400 -0.0027 -4.6800 -0.0130 -7.6600 -0.0047 -4.5500 -0.0024 -4.4800 -0.0006 -0.3200 -0.0130 -7.5400 
(Std Dev.)                             
Transit Time  -1.0583 -9.9000 -0.3017 -4.5400 -0.3458 -6.3600 -1.1981 -7.0400 -0.2911 -5.2800 -2.6314 -2.7000 -0.3414 -6.2000 
(Std Dev.)                             
Reliability 0.1601 10.5400 0.1329 8.6100 0.0514 3.9200 0.1047 4.9700 0.1348 9.0700 0.4667 3.6100 0.0526 3.9500 
(Std Dev.)                             
Damage 
Rate -0.2909 -0.7900 -2.0342 -4.9700 -0.3055 -0.9100 1.1205 1.8400 -1.9063 -5.4600 -6.6439 -1.9300 -0.2832 -0.8000 
(Std Dev.)                             
Latent Class 
Probability 
0.5551 9.4100 0.2379 4.3600 0.2071 5.0800 0.2530 5.2300 0.2577 5.4400 0.2829 5.5700 0.2063 5.0500 
Log-
likelihood -594.9780           -559.9980               
Pseudo-  
R2       
0.4842           0.5145               
Number of  
Parameters 
17           27               
AIC/N 
BIC/N 
1.4711 
1.5676 
 
          
1.4111 
1.5644               
CAIC/N 0.9649           0.3547               
Respondents 104           104               
Observations 832           832               
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Table 6-9 reports the MNL and the three Classes LCM results under a disrupted operating 
condition. The MNL model with the log-likelihood of –780.43 has all four attributes 
statistically significant with expected signs at the 95 percent confidence level. It reveals that 
the salient factors influencing shippers’ transport decisions under a disruption are 
surcharge/rebate, delays, reliability, and damage rate. The negative and significant 
coefficients of the attributes suggest that the probability of shippers choosing a hypothetical 
solution under a disruption event would decrease if surcharge, delays, and damage rate 
increase. However simultaneously, ceteris paribus, an improvement in reliability attribute 
produces a positive effect on shippers’ logistics preference as the coefficient of the reliability 
attribute is statistically significant with a positive sign. In addition, the coefficient of damage 
rate attribute under a disruption has the highest value, followed by the transit time, reliability 
and freight cost/surcharge attributes. This means that when facing a disruption event, the 
marginal impact of a unit changes in damage rate and transit time on shippers’ utility is much 
higher than that of reliability and freight cost attributes. As such, the MNL model results 
reveal that a transport related SCD can cause a shift in shippers’ logistics preferences and 
WTPs for containerised maritime transport service attributes. The relative importance of 
salient maritime service attributes under a disruption event in the MNL model is illustrated in 
Figure 6-4. 
Similarly, as the LCM produces a better log-likelihood value (-594.98) than the MNL model 
(-780.43), shippers’ preferences for maritime transportation service are heterogeneous when 
facing a disruption. The relative importance of the maritime service attributes under a 
disruption for the three classes in LCM is shown in Figure 6-5.   
Unlike the MNL model results, the coefficients of the damage rate attribute are statistically 
insignificant at 95 percent confidence level for respondents in Class 1 and Class 3 of the 
LCM. This indicates respondents allocated these two classes did not consider damage rate in 
the maritime service to be important when making their transport decision under a disrupted 
operating conditions. On the contrary, all attributes are statistically significant at 95 percent 
confidence for shippers in Class 2, particularly the damage rate attribute which is valued 
extremely high in this segment. The high negative and statistically significant coefficient for 
damage rate in Class 2 implies that shippers in this class want lower damage rates for 
maritime transportation services when facing a disruption event. Their likelihood of choosing 
a hypothetical solution to mitigate the impacts of a disruption event would decrease if the 
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damage rate in the service increases. Thus, the determinant maritime service attributes 
influencing shippers’ transport decisions for respondents in Class 2 are damage rate, followed 
by transit time, reliability, and freight rate/surcharge. 
Respondents in Class 1 are more sensitive to a unit change of transit time and reliability 
attributes during a disruption, as the marginal contribution to shippers’ preference utilities is 
statistically significant and higher for these attributes, keeping all else constant (see utility 
function as Equation 6.4 under a disruption). Remarkably, respondents in Class 1 weight 
greatly the importance of transit time/delay and reliability attributes compared with shippers 
in the other two classes when facing a transport related SCD. It implies ceteris paribus, 
shippers allocated in Class 1 are more likely to choose a hypothetical solution to mitigate the 
impacts of a disruption if the delay days and on-time reliability of delay mitigation could be 
improved. Meanwhile, respondents in Class 3 are more sensitive to the transit time attribute, 
followed by reliability and freight rate/surcharge attributes. In particular, respondents in Class 
3 have a strong sensitivity to a unit change in freight rate/surcharge compared with shippers 
allocated to the other two classes, as it has the highest coefficient value of this attribute 
among all classes. Since the LCM allocates respondents into three segments based on their 
latent preference heterogeneities, the segmentation in the LCM indicates that the latent 
influence, to some extent, is related to an individual’s WTP for the various maritime service 
attributes. The probability of sampled respondents falling into each segment is 55.51 percent, 
23.79 percent, and 20.71 percent for Class 1, Class 2, and Class 3, respectively.  
 
                                                                                         (6.4) 
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Table 6-9: MNL and LCM Results under a Disruption Event 
 
With a Disruption MNL  LCM   
MODELS     Class 1   Class 2   Class 3   
Variable  Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio Coefficient  t-Ratio 
Freight Rate  -0.0024 -9.3100 -0.0030 -4.6400 -0.0027 -4.6800 -0.0130 -7.6600 
Transit Time  -0.3640 -15.1800 -1.0583 -9.9000 -0.3017 -4.5400 -0.3458 -6.3600 
Reliability 0.0937 17.0900 0.1601 10.5400 0.1329 8.6100 0.0514 3.9200 
Damage Rate -0.4538 -3.3100 -0.2909 -0.7900 -2.0342 -4.9700 -0.3055 -0.9100 
 
                
Latent Class Probability     0.5551 9.4100 0.2379 4.3600 0.2071 5.0800 
Log-likelihood -780.4290   -594.9780           
Pseudo R
2 
         0.4842           
Number of Parameters 7   17           
AIC/N 
BIC/N 
1.8929 
1.9326   
1.4711 
1.5676           
CAIC/N 1.8153    0.9649           
Respondents 104   104           
Observations 832   832           
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Figure 6-4: The Relative Importance of Service Attributes under a Disruption in MNL 
 
 
Figure 6-5: The Relative Importance of Service Attributes under a Disruption for the 
Three Classes LCM 
 
-0.5000 -0.4000 -0.3000 -0.2000 -0.1000 0.0000 0.1000 0.2000
Freight Rate
Transit Time
Reliability
Damage Rate
The Relative Importance of Maritime Service 
Attributes under a Disruption  in MNL  
MNL
-2.2000 -1.7000 -1.2000 -0.7000 -0.2000 0.3000
Freight Rate
Transit Time
Reliability
Damage Rate
The Relative Importance of Service Attributes under a 
Disruption for  the Three Classes LCM 
Class 3
Class 2
Class 1
  
157 
6.3.2.2 The Values of the Important Maritime Service Attributes under a Disruption  
The values of maritime service attributes calculating by the coefficient estimates of the MNL 
and LCMs under a disruption event are presented in Table 6-10. The value difference of each 
attribute between the MNL model and the three classes LCM is illustrated in Figure 6-6.    
As indicated in Table 6-10, the MNL model for an improvement in maritime service during a 
disruption event suggests per average TEU, the value of WTP for a one percent reduction in 
damage rate is valued the most at USD $187.50. This is followed by the mean WTP for a one 
day mitigation in the length of delay valued at USD $150.40 and the mean WTP for a one 
percent increase in on-time reliability of delay mitigation/extension after a disruption event 
valued at USD $38.72. Regarding an improvement in maritime service under a disruption 
event, the values of WTP for damage rate and transit time/delay attributes are over USD $150, 
which is about fivefold the value of reliability attribute for an increase in the reliability of 
delay mitigation.   
Respondents’ valuation of maritime service attributes is also heterogeneous under a 
disruption event and divides into three value segments in the LCM. The damage rate attribute 
is statistically insignificant at the five percent level in Class 1 and Class 3. This implies that 
shippers in Class 1 and Class 3 did not consider the damage rate attribute to be a significant 
factor influencing their transport decisions when facing a SCD. However, shippers in Class 2 
value the damage rate attribute at a price of USD $751 for a one percent reduction in damage, 
on average per TEU, followed by $111 for a one day mitigation in the length of delay, and 
$49 for a one percent increase in on-time reliability of delay mitigation/extension after a 
disruption event. Respondents in Class 3 had extremely low values for the reliability and 
transit time/delays attributes compared with shippers in the other two classes. Respondents in 
Class 1 considered the mitigation of the length of delay as the most important factor 
determining their expedited solutions for a disruption event. This means that individual 
respondents in this segment, are willing to pay $348 for a one day mitigation in delay, and 
$53 for a one percent increase in on-time reliability of delay mitigation on average per TEU. 
The identification of distinct groups of shippers’ difference in preferences for containerised 
maritime transport service, distinct values of WTP for different segments, and the range of 
WTP values in each market segment can be beneficial to all stakeholders in the maritime 
industry. 
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Table 6-10: The Value of Service Attributes under a Disruption  
 
 
 
MNL  LCM 
(USD $) 
 
Class 1 Class 2 Class 3 
Transit Time/Delay  
(for a one day mitigation in the length of delays) 
 
150.40 
 
348.14 
 
111.34 
 
26.58 
 
Reliability 
(for a one percent increase in on-time reliability 
of delay mitigation) 
 
38.72 
 
52.65 
 
49.04 
 
3.95 
 
Damage Rate 
(for in a one percent reduction in damage rate) 
 
187.50 
 
750.64 
  
 
 
Figure 6-6: The Value Difference of Each Attribute between MNL and LCM under a 
Disruption 
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The individual WTPs for the maritime service attributes under disrupted operating conditions 
were calculated through LIMDEP (Nlogit 4.0). Table 6-11 presents the minimum, maximum, 
the mean, and the standard deviation for 104 individual WTPs for the maritime service 
attributes under a disruption scenario.  
 
Table 6-11: Individual WTP in LCM under a Disruption 
 
WTP (USD$) Transit time/Delay Reliability Damage Rate 
MIN 26.58 3.95 23.48 
MAX 347.83 52.60 750.66 
MEAN 224.45 41.23 228.62 
STD. DEV 134.71 19.32 258.09 
 
6.3.2.3 The Attributes’ Value Changes between Normal and Disrupted Operations  
According to Louviere, Hensher and Swait (2000), it is not meaningful to compare absolute 
parameter estimates across models due to scale differences, but it is very informative to 
evaluate and contrast the WTP indicators which are scale free. To further quantify a transport 
related disruption costs, the values of WTP for maritime service attributes between normal 
and disrupted operating conditions are therefore compared.   
First, contrasts between WTP indicators under normal and disrupted operations based on the 
MNL models are carried out as shown in Table 6-12 and Figure 6-7. These results indicate 
that the WTPs for all maritime service attributes change significantly between normal and 
abnormal operating conditions. The value of WTP for transit time attribute would increase 
3.95 times on average if a disruption took place. This implies that managers are willing to pay 
3.95 times more monetary value to reduce a one day delay in transit when facing a transport 
related SCD. This may in part be due to the fact that transit time under normal operation is 
predictable, and it is usually planned in the safety stock calculation; contrary to this, delay 
caused by a disruption event is unexpected and unprepared for, as a result, it is hard to predict 
the exact delay days. As such, respondents greatly value the transit time/delay attribute if a 
disruption takes place. This was demonstrated by the managers in the interviews when they 
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stated that air freight becomes an attractive solution in the case of disruptions. The value of 
WTP for a one percent increase in on-time reliability also increased 1.49 times compared to 
that value under normal operations. Disruptions are sudden events and as such, the reliability 
attribute becomes increasingly important. Higher reliability during a disruption event implies 
shippers could have more reliable information and plan for their contingency plan. The value 
of WTP for a one percent reduction in the damage rate attribute slightly increased 1.25 times. 
Delay caused by a disruption also can result in an increase in cargo damages and loss. In 
consideration of stock-outs and inventory control, shippers would prefer to pay more to avoid 
cargo damages or losses under a disruption, as shippers are unable to afford a damaged 
shipment. Frequency of service is not a relevant factor when preparing a response to a 
specific disruption.        
 
Table 6-12: The Value Changes of Maritime Attributes between Normal and Disrupted 
Operating Conditions in MNL  
 
(1) (2) (3)=(2/1) 
MNL  Normal  Disruption Ratio 
Transit Time  38.04 150.40 3.95 
Reliability 25.95 38.72 1.49 
Damage Rate 149.60 187.50 1.25 
Frequency 148.40     
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Figure 6-7: The Value Difference of Maritime Attributes between Normal and 
Disrupted Operating Conditions in MNL 
 
Second, the WTP measures derived from the LCMs differ a great deal when comparing their 
values between normal and disrupted operating conditions. Respondents’ latent preference 
heterogeneity produced two segments (low and high) under normal operations and three 
segments (low, medium, and high) under a disruption event. We compare the minimum, 
maximum, mean and standard deviation of the individual WTP indicators in LCMs instead of 
the values of WTP in different market segments between normal and abnormal operations. 
Comparing the values of WTP in LCMs between normal and abnormal operations (see Table 
6-13 and Figure 6-8), the lowest value of WTP is USD $17.29 for a one day reduction in 
transit time under normal operation, correspondingly, the lowest WTP for a one day 
mitigation in delays under a disruption event is $26.58. The lowest WTP for transit time 
between normal and disrupted circumstances increased 1.54 times. Further, the highest WTP 
for transit time increased 2.11 times from USD $164.71 to $347.83 between normal and 
disrupted operations. The average WTP value for transit time increased 4.52 times from USD 
$49.70 under normal operation to $224.45 facing a disruption. The standard deviation also 
increased 2.43 times for the value of transit time between normal and disrupted operations. 
This large variation in the value of transit time for container shipping implies shippers’ WTP 
to shorten transit time varied and increased between normal and disrupted operations. That 
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can explain why a portion of respondents considered air-freight an attractive alternative in 
case of disruptions, at least, it is worth expediting part of the shipment to avoid or mitigate 
stock-out and other disruption costs. Similarly, the WTP for a one percent increase in on-time 
reliability during a disruption, on average per TEU, increased 1.71 times from USD $24.14 to 
$41.23 with the standard deviation increasing 3.05 times from $6.33 to $19.32. However, for 
respondents less willing to pay to increase on-time reliability, the WTP for the reliability 
attribute decreased when a disruption takes place. That implies some respondents still greatly 
valued reliability, while some considered the importance of reliability to be insignificant if a 
disruption happens. Finally, the WTP for the damage rate attribute, on average increased 1.17 
times from USD $196.13 to $228.62 with the standard deviation increasing 1.09 times from 
$236.32 to $258.09 per TEU. Remarkably, for respondents with the lowest WTP for the 
damage rate attribute, their WTPs for damage rate decreased. That is, they considered 
damage rate an unimportant factor influencing their transport decision under a disruption 
event. All this suggests that managers consider shortening the length of delay the most 
important determinant affecting their transport decisions under a disruption event. They 
would focus on expediting the shipment rather than increasing on-time reliability and 
reducing shipment damages when facing a disruption.  
Therefore, the hypothesis 2 cannot be rejected. A sudden occurrence of transport related SCD 
could significantly change the values of WTP for maritime service attributes: transit time, 
reliability, and damage rate. 
Figure 6-9 to Figure 6-12 indicate the spreads of each individual’s WTP for maritime service 
attributes in LCMs between normal and abnormal operating conditions. These individual 
WTP figures indicated that there is preference heterogeneity between different shippers.  
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Table 6-13: The Value Changes of Attributes between Normal and Disrupted 
Operations in LCMs  
LCM individual WTP Normal Operation Disruption Ratio 
Transit Time 
Min 17.29 26.58 1.54 
Max 164.71 347.83 2.11 
Mean 49.70 224.45 4.52 
Std Dev. 55.48 134.71 2.43 
Reliability 
Min 20.44 3.95 0.19 
Max 37.27 52.60 1.41 
Mean 24.14 41.23 1.71 
Std Dev. 6.33 19.32 3.05 
Damage Rate 
Min 58.08 23.48 0.40 
Max 686.04 750.66 1.09 
Mean 196.13 228.62 1.17 
Std Dev. 236.32 258.09 1.09 
Frequency 
Min 86.75 
  Max 409.63 
  Mean 157.73 
  Std Dev. 121.51 
   
 
 
Figure 6-8: The Value Difference of Maritime Service Attributes between Normal and 
Disrupted Operations in LCMs 
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Figure 6-9: Individual WTPs between Normal and Abnormal Operations: Transit 
time/Delay 
 
 
 
Figure 6-10: Individual WTPs between Normal and Abnormal Operations: Reliability 
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Figure 6-11: Individual WTPs between Normal and Abnormal Operations: Damage 
Rate 
 
 
 
Figure 6-12: Individual WTPs for Frequency under Normal Operations 
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6.3.3 Remarks H1 and H2 Testing  
Damage rate, frequency, reliability, transit time, and freight rate are found to take precedence 
over other selection criteria, and each attribute has a different contribution to shippers’ WTP 
in maritime transport decisions under normal operations. Thus, hypothesis 1 cannot be 
rejected.   
Damage rate, delays, reliability, and surcharges are also found to take precedence over other 
potential affected factors and contribute different values to shippers’ choice behaviour in 
containerised maritime transportation decisions under a disruption event. Further, the WTP 
for each important service attribute changed significantly between normal and abnormal 
operating conditions. This value differentiation indicates that shippers evaluate maritime 
service attributes differently when facing a disruption event. Thus, the determinants for 
containerised maritime transportation vary between normal and disrupted conditions. These 
results help to understand and quantify the maritime transport related disruption costs. The 
analysis results indicate that the values of WTP for each maritime attribute would be 
increased when a disruption takes place, particularly, the economic costs of delay and 
expediting can be severely underestimated using a normal average WTP value. Therefore, 
hypothesis 2 cannot be rejected.    
In summary, the LCMs have revealed two segments (low and high mean WTP) under normal 
operation, and three segments of apparent low (Class 3), medium (Class 1) and high (Class 2) 
mean WTPs under a disruption event. This segmentation is very informative. It indicates that 
the latent influences, to some extent, are related to an individual’s WTP for a maritime 
service attribute no matter whether under normal or disrupted operating conditions. That is 
shippers’ preference heterogeneity exists between respondents. Thus, based on the mean 
WTPs generated by the final LCMs, a series of SURE models are utilised to estimate and 
determine potential sources of influence on the WTP of each maritime transport attribute with 
and without a disruption.   
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6.4 Seemingly Unrelated Regression Models (SURE) Examine Hypotheses 3-8 
As H1 and H2 cannot be rejected, further regression tests are applied to examine which 
individual respondent’s characteristics would influence shippers’ WTP on each maritime 
transport service attribute under different operating circumstances.   
Before further analysis of the SURE models, it is important to verify the reasons for applying 
SURE models instead of LCMs with interaction terms in this study. The LCM estimates the 
preference/parameters variation, while the SURE model could estimate the systematic 
sources of variations in the WTPs rather than the parameters variations. Thus, the SURE 
models have the advantage of estimating the variations in the WTPs directly. This overcomes 
the necessity of mapping the parameters systematic variations one by one in the LCMs. They 
can also provide similar quantitative information but avoid the huge workload of running 
ANOVAs to test each WTP generated in the LCM in each segment to examine the systematic 
sources of variations in shippers’ WTPs for maritime service attributes.       
To identify the potential sources of influence on the mean WTPs reported in Table 6-13, a 
series of SURE models are estimated using the 104 individual’s WTPs generated by the 
LCMs in the last section. Since the WTP values for all maritime attributes under normal and 
disrupted operations are derived from the same set of respondents, it is highly likely that the 
error terms will be correlated. However, SURE models allow for simultaneous estimation of 
regression models where the error terms might be correlated, as discussed in Chapter Three. 
To examine hypotheses 3 to 8 listed in Chapter 3, several independent variables were 
included in each SURE model: geographic location; production characteristics; company 
characteristics; company/SC management strategies variables; and shipment specific trip 
information variables. Some variables have been subdivided to differentiate the utility 
functions for different shippers according to individual respondent’s particular characteristics: 
geographic locations; cargo values; production industry type; organization sales sizes; 
shipment travel times; and recent shipment delay days.  
Three groups are distinguished with respect to the company geographical locations: Shenzhen 
(49), Shanghai (25), and Sydney (30). With respect to the organization annual sales sizes, 
three further groups were subdivided: those firms with organization sales of less than USD 
$10,000,000 annually (39), those with sales between USD $10,000,000 and $100,000,000 
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(34), and those with sales above USD $100,000,000 (31). With respect to the cargo value per 
TEU, the data are divided into three additional groups: those shipments with cargo value per 
TEU less than USD $30,000 (48), those with goods value between USD $30,000 and $70,000 
(29), and those with goods value above USD $70,000 per TEU (27). With respect to the 
shipment transit time, three groups are distinguished: those shipments with transit time less 
than 22 days (43), transit time between 22 days and 32 days (37), and transit time above 32 
days (24). With respect to the current shipment experienced delay days, two groups are 
formed: those shipments experienced delay days less than 4 days (90), and those shipments 
experienced delay equal to or larger than 4 days (14).           
Classification based on the type of goods was made: electronics products (37), constructions 
(19), garments (12), chemicals (10), mechanicals (15), food (7), and consumable products (9). 
The data are also divided into two groups according to whether the firm is an exporter (53) or 
importer (51); whether the firm assesses the reputation of carrier/forwarder during selection 
(92) or does not assess carriers’ reputation (12); whether the firm applies JIT management 
strategy (46) or does not apply JIT (58); whether the firm has contingency plans to handle 
disruptions (69) or has no contingency plan for disruptions (35); whether the firm considers a 
terrorist attack would affect its transport decisions (47) or does not (57); whether the current 
shipment involves a transhipment (23) or without a transhipment (81); whether a shipment is 
paid by FOB (67) or CIF (37); and whether a shipment is consolidation (10) or not (94). 
Independent variables included in the SURE models are instrumented as Table 6-16.   
Since the independent variables in this study are qualitative variables, it is hard to maintain 
the assumption that quantitative variables would provide, where linearity in the marginal 
utility occurs as one moves from one level of the attribute to another. However, it is common 
practice to dummy code qualitative variables in researches to allow for possible non-
linearities occurring in the marginal utilities between levels. Thus, dummy coding is utilized 
for each independent variable in this research. In dummy coding, L – 1 new variables are 
created, where L is the number of levels of the variable being recoded. The newly created 
variables will be associated with L– 1 levels of the original variable. When the original level 
appears in the data, the associated dummy variable takes the value 1; otherwise, it is zero. As 
such, the last level, referred to as the base level, will be equal to zero for all dummy coded 
variables. Taking geographic location variables as an example, the dummy codings are shown 
in Table 6-14 where Shanghai is treated as the base level. 
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Table 6-14: Dummy Coding for Geographical Locations Variables: Different Cities 
City Linear code 
Dummy 1 
Shenzhen 
Dummy 2 
Sydney 
Base Level 
Shanghai 
Shanghai 0 0 0 0 
Shenzhen 1 1 0 0 
Sydney 2 0 1 0 
 
In the case of linear coding, the utility function will be equal to  
                 ∑                                                                                             (6.5) 
where αi is an alternative specific constant equal to zero for one alternative; βCity is the 
marginal utility associated with city i; and βk is associated with attribute k. Ceteris paribus, a 
one unit change in city (e.g., going from Shanghai to Shenzhen) will result in a βCity change in 
utility.   
The marginal utility for dummy coding differs from Equation (6.5) becoming  
                                           ∑                                      (6.6) 
 
Now, assuming all else being equal, the marginal utility for Shenzhen will be equal to 
 whilst the marginal utility of Sydney will be . The marginal 
utility of Shanghai will simply be . That is, the base level is confounded with the 
alternative specific constant. As such, the remaining dummy variables are interpreted relative 
to the alternative specific constant, ceteris paribus. Similarly, different goods value per TEU 
has a similar utility function, as well as for all other independent variables:   
                                                     ∑     
 
  
                                                                                                                                         (6.7) 
Dependent variables in this analysis are the important maritime transport service attributes 
identified in the last section: transit time (TT), reliability (RL), damage rate (DM), and 
i Shenzhen  i Sydney 
i
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frequency (FQ) under normal operation; and delay (DL), reliability (DRL), and damage rate 
(DDM) under a disruption event.  
The SURE models look for systematic sources of variations in the WTPs of maritime service 
attributes. They provide estimations of the influence of product characteristics, shipment 
characteristics, and company/SC characteristics on shippers’ preferences of maritime 
transportation service. The regression equations for the final SURE models under normal and 
abnormal operating conditions are the following (see Appendix A: The Independent 
Variables Operationalisation and Abbreviation): 
(1) Under normal operating condition, the SURE model regression equations are: 
                                                            
         
                                                            
         
                                                            
         
                                                            
         
Under normal operation, the right hand sides of the equations are the same. That means 
factors influencing shippers’ maritime transport preference are the same without a disruption.   
 
(2) Under a disrupted operating condition, the SURE model regression equations are: 
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When a disruption takes place, the right hand sides of the equations are different. This means 
factors influencing shippers’ preference for maritime service attributes are diverse when 
facing a disruption.   
Table 6-15 summarises the SURE model results under both normal and disrupted operating 
conditions. The results indicate that SURE models for both normal and disrupted operations 
are statistically significant. 
 
Table 6-15: The SURE Model Results  
SURE Equations Obs. Parm. R
2
 Adjusted R
2
 
Normal 
Operation 
Transit time 104 8 0.2331
1
 0.1772 
Reliability 104 8 0.2331 0.1772 
Damage 104 8 0.2331 0.1772 
Frequency 104 8 0.2331 0.1772 
Disruption 
Delay 104 13 0.2769 0.1815 
Reliability 104 12 0.1679 0.0684 
Damage 104 12 0.3772 0.3028 
 
Table 6-16 summarizes all variables that are statistically significant in the SURE models 
under normal and disrupted operations.  
 
                                                          
1
 The R
2 
results for each attributes are the same as the WTPs under normal operations for 
transit-time, reliability, damage and frequency attributes derived from a LCM model are 
perfectly correlated due to the way that they are calculated. That is, they are probability 
weightings (using the class assignment probabilities) of the class specific parameter 
estimates, and as the class assignment probabilities must sum to one, the resulting estimates 
will be correlated, as to the WTP values. 
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Table 6-16: The SURE Models Results under Normal and Disrupted Operations  
  
Independent 
Variables 
Transit Time Reliability Damage Frequency 
Hypotheses Normal Operation Disruption Normal Operation Disruption Normal Operation Disruption Normal Operation 
  Parm. t-ratio Parm. t-ratio Parm. t-ratio Parm. t-ratio Parm. t-ratio Parm. t-ratio Parm. t-ratio 
  Constant 86.9688 5.97 93.5659 2.84 -28.3887 -17.07 -35.7836 -8.03 354.6250 5.71 514.7810 7.47 -239.2190 -7.49 
H3: 
Geographic 
locations 
Shenzhen  -38.8906 -3.072 64.0741 3.37 4.4375 3.07     -165.6880 -3.07 -198.6810 -3.37 85.1719 3.07 
Sydney     34.4861 1.95             -106.9360 -1.95     
H4: 
Production 
Characteristics 
Low Value 
Goods 
            8.1614 3.41     -179.2000 -3.41     
Medium 
Value Goods 
            10.1349 4.07     -222.5280 -4.07     
Electronics     115.9940 3.89     -8.6783 -2.03     -169.1250 -3.43     
Constructions -33.6875 -2.61 63.4683 3.59 3.8433 2.61     -143.4690 -2.61 -196.8000 -3.59 73.7656 2.61 
Garments -43.6719 -2.79 99.6613 2.45 4.9868 2.80 -14.0745 -2.45 -186.0470 -2.79     95.6563 2.79 
Chemicals                             
Mechanicals     79.6314 2.25     -11.2455 -2.25             
Foods     127.0830 2.58     -17.9468 -2.58             
Consumables     57.4878 2.47             -178.2570 -2.47     
H5:  Company 
Characteristics 
Exporter 34.2422 3.16 -74.6916 -2.97 -3.9058 -3.16 10.5483 2.97 145.8440 3.16     -74.9688 -3.16 
Small Firms     56.3051 1.93     -12.4452 -2.90     98.6582 2.05     
Medium 
Firms 
    94.8854 3.29     -13.4003 -3.29             
H6: 
Management 
strategies 
NOT Assess 
Reputation 
-27.2031 -1.73     3.1055 1.73     -116.0000 -1.73     59.6406 1.73 
With 
Contingency 
Plans 
            -5.1038 -2.50     112.0640 2.50     
NOT applied 
JIT 
    -22.7749 -1.76             70.6206 1.76     
H7: Trip 
specific 
Characteristics 
Shipment 
paid by CIF 
            7.1858 3.57     -157.7770 -3.57     
Short Transit 
Time 
-18.8164 -1.90     2.1470 1.90     -80.1406 -1.90     41.1953 1.90 
                                                          
2
 The t-ratio results under normal operations are the same as the WTPs for derived from a LCM model are perfectly correlated due to the way 
that they are calculated. That is, they are probability weightings (using the class assignment probabilities) of the class specific parameter 
estimates, and as the class assignment probabilities must sum to one, the resulting estimates will be correlated, as to the WTP values. 
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Medium 
Transit Time 
                            
H8: Maritime 
Security Issues 
No 
Preparedness 
for Potential 
Terrorisms 
and Risks 
during its 
transport 
decisions 
-25.9609 -2.23     2.9629 2.23     -110.6250 -2.24     56.8125 2.23 
R2 0.2331 
 
0.2769 
 
0.2331 
 
0.1679 
 
0.2331 
 
0.3772 
 
0.2331 
 Adjusted R2 0.1772 
 
0.1815 
 
0.1772 
 
0.0684 
 
0.1772 
 
0.3028 
 
0.1772 
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Examining Table 6-16 that the factors influencing shippers’ maritime service preferences are 
exactly the same for the transit time, reliability, damage rate, and frequency attributes under 
normal operations. The factors that are statistically significant and influence shippers’ 
preferences under normal operations are geographic location (Shenzhen); industry types 
(constructions and garments); exporters; assessing carriers’ reputation; shipment transit time; 
and preparedness for terrorist attacks. When a disruption takes place, factors influencing 
shippers’ logistics preferences are changed. Comparing the transit time (Delay) attribute 
between normal and disrupted operations, exporters, geographic location (Shenzhen), and 
industry types (constructions and garments) factors remain statistically significant and still 
impact shippers’ preferences for reducing transit time/delay under a disruption event. Factors 
that assessing carriers’ reputation, shipment transit time, and preparedness for terrorist attacks 
become statistically insignificant for the transit time attribute during a disruption event. 
Meanwhile, more factors become statistically significant influencing shippers’ preferences 
for reducing transit time/delay under a disruption event. These include JIT, geographic 
location (Sydney), organisation sales sizes, and industry types (electronics, machinery, foods, 
and consumables).  
Similarly, factors influencing shippers’ preferences for the reliability and damage rate 
attributes vary between normal and disrupted operations. Except for the variables of exporter 
and industry types (garments), factors statistically significant influencing shippers’ 
preferences for the reliability attribute are different under a disruption. These include 
shipment payment terms as CIF or FOB, whether firms with contingency plans, organisation 
sales sizes (small and medium), goods value per TEU (small and medium), and industry types 
(electronics, machinery, and foods). For the damage rate attribute, JIT, shipment payment 
terms as CIF/FOB, whether firms with contingency plans, geographic location (Sydney), 
organisation sales sizes (small), goods value per TEU (small and medium), and industry types 
(electronics and consumables) become statistically significant influencing shippers’ 
preferences; while factors of assessing carriers’ reputation, shipment transit time, and 
preparedness for terrorist attacks become statistically insignificant for the damage rate 
attribute under a disruption.  
More detail of the analysis of the hypotheses testing results for H3 to H8 is presented in the 
following sections. 
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6.4.1 Examining Hypothesis 3 
An examination of the SURE model results (see Table 6-17, a pull-out section of Table 6-16) 
reveals that a respondent’s company geographical location appears to have a significant 
influence on shipper’s WTP for each maritime transport service attribute under all operating 
conditions.  
 
Table 6-17: The SURE Results Testing the Influences of Geographic Locations under 
Normal and Disrupted Operations 
H3 
Transit Time Reliability 
 
Damage 
 
Frequency 
 
Normal Operation Normal Operation Normal Operation Normal Operation 
parameter t-ratio parameter t-ratio parameter t-ratio parameter t-ratio 
Constant 86.97 5.97 -28.39 -17.07 354.63 5.71 -239.22 -7.49 
Shenzhen  -38.89 -3.07 4.44 3.07 -165.69 -3.07 85.17 3.07 
Sydney 
         
H3 
Transit Time Reliability Damage 
Disruption Disruption Disruption 
parameter t-ratio parameter t-ratio parameter t-ratio 
Constant 93.57 2.84 -35.78 -8.03 514.78 7.47 
Shenzhen  64.07 3.37 
  
-198.68 -3.37 
Sydney 34.49 1.95 
  
-106.94 -1.95 
 
As discussed for dummy coding in the last section, the marginal utility function of the 
geographic locations dummy coding is presented as:  
                                           ∑     
 
        
 (6.6) 
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Under normal operation, the results presented in Table 6-17 illustrate that all else being equal, 
the impact of geographic location (Shenzhen) on the WTPs for each maritime service 
attribute is statistically significant while all parameters for geographic location dummy 
variables (Sydney) are statistically insignificant. This indicates, ceteris paribus, the marginal 
utility of Sydney will collapse to the base level of   . Thus, shippers located in Shanghai and 
Sydney will have the same level of WTPs for all maritime service attributes. As such, 
keeping everything else constant, shippers in Shanghai and Sydney are willing to pay USD 
$354.63 for a one percent reduction in damage rate, $239.22 for an increase of additional 
sailing per week, $86.97 for a one day reduction in transit time, and $28.39 for a one percent 
increase in on-time arrival reliability. Meanwhile, all dependent variables are statistically 
significant to the independent dummy variable: Shenzhen. That is, having all else equal, the 
marginal utility for shippers in Shenzhen will be equal to .  As all  for 
each attribute have opposite signs with the alternative specific constant   , it means shippers 
in Shenzhen have lower values of WTP to improve maritime service attributes than shippers 
in Shanghai and Sydney. As such, all else being equal, when shippers move from Shanghai or 
Sydney to Shenzhen, their WTPs for a one percent reduction in damage rate will decrease by 
USD $165.69, for an increase of additional sailing per week will decrease by $85.17, for a 
one day reduction in transit time will decrease by $38.89, and for a one percent increase in 
on-time arrival reliability will decrease by $4.44. Table 6-18 with figure presents the absolute 
values of WTP for each maritime service attribute for shippers in Shenzhen, and shippers in 
Shanghai and Sydney (equal constant) under normal operations.         
 
 
 
 
 
 
 
i Shenzhen  Shenzhen
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Table 6-18 with figure: The Geographic Locations Influence on the Values of WTP 
under Normal Operations  
 H3: Normal Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
Shenzhen  48.08 23.95 188.94 154.05 
 
 
When a disruption takes place, shippers’ WTPs to reduce the impacts of a transport related 
SCD for each maritime service attribute vary by different geographic locations. The results 
presented in Table 6-17 reveal that no matter Shenzhen or Sydney, all t-ratios for parameters 
of the reliability attribute are statistically insignificant. That is, the marginal utility of 
geographic locations (Shenzhen or Sydney) for the reliability attribute will collapse to the 
base level. As such, geographic locations do not have any impact on shippers’ WTP for the 
reliability attribute during a disruption. Based on the Equation (6.6), the utility function of the 
reliability attribute under a disruption event for shippers in three cities will all equal to   , 
which is the alternative specific constant. Thus, shippers no matter in Shenzhen, Shanghai, or 
Sydney all have an equivalent WTP valued at USD $35.78 for a one percent improvement in 
on-time reliability of delay mitigation. However, the results presented in Table 6-17 indicate 
that the WTPs of shippers in three cities are statistically significantly different for the transit 
time and damage rate attributes under a disrupted operating condition. As the variation of 
shippers’ WTPs for the transit time attribute has the same sign as the alternative specific 
constant   , it means, having all other sources constant, shippers in Shanghai have the lowest 
WTP for a one day reduction in delay valued at USD $93.57, followed by shippers in Sydney 
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valued at $128.05 (93.57+34.49), and shippers in Shenzhen valued at $157.64 (93.57+64.07).  
On the contrary, the variation of shippers’ WTPs for the damage rate attribute has an opposite 
sign to the alternative specific constant . That is, the WTPs for a one percent reduction in 
damage rate under a disruption is highest for shippers in Shanghai followed by shippers in 
Sydney and Shenzhen. In other words, when a disruption takes place, all else being equal, 
shippers in Shanghai have the highest WTP for a one percent reduction in the damage rate 
attribute at the value of USD $514.78, followed by shippers in Sydney at the value of 
$407.85 (514.78-106.94), and shippers in Shenzhen at the value of $316.10 (514.78-198.68). 
Table 6-19 with figure illustrates the absolute values of WTP of shippers in different cities 
for maritime service attributes under a disrupted operating condition.  
 
Table 6-19 with figure: The Geographic Locations Influence the Value of WTP under a 
Disruption  
 H3: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Shenzhen  157.64 
 
316.10 
Sydney 128.05 
 
407.85 
 
 
i
0.00
100.00
200.00
300.00
400.00
500.00
600.00
Transit Time Reliability Damage
The Geograhpic Locations Influence on the Value of WTP 
under a Disruption 
Constant
Shenzhen
Sydney
  
179 
With regard to Hypothesis 3, the above results demonstrate that companies in different 
geographic locations have different WTP values for the maritime transport service attributes 
under all operating conditions. Therefore, H3 cannot be rejected based on the above SURE 
model results.     
 
6.4.2 Examining Hypothesis 4 
6.4.2.1 Examining the Impacts of Goods Value on Shippers’ WTPs 
Examining Table 6-16, under normal operations, all parameters are statistically insignificant 
for independent variables of low value goods and medium value goods. This indicates that 
the shipment cargo value per TEU has an insignificant impact on shippers’ WTPs for each 
maritime service attribute under normal operations. Based on utility function equation (6.7), 
as  and  are statistically insignificant, ceteris paribus, the marginal utility no 
matter for low, medium, or high value goods containers will all equal the alternative specific 
constant . That is, all else being constant, under normal operations for containers shipping 
for any value of goods, shippers’ WTP for a one percent reduction in damage rate is USD 
$354.63; for an increase of additional sailing per week is $239.22; for a one day reduction in 
transit time is $86.97; and for a one percent increase in on-time reliability is $28.39.  
                                                     ∑     
 
  
                                                                                                                                         
(6.7)    
When a disruption takes place, the parameters for the transit time attribute are still 
statistically insignificant. That is, all else being equal, shippers shipping different cargo value 
containers have equivalent value of WTP for a one day reduction in delay, at the value of the 
alternative specific constant , USD $93.57. Meanwhile, all parameters become statistically 
significant for the reliability and damage rate attributes for both low value and medium value 
independent variables. That is, shipping different cargo value containers would have 
significant impacts on shippers’ WTPs for an improvement of reduced damage rate and 
increased reliability of delay mitigation. As the coefficients of the reliability and damage rate 
lowvalue emediumvalu
i
i
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attributes all have opposite signs to the alternative specific constant  and the coefficients of 
medium value goods variable are slightly higher than that of the low value goods variable 
(USD $43.33 (|-222.53-179.20|) higher for the damage rate attribute and $1.97 (10.13-8.18) 
higher for the reliability attribute). As such, shippers shipping high value goods have the 
highest WTPs for reducing damage rate and increasing on-time reliability of delay mitigation, 
followed by shippers shipping low value and medium value goods. In other words, shippers 
transporting high value goods (the goods value larger than USD $70,000 per TEU) tend to 
pay the highest WTPs for an improvement in on-time reliability of delay mitigation (USD 
$35.78) and damage rate attribute ($514.78) compared with shippers shipping medium and 
low value goods (for containers’ goods value less than USD $70,000 per TEU). Further, 
shippers shipping low value goods have a slightly higher WTP (USD $43.33 higher) for a one 
percent reduction in damage rate compared with shippers for medium value goods (the goods 
value between USD $30,000 and $70,000 per TEU). Finally, shippers shipping medium and 
low value goods have very close values of WTP for a one percent increase in on-time 
reliability of delay mitigation. Table 6-20 and attached figure presents the absolute WTP 
values for each maritime attribute for shippers transporting different value cargoes containers. 
Thus, the containers’ goods value per TEU has significant and distinct impacts on shippers’ 
WTPs for maritime service attributes under a disrupted operating condition. Shippers 
shipping containers’ cargoes value larger than USD $70,000 per TEU would most likely to 
pay for a reduced damage rate and an increased on-time reliability of delay mitigation. On the 
contrary, shippers of container cargoes with values less than $70,000 per TEU would have 
lower WTPs to improve the damage rate attribute and on-time reliability of delay mitigation.   
 
 
 
 
 
 
i
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Table 6-20 with figure: The Values of Container Cargoes Influence on the WTPs under 
a Disruption  
H4: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Low Value Goods 
 
27.62 335.58 
Medium Value Goods 25.65 292.25 
 
 
6.4.2.2 Examining the Impacts of Cargo Industry Type on Shippers’ WTPs 
Based on the utility function of industry type (Equation 6.8), the absolute WTP values for 
shippers in each industry could be quantified with and without a disruption.  
                             ∑                                                                        
(6.8) 
Examining the impacts of cargo industry type on shippers’ WTPs for maritime service under 
normal operation, the parameters for the productions of electronics, chemical, machinery, 
foods, and consumables are statistically insignificant, and the parameters for the productions 
of constructions and garments are statistically significant (see Table 6-16). According to 
Equation (6.8),             equals zero, as a result, shippers shipping electronics, chemical, 
machinery, foods, and consumable products all have equivalent WTPs to improve each 
maritime service attribute, at the value of the alternative specific constant . Meanwhile, all 
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            are statistically significant for shippers shipping constructions and garments 
products, as such, the utility function of those shippers for each maritime service attribute can 
be presented as                             , ceteris paribus. Since the coefficients of 
constructions and garments industries have opposite signs with the alternative specific 
constant  and the coefficients of garments variable are higher than that of construction 
variable, all else being equal, shippers shipping containers of garments have the lowest WTPs 
to improve maritime service attributes followed by shippers shipping containers of 
constructions products. Table 6-21 and Figure presents the absolute WTP values for shippers 
shipping different industries’ cargoes under normal operations.  
 
Table 6-21 with figure: The Absolute WTP Values for Different Industry Products 
under Normal Operations  
 
H4: Normal  Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
Constructions 53.28 24.55 211.16 165.45 
Garments 43.30 23.40 168.58 143.56 
 
 
The results presented in Table 6-21 indicate that shippers shipping electronics, chemical, 
machinery, foods, and consumable products are willing to pay, on average per TEU, 
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USD$354.63 for a one percent reduction in damage rate; $239.22 for an increase of 
additional sailing per week; $86.97 for a one day reduction in transit time; and $28.39 for a 
one percent increase in on-time arrival reliability under normal operations. Meanwhile, 
shippers shipping garment products have the lowest WTP for each maritime service attribute, 
their WTPs for damage rate and transit time are about 50 percent lower than that of shippers 
shipping other industrial type cargoes in the survey.  
When a disruption takes place, different types of goods in shipping containers significantly 
affect shippers’ WTPs for maritime attributes (See Table 6-16). With respect to the WTP 
values for a one day reduction in delay, the parameter is statistically significant with the 
highest positive value for shippers shipping containers of foods products. Based on the utility 
function (Equation 6.8), it indicates that all other factors being equal, shippers transporting 
containers of food products have the highest value of WTP for a one day reduction in delay at 
the value of USD $220.65 (93.57+127.08), followed by shippers delivering electronic goods, 
garments, machinery, constructions, consumables, chemicals and other products. Shippers 
shipping chemicals and other products have the lowest WTP for a one day reduction in delay, 
on average per TEU, USD$93.57 (see Table 6-22). With respect to the WTP for a one percent 
increase in on-time reliability of delay mitigation, shippers in the foods industry have the 
highest WTP at USD$53.73 (|-35.78-17.95|), followed by shippers in garments, machinery, 
and electronics industries; while shippers in construction, chemicals, consumable, and others 
industries have the lowest WTP value of $35.78 for the reliability attribute. Simultaneously, 
shippers delivering construction products have the lowest WTP value of USD $317.98 
(514.78-196.80) for a one percent reduction in damage rate during a disruption, followed by 
shippers shipping consumable and electronic products. On the contrary, shippers shipping 
foods, machinery, chemicals, garments, and others industries products have the highest value 
of WTP for a one percent reduction in damage rate under a disruption, at USD$514.78. It is 
about 1.5 times higher compared with shippers in construction, consumable, and electronic 
industries. Table 6-22 and figure presents the absolute WTP values for shippers shipping 
different industries products. 
 
 
  
184 
Table 6-22 with figure: The Absolute WTP Values for Shippers Shipping Different 
Industries Products under a Disruption 
H4: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Electronics 209.56 44.46 345.66 
Constructions 157.03 
 
317.98 
Garments 193.23 49.86 
 Chemicals 
  Machinery 173.20 47.03 
 Foods 220.65 53.73 
 Consumables 151.05 
 
336.52 
 
 
6.4.3  Examining Hypothesis 5 
6.4.3.1 Examining Different Impacts on WTPs from Exporters and Importers 
As shown in Table 6-16, all parameters are statistically significant for the exporter variable at 
95 percent confidence level for all maritime service attributes under normal operations. This 
indicates the company’s business role as an exporter or importer has a significant impact on 
the variation of shippers’ WTPs for maritime service attributes. Table 6-23 with figure 
presents the absolute values of WTP for importers and exporters under normal operating 
conditions.   
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Under normal operations, based on utility function Equation (6.9), since all           are 
statistically significant with the same signs to the alternative specific   , exporters are willing 
to pay           monetary value higher to improve all maritime service attributes relative to 
importers, all other factors kept constant. As shown in Table 6-16, exporters are willing to 
pay USD$145.84 higher than importers to reduce a one percent damage rate; $74.97 higher to 
increase an additional sailing per week; $34.24 higher to reduce a one day in transit time, and 
$3.91 higher to increase a one percent on-time reliability. This may be because shipments’ 
damage rate and the length of shipments’ transit time could influence some exporters’ 
accounts receivable or continuous trading/business relationship.   
                           ∑                                                                         (6.9) 
 
Table 6-23 with figure: The WTP Value for Exporters and Importers under Normal 
Operations 
H5: Normal  Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
Exporter 121.21 32.29 500.47 314.19 
 
 
Under disrupted operating conditions, as the parameters           for the transit time and 
reliability attributes are statistically significant with opposite signs to the alternative specific 
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constant , and hence according to Equation (6.9), exporters are less likely to pay to reduce 
transit time and increase on-time reliability of delay mitigation. Ceteris paribus, importers are 
willing to pay USD$74.69 higher than exporters for a one day reduction in delays, and $10.55 
higher for a one percent increase in on-time reliability of delay mitigation. Meanwhile, the 
parameter           for the damage rate attribute is statistically insignificant. This indicates, 
all else being equal, exporters and importers will have an equivalent WTP value for a one 
percent reduction in damage rate when facing a disruption event, at the value of USD 
$514.78. TableTable 6-24 with figure presents the absolute values of WTP for importers and 
exporters under a disruption.   
 
Table 6-24 with figure: The WTP Value for Exporters and Importers under a 
Disruption  
H5: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Exporters 18.87 25.24 
 
 
 
6.4.3.2 Examining Impacts of Organization Sales Sizes  
Organizations’ annual sales sizes appear to have insignificant influence on shippers’ WTPs 
for maritime service attributes under normal operations, as all dummy variables for 
i
0.00
100.00
200.00
300.00
400.00
500.00
600.00
Transit Time Reliability Damage
The Role of Exporters and Importers Influence on the 
WTP Valuse under a Disruption 
Constant
Exporter
  
187 
organization sales sizes (                          ) are statistically insignificant (see 
Table 6-16). Thus, all shippers, no matter how large, will have equivalent WTPs for all 
maritime service attributes equivalent to the value of given by the alternative specific 
constant , ceteris paribus.  
However, shippers of different firm sizes present diverse preferences for maritime service 
attributes under a disruption event. First, small size firms (organization annual sales sizes less 
than USD $10,000,000) have the strongest intensity of preference for a one percent reduction 
in damage rate. Their WTP value is USD $98.66 higher than that of shippers of medium and 
large sales sizes (organization annual sales sizes larger than USD $10,000,000), all else being 
equal. Second, medium sizes firms (organization annual sales range from USD $10,000,000 
to $100,000,000) are willing to pay the highest for a one day reduction in delay. Their WTP 
value is USD $188.45 (93.57+94.88) and about double that of shippers of large firms, ceteris 
paribus; and this WTP value for shippers of small firms is $149.88 (93.57+56.31), and $93.57 
for shippers of large firms. Finally, large firms appear to have the lowest WTP value for a 
one percent increase in on-time reliability of delay mitigation at the value of USD $35.78, 
while, small and medium size firms are willing to pay $12.45 and $13.40 higher, respectively. 
According to utility function (Equation 6.10), the WTP values for different firm sizes are 
presented as Table 6-25 with accompanying figure.  
                                                     ∑     
 
  
                                                                                                                                     (6.10) 
Thus, hypothesis 5 cannot be rejected based on the above SURE model results.    
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Table 6-25 with figure: The Organization Sizes Influence on the WTP Values under a 
Disruption 
H5: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Small Firms 149.87 48.23 613.44 
Medium Firms 188.45 49.18 
 
 
 
6.4.4 Examining Hypothesis 6 
6.4.4.1 Examining the WTP Difference for Shippers Not Assessing Reputation during 
Carrier Selection 
As shown in Table 6-16, all parameters are statistically significant for the variable of not 
assessing carrier reputation under normal operations, and become statistically insignificant 
under disrupted operating condition.  
Based on the utility function (Equation 6.11), the SURE model results reveal that under 
normal operations, the parameter  are statistically significant and have opposite 
signs to the alternative specific constant . Thus, all else being equal, shippers assessing 
carrier reputation during their transport decisions would have a WTP  monetary 
value higher for all maritime service attributes than shippers not assessing carrier reputation. 
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As such, ceteris paribus, under normal operating conditions, shippers assessing carrier 
reputation during their transport decisions are willing to pay USD $354.63 for a one percent 
reduction in damage rate, which is $116 higher than that of shippers not assessing carriers’ 
reputation. Similarly, all else kept constant, shippers assessing carrier reputation are willing 
to pay USD $59.64 higher for an increase in additional sailings per week; $27.20 higher for a 
one day reduction in transit time; and $3.11 higher for a one percent increase in on-time 
reliability than that of shippers not assessing carriers’ reputation. The WTP values for 
shippers assessing and not assessing carriers’ reputation under normal operation are presented 
as Table 6-26 and figure.   
                                                 ∑     
 
  
                                                                                                                                         (6.11) 
Table 6-26 with figure: The WTP Values for Shippers Assessing and Not Assessing 
Carriers/Forwarders Reputation 
 H6: Normal Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
NOT Assess Reputation 59.77 25.28 238.63 179.58 
 
 
If there is a disruption, the SURE model results reveal that the parameters  are 
statistically insignificant. This means, ceteris paribus, all shippers no matter whether they 
assess carriers’ reputation or not during their transport decisions would have the same values 
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of WTP for all maritime service attributes at the value of the alternative specific constant . 
That is, all shippers are willing to pay USD $514.78 for a one percent reduction in damage 
rate, $93.57 for a one day reduction in delay, and $35.78 for a one percent increase in on-time 
reliability of delay mitigation when facing a disruption event irrespective of whether they 
assess the reputation or not of potential carriers.  
 
6.4.4.2 Examining the WTPs for Companies with Contingency Plans  
The marginal utility function for shippers with and without contingency plans in their 
company management strategies can be presented as Equation (6.12). The SURE model 
results in Table 6-16 illustrate that the parameters of the contingency plan variable 
( ) are statistically insignificant for all maritime service attributes under normal 
operations. Therefore, under normal operations,  equal zero, as a result, the 
marginal utility for firms both with and without contingency plans will all simply equal the 
alternative specific constant . That is, holding all other factors constant, all shippers will 
all have equivalent WTP values for all maritime service attributes at the value of constant .  
                                                 ∑                              
                                                                                                                                       (6.12) 
However, under disrupted operating conditions, as shown in Table 6-16,  
becomes statistically significant for the reliability and damage rate attributes, and have the 
same signs with the alternative specific constant   . As a result, ceteris paribus, the marginal 
utility of firms with contingency plans will be                        , and that of firms 
without contingency plans will be confounded with the alternative specific constant . 
Therefore, all else being constant, managers in firms with contingency plans are willing to 
pay  monetary value higher for all maritime service attributes than managers 
in firms without contingency plans when facing a disruption event. That is, all else being 
equal, under a disruption, the WTP values for managers in firms with contingency plans is 
USD $112.06 higher for a one percent reduction in damage rate than that of managers in 
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firms without contingency plans; and $5.10 higher for a one percent increase in on-time 
reliability of delay mitigation than that of managers in firms without contingency plans. 
 Similarly, all else being equal, the WTP values for a one percent increase in on-time 
reliability of delay mitigation is $5.10 higher for managers in firms with contingency plans 
than those managers in firms without contingency plans. Table 6-27 with figure presents the 
WTP values for managers in firms with and without contingency plans under a disruption 
scenario.   
 
Table 6-27 with figure: The WTP Values for Managers in Firms with and without 
Contingency Plans under a Disruption 
H6: Disruption  Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
With Contingency Plans   40.89 626.85 
 
 
6.4.4.3  Examining the Impacts of JIT Policy on Shippers’ WTPs  
Under normal operations, as shown in Table 6-16, all parameters are statistically insignificant 
for the variable of not applying JIT policy ( ). As such, under normal operating 
conditions, ceteris paribus, shippers, no matter whether apply JIT or not, will all have 
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equivalent WTP values for maritime service attributes at the value of the alternative specific 
constant  (see Equation 6.13).  
                       ∑     
 
  
                                                                                                                                       (6.13) 
However, under disrupted operating conditions, the SURE model results indicate that the 
parameters  become statistically significant to the transit time and damage rate 
attributes. Since the parameters  is statistically insignificant for the reliability attribute, 
it means all else being constant, the WTP value for a one percent increase in on-time 
reliability of delay mitigation is equivalent for all shippers no matter whether they apply JIT 
policy or not, at the value of the alternative specific constant . The marginal utility for the 
transit time and damage rate attributes will be 
 
for firms not applying a JIT policy. 
As the parameter  for the transit time attribute has an opposite sign to the alternative 
specific constant , this indicates that the WTP value of shippers applying a JIT policy for a 
one day reduction in delay is USD $93.57 and this value is $22.77 higher than that of 
shippers not applying JIT policy in their management strategy, ceteris paribus. 
Simultaneously, the parameter  for the damage rate attribute has the same sign to the 
alternative specific constant , as such, the WTP of shippers applying a JIT policy for a one 
percent reduction in damage rate is USD $514.78 and this value is $70.62 less than that of 
shippers not applying a JIT policy, holding all else constant. Table 6-28 with figure presents 
the WTP values for managers in firms both applying and not applying a JIT management 
policy. 
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Table 6-28 with figure: The WTP Values for Managers in Firms Not Applying JIT 
under a Disruption Event 
 H6: Disruption Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
NOT Applying JIT 70.79 
 
585.40 
 
 
 
6.4.5  Examining Hypothesis 7 
6.4.5.1 Examining the Impacts of Shipment Payment Terms on Shippers’ WTPs 
Under normal operations, the SURE model results indicate that the parameters of shipment 
payment terms (    ) for all maritime service attributes are statistically insignificant (see 
Table 6-16). Thus, shippers’ shipments payment terms have no influence on their WTP 
values for maritime service attributes under normal operating condition. Based on the utility 
function of shipment payment terms (Equation 6.14), shippers’ WTP values for their 
shipments under both CIF and FOB payment terms will equal the alternative specific constant 
, having all else constant.    
                 ∑                                                                                       (6.14) 
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However, if there is a disruption, shippers’ payment terms of CIF or FOB for their containers 
will affect their WTPs for maritime service attributes. As shown in Table 6-16, the 
parameters  are statistically significant for the reliability and damage rate attributes and 
statistically insignificant for the transit time attribute under a disruption. That is, ceteris 
paribus, shippers’ WTPs for shipments paid by CIF and FOB will be  and , 
respectively. As  are statistically insignificant for the transit time attribute during a 
disruption, all else being equal, the WTP for a one day reduction in delay will be , which is 
USD $93.57, for all shippers no matter their shipments paid by CIF or FOB. Further, as the 
parameters  are statistically significant with opposite signs to the alternative specific 
constant  for the reliability and damage rate attributes, as such, shippers’ WTPs of 
shipments paid by CIF will be dollars lower than that of shipments paid by FOB for both 
reliability and damage rate attributes, all else being equal. That is, shippers’ WTP value for a 
one percent reduction in damage rate is USD $514.78 for shipments paid by FOB, and it is 
$157.78 lower for shipments paid by CIF, all other factors being equal. Simultaneously, 
shippers’ WTP value for a one percent increase in on-time reliability of delay mitigation is 
$35.78 for shipments paid by FOB, and it is $7.19 lower for shipments paid by CIF. Shippers’ 
WTP values for shipments paid by CIF and FOB under a disruption are presented in Table 6-
29 with figure. 
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Table 6-29 with figure: Shippers’ WTP Values for Shipments Paid by CIF and FOB 
under a Disruption 
H7: Disruption  Transit Time Reliability Damage 
Constant 93.57 35.78 514.78 
Shipment paid by CIF 
 
28.60 357.00 
 
 
6.4.5.2  Examining the Impacts of the Length of Shipment Transit Time on Shippers’ 
WTPs 
Examining the impacts of the length of shipments transit time on shippers’ WTP values, the 
utility function for transit time can be presented as Equation (6.15).  The SURE model results 
(see Table 6-16) indicate that under normal operations, shippers’ WTP values are not 
different unless their shipment transit time is less than 22 days (short transit time), since all 
parameters for the independent variables of medium transit time are statistically insignificant 
(               are statistically equal to zero). As such, the WTP values for all maritime 
service attributes are equivalent for shippers whose shipments transit time is longer than 22 
days (medium and long transit time), at the value of the alternative specific constant , 
ceteris paribus. Further, assuming a 90 percent confidence level, the parameters  for 
short transit time shipments are statistically significant with opposite signs to the alternative 
specific constant . As such, holding all other factors constant, shipments’ transit time 
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going from a short transit time (less than 22 days) to medium (between 22 and 32 days) and 
long transit time (more than 32 days) will result in a  monetary value increase in 
shippers’ WTPs for all maritime service attributes under normal operations. That is, keeping 
everything else constant, shippers, whose shipments transit time is longer than 22 days (for 
all medium and long transit time shipments), are willing to pay USD $354.63 for a one 
percent reduction in damage rate, and this value of WTP will be  $80.14 lower for shippers 
whose shipments transit time is short (less than 22 days). Similarly, ceteris paribus, shippers, 
whose shipments transit time shorter than 22 days tend to pay USD $41.20, $18.82, and $2.15 
dollars less to improve the frequency, transit time and damage rate attributes, respectively. 
Table 6-30 with figure presents shippers’ WTP values for different transit time shipments 
under normal operations.  
                                                                        
 ∑     
 
  
                                                                                                                                       
(6.15)                                                          
Table 6-30 with figure: Shippers’ WTP Values for Different Transit Time Shipments 
under Normal Operations 
  Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
Short Transit time 68.15 26.24 274.48 198.02 
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If there is a disruption, the SURE model results in Table 6-16 suggest that all parameters are 
statistically insignificant for all shippers regardless of short or medium shipment transit times 
(                                  are statistically equal to zero). That is, the length of 
shipments transit time makes no difference to shippers’ WTPs when facing a disruption event. 
In other words, the WTP values for all maritime service attributes are equivalent for all 
shippers no matter their shipments transit time is short, medium or long, and at the value of 
the alternative specific constant , ceteris paribus.  
Thus, with regards to Hypothesis 7, managers will have different WTP values for maritime 
transportation service attributes for shipments paid by FOB or CIF under a disruption event, 
and for shipments which transit time is shorter than 22 days under normal operations. As a 
result, H7 cannot be rejected based on the above SURE model results. 
 
6.4.6 Examining Hypothesis 8 
6.4.6.1  Examining the WTPs of Shippers Not Preparing for Security and Related Risk 
Issues in Their Transport Decisions  
The utility function of shippers’ preparedness for a potential terrorist incident in maritime can 
be presented as Equation (6.16).  
                                       ∑     
 
  
                                                                                                                                      (6.16) 
It can be seen from the SURE model results (Table 6-16) that under normal operations, 
shippers’ WTP values for each maritime service attribute vary with shippers’ preparation for 
a potential terrorist attack in their transport decisions, as all parameters are statistically 
significant (  are not statistically equal to zero). That is, under normal operations, the 
WTP values for each maritime service attribute for shippers prepared for potential terrorist 
attacks and other related risks when making transport decisions is equal , and the WTPs 
for shippers without any such preparation for is equal to . The parameters  
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all have an opposite sign to the alternative specific constant  and as a result, ceteris paribus, 
the WTPs for each maritime service attribute for shippers who are prepared are equal to 
 in monetary value higher than that of shippers without any such preparation. In other 
words, shippers preparing for potential terrorist attacks and other related risks during their 
transport decisions are will to pay USD $354.63 for a one percent reduction in damage rate, 
$239.22 for an increase in additional sailing per week, $86.97 for a one day reduction in 
transit time, and $28.39 for a one percent increase in on-time reliability, and these values of 
WTP for shippers without any preparation for potential terrorist attacks and risks in their 
shipment transportation are lower, at the values of USD $244.00 (354.63-110.63), $182.4(|-
239.22+56.82|), $61.01(86.97-25.96), and $25.43(|-28.39+2.96|), respectively. 
Table 6-31 with figure presents shippers’ WTP values with and without preparation for 
potential terrorist attacks and risks under normal operating conditions.  
 
Table 6-31 with figure: Shippers’ WTP Values with and without Preparation for 
Potential Terrorist Attacks and Risks 
H8: Normal  Transit Time Reliability Damage Frequency 
Constant 86.97 28.39 354.63 239.22 
No Preparation for 
Terrorist Attacks 61.01 25.43 244.00 182.41 
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 However, the parameters  become statistically insignificant if there is a disruption. As 
such, shippers no matter whether they are prepared for potential terrorist attacks and other 
related risks will all have equivalent WTPs for each maritime service attribute, at the value of 
the alternative specific constant , all else being equal. 
All in all, Hypothesis 8 cannot be rejected based on the above results.  
 
6.5 Conclusion and Summary of the Results of the Hypotheses Tests 
The data collected in the survey under normal and disrupted operating conditions are 
analysed, and the eight hypotheses are examined using LCMs and SURE models in this 
chapter. The first and second hypotheses are examined using LCMs, and the remaining 
hypotheses are examined using SURE models.  
The first and second hypotheses identify the important maritime transport service attributes 
considered in transport decisions made under normal and disrupted operational conditions. 
They are designed also to examine the importance of those attributes and the changes of 
WTPs between normal and disrupted operations. H1 and H2 cannot be rejected, therefore, in 
containerised maritime transportation, the determinant attributes affecting shippers’ 
transportation decisions under normal operations include freight rate, transit time, reliability, 
damage rate, and frequency (this finding is consistent with previous related research). 
However, if there is a disruption, the importance of those attributes and shippers’ WTP values 
for each attribute can change significantly. The costs of a maritime related disruption can be 
quantified by comparing the difference of WTP values between normal and disrupted 
operations (the results of the comparison indicate that the costs of a maritime related 
disruption for each attribute are underestimated). In addition, the classification of different 
latent classes in the LCMs indicates that shippers’ preferences regarding maritime service are 
heterogeneous.  
To identify the heterogeneous sources influencing shippers’ preferences, the SURE models 
are utilized to examine H3 to H8. H3 examines the influence of company geographic location 
on shippers’ WTPs for maritime service attributes. As shown in the SURE model results, H3 
cannot be rejected. Both under normal and abnormal operating conditions, shippers located in 
terrorist
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different geographic locations will have different WTP values for maritime service attributes. 
Further, the WTPs for these attributes are significantly different between normal and 
disruption operations.         
H4 examines whether shippers shipping different industrial products of differing value would 
have diverse WTPs for containerised maritime transport service attributes under both normal 
and disrupted working conditions. The analysis results indicate the H4 cannot be rejected. 
Shippers shipping different industrial products will have different WTPs for maritime service 
attributes under all operating conditions, and their WTPs change significantly when they 
facing a SCD. Further, shippers shipping different valued goods will also have different 
WTPs for maritime service attributes only when facing a disruption event, and their WTPs 
change significantly when they face a maritime transport related SCD. 
H5 is designed to investigate whether all shippers have equivalent WTPs for containerised 
maritime transport service under normal and abnormal operations, independent of their 
company characteristics, such as nature of business (importers and exporters) and firm size. 
According to the SURE test results, H5 cannot be rejected. Exporters have higher WTP values 
for each maritime service attribute than importers under normal operating condition; 
inversely, when facing a disruption event, importers will have higher WTP values to improve 
the transit time and reliability attributes than exporters. In terms of the impacts of 
organization size on the WTPs, the analysis results suggest that firm size would have no 
influence on shippers’ WTPs under normal operation. However, if there is a disruption event, 
shippers of small firms will have the highest costs for damage; shippers of middle size 
companies will have the highest WTP for reducing delay by one day, followed by small firms; 
and small and medium firms will have slightly higher WTP values than large firms for a one 
percent increase in on-time reliability of delay mitigation.        
To test the influence of different management strategies on shippers’ WTPs, H6 is examined. 
The model results indicate that under normal operations, shippers assessing 
carriers/forwarders’ reputation will have higher WTPs for each maritime service attribute 
than that of shipper’s not assessing carriers/forwarders’ reputation during their transportation 
decisions. If there is a disruption event, shippers having contingency plans in their 
management strategies will have higher WTP values to increase a one percent on-time 
reliability of delay mitigation and to reduce a one percent damage rate than that of shippers 
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without contingency plans. Finally, shippers applying a JIT policy in their SCM will have 
higher WTP for a one-day reduction in delay than shippers not applying a JIT policy, but 
their WTP for a one percent reduction in damage rate is lower than that of shippers not 
applying JIT. Therefore, H6 cannot be rejected.   
H7 cannot be rejected as specific shipment characteristics could affect shippers’ preferences 
differently. Under a disrupted operating condition, shippers whose shipments paid by FOB 
will have higher WTP values for a one percent increase in on-time reliability of delay 
mitigation and a one percent decrease in damage rate than that of shippers whose shipments 
paid by CIF. The length of shipment transit time, only for those shipments’ transit time 
longer than 22 days, could make a difference to shippers’ WTP values for containerised 
maritime service attributes under normal operating conditions. That is, under normal 
operations, ceteris paribus, shippers, whose shipment transit time is longer than 22 days, 
prefer to pay higher to improve all maritime service attributes than shippers whose shipments 
transit time is shorter than 22 days.  
To investigate the impacts of potential security issues and risks in maritime transportation on 
shippers’ WTPs, H8 is examined. The model results suggest H8 cannot be rejected. Under 
normal operations, shippers considering and preparing for the potential terrorist attacks and 
risks during their maritime transport decisions would have significantly higher WTP values 
for all maritime service attributes than that of shippers not considering and preparing for the 
potential terrorist incidents and risks.  
This chapter analyses the model results and examines the hypotheses. The next chapter 
further discusses the model results and its industry implications.      
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CHAPTER SEVEN   
 
7 DISCUSSION AND INDUSTRY IMPLICATIONS  
 
7.1  Introduction 
This thesis investigates the importance of containerised maritime transportation service 
attributes under scenarios of normal versus disrupted operations. This thesis further quantifies 
disruption costs through the evaluation and comparison of shippers’ WTPs for various 
maritime service attributes under the two operational conditions. Furthermore, this thesis also 
examines whether the WTPs for maritime transport service attributes differ according to the 
product being shipped, the company doing the shipping, the characteristics of the SC and 
shipping firm including operational details such as whether JIT operations are used, the 
company’s annual sales, organization size, and production value. This chapter presents 
further discussion of the research findings and the industry implications derived from this 
research.  
 
7.2  Discussions of the Importance of Maritime Transport Service Attributes  
7.2.1 Identify Important Maritime Service Attributes With and Without a Disruption 
Identifying important transport service attributes can significantly contribute to the decision 
making process of transport shippers, service providers offering customization services, 
investors, and policy makers. A number of researchers have investigated the important factors 
that influence transportation choice decisions in different segments, such as Brooks (1984; 
1985), McGinnis (1990), Lambert, Lewis and Stock (1993), Crum and Allen (1997), Tiwari, 
Itoh and Doi (2003), Danielis, Marcucci and Rotaris (2005), Beuthe and Bouffioux (2008), 
and Feo-Valero et al. (2011). Nevertheless, only a small amount of research has been 
conducted examining maritime transportation choices, especially, under a disruption event.  
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This research firstly asked respondents to rank the importance of the studied maritime service 
attributes according to their experience/perception without considering any econometric 
model choices (perception analysis). Under normal operations, the results suggest that 
shippers in China give the highest ranking to freight rates, followed by transit time, reliability, 
damage, and frequency, and shippers in Sydney focus more on reliability and then freight rate, 
transit time, damage, and frequency. This ranking differentiation indicates that logistics 
managers in China are cost-oriented, and that logistics managers in Sydney are reliability 
oriented due either to geographic location differences or culture differences. The strong 
emphasis on costs in part can be explained by high logistics costs, complexity of the 
administration of the transportation system, and deregulation in customs management in 
China. Under a two-week disruption scenario, the managers’ ranking of sea transport 
attributes is different. Delay becomes the highest priority service attribute to improve for 
respondents in all cities. It implies that the primary concern is to mitigate delay and shorten 
in-transit time during a disruption. Reliability is the second highest scored attribute by 
Sydney and Shanghai managers, and the ranking of costs (rebate and surcharges) and damage 
rate is trversed in these two cities. Meanwhile, Shenzhen respondents ranked costs (rebate 
and surcharges) second followed by reliability and damage rate.  
The research further investigates the priorities of the important maritime service attributes 
through discrete choice models. Under normal operations, the MNL model results reveal that 
the dominant attributes influencing shippers’ containerised transportation decisions are 
damage rate, followed by frequency, transit time, reliability, and freight rate. It also reveals 
that shippers in containerised maritime chains value quality attributes more than price. This is 
in line with Danielis, Marcucci and Rotaris (2005) findings of a strong preference for quality 
attributes over costs. However, safety/damage rate and frequency here are strongly preferred 
over reliability in Danielis, Marcucci and Rotaris’ (2005) study. This differentiation can be 
explained by the studied transport mode being different in both studies. Moreover, 
containerised maritime transportations involve multimodal transportations and handling at 
ports and customs so the damage rate attribute is of greater concern. Further, the MNL model 
results are significantly different from what shippers reported in their priorities ranking in the 
interview. This discrepancy in this study exposes that shippers have different preference 
priorities based on experience or knowledge (perceptions) and when they are forced to trade 
off these priorities. It hints that logistics managers think they value costs in maritime 
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transport decisions, whereas, they really value service quality, such as safety, frequency, 
travel time, and reliability instead of price during real data choice scenarios. Whereas, under 
a disruption scenario, the damage rate is the dominant factor followed by delay, reliability, 
and costs (surcharge or rebate) in the MNL model.    
The research analyses in further depth the importance of those maritime attributes through 
LCMs and reveals that shippers’ preferences for a containerised maritime transport service 
are heterogeneous. Across the sampled population, under normal operations, 72.89 percent of 
respondents considered frequency as the determinant factor influencing their container 
shipping decisions, followed by damage rate, reliability, transit time, and freight rate during 
their container shipping decisions. Meanwhile, 27.11 percent of respondents considered 
damage rate as the dominant factor followed by frequency, transit time, reliability, and freight 
rate. Under a disruption scenario, the LCM categorized three different combinations of 
attribute preference due to sample heterogeneity. Nearly 24 percent of respondents 
considered damage rate as the main factor followed by delay, reliability, and costs (surcharge 
or rebate). The other two groups of respondents gave priority to delay followed by reliability 
and costs (surcharge or rebate), and the importance of damage rate for those respondents is 
insignificant. To identify the resources that might cause the heterogeneities of shippers’ 
preferences for quality attributes in maritime transportation, further investigation and 
discussion of the heterogeneities is carried out in a later section. 
 
7.2.2  Quantify the Values of Maritime Attributes and the Costs of a Disruption 
This thesis quantifies the value of maritime service attributes under normal and disruption 
operations. The WTP results are presented in Table 7-1. The mean and standard deviation in 
the LCM are generated from 104 individual samples. The results indicate that the WTP for a 
one day reduction in transit time increases, on average, 4.52 times when facing a disruption 
event. This can explain air shipments becoming an attractive and feasible 
alternative/contingency plan to expedite at least part of the shipment to mitigate stock-out 
costs and other disruption costs in case of disruptions. The WTP for a one percent increase in 
on-time reliability increases almost doubles (1.71 times) compared between normal and 
disrupted operating conditions. It is reasonable from an inventory control perspective as 
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inventory carrying costs can be decreased if reliability increases under a disruption. The WTP 
for a one percent reduction in the damage rate attribute slightly increases by 1.17 times in the 
LCM during a disruption. This indicates that managers emphasise expediting the shipment 
and increasing travel time reliability rather than reducing damage rate when facing a 
disruption event.     
 
Table 7-1: The Value Changes of Maritime Attributes between Normal and Disrupted 
Operations in the LCMs  
 LCM individual  WTP Normal Operation Disruption Ratio 
Transit Time 
Min 17.29 26.58 1.54 
Max 164.71 347.83 2.11 
Mean 49.70 224.45 4.52 
Std Dev. 55.48 134.71 2.43 
Reliability 
Min 20.44 3.95 0.19 
Max 37.27 52.60 1.41 
Mean 24.14 41.23 1.71 
Std Dev. 6.33 19.32 3.05 
Damage Rate 
Min 58.08 23.48 0.40 
Max 686.04 750.66 1.09 
Mean 196.13 228.62 1.17 
Std Dev. 236.32 258.09 1.09 
Frequency 
Min 86.75 
  Max 409.63 
  Mean 157.73 
  Std Dev. 121.51 
   
7.2.3  Implications of the Importance and Value Estimations of Maritime Service 
Attributes 
This thesis further identifies logistics managers’ preferences for containerised maritime 
transport service attributes. Firstly, it reveals that the ranking of the importance of maritime 
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service attributes is different between managers’ knowledge/perceptions and when they are 
forced to trade-the attributes off between one another. That is, the discrete choice modelling 
results illustrate how managers tried to balance and trade-off between each attribute, while 
the ranking results from managers perceptions are evaluated simply based on their experience 
and knowledge. This finding suggests that discrete choice modelling methods can provide 
more precise results than rankings based solely on managers’ experience/perceptions. Further, 
the LCM can provide more practical and segmental detailed results relative to MNL and ML 
models.     
Secondly, this study estimates logistics managers’ preferences for containerised maritime 
transport service attributes through MNL models and LCMs. Under normal operations, the 
MNL model results indicate that for the sample analysed, damage rate and frequency are the 
most precious attributes of a containerised maritime transport service and they score about 
fivefold the value of time and reliability. However, the LCM results further reveal that the 
sampled respondents’ preference is heterogeneous. The probability of sampled respondents 
falling into a higher value segment which has strong sensitivity for damage rate, followed by 
frequency, transit time and reliability is 27.64 percent, while 72.36 percent of respondents 
falling into a lower value segment, which is strongly sensitive to frequency, followed by 
damage rate, reliability, and transit time, and all of the latter’s values are much lower than 
those of the higher value segment. Although both models generated slightly different 
weights/coefficients for each attribute, both models’ results indicate a strong preference for 
quality attributes over cost. This finding is consistent with that of Danielis, Marcucci and 
Rotaris (2005) for the importance of freight service attributes. This study identified a high 
WTP for quality attributes in a containerised maritime transport service, especially for 
damage rate and frequency, followed by transit time and reliability. Such results indicate a 
high demand for quality improvement in maritime transportation, including increased safety, 
frequency, reliability, and decreased transit time. This demand matches the logistics industry 
challenges identified by Meixell and Norbis (2008) which implies that shippers seek a 
maritime service with more frequency, higher reliability, and less damage to tackle the 
capacity shortage, unreliable scheduling, and security concerns in containerised maritime 
transportation.     
Third, this thesis identifies the dominant service attributes needed to be improved if there is a 
disruption in containerised maritime transport service. The majority of respondents 
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considered that reducing a one day delay during a disruption is a primary driver, while about 
24 percent of sampled respondents in the LCM consider a reduction in damage rate is the 
primary concern, followed by a reduction in delay and increase in on-time reliability 
according to the firm’s production and company characteristics. Identifying the priority 
quality service attributes in maritime under a disruption can provide valuable information for 
shipping lines, carriers, ports, governments, and sectoral authorities and other actors to 
improve efficiency, and to reduce delays and congestions.     
Fourth, this thesis estimates the value of maritime transport service attributes under both 
normal and disrupted operating conditions and distinguishes the differences between the 
precious quality attributes in maritime service under different operating conditions. The 
monetary values of each quality attribute can give an idea of how changes in quality 
attributes are traded off against a monetary change in transport costs under normal and 
disruption operations. Under normal operation, the MNL model results indicate that damage 
rate and frequency are the most precious attributes in improving containerised maritime 
service. Shippers tend to give a higher value to secure their cargoes and to increase the 
regularity of maritime services. The high value of frequency in maritime service is identical 
to the findings of Bergantino and Bolis (2005), but slightly different regarding the high value 
of damage rate here. In addition, the LCM results further distinguish that the samples are 
categorized into two classes holding different values of frequency, damage rate, reliability, 
and transit time. This suggests that there is heterogeneity across the sampled population. 
Further, when facing a disruption event, the value of time increased above fourfold, followed 
by reliability and damage rate. This indicates shippers have a high preference to reduce one 
day delays and increase a one percent on-time reliability under a disruption circumstance. It 
suggests that time becomes the most precious attribute if a disruption takes place, followed 
by reliability and damage rate. Again, the LCM results suggest heterogeneity among the 
sampled population. Only respondents in Class 2 have a high value for damage rate, followed 
by delay/time and reliability. Other class respondents, especially, Class 1 respondents highly 
valued the time/delay and reliability attributes. Thus, the findings in this study suggest that 
the sampled population is heterogeneous in the maritime service. This requires further 
investigation to determine what factors might be responsible for causing such heterogeneity.        
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7.3 Discussions of the Influence of Production, Company Characteristics, 
Management Strategy and Shipment Specific Characteristics on the Values of 
Maritime Service Attributes  
7.3.1 The Influence of the Company’s Geographical Locations on Shippers’ WTPs 
The SURE model results analysis in Chapter Six identified that the company’s geographic 
locations have a significant influence on shippers’ WTPs in containerised maritime transport 
decisions. Under normal operations, shippers located in Sydney and Shanghai appear to have 
similar preferences and WTP values for damage rate, frequency, transit time, and reliability. 
However, shippers located in Shenzhen have lower WTP values for all maritime service 
attributes compared with shippers in Sydney and Shanghai. This difference can be explained 
by the fact that the goods value shipped in Sydney and Shanghai is higher, as some of them 
are high technology products and high value equipment. According to the sampled data, 
above 65 percent of respondents in Shenzhen have shipping container cargo values which are 
less than USD $30,000 per TEU. By contrast, more than 80 percent and 60 percent of 
respondents in Shanghai and Sydney respectively have shipping containers of a value more 
than USD $30,000 per TEU. Particularly, nearly 40 percent of respondents located in 
Shanghai and Sydney have shipping container values of more than USD $70,000 per TEU. 
Furthermore, a large proportion of respondents in Shenzhen are small (61 percent) and 
medium (16 percent) sized companies shipping low value goods, such as electronic products, 
raw materials and recycled paper. Thus, the lower value of WTPs for shippers in Shenzhen is 
affected by its economy structure, organization sizes, and product type and value.    
Therefore, shippers located in different regions are willing to pay differently to improve 
different maritime service quality attributes under normal operations. This is important for 
shippers’ transport decisions, as well as for maritime industry service providers’ marketing 
segmentation and service quality improvement. This finding is opposite to Danielis, Marcucci 
and Rotaris (2005) who found there is not a large difference among regions in road transport 
decisions. This is possibly because the determinants of shippers’ preferences in different 
transport modes are diverse. Shippers’ preferences for transport service attributes in different 
modes demand a narrowed down analysis. 
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When there is a disruption, the geographic locations have a distinct impact on shippers’ 
WTPs. Damage rate is still a determinant factor for shippers in Shanghai. Their WTP value to 
reduce by one percent the damage rate under a disruption is more than USD $100 per TEU 
higher than that for shippers in Sydney and nearly $200 per TEU higher than that of shippers 
in Shenzhen. This can be explained by the fact that about 84 percent of Shanghai shippers’ 
shipping containers' cargoes values are more than USD $30,000 per TEU and 40 percent of 
these are more than $70,000 per TEU. Thus, the higher goods value per TEU, the higher 
WTP for damage rate when facing a disruption. However, shippers in Shenzhen have the 
highest WTP value for a one day reduction in delay, followed by shippers in Sydney and 
Shanghai. The highest WTP value of reducing delay for Shenzhen shippers can be explained 
by a large proportion of respondents in Shenzhen being SMEs (77 percent) which have less 
capability to handle delay impacts caused by a disruption; as a result, they are willing to pay 
more to shorten the delay days to avoid sales/demand disruptions. As Sydney shippers ship 
the highest proportion (17 percent) of goods classified within the foods industry, it is 
reasonable that they are willing to pay more to mitigate the length of delay days and avoid 
loss for perishable foods. Thus, shippers in different geographic locations shipping various 
types of goods at different values are seeking different solutions or strategies to tackle 
disruption impacts through focusing on different priorities of service attributes.   
 
7.3.2 The Influence of Production Characteristics  
7.3.2.1 The Influence of Containers’ Goods Value on Shippers’ WTPs 
The shipment cargo value per TEU affects logistics managers’ WTP significantly between 
the various maritime service attributes, as a clear variation can be found in the SURE model 
results. Under normal operations, shipment cargo values per TEU have an insignificant 
influence on shippers’ WTPs. That is, shippers shipping containerised goods at different 
values will have equivalent WTP values for all maritime service attributes, all else being 
equal. In contrast, when facing a disruption, shippers shipping high value goods containers 
(more than USD $70000 per TEU) are willing to pay more to reduce by one percent the 
damage rate and to increase by one percent on-time reliability compared to shippers shipping 
low and medium value goods containers. This again confirms that cargo safety (loss/damage) 
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and on-time arrival reliability are of great concern for shippers transporting high value goods 
containers, as their costs of damage and delay are much higher than those shippers shipping 
low and medium value goods containers.  
In short, the shipping containers’ cargo value affects shippers’ maritime transport decisions to 
different extents when facing a disruption. This finding reinforces the results of Beuthe and 
Bouffioux (2008) that shippers’ preferences for transport attributes vary according to the 
different values of their transported cargoes. In addition, this study further elaborates the 
influence of different goods value on shippers’ WTPs for containerised maritime transport 
service attributes according to shippers’ company characteristics and shipment specific 
characteristics under normal and abnormal operations. 
   
7.3.2.2  The Influence of Cargo Industry Types on Shippers’ WTPs  
Different categories of goods transported exert a strong influence on shippers’ transport 
preference. Clothing is more cost sensitive, and furniture is more time and reliability sensitive 
among the sampled road transport respondents (Danielis, Marcucci and Rotaris 2005). 
Shippers of minerals, fertilisers, and agricultural products pay more attention to time, 
reliability, and flexibility than costs, but shippers of metal products are concerned more about 
costs (Beuthe and Bouffioux 2008). 
The analysis in this study also reveals that shippers’ preferences for maritime services vary 
over different product categories. Under normal operations, all respondents were more 
sensitive to damage rate and frequency, followed by transit time and reliability. However, 
shippers for construction and garments products seem to have lower WTP values to improve 
these maritime service attributes compared with other product categories.  
Under a SCD event, shippers’ WTP values of each transport service attribute change 
according to the cargo categories shipped. Shippers shipping containers of food, including 
fresh and preserved fruits, wheat and meat are inclined to have the highest WTP values for a 
one day reduction in delay and a one percent increase in on-time reliability. This is 
reasonable due to the short-life cycle for perishable goods in food categories. This hints that 
shortening the length of delay and increasing on-time reliability are the primary requirements 
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for shippers shipping food categories products when facing a transport related disruption. 
Meanwhile, shippers of garments, chemicals, machinery, and food product categories have a 
higher value of WTP for a one percent reduction in damage rate under a disruption, as the 
costs of damage/loss for these product categories could be much higher, particularly, the 
costs of damage of chemical products.  
Therefore, this finding is in line with previous studies that shippers’ preferences for transport 
attributes are diversified according to their shipping cargoes categories. Further, this study 
identifies that shippers’ primary preferences for containerised maritime transport attributes 
vary with different product categories being shipped under a disruption.     
  
7.3.3  The Influence of Company Characteristics on Shippers’ Preference 
7.3.3.1 The Difference Impact between Exporters and Importers on Their WTPs 
This study reveals that under normal operation, exporters appear to value improving maritime 
service attributes more highly than importers do. From the perspective of importers, fulfilling 
the sale orders on time and customer satisfaction are the top priorities, thus, normally 
importers would have a reasonable level of stock on hand to support their sales. As a result, 
importers would be less willing to pay to improve maritime service attributes under normal 
operations, as they have enough inventory planned in the lead-time. However, exporters are 
willing to pay more to reduce damage rate, transit time, and increase on-time reliability and 
service frequency, particularly exporters from China, because of their low products’ profit 
margin, worse situation in account receivables, and higher damager/loss and longer transit 
time during multimodal transports before their containers are loaded on the vessels or 
delivered to buyers.   
The SURE results indicate that under a disrupted operating condition, importers and 
exporters would have an equivalent WTP value for a one percent reduction in damage rate. 
However, importers would have higher WTP values for a one day reduction in delay and a 
one percent increase in on-time reliability. This is because importers would pursue measures 
that can shorten the length of delay and ensure on-time reliability to satisfy market demand 
and customers’ requirements. In addition, about 70 percent of the exporter respondents’ 
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shipments were paid by FOB term. It can also partly explain why exporters are willing to pay 
less than importers to improve maritime service attributes during a disruption.     
After Kent and Parker (1999) first examined and identified that there are significant different 
carrier selection criteria between import and export shippers/carriers in international 
containership, this study again confirms the diversity preference of maritime service 
attributes between importers and exporters through discrete choice model and SURE model 
methods. Additionally, the preference differentiations between importers and exporters under 
a disruption scenario are further identified.    
 
7.3.3.2  Influence of Organization Size on Shippers’ WTPs 
The analysis results in this study suggest that organization annual sales size would have an 
insignificant influence on shippers’ WTPs for maritime service attributes under normal 
operation. Inversely, under a disrupted scenario, different organization sales sizes appear to 
have significant impacts on shippers’ preference for maritime service attributes. Firstly, the 
small size companies greatly value damage/loss under a disruption. This might be interpreted 
as small size companies have less capacity to bear the risk of sales loss and cost increase. As 
a result, they could endure less damage or loss in their transportation and the costs increase 
due to higher damage. Second, the intensity of preference for reliability is very similar 
between SMEs, and their WTP values for on-time reliability are slightly higher than those of 
large size firms. Finally, medium companies have the highest value for a reduction of a one 
day delay in transit followed by small and large companies. Large companies could have 
more shipments in a certain time period. Thus, one shipment delay in a large size firm could 
be easily replenished or fulfilled by a subsequent shipment. In addition, a large company 
generally attaches more importance to the contingency plans dealing with disruptions than 
SMEs do. Consequently, the large companies are normally reluctant to pay more to reduce a 
one day delay in-transit relative to SMEs, when facing a disruption event. On the contrary, 
SMEs rarely have a large volume of shipments or substituted shipments to overcome the risk 
of transport delay and SCDs. Further, SMEs take little count of contingency plans compared 
with large companies. Therefore, shippers of SMEs prefer to pay higher costs to shorten the 
length of delay under a transport disruption.          
  
213 
Danielis, Marcucci and Rotaris (2005) identify that firm size is negatively related to the 
intensity of preference for quality attributes under normal operation. This study has a 
different point of view in contrast to Danielis, Marcucci and Rotaris (2005) study. The 
analysis results here suggest organization size has an insignificant influence on shippers’ 
preference for maritime service attributes under normal operating conditions; however, 
shippers’ organization annual sales size affects significantly the intensity of preference for 
maritime service attributes when facing a disruption.  
 
7.3.4  The Influence of Company/Supply Chain Management Strategies 
7.3.4.1 The Importance of Assessing Carrier Reputation on Shippers’ Preference 
Nearly 90 percent of survey respondents considered the reputation of carrier/freight 
forwarder as an important criterion during their transport selection; only 12 out 104 
respondents indicated that assessing carriers’ reputation was not a significant factor 
influencing their transport selection. The SURE model results indicate that whether assessing 
carriers’ reputation significantly affects shippers’ preferences for maritime service attributes 
only under normal operating condition. That is, under normal operations, ceteris paribus, 
shippers assessing carriers’ reputation during their carriers/forwarders selection process 
would have higher WTP values for all maritime service attributes than that of shippers not 
assessing carriers’ reputation. Those shippers are quality oriented during their 
carriers/forwarders selection process, while, others who do not assess carrier reputation are 
more cost oriented and unlikely to pay more to improve maritime service quality. From the 
shippers’ perspectives, the higher reputation the carrier has the better quality of service it can 
provide. These results reflect that carriers’ reputation is somehow related to maritime 
transport safety and schedule punctuality under normal operation, and most shippers strongly 
prefer safe and punctual containerised maritime transportation service.  
      
7.3.4.2 The Preference of Companies with Contingency Plans  
The model results show that contingency plans in company’s management strategies seem to 
have an insignificant impact on shippers’ preferences for maritime service attributes under 
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normal operation. However, when a disruption takes place, shippers having contingency 
plans appear to have a stronger preference to improve container cargo safety and on-time 
reliability. This is because shippers with contingency plans have extended lead time or 
increased safety stocks in their daily normal operations. As a result, they have prepared 
certain buffer times and inventories for those companies to overcome a weak delay or 
disruption. However, they cannot tolerate extra loss or cargo damage in the delayed shipment, 
as they might not have a large enough buffer that exceeds their contingency plans. Or an 
increase in damage rate would cause additional loss; as a result, the company with 
contingency plans would care more about the damage rate than other attributes.      
 
7.3.4.3  The Influence of JIT Policy on Shippers’ WTPs 
The SURE results indicate that whether applying JIT policy or not in their transport decisions 
would have no influence on shippers’ WTPs for maritime service attributes under normal 
operations. This is a slight unconformity with previous studies, such as Bagchi, Raghunathan 
and Bardi (1987) who investigated the influence of JIT on the attributes for carrier selection 
through rating important attributes in an questionnaire. They found that firms in the JIT group 
give significantly higher emphasis to rate, customer service, claims handling/follow-up, and 
equipment availability/service flexibility; and Danielis, Marcucci and Rotaris (2005) 
identified that firms with JIT in its procurements are more sensitive to the reliability attribute 
than firms purchasing transport services on order or on demand and they are also slightly 
more sensitive to the safety attribute, but there is no difference as regards door-to-door transit 
time. These unconformity findings of this research disclose that shippers’ preference for 
containerised maritime transport services are discrepant compared with other transport modes.   
However, if there is a disruption, shippers applying JIT policy in their transportation will 
have a stronger tendency to pay to reduce a one day in delay caused by a disruption. This is 
because firms with JIT have less safety stocks and they are confronted with higher risk of 
stock-out in a disruption. As a result, firms with JIT policy greatly value a one day reduction 
in delay. Correspondingly, shippers purchasing containerised maritime transport service on 
order or on demand present a stronger preference for a maritime service with a lower damage 
rate when facing a disruption.  
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7.3.5  The Influence of Shipment Specific Characteristics  
7.3.5.1 The Influence of Shipment Payment Term CIF on Shippers’ WTPs 
Investigating how shipment payment terms of CIF and FOB affect shippers’ preference for 
maritime service attributes, it can be observed that shippers’ WTP values would not be 
influenced by their shipments payment terms under normal operations. However, under a 
disruption scenario, shippers’ WTP values for the reliability and damage rate attributes for 
shipments paid by CIF will be lower than that of shippers whose shipments were paid by 
FOB, all else being equal. This is understandable as CIF shipments contain insurance for 
cargo loss, in contrast, shippers for FOB shipments are more likely to pay higher to reduce a 
one percent damage rate and increase a one percent on-time reliability during a disruption. 
On the other hand, in practice, importers normally would make a payment within 30–60 days 
after receiving their cargoes in international trade through maritime transportation. 
Apparently, any delay or damage caused by the shipping lines should not be the shippers’ 
responsibility since shippers who paid by FOB do not manage the transportation after a port. 
However, shipping damage/loss and uncertainty under a disruption might affect or defer 
shippers’ accounts receivable. As such, compared with shippers whose shipments were paid 
by CIF, shippers paid by FOB term are willing to pay to improve the damage rate and on-
time reliability attributes.  
 
7.3.5.2  The Influence of Shipment Transit Time on Shippers’ WTPs 
With respect to the impacts of travel distance or transit time on shippers’ preference, it is 
found that the length of shipments transit time has an insignificant influence on shippers’ 
WTP values for all maritime service attributes under a disruption. However, under normal 
operations, it does significantly impact shippers’ WTP values for all maritime attributes if 
shippers’ shipment transit time is less than 22 days. That is, under normal operations, 
shippers whose shipments transit time is longer than 22 days would have equivalent WTPs 
for surveyed maritime attributes. Inversely, shippers whose shipments transit time is less than 
22 days are willing to pay less to improve maritime service quality than those whose 
shipments transit time is longer than 22 days. In other words, under normal operations 
shippers for intermediate and longer travel distance shipments (transit time not less than 22 
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days) are willing to pay more than the shippers for short distance shipments to improve the 
damage rate, frequency, transit time, and on-time reliability attributes in maritime 
transportation. 
Compared with other previous studies related to travel time or distance in transport decisions, 
Danielis, Marcucci and Rotaris (2005) reveal that the shorter the travel time the more 
important time and reliability become relative to cost in road transport, and Beuthe and 
Bouffioux (2008) identify that the importance of transport service attributes varies according 
to the length of travel distance. The findings in this study further confirm that shipment 
transit time or distance have a significant impact on shippers’ preference during their 
maritime transport decisions, and the importance of each transport service attribute is 
adaptable to the change of shipment transit time/distance. Moreover, travel time in short 
distance road transportation plays a significant role in transport decisions, whereas, the transit 
time attribute in maritime distribution is significantly less valued than the damage rate and 
frequency attributes. Thus, for short distance containerised maritime transportation, shippers 
are more cost oriented and willing to pay less to improve maritime service than shippers for 
medium and long transit time shipments. However, if shipments’ transit time is longer than 
22 days, shippers become more quality oriented, and are willing to pay more to improve 
maritime service quality.   
 
7.3.6  The Influence of Potential Security Issues and Related Risks on Shippers’ WTPs 
Little attention in transportation choice research has been given to security issues, but Voss et 
al. (2006) and Meixell and Norbis (2008) pointed to preparedness and security as new criteria 
for carrier selection. This study adds a point in maritime transportation security.  
 
7.3.6.1  The Influence of Strategies/ Regulations for Potential Terrorist Attacks and 
Risks on Shippers’ WTPs 
The SURE model results indicate that shippers no matter whether considering potential 
terrorist attacks/risks or not during their transport decisions would pay equivalent values of 
WTP for all maritime service attributes when facing a SCD. In contrast, under normal 
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operations, shippers’ WTP values for maritime service attributes are significantly affected by 
their management strategies for potential terrorist attacks and risks. Shippers taking potential 
terrorist attacks/risks into consideration and preparing for such attacks/risks during their 
transport decisions would remarkably pay more to improve all maritime service attributes 
than those not preparing for potential terrorist attacks and risks. Particularly, shippers 
considering potential terrorist attacks/risks would intensify the importance of the damage/loss 
attribute, followed by the frequency, transit time, and reliability attributes when making their 
transport decision. In other words, cargo damage or loss is shippers’ primary concern 
whenever they think of a potential terrorist incident or risk. Shippers concerned about a 
potential terrorist attack are willing to pay above USD $110 more to mitigate/avoid cargo 
loss/damage caused by the terrorist attack than those shippers not concerned about a potential 
terrorist attacks.   
 
7.4 Industry Implications of the Findings 
In summary, the analysis results of this study identify the importance of each maritime 
transport service attribute, and quantify the value of time, reliability, damage, and frequency 
in containerised maritime service under normal operations, as well as the value of mitigating 
delay and security threats to shippers, and improving on-time reliability under a disruption. In 
choosing containerised maritime transportation, freight rates are no longer the only primary 
determinant but frequency and damage rate have become the key factors influencing shippers’ 
transport decisions. As indicated in the LCM results, shippers’ preferences are heterogeneous, 
and the importance of each maritime service attribute varies with individual shipper’s 
products characteristics, shipment specific characteristics, company characteristics, and SC 
characteristics. In addition, when a disruption takes place, the value of each maritime service 
attribute would be changed. In the early section of this chapter, the preference intensity of 
each maritime service attribute for different subsamples was discussed. The following section 
will further discuss its industrial implications for different actors.    
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7.4.1 Shippers 
From the point of view of shippers, the findings of this study could be helpful for shippers to 
make better transport decisions under normal operations: first, shippers could easily select a 
suitable service provider who could best fit in their transport strategy based on their 
production characteristics, shipment specific characteristics, and company, as well as SC 
characteristics. Second, the findings of this study could provide shippers with precise 
information to negotiate with their transport service provider/carrier about pricing and 
detailed service levels or enhance certain service quality factors. Third, shippers could 
prepare better contingency plans for their transportation according to the precise information 
of these analysis results.   
Under a disrupted operating condition, according to the value of delay, reliability, 
damage/security threat attributes, and based on shippers’ production and shipments 
characteristics, as well as company/SC characteristics, shippers could undertake a cost benefit 
analysis to decide whether to pay extra costs to avoid or mitigate the impacts of a disruption. 
Moreover, shippers could find an appropriate solution to decrease the loss or influence of 
their shipment delay based on their production characteristics, company, and SC 
characteristics.   
 
7.4.2 Carriers and Shipping Lines 
For carriers and shipping lines, given the heavy weight of frequency, damage rate, and 
reliability attributes in shippers’ maritime transport decisions, carriers and shipping lines 
should emphasize actions that could improve maritime service quality, such as increasing 
frequency, reliability, and decreasing damage rate of maritime service. Improvement of 
frequency and reliability in maritime services would also conquer the capacity shortage and 
unreliability challenges in contemporary logistics industry. The findings of this study provide 
valuable quantitative information of precise and detailed customer demands. With 
comprehensive understandings of customer demands and a shipper’s WTP for a specific 
service attribute, carriers and shipping lines could subdivide market segments and focus on 
their strength market segment providing customization services, in turn consolidating their 
  
219 
competitiveness. Besides, this could help carriers and shipping lines better streamline their 
pricing strategy and reshape their business strategy to further improve customer service.    
Furthermore, the quantitative value of delay, reliability, and damage under a disruption would 
provide carriers and shipping lines useful data for an input-output analysis to examine the 
costs and benefits of a new measure/service or investment in new equipment to mitigate 
delays and the impact of disruptions.    
 
7.4.3  Ports Operators and Investors 
Under normal operation, to improve the use and competitiveness of ports, ports operators and 
investors should put more effort into improving service frequency and reliability, and 
decreasing damage/loss of containers during loading/unloading. Further, according to 
customers’ detailed requirements of transportation, they could also ameliorate their 
management process or strategies to improve port efficiency and mitigate port congestions. 
Besides, return on investment (ROI) could be estimated based on the value of maritime 
service attributes to investigate the costs and benefits of investment in new equipment or 
service to intensify ports efficiency and safety. All investments should be directed to the 
infrastructures and equipment that can enhance better port services to maximize customers’ 
satisfaction and ports security.  
Under a disruption operation, these findings could provide ports operators and investors with 
pinpoint information on customers’ needs to manage and alleviate the stress of ports 
congestions. In addition, by referring to the value of delay, reliability, and damage under a 
disruption, ROI analysis could be done to investigate the worth of new product developments 
or new investments for ports congestions or ports disruptions.         
     
7.4.4 Insurers 
Insurers could better identify what matters to their customers in containerised maritime 
transportation and could classify their customers’ segmentations accurately for their specific 
transportation concerns.    
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In addition, based on the quantitative findings of this study, as well as the WTP value 
variation relative to shippers’ production characteristics, shipment characteristics, and 
company/SC characteristics, insurers could design and promote more customer-oriented 
insurance products. Moreover, the identification of disruption costs in terms of value of delay, 
reliability, and damage could contribute to security premiums level design under disruptions, 
wars, or terrorisms.    
 
7.4.5  Governments and Policy Makers 
In general, governments and policy makers pay close attention to the macro-level of business. 
With these quantitative findings, governments could acquire more comprehensive data and 
information to regulate and coordinate the relationship between all parties and create better 
conditions for tackling the problems caused by disruptions in the course of transportation. 
Through quantifying the benefits of transportation infrastructure improvements, governments 
and policy makers could attract more private and public sectors to invest in maritime 
transportation facilities and infrastructures to improve efficiency and safety, as well as to 
reduce congestion. With government and policy maker intervention and rational planning, 
overall social efficiency could be improved, overall social resources could be rationally used, 
and total social costs could be reduced.  
These findings of shippers’ demands could also provide policy makers quantitative 
information to establish and modify policies to improve maritime transportation efficiency 
and security that fully considers shippers’ benefits and needs. Meanwhile, more measures and 
regulations could be taken to ensure the efficient and secure handling processes of containers, 
in turn, greatly alleviating the congestions problems in maritime transportation.       
 
7.5   Conclusion 
This chapter discusses the results of the models and their industrial implications that vary 
with individual shipper’s production characteristics, shipment characteristics, as well as 
company and SC characteristics. Furthermore, the industrial implications for each related 
parties are discussed.  
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CHAPTER EIGHT 
 
8 CONCLUSIONS 
 
8.1  Contributions 
The foregoing chapters have identified and quantified the important containerised maritime 
service attributes under conditions with and without a SCD. Using a discrete choice 
experiment and MNL and LCM choice models, this thesis examines the changes to the 
importance of these maritime service attributes in making transportation decisions and how 
these vary by individual shippers’ production characteristics, shipment characteristics, and 
company, as well as SC characteristic. These are done via the use of SURE models. This 
chapter summaries the major findings of this thesis and highlights the significant 
contributions that have been made.     
 
8.1.1 Identifying Important Service Attributes in Containerised Maritime 
Transportation  
The existing literature on identification of the importance service attributes in freight 
transportation has primarily concentrated in the past on carrier selection criterion in load 
transportation or transport modes choice. Very few studies have focused on and identified the 
importance of service attributes in international containerised maritime transportation. This 
research fills this gap. The use of a discrete choice experiment allowed respondents to trade-
off attributes under various hypothetical scenarios which allowed for a determination of 
which attributes a salient in the SC decision process involving maritime transport under both 
normal and disrupted operational conditions. Using MNL and LCM discrete choice models, 
allowed for the estimation and parameterisation of shippers’ preferences in international 
containerised maritime freight transportation and a determination of preference heterogeneity 
amongst individual shippers.   
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8.1.2 Quantifying the Value of Quality Attributes in Containerised Maritime 
Transportation   
A majority of the existing literature on the evaluation of the value of freight service attributes 
has focused on the value of time and reliability in road trucking and train transportation. The 
current research not only quantifies the value of time and reliability but also addresses the 
gap in the value of damage/loss and frequency in international containerised maritime 
transportation service sector. Quantifying the value of containerised maritime transportation 
attributes is unique to the literature and represents a starting point for later future in-depth 
analysis. 
   
8.1.3 Quantifying the Disruption Costs in International Containerised Maritime 
Transportation Chains   
A vast amount of research has focused on the identification of the risks/sources of SCDs, 
whilst only a small number of studies have investigated the impacts of a SCD. To the best of 
the author’s knowledge, this thesis represents the first research effort to study and quantify 
SCD costs through evaluating the value of transport service attributes under scenarios with 
and without a disruption within international containerised maritime transportation chains. 
Indeed, both the relative and the absolute importance that shippers assign to the international 
containerised maritime transportation attributes under a disruption are initially identified and 
quantified. This research also adds to the work on security issues in the international 
containerised maritime transportation choices.     
 
8.1.4 Identifying the Importance of Service Attributes Varying with Individual 
Shipper’s Production, Shipment, Company and SC Characteristics, and Includes SC 
Integration in Maritime Transportation Choices 
An abundance of research has in the past identified the important service attributes within the 
freight transportation sector across various segments. Nevertheless, only a handful of studies 
have examined variations in the importance of transportation service attributes related to 
different shippers’ characteristics. This research offers an original and significant 
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contribution to this gap by investigating the influences of different product categories, 
shipment specific information, and company/SC characteristics on shippers’ preferences for 
the international containerised maritime transportation choices. Further, this study also 
represents the first known research to include SC integration, such as contingency planning, 
JIT inventory policies, and prevention of maritime security threats, into maritime 
transportation choice decisions.      
 
8.1.5  Summary of Hypotheses 
The above mentioned contributions are embodied in a series of research hypotheses which 
were confirmed in Chapters 6 and 7. Table 8-1 summaries the results of the eight hypotheses 
tested in this study. Ticks show that the hypothesis could not be rejected for a specific 
attribute under normal operational and adverse operational conditions. The freight rate 
attribute under normal operation or surcharge/rebate under a disruption operation is not 
presented in Table 8-1, as it is the monetary/cost attribute in this study used to quantify 
shippers’ WTP to acquire better maritime service (including reliability, frequency and time) 
or to prevent potential time or damage loss. 
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Table 8-1: The Hypotheses Tests Results Summary 
 
    Normal Operation Disruption 
Hypo. 
Transit 
Time 
Reliability Damage Frequency 
Transit 
Time 
(Delay) 
Reliability Damage 
H1  
√ √ √ √ √ √ √ 
H2  
√ √ √ 
 
√ √ √ 
H3 
Shenzhen √ √ √ √ √ √ √ 
Sydney         √   √ 
H4 
Goods Value           √ √ 
Cargoes 
Type 
√ √ √ √ √ √ √ 
H5 
Exporter √ √ √ √ √ √   
Small Firm 
    
√ √ √ 
Medium 
Firm 
        √ √   
H6 
Not Assess 
Carriers’ 
Reputation 
√ √ √ √       
With 
Contingency 
Plans 
     
√ √ 
Not JIT in 
Firm 
        √   √ 
H7 
CIF 
Payment 
          √ √ 
Short Transit 
Time 
√ √ √ √ 
   
Medium 
Transit Time 
              
H8 
No 
Preparedness 
for Potential 
Terrorist 
Attacks and 
Risks 
√ √ √ √       
 
Hypothesis H1 was confirmed, indicating that under normal operations, shippers’ preference 
for an international containerised maritime transport service is influenced by sailing 
frequency, damage rate, reliability, transit time, and freight rate. Hence, to strengthen 
competitiveness and enhance efficiency, maritime industrial parties should emphasize on 
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investments or measurements that could improve its maritime transportation service qualities 
in terms of sailing frequency, damage/loss, reliability, and transit time. Moreover, the results 
from the LCM reveal that shippers’ preferences for maritime service are heterogeneous and 
vary with individual shipper’s characteristics. As such, customization and differentiation of 
maritime services should be distinguished and subdivided to satisfy diversified 
markets/customers demands.     
Hypothesis H2 was confirmed, suggesting that a disruption event is likely to affect shippers’ 
preferences for maritime transport service, and lead to a shift in the importance for each of 
the maritime service attributes. The implications of this are three-fold: 1) Under a disruption 
event, shortening the days given over to delay become a shipper’s top priority, followed with 
increasing on-time reliability and decreasing damage/loss in transit. As such, shippers aspire 
to measurements that could reduce delay and damage/loss, as well as secure and improve on-
time reliability during transport disruptions. Further, shippers may be willing to pay a 
premium to expedite their shipments. 2) Surveyed managers nominated disruption costs 
within their businesses as having a number of different impacts including, but not limited to a 
potential loss of sales, other intangibles such as loss of reputation, additional expediting costs, 
increased administration costs (communications, documentation, etc.), and a deferral to their 
financial cash flows. Whilst many of these disruption costs are difficult to quantify, this thesis 
quantifies the transportation disruption costs through evaluating and contrasting the value of 
service attributes under scenarios with and without a disruption to the international 
containerised maritime transportation chains. The results herein reveal that, on average, the 
value of time under a transportation disruption could be more than a fourfold increase over 
that held during normal operating conditions whilst the value of reliability increase almost 
doubles, and the value to avoid damage increases approximately by 20 percent. This finding 
implies that transportation disruption costs may be severely underestimated when calculated 
using traditional average values of freight travel time in situations where disruptions are 
infrequent. Industrial parties have the ability to apply the quantitative differences identified 
herein when calculating transportation disruption costs within their contingency strategies to 
mitigate the impacts of a transportation disruption. 3) Heterogeneity of shippers’ preferences 
increases when a disruption takes place. The results from the LCM indicate that three latent 
classes are identified under a disruption. That is, the importance of maritime service attributes 
is obviously affected by a disruption, and varies with individual shipper’s characteristics, 
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such as industry categories, shipment information, and company/SC characteristics. 
Therefore, the contingency strategies to handle a transportation disruption could diverge from 
firm to firm.       
Hypothesis H3 was also confirmed, suggesting that companies located in different 
geographical locations will vary in their preference for transport service attributes under 
operational conditions with or without a disruption event. Firms should consider not only 
integrating this knowledge into their transportation decisions but also SCM strategies, such as 
its facility location decisions. 
Hypothesis H4 was confirmed, indicating that shippers’ preferences for maritime transport 
service attributes are influenced by the value of their shipping goods and the goods industry 
categories, both with and without a disruption event. This finding indicates the importance of 
maritime service attributes under normal and abnormal operations vary with a shipper’s cargo 
category and value. Therefore, shippers’ transport decisions are based on what is being 
shipped. A generalized assessment of shippers’ preferences could cause biased understanding 
for all industrial parties.  
Hypothesis H5 was confirmed. Significant differences between exporters and importers, and 
large and small enterprises were found to be indicators of differences between shippers’ 
preferences for maritime transport service attributes. This suggests that shippers design their 
transportation strategies differently according to organization sizes and their business nature 
of importer or exporter roles when dealing with international trade. Practically, carriers may 
use this finding to customization their services and strengthen their competitiveness in 
appropriate market segments.     
Hypothesis H6 was confirmed, suggesting that companies/SCs differing in how they assess 
carrier reputation, design and implement contingency plans, or whether they apply a JIT 
inventory strategy or not, have different WTP for the various maritime service attributes 
explored within this thesis under normal or disrupted operations. This finding implies that 
firms with different SCM strategies might wish to consider the implementation of different 
transportation strategies when collaborating with their SC partners.  
Hypothesis H7 was confirmed. The specific characteristics of a shipment, such as shipment 
payment terms being CIF or FOB, and the length of shipment travel time have significant 
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influence on shippers’ preferences for an international containerised maritime transportation 
service. This confirms that shippers’ transportation decisions vary with according to the 
characteristics of what is being shipped, how is payment paid, and how long is the transit 
time, etc. From a practical perspective, this suggests that carriers might be able to provide 
customized services tailored to meet the specific needs of shippers’ based on their transport 
decision processes, as well as focus on their market strengths in terms of service offerings. 
Finally, hypothesis H8 was also confirmed. This thesis for the first time identified the 
influences of the preparedness of potential terrorist attacks on shippers’ transport decisions. It 
was found that shippers, concerning about possible terrorist attacks, are willing to pay higher 
premiums to avoid these. Specifically, loss or damage to cargo represents the primary 
concern in relation to potential terrorist incidences. This thesis demonstrated how it is 
possible to quantify the cost of disruption to those working within SCs, which may provide 
insurance companies and policy makers a possible benchmark for evaluation of investment 
choices related to strategies to avoid or mitigate risks of maritime related terrorist incidences.     
      
8.2  Limitations and Further Research 
Although the analysis and discussion in the preceding chapters contribute to the literature in 
several aspects, it is important to address the limitations of this research to identify possible 
future research directions.  
The primary limitation for related to the current research is one of limited sample size 
particularly in relation to important subsamples. For example, shipments under consolidation 
are supposed to be sensitive to damage rate, however the WTPs for all maritime service 
attributes were found to be statistically insignificant for both disruption and normal operation 
scenarios. Although state of the art experimental designs were employed, specifically 
designed to work with small samples, it is hypothesised that the sample size for this segment 
of respondents was too small. As such, it is recommended that future research employ larger 
sample sizes within each industry category to improve the predictive power of the models. 
Secondly, the sampled firms were mostly small to medium-sized importers or exporters. 
Future research should attempt to sample larger size firms which may have an influence upon 
the findings. The over sampling of small and medium sized firms in this current research may 
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make the sample less representative than it should be, which limits any conclusions drawn to 
be specific to the particular sampled population of firms. Therefore, a larger sample size in 
different industries with different shipment characteristics crossing small and large company 
sizes is recommended for future research. 
Further, slow streaming has been one of the dominant trends in container shipping over the 
past five years, and is expected to escalate in future. Building on the findings of this research, 
one area that could be examined further is to extend transit time and change frequency, 
reliability, damage rate and freight rate attributes to investigate the impacts of slow streaming 
on shippers’ transport choice decisions.   
Third, in aiming to identify any possible sources influencing shippers’ maritime transport 
decisions, this research applied SURE regression models based on the results obtained from 
LCMs. That is, a sequential estimation process was employed. The use of results from one 
model as inputs into another model, whilst common practice, is inefficient and may induce 
issues of model error. Future research should look to more advanced econometric models in 
which a simultaneous estimation process is employed.  
In addition, future efforts on this topic should be carried out from a practical industry 
perspective, for example, using these results in the development of new maritime 
transportation services and related industries. That is, there exists a need to test the findings 
from this thesis in practice.    
 
8.3 Conclusions 
Little research exists in the area of international containerised maritime freight transportation 
related to shipper preferences. This thesis develops and applies advanced discrete choice 
models to estimate the importance and derive the values of reliability, transit time, damage, 
and frequency in maritime transportation, offering a bridge to more advanced and in-depth 
techniques. In doing so, this thesis fills a significant gap within the literature. 
Further, the quantification of the impacts a disruption to SC operations has also been scantly 
addressed within the literature. This thesis not only addresses this specific issue by 
identifying shippers’ preferences within the international containerised maritime 
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transportation sector, but also quantifies the transport related disruption costs by deriving the 
values of time, reliability, and damage for both normal and disrupted operational scenarios.  
Furthermore, little of the transport literature has addressed shipper preferences and how they 
vary from one transport mode to another or from one industry to another. This research also 
addresses and adds to the literature on this topic by finding that shippers’ preferences in the 
international containerised maritime transportation sector vary by geographical location, 
transport shipment characteristic, production characteristic, company/SCM strategy, and 
industry security preparedness. These differences also vary according to whether one is 
operating in normal conditions or experiencing some sort of disruption event. These findings 
should be of interest to academics and practitioners alike. 
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GLOSSARY OF ABBREVIATIONS 
SCs      Supply chains  
IMO      International Maritime Organization  
OECD      Organisation for Economic Co-operation and Development 
SCD      Supply chain disruption  
WMD      Weapons of mass destruction 
C-TPAT   The Customs-Trade Partnership Against Terrorism 
ISPS      The International Ship and Port Security Code 
CSI      The Container Security Initiative 
CBP      The US Customs and Border Protection 
AMR      The Advanced Manifest Rule (also called the 24-hour Rule) 
SPP      The Security and Prosperity Partnership  
SAFE      The Security and Accountability for Every (SAFE) Port Act  
SFI      The Secure Freight Initiative 
9/11 Act    Implementing Recommendations of the 9/11 Commission Act of 2007 – Section         
1701  
UNCTAD  The United Nations Conference on Trade and Development  
GAO        United States General Accounting Office  
SCM        Supply chain management 
SP        Stated preference  
RP        Revealed preference 
JIT        Just in Time  
WTP        Willingness to pay 
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CSCMP        Council of Supply Chain Management Professionals  
IT           Information technology  
VMI           Vendor Managed Inventory  
SCR           Supply chain risk 
SCV           Supply chain vulnerability 
ICT           Information and communication technology  
WTC           The World Trade Centre 
GCP           Gross City Product  
FMD           Foot and mouth disease  
DA_NET      Disruption Analysis Network model 
SCRM           Supply chain risk management 
DDLT           Demand during lead time  
CLM           The Council of Logistics Management  
DC           Documentary Credit  
CRS           Congressional Research Service 
SME           Small and Medium sized Enterprises  
EU           The European Union  
ETA           Estimated time of arrival 
GDP           Gross Domestic Product  
IMB           International Maritime Bureau 
NUMMI       The New United Motor Manufacturing Inc.  
DHS           U.S. Department of Homeland Security  
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96 hour rule    The initiative requires a four-day (96 hour) advance notice of arrival of any 
vessel be submitted to the U.S. government  
24 hour rule This rule requires that maritime carriers and NVOCCs provide a cargo     
declaration 24 hours before cargo is laden aboard a vessel at a foreign port outside the U.S. 
NVOCCs Non-vessel operating common carriers 
MTSA             The Maritime Transportation Security Act of 2002 
OSC             Operation Safe Commerce  
BMI              Business Monitor International 
SURE              Seemingly unrelated regression equations  
LCM             The Latent Class Model  
VTTS             The value of travel time savings  
VFTTS The value of travel time saving within the freight transport sector  
VOT             The freight transport value of time 
VOR             The freight transport value of reliability  
FOB             Free on board 
CIF             Cost Insurance Freight  
CM             Choice modelling 
RUM             The Random Utility Maximization  
EV1             Distributed extreme value type 1  
IID             Independently and identically distributed  
MNL             The multinomial logit model 
IIA                  The independence of irrelevant alternatives assumption 
BIC            The Bayesian information criterion  
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AIC           The Akaike Information Criterion  
CAIC           Consistent Akaike Information Criterion  
ML           The Mixed Logit Model  
FGLS           The feasible generalized least squares method 
IGLS           The iterative generalized least squares  
IOLS           The iterative ordinary lease squares  
AVC           The asymptotic variance-covariance  
FR           Freight Rate 
SUR           Surcharge/Rebate 
TT           Transit Time 
DL           Delay 
RL           Reliability 
DM           Damage 
FRQ           Frequency 
CAPI           Computer-aided personal interview  
VOD           The value of damage rate  
VOF           The value of frequency      
DRL           Reliability under a disruption 
DDM           Damage under a disruption 
ROI           Return on investment 
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APPENDIX A: THE INDEPENDENT VARIABLES OPERATIONALIZATION AND   
ABBREVIATIONS 
 
Independent 
Variables 
Abb  Definition  
Exporter  EP 1 if firm is exporter, 0 is importer 
Assess Reputation AR 1 if firm not assess carriers reputation, 0 otherwise 
Just In Time JIT 1 if firm not apply JIT management policy, 0 otherwise 
Transhipment TRS 1 if a trip involves a transhipment, 0 otherwise 
Free On Board FOB 1 if a shipment paid by CIF, 0 paid by FOB 
Reconsolidation RC 1 if shipment is under a reconsolidation, 0 otherwise 
Contingency Plan CP 
1 if firm with contingency plans to handle disruptions, 0 
otherwise 
Terrorist attack 
affecting transport 
decisions 
TER 
1 if firm not consider terrorist attack would affect its transport 
decisions, 0 otherwise 
Shenzhen L1 1 if firm locates in Shenzhen, 0 otherwise 
Shanghai L2 1 if firm locates in Shanghai, 0 otherwise 
Sydney L3 1 if firm locates in Sydney, 0 otherwise 
Organization 
annual sales 
OS1 1 if firm annual sales no more than USD $10 million, 0 otherwise 
OS2 
1 if firm annual sales between USD $10 million and $100 
million, 0 otherwise 
OS3 1 if firm annual sales more than USD $100 million, 0 otherwise 
Travel time 
TD1 1 if shipment overall travel days less than 22 days, 0 otherwise 
TD2 
1 if shipment overall travel days between 22 and 32 days, 0 
otherwise 
TD3 1 if shipment overall travel days more than 32 days, 0 otherwise 
Goods value 
GV1 
1 if shipment cargo value less than USD $30,000 per TEU, 0 
otherwise 
GV2 
1 if shipment cargo value between USD $30,000 and $70,000 per 
TEU, 0 otherwise 
GV3 
1 if shipment cargo value more than USD $30,000 per TEU, 0 
otherwise 
Recent delay 
shipment RD1 
1 if recent shipment experienced delay less than 4 days, 0 
otherwise 
Electronic I1 1 if shipment commodity belongs to electronic, 0 otherwise 
Construction I2 1 if shipment commodity belongs to constructions, 0 otherwise 
Garments I3 1 if shipment commodity belongs to garments, 0 otherwise 
Chemical I4 1 if shipment commodity belongs to chemical, 0 otherwise 
Machinery  I5 1 if shipment commodity belongs to machinery, 0 otherwise 
Food I6 1 if shipment commodity belongs to food, 0 otherwise 
Consumer goods I7 
1 if shipment commodity belongs to consumer goods, 0 
otherwise 
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APPENDIX C: SURVEY QUESTIONNAIRE IN CAPI (ENGLISH) 
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