The purpose of this paper is to establish the rate of convergence in terms of the weighted modulus of continuity and Lipschitz type maximal function for the q-Szász-beta operators. We also study the rate of A-statistical convergence. Lastly, we modify these operators using King type approach to obtain better approximation.
Introduction
In the last decade, approximation of functions by linear methods of convergence has been extensively studied by making use of the q-calculus. Lupas [1] introduced a q-analogue of the classical Bernstein polynomials and established its approximation and shape preserving properties. Subsequently, Phillips [2] proposed another generalization of Bernstein polynomials and obtained the rate of convergence and Voronovskaja type asymptotic theorem. After that many researchers started working in this direction and introduced the q-analogues of several sequences of positive linear operators. We mention here some of the important papers in this direction (cf. [3, 4] and [2, [5] [6] [7] etc.). Gupta, Srivastava and Sahai [8] discussed the rate of convergence in simultaneous approximation by Szász beta operators. Recently, Gupta and Mahmudov [5] introduced the q-analogue of Szász -Mirakyan-beta type operators as follows: for every n∈ N and q∈ ( , ) 
E([n]q x)
and P q n,k (t) = Bq(n, k + ) t k ( + t) n+k+ q , for x ∈ [ , ∞) and for every real valued continuous function f on [ , ∞). They also studied a local approximation theorem, degree of approximation for a Lipschitz class and the rate of convergence of these operators for a weighted space. Subsequently, Yüksel and Dinlemez [9] gave an alternate form of these operators as follows: for < q < and γ > , let f ∈ Cγ[ , ∞) := {f ∈ C[ , ∞) : |f (t)| ≤ M( + t γ ), for some M > }, endowed with the norm ||f ||γ = sup ≤t<∞ |f (t)| + t γ , the q-Szász-Mirakjan-beta type operators are de ned as
where
They obtained a Voronovskaja type approximation theorem in the space of continuous functions weighted by ρ(x) = + x . For a detailed account of other signi cant research in this direction we refer to [10, 11] . For the de nitions and notations of q calculus one can consult [12] .
In the present paper, we study the rate of convergence of the operators de ned by ( ) in the same weighted space, the Voronovskaja type theorem for A-statistical convergence, the rate of A-statistical convergence in terms of the modulus of continuity. Finally to obtain better approximation, a modi cation of these operators is given and a local approximation theorem is derived using King type approach. The paper is organised as follows: Section is devoted to some de nitions and auxiliary results and in section we prove the main results of the paper.
Preliminaries
For simplicity, we de ne
Lemma 1. [9] Let em(t) = t m , m = , , , , . Then for every q ∈ ( , ), we have
Now let us consider the following Lipschitz-type space [13] :
where M is a positive constant and < r ≤ . Erençein [14] obtained the rate of convergence of the generalized Baskakov operators for functions belonging to the space Lip * M (r). We also study such a kind of result for the operators de ned in ( ).
Lemma 2.
For all x ≥ and n > , we have Bn,q(|t − x|; x) ≤ γn,q(x).
Proof. We may write Bn,q(|t
Applying the Cauchy-Schwarz inequality we obtain
Again, applying the Cauchy-Schwarz inequality and Lemma we nd that
This completes the proof.
Main Results

. Direct Results
Theorem 1. Let < r ≤ and f ∈ Lip * M (r). Then for all x > and n > , we have
where γn,q(x) is de ned as in Lemma .
Proof. By our de nition for f∈ Lip * M ( ), using Lemma we have
Applying Hölder inequality two times with p = r and q = −r we obtain
which completes the proof.
In order to establish the weighted approximation properties of the operators ( ), we de ne the space C * [ , ∞)
as follows:
For some other important papers in this area please see [15, 16] . Proof. The proof of the theorem follows along the lines of the proof of Theorem in [17] . Hence the details are omitted.
Theorem 3. Let < qn < and qn → , as n → ∞. Then for each f ∈ C * [ , ∞) and α > , we have
Proof. Let x ∈ [ , ∞) be arbitrary but xed. Then
Since |f (x)| ≤ ||f || ( + x ), we have supx>x
Let ϵ > be arbitrary. We can choose x to be so large that
In view of Theorem , there exists a n ∈ N such that
Thus, combining ( ) and ( )
Using Theorem , we can see that the rst term of the inequality ( ) implies that
Let n = max(n , n ). Then, combining ( ), ( ) and ( ) we get the desired result.
For f ∈ C * [ , ∞), the weighted modulus of continuity is de ned as
, then for su ciently large n we have
where λ ≥ , δn = max{αn , βn , γn , }, αn , βn , γn being
respectively and K is a positive constant independent of f and n.
Proof. From the de nition of Ω (f , δ) and Lemma , we have
where ϕx(t) = + ( x + t) and ψx(t) = |t − x|. Thus, from the de nition (1) |Bn,q n (f ;
Now, applying the Cauchy -Schwarz inequality to the second term on the right hand side of the above inequality we get:
From Lemma
for su ciently large n, where C is a positive constant. From ( ) there exists a positive constant K such that Bn,q n (ϕx; x) ≤ K ( + x ), for su ciently large n, K being + C .
Proceeding similarly, +x Bn,q n ( + t ; x) ≤ + C , for su ciently large n, where C is a positive constant. So, there exists a positive constant K such that Bn,q n (ϕ x ; x) ≤ K ( + x ) where x ∈ [ , ∞) and n is large enough. Also, we get
Hence from (7) we have
If we take δ n = max{αn , βn , γn}, then we get
for su ciently large n and x ∈ [ , ∞). Hence, the proof is completed.
Let C B [ , ∞) denote the space of bounded and uniformly continuous functions endowed with the norm ||f || = sup
For f ∈ C B [ , ∞), the Lipschitz-type maximal function of order η introduced by Lenze [19] is de ned as
Proof. From the above de nition of Lipschitz-type maximal function of order η we have
Applying Hölder's inequality with p = η and q = − p , we get
Thus, the proof is completed. D) . Using the triangle inequality we get
Hence it follows from (9) that
Using the Cauchy-Bunyakowsky-Schwarz inequality for positive linear operators we nd that
.
A-Statistical Convergence
Let A = (a nk ) be a non-negative in nite summability matrix. For a given sequence x := (xn), the A-transform of x denoted by Ax : (Ax)n is de ned as If we replace A by C , then A is a Cesaro matrix of order 1 and A-statistical convergence is reduced to statistical convergence. Similarly, if A=I, the identity matrix, then A-statistical convergence is called ordinary convergence. Kolk [20] proved that statistical convergence is better than ordinary convergence. Many researchers have made signi cant contributions in this area. We refer the reader to some of the important papers in this direction (cf. [17] , [21] [22] [23] and [7, [24] [25] [26] [27] etc.). Let qn ∈ ( , ) be a sequence such that
and st A − limn [n]q n = .
Theorem 7. Let A = (a nk ) be a non negative regular summability matrix and (qn) be a sequence in ( , ) satisfying ( ). Let the operators Bn,q n , n ∈ N, be de ned as in ( 
For each ϵ > , let us de ne the following sets: Hence st A − limn||Bn,q n (e ; .) − e || = . Proceeding similarly,
Now, let us de ne the following sets: Hence, taking the limit as n → ∞ we get st A − limn||Bn,q n (e ; .) − e || = . This completes the proof of the theorem. 
Since D is compact, the number x := sup x∈D x is nite. Hence, taking supremum over x ∈ D on both sides of ( ), we obtain that
where L = ( + x ) α which yields for every ϵ > ,
and hence
thus we get the required result. Now we will prove a Voronovskaja-type theorem for operators Bn,q by taking a sequence (qn) satisfying ( ).
Lemma 4.
Let A = (a jn ) be a nonnegative regular summability matrix, and let (qn) be a sequence from ( , ) satisfying ( ). Then
Proof. From Lemma
Then, using ( ) we get
and
uniformly with respect to x ∈ [ , b]. Again using Lemma , we obtain
Hence using ( ) we get
uniformly with respect to x ∈ [ , b].
Theorem 9.
(Voronovskaja-type theorem) Let A = (a jn ) be a nonnegative regular summability matrix, and let (qn) be a sequence from ( , ) satisfying ( ).
we have
Then, by our hypothesis we have ψ(x, x) = and the function ψ(., x) belongs to C * [ , ∞). We may write
If we apply the Cauchy-Schwarz inequality for the last term on the right-hand side of the last equality, we get
Let η(y, x) := ψ (y, x). Then η(x, x) = and η(.x) ∈ C * [ , ∞). Then, it follows from the proof of Theorem
uniformly with respect to x ∈ [ , b](b > ). Now, by ( ), ( ) and Lemma , we obtain that
uniformly with respect to x ∈ [ , b]. Combining the equations ( ) − ( ) and Lemma , we get
uniformly with respect to x ∈ [ , b]. This completes the proof.
. Rate of A-statistical Approximation
Let A = (a jn ) be a nonnegative regular summability matrix and let (b j ) be a positive non-increasing sequence.
Following [29] , we say that a sequence Finally, taking the in mum over all g ∈ W on the right side of above inequality and using (16)- (17) we obtain | Bn,q(f ; x) − f (x)| ≤ Cω (f , ξn(x), which completes the proof of the theorem.
