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The growing demand for high quality imaging has put a burden on hardware designers to
develop better optics, better sensors, and more efficient designs. Unfortunately, we are now
reaching fundamental limitations that no longer allow us to continue to shrink the size of
transistors [4], and further progress is met with high cost and power limitations. Designers
now face a demand for smaller devices as more people abandon large, high-quality cameras
for handheld devices such as camera phones. These small, embedded cameras found in
handheld devices cause significant image degradation as a result of poor optics and small
sensor size. With small sensors, less light strikes the sensor elements, and therefore, it
becomes difficult to maintain a high signal-to-noise ratio (SNR). Fortunately, we are able
to overcome some of these hardware limitations through the use of digital image processing
techniques, specifically, Super-Resolution (SR). SR has found use in applications such as
surveillance video [5], remote sensing [6][7], medical imaging (CT, MRI, PET, Ultrasound,
etc.)[8][9][10][11], and video standard conversion (e.g. NTSC to HDTV signal)[12].
SR aims to create a high resolution (HR) image from several low resolution (LR) im-
ages. The LR images are taken from the same scene by the image sensor, and under the
right conditions, will contain non-redundant information. The goal of SR is to fuse the
non-redundant information (pixels) into a single HR image. The HR image will, therefore,
have a higher spatial resolution than any single LR image, where spatial resolution refers
to the density of pixels per unit area. The higher the spatial resolution, the more details
contained in the image. The amount of resolution increase, called the magnification factor,
depends on the number of non-redundant LR images available from the scene [13]. How-
ever, as will be shown in this thesis, although SR can increase the spatial resolution, it may
actually degrade the subjective quality of the HR image [14].
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The subjective quality of the HR image suffers as a result of artifacts, which are gen-
erated during the fusion process as a result of erroneous motion vectors (MVs). Accurate
motion estimation is the crux of the SR problem, and with erroneous MVs, SR may give
worse results than interpolation methods [15]. Therefore, although it is necessary to pro-
vide accurate motion vectors in order to increase the spatial resolution, it is even more
critical to be able to detect invalid motion vectors in order to prevent artifacts in the HR
image.
The motion estimation problem is largely unsolved, and although much effort has been
put forth to improve its accuracy, most motion estimation algorithms are too complex to be
used in practical applications. Many practical applications require a real-time or online ap-
proach, whereas most algorithms in the literature take from several minutes to several hours
to estimate the motion between two images. Therefore, we concentrate on low-complexity
motion estimation approaches in this thesis. Low-complexity approaches generally require
a block-based motion estimation algorithm and low-complexity priors. In addition, it is
necessary that such an algorithm converges in a small number of iterations.
While a block-based motion estimation algorithm reduces the computational complex-
ity, it is also presents its own set of challenges. Block-based parameters such as block
size, search size, search strategy, and multiple minima all contribute to the difficulty of any
block-based algorithm. In addition, a block-based algorithm must be able to accommodate
for large motion between images without requiring an exhaustive search of the entire im-
age. We look at how to optimize each of these parameters, and we demonstrate several
improvements to make the block-based algorithm more robust.
Even with robust block-based parameters, it is generally not possible to produce accu-
rate MVs with block matching alone. Small blocks are necessary to capture the independent
motion of small objects and structures, but using small blocks increases the number of min-
ima and contributes to the ill-posedness of the motion estimation problem. Therefore, it is
necessary to regularize the motion estimation problem based on spatial or temporal data.
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Toward this extent, spatial regularizers that enforce the “smoothness” of motion have been
introduced. The smoothness of the motion field enforces the requirement that MVs in a lo-
cal neighborhood should be similar. However, it is only possible to enforce the smoothness
of MVs if it is known that the MVs belong to the same object. It is at this juncture that
low-complexity and high-complexity motion estimation algorithms differ. To determine
the optimal smoothness constraints, it is necessary to take into account the structure of
the objects in the image to prevent the smoothness constraints from oversmoothing edges
and object boundaries. However, such data-driven smoothness constraints are not suitable
for low-complexity approaches. Therefore, we perform a sensitivity analysis to determine
how to choose a low-complexity prior without oversmoothing the MVs at edges and object
boundaries.
The downside of using low-complexity approaches is the increase in motion error.
Therefore, when using low-complexity approaches, it becomes even more important to
detect erroneous motion to prevent further application-related errors. In this thesis, we
analyze several block-based approaches that have been introduced in the literature to char-
acterize the validity of MVs. The main weakness of these methods is the dependence on
neighboring MVs or manual thresholds. The similarity of a MV to its neighbors is not a
good measure of validity if the neighboring MVs are invalid or are significantly different
by construction. For many motions such as rotations and scalings, it is expected that there
will be a significant deviation in the MVs of a local neighborhood. The second require-
ment of a manual threshold is typically a bad strategy for image processing applications
where the image content can vary significantly from image to image. We show that such
approaches will fail when tested using a wide variety of image sequences. To overcome the
limitations of neighboring MVs and manual thresholds, we propose a block-overlap-based
validity approach in this thesis. The block overlap validity approach is based on the overlap
of motion-compensated blocks, which is directly related to the motion error.
After demonstrating that the block overlap validity approach is a good measure of MV
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error, we examine its use as a regularizer. The main motivation for introducing an addi-
tional regularizer is to handle smooth regions, regions with brightness variations, and to
reduce the dependence on search order. In many cases, the combination of block match-
ing and smoothness constraints will produce multiple matches. In such cases, the chosen
MV generally depends on the order in which MV candidates are tested in the smoothness
constraints. However, we show that the block overlap regularizer helps to ameliorate this
effect and improve the quality of the motion field.
In next chapters of this thesis, we first present the SR reconstruction model and identify
the sources of error in Chapter 2.3 and Chapter 2.4. We show that preventing MV errors
is critical to ensuring that artifacts do not appear in the HR image. In Chapter 2.5, we
consider several different SR approaches in order to motivate our use of the projection-
onto-convex-sets (POCS) method. Next, the motion estimation problem is introduced and
several models are considered in Chapter 2.6. In this chapter, we also introduce the rele-
vant background on block matching and regularization/smoothness constraints. In Chap-
ter 3, we introduce the complete motion estimation framework as an energy minimization
problem. Several improvements are made to the block matching and regularization terms
in this chapter, and a novel method of using spatial MV priors is introduced. At the end
of Chapter 3, a preliminary motion estimation algorithm is presented that combines the re-
lated background and improvements of previous chapters. Next, we develop the proposed
validity metric in Chapter 4, and we show that the proposed method outperforms other va-
lidity methods in the literature. We also show two applications of the proposed validity
method, de-interlacing and super-resolution. In both of these applications, the proposed
validity metric is shown to improve the image quality. In Chapter 5, we demonstrate that
the validity method of Chapter 4 can be adapted for use as an additional regularizer. The
new regularizer is incorporated into the energy minimization framework, and in addition
to reducing the MV error, provides reduced sensitivity to block size and a more uniform
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distribution of motion-compensated blocks. The performance of the new energy minimiza-
tion framework is shown to outperform several state-of-the-art methods in terms of motion
vector error, interpolation error, and run time. Based on the success of our motion estima-
tion algorithm, we evaluated its use in a new application – camera misalignment correction
for depth estimation. In Chapter 6, we show that our motion estimation algorithm may be
used to estimate angular, translational, and scaling misalignment introduced as a result of
the mismatch between stereo cameras. Finally, we summarize our contributions and future
research directions in Chapter 7. A complexity analysis for the complete SR algorithm is
also given in Chapter 7, and the run time of the proposed motion estimation algorithm is




In this chapter, we introduce the background for SR and motion estimation. First, we show
the concept behind super-resolution using several low-resolution images. Next, we discuss
the fundamental limitations of imaging systems and the sources of error that complicate
the SR problem. After demonstrating several different SR approaches that have been used
in the literature, we introduce the motion estimation problem and illustrate some of the dif-
ficulties the prevent us from obtaining error-free MVs. Next, the block-matching-based
motion estimation framework introduced by Bierling [16] is discussed, and regulariza-
tion/smoothness is introduced in terms of spatial MVs. At the end of this chapter, the
stage is set for developing an energy minimization framework that combines both block
matching and regularization in order to determine the optimal MV.
2.1 Super-Resolution Problem
While the SR problem can be formulated in multiple domains, it is most easily understood
in the spatial domain. Therefore, before taking a look at the different SR approaches, we
first introduce the basic idea behind SR in the spatial domain.
2.2 Super-Resolution Problem Formulation
To illustrate the basic idea behind SR, we assume that the image sensor produces four
artifact-free LR images as shown in Fig. 2.1(a)-(d).
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(a) Diagonals. (b) X pattern.
(c) Diamonds. (d) Circular arrows.
Figure 2.1. Artifact-free LR images.
We have exaggerated the spacing between sensor pixels and used poor resolution to
illustrate the SR reconstruction process. The purpose of SR reconstruction is to fuse the LR
images of Fig. 2.1 into one HR image. The images in Fig. 2.1 correspond to the patterns that
are overlayed on the HR image shown in Fig. 2.2(a). The same HR image is shown without
the patterns in Fig. 2.2(b). In this example, we have assumed that there is a pixel-wise
displacement in both horizontal and vertical directions between each LR image. In practice,
these displacements are sub-pixel displacements, and there are generally redundant pixels
between LR images. In addition, more than four frames are usually needed to generate
an HR image at twice the resolution of the LR images. However, the example serves to
illustrate how the image resolution may be increased.
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(a) Patterned HR image.
(b) HR image.
Figure 2.2. Reconstructed HR images.
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2.3 Fundamental Limitations
To build a SR reconstruction model, we first examine the conditions necessary to capture
the true scene, i.e., the ideal conditions. This analysis is important since the error in our
model will come from our inability to satisfy these conditions.
To capture the true scene, the following conditions need to hold:
1. The image sensor has infinite spatial resolution.
2. The camera optics are free of aberrations and provide the correct focus, i.e., the
system is diffraction-limited.
3. The camera shutter time is effectively zero.
4. No noise is introduced by the capture process.
In practice, these conditions are neither individually nor collectively satisfied. Since
it is not possible to manufacture a sensor with infinite spatial resolution, 1) cannot hold.
From optics theory, we know that it is not possible to eliminate all aberrations simultane-
ously. Providing the correct focus is a trade-off between aperture size and depth of field. In
general, we cannot focus on every point in the scene simultaneously, which causes objects
or different parts of objects to appear blurred. Therefore, 2) cannot hold. In addition, even
with perfect optics, there is a fundamental maximum resolution given by the diffraction
limit. If it were possible to make the camera shutter time effectively zero, this would re-
sult in almost no incident light on the image sensor, which would result in effectively zero
SNR. Therefore, 3) cannot hold. Since the image sensor and camera components consists
of electronics, there is always inherent noise in the system. Therefore, 4) cannot hold.
Each of these four conditions will contribute to the error in the HR image that we wish
to reconstruct. Because of condition 1), the image captured by the sensor will contain
aliasing due to finite spatial resolution. The aliasing manifests as blocky artifacts, which
are more prominent around edges and textured regions. These effects are generally referred
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to as sensor blur. For condition 2), we will collectively refer to the blur introduced by the
aberrations and incorrect focus as out-of-focus blur. With non-zero camera shutter time
in condition 3), the motion of objects in the scene or the motion of the camera during
acquisition will cause motion blur. Finally, the noise induced by condition 4) will result in
additive noise.
2.4 Super-Resolution Observation Model
With the above conditions in mind, we form a observation model that relates the original
and HR image to the observed LR images. We are careful to distinguish the original image
from the desired HR image. The HR image is reconstructed from the LR images, whereas
the original image is the true scene that we wish to capture. Since it is not possible to
reconstruct the original image, we must choose a magnification factor, L, for our desired
HR image, where L = HR image resolution / LR image resolution. The value of the mag-
nification factor will depend on the number of non-redundant LR images that are available.
Following the observation model shown in Fig. 2.3, let Xc denote the continuous scene we
wish to capture, and X be the desired HR image sampled above the Nyquist rate from the
band-limited continuous scene. We represent the output of system, i.e., the k-th observed
LR image from the image sensor, as Yk.
Figure 2.3. Super-Resolution Observation Model.
If we write X and Yk in lexicographical order,
Yk = DBkMkX + Nk, k = 1, 2, ...,K (2.1)
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relates the desired HR image X to the K LR images, Yk. In (2.1), D is a downsampling
operator; Bk contains the blur for the k-th LR image; Mk contains the motion information
that transforms the k-th LR image onto the HR image grid; and Nk is the noise in the k-th
LR image.
The matrices D, Bk, Mk, and Nk are unknown and must be estimated from the LR























Y = AX + N, (2.3)
where A = DBkMk. This is the Super-Resolution problem we wish to solve. If we apply
linear system theory to (2.3), we can then write X = A−1(Y−N). However, the noise matrix
N is unknown and matrix A is typically non-invertible and very sparse. It is necessary
to constrain and regularize such an ill-posed system. We now examine Super-Resolution
techniques proposed in the literature to estimate HR image X in (2.3).
2.5 Super-Resolution Approaches
It is widely regarded that Tsai and Huang were the first to show that Super-Resolution (SR)
was theoretically possible [17]. Tsai and Huang formulated a frequency domain approach
based on the shifting and aliasing properties of the continuous and discrete Fourier trans-
forms. Although the idea was theoretically sound, others later found that the approach
lacked the robustness needed to handle real images. Since Tsai and Huang’s paper in 1984,
multiple approaches have been published, and the problem has been formulated across mul-
tiple domains. However, SR still remains an unsolved and highly-researched problem. In
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2008 alone, over 2000 papers were published on the topic [18].
Before we examine the different SR approaches, it is worth noting that all approaches
suffer from similar problems. As noted by [18], each approach requires 1) subpixel motion
estimation, 2) spatially-varying deblurring, and 3) robustness to error. It is difficult to
satisfy any one of these requirements, let alone all three at the same time. Therefore, as
we shall see in the following sections, each approach carries inherent limitations due to the
inability to solve all three conditions simultaneously.
It is not our intention to introduce all of the approaches in the literature. For example,
we do not discuss single frame, example-based approaches that require a large training
database of image patches [19]. However, we wish to explore many of the commonly-used
approaches to adequately characterize the breadth of the SR reconstruction problem and
illustrate the inherent difficulties in producing a high-quality HR image.
2.5.1 Frequency Domain Approach
The frequency domain approach, first postulated by Tsai and Huang [17], is based on the
shifting property of the Fourier transform and the aliasing relationship that exists between
the Continuous Fourier Transform (CFT) of the original “true scene” and the Discrete
Fourier Transform (DFT) of the LR images captured from the image sensor.
Let x(t1, t2) denote one continuous image of the true scene, and let xk(t1, t2) denote the
other K − 1 continuous images of the true scene, each having a global vertical or horizontal
displacement with respect to x(t1, t2). Therefore, we can write xk(t1, t2) = x(t1+∆k1 , t2+∆k2),
where ∆k1 and ∆k2 are arbitrary but known displacements. Let us denote the CFT transform
of x(t1, t2) as X(u, v) and the CFT of xk(t1, t2) as Xk(u, v). Using the shifting property of the
CFT, we can write the following:
Xk(u, v) = exp[ j2π(∆k1u + ∆k2v)]X(u, v). (2.4)
The shifted images are sampled with sampling period T1 and T2 to generate the LR image
yk[n,m] = xk(nT1 +∆k1 ,mT2 +∆k2). Let us denote the DFT of the LR images as Υk[Ω1,Ω2].
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where N1 × N2 is the size of the LR image. Assuming that X(u, v) is band-limited, we
can combine (2.4) and (2.5) to relate the DFT coefficients of Υk[Ω1,Ω2] to the CFT. Using
matrix form, we write the following:
Υ = ΦX, (2.6)
where Υ is a K×1 column vector whose k-th element represents Υk[Ω1,Ω2], X is a N1N2×1
column vector containing the unknown CFT coefficients, and Φ relates Υ and X. Therefore,
we wish to determine Φ and solve for X. We can then use the inverse DFT to obtain the
reconstructed image.
The frequency domain approach assumes that the LR images are blur- and noise-free
and global translations of each other. As discussed in Chapter 2.3, the LR images captured
from the image sensor will contain both blur and noise. However, the assumption of a
global translation between images is even more constraining. This assumption restricts
independent motion of objects between LR images, i.e., all objects are constrained to move
in the same direction. This assumption is almost always violated in real image sequences.
Although attempts have been made to extend the frequency domain approach to handle blur
and independent motions [20][21][22], these methods introduce complex models. Because
of this, the majority of the methods in the literature focus on reconstruction in the spatial
domain.
2.5.2 Nonuniform Interpolation Approaches
We now turn to spatial domain methods for SR reconstruction. To make the SR problem
more tractable, we begin by making some assumptions and simplifications. Returning to
the model in (2.1) from Chapter 2.4, we assume that Bk is the same for all K frames, i.e.,
Bk = B. We further simply our model by assuming that B is Linear and Spatial Invariant
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(LSI), which allows us to write
Yk = DMkBX + Nk, k = 1, 2, ...,K. (2.7)
We note that these assumptions are not valid for spatially varying blur such as out-of-focus
blur, motion blur, etc. The model in (2.7) can be separated into the following three stages:
1) motion estimation between LR images, 2) nonuniform interpolation to align the LR
pixels onto the HR grid, and 3) deblurring and noise removal to recover X.
Several approaches have been proposed in the literature that perform a nonuniform in-
terpolation of the LR image pixels followed by a deconvolutional algorithm with noise re-
moval. Ur and Gross [23] generalized the multichannel sampling theorem of Papoulis [24]
and Brown [25]. Alam et al. [26] proposed an interpolation scheme based on weighted
nearest neighbors. Nguyen and Milanfar [27] proposed a wavelet-based interpolation al-
gorithm. Danielyan et al. [28][29] proposed an algorithm based on adaptive filtering, and
Hardie proposed an algorithm based on Weiner filtering [30].
Notable nonuniform interpolation approaches that have recently appeared in the SR
literature are the nonlocal-means by Protter et al. [31] and the kernel regression methods of
Takeda et al. [32]. In general, nonuniform methods are computationally efficient and allow
for real-time applications. However, these approaches are limited in the simple models that
they employ. The assumption that the blur and noise is the same for every LR image is
not valid for real images. In addition, the reconstruction tends to be suboptimal since each
stage is independent of the other stages. For example, errors in the motion estimation and
interpolation stages are not taken into account in the final result. As we shall see later, the
errors in the motion estimation step will have the greatest effect on the quality of the HR
image.
2.5.3 Stochastic Approaches
In stochastic approaches, the HR image and motion between LR images are taken as ran-
dom variables. Using the stochastic approach, we wish to maximize the probability of HR
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image X given a vector-wise ordering of LR images, Y, and the combined matrix A given
in (2.3) from Chapter 2.4. If we assume that matrix A is already known, which is the usual
(but limiting) assumption, we can express the maximization problem as follows:
X = arg max
X
Pr(X|Y, A). (2.8)
Using Bayes’ rule, we recast the problem as
X = arg max
X
Pr(Y|X, A)Pr(X), (2.9)
where Pr(Y|X, A) is the data likelihood and Pr(X) is the prior term for the desired HR
image. Recalling (2.3) from Chapter 2.4, we express the noise component N as
N = Y − AX. (2.10)
If we make the least-constraining assumption that N is Gaussian with zero-mean, the data
likelihood can be expressed as follows:








The prior term, Pr(X), can be expressed using many different distributions. Because of
multiple possible sources of error (registration error, noise, blurring), we do not consider a
uniform prior. Instead, we consider priors that regularize the ill-posed nature of the system.
Comparisons of different image priors on the quality of the reconstructed HR image were






where Z is a normalization factor, α weights the contribution of the prior, and V(X) is a
non-negative potential function. Given the data likelihood and HR image prior, we use
(2.9) to form the Maximum a Posteriori (MAP) solution as follows:













Minimizing the negative of the log-likelihood allows us to write





‖Y − AX‖2 + αV(X)
}
, (2.14)
where we have eliminated Z since it does not depend on X. As mentioned in [18], many
different priors have been proposed, but no single prior stands out as the best. However, the
most commonly used priors are the Gaussian Markov Random Field (GMRF), the Huber
MRF, and the Total Variation (TV) norm.
Regardless of the prior used, it is desired to regularize the HR image by choosing a
prior that results in “natural images.” Natural images tend to be highly non-Gaussian [34];
their distributions tend of have heavy tails. Therefore, use of the GRMF prior tends to
over smooth the image by penalizing edges and textured regions. To improve upon the
GRMF prior, the Huber MRF (HMRF) was proposed. The HRMF uses heavier tails than
the GMRF and models the potential function, V(X), as follows:
V(X) =

X̂2 |X̂| ≤ γ
2γ|X̂| − γ2 otherwise
 , (2.15)
where X̂ is the first derivative of the image and γ is a threshold that allows the prior to both
enforce smoothness and preserve edges [35]. The TV norm has received a lot of attention in
the literature [36][37][38]. Like the HRMF, the TV norm preserves edges while enforcing
smoothness. The TV prior can be expressed as follows:
V(X) = ‖∇X‖1, (2.16)
where ∇ is a gradient operator that penalizes the total amount of change in the image and
‖ · ‖1 represents the `1 norm. A robust version of TV, bilateral TV (BTV) was proposed in
[39].
In the MAP approach discussed above, we have assumed that both the motion and blur
are known. However, it has been shown that the HR image reconstruction can be improved
if we treat the motion and blur as unknown parameters [40][41][42]. These approaches
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are generally referred to as “Joint MAP Restoration.” However, without simple parametric
forms, these approaches are too complex to be used in real-world applications.
2.5.4 Projection onto Convex Sets Approach
The Projection onto Convex Sets (POCS) approach is a set theoretic restoration method.
The POCS method incorporates prior knowledge about the solution into the reconstruc-
tion process by formulating multiple convex sets. Given that the sets have a nonempty
intersection, the desired HR image lies within the sets. Note that even if the sets do not
intersect, POCS will still find the minimum distance between the sets. To find the HR
image, projection operators are used project from one set to the next given an initial HR
estimate. Constraining the sets to be convex guarantees convergence of POCS. However,
in the case that the intersection is empty, it is necessary to determine a stopping criterion to
force convergence.
The choice of convex sets is very flexible; each set can represent different image priors
and handle complex, nonparametric models. We introduce two sets that are directly ap-
plicable to SR reconstruction. The first set, commonly referred to as the data consistency
constraint set, is based on (2.3) in Chapter 2.4. We define the data consistency constraint,




∣∣∣r(x)[m1,m2, k]∣∣∣ ≤ δ0} , (2.17)
where k is the current LR image in the set of K images, x[n1, n2] is the HR image pixel, δ0
is the error we allow, and the error residual, r(x)[m1,m2, k], is defined as follows:
r(x)[m1,m2, k] = y[m1,m2, k] −
∑
n1,n2
x[n1, n2]h[m1,m2; n1, n2, k], (2.18)
where y[m1,m2, k] is a LR pixel in the k-th frame, and h[m1,m2; n1, n2, k] is the blur Point-
Spread Function (PSF).
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The second convex set applicable to SR reconstruction is the set of amplitude con-
straints that limits the amplitude of the pixel values. Given an eight-bit image, the ampli-
tudes should be restricted from A1 = 0 to A2 = 255. We can express this set as follows:
CA[m, n] = {x[m, n] | A1 ≤ x[m, n] ≤ A2} . (2.19)
With the two convex sets given above, we are interested in finding the HR image, X,
which lies in the intersection of CD and CA, i.e., CD ∩CA. The POCS solution can be found
using the following recursion:
Xk+1 = PAPDXk, (2.20)
where X0 is an initial estimate of the HR image, and PA, PD are the projection operators
for sets CA, CD, respectively. The initial estimate of the HR image, X0, is usually taken to
be a interpolated version of one of the LR images.
POCS techniques have been proposed in the literature which handle space-varying
PSFs, motion blur, sensor blur, arbitrary sampling lattices, non-finite aperture time, and
non-zero aperture size [43][44][45][46]. The ability to incorporate these types of con-
straints and priors give POCS an advantage over stochastic approaches. However, a few
issues that make POCS less than optimal are 1) non-unique solution, 2) slow convergence,
and 3) assumed validity of motion parameters. Since the POCS solution depends on the
initial estimate, the choice of X0 in (2.20) will determine the quality of the HR image [47].
Although POCS suffers from slow convergence, the convergence time can be improved
by using relaxed projection operators [48]. The relaxed projection operator, T , can be
expressed as
T = (1 − λ)I + λP; 0 < λ < 2, (2.21)
where I is the identify matrix and P is the projection operator. The third issue, assumed va-
lidity of motion parameters, is generally the most constraining assumption. As previously
mentioned, incorrect motion estimates will result in artifacts in the HR image. In fact, even
a small number of incorrect estimates may render the HR image useless. To handle this,
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previous methods have proposed validity maps that penalize image regions (and hence mo-
tion vectors) which tend to produce invalid motion [46][49]. However, this area is largely
unexplored. We return to this topic in Chapter 4.
Since we wish to focus on the motion estimation problem and preventing errors that
result from motion estimation, we chose the POCS SR method. Our choice was based on
the fact that the POCS method is the most intuitive and least constraining SR method.
2.6 Motion Estimation Problem
All of the SR approaches introduced in the previous section require sub-pixel “true” motion
estimation. However, the word “true” is actually a misnomer since the motion we wish to
estimate is a projection of a 3-D scene onto the 2-D image plane. Therefore, the 2-D
motion estimation problem is ill-posed by construction alone. In addition to the problem
of estimating the motion of pixels whose true motion is in three dimensions; untextured
regions, occlusions, deformations, and others types of complex motion further contribute
to the ill-posedness of motion estimation. In this section, we look at the different models
that may be used to estimate the motion, and we show that there are several types of motion
for which there is no parametric model. After introducing the different models, we choose
the local translation model because of its simplicity, and we introduce block matching and
regularization using this model.
2.6.1 Motion Models
Several different models have been used to characterize the types of motion between two
temporally adjacent images of the same scene. While no model can handle all motion
types, examining the different models is helpful in understanding the sources of motion
error. Toward this extent, we broadly categorize the motion models as a 1) global transla-
tion, 2) local translation, 3) parameter transformations, 4) complex transformations, and 5)
occluded motion.
1. Global Translation. The simplest type of motion between two frames is a global
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translation as shown in Fig. 2.4. In Fig. 2.4, we assume that there is only one object
in the scene, namely, a hexagon. The pixels in the hexagonal shape move down
and to the right as indicated by the arrows. A global translation assumes that every
pixel yc[m, n] in the current image is shifted to ya[m + ∆m, n + ∆n] in the temporally
adjacent image, where ∆m and ∆n are integers and yc[m, n], ya[m, n] denote pixels in
the current and adjacent images, respectively. This is the same assumption made by
the frequency domain approach of Chapter 2.5.1. While there are image sequences
that satisfy this assumption (e.g. camera pan over a static scene), it is not valid in
general.
Figure 2.4. Global translation example.
2. Local Translation. Instead of assuming that every pixel in the current frame is a
globally-shifted version of the pixel in the adjacent frame, the local translation model
allows objects to move in different directions, as shown in Fig. 2.5. In Fig. 2.5, the
pixels in the top hexagon move to the right, and the pixels in the bottom square move
to the left.
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Figure 2.5. Local translation example
Within each region/object, the pixels are shifted by the same amount; i.e., given two





ya[m + ∆m, n + ∆n], (2.22)
where ∆m and ∆n are fixed integers for a chosen pair (Ri,R j) but may vary across
different pairs. The local translation assumption allows for objects in the scene to
have independent motions, i.e., objects are allowed to move in different directions.
The major weakness of the local translation model is that it requires knowledge of
the region boundaries. Since we do not know the segmentation of the objects in the
image, it is possible to choose a region that is on a motion boundary. An example is
shown in Fig. 2.6.
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Figure 2.6. Example of local translation model failure.
In Fig. 2.6, the ball is rotating counter-clockwise and the background is moving to the
right. We assume that the square represents the region of interest, and the direction
of motion for each object is indicated by the arrows. Pixels within the square region
indicated in Fig. 2.6 will undergo different motions. This violates the assumption
that all pixels in the region should undergo the same translation. Another weakness
of the local translational assumption can be described by a phenomenon known as the
aperture problem. The aperture problem states that within a small window (aperture),
different physical motions are indistinguishable. An example of this phenomenon is
shown in Fig. 2.7.
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Figure 2.7. Example of aperture problem.
The true motion of the diamond in Fig. 2.7 is in the upward direction (“Direction of
Motion”), as denoted by the arrow. However, if we confine our field of view to the
inside of the circular viewing window, it will appear that the diagonal edge of the
square is moving to the upper left (denoted by “Apparent Motion”). We can state the
aperture problem more generally as follows: the motion of a homogeneous contour
is locally ambiguous within an aperture that does not contain the entire contour.
3. Parameter Transformations. Other types of motion can be represented in mathe-
matical form using parameter transformations such as the affine transformation, bi-
linear transformation, and perspective transformation. These types of transformation
are considerably more complex than the translation models since they require several
parameters to be estimated. For example, an affine transformation requires six param-
eters to be estimated, whereas a perspective transformation requires ten parameters to
be estimated (assuming that object surface is planar). In addition, all of the estimated
parameters require floating point precision, which limits the hardware-friendliness of
such models. Since the affine transformation model is the most commonly used (to
limit computational complexity), we only discuss this model. The affine model han-
dles rotation, scaling, and/or shearing. For a pixel position [m, n] in adjacent image
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where parameters a0 and b0 represent a translation, and parameters {a1, a2, b1, b2} can
be used to represent a rotation, scaling, and/or shearing.
4. Complex Transformations. We classify complex transformations as the deforma-
tion of an objects between temporally adjacent images such that the original form of
the object has changed. One example of complex motion is shown in Fig. 2.8. In
Fig. 2.8, the man’s lips undergo different deformations that make it more difficult to
estimate the motion.
Figure 2.8. Example of complex motion.
The example shown in Fig. 2.8 is a complex motion because it requires a model that
describes how the lips change from one image to the next. While scaling, shear,
rotation, and translation can be handled by the affine motion model [50][51], the
type of deformation shown in Fig. 2.8 generally requires a more complicated model.
Node-based and mesh-based motion estimation have been proposed in the literature
to handle deformation [52][53]. However, these methods are computationally expen-
sive. Even more problematic, however, is that all of the models are sensitive to region
selection. If a region is chosen such that it contains multiple objects with independent
motions, all of these models will perform poorly.
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5. Occluded Motion. Occlusion refers to the covering or uncovering of an object be-
tween temporally adjacent images. However, we broaden this category to include
objects that appear in one image but not in the temporally adjacent image, e.g. disap-
pearing objects or fast moving objects. An example of occlusion is shown in Fig. 2.9.
In Fig. 2.9, the car that is moving to the left is occluded by the building.
Figure 2.9. Example of occlusion.
For an occluded object, it is not possible to directly find a displacement vector which
describes the motion of pixels between temporally adjacent images. In practical
motion applications, it is generally sufficient to detect that an occlusion has occurred
and mark the motion of the occluded object as invalid. In the context of SR, it is not
possible to use the pixels where occluded motion has been detected since there is no
pixel correspondence in the adjacent image.
Because of the model difficulties illustrated above, new methods have been proposed to
avoid explicitly having to estimate the motion field [32][54]. These methods show promis-
ing results; however, they require pixel-level accurate MVs as an initialization [32].
Our intention is not to develop a solution that handles all possible motion types. To
do so would result in a prohibitively expensive implementation, which is only the first step
in the SR reconstruction. The majority of motion estimation algorithms in the literature
use either block matching or optical flow to determine a dense motion field. Although
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optical-flow-based algorithms provide superior motion vector (MV) quality over block-
based algorithms [3], they do so at the expense of high computational complexity and long
run times. In the interest of real-time applications, block matching algorithms provide a
flexible trade-off between complexity and MV quality [55].
Block matching requires the use of the translational-motion model and brightness-
constancy assumption to estimate the motion of blocks between image pairs. Unfortunately,
these two requirements are often violated for real images; the actual motion can only be
approximated as a translation for small displacements, and the brightness-constancy as-
sumption does not hold for illumination changes due to non-uniform lighting, shadows,
etc. Block matching is also sensitive to block size. Large blocks are needed to avoid lo-
cal minima; however, large blocks produce poor matches compared to small blocks. To a
large degree, the block size problem is minimized by using a hierarchical block matching
framework (HBM) [16].
Even with the limitations of the translational-motion model and brightness-constancy
assumptions, block matching algorithms perform surprisingly well. In the next section, we
introduce the general block matching framework followed by the HBM framework.
2.6.2 General Block Matching
Block matching algorithms make use of the brightness constancy assumption, which as-
sumes that image pixels retain their luminance values over a spatiotemporal displacement
path, i.e.,
I(x, y, t) = I(x + ∆x, y + ∆y, t + ∆t), (2.24)
where I(x, y, t) is a continuous representation of the pixel luminance; ∆x and ∆y represent
the spatial shift; and ∆t represents the temporal shift. The brightness constancy assumption
in (2.24) is violated when the illumination of the scene changes between successive images;
however, it is generally valid for small spatiotemporal displacements [56].
To make use of the brightness constancy assumption, block matching algorithms divide
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the image into square regions generally referred to as blocks. To reduce complexity, the
image is usually divided into blocks of f ixed size; however, variable block size algorithms
were proposed in [57][58]. Approaches that handle variable block sizes generally fall into
the area of image segmentation, which is outside the scope of reduced-complexity block
matching approaches. However, we note that different square block sizes will be useful in
a hierarchical block matching framework, which we return to in Chapter 2.6.3.
With the image divided into blocks of predetermined size, the task of the block match-
ing algorithm is to locate the block in the temporally adjacent image that best matches
the block in the reference image. Note that the temporally adjacent image may fall before
(backward block matching) or after (forward block matching) the reference image. In order
to quantify the “best match,” different metrics have been proposed [59] in accordance with
(2.24). Correlation-based approaches are generally favored due to their robustness and low
complexity [60]. Block matching methods in the literature almost exclusively use the Sum
of Absolute Deviations (SAD) correlation metric. Given a block at position [m, n] in the
adjacent image, the SAD metric can be expressed as follows:





∣∣∣r[i, j] − s[m + i, n + j]∣∣∣, (2.25)
where N × N is the block size, r[i, j] is a pixel in the reference image, and s[m + i, n + j] is
a pixel in the temporally adjacent image.
The previous assumption of small spatiotemporal displacements between successive
images in (2.24) implies that the block at position [m, n] will be located in a neighborhood
of the block at position [i, j] in the reference frame. An example is shown in Fig. 2.10.
In Fig. 2.10, the “concentric block” represents the block at position [i, j] in the reference
frame. A search window is formed around the concentric block in the adjacent frame to
locate the block at position [m, n] which minimizes the SAD metric.
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Figure 2.10. Forming search window around block to find minimum SAD.
The block (and hence motion vector(MV)) that minimizes the SAD will become the
MV for the block at position [i, j], i.e.,
MVi, j = {(k, l) | S AD(k, l) ≤ S AD(m, n);−R ≤ m, n ≤ R − 1} , (2.26)
where MVi, j is the MV for the block at position [i, j] and [−R,R − 1] is the search range.
In order to maximize the probability of choosing the correct MV with the SAD metric,
it is necessary to consider the following:
1. The choice of R for the search range.
2. The block size, B.
3. How to handle large motions between images.
4. Where to initialize the search.
To ease the sensitivity of 1), 2) and for large motions 3), we introduce the Hierarchical
Block Matching (HBM) algorithm. To handle 4), we develop an initialization strategy in
Chapter 3.2.
2.6.3 Motion Estimation via Hierarchical Block Matching
As discussed in the previous section, our ability to choose the correct MV depends on
the block size and search range. The validity of the MVs is also influenced by block
size. Choosing larger blocks will result in less false matches; however, a large block may
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contain multiple objects with independent motions. Therefore, we desire an algorithm that
combines the use of large and small blocks, where large blocks are used for an initial
estimate of the motion, and smaller blocks are used to refine the estimate.
In order to accommodate for large displacements between images, it is necessary to
increase the search range. However, it is prohibitively expensive to search the entire image
for a matching block. Therefore, we wish to restrict the search range as much as possible
in order to reduce computation time.
Hierarchical Block Matching (HBM) allows us to combine the advantages of small and
large blocks, and the search range can be reduced as the algorithm progresses. The idea
behind HBM is to create a pyramid for the pair of images whose motion we wish to estimate
[16]. A three-level pyramid representation of two images is shown in Fig. 2.11. The top
level in Fig. 2.11 is the lowest resolution image, which is obtained by low-pass filtering
and subsampling the original image. The resolution of the images in the pyramid increases
as the bottom level is reached. At the bottom level, the pyramid may contain the original
image, or in the case of SR approaches, an interpolated version of the original image. The
number of levels in the hierarchy will depend on the size of the original images as well as
the desired sub-pixel accuracy for the MVs. Note that subpixel MVs may also be generated
without interpolation [61][62][63][64].
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Figure 2.11. Hierarchical pyramid representation.
Following the creation of a pyramid for each image, the HBM algorithm performs block
matching at each level successively, starting with the lowest resolution level [16]. The
lowest resolution level uses large blocks and a modest search size to determine a rough
estimate of the MVs. The MV estimates from the lower-resolution level are then passed
up to the next higher-resolution level to initialize the search. As the algorithm progresses
to a higher-resolution level, the search and block size may be decreased since the previous
level provided an initial estimate. The progression of the HBM algorithm is illustrated in
Fig. 2.12.
Figure 2.12. Hierarchical block matching progression.
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Although HBM overcomes many of the difficulties associated with general block match-
ing, it is important to note that the quality of matches at the next level of the hierarchy will
depend on the quality of matches at the current level of the hierarchy; i.e., it is necessary to
ensure that only valid motion vectors are passed to the next level of the hierarchy. There-
fore, it is necessary to refine the MVs at each level before passing them to the next level of
the hierarchy.
The SAD correlation metric introduced in Chapter 2.6.2 is a non-convex function; as
the image resolution increases and the block size decreases in the HBM framework, the
number of local minima increase. Therefore, it is necessary to introduce regularization in
order to reduce the number of minima and make the motion estimation problem convex.
In the next section, we introduce a regularization term that takes into account the spatial
neighbors of the desired motion vector.
2.6.4 Regularization
To understand why it is necessary to regularize the results of block matching, consider the
uniform region shown in Fig. 2.13. In Fig. 2.13, the block in the current/reference frame
will match well with all of the blocks in the search window of the adjacent frame.
Figure 2.13. Example of multiple matches in a uniform region.
Therefore, without any prior knowledge or constraints, it is not possible to choose the
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correct block. In real images, uniform regions and regions with repeating patterns are
prevalent, making block matching an ill-posed problem.
Regularization methods introduce additional constraints in order to solve ill-posed prob-
lems. In the context of motion estimation, these constraints are generally referred to as
smoothness constraints [65][66]. Smoothness constraints are based on the notion that
blocks belonging to the same object should undergo the same displacement and thus have
the same MV. As an example, consider the center block for the region shown in Fig. 2.14.
The object in Fig. 2.14 is part of the calendar taken from the “Mobile and Calendar” se-
quence. We assume that the calendar is moving up and to the right, which is consistent with
MVs of the neighboring blocks. The center block, however, shows a MV that is inconsistent
with its neighbors.
Figure 2.14. Imposing smoothness using neighboring MVs.
If it is known that the center and neighboring blocks (and MVs) belong to the same ob-
ject, smoothness requires that the center block have the same MV as its neighbors. There-
fore, the MV of the center block should be replaced by one of its neighbors. Note that this
is only half of the picture; the MV of the center block should only be replaced by one of its
neighbors if it also minimizes the SAD. True motion estimation methods in the literature
[65][67][68][69][70] have proposed a cost function which penalizes the deviation of the
reference MV from its neighbors.
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Before we evaluate different possible cost/penalty functions, it is first necessary to com-




In the previous chapter, we chose the local translational model and introduced both block
matching and regularization. In this chapter, we examine how to combine both block
matching and regularization into a joint framework in order to determine the optimal MV. In
this chapter, we are not interested in minimizing the block matching or regularization terms
individually, but a joint minimization of both terms. We introduce a Lagrange multiplier to
accelerate convergence of the MVs and to put more weight on the regularization term than
the smoothness term. Following the development of the joint minimization framework,
we discuss the steps necessary to develop a robust hierarchical-based motion estimation
algorithm.
3.1 Energy Minimization Framework
Regardless of whether optical flow, block matching, or some other type of framework is
used for motion estimation, the motion estimation problem can generally be formulated as
the following energy minimization problem:
E = min
i
{D(I0, I1, vi) + λR(vi)} , (3.1)
whereD(I0, I1, vi) is a data term that measures the similarity of images I0 and I1 for a given
MV vi, R(vi) is a regularization term which penalizes deviations in the smoothness of the
motion field, and the Lagrange multiplier λ is used to weight the regularization term over
the data term. The goal of the motion estimation problem is to choose a MV vi such that
the energy in (3.1) is minimized.
We now consider how to generate the energy minimization framework of (3.1) for
block-based motion estimation. To do so, we develop a Bayesian framework that combines
the SAD and smoothness constraints from Chapter 2.6.2 and Chapter 2.6.4 to determine
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which MV minimizes the overall energy. It is important to note that we only consider spa-
tial MVs in the smoothness constraints. For the first two frames a video sequence, there
are no temporal MVs available, and therefore we can only consider the spatial MVs. To
consider all spatial neighbors (e.g., horizontal, vertical, and diagonal), it is first necessary
to determine a MV for each block in the image by minimizing with respect to the SAD
only.
In terms of a Bayesian framework, we wish to maximize the probability of choosing a
MV given the SAD error between motion-compensated blocks in the adjacent image and
the spatial MVs of blocks in the current image. The MV vi for the block under consideration
in the current image and its spatial MVs vs form a set of candidate MVs, Vk×k, where k × k
is the size of the neighborhood. Using Bayes’ theorem, we relate the current MV to the
SAD error and spatial MVs as follows:
p(vi | d, vs) =
p(d | vi, vs)p(vi | vs)
p(d | vs)
, (3.2)
where d is the SAD error between the motion-compensated blocks, vs contains the spatial
MVs, and vi is one of the MVs from Vk×k. We now examine each term on the right-hand
side of (3.2). The first term, p(d | vi, vs), can be written as p(d | vi) since the SAD error d
only depends on the current MV and not its spatial neighbors. If we assume that the SAD
error is additive, white, Gaussian noise, then p(d | vi) can be rewritten as






∣∣∣I1(x) − I0(x + vi)∣∣∣ , (3.3)
where σ2 is the variance of the pixel differences, x is the pixel position within a square
block B of pixels, and I1, I0 represent the current and adjacent images, respectively. From
(3.3), it can be seen that each pixel within block B of the current image I1(x) is subtracted
from the corresponding motion-compensated pixel in the adjacent image, I0(x + vi).
The second term on the right-hand side of (3.2), p(vi | vs), denotes the conditional
probability of MV vi given the spatial MVs, vs. This term represents the prior term in the
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Bayesian formulation, and under the assumption of having Markovian properties, can be
expressed as a realization of a Gibbs random field [71]. We therefore express p(vi | vs) as a
Gibbs distribution as follows:
p(vi | vs) =
1
Z
exp {−U(vi | vs)} , (3.4)
where Z is a normalizing constant and U(vi | vs) is an energy function which measures
the similarity of MV vi to the spatial MVs, vs. We use the energy function to define the
“smoothness” of the MV field. A MV field is described as smooth if the differences between
the current MV and spatial MVs is small, and the energy is minimized. To characterize
the smoothness, we wish to find a robust metric which penalizes the deviation of MVs.
Therefore, we express the energy function of (3.4) as
U(vi | vs) =
∑
j∈vs
V(vi, v j), (3.5)
where V(vi, v j) is a function that assigns a penalty to the deviation of vi and v j.
The term in the denominator of (3.2) is not a function of vi and can be replaced with a
constant. Next, we combine (3.3), (3.4), and (3.5) to maximize the right-hand side of (3.2).
To find the MV v̂i which maximizes the right-hand side of (3.2), i.e.,
v̂i = arg max
i
p(d | vi, vs)p(vi | vs), (3.6)
we substitute (3.3),(3.4), and (3.5). Therefore, (3.6) becomes


















An equivalent representation of (3.7) can be formed by ignoring the constant terms and
minimizing the negative logarithm, i.e.,









We re-write equation (3.1) for minimizing the overall energy below, which was introduced
at the beginning of this section.
E = min
i
{D(I0, I1, vi) + λR(vi)} (3.9)
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If we equate the terms in (3.9) and (3.8), we see that
D(I0, I1, vi) =
∑
x∈B





V(vi, v j). (3.11)
Note that we have introduced Lagrange multiplier λ in (3.9) to weight the smoothness term
over the data term. The choice of Lagrange multiplier is discussed in Chapter 3.3.
We now turn to the design of each term in (3.9). Minimization of the SAD term is
discussed in the next section, and selection of the penalty function for the smoothness term
is discussed in Chapter 3.3.
3.2 Block Matching Improvements
We expand upon the hierarchical block matching (HBM) algorithm proposed by Bierling
[16] and discussed in Chapter 2.6.3. Specifically, we address the block search strategy used
to minimize the SAD term in (3.10).
Block-matching-based algorithms in the literature form a search window in the adjacent
frame around the block whose MV is to be determined as shown in Fig. 3.1. Then, a search
for the block which minimizes the SAD is performed in raster scan order (indicated by
arrows in Fig. 3.1).
Figure 3.1. HBM using raster scan order.
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To see why raster scan search is sub-optimal, consider a block that resides in a uniform
region, i.e., the majority of the blocks in the search area have the same SAD error. In this
case, the block in the top left corner of the search window will always be selected as the
block with the minimum SAD value.
To improve the likelihood of selecting the best block in the event that multiple blocks
produce the same SAD value, we propose a spiral search strategy. Spiral search relies on
the observation that the block which minimizes the SAD error is likely to be in the vicinity
of its corresponding block in the temporally adjacent frame. An example of spiral search
is shown in Fig. 3.2.
Figure 3.2. HBM using spiral search order.
As shown in Fig. 3.2, the search begins by comparing near neighbors before moving to
blocks in the corners of the search window.
As previously discussed in Chapter 2.6.3, large displacements between temporally ad-
jacent frames are handled by the HBM algorithm. Therefore, given an initial estimate of
the motion, it is reasonable to assume that block which minimizes the SAD will be in the
vicinity of the initial estimate. We show that spiral search performs better than raster scan
in terms of the quality of MVs. To do so, real and synthetic image sequences from the
Middlebury database [3] with ground truth MVs were used. These sequences cover a wide
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array of image and motion types, and have become the standard benchmark in the litera-
ture. We chose sequences with nonrigid motion, realistic synthetic sequences, and stereo
sequences of static scenes.
For the seven different image pairs listed in Table 1, a comparison of the endpoint error
(EE) for raster scan and spiral search is shown. The EE is given as follows:
EE =
√
(u − uGT )2 + (v − vGT )2, (3.12)
where (u, v) is the computed MV and (uGT , vGT ) is the ground-truth MV. Note that the
motion estimation algorithm used to produce the MVs for raster scan and spiral search
contains both the data and regularization term in the energy framework of (3.9). However,
since we delay the discussion of the regularization term until the next section, we do not
give the details of the algorithm here. However, it suffices to say that the results for raster
scan and spiral search both use the same motion estimation algorithm.
For the raster scan results in Table 1, the size of the block matching search area was
reduced to approximately half of the size used for spiral search. Without this reduction, the
EE for raster scan would be much larger.
Table 1. Improvement of spiral search over raster scan.
Image Pair Raster Endpoint Error Spiral Endpoint Error Improv. in dB
Dimetrodon 0.292 0.254 0.60dB
Grove2 0.373 0.351 0.26dB
Hydrangea 0.332 0.276 0.80dB
Rubber 0.275 0.252 0.37dB
Urban2 2.75 0.572 6.82dB
Urban3 1.93 1.30 1.70dB
Venus 0.541 0.433 0.97dB
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As shown in Table 1, spiral search outperforms raster scan for all of the sequences. The
large improvement seen for the “Urban2” and “Urban3” sequences can be explained by
the large motions present in those sequences. Raster scan is very sensitive to the size of
the search area, and a large search area will result in many bad matches. However, a large
search area is needed to capture large displacements that are present in the ‘Urban2” and
“Urban3” sequences. These conflicting requirements are greatly improved by spiral search.
3.3 Penalty Function Design & Lagrange Multiplier
We continue the development of the Bayesian framework from Chapter 3.1 by examining
the second term of (3.9), namely, the regularization/smoothness term. For the smoothness
term, it is necessary to determine how many MVs should be considered, i.e., the neighbor-
hood size, as well as how to penalize deviations among MVs.
The two neighborhoods considered are referred to as first- and second-order neighbor-
hoods, and are shown in Fig. 3.3. First-order neighborhoods contain the horizontal and
vertical neighbors, and second-order neighborhoods contain the diagonal neighbors in ad-
dition to the horizontal and vertical neighbors. In Fig. 3.3, vi represents the reference MV
and the vs’s represent the spatial MVs.
Figure 3.3. First- and second-order neighborhoods.
To penalize MV deviations, we consider the following penalty functions:
1. `1 norm: Smoothness =
∑
j∈vs
∥∥∥vi − v j∥∥∥1. For MV vi, each MV v j in neighborhood vs is
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subtracted and summed.
2. `1 norm with global minimum: Smoothness = min
j∈vs
(∥∥∥vi − v j∥∥∥1). The MV v j which
has the minimum `1 norm with MV vi determines the smoothness term.
3. `1 norm with median: Smoothness = ‖vi −median (vk)‖1, where vk ∈ {vi, vs} The `1
norm between vi and the median MV of the set which includes vi and neighbors vs
decides the smoothness term.
Using the spiral search of the previous section, we evaluate each of the three penalty
functions for both first- and second-order neighborhoods. The image sequences used for
comparison are taken from the real and synthetic sequences of [72] with known ground-
truth MVs. The results for penalty functions 1), 2), and 3) are shown in Tables 2, 3, and 4,
respectively. Note that all PSNR values are given in dB. Similar to the results for the
raster scan versus spiral search of the previous section, we give the results for the different
smoothness functions without having introduced the full motion estimation algorithm. It is
sufficient to state that the penalty function is the only parameter that changes, and therefore
the details of the algorithm can be left out. In all the results, the value of λ in (3.9) is set to
one, i.e., the smoothness term is unweighted.
Table 2. PSNR (in dB) of motion vector error for L1 norm only.
“Box” “Checker” “City” “Office” “Sphere” “Street”
Neighborhood
PSNR PSNR PSNR PSNR PSNR PSNR
First-order 36.47 26.71 38.03 43.77 46.41 47.89
Second-order 37.85 26.96 38.67 44.74 47.52 49.50
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Table 3. PSNR (in dB) of motion vector error for L1 norm with global minimum.
“Box” “Checker” “City” “Office” “Sphere” “Street”
Neighborhood
PSNR PSNR PSNR PSNR PSNR PSNR
First-order 35.62 26.11 37.73 43.17 45.28 47.55
Second-order 36.41 26.04 36.74 42.80 45.09 46.86
Table 4. PSNR (in dB) of motion vector error for L1 norm with median.
“Box” “Checker” “City” “Office” “Sphere” “Street”
Neighborhood
PSNR PSNR PSNR PSNR PSNR PSNR
First-order 36.15 26.01 36.61 43.08 45.78 47.11
Second-order 35.46 26.02 37.69 42.73 45.11 47.51
From the results in Tables 2, 3, and 4, we conclude that the `1 norm produces the highest
PSNR, a 1.79 dB average improvement over the next closest PSNR, the median penalty
function. For the `1 norm, the choice of a second-order neighborhood over a first-order
neighborhood results in a 3.35 dB average increase in PSNR. We also considered several
other penalty functions such as a truncated linear model and averaging penalty function.
However, we ruled out the truncated linear model because of the difficulty in choosing a
truncation parameter. The averaging penalty function was ruled out because of the low
PSNR compared to other penalty functions. Based on the superior performance and low-
complexity of the `1 norm with the eight-connected neighborhood, we used this penalty
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function and neighborhood in all subsequent chapters.
We now turn to the Lagrange multiplier λ given in (3.9). The purpose of the Lagrange
multiplier is to weight the smoothness term over the data term. For regions with little or no
texture, it is necessary to choose a large value of λ in order to propagate MVs from regions
where there are not a large number of local minima, i.e., regions that contain more structure
or texture. However, choosing a large value of λ will also oversmooth edges and motion
boundaries. Therefore, to choose the optimal value of λ, the segmentation of the image
must be known. However, in the interest of keeping the computational complexity low, we
do not wish to find the segmentation of the image. Instead, we perform a sensitivity analysis
to determine a small initial value for λ, and we increase the value of λ in proportion to the
iteration number of (3.9). From our experiments, we have determined that approximately
three iterations of (3.9) are necessary for the MVs to converge.
To conduct the sensitivity analysis, we used eight image sequences with known ground
truth from the Middlebury [3] database. Since we have not yet discussed the details of
the motion estimation algorithm, it suffices to say that all parameters in (3.9) were kept
constant except for the value of λ. We varied the value of λ from 16 to 220, and for each
of the three iterations, the value of λ was multiplied by the iteration number (e.g., λ = 16
in the first iteration, λ = 32 in the second iteration, and λ = 48 in the third iteration). The



























Figure 3.4. Comparison of endpoint error for different values of λ.
As shown in Fig. 3.4, the endpoint error is not very sensitive to the value of λ. Over
the course of several experiments, we found that setting λ = block size provided the lowest
endpoint error when averaged across a wide variety of image sequences. In Fig. 3.4, this
would correspond to a λ value of 32.
There is a trade-off between choosing the value of λ and the design of the penalty
function. For the “Grove 2,” “Grove 3,” and “Urban 3” sequences shown in Fig. 3.4, the
endpoint error is shown to be more sensitive to the value of λ than for the other image
sequences. The greater sensitivity is due to the large number of discontinuities present
in these three sequences. When discontinuities are present, increasing the value of lambda
will cause oversmoothing of the MVs on object boundaries. Therefore, it can be seen that in
order to prevent oversmoothing, an image-driven penalty function is needed, i.e., it is nec-
essary to locate discontinuities in the image and prevent the penalty function from assigning
large values in these regions. Several image-driven penalty functions based on non-local
total variation have been proposed in the literature [73][74]; however, the computational
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complexity of such approaches makes them unsuitable for practical applications.
3.4 Adaptive Hierarchical Motion Estimation using Spatial Priors
In the previous section, we discussed first- and second-order spatial MVs with regard to the
current level in the image hierarchy. However, when utilizing a hierarchical block matching
(HBM) framework, the size of the candidate set may be increased after the MVs for the
first (lowest resolution) level of the hierarchy have been determined. The additional MVs
in the candidate set are taken from the spatial MVs at the previous level of the hierarchy.
If an eight-connected neighborhood is used in the smoothness constraints, the expanded
candidate set will consist of 18 spatial MVs for the desired image pair. The expanded
candidate set is shown in Fig. 3.5.
Figure 3.5. Candidate set using two levels of hierarchy.
As shown in Fig. 3.5, MV ‘5’ (shaded) is the reference MV for the current level, and
MV ‘14’ (shaded) is the corresponding MV for the previous level of the hierarchy. To
determine the MV that minimizes the energy, each of the possible 18 MVs should be tested
in (3.9). We refer to this method as multiple candidate search (MCS), and it will serve as a
basis for comparison with the proposed method.
46
To motivate the proposed method, we examine two possible cases where the block
matching search will fail. For the spiral search strategy introduced in Chapter 3.2, the
initial search direction is ambiguous. Rather than performing the search in the clockwise
direction, the search could also be performed in the counter-clockwise direction. In addi-
tion, the first searched block could be any of the neighboring blocks.
Two cases where multiple matches may exist depending on the search direction are
shown in Fig. 3.6.
Figure 3.6. Examples of images containing multiple matches.
The image on the left contains vertical window blinds that repeat in the horizontal di-
rection. The solid block in the image represents the block whose MV we wish to determine,
and the blocks with dotted lines represent possible matches. The image on the right con-
tains a pattern taken from a textured region. Similarly, the solid block represents the block
whose MV we wish to determine, and the blocks with the dotted lines represent possible
matches.
Even in the absence of motion, there will be multiple minimums for the blocks in both
images. However, a unique minimum can be found in both images if a larger block size is
used. Fortunately, the HBM framework is well-suited to handle such cases. In the HBM
framework, the initial level of the hierarchy contains large blocks which provide an initial
estimate of the motion. Therefore, we wish to take advantage of the previous level’s MV
to infer the best matching block at the current level of the hierarchy.
To solve for the problem of multiple matches in Fig. 3.6, other works [66][70] have
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introduced new MVs into the candidate set by adding normal distributed noise, i.e.,
vnew =
{
vold + n | n ∼ N(0, σ2)
}
, (3.13)
where vold is one of the MVs in the original candidate set, and vnew is a new MV introduced
into the candidate set by adding normal distributed noise, n. However, we do not consider
this approach for various reasons: 1) it is difficult to determine how many candidates to
include and how to choose the value of σ; 2) since new candidates are randomly introduced
without regard to the data, it is possible that a bad minimum may be introduced in the
candidate set; 3) the computation time significantly increases as more candidates must be
tested in (3.9).
In the proposed method, we introduce two energy terms similar to (3.9). The first term,
SADmin, represents the minimum SAD value for the current level of the hierarchy without
regard to any spatial MVs from the previous level. The second term, Smoothnessmin, rep-
resents the MV that has the smallest penalty with the previous level’s MVs. This term is
computed for each searched block. We then form the following two expressions:
E1 = SADmin + Smoothness1
E2 = SAD2 + Smoothnessmin, (3.14)
where Smoothness1 is the penalty (using previous level’s MVs) for the MV determined by
SADmin, and SAD2 is the SAD value for the block whose MV produced the Smoothnessmin
value.
The decision rule for choosing one of the two possible MVs is given as follows:





where MV1 is the MV corresponding to E1 and MV2 is the MV corresponding to E2. The
decision rule in (3.15) is based on empirical evidence which suggests that greater preference
should be given to the block which minimizes the SAD error (E1) rather than the block
which minimizes the MV penalty, i.e., E2.
3.4.1 Results
In this section, we show that using smoothness constraints in HBM improves the qual-
ity of the motion field. All of the results shown in this section were generated using the
Middlebury test sequences with known ground-truth MVs [3].
We compare the proposed method of introducing smoothness constraints into HBM
with MCS using the endpoint error metric, which is given as follows:
EE =
√
(u − uGT )2 + (v − vGT )2. (3.16)
In (3.16), (u, v) is the computed MV and (uGT , vGT ) is the ground-truth MV.
Image Pair MCS Endpoint Error Proposed Endpoint Error Improv. in dB
Grove2 0.353 0.330 0.30dB
Grove3 0.813 0.793 0.11dB
Hydrangea 0.277 0.270 0.11dB
Rubber 0.252 0.245 0.12dB
Urban2 0.579 0.565 0.11dB
Urban3 1.32 1.21 0.38dB
Venus 0.434 0.391 0.45dB
Table 5. Improvement of proposed algorithm over MCS.
As shown in Table 5, the proposed algorithm results in an improvement for all of the
test sequences. The ‘Venus” sequence showed the largest improvement (0.45dB), and the
average improvement for all sequences was 0.23dB.
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The combination of spiral search and smoothness constraints in HBM also reduces the
required number of bits needed to represent the MVs. In a video coding context, this
reduces the number of bits to be transmitted. For the sequences shown in Table 5, the
proposed methods save an average of 1632 bits (204 bytes) per image pair.
3.4.2 Summary
The results in this section show that applying smoothness constraints in HBM produces an
improvement in the quality of the motion field without increasing the size of the candidate
set or introducing bad minimums. For the “Grove2”, “Urban3”, and “Venus” sequences
of Table 5, which contain large motion discontinuities, the proposed method was shown to
significantly outperform the MCS approach.
3.5 Preliminary Motion Estimation Algorithm
In this section, we combine the results of the previous sections in order to present a pre-
liminary motion estimation algorithm. We consider how many levels the image pyramid
should have in an HBM framework, how to choose the block size and search size, and how
to refine the MVs at each level of the hierarchy before passing the MVs to the next level
of the hierarchy. The results given in this section are based on experiments using several
image and video sequences, and have been shown to be robust for different image sizes and
frame rates. Improvements to the preliminary algorithm introduced in this section will be
made in subsequent chapters.
The original energy minimization problem has not changed; we still wish to find the




{D(I0, I1, vi) + λR(vi)} . (3.17)
We first consider improvements related to the data term, D(I0, I1, vi). In Chapter 3.2, the
hierarchical block matching framework was introduced, and it was shown that the spiral
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search order is an improvement over raster scan. Next, improvements related to the reg-
ularization term R(vi) were considered. In Chapter 2.6.4 and Chapter 3.3, we discussed
regularization and smoothness constraints, and several different penalty functions were an-
alyzed. It was found that the `1 norm provided the best MV quality in terms of endpoint
error. In Chapter 3.3, the sensitivity of endpoint error to the value of λ was discussed,
and it was found that setting λ = block size provided the best trade-off in minimizing the
endpoint error. We now look at how each of these individual parts fits into the motion
estimation algorithm.
To begin, it is necessary to determine both the image resolution and the number of
levels in the image pyramid that will be used for hierarchical block matching. Using more
levels in the pyramid saves computation time, but as shown in [75], it may also degrade the
quality of the MVs. Generally, using a pyramid with three levels provides a good trade-off
between MV quality and performance [75]. To determine the size of the lowest resolution
image in the pyramid, it is first necessary to determine the accuracy of MVs desired. Since
we will later be interested in using SR to produce HR images with a 2X magnification
in spatial resolution, the highest resolution level of the pyramid should contain an image
interpolated by a factor of two1. Therefore, the lowest resolution level of the pyramid will
be half the size of the original image. To generate the image at the lowest resolution level,
it is first necessary to perform Gaussian smoothing prior to downsampling the image in
order to prevent aliasing and provide denoising. A three-level pyramid constructed in this
manner will provide half-pixel accurate MVs.
The next issue to address is the size of blocks and search areas for each level of the
pyramid. Using a wide range of image sequences, our research has shown that the following
block and search sizes are generally sufficient to handle different image sizes and large
displacements:
1Subpixel MVs may also be generated without interpolation [61][62][63][64].
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Table 6. Block sizes and search sizes for three-level image pyramid
Level Block Size Search Size
Level 1 8 32
Level 2 16 64
Level 3 32 128
Note that “Level 1” represents the highest resolution level of the pyramid, and “Level
3” represents the lowest resolution level of the pyramid. In addition to handling different
image sizes and displacements, the block sizes in Table 6 also minimize the number of local
minima that are generated as a result of block matching. We found that using a block size
smaller than 8x8 substantially increases the number of minima, which conversely affects
the overall quality of the motion field. While it is fairly easy to generate image sequences
for which the parameters of Table 6 will not perform well, these parameters perform well
for images/videos having QCIF, CIF, and VGA resolutions and a frame rate of at least 15
frames-per-second.
We now consider energy minimization for one level of the image pyramid. Energy
minimization begins at the lowest resolution level of the pyramid, and the lowest-resolution
level provides an initial estimate for initializing the block matching search at the next higher
resolution level of the pyramid.
Since the regularization term R(vi) in (3.17) requires eight spatial MVs, it is first nec-
essary to determine a MV for each image block prior to minimizing the overall energy
of (3.17). The initial MVs are determined by minimizing the energy with respect to
D(I0, I1, vi) only, i.e., minimizing with respect to the SAD metric.
With the initial MVs from SAD minimization, the overall energy can be minimized by
applying (3.17). Given the initial MV estimate and the eight spatial MVs, there will be
a total of nine MV candidates that must be tested in (3.17). The candidate that results in
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the smallest energy will be chosen as the optimal MV. In the event that more than one MV
produces the same energy, the chosen MV will depend on the order in which the candidates
are tested in (3.17). Although it has been suggested to keep multiple MVs for each block
in such cases, we did not notice a significant improvement in the quality of the motion
field to justify the increase in computation time. In Chapter 5, we introduce an additional
regularizer to ameliorate the effect of multiple MVs that produce the same energy. As
discussed in Chapter 3.3, we perform three iterations of (3.17) in order for the MVs to
converge, and the value of λ is increased in proportion to the iteration number.
After the optimal MV has been chosen for the initial block size (32x32 for the lowest
resolution level), it is necessary to reduce the block size and refine the MVs using smaller
blocks. Starting with the initial block size of 32x32, the block size is halved (16x16), and
the MVs for the halved blocks take on the MVs of the parent block, as shown in Fig. 3.7.
Figure 3.7. Splitting MVs for reduced block sizes.
In Fig. 3.7, the block on the left represents the 32x32 block size, and the blocks on the
right are the individual 16x16 blocks.
Although it is only necessary to reduce the block size to half of the block sized used at
the next level (e.g., block size at Level 3 should be reduce to at least 8x8 to cover 16x16
blocks at Level 2), reducing the block size down to 2x2 blocks produces MVs of higher
quality. Each time the block size is reduced, the energy is minimized with respect to the
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new MVs using three iterations of (3.17), which was discussed in Chapter 3.3.
We are now ready to put together the complete preliminary algorithm. The algorithm
(Algorithm 1) is given in Fig. 3.8 and illustrated in Fig. 3.9.




























level N is 
reached
Figure 3.9. Block diagram for preliminary motion estimation algorithm.
As shown in Fig. 3.8 and Fig. 3.9, the motion estimation process begins at the lowest-
resolution level of the hierarchy (“Level 1 Images”). Using SAD minimization only, a
128x128 region is searched to determine which 32x32 block is the best match with respect
to the SAD only. Once a MV has been determined for each block, the overall energy is
minimized with respect to the SAD and spatial MVs. Next, the block size is reduced, and
the MVs of the 16x16 blocks take on the MV of the 32x32 block. Energy minimization
is then performed for the 16x16 blocks. When the block size becomes 1x1, the refined
MVs are then passed to the next level of the hierarchy to initialize the search for the best
matching block. At the second level of the hierarchy, the best matching block should be in
55
the vicinity of the initial estimate from the previous level. Because of this, the search size
at the second level only needs to cover a 64x64 region. Similar to the first level, the energy
is minimized for each block size until the block size becomes 1x1, and the MVs are then
passed up the hierarchy. Since we wish achieve half-pixel accurate MVs for SR, we use a
three-level hierarchy.
In the next chapters, we make several modifications to the algorithm of Fig. 3.8 and
Fig. 3.9, and we introduce a validity metric that will be used to characterize the “good-
ness” of the chosen MV. The proposed validity method will be paramount to ensuring that




In this chapter, we first demonstrate that the validity methods in the literature may assign
high confidence values to invalid MVs. The failure to assign the correct confidence value
to each MV generally stems from the reliance on neighboring MVs and manual thresholds.
After demonstrating that these validity metrics are not sufficient, we propose our block-
overlap-based validity metric. The block overlap validity metric is directly related to the
motion error and does not require manual thresholds or neighboring MVs. To demonstrate
that our validity method outperforms other validity metrics, we quantitatively compare the
different validity metrics using hybrid de-interlacing. Next, we do a qualitative comparison
between HR images generated by SR with different validity metrics, which is the intended
application of our motion estimation and validity framework.
To motivate the need for a motion vector (MV) validity method, we begin by showing
artifacts that may appear in the HR image if bad MVs are used during the SR reconstruction
process. An example using the “Foreman” sequence is shown in Fig. 4.1.
Figure 4.1. Bilinearly interpolated image (left) and artifacts in image generated by SR (right).
In Fig. 4.1, a comparison is shown between a bilinearly interpolated image and the HR
image generated by SR. The circles in the right HR image show the areas where artifacts
57
have been introduced as a result of bad MVs.
4.1 Validity Metrics
In this section, we provide an overview of existing validity metrics that have been applied to
block-based motion estimation algorithms and introduce the proposed block-overlap-based
validity metric. We divide the existing validity metrics into two categories: smoothness-
based validity and gradient/variance-based validity.
4.1.1 Smoothness-Based Validity
4.1.1.1 Smoothness Metric 1
Wang et al. introduced smoothness-based validity in the context of de-interlacing [2]. A
confidence value was assigned to each MV based on the block correlation and MV smooth-
ness. Specifically, the validity expression was given as
R(v) ≈
Corr(x, x + v) + S mooth(v)∑
k∈V4
[
Corr(x, x + vk) + S mooth(vk)
] , (4.1)
where v is the current MV, and x is the position in a block B of pixels. In (4.1), the
correlation and smoothness values were calculated for all of the MVs in a four-connected
neighborhood, V4. The Corr and S mooth terms were given as
Corr(x, x + v) ≈
∑
x∈B
[I1(x) − I0(x + v)]2 (4.2)
S mooth(v) ≈ min
{
‖v − vk‖2
∣∣∣0 < k ≤ 4} , (4.3)
where I1 and I0 are the current and previous images, respectively.
The S mooth term in (4.3) assumes that a true MV must be similar to at least one of its
neighboring MVs in order to be valid. However, as shown in Fig. 4.2, this assumption fails
in the event of a rotation or scaling, where the neighboring MVs are significantly different
from the center MV.
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(a) MVs for rotation. (b) MVs for scaling.
Figure 4.2. Center and neighboring MVs for rotation and scaling.
4.1.1.2 Smoothness Metric 2
A similar smoothness-based validity metric was introduced by Liu and Shen in the context
of super-resolution [76]. Liu and Shen made the assumption that a MV is valid if it results in
a small normalized SAD and has consistent neighboring MVs. However, in contrast to the
work of Wang et al., thresholds were applied to both the normalized SAD and smoothness
in order to classify a MV as valid or invalid. The decision rule was given as
I f (Corr(x, x + v) < TE) 7→ R(v) = 1 (4.4)
Else
I f (S mooth(v) < TC) 7→ R(v) = 1
Else 7→ R(v) = 0
End
End,
where TE and TC were determined experimentally. More details can be found in [76]. The
Corr and S mooth terms were given as follows:
Corr(x, x + v) =
∑
x∈B









a(v̂ · v̂k), (4.6)
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where a(v̂ · v̂k) is an indicator function for the dot product of unit vectors v̂ and v̂k, and ε is
a small scalar to prevent division by zero. The neighborhood size was increased from V4
to V8, which includes horizontal, vertical, and diagonal neighbors. The indicator function
was given as
a(v̂ · v̂k) =

1 v̂ · v̂k > TS
0 otherwise
 , (4.7)
and the threshold TS was determined experimentally.
Aside from the difficulty in setting thresholds, this metric also assumes that a MV is
valid if the Corr term is below a given threshold, which fails for uniform regions. In
addition, the S mooth term in (4.6) is not a useful measure of validity for motion such as
rotation and scaling, which was shown in Fig. 4.2.
4.1.2 Gradient/Variance-Based Validity
The two metrics in this section rely on block texture in addition to a correlation metric
(SAD or square displaced frame difference (DFD)). While the SAD or square DFD rely
on the intensity differences between pixels in a block, the texture of a block provides a
characterization of more intuitive qualities such as coarseness, contrast, directionality, line-
likeness, and roughness [77]. In the context of validity, properly discerned texture provides
an additional discriminator for determining if image blocks are a good match.
4.1.2.1 Gradient Metric
François et al. calculated a confidence value for a given direction which depends on the
spatial gradient in that direction and on the DFD [78]. The spatial gradient, which is com-
monly approximated using a Sobel operator, is a computationally inexpensive measure of
texture. In the work of [78], the validity was given separately for the x− and y−directions.














where Gx(x) is the gradient in the x-direction for each position x within block B. Simi-
larly, Ry(v) can be found by replacing x with y in (4.8) and (4.9). However, since a single
confidence value for each MV is desired, we make a slight modification to the metric of
François et al. by bounding the validity such that
R(v) = min(Rx(v),Ry(v)). (4.10)
Therefore, the validity of any given MV will be bounded by the least valid component of
the MV.
The expression given in (4.8) implies that a large confidence value should be assigned
to a MV that has a large gradient and a small DFD. However, this is not true around edges,
where the DFD may be small and the gradient may be large. As an example, consider the
two images with a vertical edge as shown in Fig. 4.3.
(a) Matches in adjacent image. (b) Desired block in current image.
Figure 4.3. Multiple matches with a large gradient and small DFD.
In Fig. 4.3, the DFD will be small for either of the block matches in Fig. 4.3(a), and
the block in Fig. 4.3(b) contains an edge (and hence large gradient). Therefore, this metric
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may incorrectly assign high confidence values to invalid MVs.
4.1.2.2 Variance Metric
Patti et al. introduced a variance-based validity metric in the context of de-interlacing [1].
An adaptive threshold-based metric was used that assumes regions of low local variance
should have a low SAD threshold value, whereas regions of high local variance should
have a high SAD threshold value. The entire process is shown in Fig. 4.4.

















Figure 4.4. Generation of validity map for the metric of [1].
Starting from the image pair {I1, I0}, the standard deviation is estimated for each pixel
in image I1, which produces the standard deviation (SD) image. To remove high SD values,
the SD image is quantized into four classes using the k-means algorithm [79]. Next, a set of
predetermined image thresholds are assigned to each of the four classes. The validity map
is determined by comparing the SAD value to the standard deviation thresholded value. If
the SAD value is below its corresponding deviation threshold, the MV is labeled as valid.
Otherwise, the MV is labeled invalid.
The main difficulty with the process shown in Fig. 4.4 is the determination of the ‘Input
Thresholds’. These thresholds were determined experimentally in [1], and were shown to
be sensitive to image content. In the results of [1], it was also demonstrated that this metric
fails around stationary edges in the image.
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4.1.3 Proposed Validity Metric
A block-overlap-based validity metric is proposed to overcome the weaknesses of the met-
rics in Chapter 4.1.1 and Chapter 4.1.2, where it was shown that the validity metrics were
sensitive to neighboring MVs, image features, and thresholds.
To motivate our block overlap approach, we begin by considering a pair of images
whose motion we wish to estimate. Let the current image I1 be divided into a grid of
square blocks of size BS , and let the grid of the adjacent image I0 be determined by the MC
blocks, as shown in Fig. 4.5. The position of a block in I1 is denoted as x and the position
of the MC block in I0 as y = x + v, where v is the MV. To simplify the analysis, we assume
a square grid; however, the analysis also holds for non-square grids.
BS
Adjacent Image, I0             Current Image, I1
Figure 4.5. Blocks in current image I1 and MC blocks in adjacent image I0.
In the ideal case, there exists an injective function f : I1 7→ I0 such that each block in I1
is mapped to a unique block in I0. However, for real images with various motion types, the
process of mapping blocks from I1 to I0 is non-surjective, i.e., blocks in I1 may be mapped
to same block position in I0, and the whole of I0 is not necessarily filled. An example of
the block mapping for real images is shown in Fig. 4.6.
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Adjacent Image, I0 Current Image, I1
Figure 4.6. Block mappings for real images.
As shown in Fig. 4.6, the mapped MC blocks for real images may overlap each other
to different degrees. We wish to characterize the degree of overlap as the uncertainty in the
motion estimation decision, i.e., the validity of a given MV will depend on the amount to
which its MC block overlaps with other MC blocks.
We now derive the proposed validity metric. An MC block at position y will cover
an area of B2S in I0 if no overlap occurs. However, when blocks in I0 overlap, a volume
(perhaps nonuniform) is generated, which we denote as Lx(y), the overlap at position y




, where a large ratio indicates less/no overlap and therefore a higher confidence
in MV v.
However, in some cases the block at position y does not generate a large degree of
overlap in I0 even though the block has a large SAD value. Therefore, it is necessary to









where SAD(x,y) is the SAD between blocks x and y, and µ is the mean of the SAD value
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over all MVs. The mean µ is included to make the validity metric more robust to bright-
ness variations between images. Equation (4.11) states that a MV (and hence MC block)
which does not produce any overlap in I0 and has a small SAD value will result in a large
confidence value. The algorithm used to determine Lx(y) is given in Fig. 4.7, where yi and
y j represent the vertical and horizontal position of the block at position y, respectively.
Figure 4.7. Algorithm for calculating block overlap volume.
We demonstrate the strength of the proposed validity metric using an image pair from
[3] (top left/bottom left) and the corresponding MV field (right), as shown in Fig. 4.8(a).
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(a) Current/Adjacent Images and corresponding MVs.
(b) Pixels with R(v) < 0.5 for different validity metrics.
Figure 4.8. Image Pair, MVs, and invalid pixels for “Army” sequence.
The images in Fig. 4.8(b) show the MVs in I1 with low confidence values for the differ-
ent validity metrics. The smoothness-based metric of Wang (top left image of Fig. 4.8(b))
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penalizes the minimum MV deviation, which can be seen to mark valid MVs on the rotat-
ing disk as invalid. The smoothness-based metric of Liu (top right of Fig. 4.8(b)) shows
an improvement for the MVs on the rotating disk, but it does not detect the occlusion for
the blue surface to the left of the disk. The gradient-based (bottom left of Fig. 4.8(b)) and
variance-based (bottom right) metrics also do a poor job of classifying MVs as valid or
invalid. The proposed block overlap metric (far right of Fig. 4.8(b)), however, correctly
detects occlusion and invalid MVs surrounding the disk.
4.2 Validity Metric Comparison using Hybrid De-Interlacing
To quantitatively compare our validity metric with the metrics introduced in the previous
sections, we implemented the hybrid de-interlacing algorithm of [2]. The algorithm dis-
cussed in [2] chooses between two types of de-interlacers based on the validity of MVs.
The first de-interlacer is based on the generalized sampling theorem (GST) [80][81], which
is theoretically the optimal method for generating a de-interlaced image. However, this
method is very sensitive to MV errors and often produces artifacts in the de-interlaced
image. The second de-interlacer is based on the vertical-temporal filter with motion com-
pensation (MC V-T filter) [81], which is very robust to MV errors. Although this method
is less prone to generating artifacts, it produces lower-resolution de-interlaced images than
those of the GST de-interlacer.
The choice between the two de-interlacing methods is made based on the MV confi-
dence value, which is illustrated in Fig. 4.9. The confidence value is used to weight pixels










Figure 4.9. Hybrid de-interlacing algorithm of [2].
Using the block diagram shown in Fig. 4.9, the proposed validity metric was quantita-
tively compared with the four other validity metrics. The MVs were estimated to quarter-
pixel accuracy using a hierarchical block matching algorithm, and a 3x3 block size was
used for all validity metrics.
Interlaced test sequences were created from the following five progressive video se-
quences: Flower Garden, Football, Foreman, Mobile Calendar, and Suzie. To avoid alias-
ing, local pixel averaging was used to generate the interlaced images from the original
progressive images. The PSNR of the de-interlaced image was calculated with respect to
the original progressive image for all frames of the five sequences. The PSNR (H(x) in
























Figure 4.10. Average PSNRs of hybrid results for different validity metrics. To visualize the results
more easily: for each sequence, the top to bottom ordering in the legend matches the left to right
ordering of the bars.
It can be seen that the proposed validity metric outperforms the four other validity
metrics for all of the video sequences. The smoothness-based metrics performed similarly,
and the gradient-based metric only provided a slight improvement over the smoothness-
based metrics. The variance-based metric was a significant improvement; however, when
averaged over all of the video sequences, the proposed metric provided an additional 1.4
dB of improvement over the variance-based metric.
4.3 Validity Metric Comparison using Super-Resolution
In this section, we qualitatively compare two validity metrics from the literature and the
proposed validity method in the context of super-resolution. To do so, we first give the
POCS-based SR algorithm that will be used to merge the LR images into one HR image.
The HR image generated by SR will be shown with and without a validity filter in order to
demonstrate the need for artifact reduction without sacrificing the quality of the image.
The steps necessary to generate an HR image using the POCS method are shown in
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Fig. 4.11 and can be summarized as follows:
Figure 4.11. SR process diagram to generate HR image.
1. Buffer 7 to 15 frames of the video sequence for a 2x magnification in resolution. The
number of frames needed for a 2x magnification depends on the video sequence, but
7 to 15 frames is generally sufficient. For greater magnification factors, more frames
are needed.
2. Choose the center frame of the 7 or 15 frame sequence as the “anchor” frame. All
MVs will be computed with respect to this frame.
3. Interpolate the anchor frame and each frame in the sequence to perform motion esti-
mation. We use bilinear interpolation for this step; however, we note that there more
computationally efficient methods than interpolation [61][62][63][64].
4. Use the estimated MVs for each frame to perform POCS reconstruction on the inter-
polated anchor frame. The interpolated anchor frame is taken as the initial solution
in the POCS reconstruction. We assume a spatially-invariant PSF and only include
the data consistency and amplitude constraints (see Chapter 2.5.4).
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4.3.1 Results without MV Validity Metrics
To demonstrate the results of the SR algorithm without a MV validity metric, we use the
well-known “Foreman” sequence [82]. The seven frames for the “Foreman” sequence are
shown in Fig. 4.12.
(a) Frame 0. (b) Frame 1. (c) Frame 2. (d) Frame 3.
(e) Frame 4. (f) Frame 5. (g) Frame 6.
Figure 4.12. Seven frames of “Foreman” sequence.
The interpolated anchor frame and the HR image generated by SR reconstruction are
shown in Fig. 4.13(a) and Fig. 4.13(b), respectively.
(a) Interpolated image. (b) Super-Resolution HR image.
Figure 4.13. Comparison between interpolated image and SR-generated image.
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In Fig. 4.13(b), more details can be seen in the face of the man. However, there are also
artifacts introduced around the contour of the face and hard hat. These artifacts are a result
of MV errors, specifically from the occlusion of foreground and background. We return to
this issue in the next section, where the proposed MV validity metric will be applied when
generating the HR image in Fig. 4.13(b).
We further demonstrate the SR algorithm without MV validity on the “Claire” se-
quence. The seven frames for the sequence are shown in Fig. 4.14.
(a) Frame 0. (b) Frame 1. (c) Frame 2. (d) Frame 3.
(e) Frame 4. (f) Frame 5. (g) Frame 6.
Figure 4.14. Seven frames of “Claire” sequence.
The interpolated anchor frame and the HR image generated by SR reconstruction are
shown in Fig. 4.15(a) and Fig. 4.15(b), respectively.
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(a) Interpolated image. (b) Super-Resolution HR image.
Figure 4.15. Comparison between interpolated image and SR-generated image.
In the “Claire” sequence, unlike the “Foreman” sequence, there are only minimal errors
introduced as a result of the small displacements between frames.
4.3.2 Results with MV Validity Metrics
In this section, we demonstrate two validity methods from the literature and show that these
methods are insufficient for eliminating artifacts in the HR image. We then show that the
proposed validity metric eliminates artifacts without reducing the quality of the HR image.
The first validity method uses a threshold value on the SAD metric
[46][83][84][85][86][87]. This method is demonstrated on the same frames of the “Fore-
man” sequence as in the previous section. Note that the HR image shown in the previous
section has not undergone any filtering to remove errors. The following rule is used to
threshold the SAD value:
i f (SAD(Bm,n) > Th)
Skip ∀x ∈ Bm,n in POCS
else
Include ∀x ∈ Bm,n in POCS, (4.12)
where SAD(Bm,n) is the SAD value of the block positioned at pixel location x[m, n] and Th
is a fixed threshold value. The rule given by (4.12) says that only those pixels that come
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from a block with a SAD value below the threshold are used in the POCS reconstruction.
A block size of 2x2 is used for the rule of (4.12).
The result of using (4.12) on the “Foreman” sequence is shown in Fig. 4.16. The unfil-
tered HR image generated by SR is shown in Fig. 4.16(a) and the SAD-filtered HR image
generated by SR is shown in Fig. 4.16(b). The threshold value which removed the largest
number of artifacts without significant loss of detail in the HR image was chosen.
(a) HR image after SR. (b) HR image after SR with SAD filtering.
Figure 4.16. Result of using SAD filter with SR.
As shown in Fig. 4.16, using the SAD threshold clears up some of the noise around
the edges of the man’s silhouette. However, a large amount of noise is still present in the
image.
Next, we demonstrate the method of using the SAD metric along with MV smoothness
[88][89]. We write the rule for this method as follows:
i f ((SAD(Bm,n) + λ Smoothness(Vm,n)) > Th)
Skip ∀x ∈ Bm,n in POCS
else
Include ∀x ∈ Bm,n in POCS. (4.13)
74
The result of using (4.13) on the “Foreman” sequence is shown in Fig. 4.17. The unfil-
tered HR image generated by SR is shown in Fig. 4.17(a) and the SAD- and Smoothness-
filtered HR image generated by SR is shown in Fig. 4.17(b).
(a) HR image after SR. (b) HR image after SR with SAD and Smoothness fil-
ter.
Figure 4.17. Result of using SAD and smoothness filter with SR.
The threshold value which removed the largest number of artifacts without significant
loss of detail in the HR image was chosen. As seen in Fig. 4.17(b), the SAD and Smooth-
ness filter is a large improvement over the SAD filter from Fig. 4.16(b). Most of the artifacts
around the man’s silhouette have been removed, but some still remain around his right ear
and hard hat. These artifacts can be removed by setting the threshold to a lower value,
however, only at the expense of loss of detail in the HR image.
Therefore, we turn to the proposed validity method to further reduce the artifacts and









where BS is the block size, Lx(y) is the block overlap volume, SAD(x,y) is the SAD be-
tween blocks x and y, and µ is the mean of the SAD value over all MVs. The rule for
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determining which pixels to include in the SR image reconstruction is given as follows:
i f (R(v) < Th)
Skip ∀x ∈ Bm,n in POCS
else
Include ∀x ∈ Bm,n in POCS, (4.15)
where a 2x2 block size is used in determining R(v), and all pixels in the 2x2 blocks are
considered valid or invalid based on this measure.
The result of using (4.15) on the “Foreman” sequence is shown in Fig. 4.18. The unfil-
tered HR image generated by SR is shown in Fig. 4.18(a) and the proposed validity-filtered
HR image generated by SR is shown in Fig. 4.18(b).
(a) HR image after SR (unfiltered). (b) HR image after SR with proposed validity filter.
Figure 4.18. Result of using proposed validity filter with SR.
The threshold value which removed the largest number of artifacts without significant
loss of detail in the HR image was chosen, and experimental results shown that a threshold
value of 0.25 provides the best trade-off between reducing artifacts and preserving detail.
With the proposed validity filter, it can be seen the artifacts are reduced in Fig. 4.18.
Specifically, artifacts around the edges of the hard hat and around the contour of the face in
the image of Fig. 4.18(a) have been removed in Fig. 4.18(b).
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In the next chapter, we use the proposed validity method as a regularizer to improve the




Although regularizing the motion estimation problem using the smoothness constraints of
Chapter 3.3 reduces the number of possible solutions, it does not force a unique solution.
In fact, unless the regularization function is strictly convex, multiple solutions may exist.
In previous approaches [65][66][70], the chosen solution depends on the block matching
search order and on the order in which the smoothness constraints are applied. To help over-
come this, we introduce the block-overlap-based validity metric from the previous chapter
as a regularizer to improve the quality of the motion field.
5.1 Problem Formulation
The motion estimation problem was formulated as an energy minimization problem in
Chapter 3.1, which re-write below as
E = min
i
{D(I0, I1, vi) + λR(vi)} , (5.1)
where D(I0, I1, vi) is a data term that measures the similarity of blocks in images I0 and I1
for a given MV vi, R(vi) is a regularization term which penalizes deviations in the smooth-
ness of the motion field, and the Lagrange multiplier λ is used to weight the regularization
term over the data term. The goal of the motion estimation problem is to choose a MV vi
such that the energy in (5.1) is minimized.
5.2 Shortcomings of Previous Work
As previously discussed, there will not necessarily be a unique minimum for a given MV
since neither of the terms in (5.1) is strictly convex. Therefore, it is necessary to choose
between MVs that produce the same overall energy. Without an explicit way to discriminate
between MVs that produce the same overall energy, the chosen MV will depend on the
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order in which the spatial candidates are tested in (5.1). Fortunately, as we will show in the
next section, a block overlap regularizer helps to choose the optimal MV in such cases.
5.3 Block Overlap Minimization Framework
Block overlap introduces an additional error metric for determining which MV minimizes
the overall energy. We modify the energy expression of (5.1) as follows:
E = min
i
{D(I0, I1, vi) + λR(vi) + O(I0, I1, vi)} , (5.2)
where O(I0, I1, vi) represents the overlap regularizer for the MC block in I0 given by vi.
Similar to the overlap-based validity metric in Chapter 4.1.3, the overlap regularizer is
given as








is multiplied by the data termD(I0, I1, vi), which allows the overlap
volume to contribute more to the energy for large SAD values and less for small SAD
values. We add the constant ’1’ to the data term so that the overlap volume still contributes
to the energy when the SAD value is zero.
We re-write the SAD and smoothness constraints from Chapter 3.1 in (5.4) and (5.5),
respectively.
D(I0, I1, vi) =
∑
x∈B




∥∥∥vi − v j∥∥∥1 , (5.5)
Using the SAD (5.4), the smoothness constraints (5.5), and the overlap regularizer (5.3),







) 1 + ∑
x∈B
|I0(x) − I1(x + vi)|
 + λ∑
j∈Cs
∥∥∥vi − v j∥∥∥1 } (5.6)
In the next two sections, we demonstrate some of the advantages of the new energy
minimization framework of (5.2) compared to the framework of (5.1).
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5.4 Uniform Block Distribution in Textureless Regions
One of the advantages of the overlap regularizer is that it provides a more uniform distri-
bution of blocks in regions with little texture (smooth regions). In general, smooth regions
will have multiple minima, and without the block overlap regularizer, the value of λ should
be large to force the MVs to converge. However, without knowing the segmentation of the
objects in the image, a large value of λ will also oversmooth the MVs in other regions.
If any two MVs have the same combined SAD and smoothness, the overlap regularizer
in (5.6) will choose the MV (and hence MC block) which results in the least amount of
overlap. As shown in Fig. 5.1, the new energy framework of (5.6) provides a more uniform
distribution of blocks for the smooth regions than the energy framework of (5.1).
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(a) MC blocks using new energy of (5.6).
(b) MC blocks using energy of (5.1).
Figure 5.1. Visual comparison of MC blocks for overlap and non-overlap versions of energy equation.
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5.5 Reduced Sensitivity to Block Size
Another advantage of the overlap regularizer is reduced sensitivity to block size. The re-
duced sensitivity is closely related to the distribution of blocks; the overlap regularizer
attempts to keep the distribution of blocks uniform regardless of block size. To demon-
strate the reduced sensitivity, we chose the “Grove 2” image sequence from the Middlebury
database [3] and varied the block size for the energy minimization frameworks of (5.6) and










Decreasing Block Size  
Without Overlap Regularizer
With Overlap Regularizer
Figure 5.2. MV error for different block sizes.
5.6 Progression of Algorithm
The progression of the algorithm used to minimize the energy of (5.6) is given in Algorithm
1 of Fig. 5.3.
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Figure 5.3. Algorithm 1 - Preliminary Motion Estimation Algorithm



























level N is 
reached
Figure 5.4. Block diagram for preliminary motion estimation algorithm.
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5.7 Results
In the results that follow, we used a four-level hierarchy and the algorithm given in Fig. 5.3
to obtain quarter-pixel MVs. For images with a VGA resolution, the run time of the pro-
posed method is approximately two seconds using unoptimized code.
We demonstrate the effectiveness of the new energy minimization framework using the
eight ground truth test sequences from Middlebury University [3]. In Table 7, we show
comparisons of endpoint error for the MVs of (5.6) and (5.1).








Dimetrodon 0.215 0.215 0.00 dB
Grove 2 0.202 0.254 0.98 dB
Grove 3 0.618 0.683 0.43 dB
Hydrangea 0.230 0.230 0.00 dB
Rubber Whale 0.161 0.161 0.00 dB
Urban 2 0.418 0.472 0.53 dB
Urban 3 0.662 0.897 1.32 dB
Venus 0.315 0.330 0.20 dB
As shown in Table 7, the new energy minimization framework results in an improve-
ment of 0.43 dB when averaged over all of the sequences. For the sequences in Table 7
where no improvement was reported, the energy framework of (5.1) does a sufficient job
of minimizing the block overlap through the use of the SAD and smoothness constraints,
i.e., it is not necessary to incorporate an overlap regularizer. For the “Grove 2” sequence,
the large improvement can be attributed to the ability of the overlap regularizer to reduce
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errors around the occluded edges of the leaves. The large improvement for the “Urban 3”
sequence is a result of the improvement in MVs around the edges of the image; the overlap
regularizer prevents a large overlap of MC blocks at the edges. For a small region from the
“Grove 2” sequence, we show the visual improvement of (5.6) over that of (5.1) using the
motion-compensated frames in Fig. 5.5(a) and Fig. 5.5(b), respectively.
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(a) Section of MC frame using (5.6).
(b) Section of MC frame using (5.1).
Figure 5.5. Visual comparison of MC frames for “Grove 2” sequence.
In Fig. 5.5, improvements generated by (5.6) can be seen in the top half of the images
near the left edges of the leaves. Similar improvements throughout the “Grove 2” sequence
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are responsible for the large improvement reported in Table 7.
In addition to the results shown in Table 7, we also submitted our results to the Mid-
dlebury online benchmark for comparison with other motion estimation algorithms. The
online results are shown in Fig. 5.6. In Fig. 5.6, our algorithm is shown to outperform
several others in terms of endpoint and interpolation error. For the interpolation error, our
algorithm outperforms all other block-based methods as well as several complex optical
flow methods with long run times, and it produces the smallest interpolation error for the
“Evergreen” sequence compared to all 69 algorithms currently in the database. In addition,
it is the fastest non-GPU implementation at the time of this writing.
Figure 5.6. Screenshots taken from Middlebury benchmark [3] with our endpoint error re-
sults (top) and interpolation error results (bottom) highlighted. The full tables are available at
http://vision.middlebury.edu/flow/eval/results/.
5.8 Summary
The motion estimation framework presented in this chapter uses the block-overlap-based
validity metric of Chapter 4 to improve the quality of the motion field. By introducing a
block-overlap-based regularizer, we were able to provide a more uniform distribution of
blocks, reduce the dependence on block size, and improve the quality of the motion field in
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terms of endpoint error and interpolation error. The published results for the Middlebury
sequences in Chapter 5.7 show that our method performs well compared to other state-




RELATED APPLICATION – CAMERA MISALIGNMENT
CORRECTION FOR DEPTH ESTIMATION
In this chapter, we present a misalignment correction method for reducing depth errors
that result from camera shift. The proposed method uses a real-time motion estimation ap-
proach to correct for alignment errors between stereo cameras. Unlike existing methods in
the literature, the natural disparity between stereo views is incorporated into a constrained
motion estimation framework. The proposed method is shown to accurately estimate syn-
thetic misalignments due to translation, rotation, scaling, and perspective transformation.
In addition, real images taken from a stereo camera rig confirm that the proposed method
is capable of significantly reducing misalignments due to camera yaw, pitch, and roll.
6.1 Background
Stereo vision continues to grow in importance as more uses of 3-D technology emerge.
Applications such as 3-D displays, cameras, robot navigation, and driver assistance sys-
tems take advantage of the natural disparity between two cameras to provide an estimate
of 3-D parameters. However, the misalignment or mismatch between stereo cameras has
been shown to affect 3-D depth estimates [90]. To correct for the misalignment or mis-
match between left and right views, offline camera calibration is performed during the
manufacturing process. However, in handheld, automotive, or robotic applications, cam-
eras are often subject to environmental factors such as mechanical stresses, vibrations, or
large temperature variations. These factors cause calibration parameters to drift, which can
significantly affect the accuracy of the 3-D measurements [90][91]. Therefore, to maintain
correspondence between left and right views, it is necessary to provide an online approach
to misalignment correction.
It is important to distinguish misalignment correction from continuous self-calibration
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methods, which were discussed in [91]. While the goal of self-calibration is to deter-
mine the extrinsic and intrinsic camera parameters, misalignment correction aims to reduce
the mismatch between camera views without regard to the camera parameters. To deter-
mine the mismatch between views, it is necessary to determine the transformation model
that maps pixels from the left to right image or vice versa. Such a transformation model
should accommodate for multiple sources of error such a baseline shift, rotation, pitch,
yaw, non-parallel sensors, and lens distortion. Unfortunately, a model which includes all
error sources is prohibitively expensive and not suitable for a real-time approach.
To enable real-time misalignment correction, we make two assumptions regarding the
calibration/alignment: 1) the cameras are initially calibrated to within a small error toler-
ance, and 2) the camera drift/misalignment results in small displacements between left and
right images. The first assumption is necessary in order to determine an initial estimate
of the horizontal disparity between left and right images. Otherwise, it is not possible to
distinguish the alignment error from the natural horizontal disparity that exists between
images. The second assumption allows us to use a block-based model to estimate pixel
mappings between images, i.e., we approximate the different sources of alignment error as
vertical and horizontal translations.
Other misalignment approaches have used an affine transformation model [92] and
scale-invariant feature transform (SIFT) [93] to establish correspondence between left and
right images. In [92], the authors remove the horizontal shift component from the affine
model, which is equivalent to assuming that there is no camera misalignment due to hori-
zontal shift, yaw, or non-parallel sensors. However, as shown in [90], depth estimates are
most sensitive to camera motion which results in a relative yaw between views. In [93],
the authors do not provide the details of their SIFT approach or experimental data, but such
approaches generally require a large number of feature points and a method for outlier
detection.
In the next sections, we examine how camera alignment errors affect depth estimates
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and propose a misalignment correction scheme based on constrained motion estimation us-
ing block matching. In Chapter 6.2, we summarize the works of [90][91], which present
both theoretical and experimental results for the effects of alignment errors on depth es-
timates. In Chapter 6.3.2, we use synthetically-generated images to show that the our
block-based motion estimation algorithm is capable of detecting various alignment errors.
The proposed misalignment correction scheme is presented in Chapter 6.4. Experimental
results from a stereo camera rig are presented in Chapter 6.5, and a summary is given in
Chapter 6.6.
6.2 Effect of Alignment Errors
In this section, we summarize the results of several works that provide both the equations
and experimental data relating alignment errors to 3-D depth errors [90][91].
The different types of alignment error for stereo cameras (with the exception of image
sensor misalignment and scaling) are shown in Fig. 6.1.
Figure 6.1. Stereo camera rig showing error sources.
As shown in Fig. 6.1, depth errors may result from baseline shift, rotation (roll), pitch,
and yaw. In [90], the authors found that the most critical alignment parameters in order of
importance were yaw, image sensor tilt, pitch, roll, baseline error, and focal length error.
The equations relating the sensitivity of these parameters to depth are given in Table 8.
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Table 8. Relative changes in depth for different misalignments








































To generate the equations in Table 8, it is assumed that Camera 1 is perfectly calibrated,
and Camera 2 is perfectly calibrated except for the error source listed. The error sources in
the left column of the table are the deviations from perfect alignment with respect to camera
2, where X2, Y2 represents the true 3-D coordinate of the object with respect to camera 2,
B is the baseline distance, Z is the true absolute depth, and f2 is the focal length. The error
sources which contribute the most to alignment errors can be explained by the order of the
depth Z in the right column; for example, the depth error increases quadratically for yaw
misalignment but decreases linearly for baseline misalignment.
The results in Table 8 show that in order to minimize depth errors, the yaw, pitch,
and sensor tilt cannot be ignored. These errors will introduce a prospective transformation
between camera views since the 2-D displacement of objects will depend on their depth,
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and this type of transformation cannot handled by the affine model of [92].
It should also be noted that the correction of small misalignments may not reduce the
depth error. As discussed in [94], the spatial quantization of the image plane places an upper
bound on the depth error that can be improved by calibration or misalignment correction.
6.3 Block-Based Detection of Alignment Errors
In this section, we demonstrate that our block-based motion estimation algorithm is capable
of detecting alignment errors with a high degree of accuracy.
6.3.1 Overview of Block-Based Algorithm
Our algorithm performs true motion estimation using quarter-pixel motion vectors (MVs),
and it has achieved high rankings compared to other state-of-the-art algorithms in the Mid-
dlebury database [95] (see “BlockOverlap” in database). The Middlebury database contains
image sequences with various types of motion: translation, rotation, scaling, perspective,
etc.
As part of the motion estimation process, our algorithm assigns a confidence value to
each MV. The confidence value is used to characterize the validity of the MV, i.e., a higher
confidence value indicates that the chosen MV is more likely to represent the true motion.
More details can be found in Chapter 4.
Assigning a confidence value to each MV is important for real stereo images, where
there may be occlusions, brightness variations, etc. In such cases, the MVs will have
low confidence values and thus cannot be used to estimate the amount of misalignment.
These MVs must be handled separately when estimating the depth; however, this topic is
outside the scope of our work. In order to use motion to estimate the horizontal disparity
in Chapter 6.4, we assume that misalignment correction is performed on scenes that do
not contain independent object motion. Although this may somewhat limit the proposed
misalignment correction approach, it is much less limiting than the need to perform manual
calibration.
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6.3.2 Detecting Alignment Errors
We now show that our block-based motion estimation algorithm is capable of estimating
different types of misalignments on synthetic sequences. We use a global image translation
to model baseline shift between cameras, rotation to model roll, scaling to model focal
length differences, and perspective transformation to model yaw, pitch, and sensor tilt.
The 300-frame “Foreman” sequence was used to test each type of misalignment er-
ror. For each frame of the sequence, we created a synthetic frame with the specified mis-
alignment, and we used our motion estimation algorithm to estimate the amount of mis-
alignment. For the translational, scaling, and rotational misalignments, we compare our
estimated misalignment to that of [92].
6.3.2.1 Translation
The translational misalignment was created by shifting all pixels in each frame by the spec-
ified amount. The motion was then estimated between the shifted and original frames. A
comparison between our algorithm and [92] is shown in Table 9 for three different vertical
shift amounts.
Table 9. Comparison of errors for translational misalignment.
Translation Params. Method of [92] Proposed Method
True Shift -10 24 48 -10 24 48
Estimated Shift -10.17 24.55 46.97 -10.00 24.00 48.00
Mean Error 0.17 0.55 1.03 0.00 0.00 0.00
Standard Deviation 0.28 0.45 0.79 0.00 0.00 0.00
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6.3.2.2 Rotation
The rotational misalignment was created by multiplying each pixel position in the original
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where {x′, y′} are the mapped pixel coordinates, {x, y} are the original pixel coordinates, γ
is the rotation angle, and W,H are the frame width and height, respectively.
For non-integer positions of x′ and y′ in (6.1), bilinear interpolation was used to estimate
the pixel intensities. Next, the motion was estimated between the rotated and original





where γd is the change in rotation angle, s is the displacement of a given pixel, and r is
the distance from the pixel to the center of the frame. The rotation angle was estimated for
each pixel {x′, y′} in the rotated frame. A comparison between our algorithm and [92] is
shown in Table 10.
Table 10. Comparison of errors for rotational misalignment.
Rotation Params. Method of [92] Proposed Method
True Angle −3◦ 4◦ 7◦ −3◦ 4◦ 7◦
Estimated Angle -2.95 3.95 5.66 -2.99 3.99 6.98
Mean Error 0.05 0.05 1.34 0.004 0.007 0.02
Standard Deviation 0.22 0.23 0.48 0.002 0.002 0.005
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6.3.2.3 Scaling
The scaling misalignment was created by multiplying each pixel position in the original
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where {x′, y′} are the mapped pixel coordinates, {x, y} are the original pixel coordinates, the
scaling factor sx = sy, and W,H are the frame width and height, respectively.
For non-integer positions of x′ and y′ in (6.3), bilinear interpolation was used to esti-
mate the pixel intensities. Next, the motion was estimated between the scaled and original
frames. The scaling factor was computed by comparing the ratio of displacements in the
original and scaled frames as follows:
sx = sy =
√
(x − W2 )
2 + (y − H2 )
2√
( jx − W2 )
2 + (iy − H2 )
2
, (6.4)
where {x, y} are the pixel coordinates in the original frame, {iy, jx} are the motion-compensated
pixel coordinates in the scaled frame, and W,H are the frame width and height, respectively.
The scaling factor was estimated for each pixel in the scaled frame. A comparison between
our algorithm and [92] is shown in Table 11.
Table 11. Comparison of errors for scaling misalignment.
Scaling Params. Method of [92] Proposed Method
True Scale -3 4 5 -3 4 5
Estimated Scale -2.83 3.66 3.75 -2.99 3.99 4.99
Mean Error 0.17 0.34 1.25 0.007 0.007 0.005
Standard Deviation 0.35 0.32 0.30 < 0.00 < 0.00 < 0.00
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6.3.2.4 Perspective Transformation
A perspective transformation can be used to model yaw, pitch, and roll (rotation) mis-
alignments. Since rotation was covered in Chapter 6.3.2.2, we focus on yaw and pitch
misalignments in this section.
To generate frames with yaw and pitch misalignments, it is necessary to represent 3-D
coordinates in a 2-D plane such that an object has a smaller projection when it is far away
from the center of projection and a larger projection when it is closer. The 3-D perspective
mapping is given in (6.5), which is a modification of the 3-D rotation matrix in x-y-z
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The general 3-D rotation matrix was modified in order to provide realistic values for the
focal length, f , and the angle of view, α. The focal length and angle of view are related as
follows:




where d is the size of the image sensor in the horizontal or vertical direction. We chose
α = 60◦ and d = 16mm for a more realistic depiction of the different 3-D rotations.
In order to display the 3-D coordinates in a 2-D plane, the coordinates of {x′, y′} in (6.5)









where lx and ly are used to shift the projected frame such that the center of projection is
located at (W/2,H/2), and W and H are the frame width and height, respectively.
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For non-integer positions of x′′ and y′′ in (6.7), bilinear interpolation was used to es-
timate the pixel intensities. Next, the motion was estimated between the projected and
original frames. To determine the yaw, pitch, and roll parameters, it is first necessary to
estimate the original mapping matrix used to map the original image coordinates onto the
projected frame. We re-write the linear system of (6.5) as
x′ = Hx, (6.8)
where x′ represents the projected frame coordinates, H is the modified rotation matrix, and
x represents the original frame coordinates.
The modified rotation matrix can be found by determining the plane-to-plane homogra-
phy Ĥ between the original and projected frames, where Ĥ is an estimate of H. Given four
sets of pixel coordinates in the projected frame and the corresponding four sets of motion-
compensated pixel coordinates in the original frame1, an estimate of Ĥ can be determined.
More details can be found in [96]. Following the estimation of Ĥ, the angles of the yaw,
pitch, and roll can be determined by equating the entries of Ĥ with the original H given in
(6.5).
For small angles (< 10◦) of yaw, pitch, and roll, pixels near the center of projection
will undergo very small displacements in the projected frame. As a result, the estimate
of Ĥ becomes ill-conditioned near the center of projection. To overcome this limitation,
we manually selected four pixel locations near the image corners in the projected frame
and determined their corresponding motion-compensated pixels in the original frame. An
illustration of the pixel selection is shown in Fig. 6.2.
1The motion-compensated pixel coordinates must be shifted by lx and ly prior to estimating Ĥ
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Figure 6.2. Pixel selection in original and projected frames.
Since perspective transformations were not handled by the method of [92], only the
results of our algorithm are shown in Table 12.
Table 12. Errors for yaw φ and pitch θ misalignments.
Params.
φ φ φ θ θ θ
−3◦ 4◦ 7◦ −3◦ 4◦ 7◦
Estimated Angle -2.30 4.68 7.31 -2.93 4.15 7.06
Mean Error 0.72 0.68 0.31 0.07 0.15 0.06
Standard Deviation 0.52 0.22 0.19 0.10 0.08 0.30
The larger errors for the small angles in Table 12 are mainly due to the difficulty in
estimating Ĥ for small angles. In order to estimate small angles accurately, very high
precision motion vectors are needed; however, our algorithm only computes quarter-pixel
accurate MVs.
Since real stereo cameras generally suffer from multiple misalignments, we also gen-
erated a projected frame with all three types of misalignments – yaw, pitch, and roll. As
described in the previous experiments, the matrix Ĥ was estimated using four sets of pixel
coordinates in the original and projected frame. The results for the three simultaneous
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misalignments are shown in Table 13.




Estimated Angle 7.14 7.17 6.98
Mean Error 0.14 0.17 0.18
Standard Deviation 0.46 0.27 0.48
The results for the synthetically-generated sequences of Table 9 - Table 13 show that
our algorithm is capable of detecting different types of misalignments with high accuracy.
6.4 Proposed Misalignment Correction
In this section, we first discuss the constrained motion estimation model which will be
used to preserve the stereo disparity and estimate alignment errors. The constrained motion
model will then be demonstrated on real images from a stereo camera rig.
The constrained motion model was introduced by Farsiu et al. [97] in the context of
super-resolution. In [97], the authors introduced the Jacobi identity for three consecutive
frames i, j, and k as follows:
Vi,k = Vi, j + V j,k, (6.9)
where Vi,k is the motion vector between frames i and k. Equation (6.9) states that motion
between frames i and k must be the composition of the motion between frames i, j and j, k.
We note that (6.9) assumes a translational motion model, which was demonstrated to be an
effective means of estimating alignment errors in Chapter 6.3.2.
We can extend (6.9) to misalignment correction by decomposing the misalignment
problem into two steps: 1) determine the initial horizontal shifts XD between right and
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left views2, and 2) determine the horizontal and vertical shifts between right and left views
resulting from misalignment, XM. The vectors XD and XM represent a lexicographic order-
ing for the estimated motion with respect to the right view. The misalignment error can
then be written as
EM = XM − XD, (6.10)
where EM is a vector of misalignment errors for each pixel in the right view. We now
examine each of the above steps in detail.
Step 1): To determine the initial horizontal shifts between right and left views, we as-
sume that the two cameras have been pre-calibrated. It is important that the initial calibra-
tion is accurate since it will serve as a baseline for the misalignment correction algorithm.
Since calibration is already performed during the stereo camera manufacturing process,
no further overhead is incurred by requiring an initial calibration. The initial calibration
produces the intrinsic and extrinsic cameras parameters which are used to remove lens dis-
tortion and provide image rectification. Following distortion removal and rectification, the
left and right image planes will be vertically aligned. Next, the baseline horizontal shifts
XD can be determined by estimating the horizontal motion between right and left views. It
is only necessary to determine XD once since it can be stored in memory for future access.
Step 2): If the cameras remain calibrated, it is not necessary to perform the second step;
i.e., EM = 0. However, real cameras will shift due to environmental factors that introduce
horizontal and/or vertical displacements between the right and left views. Given two new
images taken from misaligned cameras, distortion removal and rectification is first per-
formed using the initial calibration parameters. However, since the initial calibration data
no longer applies to the new images, there will exist both horizontal and vertical displace-
ments between rectified views. The motion between rectified views is represented by XM.
The alignment error can then be computed using (6.10).
2The left or right view may be chosen as the reference frame for motion estimation.
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6.5 Results from Stereo Camera Rig
To demonstrate the proposed misalignment correction method from Chapter 6.4, we used
seven stereo image pairs taken from a camera rig similar to that of Fig. 6.1. Only alignment
errors due to yaw, pitch, and roll were considered, i.e., it is assumed that the baseline B
does not change between cameras, and the differences in focal length are sufficiently small.
For the first stereo image pair, which will be used as the baseline for determining XD,
we roughly aligned the left and right cameras such that the optical axes were parallel to
one another. To perform the calibration of the two cameras, we used the OpenCV imple-
mentation of [98][99]. The method of [99] is a manual calibration method which requires
multiple images of a chessboard pattern in different orientations. We performed three sep-
arate calibrations, acquiring 30 chessboard images in each calibration. The intrinsic and
extrinsic camera parameters for the three calibrations were averaged and taken to be the
initial parameters. The relative yaw, pitch, and roll (φ, θ, γ) from the rotation matrix were










Following the determination of the calibration parameters, we again used the OpenCV im-
plementation of [98][99] to perform image rectification and distortion removal. The recti-
fied images for the left and right views are shown in Fig. 6.3(a) and Fig. 6.3(b), respectively.
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(a) Left rectified image. (b) Right rectified image.
Figure 6.3. Left and right rectified images for initial calibration parameters.
To generate the remaining six stereo image pairs, the yaw, pitch, or roll of the right
camera was modified while the position of the left camera remained unchanged. After each
adjustment to the right camera, three calibrations were performed to determine the relative
rotation matrix. The relative yaw, pitch, and roll for the six stereo image pairs are given in
Table 14.
Table 14. Relative yaw φ, pitch θ, and roll γ from calibration data.
Experiment # φ θ γ
2 −2.03◦ 1.76◦ −0.54◦
3 6.46◦ 1.73◦ −0.40◦
4 3.10◦ −2.70◦ −0.03◦
5 2.24◦ 2.21◦ −0.17◦
6 3.61◦ 2.10◦ 1.28◦
7 1.42◦ 2.35◦ −1.89◦
For Experiments #2 and #3 in Table 14, the yaw φ of the right camera was modified
in both directions while the left camera remained unchanged. Similarly, the pitch θ was
modified in both directions in Experiments #4 and #5, and the roll γ was modified in both
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directions in Experiments #6 and #7. Since our camera rig was imperfect, it did not allow
us to completely isolate each angle individually (e.g., changing the pitch angle resulted in
small deviations in yaw and roll angles).
For each of the experiments shown in Table 14, the captured left and right images were
rectified using the initial calibration parameters. Next, the motion was estimated between
the right and left images to determine XM. Since XD was previously determined from the
initial calibration parameters, the translational alignment error EM was found from (6.10).
Using the alignment error EM, the pixel positions in the right image were motion-
compensated to determine if alignment errors had been reduced. To estimate the alignment
errors, we compare motion-compensated pixel positions in the right image to the initial
right image (the baseline). As in Chapter 6.3.2.4, the point mapping method was used
to determine the matrix that maps the four sets of points in the initial right image to the
motion-compensated points. These points were manually selected in the initial images,
and the corresponding motion-compensated points were determined. We only considered
pixels whose MVs had high confidence values (see Chapter 6.3.1). The angular errors for
the yaw, pitch, and roll between the initial pixels and motion-compensated pixels are given
in Table 15.
Table 15. Angular differences in yaw φ, pitch θ, and roll γ.
Experiment # φ θ γ
2 < 0.01◦ −0.55◦ < 0.01◦
3 < 0.01◦ 1.48◦ < 0.01◦
4 < 0.01◦ 1.25◦ < 0.01◦
5 < 0.01◦ 0.20◦ < 0.01◦
6 < 0.01◦ −0.55◦ < 0.01◦
7 < 0.01◦ −1.37◦ < 0.01◦
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As shown in Table 15, the proposed misalignment correction method significantly re-
duces the misalignment due to yaw and roll, and it reduces the pitch misalignment to within
1.5◦.
6.6 Summary
The misalignment correction approach proposed in this chapter uses a block-matching-
based constrained motion framework to preserve the natural disparity between stereo views
while correcting for vertical and horizontal misalignments that result from camera shift.
The proposed approach requires only an initial calibration to determine the natural dispar-
ity, and the vertical and horizontal misalignments are estimated using real-time block-based
motion estimation. The ability of the block-based motion estimation algorithm to correct
for misalignments was first demonstrated using synthetic sequences with translation, rota-
tion, scaling, and perspective transformations in Chapter 6.3. In Chapter 6.5, it was shown
that proposed algorithm is capable of reducing all types of misalignments to within 1.5◦.
For the yaw angle misalignment, which has the greatest effect on depth estimates, the pro-
posed algorithm reduces the misalignment error to less than 0.01◦.
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CHAPTER 7
CONCLUSION AND FUTURE RESEARCH DIRECTIONS
Before summarizing our contributions, we first look at the complexity of the motion esti-
mation algorithm and POCS algorithm in order to demonstrate the reduced complexity of
our SR algorithm. The complexity is given in terms of the operation counts required for
each algorithm.
7.1 Motion Estimation Complexity
Let the original size of the images (level 2 in a three-level image pyramid) be given by
MxN, where M is the width and N is the height of the image. Further, let the image be
divided into blocks of size BxB with block matching search range RxR, where the size of
B and R are given for the lowest resolution level (level 3) of the pyramid. We summarize
these parameters in Table 16.
Table 16. Block matching parameters for complexity analysis.
Level # Resolution Block Size Search Size




























B × B R × R
Using block matching only, we give the required number of additions and comparisons
that are necessary for each level of the pyramid. The number of additions and comparisons
include the number of blocks that must be searched, and the number of the SAD operations
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for each block. The operation counts for block matching are given in Table 17.
Table 17. Number of additions and comparisons for block matching.
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Next, we look at the number of operations required for regularization, which includes
both the spatial regularizer (eight-connected neighbor MVs) and the block overlap regular-
izer. For each block in the image, there are nine spatial MVs tested. In addition, each tested
MV requires a SAD calculation, smoothness penalty calculation, and overlap calculation.
We consider the worst case scenario here; i.e., all spatial MVs are distinct. However, the
number of operations will decrease if any of the spatial MVs are the same. For each level
of the pyramid, three iterations are required in order for the MVs to converge, and we in-
clude the three iterations in the determination of the number of additions and comparisons
required. The operation counts for regularization are given in Table 18.
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Table 18. Number of additions and comparisons for regularization.




























Note that the operation counts in Table 18 have to be computed for different block sizes
at each level of the pyramid. For example, if the initial block size at level 3 of the pyramid
is 32x32, then the total number of regularization operations for level 3 can be found by
adding up the number of operations for block sizes of 32x32, 16x16, 8x8, 4x4, and 2x2.
To get an idea of the total number of additions and comparisons involved for block
matching and regularization, we consider two images with VGA resolution (640x480), and
the block and search sizes given in Chapter 3.5 (re-shown in Table 19 below).
Table 19. Block sizes and search sizes for three-level image pyramid
Level Block Size Search Size
Level 1 8 32
Level 2 16 64
Level 3 32 128
We consider the worst case scenario, i.e., there are no repeated MVs. The total number
of additions and comparisons for the complete motion estimation algorithm given the above
parameters is 9.35 × 109 and 9.02 × 109, respectively. The processor that was used in our
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work is the Intel Core i7 875K, which is capable of doing integer additions and comparisons
in one cycle or less (for pipelined instructions). The rated MIPS for the i7 875K processor
is approximately 92,100 MIPS, which means that the entire motion estimation algorithm at
VGA resolution takes approximately 0.2 seconds in the worst-case scenario. Actual run-
times for the algorithm typically vary between 0.1 - 0.15 seconds since there are generally
a large number of duplicate MVs.
To compare the performance of our motion estimation algorithm to other state-of-the-
art motion estimation algorithms, we have sorted the results from the Middlebury bench-
mark [3] based on the average run-time of the “Urban 3” VGA sequence. The interpolation
error and endpoint error sorted by performance is shown in Table 20.
Table 20. Comparison of interpolation error and endpoint error for different motion estimation algo-









[23] Rannacher 0.12 48.1 35.8 Yes
[43] Bartels 0.15 34.4 39.1 Yes
[58] PGAM+LK 0.37 55.3 65 No
[36] ComplOF-FED-GPU 0.97 24.5 27.4 Yes
[16] FOLKI 1.4 47.2 66 No
[52] SimpleFlow 1.7 48.4 21.2 No
[22] Aniso. Huber-L1 2 14.7 28.2 Yes
[67] BlockOverlap 2 28.2 49.6 No
[17] TV-L1-improved 2.9 38.8 32.2 Yes
[15] F-TV-L1 8 23.2 34.9 No
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The “Interpolation Error Rank” and “Endpoint Error Rank” numbers given in Table 20
were determined by Middlebury University using a weighting of errors for eight different
sequences. A lower rank value represents less error. Our motion estimation method is listed
as “[67] BlockOverlap” in the table, and it is the 3rd best in terms of interpolation error and
12th best in terms of endpoint error. At the time of this writing, there are currently 69
algorithms in the online database. In the last column of Table 20, we also note whether the
algorithms have been implemented on a GPU or a CPU. The run time of our algorithm in
Table 20 (2 seconds) is based on quarter-pixel accurate MVs. The run times of 0.1 - 0.15
seconds are for half-pixel accurate MVs.
7.2 POCS Complexity
Since our SR algorithm is based on POCS method, it is not possible to directly calculate the
number of operations required. The POCS method requires a different number of iterations
depending on the amount of error between the original and projected pixels. Therefore,
to get an idea of the complexity, we look at the run time required for the POCS method
assuming that motion estimation has already been performed. The HR image was generated
by applying the POCS method to the motion estimates from six LR images. We used five
different VGA video sequences to estimate the average run time for the POCS algorithm,
and we found the worst case run time to be approximately 0.29 seconds.
7.3 Overall Complexity
Given the motion estimation run times from Chapter 7.1 and the POCS run times from
Chapter 7.2, we can approximate the run time for the complete SR algorithm. Based on the
worst case run time from the motion estimation algorithm (0.2 seconds x 6 image pairs),
and the worst case run time from the POCS algorithm (0.19 seconds), the run time of the
SR algorithm for VGA video is approximately 1.39 seconds.
While a run time of 1.39 seconds is not suitable for a real-time approach (e.g., one that
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requires a frame rate of 30 frames-per-second), it is worth noting that we have not made
any performance optimizations, and the SR algorithm runs on a single thread.
7.4 Contributions
In this thesis, our focus has been to create a low-complexity motion estimation algorithm
for use with super-resolution. We have shown that the proposed block-based motion-
estimation algorithm rivals many of the more complex state-of-the-art optical-flow-based
motion estimation algorithms. In addition, the proposed algorithm is one of the few state-
of-the-art algorithms suitable for use with super-resolution.
Even the most complex motion estimation algorithms fail in the presence of occlusions
and other complex motions. Therefore, any practical motion estimation algorithm must
be capable of detecting when errors occur and preventing such errors from affecting the
intended application. In this thesis, we have developed a novel block-based validity metric
and shown its superior performance compared to other validity metrics in the literature.
In terms of the low-complexity motion estimation algorithm and validity metric devel-
oped in this thesis, we now discuss our specific contributions.
1. Block Matching Improvements - We have improved the quality of block matches
by improving the search strategy in Chapter 3.2, and by incorporating prior motion
vectors into the hierarchical block matching framework (Chapter 3.4).
2. Regularization Improvements - We have improved the quality of the motion field by
choosing a robust penalty function and determining which motion vectors to include
in the minimization framework (Chapter 3.3). In addition, we performed a sensitivity
analysis on the Lagrange multiplier to determine an appropriate initialization to avoid
oversmoothing the motion vectors (Chapter 3.3).
3. Motion Vector Validity - We developed a novel block-based validity metric and com-
pared our method with several other validity metrics in the literature. Our method
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was shown to be superior to all other validity methods for a wide range of image and
video sequences (Chapter 4).
4. New regularizer - Based on our block-based validity method, we introduced a new
regularizer into the energy minimization framework and showed that the new regu-
larizer significantly improves the quality of the motion field (Chapter 5).
5. Camera Misalignment - We demonstrated that our motion estimation framework can
be used to correct camera misalignments that are present in stereo cameras. Our
method was shown to reduce various angular misalignments using a stereo camera
rig (Chapter 6).
6. Super-Resolution with Validity Metric - We demonstrated that our validity metric
can be used together with the projection onto convex sets (POCS) method in order
to prevent significant artifacts from appearing in the reconstructed high-resolution
(HR) image . Our validity metric was also compared to other validity metrics in the
context of super-resolution, and it was shown to provide greater artifact reduction
without sacrificing image quality (Chapter 4.3).
7.5 Future Research Directions
The motion estimation problem is far from solved, and unfortunately, there is not much
emphasis on low-complexity approaches. However, some of the more complex approaches
offer some insight into new ideas that may have low-resolution analogues. For example,
the data similarity metric may be improved by taking advantage of color information, and
new research shows that the normalized cross-correlation may be better-suited than the
traditional sum of absolute differences (SAD) metric.
For the regularization term, more research is needed to find a low-complexity analogue
of the total-variation norm, which is the predominant norm used in all complex optical flow
approaches. In addition, other non-gradient based norms should be considered, especially
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since the gradient is difficult to estimate and performs poorly in noise.
As the required subpixel-accuracy of motion vectors gets smaller (more decimal places),
the computation time for interpolation-based motion estimation algorithms nearly doubles
for every doubling of the image resolution. Although several approaches to sub-pixel mo-
tion estimation without interpolation have been proposed, none of them address the prob-
lem of generating subpixel motion vectors in the presence of occlusion. More research is
needed to determine how to use the motion vector validity in conjunction with such ap-
proaches.
Finally, more research is needed to determine how to correct for the angular misalign-
ments detected between stereo cameras. Since there is not a one-to-one mapping between
pixels in stereo camera views, shifting one of the images to compensate for misalignment
may reveal holes. In such cases, it is necessary to determine how to use the motion vectors
and their corresponding validity to fill the holes.
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