Abstract: There exist some issues in current intrusion detection algorithms such as unbalanced detection performance on different types of attacks, and redundant or useless features that will lead to the complexity of detection model and degradation of detection accuracy. This paper presents an ensemble approach to intrusion detection based on improved multi-objective genetic algorithm. The algorithm generates the optimal feature subsets, which achieve the best trade-off between detection rate and false positive rate through an improved MOGA. And the most accurate and diverse base classifiers are selected to constitute the ensemble intrusion detection model by selective ensemble approach. The experimental results show that the algorithm can solve the feature selection problem of intrusion detection effectively. It can also achieve balanced detection performance on different types of attacks while maintaining high detection accuracy.
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Introduction
Along with the popularization of Internet, more and more attacks to the computer systems and networks emerge. Accordingly, Intrusion Detection Systems (IDS) have become important tools for ensuring network security. Intrusion detection is based on the assumption that intrusion activities are noticeably different from normal system activities and thus detectable. In order to detect intrusion activities, many soft computing techniques, such as Neural Networks and SVMs, etc. [1, 2] have been widely used by the IDS community due to their generalization capabilities that help in detecting known and unknown intrusions. But there are still some drawbacks, such as low detection accuracy, unbalanced performance on different attack types and long response time.
Recently, ensemble classifier has been used to improve the detection accuracy in intrusion detection area [3, 4] . It has been demonstrated that an ensemble of classifiers is more accurate than any of its members if the classifiers in the ensemble are both accurate and diverse [5] . Varying the feature subsets used by each member can help to promote the diversity [6−8] . Feature selection through multi-objective genetic algorithms (MOGAs) is a very powerful tool for finding a set of good classifiers [9−11] . MOGAs can be used as a means to search for subsets of features, which contain discriminatory information to perform the classification of intrusions. Consequently, these feature subsets are Pareto-optimal solutions that can achieve the best trade-off between several objectives, e.g. detection rate (DR) and false positive rate (FPR) in intrusion detection. However, it is impractical to find the true Pareto-optimal solutions of combinatorial optimization problems. In this case, one promising approach is to improve the local search ability of MOGAs to try to drive populations to true Pareto-optimal solutions as close as possible for obtaining a variety of near Pareto-optimal solutions. After optimal feature subsets are generated, ensemble classifier can be constituted. It is worth mentioning that ensembling many of the available components may be better than ensembling all of them [12] . That means selective ensemble will also improve the classification accuracy.
In this paper, we present an ensemble approach to intrusion detection based on improved multi-objective genetic algorithm, E-IMOGA. Firstly, E-IMOGA algorithm generates near Pareto-optimal solutions, i.e. feature subsets, through an improved MOGA which makes them converge to the true Pareto-optimal front better. After that, the most accurate and diverse members, which are trained by corresponding feature subsets, are selected to constitute ensemble intrusion detection model. The experimental results show that the model not only improves the detection accuracy, but also achieves the balanced detection performance on different types of attacks.
Related Work
Ensemble of classifiers for intrusion detection demands for the accuracy and diversity of base classifiers. Many researchers have focused on both of the issues. Mukkamala, et al. [3] used the ensemble of SVMs, MARs and ANNs with different training functions to achieve better classification accuracies. The majority voting approach was used to build ensemble classifier whose base classifiers were learned from the above algorithms respectively. The diversity of different learning algorithms was utilized. Chebrolu, et al. [4] investigated the performance of two feature selection algorithms involving Bayesian Networks (BN) and Classification and Regression Trees (CART)
respectively. Then, the ensemble of BN and CART was built. Both of the approaches considered the diversity of different learning algorithms for intrusion detection. So, the detection performance was promoted accordingly.
Feature selection is another method to promote the accuracy and diversity. Optiz [6] presented a genetic algorithm (GA) approach for searching for an appropriate set of feature subsets for ensembles. Using neural : 1371 networks as the classifier, results showed better than the ensemble approaches of Bagging and Boosting. Tsymbal, et al. [7] presented an algorithm for building ensembles of simple Bayesian classifiers by using different feature subsets generated with the random subspace method. In this case, the ensemble consists of multiple classifiers constructed by randomly selecting feature subsets, that is, classifiers constructed in randomly chosen subspaces.
Guerra-Salcedo, et al. [8] used a genetic search approach to find subsets of features that could be suitable for ensemble creation. Comparing to the idea of randomly selecting subspaces to construct ensembles of table-based classifiers, the method showed better performance and usage of the storage space.
Since feature selection for intrusion detection can be treated as the issue of multi-objective optimization,
MOGAs are used to search optimal feature subsets. Oliveira, et al. [9] used a MOGA to search for subsets of features, which contained discriminatory information to perform the classification of handwritten digits. The strategy took into account an efficient MOGA to generate a set of alternative solutions and the use of a cross-validation method to indicate the best accuracy/complexity trade-off. The classification accuracy was supplied by neural networks and sensitivity analysis. Radtke, et al. [10] presented a two-level approach to create ensemble of classifiers based on intelligent feature extraction and MOGA for recognizing isolated handwritten symbols. The first stage optimized a set of representations, which was used to create classifiers. Then the second stage optimized the base classifiers.
The rest of the paper is organized as follows. Section 3 briefly introduces MOGAs for feature selection, and gives its improved variation by combining with sequential feature selection strategy. Section 4 describes our E-IMOGA algorithm. In Section 5, we present the experimental results and analysis of using E-IMOGA algorithm in intrusion detection. The paper concludes with Section 6.
3 Feature Selection and Improved Multi-Objective Genetic Algorithm
Feature selection
Since the amount of network data that an IDS needs to examine is very large, analysis is difficult because extraneous features can make it harder to detect suspicious behavior patterns [13] . Irrelevant and redundant features may lead to complex intrusion detection model as well as poor detection accuracy. At the same time, it is well known that ensemble approaches need accurate and diverse members in order to achieve higher accuracy. Therefore, building intrusion detection model based on all features is infeasible, and feature selection becomes indispensable.
Feature selection problem involves the selection of a subset of d features from a total of D original features, based on a given optimization criterion. Formally, without loss of generality, minimizing the criteria function, the problem of feature selection is to find a subset X⊆S such that
where X⊆S is the optimal feature subset, S is the original feature set, and J(⋅) is the feature selection criterion function.
Obviously, the choice for assessing the performance of an intrusion detection model is to estimate its DR and FPR. It is preferable to maximize DR and minimize FPR. For DR, we can modify the objective function to 1-DR for minimizing it. Accordingly, the problem of feature selection becomes to find the subset S * ⊆S such that
where S is the original feature set. The objective function J(⋅) is a vector function consisting of two objectives, namely minimizing 1-DR and FPR.
In order to evaluate the results of intrusion detection with different feature subsets, we employ SVM as the learner because of its speed and scalability [3] . Finding a useful feature subset is a form of search. Ideally, feature selection methods search through the subsets of features, and try to find the best one among the competing 2 N candidate subsets according to some evaluation functions. However this procedure is exhaustive as it tries to find only the best one. It may be too costly and practically prohibitive. Meanwhile, when we use ensemble approach to constitute intrusion detection model, we need a set of accurate and diverse feature subsets to learn to generate various components of ensemble.
Usually, there are several search strategies for feature selection [14] . Among the categories of feature selection algorithms, genetic algorithm (GA) is naturally applicable to feature selection since the problem has an exponential search space [15, 16] . In most cases, the aim is to optimize a single criterion. However, for intrusion detection, DR and FPR should be considered simultaneously. So feature selection naturally poses as a multi-objective search problem.
Therefore, MOGAs are well suited for feature selection in ensemble approach to intrusion detection.
Multi-Objective genetic algorithms
Since the problem of feature selection for intrusion detection requires the simultaneous optimization of several conflicting objectives, e.g. DR and FPR, the solution is usually computed by combining them into a single objective according to some utility function. However, the utility function is not a prior to the optimization process. So, the problem of feature selection for intrusion detection should be treated as a multi-objective optimization problem.
Assuming, without loss of generality, a minimization problem, a multi-objective optimization problem can be defined formally as follows:
Given a n-dimensional decision vector x={x 1 ,…,x n } in the solution space X, find a vector x * that minimizes a
give set of k objective functions f(x * )={f 1 (x * ),…,f k (x * )}. The solution space X is generally restricted by a series of constraints, such as g j (x * )=b j for j=1,…,m.
The goal of multi-objective optimization is to find the solutions giving the best trade-off between multiple objectives, known as Pareto optimum. Several concepts are mathematically defined as follows:
Definition 1 (Dominance/Inferiority). A vector u=(u 1 ,…,u n ) is said to dominate to v=(v 1 ,…,v n ) iff u is partially less than v, i.e., ∀i=1,…,n:u i ≤v i ∧∃i=1,…,n:u i <v i .
Definition 2 (Pareto optimal).
A solution x u ∈X is said to Pareto optimal iff there is no x v ∈X for which
The set of all non-dominated solutions in X is referred to the Pareto optimal set. For a given Pareto optimal set, the corresponding objective function values in the objective space are non-dominated, and called the Pareto front.
There are several well-known MOGAs [11, 17, 18] . NSGA-II [17] is one of the most popular algorithms. NSGA-II was proposed as an improvement of NSGA [19] . The idea behind NSGA-II is that a Pareto ranking based selection method is used to emphasize good points and a niche method is used to maintain stable subpopulations of good points. At the same time, in order to avoid high computational complexity of non-dominated sorting and need for the sharing parameter existing in NSGA, NSGA-II also uses a fast non-dominated sorting approach, an elitist-preserving strategy, and a parameter-less niching operator.
In NSGA-II, before the selection is performed, the population is ranked on the basis of an individual's non-domination. The non-dominated individuals present in the population are first identified from the current population. Then, all these individuals are assumed to constitute the first non-dominated front in the population and assigned a dummy fitness value. The same fitness value is assigned to give an equal reproductive potential to all these non-dominated individuals. In order to preserve diversity in the population, a crowded comparison approach is used to guide the selection process towards a uniformly spread-out Pareto-optimal front. Formally, ) 
where is crowed comparison operator, i n ≺ rank and j rank refer to non-domination ranks, and i distance and j distance refer : 1373 to crowding distances. The more details about NSGA-II can be found in Ref. [17] .
Our improved MOGA algorithm
As was described above, MOGAs fit for feature selection in ensemble approach. However, we find that solutions provided by a MOGA are likely to be inferior or only comparable to classical heuristic search algorithms in feature selection. Although MOGAs are able to escape from local optima by means of the crossover and mutation operator, they are weak in fine-tuning near local optimum points and disabled to find a perfect solution because of "premature convergence". This makes the obtained solutions be not as close as possible and uniformly spread-out towards the true Pareto-optimal front. To improve the search capability of MOGAs, we present an improved MOGA to enhance the local search capability of MOGA by sequential search strategy.
There are many sequential search strategies for feature selection [20] . SFFS and its backward counterpart, SBFS, are popular methods [21] . They take use of backtracking and are capable of "correcting wrong inclusion/removal decisions" until the quality of the current set of selected features cannot be improved by including or removing another feature. Because SFFS is considered as the best amongst the sequential search algorithms for feature selection, and can find fairly good solutions in moderate time, we employ the similar search strategy to trace the adjacent subsets of the Pareto-optimal solutions that are generated by MOGA.
In view of the first non-dominated front obtained by MOGA includes solutions that achieve the best trade-off between DR and FPR, they are regarded as the start points of sequential search algorithm. When sequential search is applied, the best neighbor of the current solution is selected with respect to a single weighted objective function. If the neighbor is superior to the current solution, the current solution is immediately replaced with the neighbor.
Since a sequential search strategy requires single objective function, a weighted objective function can be used 
E-IMOGA Algorithm

Selective ensemble approach
Now, we can constitute our ensemble intrusion detection model using the optimal feature subsets which are generated by our improved MOGA. However, according to Ref. [12] , ensembling many of neural networks may be better than ensembling them all. That is the basis that we devise our selective ensemble approach on.
So, once the set of classifiers have been trained, our task is to pick the members of ensemble which are the most diverse and accurate. Let's look at GASEN algorithm which was proposed to build the selective ensemble [12] .
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Finally it selects the learners whose weights are bigger than a pre-set threshold λ to make up the ensemble.
Each individual in the evolving population is a weight vector w=(w 1 ,w 2 ,…,w t ), where w i is the weight for the i-th component classifier according to Pareto-optimal solution, i.e. feature subset. In order to evaluate the goodness of the classifiers, a separate validation dataset is used. Let denote the estimated generalization error of the ensemble corresponding to the individual w on the validation set. It is obvious that can express the goodness of w, i.e. the smaller is, the better w is. So,
( = can be used as the fitness function naturally.
In our selective ensemble approach, a weight with 0 or 1 is assigned to each individual. That means if w i is 1, then the i-th classifier is selected as a member of ensemble, otherwise is not. So, the weight w is a vector of {0,1}.
And manually setting the threshold for selecting component learners according to their evolved weights is not needed. E-IMOGA algorithm is represented in the next subsection in detail.
Algorithm Representation
The main procedure of E-IMOGA algorithm is described as follows.
Algorithm 1 (E-IMOGA).
Input: training set, validation set, learner L, and original feature set U;
Output: Ensemble intrusion detection model N*(x).
Procedure:
1.
Generate randomly an initial population P 0 , t=0;
2.
Create a children population Q 0 of size n;
3.
Combine parent and children population R t =P t ∪Q t ;
4.
Generate all non-dominated fronts F=(F 1 ,F 2 ,…) of R t ; 5.
Sort the non-dominated fronts using ; n ≺ 6. Choose the best solutions needed to fill the population;
7.
Use selection, crossover and mutation to create a new population Q t+1 , t=t+1;
8.
If the maximum number of generations is not reached, go to (3) 
Experimental Results and Analysis
Dataset
Experiments have been carried out on a subset of the dataset created by DARPA for the 1998 Intrusion Detection Evaluation Program [22] . In order to evaluate the performance of E-IMOGA algorithm, the dataset is generated randomly from a dataset in KDD [23] , which contains 492 000 records. The training and test dataset comprises of 5 914 and 6 781 records, respectively. Then, a separate validation set which contains 10 158 records is generated. All IDS models are trained and tested with the same set of data.
Performance measures
To evaluate E-IMOGA for intrusion detection, we are interested in two major indicators of performance: DR and FPR. DR is defined as the number of intrusion instances detected by the system divided by the total number of intrusion instances present in the dataset. FPR is defined as the total number of normal instances.
Experiment and analysis on improved MOGA
Firstly, we use our improved MOGA and standard MOGA to perform feature selection respectively, and compare their results. In the experiment, we use NGSA-II as a standard MOGA, and base on it to devise our improved MOGA algorithm. We run NGSA-II and our improved MOGA ten times on the same training and test dataset, respectively. Then the average results are calculated. Figure 1 reports the comparison of Pareto-optimal fronts between NSGA-II and our improved MOGA.
As represented in Fig.1 , we can improve the trade-off between DR and FPR through local sequential search, especially in the case of U2R. For DoS, the performance is almost unchanged because both of the algorithms can obtain very high accuracy closing to 100 percent. For U2R, the accuracy is promoted nearly 25 percent. For Probe and R2L, although the promotions of DR are not very great, they get much lower FPRs, respectively. That means our improved algorithm can find the local optimal points that are omitted by MOGA because of its weakness of 
Experiment and analysis on E-IMOGA
As was described above, after optimal feature subsets are selected, which will be used to build base classifiers, some accurate and diverse classifiers should be chosen to constitute ensemble. E-IMOGA algorithm begins with a population of weight vectors, which is generated randomly, to evolve. Each individual indicates which base classifier is selected as a member of ensemble. Finally, the best individual in population is selected to indicate that which classifiers will be used to constitute the ensemble. Here, we use a separate validation dataset. The performance comparison between ensembling all of the classifiers and our selective ensemble approach is listed in Table 1 . We can notice from Table 1 that almost all of the results of E-IMOGA are superior to those of ensemble with all except DR of R2L attack. It manifests that removal of insignificant or useless classifiers in ensemble leads to the improvement of accuracy. At the same time, comparing with those of Fig.1 , we also conclude that ensemble approach results in better accuracy than single classifiers.
Next, we also compare the intrusion detection performance among Wenke Lee's approach, BP neural networks, SVM, Bayesian network, ensemble of Bayesian and CART, and E-IMOGA on KDD Cup dataset [3, 4, 13] . The comparative results are summarized in Table 2.   :   1377   From Table 2 , it is noted that E-IMOGA can achieve much better than, at least comparable to other approaches.
Besides the high detection accuracy, the other important merit of E-IMOGA is its balance performance on all four attack types. On the other hand, the other five approaches are difficult to detect all four attack types simultaneously, e.g. R2L and U2R of Wenke Lee's, U2R of other approaches. With high accuracy and the reduced feature space which lead to a simplified intrusion detection model and balance performance, our E-IMOGA algorithm can be more efficient and effective to detect the intrusion behavior. 
Conclusions and Future Works
This paper presents an ensemble approach to intrusion detection based on the improved multi-objective genetic algorithm, E-IMOGA. The algorithm differs from the existing algorithms as it uses an improved MOGA to generate a set of different feature subset, which is then used to build accurate and diverse base classifiers. While the ensemble is constituted, a selective ensemble approach is used to improve the accuracy of ensemble intrusion detection model. The experimental results manifest that E-IMOGA algorithm can achieve high accuracy in both DR and FPR, as well as balanced performance on all four types of attacks.
The future works focus on applying the domain knowledge of security to improve the detection accuracy, especially R2L attack, and visualizing the procedure and result of intrusion detection to promote the understandability of intrusion detection.
