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A Hybrid Mortar Virtual Element Method For Discrete
Fracture Network SimulationsI
M. F. Benedetto, S. Berrone∗, A. Borio, S. Pieraccini, S. Scialo`
Dipartimento di Scienze Matematiche, Politecnico di Torino
Corso Duca degli Abruzzi 24, Torino, 10129, Italy
Abstract
The most challenging issue in performing underground flow simulations in Dis-
crete Fracture Networks (DFN), is to effectively tackle the geometrical difficul-
ties of the problem. In this work we put forward a new application of the Virtual
Element Method combined with the Mortar method for domain decomposition:
we exploit the flexibility of the VEM in handling polygonal meshes in order
to easily construct meshes conforming to the traces on each fracture, and we
resort to the mortar approach in order to “weakly” impose continuity of the
solution on intersecting fractures. The resulting method replaces the need for
matching grids between fractures, so that the meshing process can be performed
independently for each fracture. Numerical results show optimal convergence
and robustness in handling very complex geometries.
Keywords: Discrete Fracture Networks, Virtual Element Method, Mortar
Method, Fracture flows, Darcy flows
2010 MSC: 65N30, 65N50, 68U20, 86-08
1. Introduction
The paper addresses the issue of simulating the state of equilibrium of the
hydraulic head of a single–phase fluid flow inside a fractured medium. We
consider the rock surrounding the fractures as impervious and model the flow by
Darcy’s law [1, 2]. The medium is approximated by a Discrete Fracture Network
(DFN): fractures are assumed to have a negligible thickness with respect to
the other dimensions, and are represented as planar polygons intersecting each
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other in three dimensional space, with an equivalent bidimensional conductivity
obtained by averaging the tridimensional one along the negligible dimension.
This setting has been widely studied both from the modeling [1, 3–7] and from
the computational point of view [6–14], and it finds its application in the field of
evaluation of the properties of a fractured soil, where uncertainty quantification
analysis [15, 16] is used to obtain information about the soil, thus requiring a
large amount of simulations of the hydraulic head distribution on stochastically
generated networks.
When performing such simulations, the main problem to be addressed is
the geometrical treatment of the domain, in particular when the global or local
conformity of the mesh is required [13, 14, 17].
In some works [12, 18] this difficulty is overcome by modifying the nature of
the DFN, notably reducing the number of small angles between the intersections
of fractures, which are responsible for the generation of degenerate polygons.
This approach, though, changes the global statistical properties of the DFN;
this is an issue, in the framework of stochastical analysis.
Recently, efforts have been made towards developing efficient and robust
methods that can compute the solution of Darcy’s model on arbitrary DFNs. In
[8–10, 19] the Finite Element Method and the Extended Finite Element Method
have been used for the space discretization on each fracture, while imposing the
continuity of the pressure head and the balance of fluxes at intersections in
a weak form by means of a PDE-constrained optimization approach: within
such framework, the meshing process is completely independent of intersections
between fractures.
Other important issues concern the coupling between the DFN and the sur-
rounding rock matrix [11, 20] and more complex models for fracture intersection
[21].
In [22, 23] the newly developed Virtual Element Method [24] (VEM) was
applied in the DFN framework: the methods proposed therein exploit the flexi-
bility of VEM, that allows the treatment of elements with an arbitrary number
of edges, even with flat angles. Thanks to this property, a conforming mesh is
easily obtained at a moderate computational cost.
In the present work, the use of VEM in the DFN framework proposed in [22]
is coupled with the well established Mortar Method [25]. A major advantage of
this new coupling with respect to previous works that also work with a primal
formulation of the problem is that the flux entering/exiting each fracture from its
intersections is directly obtained as part of the solution of the discrete problem
and not through a post-processing of the results.
The paper is organized as follows: in Section 2 we state the problem setting;
in Section 3 we briefly recall the main features of the VEM needed for the
description of our method; Section 4 is devoted to the description of the hybrid
method obtained from coupling the VEM with the mortar method; Section 5
addresses some implementation issues related to the generation of the locally
conforming mesh; finally, Section 6 reports some numerical results assessing the
behaviour of the method.
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2. Problem formulation
A DFN, Ω, is a set of N open planar polygons Fi, i = 1, . . . , N , representing
the fractures in the medium. In the sequel, we will identify the fractures with
the polygons. Fractures intersect each other along segments called traces. We
assume throughout the paper that traces are given by the intersection of exactly
two fractures. Whenever two traces intersect each other, we split both traces
into two sub-traces. The set of all traces and sub-traces will be denoted by S.
For the sake of simplicity, in the sequel we will refer to all elements in S as
traces. For each S ∈ S, it is convenient to identify the set IS = {i, j} of the
indices of the two fractures intersecting at S. For any function or set defined on
the whole DFN, its restriction to fracture Fi will be denoted using the subscript
i.
On the domain Ω, we consider the Darcy’s law as a model for the equilibrium
of the hydraulic head H = P+ζ, where P = p/(ρ g) is the fluid pressure, g is the
gravitational constant, ρ the fluid density and ζ its elevation. We introduce on
each fracture the transmissivity Ki, which is assumed, for the sake of simplicity,
to be a scalar function of the local tangential coordinates system on Fi. Let Γ
D
be a non-empty portion of ∂Ω on which the Dirichlet boundary condition HD is
imposed, and let us set ΓDi = Γ
D ∩Fi. Note that ΓDi is allowed to be empty for
some i. Let us assume that HDi ∈ H
1
2 (ΓDi ) for all i ∈ {1, . . . , N}. Furthermore,
let ΓNi = ∂Fi \ ΓDi be the local Neumann boundary and let HNi ∈ H−
1
2 (ΓNi ) be
the Neumann boundary condition imposed therein.
Let us define the following functional spaces:
Vi =
{
v ∈ H1(Fi) : γ
ΓD
i
(v) = 0
}
∀i = 1, . . . , N ,
V Di =
{
v ∈ H1(Fi) : γ
ΓD
i
(v) = HDi
}
∀i = 1, . . . , N ,
V D =
N∏
i=1
V Di , V =
N∏
i=1
Vi ,
where γΓDi : H
1(Fi) 7→ H 12 (ΓDi ) is the trace operator on ΓDi .
The problem of interest is to find H ∈ V D such that H = H0 + RD where
RDi = R
D
∣∣
Fi
is a lifting of HDi on H
1(Fi) and H0 ∈ V satisfies, for any given
v ∈ V and any i = 1, . . . , N ,
(Ki∇H0,i,∇vi)Fi −
∑
S∈S
〈s
Ki
∂Hi
∂niS
{
S
, vi
〉
± 12 ,S
= (fi, vi)Fi +
〈
HNi , vi
〉
± 12 ,ΓNi
− (Ki∇RDi ,∇vi)Fi (1)
where 〈·, ·〉±α,ω is the duality product between H−α(ω) and Hα(ω), niS is the
unit vector normal to trace S on fracture Fi, and the symbol
r
Ki
∂Hi
∂niS
z
S
denotes
the jump of the co-normal derivative of Hi across S on Fi. The equations on
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each fracture are coupled by the balance of fluxes on traces:
∀S ∈ S, if IS = {i, j},
s
Ki
∂Hi
∂niS
{
S
+
t
Kj
∂Hj
∂njS
|
S
= 0 , (2)
and by the continuity of the solution across traces, that can be written as:
∀S ∈ S, ∀ψ ∈ H− 12 (S) =
(
H
1
2
00(S)
)′
, 〈JHKS , ψ〉± 12 ,S = 0 . (3)
We introduce
∀S ∈ S, ∀ψ ∈ H− 12 (S), bS (v, ψ) = 〈JvKS , ψ〉± 12 ,S , (4)
and rewrite (3) as
∀S ∈ S, ∀ψ ∈ H− 12 (S), bS (H,ψ) = 0 . (5)
For the sake of convenience in rewriting the jump of a function on a trace S,
let us fix the following sign convention: for each S ∈ S, with IS = {i, j}, let us
introduce the function mS : IS → {0, 1} as follows:
mS(k) =
{
1 if k = min{i, j}
0 otherwhise
.
Hence, we may write
∀v ∈ V,∀S ∈ S, JvKS = ∑
i∈IS
(−1)mS(i) γ
S
(vi) . (6)
We introduce the space M =
∏
S∈S H
− 12 (S) and set
∀vi ∈ Vi, ∀ψ ∈M, bi (vi, ψ) =
∑
S∈Si
(−1)mS(i)〈γ
S
(vi), ψS〉± 12 ,S . (7)
With these definitions at hand, we define Λ ∈M such that, ∀S ∈ S,
ΛS =
s
Ki
∂Hi
∂niS
{
S
,
where i is such that mS(i) = 1. Then, defining ai : Vi × Vi 7→ R as
ai (ui, vi) = (Ki∇ui,∇vi)Fi ∀i = 1, . . . , N , (8)
equation (1) can be written as
ai (H0i, vi)+bi (vi,Λ) = (fi, vi)Fi +
〈
HNi , vi
〉
± 12 ,ΓNi
−ai
(
RDi , vi
) ∀v ∈ V . (9)
4
In view of a global formulation of the problem, we define
a (u, v) =
N∑
i=1
ai (ui, vi) ∀u, v ∈ V , (10)
b (v, ψ) =
N∑
i=1
bi (vi, ψ) ∀v ∈ V, ψ ∈M . (11)
Note that due to (4), (7) and (5) we have b (H,ψ) =
∑
S∈S bS (H,ψ) = 0.
Summing up (9) over all the fractures we obtain:{
a (H0, v) + b (v,Λ) = (f, v) +
〈
HN , v
〉
± 12 ,ΓN
− a (RD, v) ∀v ∈ V,
b (H0, ψ) = −b
(
RD, ψ
) ∀ψ ∈M. (12)
Let us endow V D and V with the norm
‖ v ‖V =
(
N∑
i=1
‖ vi ‖2L2(Fi) +ai (vi, vi)
) 1
2
. (13)
Well-posedness of problem (12) follows observing that, introducing the Hilbert
space
W =
{
v ∈ V : ∀S ∈ S, ∀ψ ∈ H− 12 (S), 〈JvKS , ψ〉± 12 ,S = 0} = ker(b) ,
problem (12) is equivalent to: find H0 ∈W such that
a (H0, v) = (f, v) +
〈
HN , v
〉
± 12 ,ΓN
− a (RD, v) ∀v ∈W .
3. The Virtual Element Method
In this section we briefly recall the main features of the conforming VEM
which are useful for the description of the approach proposed in the following
sections. The reader is referred to the seminal papers [24, 26] for a thorough
description and to [27–31] for further developments of the method.
The VEM is a generalization of the standard finite element method to polyg-
onal meshes, and it includes some of the ideas present in the mimetic difference
method [32, 33]. The peculiarity of the method is that the discrete functional
space contains more general functions in addition to standard piecewise poly-
nomials, namely, it contains functions whose restrictions to element edges are
polynomials, whereas in the interior only information of the function for certain
degrees of freedom is known. When computing the stiffness matrix or the right
hand side of the problem, the integrals will be computed exactly only if at least
one of the two factors is a polynomial, whereas in other cases they will be sub-
stituted by operations on the degrees of freedom suitably defined to maintain
the right order of convergence.
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Let us consider a given fracture Fi ⊂ R2, a mesh τδ,i on Fi with mesh
parameter δ, representing the maximum element size, and consisting of a finite
number of polygons E, convex in the following, with an arbitrary number of
edges. We denote by k the desired order of accuracy of the method and by Pk
the space of the polynomials of maximum order k, with P−1 = {0}. The local
virtual element space Vk,δ(E) is defined as
Vk,δ(E) =
{
vδ ∈ H1(E) : vδ|∂E ∈ C0(∂E), vδ|e ∈ Pk(e), ∀e ⊂ ∂E,
∆vδ ∈ Pk−2(E)}
where ∂E is the boundary of E, and e is an edge. Note that from the definition
it clearly follows that Pk(E) ⊆ Vk,δ(E); the latter set may also include other
non-polynomial functions.
Following [24], for each element E the following set of DOFs is introduced:
• the value of vδ at the vertices of E;
• the value of vδ at k − 1 internal points on each edge of E;
• the scaled moments 1|E|
∫
E
vδmα for |α| ≤ k − 2,
where mα, with α = (α1, α2), denotes the scaled monomial
mα(x, y) =
(
x− xc
hE
)α1 (y − yc
hE
)α2
,
being (xc, yc) and hE the centroid and the diameter of the element E, respec-
tively. Edge moments can also be chosen as degrees of freedom instead of internal
edge point values; in general, any set of DOFs that completely defines vδ|e for
all edges of the element is a valid choice. Note that for k = 1 the set of DOFs
is given by the values of vδ at the vertices of E. The selected set of degrees of
freedom is unisolvent [24] and therefore, given an element E with nv vertices,
we have that the dimension of Vk,δ(E) is
dimVk,δ(E) = nvk + k(k − 1)/2 .
We can define basis functions φ` with ` = 1, ...,dimVk,δ(E) in Vk,δ(E) in such a
way that dof`(φm) = δ`m where dof`(v) := value of v at `-th degree of freedom.
The global virtual element space on Fi is:
Vk,δ(Fi) = {vδ : vδ|E ∈ Vk,δ(E) for all E ∈ τδ,i} ⊂ H1(Fi) .
Inclusion in H1(Fi) is a consequence of the choice of edges and vertices as DOFs,
that guarantees continuity of any function vδ ∈ Vk,δ(Fi) on internal edges of the
mesh.
Let us assume for the sake of simplicity that the fracture transmissivity Ki,
i = 1, . . . , N , is constant on Fi, and let us introduce, on each element E of Fi,
the bilinear form
aE(u, v) = Ki(∇u,∇v)E ∀u, v ∈ Vk,δ(E) .
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For k ≥ 1, let us introduce a projection operator on E:
Π∇E,k : Vk,δ(E) −→ Pk(E) ,
defined by ∫
E
∇pk · (∇vδ −∇Π∇E,kvδ) = 0 ∀pk ∈ Pk(E) , (14)
∫
E
Π∇E,kvδ =
∫
E
vδ k > 1,
nv∑
i=1
Π∇E,kvδ(Vi) =
nv∑
i=1
vδ(Vi) k = 1,
(15)
where Vi are the vertices of the element.
Note that
Π∇E,kpk = pk for all pk ∈ Pk(E) .
The projection represents an orthogonality condition in the scalar product in-
duced by the bilinear form a. Thanks to integration by parts, the computation
of Π∇E,kvδ can be performed just by exploiting the knowledge of vδ in the de-
grees of freedom [26]. Equation (14) completely determines the gradient of the
projection, while (15) takes care of the constant part. Other options for (15)
exist [24, 31].
Remark 3.1. The assumption of Ki being constant on each fracture is made
here for the ease of description. In case of problems presenting non-constant
coefficients or a more general second order differential equation including lower
order terms, other projectors have to be used in order to retain optimal conver-
gence [31].
Let us now introduce the discrete bilinear form on the element E as:
aEδ (uδ, vδ) = a
E
(
Π∇E,kuδ,Π
∇
E,kvδ
)
+ SEδ
(
uδ −Π∇E,kuδ, vδ −Π∇E,kvδ
)
, ∀uδ, vδ ∈ Vk,δ(E) , (16)
where SEδ is any symmetric, positive definite bilinear form that verifies
C0a
E(vδ, vδ) ≤ SEδ (vδ, vδ) ≤ C1aE(vδ, vδ) ∀vδ ∈ ker(Π∇E,k) ,
for constants C0, C1 > 0 independent of E. This means that S
E
δ (v, v) scales
like aE(v, v) on the kernel of Π∇E,k. A possible choice for S
E
δ is the Euclidean
product in R#V
E
k,δ×#V Ek,δ between vectors whose components are the values of
the functions at the degrees of freedom. Note that the first term of (16) ensures
the consistency of the form, and the second one has in charge its stability. In
particular, we have
aEδ (vδ, pk) = a
E (vδ, pk) ∀vδ ∈ Vδ, ∀pk ∈ Pk(E) . (17)
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Going back to the whole DFN, the global discrete bilinear form is defined as
aδ(hδ, vδ) =
N∑
i=1
∑
E∈τδ,i
aEδ (hδ, vδ) ∀hδ, vδ ∈ Vk,δ =
N∏
i=1
Vk,δ(Fi) . (18)
Under proper regularity assumptions, it can be proved [24] that aδ is equivalent
to a, i.e. that there exist two positive constants α∗ and α∗, independent of δ
and N , such that
α∗ a (vδ, vδ) ≤ aδ (vδ, vδ) ≤ α∗ a (vδ, vδ) ∀vδ ∈ Vk,δ . (19)
For the right hand side with load term f , it is enough for optimal convergence
[26] to consider the following discrete scalar products:
(f, vδ)δ =
∑
E∈τδ
∫
E
fΠ0E,kvδ (20)
where ∀E ∈ Th, Π0E,k is computed as in [26, Sections 5.3–6.1], i.e. it is the
polynomial function such that, ∀v ∈ Vk,δ(E),(
Π0E,kv, p
)
E
= (v, p)E ∀p ∈ Pk−2 (E) ,(
Π0E,kv, p
)
E
=
(
Π∇E,kv, p
)
E
∀p ∈ Pk (E) \ Pk−2 (E) .
4. Mortar formulation of the problem
In this section we introduce a Mortar formulation for problem (12), in con-
junction with the VEM for the finite dimensional approximation of V .
From now on, let us consider the VEM of order k and let us introduce the
spaces
Vδ =
{
vδ ∈ Vk,δ : γ
ΓD
i
(vδ) = 0 ∀i = 1, . . . , N
}
, (21)
V Dδ =
{
vδ ∈ Vk,δ : γ
ΓD
i
(vδ) = Π
0
k,ΓD (H
D) ∀i = 1, . . . , N
}
, (22)
where Π0k,ΓD is the piecewise L
2(e) projection on polynomials of degree ≤ k for
all edges e such that e∩ΓD 6= ∅. We equip both spaces with the same norm as V .
The Mortar Method [25] consists in weakening the continuity of the solution on
each trace S ∈ S, replacing it by suitable orthogonality conditions with respect
to a proper finite dimensional subspace of H−
1
2 (S), which will be denoted by
Mδ,S ⊂ L2(S). Going back to equation (9), let h and λ denote the discrete
counterpart of H and Λ, respectively; the discrete version of (9) is written as:
find h ∈ V Dδ such that, for i = 1, . . . , N
aδi (hi, vδi) + bi (vδi, λ) = (fi, vδi)δ +
(
HN , vδi
)
ΓNi
∀vδ ∈ Vδ . (23)
Following the mortar terminology, for each S ∈ S, S = F¯i ∩ F¯j , we call mortar
fracture the one whose index i is such that mS(i) = 0, while the other fracture
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intersecting at S will be denoted as non-mortar. In the present context, λS =
λ|S will approximate the jump of the co-normal derivative of the solution on the
non-mortar fracture, while the jump on the mortar fracture will be approximated
by −λS .
Considering again a lifting RDδ of Π
0
k,ΓD (H
D) and summing up (23) over
all fractures, the global form aδ defined by (18) arises and the problem can be
rewritten as: find h = h0 +R
D
δ , with h0 ∈ Vδ, and λ ∈Mδ such that{
aδ (h0, vδ) + b (vδ, λ) = (f, vδ)δ +
(
HN , vδ
)
ΓN
− aδ
(
RDδ , vδ
) ∀vδ ∈ Vδ,
b (h0, ψδ) = −b
(
RDδ , ψδ
) ∀ψδ ∈Mδ,
(24)
being
Mδ =
∏
S∈S
Mδ,S , (25)
and b(vδ, ψδ) computed as an integral in L
2(S).
4.1. Well-posedness of the discrete problem
Following [34, Corollary 2.1], the well-posedness of problem (24) is guaran-
teed if aδ is coercive on
Wδ = {vδ ∈ Vδ : b(vδ, ψδ) = 0 ∀ψδ ∈Mδ} , (26)
and an inf-sup condition holds:
∃β > 0: inf
ψδ∈Mδ
sup
vδ∈Vδ
b (vδ, ψδ)
‖ vδ ‖V ‖ψδ ‖M
≥ β . (27)
The existence of a constant β independent of δ satisfying (27) was proved in
[35] making use of [36, Lemma 10] in the case of a polynomial Finite Element
approximation on a regular triangulation. The same proof applies here under
the following assumption.
Assumption 1. There exists a constant σ > 0 independent of δ such that, for
each E ∈ τδ,i, for i = 1, . . . , N , the distance between any two vertices of E is
larger then or equal to σhE, where hE is the diameter of E.
Under this assumption, consider a trace S and a segment e belonging to the
discretization of S. Let E be one of the two polygons sharing e. By Assumption
1, we can construct in the interior of E a triangle Te,E having e as one of its
edges and having a shape regularity which depends uniquely on σ (for example,
for convex elements, by connecting the extrema of e with the barycenter of E).
The area of such a triangle scales as the area of E divided by the number of
edges of E. We are thus led to make the following assumption.
Assumption 2. The number of edges of the elements of τδ is limited indepen-
dently of δ.
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With this last assumption, the area of Te,E scales like the area of E and thus,
the norm of any function belonging to the finite dimensional space on Te,E is
equivalent to the one on E. From [36, Lemma 10], we obtain the existence of
an inf-sup constant independent of δ for Te,E and thus prove the existence of
such a constant for E by the equivalence of the norms.
To prove the coercivity of aδ on Wδ, we first prove the coercivity of a on such
space and then use the equivalence (19). The key result needed is the following.
Proposition 4.1. Assume that Mδ contains the functions which are constant
on each trace. Then, the functional vδ 7→ ||| vδ ||| is a norm over Wδ.
Proof. It is enough to verify that ||| vδ ||| = 0 only if vδ = 0. Let vδ ∈Wδ be such
that ||| vδ ||| = 0. Then it must be constant on each fracture, since its gradient
on each fracture is null. Furthermore, vδ clearly vanishes on all fractures such
that ΓDi 6= ∅. It is now easy to prove that vδ vanishes on all fractures. Indeed,
let S be a trace shared by fractures Fi and Fj , with γS (vδi) = 0; thanks to the
mortar condition one has
(JvδKS , 1)S = |S| JvδKS = 0⇒ γS (vδj) = γS (vδi) = 0
and since vδi and vδj are constant, it follows that vδj = 0. Thanks to the
network connectivity, this ensures that vδ vanishes on all the fractures.
From now on, Mδ is required to satisfy the assumption of Proposition 4.1.
It follows that a is coercive with coercivity constant 1 on Wδ. By (19), aδ is
coercive with coercivity constant α∗.
4.2. A priori error estimates
We are now able to derive an a priori error estimate. To this aim, we
introduce the operators F ,Fδ ∈ V ′ defined such that
〈F , v〉±1,Ω = (f, v)Ω, 〈Fδ, v〉±1,Ω = (f, v)δ.
Furthermore, define
WDδ =
{
v ∈ V Dδ : b(v, ψ) = 0, ∀ψ ∈Mδ
}
, (28)
PDk (Ω) =
{
p ∈ V Dδ : p ∈ Pk(E), ∀E ∈ τδ
}
. (29)
The main result concerning the a priori error estimate is stated in the following
Theorem. The proof is reported in Appendix A.
Theorem 4.1. Let Vδ, Mδ, Wδ, W
D
δ and PDk (Ω) be defined as in (21), (25),
(26), (28) and (29), respectively. Then, the solution (h, λ) to problem (24) and
the solution (H,Λ) to problem (9) satisfy
|||H − h ||| ≤
(
1 +
α∗
α∗
)
inf
vδ∈WDδ
|||H − vδ |||+1 + α
∗
α∗
inf
pk∈PDk (Ω)
|||H − pk |||
+
1
α∗
(
inf
ψδ∈Mδ
sup
vδ∈Wδ
b (vδ,Λ− ψδ)
||| vδ |||
)
+
1 + CΩ
α∗
‖F −Fδ ‖V ′ .
(30)
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Moreover, assume (27) is satisfied. Then,
‖Λ− λ ‖M ≤
(
1 +
1
β
)
inf
ψδ∈Mδ
‖Λ− ψδ ‖M +
√
α∗
β
|||H − h |||
+
1 +
√
α∗
β
inf
pk∈PDk (Ω)
|||H − pk |||+ 1
β
‖F −Fδ ‖V ′ .
(31)
5. Implementation
We describe in this section some details concerning the practical implemen-
tation of the method.
5.1. Mesh generation and trace management
Following closely the ideas in [22], we start by independently introducing
a good quality triangular mesh on each fracture, disregarding trace positions.
Such triangulation will be called base mesh. On each fracture, the base mesh
is then modified in such a way that a new polygonal mesh is obtained, that is
locally conforming to the traces of the fractures. This means that traces will
be covered by edges of the new polygonal elements, though we remark that
elements on meshes from different fractures induce a different discretization
of the same trace. This new mesh will be suitable for the application of the
method described in the previous sections and it will be called VEM mesh.
The procedure for obtaining the VEM mesh is the following. Whenever a trace
intersects an edge of the triangulation, a new node is created at the intersection.
Each trace tip defines a new node and the trace segment is prolonged up to
the nearest edge of the triangulation, thereby creating a new edge and a new
node. When two traces intersect each other, they are split into two sub-traces
and in their intersection a new node is created. Whenever an element of the
mesh is cut by a (possibly prolonged) trace segment, it is split into two parts
which become new elements of the polygonal mesh in their own right. Finally,
traces without internal nodes receive the addition of a new node in its midpoint,
which is necessary to define the discrete Mortar space for the trace. The overall
procedure thus results in a polygonal mesh whose elements are convex polygons
made of an arbitrary number of edges.
Figure 1 is illustrative for such procedure. Focusing on a single fracture, we
depict on the left the base mesh introduced, and the local traces present on the
fracture, denoted by LT and with a fracture-local numbering from 1 to 15. On
the right, the VEM mesh obtained is represented. Note that new traces are
introduced by splitting the original traces into sub-traces. Note, as well, the
generation of new nodes and elements obtained via trace segment prolongation
and the addition of one internal node (see, e.g., the original local trace 3 on the
top of the fracture). To better highlight the number of edges in the elements, a
different coloring is used for elements with a different number of edges.
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Figure 1: Mesh examples. Left: base mesh; right: VEM mesh.
Remark 5.1. In order to verify Assumption 1, a mesh smoothing process can
be designed, in order to improve the quality of the VEM mesh, reduce the
number of DOFs and prevent irregular elements in the discretization. Let us
introduce for each vertex a quantity rm called moving radius, defined as a fixed
rate of the smallest edge connected to that vertex. Correspondingly, we define
a moving ball as a ball with center the vertex and radius rm. Then:
1. if a trace tip lies within a moving ball of a vertex, the vertex is moved on
the tip (see Figure 2a);
2. if the intersection between two traces is within the moving ball of a vertex
not previously moved to a tip, the latter is moved on the intersection (see
Figure 2b);
3. if a vertex not previously moved is closer to a trace than the moving radius,
it is moved orthogonally onto the trace (see Figure 2c).
This procedure does not cover the case in which two traces intersect each other
with a very small angle or very small traces, but from the numerical results (see,
in particular, Section 6.2) we can say that the method is sufficiently robust to
deal with this kind of issues.
Remark 5.2. Assumption 2 is satisfied by the VEM mesh. Indeed, the trian-
gles of the base mesh are only split when a trace cuts them. Thus, the number of
edges of the new polygonal elements is limited by the number of traces cutting
the element (that is bounded by the number of traces on the fracture), plus 3.
5.2. Matrix Formulation of the problem
On the discretization of S induced by the triangulation on the non-mortar
fracture, we introduce a finite dimensional subspace of dimension NS , contain-
ing the constant functions (this is required for well-posedness, see Proposition
4.1). Let Nh and Nλ be the total number of degrees of freedom for h and λ,
respectively, and set Ndof = Nh + Nλ; let us denote by φk, k = 1, . . . , Nh, and
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Figure 2: Mesh smoothing process. Top: before mesh smoothing; bottom: after mesh smooth-
ing. Cases: (a) trace tip close to a vertex; (b) traces intersecting close to a vertex; (c) trace
very close to a vertex.
ψl, l = 1, . . . , Nλ, the basis functions for h and λ, respectively. Finally, let
ND be the number of basis functions φDj used to define the lifting R
D of the
Dirichlet boundary condition. Then, problem (24) can be written as
Nh∑
j=1
aδ (φj , φk)hj +
Nλ∑
l=1
b (φk, ψl)λl = (f, φk)δ+
(
HN , φk
)
ΓN
−
ND∑
j=1
aδ
(
φDj , φk
)
hDj
Nh∑
j=1
b (φj , ψm)hj = −
ND∑
j=1
b
(
φDj , ψm
)
hDj
∀k = 1, . . . , Nh and ∀m = 1, . . . , Nλ, where hDj is the value of Π0k,ΓD (HD) at
the boundary node corresponding to φDj . Summarizing, we have to solve the
system (
A ∈ RNh,Nh B ∈ RNh,Nλ
Bᵀ ∈ RNλ,Nh O ∈ RNλ,Nλ
)(
h
λ
)
=
(
F
Ψ
)
, (32)
where
Akj = aδ (φk, φj) , Bjl = b (φj , ψl)
Fk = (f, φk)δ+
(
HN , φk
)
ΓN
−
ND∑
j=1
aδ
(
φDj , φk
)
hDj , Ψm = −
ND∑
j=1
b
(
φDj , ψm
)
hDj .
For the practical construction of the VEM stiffness matrix and right hand
side vector, we refer the reader to [26]. We remark that the construction of the
matrix B can be done by standard quadrature formulas, since the analytical
expression of the basis functions on the edges of each element is known.
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(c) M2 basis
Figure 3: Lagrange multiplier basis
5.3. Bases for the discrete Lagrange multipliers
In this subsection we give details about the choice adopted for the space
Mδ,S , for each S ∈ S. For a thorough description of the possible choices of
Mortar bases, we refer the reader to [37].
In this work we have used three bases: the basis M0, composed by piecewise
constant functions; the basis M1, given by continuous piecewise linear functions,
except for the first and last intervals on which the functions are taken constant;
the basis M2, given by discontinuous piecewise quadratic functions, except for
the first and last interval where the functions are linear. These bases are depicted
in Figure 3.
6. Numerical results
We present in this section some numerical results aimed at assessing the
practical behavior of the method. The results are obtained on two classes of
problems: firstly, we present a benchmark problem for which the exact solution
is known, with some convergence results; secondly, we analyse the performance
of the method on larger DFNs that introduce several geometrical complexities.
All the numerical results here reported are obtained without any kind of mesh
smoothing (see Remark 5.1), in order to test the robustness of the method.
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Figure 4: Benchmark problem: geometry of the network
6.1. Benchmark problem
The benchmark DFN consists of 3 fractures as shown in Figure 4. Despite
being a simple network, it presents two geometrical features (a trace intersection
and a trace tip) which make it worthwhile to analyse the behavior of the method
at tackling them. The computational domain Ω = F1 ∪ F2 ∪ F3 is defined by
F1 =
{
(x, y, z) ∈ R3 : −1 ≤ x ≤ 1/2, −1 ≤ y ≤ 1, z = 0} ,
F2 =
{
(x, y, z) ∈ R3 : −1 ≤ x ≤ 0, y = 0, −1 ≤ z ≤ 1} ,
F3 =
{
(x, y, z) ∈ R3 : x = −1/2, −1 ≤ y ≤ 1, −1 ≤ z ≤ 1} ,
with traces
S1 = F1 ∩ F2 =
{
(x, y, z) ∈ R3 : −1 ≤ x ≤ 1/2, y = 0, z = 0} ,
S2 = F1 ∩ F3 =
{
(x, y, z) ∈ R3 : x = −1/2, −1 ≤ y ≤ 1, z = 0} ,
S3 = F2 ∩ F3 =
{
(x, y, z) ∈ R3 : x = −1/2, y = 0, −1 ≤ z ≤ 1} .
The problem is defined setting non-homogeneous Dirichlet boundary condi-
tions on the whole boundary ∂Ω, and a load term on each fracture in such a
way that the exact solution is given by:
H1(x, y) =
1
10
(
−x− 1
2
)(
8xy
(
x2 + y2
)
arctan2(y, x) + x3
)
,
H2(x, z) =
1
10
(
−x− 1
2
)
x3 − 4
5
pi
(
−x− 1
2
)
x3 |z| ,
H3(y, z) = (y − 1)y(y + 1)(z − 1)z,
where arctan2(y, x) is the four quadrant inverse tangent function with 2 argu-
ments, that returns the appropriate quadrant of the computed angle y/x. Note
that since H1, H2 /∈ C1, a net flux is expected between F1 and F2.
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Figure 5: Benchmark problem: computed hydraulic head on fractures F1 (left) and F2 (right).
Figure 6: Benchmark problem: computed and exact fluxes
The computed solutions obtained for the hydraulic head on such fractures
are shown in Figure 5. Fluxes exchanged between F1 and F2, computed with
all three considered choices for the mortar bases are shown in Figure 6, where
they are compared with the exact one.
In order to present convergence results, we remark that since the values of
the discrete solution are not explicitly known inside the elements but only on
the set of DOFs, the errors are computed by projecting the discrete solution on
the space of polynomials of degree k, as is the usual procedure with the VEM
[31]: (
ErrHL2
)2
=
∑
E∈Tδ
‖H −Π∇E,khE‖2L2(E) ,(
ErrHH1
)2
=
∑
E∈Tδ
‖H −Π∇E,khE‖2H1(E) ,
where Π∇E,k is the projection operator of order k as defined in Section 3, H is the
exact solution and hE is the discrete solution restricted to element E. Regarding
the errors of approximation of Λ, we measure them on each trace both in L2(S)
and H−
1
2 (S) norm; for practical computational issues, we approximate this latter
16
h λ on S1
VEM order Mortar basis L2 Norm H1 Norm L2 Norm H−
1
2 Norm
1 M0 1.00 (1) 0.50 (0.5) 1.19 1.79
1 M1 1.00 (1) 0.50 (0.5) 1.26 1.87
2 M0 1.38 (1.5) 0.91 (1) 0.98 1.54
2 M1 1.50 (1.5) 1.01 (1) 1.54 2.05
2 M2 1.51 (1.5) 1.01 (1) 2.45 3.02
Table 1: Benchmark problem: convergence rates for several VEM orders and Mortar bases.
The numbers in parentheses indicate the expected rates.
norm with a weighted L2(S) norm:(
ErrΛL2
)2
=
∑
S∈S
∑
e⊂S
‖Λ− λ‖2e ,
(
ErrΛ
H−
1
2
)2
=
∑
S∈S
∑
e⊂S
|e| ‖Λ− λ‖2e .
In Figure 7, focusing on fracture F1, we present the convergence curves for
different combinations of the order k for the VEM space and of the type of
Mortar basis. Namely, in the left column we report the behavior of the errors
ErrHL2 and Err
H
H1 (labeled by L
2 and H1, respectively); the errors are plot versus
the total number of h-DOFs on the fracture. In the right column we report the
errors ErrΛL2 and Err
Λ
H−
1
2
(labeled by L2 and H−1/2, respectively); here, the
errors are plot versus the number of λ-DOFs on the traces of F1.
Finally, Table 1 reports, for all the analysed cases, the computed convergence
rates with respect to the number of DOFs. Namely, we report the computed
rates of convergence for h with respect to the h-DOFs (the expected values being
reported in parentheses); note the very good agreement between the computed
and the expected rates, except for the case k = 2 and M0, in which the low order
of the mortar basis slows down the rate of convergence for the hydraulic head.
Focusing on trace S1, we also report the computed rates of convergence for λ
with respect to the number of λ-DOFs. The rates of convergence for the λ-errors
with respect to the number of h-DOFs, not listed here, are approximately one
half of the reported values; this is in agreement with the fact that the number
of λ-DOFs scales as the square root of the number of h-DOFs.
6.2. Complex networks
In this section we present results obtained on more complex networks. The
first one, DFN36, consists of 36 fractures. The geometry of the DFN is depicted
in Figure 8, from which the geometrical complexity of the domain can be seen.
A non-homogeneous constant Neumann boundary condition (HN = 100) has
been set on one fracture (called source fracture), and a homogeneous Dirichlet
boundary condition has been set on another fracture (sink fracture). Homoge-
neous Neumann boundary conditions on the remaining part of the boundary
isolate all the other fractures from the surrounding medium.
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Figure 7: Benchmark problem: convergence curves measured on fracture F1
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Figure 8: DFN36: geometry of the network and computed hydraulic head (as a scale of
colours)
The plots in Figure 9 report the computed total net fluxes exchanged by the
source and sink fracture versus the number of DOFs on traces (logaritmic x-
scale), for VEM of order k = 1, 2 and 3, and mortar bases M0, M1 and M2. The
value ∆ reported is the difference between the two curves and is an indication of
the global conservation state of the method in the whole DFN. Results show the
tendency to approximate the expected values and we note that, interestingly,
almost no difference in flux values is appreciated for different choices of mortar
bases. As a further quality indicator for the obtained solution, we introduce a
measure of the error of the jump of the hydraulic head on traces. Namely, we
set
Eh =
∑
S∈S
‖ JhKS ‖2L2(S) .
The computed values are shown in Figure 10 for VEM of order k = 1, 2 and
3, using the basis M1. For all orders, a decrease in this parameter was ob-
served with increasing number of DOFs as expected, but interestingly, with a
similar rate. Since the defined quantity does not constitute a norm, no further
conclusions about convergence can be drawn.
As a second example, a 134 fracture network is proposed (DFN134, Figure
11). As far as geometrical complexities are concerned, this DFN is far more
challenging than DFN36, as it exhibits several critical features: very small angles
at trace intersections (thus challenging the shape regularity of the elements
stated by Assumption 1 and discussed in Remark 5.1), almost parallel traces,
large variation of trace lengths and fracture sizes. Three fractures were chosen as
19
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(b) k = 2
(c) k = 3
Figure 9: DFN36: flux results
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Figure 10: DFN36: error in the jump of the hydraulic head on traces
source fractures by imposing non-homogeneous Neumann boundary conditions.
A fourth fracture was set as sink fracture, and on one of its edges a homogeneous
Dirichlet boundary conditions was set. Homogeneous Neumann conditions were
imposed on all the remaining components of the boundary.
In Figure 12 we report some data for a particularly intricate fracture, where
the problem has been solved using VEM of order k = 2 and the M1 basis.
The VEM mesh is presented (top left figure), as well as the affine interpolation
of the computed hydraulic head solution (bottom left) and the corresponding
velocity field obtained from the gradients of the computed hydraulic head (top
right figure). From the detail reported in the bottom right figure, it can be seen
how elements of order 2 allow for a better representation of the change in slope
between close traces thanks to the added DOFs in the midpoints of each of the
edges.
7. Conclusions
We have introduced a new approach for flow simulations in Discrete Fracture
Networks. The key feature is given by its capability to work with arbitrary (good
quality) meshes generated on the fractures. Taking advantage of the versatility
of the Virtual Element Method in handling polygonal meshes, each arbitrary
mesh is easily modified in such a way that local conformity of the meshes is
obtained for almost any trace disposition. Using the hybrid formulation of the
Mortar method, only “weak” continuity is required for the hydraulic head along
the intersections between fractures.
The main advantage of the approach presented here, with respect to the
method proposed in [23], is that, besides the computation of the hydraulic
head, the present approach allows for a direct approximation of the flux on
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Figure 11: DFN134: geometry of the network and computed hydraulic head (as a scale of
colours)
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Figure 12: DFN134: a selected fracture
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each trace, whereas in [23] the flux exchange is derived from the values of the
hydraulic head.
The validity of the approach proposed is supported by numerical experi-
ments, showing optimal convergence for the primal variable; furthermore, the
behaviour of the method is quite satisfactory also when it is applied to DFNs
with complex geometry.
Future developments include the extension to more complex flow models and
in particular to the case of non-constant transmissivity values. Furthermore, we
aim at investigating a possible parallel implementation, which is recommended
for tackling large scale DFNs for realistic underground flow simulations.
Appendix A. Proof of Theorem 4.1
This Appendix is devoted to the proof of Theorem 4.1. The proof follows
the lines of proofs of [36, Theorem 3] and [24, Theorem 3.1]. We first prove the
following preliminary result, which extends Poincare´’s inequality to a DFN.
Lemma A.1. Let W˜ =
{
v ∈ V : ∫
S
JvK = 0 ∀S ∈ S}. Then
∃CΩ > 0: ∀w ∈ W˜
(
N∑
i=1
‖w‖2L2(Fi)
) 1
2
≤ CΩ |||w ||| (A.1)
Proof. First, notice that ||| · ||| is a norm on W˜ (see Proposition 4.1), thus the right
hand side of (A.1) does not vanish, unless w is identically zero. By contradiction,
suppose
∀C > 0, ∃wC ∈ W˜ : ‖wC ‖Ω :=
(
N∑
i=1
‖wC‖2L2(Fi)
) 1
2
> C |||wC ||| ,
then it is possible to build a sequence wk ∈ W˜ , k ∈ N, of functions such that
‖wk ‖Ω > k |||wk ||| and, without loss of generality, suppose that ‖wk ‖Ω = 1
for all k. Then, since ‖wk ‖H1(Fi) is limited for all i = 1, . . . , N , wk converges
weakly in V to a function w? up to sub-sequences. Clearly, ∇wk converges to
∇w? weakly. Then, since
0 ≤ ‖∇wk −∇w?‖L2(Fi) = ‖∇wk‖2L2(Fi) − 2(∇wk,∇w?)L2(Fi) + ‖∇w?‖2L2(Fi) ,
and ‖∇wk ‖L2(Fi) < 1k , taking the limit for k →∞, it follows that ‖∇w? ‖L2(Fi) =
0. Then, w? is constant on each fracture. By the same arguments used in the
proof of Proposition 4.1, it follows that w? must be the null function. More-
over, since H1(Fi) is compactly embedded in L
2(Fi), wk converges strongly to
w? in L2(Fi), for all i = 1, . . . , N . Since ‖wk ‖L2(Fi)
k→∞−→ ‖w? ‖L2(Fi) for all
i = 1, . . . , N , we obtain ‖w? ‖Ω = 1, which is a contradiction.
We can now prove the a priori error estimate.
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Proof of Theorem 4.1. Let hl ∈WDδ be the a-orthogonal projection of H ∈ V D
over WDδ , such that
∀vδ ∈WDδ , a (H − hl, vδ) = 0 .
Exploiting the properties of the projection, we have
|||H − h |||2 = |||H − hl |||2 + |||hl − h |||2 =
(
inf
vδ∈WDδ
|||H − vδ |||
)2
+ |||hl − h |||2 .
As far as the second term is concerned, recalling (19) we have
α∗ |||hl − h |||2 = α∗a(hl − h, hl − h) ≤ aδ(hl − h, hl − h) .
By using the problem definitions (12) and (24), and introducing an arbitrary
p ∈ PDk , for which (17) holds, we have
aδ (hl − h, hl − h) = aδ (hl − p, hl − h) + aδ (p, hl − h)− aδ (h, hl − h)
= aδ (hl − p, hl − h) + a(p, hl − h)− (f, hl − h)δ
+ b (hl − h, λ)−
(
HN , hl − h
)
ΓN
= aδ (hl − p, hl − h) + a(p−H,hl − h) + a(H,hl − h)
− (f, hl − h)δ + b (hl − h, λ)−
(
HN , hl − h
)
ΓN
= aδ (hl − p, hl − h) + a(p−H,hl − h)
− (f, hl − h)δ + (f, hl − h) − b (hl − h,Λ) ,
where we have used that b (hl − h, λ) = 0 because hl−h ∈Wδ. Introducing F ,
Fδ and a generical ψδ ∈Mδ, since b (hl − h, ψδ) = 0 we have
aδ (hl − h, hl − h) = aδ (hl − p, hl − h) + a(p−H,hl − h)− b (hl − h,Λ)
+ V ′〈F −Fδ, hl − h〉V
≤
(
α∗ |||hl − p |||+ |||H − p |||+b (hl − h,Λ− ψδ)|||hl − h |||
)
|||hl − h |||
+ ‖F −Fδ ‖V ′ ‖hl − h ‖V
≤
(
α∗ |||hl − p |||+ |||H − p |||+b (hl − h,Λ− ψδ)|||hl − h |||
+ (1 + CΩ) ‖F −Fδ ‖V ′
)
|||hl − h ||| ,
where in the last step inequality (A.1) has been used (see (13) for the definition
of the V -norm). The proof of (30) is thus completed using the triangle inequality
and suitably taking the supremums and infimums.
In order to prove (31), let us consider an arbitrary ψδ ∈ Mδ. By applying
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(27), (12) and (24) we get:
β ‖ψδ − λ ‖M ≤ sup
vδ∈Vδ
b (vδ, ψδ − λ)
‖ vδ ‖V
= sup
vδ∈Vδ
b (vδ,Λ− λ) + b (vδ, ψδ − Λ)
‖ vδ ‖V
= sup
vδ∈Vδ
aδ (h, vδ)− (f, vδ)δ − a (H, vδ) + (f, vδ) + b (vδ, ψδ − Λ)
‖ vδ ‖V
.
Next, introducing an arbitrary p ∈ PDk (Ω), by (17) we get
β ‖ψδ − λ ‖M ≤ sup
vδ∈Vδ
‖ vδ ‖V −1
[
aδ (h− p, vδ) + a (p−H, vδ)
+V ′〈F −Fδ, vδ〉V + b (vδ, ψδ − Λ)]
≤ sup
vδ∈Vδ
‖ vδ ‖V −1
[√
aδ (h− p, h− p)
√
aδ (vδ, vδ)
]
+ |||H − p |||
+ ‖F −Fδ ‖V ′ + ‖Λ− ψδ ‖M
≤ √α∗ |||h− p |||+ |||H − p |||+ ‖F −Fδ ‖V ′ + ‖Λ− ψδ ‖M
≤ √α∗ |||H − h |||+(1 +√α∗) |||H − p |||+ ‖F −Fδ ‖V ′ +
+ ‖Λ− ψδ ‖M .
The proof is concluded by the triangle inequality and taking the infimum over
PDk (Ω).
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