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Abstract
We consider several non-local models for traffic flow, including both microscopic ODE
models and macroscopic PDE models. The ODE models describe the movement of indi-
vidual cars, where each driver adjusts the speed according to the road condition over an
interval in the front of the car. These models are known as the FtLs (Follow-the-Leaders)
models. The corresponding PDE models, describing the evolution for the density of cars,
are conservation laws with non-local flux functions. For both types of models, we study
stationary traveling wave profiles and stationary discrete traveling wave profiles. (See
definitions 1.1 and 1.2, respectively.) We derive delay differential equations satisfied by
the profiles for the FtLs models, and delay integro-differential equations for the traveling
waves of the nonlocal PDE models. The existence and uniqueness (up to horizontal shifts)
of the stationary traveling wave profiles are established. Furthermore, we show that the
traveling wave profiles are time asymptotic limits for the corresponding Cauchy problems,
under mild assumptions on the smooth initial condition.
2010 MSC: Primary: 35L02, 35L65; Secondary: 34B99, 35Q99.
Keywords: traffic flow, nonlocal models, traveling waves, microscopic models, delay
integro-differential equation, local stability.
1 Introduction
We consider the Cauchy problem for two conservation laws with nonlocal flux describing traffic
flow,
ρt(t, x) +
[
ρ(t, x) · v
(∫ x+h
x
ρ(t, y)w(y − x) dy
)]
x
= 0, (1.1)
and
ρt(t, x) +
[
ρ(t, x) ·
(∫ x+h
x
v(ρ(t, y))w(y − x) dy
)]
x
= 0, (1.2)
where x, t ∈ R and t ≥ 0. In both models, ρ is the density function of cars, and h ∈ R satisfies
h > 0. We have the following assumptions on the functions w and v:
(A1) The weight function w is nonnegative and continuous on [0, h], and satisfies∫ h
0
w(x) dx = 1, and w(x) = 0 ∀x /∈ [0, h]. (1.3)
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Note that w can be discontinuous at x = 0 and x = h. Although in (1.1)-(1.2) w is only
used on the interval [0, h], we define it on the whole real line for later use in the particle
models.
(A2) The velocity function v ∈ C2 satisfies
v(0) = 1, v(1) = 0, and v′(ρ) < 0 ∀ρ ∈ [0, 1]. (1.4)
Assumptions (A2) are commonly used in traffic flow, indicating that for higher density the
cars travel with lower speed.
The conservation laws (1.1)-(1.2) are macroscopic models for traffic flow. They can be for-
mally derived as the continuum limit of the corresponding particle models, commonly referred
to also as microscopic models. Particle models consist of systems of ODEs that describe the
time evolution of the position of each individual car.
Particle model for (1.1). In connection with the conservation law (1.1), we consider the
following particle model. Assuming that all cars have the same length ` ∈ R+, let zi(t) be the
position of the i-th car at time t. We order the indices for the cars so that
zi(t) ≤ zi+1(t)− ` ∀t ≥ 0, for every i ∈ Z. (1.5)
For the i-th car, we define the local traffic density perceived by its driver, depending on the
relative position of the car in front, namely
ρi(t) =˙
`
zi+1(t)− zi(t) ∀t ≥ 0, for every i ∈ Z. (1.6)
Note that if ρi = 1, then the two cars with indices i and i+ 1 are bumper-to-bumper. For the
model to be meaningful, we therefore must have 0 ≤ ρi(t) ≤ 1 for all i ∈ Z and t ≥ 0.
We consider the “follow-the-leaders” (FtLs) model, defined as follows. The speed of the
i-th car depends solely on a weighted average local density ρ∗i , where the average is taken over
an interval of length h in front of zi. More precisely, denoting a time derivative with an upper
dot, we assume
z˙i(t) = v(ρ
∗
i (t)), with ρ
∗
i (t) =˙
+∞∑
k=0
wi,k(t)ρi+k(t) . (1.7)
For k ≥ 0, by wi,k(t) we denote the weight assigned at time t by the i-th driver to the car at
zi+k(t). In connection with the weight function w(·) in (1.1)–(1.3), these weights are defined
as
wi,k(t) =˙
∫ zi+k+1(t)
zi+k(t)
w(y − zi(t)) dy, k ≥ 0, 1, 2, · · · . (1.8)
Notice that the summation in (1.7) actually contains only finitely many non-zero terms. In-
deed, if (m+ 1)` ≥ h, then for every k > m one has
zi+k(t) ≥ zi(t) + (m+ 1)` ≥ zi(t) + h.
Hence, by (1.3), wi,k = 0. With the above definition, from (1.3) it also follows
m∑
k=0
wi,k(t) = 1, wi,k(t) ≥ 0 ∀t ≥ 0. (1.9)
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Particle model for (1.2). In this model, the speed of the car number i located at zi
is the weighted average of the function v(·) over an interval in front of zi. This leads to the
second FtLs model:
z˙i(t) = v
∗
i (ρ; t), where v
∗
i (ρ; t) =˙
+∞∑
k=0
wi,k(t) v(ρi+k(t)). (1.10)
Here the weights wi,k(t) are defined as in (1.8). As before, the sum contains only finitely many
non-zero terms.
The convergence of microscopic models to their macroscopic equivalents is of fundamental
interest. In this paper, we study this issue by looking at traveling wave profiles, defined below.
Since the equations (1.1) and (1.2) are rather similar, as well as the systems (1.7) and (1.10),
we analyze in detail (1.1) and (1.7). The analysis for (1.2) and (1.10) will only be presented
briefly.
For (1.1) and (1.2), traveling wave solutions are special solutions of the Cauchy problem
where a profile travels with a constant velocity.
Definition 1.1. We say that Q : R 7→ [0, 1] is a “traveling wave profile” for (1.1) with speed
σ if the function ρ(t, x) = Q(x − σt) provides a solution to (1.1). In the special case where
σ = 0, we call Q(·) a “stationary profile”.
To simplify the discussion, throughout the sequel we seek stationary profiles Q(·) for (1.1).
Traveling waves with non-zero velocity can be transformed into a stationary profile using a
coordinate translation (see Section 5.1). In Section 3 we derive the delay integro-differential
equation (3.4) satisfied by a stationary profile Q(·). The existence and uniqueness (up to
horizontal shifts) of monotone profiles are established. The asymptotic stability of the traveling
wave profiles is important in the study of the long-time behavior of solutions. We show
that, under mild assumptions on the smooth initial condition, the profiles Q(·) are the time
asymptotic limits of solutions of (1.1), as t→ +∞.
In addition, we also seek “stationary discrete wave profiles” P (·) for the FtLs model (1.7),
defined as follows.
Definition 1.2. We say that P : R 7→ [0, 1] is a “stationary discrete wave profile” for (1.7)
if there exists a solution {zi(t); i ∈ Z} of (1.7), such that
P (zi(t)) = ρi(t) =
`
zi+1(t)− zi(t) , ∀t ≥ 0, ∀i ∈ Z. (1.11)
We derive a delay differential equation with a summation term, see (2.3), satisfied by P (·).
In a similar way as for Q(·), we establish the existence and uniqueness (up to a horizontal
shift) of the discrete profiles P (·). Furthermore, we show that these profiles provide attractors
to the solutions of the FtLs model (1.7), for a wide family of initial data.
The profile P (·) depends on the length of the cars `. Taking the limit `→ 0, we prove the
convergence of traveling wave solutions P (·) for the particle model to the profile Q(·) for the
nonlocal conservation laws.
An entirely similar set of results is proved for the system (1.10) and the conservation
law (1.2), with only small modifications in the analysis.
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For the local follow-the-leader model, where the speed of each car is determined solely by
the leader ahead, the traveling wave profiles have been studied in a recent work by Shen &
Shikh-Khalil [36], where existence, uniqueness and stability of traveling waves were established.
For the general Cauchy problem, convergence of the local FtL model to the corresponding local
macroscopic PDE model
ρt + f(ρ)x = 0, where f(ρ) = ρv(ρ), (1.12)
has been studied in various papers [18,25,26].
For the nonlocal model (1.1), existence of entropy weak solutions for the Cauchy problem
was proved in [9] by utilizing the convergence of a finite difference scheme, and in [24] by
means of a finite volume scheme. Well-posedness of the solutions for the Cauchy problem is
also established in [9]. A similar result was proved in [3] for kernel functions in C2(R)∩W 2,∞(R)
instead of C1([0, h]). Similar nonlocal conservation laws with symmetric kernel functions have
been studied by [38], and [8] in the context of sedimentation modeling. Multi-dimensional
versions and systems were studied as models for crowd dynamics [1, 2, 11–13, 16]. Other
conservation laws with nonlocal flux functions include models for slow erosion of granular
flow [5,37], synchronization behavior [4], and materials with fading memory [10]. An overview
over conservation laws with several other types of nonlocal flux functions can be found in [14,
21] and the references therein. See [27] for a recent result on uniqueness and regularity results
on nonlocal balance laws and [28] for multi-dimensional nonlocal balance laws with damping.
Further relevant references can be found in [17, 29]. For classical results on delay differential
equations, we refer to [19,20].
The paper is organized as follows. In Section 2 we study the non-local FtLs model (1.7),
proving existence and uniqueness of the traveling wave profiles. We also show that these
profiles are time asymptotic limits of more general solutions to the FtLs model. Similar
results are proved for the non-local PDE model (1.1) in Section 3. In Section 4 we prove the
convergence of the profiles of the FtLs model (1.7) to those of the PDE model (1.1), as the
car length ` tends to 0. In Section 5 we discuss the case of travelling waves with non-zero
velocity, and we consider a couple of examples where the profiles are unstable. In Section 6 we
treat the alternative system (1.10) and the conservation law (1.2), and prove similar results.
Finally, some concluding remarks are given in Section 7.
2 Non-local Follow-the-Leaders models
We consider the non-local FtLs model in (1.7), i.e.
z˙i(t) = v
(
m∑
k=0
∫ zi+k+1(t)
zi+k(t)
w(y − zi(t)) dy · `
zi+k+1(t) − zi+k(t)
)
, i ∈ Z. (2.1)
Here m is chosen so that (m+ 1)` ≥ h. This family of countably many ODEs can be regarded
as a nonlinear dynamical system on an infinite dimensional space. For example, we could set
yi(t) = zi(t)− zi(0) and write the system (2.1) as an evolution equation on the Banach space
of bounded sequences of real numbers y = (yi)i∈Z, with norm ‖y‖ = supi |yi|. For each i ∈ Z,
the right hand side of (2.1) is Lipschitz continuous. For a given initial datum, the existence
and uniqueness of solutions to this system follow from standard theory of evolution equations
in Banach spaces, see for example [31,33].
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We now derive the equation satisfied by a stationary profile P (·), considered in Defini-
tion 1.2. Note that (1.7) can be rewritten as a system of ODEs for the discrete density
functions ρi(t), for i ∈ Z,
ρ˙i(t) = − ` (z˙i+1(t)− z˙i(t))
(zi+1(t)− zi(t))2 =
1
`
ρ2i (t) ·
[
v(ρ∗i (t))− v(ρ∗i+1(t))
]
. (2.2)
Differentiating both sides of (1.11) w.r.t. t, and using (1.7) and (2.2), one obtains
P ′(zi) =
ρ˙i
z˙i
=
ρ2i
` · v(ρ∗i )
[
v(ρ∗i )− v(ρ∗i+1)
]
=
P 2(zi)
` · v(P ∗(zi))
[
v(P ∗(zi))− v(P ∗(zi+1))
]
. (2.3)
Here and in the sequel, a prime denotes a derivative w.r.t. the space variable x. To shorten
the notation, we do not explicitly write out the time dependence of zi and ρi. Furthermore,
P ∗(zi) is the weighted average of P over an interval in front of zi, defined as
P ∗(zi) =˙
m∑
k=0
wi,kP (zi+k). (2.4)
To proceed with the analysis, we need to introduce some notations. Given a profile P with
P (x) > 0 for every x, we define an operator LP (x) for the position of the leader of the car at
x,
LP (x) =˙ x+
`
P (x)
. (2.5)
We also write
(LP )2 = LP ◦ LP and (LP )k =˙ LP ◦ LP ◦ · · · ◦ LP︸ ︷︷ ︸
k times
to denote the composition of LP with itself multiple times. We then have
zi+1 = L
P (zi), zi+2 = L
P (zi+1) = (L
P )2(zi) = zi +
`
P (zi)
+
`
P (zi+1)
,
and for a general index k ∈ N,
zi+k = (L
P )k(zi) = zi +
k−1∑
j=0
`
P (zi+j)
.
We also define an averaging operator AP as
AP (zi) =˙
m∑
k=0
wi,kP
(
(LP )k(zi)
)
. (2.6)
Since zi is arbitrarily chosen, we now write x = zi. We have
P ′(x) = − P
2(x)
` · v(AP (x))
[
v(AP (LP (x)))− v(AP (x))
]
. (2.7)
We see that the profile P satisfies a delay differential equation, where the delays are introduced
in the right-hand side of (2.7) by the operators LP and AP . Since P (x) ∈ (0, 1) for all x,
according to (2.5) the delay in (2.7) will always be larger than `.
We seek continuous and monotone profiles P (·) that satisfy (2.7) with given asymptotic
conditions at x → ±∞. In the analysis below we also study the initial value problem, where
the solutions might be non-differentiable at the initial point. Therefore, the derivative P ′(x)
on the lefthand side of (2.7) indicates P ′(x−).
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2.1 Technical lemmas
We assume that w(·) satisfies (1.3) and v(·) satisfies (1.4). Let ρˆ denote the unique stagnation
point of the local conservation law (1.12), i.e., the point where, for f(ρ) =˙ ρv(ρ), we have
0 < ρˆ < 1, f ′(ρˆ) = 0, and
{
f ′(ρ) > 0 for ρ < ρˆ,
f ′(ρ) < 0 for ρ > ρˆ.
(2.8)
The existence of solutions of (2.7) will be established in Section 2.2 for initial value problem
and Section 2.3 for asymptotic value problems. Assuming that solutions exist, in this section
we establish several technical lemmas. We start with a definition.
Definition 2.1. Let the function P : R 7→ (0, 1) be given, and let ` ∈ R+ be the length of each
car. Assume that
`P ′(x) < P 2(x) ∀x ∈ R. (2.9)
We call a sequence of car positions {zi ; i ∈ Z} “a distribution generated by P (·)” if
zi+1 − zi = `
P (zi)
, ∀i ∈ Z. (2.10)
The assumption (2.9) ensures that for each car position zi, there exists a unique follower
zi−1 such that zi−1 + `/P (zi−1) = zi. Furthermore, it implies that
x+ `/P (x) > y + `/P (y) for every x > y.
Note that if P (·) satisfies the equation (2.7), then (2.9) holds, because
P ′(x) =
P 2(x)
`
·
[
1− v(A
P (LP (x)))
v(AP (x))
]
≤ P
2(x)
`
. (2.11)
We further note that there exist infinitely many car distributions for any given profile P .
However, if we fix the position of one car, say z0, then the distribution is unique.
Lemma 2.2 (Asymptotic limits). Assume that P (·) is a bounded solution of (2.7) whose
asymptotic limits satisfy
lim
x→−∞P (x) = ρ
−, lim
x→+∞P (x) = ρ
+, lim
x→±∞P
′(x) = 0,
where ρ−, ρ+ ∈ R and ρ−, ρ+ ∈ (0, 1) are real numbers. Then, the following holds.
• As x → +∞, P (x) approaches ρ+ with an exponential rate λ`+ ∈ R+ if and only if
ρ+ > ρˆ, where ρˆ satisfies (2.8). The rate λ`+ satisfies the estimate
λ`+ >
b− 1
bh+ a
, where a =˙
`
ρ+
, b =˙ − ρ
+v′(ρ+)
v(ρ+)
. (2.12)
• As x → −∞, P (x) approaches ρ− with an exponential rate λ`− ∈ R+ if and only if
ρ− < ρˆ, where ρˆ satisfies (2.8). The rate λ`− satisfies the estimate
λ`− >
b′ − 1
b′h+ a′
, where a′ =˙
`
ρ−
, b′ =˙ − ρ
−v′(ρ−)
v(ρ−)
. (2.13)
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Proof. We consider the limit x→ +∞, and linearize (2.7) at ρ+. We write
P (x) = ρ+ + η(x),
where η(·) is a first order perturbation. Below we use “≈” to denote the first order approxi-
mation. Let {zi : i ∈ Z} be a car distribution generated by P (·), we have,
LP (x) ≈ x+ `
ρ+
, zi+k+1 − zi+k ≈ `
ρ+
, (LP )k(x) ≈ x+ k`
ρ+
.
For the weights wi,k we have
wi,k ≈
∫ zi+k+`/ρ+
zi+k
w(y − zi) dy ≈
∫ (k+1)`/ρ+
k`/ρ+
w(s) ds =˙ wˆk. (2.14)
Note that the approximated weights wˆk are independent of the index i. We have
wˆk ≥ 0 (0 ≤ k ≤ m),
m∑
k=0
wˆk = 1.
We compute
AP (x) ≈
m∑
k=0
wˆk
[
ρ+ + η
(
x+
k`
ρ+
)]
= ρ+ +
m∑
k=0
wˆk · η
(
x+
k`
ρ+
)
,
AP
(
LP (x)
) ≈ ρ+ + m∑
k=0
wˆk · η
(
x+
(k + 1)`
ρ+
)
,
v
(
AP (x)
) ≈ v(ρ+) + v′(ρ+) · m∑
k=0
wˆk · η
(
x+
k`
ρ+
)
,
v
(
AP (LP (x))
) ≈ v(ρ+) + v′(ρ+) · m∑
k=0
wˆk · η
(
x+
(k + 1)`
ρ+
)
.
Plugging all these approximations into (2.7), we obtain
η′(x) ≈ −v′ (ρ+) (ρ+)2
` · v(ρ+)
m∑
k=0
wˆk ·
[
η
(
x+
(k + 1)`
ρ+
)
− η
(
x+
k`
ρ+
)]
.
Using the positive coefficients a, b defined in (2.12), we can write the linearization of (2.7) as
η′(x) =
b
a
·
m∑
k=0
wˆk
[
η(x+ (k + 1)a)− η(x+ ka)
]
, (2.15)
where the linearized weights wˆk are given in (2.14).
Note that (2.15) is a linear delay differential equation, which can be solved explicitly using
its characteristic equation. Seeking solutions of the form
η(x) = Me−λx, λ ∈ R,
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where M is an arbitrary constant (positive or negative), we have the characteristic equation
−λ = b
a
·
m∑
k=0
wˆk
[
e−(k+1)aλ − e−kaλ
]
= − b
a
(
1− e−aλ
)
·
m∑
k=0
wˆke
−kaλ.
Thus, the rate λ must satisfy the equation
L(λ) = R(λ), where

L(λ) =˙ b
m∑
k=0
wˆke
−kaλ,
R(λ) =˙ aλ
1− e−aλ , and R(0) =˙ limλ→0R(λ) = 1.
(2.16)
The functions L(·) and R(·) are continuous, satisfying the properties
L(0) = b, lim
λ→∞
L(λ) = 0, lim
λ→−∞
L(λ) =∞, and L′(λ) < 0 ∀λ ∈ R,
R(0) = 1, lim
λ→∞
R(λ) =∞, lim
λ→−∞
R(λ) = 0, and R′(λ) > 0 ∀λ ∈ R.
We see that L(·) is monotonically decreasing and R(·) is monotonically increasing, and the
range of both functions is (0,∞). We conclude that there exists exactly one solution λ
for (2.16). Furthermore, we observe that:
• If b > 1, the solution λ is positive, which we denote by λ`+ > 0;
• if b = 1, the solution is λ = 0, which leads to the trivial solution P (x) ≡ ρ+;
• if b < 1, the solution λ is negative, which leads to an unstable asymptote.
Thus, we obtain a stable asymptote at x→ +∞ if and only if b > 1. We have
b > 1 ⇐⇒ −v′(ρ+) (ρ
+)
v(ρ+)
> 1 ⇐⇒ f ′(ρ+) = v(ρ+) + ρ+v′(ρ+) < 0 ⇐⇒ ρ+ > ρˆ,
where f(ρ) = ρv(ρ), and ρˆ satisfies (2.8).
To get an estimate on λ`+, we define the monotone function H(λ) =˙L(λ) − R(λ). Since
b > 1, we have
H(0) = b− 1 > 0, H ′(λ) < 0 ∀λ ∈ R,
therefore H has a unique zero which is positive. Using the inequality
x
1− e−x < 1 + x ∀x > 0,
we obtain
−R(λ) > −(1 + aλ) for λ > 0. (2.17)
Moreover, since wˆk = 0 if ka ≥ h, then for λ > 0 we have
L(λ) > b
m∑
k=0
wˆke
−hλ = be−hλ. (2.18)
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Combining (2.17)-(2.18), we have
H(λ) > H(λ) =˙ be−hλ − 1− aλ ∀λ > 0. (2.19)
The function H(·) has the properties
H(0) = b− 1, H′(λ) = −bhe−hλ − a < 0, H′′(λ) = bh2e−hλ > 0 ∀λ > 0.
Therefore H has a unique positive root λ[, satisfying the rough estimate
λ[ > −H(0)H′(0) =
b− 1
bh+ a
.
Using the fact that λ`+ > λ
[, we obtain the estimate (2.12).
A completely similar computation can be carried out for the limit x→ −∞, replacing ρ+
with ρ−. We omit the details.
Remark 2.3. We see that, if ρ+ = ρˆ, then b = 1 and so λ`+ = 0. If ρ
+ → 1, then b → ∞,
so (2.16) implies
m∑
k=0
wˆke
−kaλ+ → 0 ⇒ λ+ →∞.
A similar argument shows that if ρ− → 0, then λ− → ∞. Therefore, we obtain two trivial
cases for the profile P (·):
• If ρ− = ρˆ = ρ+, then P (x) ≡ ρˆ for all x ∈ R;
• If ρ− = 0 and ρ+ = 1, then P is a unit step function, with a jump at some x0 ∈ R.
Thanks to Remark 2.3, in the sequel we consider only the nontrivial cases:
0 < P (x) < 1 ∀x ∈ R, and 0 < ρ− < ρˆ < ρ+ < 1. (2.20)
Definition 2.4. Let {zi(t) : i ∈ Z} be the solution of (1.7) with initial condition {zi(0) : i ∈
Z}. We say that {zi(t) : i ∈ Z} is periodic if there exists a constant tp ∈ R+, independent of
i and t, such that
zi(t+ tp) = zi+1(t), ∀i ∈ Z, ∀t ≥ 0. (2.21)
We refer to tp as the period.
Definition 2.4 indicates that, in a periodic solution {zi(t) : i ∈ Z}, after a time period of
tp, each car takes over the position of its leader. Intuitively, if P is a stationary profile, and
{zi(t)} satisfies (1.11), then {zi(t)} must be periodic. Indeed, in next Lemma we show that
these two situations are equivalent.
Lemma 2.5. Let P (·) be a continuous function. Then, P (·) satisfies (2.7) if and only if∫ x+`/P (x)
x
1
v(AP (z))
dz = tp, ∀x ∈ R (2.22)
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for some constant tp ∈ R+. Moreover we have
lim
x→∞P (x) = ρ
+ =⇒ tp = `
f¯
, where f¯ = f(ρ+), (2.23)
lim
x→−∞P (x) = ρ
− =⇒ tp = `
f¯
, where f¯ = f(ρ−). (2.24)
Furthermore, let {zi(t) : i ∈ Z} be a solution of (1.7). Then, {zi(t)} satisfies (1.11) if and
only if {zi(t)} is periodic, with period tp given in (2.22).
Proof. 1. Differentiating (2.22) in x on both sides, we obtain(
1− `
P 2(x)
P ′(x)
)
1
v(AP (LP (x)))
− 1
v(AP (x))
= 0,
which is equivalent to (2.7).
2. Furthermore, since (2.22) holds for all x ∈ R, we take the limit x→∞ and get
tp = lim
x→∞
∫ x+`/P (x)
x
1
v(AP (z))
dz =
`
ρ+
· 1
v(ρ+)
=
`
f(ρ+)
,
proving (2.23). A completely similar argument leads to (2.24).
3. Let {zi(t) : i ∈ Z} be a solution of (1.7). Assume that {zi(t)} satisfies (1.11). Fix an
index i ∈ Z and a time tˆ ≥ 0. We have
dzi
dt
= v(AP (zi)) =⇒ dzi
v(AP (zi))
= dt,
a separable equation which can be solved implicitly. The time it takes for the car at zi to
reach zi+1 = zi + `/P (zi) is
tp,i =
∫ tˆ+tp,i
tˆ
dt =
∫ zi+`/P (zi)
zi
1
v(AP (z))
dz.
Thanks to (2.22), we conclude tp,i ≡ tp for all i ∈ Z, therefore {zi(t)} is periodic.
On the other hand, assume that {zi(t)} is periodic, and let tp denote its period. Fix a time
tˆ ∈ R+, and consider the interval t ∈ [tˆ, tˆ+ tp]. On each space interval x ∈ [zi(tˆ), zi+1(tˆ)], we
define the function P as
P (zi(t)) = ρi(t) t ∈ [tˆ, tˆ+ tp].
Since {zi(t)} is periodic, we have P (zi(tˆ+ tp)) = P (zi+1(tˆ)), and P is continuous. The period,
i.e., the time it takes for car at zi(tˆ) to reach zi+1(tˆ), is
tp =
∫ zi+`/P (zi)
zi
1
v(AP (z))
dz ∀i.
Since tˆ is arbitrarily chosen, we conclude (1.11).
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2.2 Initial value problems
We assume that the assumptions (1.3)-(1.4) hold. Fix any point x0 ∈ R, and let Ψ : [x0,+∞[ 7→
R be a smooth increasing function, satisfying
0 < Ψ(x) < 1, Ψ′(x) > 0, ∀x ≥ x0. (2.25)
We let the “initial condition” be given on x ≥ x0, i.e.,
P (x) = Ψ(x), for x ≥ x0. (2.26)
Then, the delay differential equation (2.7) can be solved backwards in x, for x < x0. We
refer to this as the “initial value problem” for (2.7), and we seek continuous solutions P (·) on
x < x0. Note that, since Ψ(x) might not satisfy (2.7) on x ≥ x0, the derivative P ′ might not
be continuous at x0. Therefore, it is assumed that the derivative P
′(x) in (2.7) denotes the
left derivative P ′(x−).
Lemma 2.6 (Monotonicity and positivity). Let P (·) be a solution of the initial value problem
for (2.7), with initial condition (2.26), satisfying (2.25). Then, we have
0 < P (x) < Ψ(x0), P
′(x) > 0, ∀x < x0. (2.27)
Proof. We first prove the monotonicity. Observe that, since Ψ is monotone increasing on
x ≥ x0, by (2.7) we have P ′(x0−) > 0. We now proceed with contradiction. Assume that P (·)
fails to be monotone on x < x0. Then there exists a point xˆ < x0 such that
P ′(xˆ) = 0, P ′(x) > 0 ∀x > xˆ. (2.28)
Since P (x) is monotone on x > xˆ, and AP is an averaging operator, we have
AP (xˆ) < AP
(
LP (xˆ)
)
, v
(
AP (xˆ)
)
> v
(
AP (LP (xˆ))
)
.
By (2.7) we get P ′(xˆ) > 0, contradicting (2.28).
The positivity of P (·) follows from the fact that equation (2.7) is “autonomous” and P = 0
is a critical point.
The next theorem states the existence and uniqueness for the initial value problem.
Theorem 2.7. Consider the initial value problem for (2.7) with initial condition (2.26), sat-
isfying (2.25). Then, there exists a unique continuous solution P (·) on (−∞, x0] with the
following properties.
• P (·) is monotone and Lipschitz continuous, with
P ′(x) ≤ `−1P 2(x) ≤ `−1Ψ2(x0) < `−1. (2.29)
• P (·) has the asymptotic value
lim
x→−∞P (x) = ρ
−
0 ,
where ρ−0 ∈ R satisfies
0 < ρ−0 < ρˆ,
`
f(ρ−0 )
=
∫ x0+`/Ψ(x0)
x0
1
v(AΨ(z))
dz. (2.30)
Here ρˆ is defined in (2.8), and the operator AΨ is defined in (2.6), replacing P with Ψ.
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• Let Lv be the Lipschitz constant for the map ρ 7→ (1/v(ρ)), we have
P
(
x+
`
P (x)
+ h
)
− P (x) > P (x)
Lv
·
[
1
f(ρ−0 )
− 1
f(P (x))
]
. (2.31)
Proof. (1). Since (2.7) is a delay differential equation with delay of at least `, the existence
and uniqueness can be established by the standard method of steps, see [19]. We define the
intervals
Ik =˙ [x0 − (k + 1)`, x0 − k`], k ∈ Z+.
Consider first the interval I0 = [x0 − `, x0]. For x ∈ I0, the right hand side of (2.7) involve
only values with x ≥ x0, which are given as initial condition. The existence and uniqueness
of solutions follow from standard theory for scalar ODEs. Furthermore, since Ψ is monotone
and positive, by Lemma 2.6 the solution P (·) is monotone and positive on I0. Finally, thanks
to (2.11) we have
P ′(x) ≤ `−1P 2(x) ≤ `−1Ψ2(x0),
proving (2.29).
(2). The argument can be repeated on all subsequent intervals Ik for k ∈ Z+, leading to
the existence and uniqueness of Lipschitz solution on x ≤ x0.
(3). Furthermore, by the periodic property in Lemma 2.5, we have∫ x+`/P (x)
x
1
v(AP (z))
dz = tp, ∀x ≤ x0.
Setting x = x0, we have
tp =
∫ x0+`/Ψ(x0)
x0
1
v(AΨ(z))
dz,
and together with Lemma 2.5, we obtain (2.30).
(4). By the periodic property in step (3), we have, for every x < x0,
`
f¯0
=
∫ x+`/P (x)
x
1
v(AP (z))
dz, f¯0 = f(ρ
−
0 ).
Subtracting from it the identity
`
f(P (x))
=
`
P (x)v(P (x))
=
∫ x+`/P (x)
x
1
v(P (x))
dz,
we get
`
f¯0
− `
f(P (x))
=
∫ x+`/P (x)
x
[
1
v (AP (z))
− 1
v(P (x))
]
dz. (2.32)
Since P is monotone increasing, we have, for any z ∈ [x, x+ `/P (x)],
AP (z) < AP (x+ `/P (x)) < P (x+ `/P (x) + h).
Combining this with (2.32), we get
`
f¯0
− `
f(P (x))
<
`
P (x)
[
1
v(P (x+ `/P (x) + h))
− 1
v(P (x))
]
<
`
P (x)
· Lv · [P (x+ `/P (x) + h)− P (x)] ,
where Lv is the Lipschitz constant for the map (1/v). This proves (2.31).
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2.3 Asymptotic value problems
Theorem 2.8 (Asymptotic value problem). Let w(·) satisfy (1.3) and let v(·) satisfy (1.4).
Consider the asymptotic value problem for (2.7), with asymptotic conditions
lim
x→−∞P (x) = ρ
−, lim
x→∞P (x) = ρ
+. (2.33)
If ρ−, ρ+ ∈ R satisfy
0 < ρ− < ρˆ < ρ+ < 1, f(ρ−) = f(ρ+) = f¯ , (2.34)
then there exists a monotone increasing, Lipschitz continuous solution P (·), defined for all
x ∈ R.
Furthermore, the solutions are unique up to horizontal shifts, in the following sense. If P1
and P2 are two solutions of the same asymptotic value problem, then there exists a constant
c ∈ R such that P1(x) = P2(x+ c) for all x ∈ R.
Proof. Existence of solutions. The proof for the existence of solutions take several steps.
1. A solution will be constructed by taking the limit of a sequence of approximations. Let
λ`+ be the exponential rate given in Lemma 2.2 for the asymptotic condition limx→+∞ P (x) =
ρ+, and let
Ψ(x) = ρ+ − e−λ`+x. (2.35)
Let {xn : n ∈ N, xn ∈ R} satisfy xn < xn+1 for all n, and limn→∞ xn =∞, and let P (n)(·) be
the unique solution for the initial value problem of (2.7) with initial condition P (n)(x) = Ψ(x)
for x ≥ xn, established in Theorem 2.7. Then P (n)(·) is Lipschitz, positive and monotone
increasing for x ∈ ]−∞, xn]. Denoting
ρ−n =˙ limx→−∞P
(n)(x),
by Lemma 2.2 we have ρ−n < ρˆ. We further claim that
lim
n→∞ f(ρ
−
n ) = f(ρ
+) = f(ρ−). (2.36)
Indeed, denoting
f¯n =˙ ` ·
[∫ xn+`/Ψ(xn)
xn
1
v(AΨ(z))
dz
]−1
,
by Theorem 2.7, we have
`
f(ρ−n )
=
`
f¯n
.
Let ε > 0. There exists an N , sufficiently large, such that e−λ
`
+xn < ε for all n > N .
Using (2.35), we compute, for n > N ,
`
f(ρ−n )
<
∫ xn+`/(ρ+−ε)
xn
1
v(ρ+)
dz =
`
(ρ+ − ε)v(ρ+) ,
`
f(ρ−n )
>
∫ xn+`/ρ+
xn
1
v(ρ+ − ε) dz =
`
ρ+v(ρ+ − ε) .
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Since ε > 0 is arbitrary, we conclude that
lim
n→∞
`
f¯n
= lim
n→∞
`
f(ρ−n )
=
`
ρ+v(ρ+)
=
`
f(ρ+)
,
which proves (2.36). This further implies that
lim
n→∞ ρ
−
n = ρ
−, lim
n→∞ f¯n = f¯ = f(ρ
−) = f(ρ+). (2.37)
2. By Theorem 2.7, P (n) is Lipschitz continuous, with Lipschitz constant `−1. Since we
are assuming ρ− < ρˆ < ρ+, by (2.37) and (2.29) it follows that, for every n large enough, there
exists some point ξn such that P
(n)(ξn) = ρˆ. We can thus consider the sequence of shifted
profiles
P̂ (n)(x)
.
= P (n)(x− ξn). (2.38)
This guarantees that P̂ (n)(0) = ρˆ, for every n large enough.
3. Since all functions P̂ (n) are uniformly bounded and increasing, using Helly’s compactess
theorem, by possibly taking a subsequence we obtain the pointwise convergence
P̂ (n)(x) → P (x) (2.39)
for some limit function P (·). Since the functions P̂ (n)(·) are also uniformly Lipschitz con-
tinuous, by the Arzela`-Ascoli theorem the convergence (2.39) is uniform for x in bounded
intervals.
From the properties of all P̂ (n) it immediately follows that P is nondecreasing and uni-
formly Lipschitz continuous. Moreover
P (0) = lim
n→∞ P̂
(n)(0) = ρˆ. (2.40)
By Lemma 2.5, the differential equation (2.7) can be written in the integral form for P̂ (n),∫ x+`/P̂ (n)(x)
x
v−1(AP̂
(n)
(z)) dz = f¯n.
Recalling that the convergence P̂ (n)(x) → P (x) is uniform on bounded sets, we conclude
that the limit function P satisfies the integral equation∫ x+`/P (x)
x
v−1(AP (z)) dz = f¯ .
By Lemma 2.5, P provides a solution to (2.7).
4. It remains to prove the asymptotic limits
lim
x→−∞P (x) = ρ
−, lim
x→+∞P (x) = ρ
+. (2.41)
Since P (·) is nondecreasing and bounded, it is clear that these two limits exists. Assume that
P+ =˙ lim
x→∞P (x), and P
+ < ρ+.
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From Lemma 2.2 we have P+ > ρˆ. Let  > 0. There exist M ∈ R sufficiently large, such that
P+ − P (x) <  for every x > M . This implies
P (x+ `/P (x) + h)− P (x) <  ∀x > M.
However, using (2.31) we have
P (x+ `/P (x) + h)− P (x) > P
+ − 
Lv
[
1
f(ρ+)
− 1
f(P+)
]
,
a contradiction. We conclude that P+ = ρ+. A similar analysis yields the asymptotic limit at
x→ −∞. This proves the existence of the asymptotic value problem.
We remark that, if P (·) is a solution to the asymptotic value problem, then any horizontal
shift of P (·) is also a solution.
Uniqueness. Assume that there exist two solutions P1 and P2 that are distinct after any
horizontal shift. Then, we can consider some shifted versions of P1, P2 such that their graphs
cross each other. Let xˆ be the rightmost point where they cross, and assume
P1(xˆ) = P2(xˆ), P1(x) > P2(x) ∀x > xˆ. (2.42)
Denote by AP1 , AP2 and LP1 , LP2 the averaging operators and the leader operators corre-
sponding to P1, P2, respectively. By the assumptions (2.42), we have, for all x ≥ xˆ,
AP1(x) > AP2(x), therefore
1
v (AP1(x))
>
1
v (AP2(x))
. (2.43)
Observe that we have
LP1(xˆ) = xˆ+
`
P1(xˆ)
= xˆ+
`
P2(xˆ)
= LP2(xˆ).
Since both profiles admit the same period, we have∫ LP1 (xˆ)
xˆ
1
v(AP1(z))
dz =
∫ LP2 (xˆ)
xˆ
1
v(AP2(z))
dz,
a contradiction to (2.43). Thus, we conclude that the solutions of the asymptotic value problem
are unique, up to horizontal shifts.
Sample profiles. Sample profiles for P (·) with various (ρ−, ρ+) values and w(·) functions
are given in Figure 1. The profiles are generated using the approximate solutions described
in Theorem 2.8.
2.4 Stability of the traveling waves
It is natural to assume that the road condition right in front of the driver is more important
than the condition further ahead. This leads to the additional assumption
w′(x) ≤ 0 ∀x ∈ (0, h). (2.44)
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Figure 1: Typical profiles P (·) with v(ρ) = 1 − ρ, h = 0.2, ` = 0.01 and various ρ± values.
Left: w(x) = 2h − 2xh2 on (0, h), where w′ < 0. Right: w(x) = 2xh2 on (0, h), where w′ > 0.
Furthermore, we also assume
v′′(ρ) ≤ 0 ∀ρ ∈ [0, 1]. (2.45)
This assumption gives f ′′(ρ) < 0 for all ρ ∈ [0, 1], where f(ρ) = ρv(ρ). With these additional
assumptions, the traveling wave profiles turn out to be local attractors for solutions of the
FtLs model (1.7). Specifically, with mild assumptions on the initial condition, the traveling
wave profiles provide time asymptotic limits for the solutions of the FtLs model (1.7).
Theorem 2.9. Let w(·) satisfy (1.3) and (2.44), and v(·) satisfy (1.4) and (2.45), and let
ρ−, ρ+ ∈ R be given with
0 < ρ− < ρˆ < ρ+ < 1, f(ρ−) = f(ρ+) = f¯ .
Let P (·) be the solution for the asymptotic value problem, satisfying (2.7), the asymptotic
conditions (2.33), and the additional condition P (0) = ρˆ. Let {zi(t) : i ∈ Z} be the solution
of (1.7) with initial condition {zi(0) : i ∈ Z}, and let {ρi(t) : i ∈ Z} be the corresponding
discrete densities, defined in (1.6).
Assume that there exist two constants c1, c2 ∈ R, such that the initial condition satisfies
P (zi + c1) ≥ ρi(0) ≥ P (zi + c2), ∀i ∈ Z, (2.46)
Then, there exists a constant cˆ ∈ R, such that
lim
t→∞ [ρi(t)− P (zi(t) + cˆ)] = 0, ∀i ∈ Z. (2.47)
Proof. Step 1. We first observe that assumption (2.46) implies
lim
i→±∞
ρi(0) = ρ
±.
Fix a time t ≥ 0, and let {zi(t) : i ∈ Z} be the solution of the FtLs model and {ρi(t) : i ∈ Z}
the corresponding discrete densities. Denote by Pˆ (·) the profile that satisfies
Pˆ (x) = P (x+ c˜) ∀x ∈ R, for some c˜ ∈ R, and Pˆ (zi(t)) ≥ ρi(t), ∀i ∈ Z.
Let k be an index such that
Pˆ (zk(t)) = ρk(t), and Pˆ (zi(t)) > ρi(t) ∀i > k, (2.48)
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and hence
LPˆ (zk) = zk+1 = zk +
`
Pˆ (zk)
.
We claim that
ρ˙k
z˙k
< Pˆ ′(zk). (2.49)
Indeed, (2.48) and v′ ≤ 0 imply
APˆ (zk) > ρ
∗
k, A
Pˆ
(
LPˆ (zk)
)
> ρ∗k+1. (2.50)
Furthermore, using v′ ≤ 0 we get
v(APˆ (zk)) ≤ v(ρ∗k). (2.51)
Equation (2.7) can be written as
Pˆ ′(zk) = A1B1C1,
where
A1 =˙
Pˆ (zk)
v(APˆ (zk))
, B1 =˙
v(APˆ (zk))− v(APˆ (LPˆ (zk)))
APˆ (LPˆ (zk))−APˆ (zk)
, C1 =˙
APˆ (LPˆ (zk))−APˆ (zk)
LPˆ (zk)− zk
.
On the other hand, equations (1.7) and (2.2) lead to
ρ˙k
z˙k
= A2B2C2,
where
A2 =˙
ρk
v(ρ∗k)
, B2 =˙
v(ρ∗k)− v(ρ∗k+1)
ρ∗k+1 − ρ∗k
, C2 =˙
ρ∗k+1 − ρ∗k
zk+1 − zk .
By (2.48) and (2.50), we have A2 < A1. Since v
′′ ≤ 0, by (2.50) we have B2 ≤ B1. Finally, to
compare C1 and C2, let {yi} be the car distribution generated by the profile Pˆ (·) with yk = zk.
We also have yk+1 = zk+1. Define the piecewise constant functions Pˆ
`(·) and ρ`(·, ·) as
Pˆ `(x) =˙ Pˆ (yi) for x ∈ [yi, yi+1),
ρ`(x, t) =˙ ρi(t) for x ∈ [zi(t), zi+1(t)).
We have
Pˆ `(x) > ρ`(x, t) ∀x > zk+1. (2.52)
Moreover,
ρ∗k+1 − ρ∗k = −
∫ zk+1
zk
ρkw(y − zk) dy +
∫ ∞
zk+1
ρ`(y, t) [w(y − zk+1)− w(y − zk)] dy,
and
APˆ
(
LPˆ (zk)
)
−APˆ (zk) = −
∫ zk+1
zk
Pˆ (zk)w(y−zk)dy+
∫ ∞
zk+1
Pˆ `(y) [w(y − zk+1)− w(y − zk)] dy.
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Since w′ ≤ 0, we have w(y− zk+1)−w(y− zk) ≥ 0. Using (2.48) and (2.52), we conclude that
C2 ≤ C1. This proves (2.49).
On the other hand, let P˜ (·) be a profile such that
P˜ (x) = P (x+ c¯) ∀x ∈ R, for some c¯ ∈ R, and P˜ (zi(t)) ≤ ρi(t), ∀i.
Let k be an index such that
P˜ (zk(t)) = ρk(t), and P˜ (zi(t)) < ρi(t) ∀i > k. (2.53)
Then, by a totally similar argument one concludes
ρ˙k
z˙k
> P˜ ′(zk). (2.54)
Step 2. The stability of the stationary profiles is a consequence of (2.49) and (2.54). Let
P (·) denote the profile with P (0) = ρˆ, where ρˆ is defined in (2.8). Since any horizontal shift
of P (·) is also a profile, we have a family of non-intersecting profiles generated by horizontal
shifts of P (·). Then, in the (x, P )-plane, any point (x, ρ) with ρ− < ρ < ρ+ must lie on a
unique profile. This motivates the introduction of the following mapping
Φ(x, ρ) =˙ P (0), where P (·) is a profile such that P (x) = ρ. (2.55)
Let {zi(t) : i ∈ Z} be the solution of (1.7) and {ρi(t) : i ∈ Z} the corresponding discrete
densities, as in the setting of the theorem. Define the functions
φi(t) =˙ Φ(zi(t), ρi(t)), i ∈ Z.
Fix a time t ≥ 0. Let kmin and kmax be the indices where {φi(t) : i ∈ Z} attains its minimum
and maximum values, respectively, such that
φi(t) ≥ φkmin(t) ∀i ∈ Z, and φi(t) > φkmin(t) ∀i > kmin,
φi(t) ≤ φkmax(t) ∀i ∈ Z, and φi(t) < φkmax(t) ∀i > kmax.
By the results in Step 1, we now have
d
dt
φkmin(t) > 0,
d
dt
φkmax(t) < 0.
This further implies that
lim
t→∞ [φkmax(t)− φkmin(t)] = 0, therefore limt→∞φi(t) = φˆ = constant ∀i ∈ Z.
This proves (2.47), where cˆ satisfies P (−cˆ) = φˆ.
Numerical simulations. We consider an initial condition {zi(0), ρi(0)} which satisfies
ρi(0) =

0.2, zi(0) ≤ −0.3,
0.5− 0.3 ∗ sin(5pizi(0)), −0.3 < zi(0) < 0.3,
0.8, zi(0) ≥ 0.3.
(2.56)
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Figure 2: Typical solutions of the FtLs model (zi(t), ρi(t)) at various time t, with oscillatory
initial condition. Above: w(x) = 2h − 2xh2 and the solution approaches some profile as t grows.
Below: w(x) = 2x
h2
and the solution oscillates more as t grows.
see the left plots in Figure 2. Typical solutions of the FtLs model (zi(t), ρi(t)) at various time
t are given in the same figure, for twos different weight function w(·). We observe that if
w′ < 0, the oscillations damp out quickly as t grows, and the solution approaches some profile
P (·). On the other hand, when w′ < 0, the solution becomes more oscillatory as t grows,
indicating the instability of the profiles.
Remark 2.10. If the initial condition satisfies the assumptions in Theorem 2.9, then the
solution approaches a stationary profile as t → ∞, by Theorem 2.9. The above numerical
simulation suggests possible improvements for Theorem 2.9. Indeed, note that for the profile
P (·) with limx→−∞ = 0.2 and limx→∞ = 0.8, one has that 0.2 < P (x) < 0.8 for every bounded
x. We remark that the initial condition (2.56) does not satisfy the assumptions in Theorem 2.9,
since ρ(x) = 0.8 for x ≥ 0.3. Nevertheless, we observe stability in the simulation. This
indicates that the basin of attraction is probably larger than the assumptions in Theorem 2.9.
3 The non-local conservation law
In this section we consider the stationary traveling wave profile Q(·) for (1.1). We denote by
A the continuous averaging operator
A(Q;x) =˙
∫ x+h
x
Q(y)w(y − x) dy =
∫ h
0
Q(x+ s)w(s) ds, (3.1)
and with a slight abuse of notation, we denote the operator also for a function of two variables,
A(ρ; t, x) =˙
∫ x+h
x
ρ(t, y)w(y − x) dy =
∫ h
0
ρ(t, x+ s)w(s) ds. (3.2)
A stationary profile for (1.1) satisfies
Q(x) · v(A(Q;x)) ≡ f¯ = constant. (3.3)
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In the case where
lim
x→−∞Q(x) = ρ
−, and/or lim
x→+∞Q(x) = ρ
+,
the constant f¯ satisfies (respectively)
f¯ = lim
x→−∞Q(x) · v(A(Q;x)) = f(ρ
−), and/or f¯ = lim
x→+∞Q(x) · v(A(Q;x)) = f(ρ
+).
We seek continuous solutions Q(·) for (3.3). Differentiating (3.3) in x, we can rewrite it
equivalently as a differential equation:
Q′(x) = −Q(x)v
′(A(Q;x))
v(A(Q;x))
∫ h
0
Q′(x+ s)w(s) ds. (3.4)
Note that (3.4) is a delay integro-differential equation. We remark that, for smooth
solutions of Q(·), (3.3) and (3.4) are equivalent. In the sequel we consider the initial value
problems in Section 3.2, where the solution for Q(·) is only continuous, and the derivative
Q′(x) in (3.4) is assumed to be the left derivative Q′(x−).
3.1 Technical lemma
The existence of solutions for (3.4) will be established in Section 3.2 for initial value problems,
and in Section 3.3 for asymptotic value problems. Assuming that the solutions exist, we
establish some technical lemma.
Lemma 3.1 (Asymptotic limits). Assume that Q(·) is a solution of (3.4) which satisfies
lim
x→−∞Q(x) = ρ
−, lim
x→+∞Q(x) = ρ
+, lim
x→±∞Q
′(x) = 0. (3.5)
Then, the following holds.
i) As x→ +∞, Q(x) approaches ρ+ with an exponential rate if and only if ρ+ > ρˆ, where
ρˆ satisfies (2.8). The rate λ+ satisfies the estimate
λ+ >
1
h
ln
(
−ρ
+v′(ρ+)
v(ρ+)
)
. (3.6)
ii) As x→ −∞, Q(x) approaches ρ− with an exponential rate if and only if ρ− < ρˆ, where
ρˆ satisfies (2.8). The rate λ− satisfies the estimate
λ− >
1
h
ln
(
−ρ
−v′(ρ−)
v(ρ−)
)
. (3.7)
Proof. We consider the limit x → +∞, and assume that Q(x) → ρ+ in the limit. We
linearize (3.3) at ρ+ and write
Q(x) = ρ+ + (x),
where (x) is a small perturbation. Keeping only the first order terms of  and using the
notation “≈”, we compute,
A(Q;x) =
∫ x+h
x
(ρ+ + (y))w(y − x) dy = ρ+ +
∫ x+h
x
(y)w(y − x) dy,
v(A(Q;x)) ≈ v(ρ+) + v′(ρ+) ·
∫ x+h
x
(y)w(y − x) dy.
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Putting these in (3.3), one gets
(ρ+ + (x)) ·
[
v(ρ+) + v′(ρ+) ·
∫ x+h
x
(y)w(y − x) dy
]
≈ f¯ = ρ+v(ρ+).
We obtain the following linear delay integro-differential equation for for the perturbation
(x):
− β
∫ x+h
x
(y)w(y − x) dy + (x) = 0, where β =˙ − ρ
+v′(ρ+)
v(ρ+)
. (3.8)
Note that we have β = b, where b is defined in (2.12). We can solve (3.8) using the characteristic
equation. We seek solutions of the form
(x) = Me−λx,
where M is an arbitrary constant (positive or negative), and λ ∈ R is the exponential rate.
Plugging this into (3.8), we get
G(λ) =˙
∫ h
0
e−λsw(s) ds− 1
β
= 0. (3.9)
The function G(·) has the properties
G(0) = 1− 1
β
, lim
λ→+∞
G(λ) = − 1
β
< 0, G′(λ) = −
∫ h
0
se−λsw(s) ds < 0 ∀λ.
Thus, G(λ) = 0 has a unique positive solution if and only if G(0) > 0, i.e.,
1
β
< 1 ⇐⇒ − v(ρ
+)
ρ+v′(ρ+)
< 1 ⇐⇒ ρ+ > ρˆ.
We denote this solution by λ+. For any given ρ
+, h, and w(·), an estimate for λ+ can be
obtained by observing
e−λ+h =
∫ h
0
e−λ+hw(s) ds <
1
β
,
which implies (3.6). A completely symmetric argument leads to the result in ii) for the limit
x→ −∞.
Remark 3.2. We observe two trivial cases.
(1) If ρ+ = ρˆ, then β = 1, and we have λ+ = 0. Similarly, if ρ
− = ρˆ then λ− = 0. Thus ,
if ρ− = ρ+ = ρˆ, the only profile is the constant function Q(x) ≡ ρˆ.
(2) On the other hand, as ρ+ → 1, we have that β−1 → 0, therefore λ+ → ∞. Similarly,
as ρ− → 0, then λ− → ∞ as well. Thus, the only stationary traveling wave profile
connecting ρ− = 0, ρ+ = 1 is the unit step function, taking the step at an arbitrary
point.
In the sequel we consider the nontrivial cases where
0 < Q(x) < 1 ∀x ∈ R, 0 < ρ− < ρˆ < ρ+ < 1. (3.10)
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3.2 Initial value problems
Assume that w(·) satisfies (1.3) and v(·) satisfies (1.4). Fixing a point x0 ∈ R, we consider
the initial value problem of (3.3), with initial condition
Q(x) = Φ(x) for x ≥ x0, (3.11)
where Φ(·) satisfies
0 < Φ(x) < 1, Φ′(x) > 0, for x ≥ x0. (3.12)
We seek continuous solutions Q(·) for (3.3), solved backward in x on the interval x ≤ x0. In
this setting, the term Q′(x) on the lefthand side of (3.4) is assumed to be the left derivative
Q′(x−).
Lemma 3.3. Assume that Q(·) is a solution of the initial value problem of (3.3) with initial
condition (3.11), satisfying (3.12). Then for all x < x0, we have
(i) Q is positive and monotone
Q′(x) > 0, 0 < Q(x) < Ψ(x0) < 1. (3.13)
(ii) We have
Q(x)v(A(Q;x)) = f¯0, where f¯0 =˙ Φ(x0) · v (A(Φ;x0)) . (3.14)
(iii) We have the asymptotic limit
lim
x→−∞Q(x) = ρ
−
0 , where 0 < ρ
−
0 < ρˆ, f(ρ
−
0 ) = f¯0. (3.15)
Proof. (i) We first observe that Q′(x0−) > 0. Indeed, this follows immediately from the
assumptions (3.12) on Φ(·) and the equation (3.4).
We now assume that Q(·) is not monotone increasing on x < x0. Let yˆ < x0 be the local
minimum such that Q′(yˆ) = 0 and Q′(x) > 0 for all x ≥ yˆ. By (3.4), this implies Q′(yˆ) > 0, a
contradiction. Thus, we conclude that Q′(x) > 0 for all x < x0.
The positivity of the solution follows from the fact that (3.3) is autonomous and Q = 0 is
a critical value.
(ii) By (3.3), we immediately have (3.14).
(iii) By Lemma 3.1, the asymptotic value satisfies ρ−0 < ρˆ. Taking the limit x → −∞
in (3.14) we obtain (3.15).
Theorem 3.4. Assume that w(·) satisfies (1.3) and v(·) satisfies (1.4). Consider the initial
value problem of (3.3) with initial condition (3.11), satisfying (3.12). Then there exists a
unique solution Q on the interval x ≤ x0. The solution Q is monotone increasing and Lipschitz
continuous, with Lipschitz constant f¯0Lvκ, where Lv is the Lipschitz constant for the map (1/v)
and κ = ‖w(·)‖∞.
Proof. Existence. For delay differential equations with strictly positive delays, the existence
and uniqueness of solutions can be proved by the standard method of steps, cf [19, 20]. Un-
fortunately, for (3.4) the delay is arbitrarily small, and the method of steps does not apply.
Instead, we apply a fixed point argument.
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Let Φ be the initial condition on x ≥ x0, and let f¯0 and ρ−0 be defined as in (3.14)-(3.15) in
Lemma 3.3. Let Lv be the Lipschitz constant for the map (1/v), and consider the constants
κ =˙ ‖w(·)‖∞, LQ =˙ f¯0Lvκ, γ =˙ 2f¯0Lvκ. (3.16)
We consider the set U of functions, defined on x ≤ x0, as
U =˙ {u : (−∞, x0] 7→ (ρ−0 ,Φ(x0)] ; u is Lipschitz with Lipschitz constant LQ,
u(x0) = Φ(x0), lim
x→−∞u(x) = ρ
−
0 , u
′(x) > 0 ∀x ≤ x0.
}
(3.17)
Let u ∈ U . We define a Picard operator on U as
(Pu)(x) .= f¯0
v(A(u;x)) , ∀x ≥ x0. (3.18)
Note that a fixed point for P is a solution for (3.3).
We first claim that the Picard operator P maps U into itself, i.e.
(Pu) ∈ U if u ∈ U . (3.19)
Indeed, from the construction we have
(Pu)(x0) = f¯0
v(A(Φ;x0)) = Φ(x0).
Moreover, since v is decreasing, we conclude that (1/v) is increasing. Then, since u ∈ U is
monotone increasing, so is the averaged function A(u;x). Therefore (Pu) is also monotone
increasing. Furthermore, for the asymptotic value, we have
lim
x→−∞(Pu)(x) = limx→−∞
f¯0
v(A(u;x)) =
f¯0
v(ρ−0 )
= ρ−0 .
Finally, since u is Lipschitz, so is (Pu). To obtain the Lipschitz constant, we compute
A(u;x)x =
∫ h
0
u′(x+ s)w(s) ds ≤ κ
∫ h
0
u′(x+ s) ds = κ [u(x+ h)− u(x)] ≤ κ,
therefore
(Pu)′(x) = f¯0 ·
(
1
v(A(u;x))
)
x
≤ f¯0LvA(u;x)x ≤ f¯0Lvκ = LQ.
We conclude that (Pu) ∈ U , proving the claim (3.19).
We further claim that the Picard operator P is a strict contraction w.r.t. the norm
‖u‖γ .= sup
x≤x0
eγx|u(x)|, (3.20)
where γ is defined in (3.16).
Indeed, let u1, u2 ∈ U . Assume
‖u1 − u2‖γ = δ, i.e. |u1(x)− u2(x)| ≤ δ e−γx ∀x ≤ x0 .
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Then, for any x ≤ x0 we have∣∣∣(Pu1)(x)− (Pu2)(x)∣∣∣ ≤ f¯0Lv · ∫ x+h
x
|u1(y)− u2(y)|w(y − x) dy
≤ f¯0Lvκ ·
∫ x+h
x
δ e−γy dy ≤ f¯0Lvκδ 1
γ
(
e−γx − e−γ(x+h)
)
<
δ
2
e−γx.
Hence ∥∥∥(Pu1)− (Pu2)∥∥∥
γ
≤ sup
x≤x0
eγx
∣∣∣(Pu1)(x)− (Pu2)(x)∣∣∣ ≤ δ
2
=
1
2
‖u1 − u2‖γ .
This shows that the Picard operator is a strict contraction from U to itself, hence it has
a unique fixed point in U . The fixed point iterations converge pointwise on bounded sets.
Furthermore, since all functions in U have a fixed asymptotic limit as x→ −∞, we conclude
the pointwise convergence for all x ≤ x0. This establishes the existence of solutions for the
initial value problem.
Uniqueness. The uniqueness of solutions can be proved by contradiction. Let Q(·) and Q̂(·)
be two distinct solutions of the initial value problem, with the same initial condition (3.11).
Without loss of generality, we assume that for some x¯ ≤ x0 we have Q(x) = Q̂(x) on x ≥ x¯
and Q(x) > Q̂(x) on some non-empty interval [x¯− c, x¯] where c ∈ R+. Since the solutions are
monotone, there exist x1, x2, with x¯− c < x1 < x2 < x¯ < x1 + h and
Q(x1) = Q̂(x2), Q(x) > Q̂(x) x ∈ [x1, x¯), and Q′(x) < Q̂′(x) x ∈ [x1, x¯], (3.21)
see Figure 3 for an illustration. Note that, since Q(·) and Q̂(·) are smooth functions, by
continuity the assumptions (3.21) hold for some x1, x2 sufficiently close to x¯. This implies
Q(x1 + s) < Q̂(x2 + s), ∀s ∈ (0, h].
x
x1 x2 x¯ x1 + h
Q(x)
Q̂(x) s
0 h
Q(s+ x1)
Q̂(s+ x2)
Figure 3: Left: Graphs of Q(x) and Q̂(x) on [x1, x1 + h]. Right: Graphs of shifted functions
Q(s+ x1) and Q̂(s+ x2).
We now have
A(Q;x1) < A(Q̂;x2). (3.22)
Since both Q(·), Q̂(·) are solutions of (3.3), we have
Q(x1)v(A(Q;x1)) = Q̂(x2)v(A(Q̂;x2)) , and hence v(A(Q;x1)) = v(A(Q̂;x2)),
a contradiction to (3.22). Thus, we conclude that Q(x) ≡ Q̂(x) for all x ≤ x0, proving the
uniqueness of the solutions for the initial value problem.
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Remark 3.5. To generate profiles of Q(x), the fixed point iterations for the Picard operator
P is not conveniet. Instead, we adopt the following numerical scheme: Fix a step size ∆x,
and discretize the space by
xi = x0 + i∆x, i ∈ Z−.
We construct a continuous and piecewise affine approximate solution Q∆(·). Denote the ap-
proximate value at the grid points as
Q0 =˙ Φ(x0) < 1, and Qi =˙ Q
∆(xi), i ∈ Z−.
Then we have
Q∆(x) = Qi−1
xi − x
∆x
+Qi
x− xi−1
∆x
for x ∈ [xi−1, xi], ∀i ∈ Z−.
Fix an i ∈ Z−, and assume that Q∆(x) is given for all x ≥ xi. The value Qi−1 is generated
by solving the nonlinear equation
G(Qi−1) =˙ Qi−1 · v(A(Q∆;xi−1))−Qi · v(A(Q∆;xi)) = 0. (3.23)
Numerically, (3.23) can be computed efficiently using Newton iterations, with Qi as the initial
guess. We remark that (3.23) can be viewed as a finite difference approximation for (3.4),
Qi −Qi−1
∆x
· v(A(Q∆;xi−1)) +Qi · v(A(Q
∆;xi))− v(A(Q∆;xi−1))
∆x
= 0. (3.24)
The algorithm (3.24) is somewhat similar to the symplectic method for systems of ODEs.
We compute
G(Qi) = Qi ·
[
v(A(Q∆;xi−1))− v(A(Q∆;xi))
]
> 0, (3.25)
G(0) = −Qi · v(A(Q∆;xi)) < 0, (3.26)
and
∂
∂Qi−1
A (Q∆;xi−1) = ∂
∂Qi−1
∫ xi
xi−1
[
Qi−1
xi − y
∆x
+Qi
y − xi−1
∆x
]
w(y − xi−1) dy
=
∫ xi
xi−1
xi − y
∆x
w(y − xi−1) dy =
∫ ∆x
0
∆x− s
∆x
w(s) ds.
Then, for ∆x sufficiently small, the above term arbitrarily small, and we have
G′(Qi−1) = v(A(Q∆;xi−1)) +Qi−1v′(A(Q∆;xi−1)) ·
∫ ∆x
0
∆x− s
∆x
w(s) ds > 0. (3.27)
By (3.25)-(3.27) we conclude that there exists a unique solution Qi−1 of (3.23), satisfying
0 < Qi−1 < Qi.
Iterating the above step for i ∈ Z−, we generate a sequence of solutions {Qi} satisfying
0 < Qi−1 < Qi < Q0, Q(xi)v(A(Q∆;xi)) = Q(x0)v(A(Q∆;x0)) = f¯0, ∀i ∈ Z−. (3.28)
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We now establish an upper bound on the gradient of Q∆, on x < x0. Recall the constants
Lv, κ, LQ defined in (3.16). Using the scheme (3.24), we compute
Qi −Qi−1
∆x
= Qi−1v(A(Q∆;xi−1))
[
1
v(A(Q∆;xi)) −
1
v(A(Q∆;xi−1))
]
≤ f¯0Lv
[A(Q∆;xi)−A(Q∆;xi−1)] ≤ f¯0Lvκ = LQ.
Since Q∆(·) is piecewise affine on x < x0, we conclude that
(Q∆)′(x) ≤ LQ ∀x < x0.
Convergence of the sequence {Q∆x(·)} as ∆x→ 0 follows from Helly’s compactness theorem.
This offers an alternative proof for the existence of solutions for the initial value problem.
3.3 Asymptotic value problems
Theorem 3.6 (Asymptotic value problem). Assume that w(·) satisfies (1.3) and v(·) satis-
fies (1.4). Let ρ− ∈ R and ρ− ∈ R be given which satisfy
0 < ρ− < ρˆ < ρ+ < 1 and f(ρ−) = f(ρ+).
Consider the asymptotic value problem for (3.3), with
lim
x→∞Q(x) = ρ
+, lim
x→−∞Q(x) = ρ
−. (3.29)
There exist Lipschitz continuous and monotone solutions for the asymptotic value problem.
Furthermore, the solutions are unique up to horizontal shifts, in the following sense. Let
Q1(·) and Q2(·) be two solutions of the asymptotic value problem with the same asymptotic
conditions (3.29), then there exists a constant c ∈ R such that Q1(x) = Q2(x+c) for all x ∈ R.
Proof. Existence. The existence of solutions to the asymptotic value problem is established
through convergence of approximate solutions, similar to the approach used for the proof of
Theorem 2.8. Let λ+ > 0 be the exponential rate given in Lemma 3.1, and let {xn : n ∈ N}
be an increasing sequence of real numbers such that limn→∞ xn = +∞. For each given n ∈ N,
let Q(n)(·) be the solution of the initial value problem of (3.3), defined on x ≤ xn, with initial
condition
Q(n)(x) = Φ(x) =˙ ρ+ − e−λ+x, on x ≥ xn.
By Theorem 3.4, Q(n)(·) exists and is unique, and it satisfies
Q(n)(x) · v(A(Q(n);x)) = f¯n where f¯n = Φ(xn) · v
(∫ xn+h
xn
Φ(y)w(y − xn) dy
)
.
By Lemma 3.3, we have
lim
x→−∞Q
(n)(x) = ρ−n where f(ρ
−
n ) = f¯n, ρ
−
n < ρˆ.
Using the exact expression of Φ(x), we compute
lim
n→∞ f¯n = limxn→∞
(ρ+ − e−λ+xn) · v
(∫ xn+h
xn
(ρ+ − e−λ+y)w(y − xn) dy
)
= ρ+ · v
(
ρ+
∫ h
0
w(s) ds
)
= ρ+v(ρ+) = f(ρ+) = f(ρ−).
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This implies that
lim
n→∞ ρ
−
n = ρ
−.
Furthermore, replacing Q by Q(n) in (3.3) and subtracting it from the identity
A
(
Q(n);x
)
· v
(
A(Q(n);x)
)
= f
(
A(Q(n);x)
)
,
we get the estimate
f(A(Q(n);x))− f¯
v(A(Q(n);x)) = A(Q
(n);x)−Q(n)(x) < Q(n)(x+ h)−Q(n)(x).
Finally, let Q˜(n) be a horizontally shifted function of Q(n), such that for some cn ∈ R,
Q˜(n)(x) = Q(n)(x+ cn) ∀x, and Q˜(n)(0) = ρˆ.
Then, Q˜(n) is bounded, Lipschitz continuous, and monotonically increasing. By Helly’s
compactness Theorem, as n → ∞, there exists a subsequence of functions {Q˜(n)} that con-
verges uniformly on bounded set to a limit functionQ. The limit function is bounded, Lipschitz
continuous, and monotone increasing, satisfying the integral equation (3.3) and the estimate
f(A(Q;x))− f¯
v(A(Q;x)) < Q(x+ h)−Q(x). (3.30)
It remains to establish the asymptotic values of the limit function Q. Since Q is monotone
and bounded, the limits as x → ±∞ exist. Let Q+ =˙ limx→+∞Q(x) and assume that
Q+ 6= ρ+. From Lemma 3.1 it holds Q+ > ρˆ, and from the construction Q+ < ρ+. Therefore
we have f¯ > f(Q+). Let  > 0. There exists an M ∈ R, sufficiently large, such that
Q+ −Q(x) <  for all x > M . In particular, we have
Q(x+ h)−Q(x) <  ∀x > M.
However, from (3.30) we get, for any x > M ,
Q(x+ h)−Q(x) > f(Q+)− f¯ > 0
a contradiction. We conclude that Q+ = ρ+. A completely similar argument gives the limit
as x→ −∞, proving the asymptotic values (3.29). This establishes the existence of solutions
for the asymptotic value problems.
Uniqueness. The uniqueness of solutions is proved by a contradiction argument. Let Q1
and Q2 be two distinct solutions for the asymptotic value problem with the same asymptotic
values (3.29). We may horizontally shift the profiles, such that the graphs of Q1 and Q2
intersect. Let y ∈ R be the rightmost intersection point, such that
Q1(y) = Q2(y), and Q1(x) > Q2(x) ∀x > y.
Then, we have A(Q1; y) > A(Q2; y), so
Q1(y)v(A(Q1; y)) < Q2(y)v(A(Q2; y)). (3.31)
On the other hand, by (3.3) we must have
Q1(y)v(A(Q1; y)) = Q2(y)v(A(Q2; y)) = f¯ = f(ρ±),
which leads to a contradiction to (3.31). This proves that solutions to the asymptotic value
problems are unique up to horizontal shifts.
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Sample profiles. Sample profiles for Q(·) with various (ρ−, ρ+) values and two different
weight functions w(·) are given in Figure 4. The profiles are generated using the algorithm in
Remark 3.5 in the approximating procedure in the proof of Theorem 3.6.
Figure 4: Typical profiles Q(·) with v(ρ) = 1− ρ, h = 0.2 and various ρ± values. For the left
plot we use w(x) = 2h − 2xh2 for x ∈ (0, h), and for right plot we use w(x) = 2xh2 for x ∈ (0, h).
3.4 Stability of the traveling waves
For the Cauchy problem of (1.1), the existence and uniqueness of entropy weak solution is
established in [9]. In particular, if the initial condition ρ(0, ·) is smooth, then the solution
ρ(t, ·) remains smooth for all t ≥ 0.
Under the additional assumptions (2.44) and (2.45), we now show that the stationary
profiles are the stable time asymptotic limit for the solutions of the Cauchy problem of the
non-local conservation law, under mild assumptions on smooth initial condition.
Theorem 3.7 (Stability). Let w(·) satisfy (1.3) and (2.44), and let v(·) satisfy (1.4) and (2.45).
Let ρ−, ρ+ satisfy
f(ρ−) = f(ρ+) = f¯ , 0 < ρ− < ρˆ < ρ+ < 1.
Let Q(x) be the unique stationary profile with asymptotic conditions (3.29) and Q(0) = ρˆ.
Let ρ(0, ·) be a smooth function, and assume that there exist constants c1 ∈ R, c2 ∈ R such
that
Q(x+ c1) ≤ ρ(0, x) ≤ Q(x+ c2), ∀x ∈ R. (3.32)
For t ≥ 0, let ρ(t, ·) be the solution of the Cauchy problem for (1.1), with initial condition
ρ(0, ·). Then, there exists a constant c¯ ∈ R such that
lim
t→∞ [ρ(t, x)−Q(x+ c¯)] = 0, ∀x ∈ R. (3.33)
Proof. Step 1. We observe that assumption (3.32) implies
lim
x→∞ ρ(0, x) = ρ
+, lim
x→−∞ ρ(0, x) = ρ
−.
Fix a time t ≥ 0. Let Qˆ(x) = Q(x+ cˆ) for some cˆ ∈ R be a profile such that
Qˆ(x) ≥ ρ(t, x), ∀x ,
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and let xˆ be the point where
Qˆ(xˆ) = ρ(t, xˆ), Qˆx(xˆ) = ρx(t, xˆ), and Qˆ(x) > ρ(t, x) ∀x > xˆ. (3.34)
We claim that
ρt(t, xˆ) < 0, i.e., [ρ(t, xˆ)v(A(ρ; t, xˆ))]x > 0. (3.35)
Indeed, we have the estimate
A(Qˆ; xˆ)−A(ρ; t, xˆ) =
∫ h
0
[Qˆ(xˆ+ s)− ρ(xˆ+ s)]w(s) ds > 0. (3.36)
Since v′ < 0 and v′′ ≤ 0, we have
v(A(Qˆ; xˆ)) < v(A(ρ; t, xˆ)), v′(A(Qˆ; xˆ)) ≤ v′(A(ρ; t, xˆ)). (3.37)
Finally, since
A(ρ; t, xˆ)x = ρ(t, xˆ+ h)w(h)− ρ(t, xˆ)w(0) +
∫ xˆ+h
xˆ
−ρ(t, y)w′(y − x) ds,
A(Qˆ; xˆ)x = Qˆ(xˆ+ h)w(h)− Qˆ(xˆ)w(0) +
∫ xˆ+h
xˆ
−Qˆ(y)w′(y − x) ds,
and using w′(x) ≤ 0, we get
A(ρ; t, xˆ)x −A(Qˆ; xˆ)x
= [ρ(t, xˆ+ h)− Qˆ(t, xˆ+ h)]w(h)−
∫ xˆ+h
xˆ
[ρ(t, y)− Qˆ(y)]w′(y − x) ds < 0. (3.38)
By using (3.3), we compute, at (t, xˆ),
[ρ(t, xˆ)v(A(ρ; t, xˆ))]x = [ρ(t, xˆ)v(A(ρ; t, xˆ))]x − [Qˆ(xˆ)v(A(Qˆ; xˆ))]x
= Qˆ′(xˆ)[v(A(ρ))− v(A(Qˆ))] + Qˆ(xˆ)v′(A(ρ))[A(ρ)x −A(Qˆ)x]
+ Qˆ(xˆ)A(Qˆ)x[v′(A(ρ))− v′(A(Qˆ))]. (3.39)
Since the profile Qˆ(x) is monotone increasing, we have A(Qˆ)x > 0. By further using the
properties (3.36)–(3.38), all three terms on the righthand side of (3.39) are positive. We
conclude (3.35).
Similarly, let Q˜(x) =˙ Q(x+ c˜) for some c˜ ∈ R be a profile such that Q˜(x) ≤ ρ(t, x) for all
x, and let xˆ be the largest x value where Q˜(xˆ) = ρ(xˆ). By a completely similar argument we
conclude that ρt(t, xˆ) > 0. The proof is completely similar and we omit the details.
Step 2. The time asymptotic stability follows from the properties in Step 1, with similar
arguments as in Step 2 of the proof of Theorem 2.9. We skip the details.
Numerical simulations. Solutions for the nonlocal conservation law (1.1) using oscilla-
tory initial condition
ρ(0, x) =

0.2, x ≤ −0.3,
0.5− 0.3 ∗ sin(5pix), −0.3 < x < 0.3,
0.8, x ≥ 0.3.
(3.40)
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are computed with a finite difference method, at various time t. See Figure 5, where two cases
of the weight functions w(·) are treated. In the plots in the top row we have w′ < 0. Here,
we observe that the oscillations are quickly damped and that the solution approaches some
profile as t grows. On the other hand, in the plots in the bottom row we have w′ > 0, and
we observe that the solution becomes more oscillatory as t grows, indicating instability of the
profiles. This behavior is analyzed in some detail in Section 5.
Figure 5: Solution for the nonlocal conservation law (1.1) with oscillatory initial condition,
at t = 0, 0.4, 0.8. Top: With w(x) = 2h − 2xh2 , i.e., w′ < 0, the solution quickly approaches the
traveling wave profile Q(x) as t grows. Bottom: With w(x) = 2x
h2
, i.e., w′ > 0, the solution
becomes more oscillatory as t grows.
4 Micro-macro limit of traveling waves
Theorem 4.1 (Micro-macro limit of traveling waves). Fix a weight function w(·) that satisfies
the assumption (A1). Let {`n} be a sequence of car length such that limn→∞ `n = 0. Let P (n)(·)
be the discrete stationary profile for the FtLs model, with car length `n, such that
lim
x→±∞P
(n)(x) = ρ±, P (n)(0) = ρˆ.
Then, as n→∞, the sequence of functions P (n)(·) converges to a unique limit function Q(·),
where Q(·) is the stationary profile for the non-local conservation law (1.1), satisfying the
conditions
lim
x→±∞Q(x) = ρ
±, Q(0) = ρˆ. (4.1)
Proof. Step 1. Let λ`+ > 0 be the exponential rate for the profile P (·) as x→∞, derived in
Lemma 2.2, where λ`+ is the unique solution of (2.16). Let λ+ be the exponential rate for the
profile Q(·) derived in Lemma 3.1, where λ+ is the unique solution of (3.9). Recalling (2.16),
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we define the function
H(a, λ) =˙ b
m∑
k=0
wˆke
−kaλ − aλ
1− e−aλ . (4.2)
Recall that a = `/ρ+. Since the first term on the righthand side of (4.2) is an approximate
Riemann sum of the integral
∫ h
0 e
−λsw(s) ds, where a is the length of the sub-intervals, we
have
H(0, λ) =˙ lim
a→0
H(a, λ) = b
∫ h
0
e−λsw(s) ds− 1.
By (2.16) and (3.9), we have
H(0, λ+) = 0, H(a, λ
`
+) = 0.
For 0 < λ ≤ λ] =˙ max{λ`+, λ+}, we have∣∣∣∣ ∂∂aH(a, λ)
∣∣∣∣ =
∣∣∣∣∣−b
m∑
k=0
wˆkkλe
−kaλ − λ(1− e
−aλ)− aλ2e−aλ
(1− e−aλ)2
∣∣∣∣∣ ≤ M1,
and
∂
∂λ
H(0, λ) =
∫ h
0
−se−λsw(s) ds ≤ −e−λh
∫ h
0
sw(s) ds ≤ −M2 < 0,
so ∣∣∣∣ ∂∂λH(0, λ)
∣∣∣∣ ≥M2.
Since λ 7→ H(0, λ) is strictly decreasing, we have H(0, λ`+) 6= 0. Then, it holds∣∣∣λ+ − λ`+∣∣∣ =
∣∣∣∣∣ λ+ − λ`+H(0, λ+)−H(0, λ`+)
∣∣∣∣∣ ·
∣∣∣∣∣H(0, λ`+)−H(a, λ`+))a
∣∣∣∣∣ · a ≤ `ρ+ · M1M2 ,
therefore, we have
lim
`→0
λ`+ = λ+.
A completely similar proof yields
lim
`→0
λ`− = λ−.
Step 2. Fix a small ` > 0, and let P `(·) be a profile that satisfies (2.7) with asymptotic
conditions limx→±∞ P `(x) = ρ±. Then P `(·) is monotone and Lipschitz continuous. Taking
the limit ` → 0, by Helly’s compactness theorem there exists a subsequence of {P `} that
converges to a limit function Q(·) uniformly on bounded set. Thanks to the asymptotic
conditions limx→±∞ P `(x) = ±∞ for all ` > 0 and the result in step 1 on the exponential
rates, the convergence P ` → Q is uniform for all x ∈ R. Moreover, the limit function Q is
monotone, Lipschitz continuous, and satisfies
Q(0) = ρˆ, lim
x→−∞Q(x) = ρ
−, lim
x→∞Q(x) = ρ
+.
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It remains to show that Q satisfies the integral equation (3.3). Indeed, recalling the
definition of the operator AP
`
in (2.6), we write
AP
`
(x) =
∞∑
k=0
∫ (LP` )k+1(x)
(LP
` )k(x)
P `
(
(LP
`
)k(x)
)
w(y − x) dy.
Since the convergence P ` → Q is uniform for all x ∈ R, and the weight function w is continuous
on its support x ∈ [0, h], we have
lim
`→0+
AP
`
(x) =
∫ x+h
x
Q(y)w(y − x) dy = A(Q;x) ∀x ∈ R. (4.3)
By the periodic property, P ` satisfies the integral equation∫ x+`/P `(x)
x
1
v(AP `(z))
dz =
`
f¯
∀x ∈ R.
This can be written as
1
`/P `(x)
∫ x+`/P `(x)
x
1
v(AP `(z))
dz =
P `(x)
f¯
∀x ∈ R, (4.4)
where the left-hand side is the average value of v(AP
`
(z))−1 over the interval [x, x+ `/P `(x)].
Taking the limit `→ 0+ on both sides of (4.4), we obtain
1
v(A(Q;x)) =
Q(x)
f¯
=⇒ Q(x)v(A(Q;x)) = f¯ , ∀x ∈ R.
Thus, we conclude that Q satisfies (3.3), completing the proof.
5 Further Discussions
5.1 Traveling waves with non-zero speed
So far in this paper we considered stationary profiles. In the case where a traveling wave has
non-zero speed, a coordinate translate can be used. Let σ be the velocity of the travelling
waves. Assume that the function f(ρ) = ρv(ρ) is convex with f ′′ < 0. Let ρ− ∈ R, ρ+ ∈ R
satisfy
0 < ρ− < ρˆσ < ρ+ < 1, σ =
f(ρ−)− f(ρ+)
ρ− − ρ+ , where f
′(ρˆσ) = σ.
We consider the nonlocal conservation law (1.1). Let ξ = x−σt. We seek profile Q(·) such
that ρ(t, x) = Q(ξ) = Q(x− σt) is a solution for (1.1). The profile Q(·) satisfies the ODE
−σQξ + (Q · v(A(Q; ξ)))ξ = 0,
where A is the averaging operator defined in (3.1). This leads to the integro-equation
Q(ξ) [v(A(Q; ξ))− σ] ≡ f¯σ, where f¯σ = f(ρ−)− σρ− = f(ρ+)− σρ+. (5.1)
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The analysis in Section 3 can be applied to (5.1) in a similar way, achieving similar results.
On the other hand, for the FtLs model we seek a profile P (·) such that
P (zi(t)− σt) = ρi(t).
Differentiating this in t, and after direct computation we arrive at
P ′(ξ) =
P 2(ξ)
` [v(AP (ξ))− σ] ·
[
v(AP (LP (ξ)))− v(AP (ξ))
]
. (5.2)
Here LP is the operator in (2.5) and AP is defined in (2.6). Note the similarity between (5.2)
and (2.7). Again, similar results are achieved by applying the same approach as in Section 2.
5.2 Unstable profiles with w′ > 0
We discuss a case where the traveling wave profiles are not local attractors for the solution of
the Cauchy problem for the nonlocal conservation law. Assume that the weight function w(·)
satisfies
w′(x) > 0, x ∈ [0, h].
This implies that, on the interval [0, h] ahead of a driver, the situation further ahead is more
important than the one closer to the driver. Of course, from a practical point of view, this
assumption is rather obscure, and we expect the mathematical models to exhibit erroneous
behavior. Indeed, as we have observed in the numerical simulations (see Figure 5), when
w′(x) > 0 on x ∈ (0, h), the solution of the Cauchy problem for (1.1) does not approach any
profile Q(·) as t grows. Here we offer a supplementary argument.
To fix ideas, assume that w(0) = 0 and w′(h) ≥ co > 0 on (0, h). We revisit the proof of
Theorem 3.7 and observe that (3.39) and (3.36) give
ρt(t, xˆ) = −[ρ(t, xˆ)v(A(ρ; t, xˆ))]x
= −Q′(xˆ)[v(A(ρ))− v(A(Q))]−Qv′(A(ρ))[A(ρ)x −A(Q)x]
−QA(Q)x[v′(A(ρ))− v′(A(Q))]
=
∫ h
0
[
Q′(xˆ)v′(p1)w(s) +Q(xˆ)A(Q; xˆ)xv′′(p2)w(s)−Q(xˆ)v′(A(ρ; t, xˆ))w′(s)
]
· [Q(xˆ+ s)− ρ(t, xˆ+ s)] ds,
where
v′(p1) =˙
v(A(ρ))− v(A(Q))
A(ρ)−A(Q) , v
′′(p2) =˙
v′(A(ρ))− v′(A(Q))
A(ρ)−A(Q) .
Since the profile Q(x) approaches ρ+ as x→ +∞, therefore, for xˆ sufficiently large, Q′(xˆ) and
A(Q; xˆ)x become arbitrarily small, and we have
ρt(t, xˆ) > 0.
This shows that the solution ρ(t, x) can never settle around Q(x) for x large, therefore the
profiles Q are not time asymptotic limits in the sense of Theorem 3.7.
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5.3 A symmetric kernel w
We now consider the case when a driver consider the situation both in front and behind the
car. Although in reality one only adjusts the speed according to the leaders, there has been
an interest in nonlocal models where the integral kernel has support both in front and behind
particle. This leads to the non-local conservation law
ρt +
[
ρ(t, x) · v
(∫ x+h2
x−h1
ρ(t, y)w(y − x) dy
)]
x
= 0, (5.3)
where the weight function w(·) has support on [−h1, h2].
One motivation for (5.3) stems from possible extensions of the one-dimensional conserva-
tion law into several space dimensions, for applications such as pedestrian flow and flock flow.
A radially symmetric kernel is commonly used, i.e. w(~x) = w(r) where r = |~x|. Then, the cor-
responding one-dimensional kernel w(x) is necessarily an even function. We now consider (5.3)
with h1 = h2 = h and a weight function w(·) that satisfies
w(s) = 0 ∀|s| ≥ h, w(−s) = w(s) ∀s,
∫ h
0
w(s) ds = 0.5. (5.4)
We seek stationary smooth and monotone profiles Q˜(·) such that
lim
x→±∞ Q˜(x) = ρ
±, f(ρ−) = f(ρ+) = f¯ . (5.5)
The profile Q˜(·) satisfies the integral equation
Q˜(x) · v
(∫ x+h
x−h
Q˜(y)w(y − x) dy
)
≡ f¯ . (5.6)
Carrying out a similar asymptotic analysis as in Lemma 3.1, for the limit x → ∞, equa-
tion (3.9) is modified to ∫ h
−h
e−λsw(s) ds =
1
β
. (5.7)
We seek positive roots λ > 0. By using w(−s) = w(s), we get
1
β
=
∫ 0
−h
e−λsw(s) ds+
∫ h
0
e−λsw(s) ds =
∫ h
0
[
e−λs + eλs
]
w(s) ds
=
∫ h
0
2 cosh(λs)w(s) ds > 2
∫ h
0
w(s) ds = 1.
Therefore, a positive root λ+ exists if and only if β < 1, i.e., ρ
+ < ρˆ. Thus, as x→ +∞, the
profile Q˜ converges to ρ+ exponentially if and only if ρ+ < ρˆ. A completely similar argument
shows that as x→ −∞, the profile Q˜ converges to ρ− exponentially if and only if ρ− > ρˆ.
The existence of solutions for (5.6) is not obvious, since the technique used in Section 3
can not be applied. However, if monotone and continuous profiles should exist, then the above
argument indicates that ρ+ < ρˆ < ρ− (instead of ρ+ > ρˆ > ρ− as in Lemma 3.1). In the limit
as `→ 0+, these profiles converge to a downward jump with ρ− > ρ+.
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6 Another non-local model: averaging the velocity
In this section we consider the conservation law (1.2) and the corresponding FtLs model (1.10).
Note that (1.10) now gives
ρ˙i(t) = −` (z˙i+1 − z˙i)
(zi+1 − zi)2 =
1
`
ρ2i ·
(
v∗i (ρ; t)− v∗i+1(ρ; t)
)
, i ∈ Z. (6.1)
The same results on stationary profiles as in Sections 3 and 4 apply to these models. The
proofs are very similar, with only mild modifications. Below we go through the analysis briefly,
focusing mainly on the differences.
6.1 The FtLs model
We seek “discrete stationary traveling wave profiles” P(·) such that
P(zi(t)) = ρi(t), ∀t ≥ 0, ∀i ∈ Z. (6.2)
We define the operators
LP(x) =˙ x+
`
P(x) , A(v(P(zi))) =˙
m∑
k=0
wi,kv(P((LP)k(zi))). (6.3)
After a similar derivation, we find that P(x) satisfies a delay differential equation,
P ′(x) = − P
2(x)
` ·A(v(P(x)))
[
A(v(P(LP(x))))−A(v(P(x)))
]
. (6.4)
The asymptotic limits at x→ ±∞, the periodic behavior, the existence and uniqueness of
solutions of the initial value problems, and the existence and uniqueness of two-point asymp-
totic value problem all follow in almost the same way as those in Section 3.
Stability. The analysis for the stability of the profiles is slightly different. In the same
setting as in the proof of Theorem 2.9, we let k be the index such that
Pˆ(zk(t)) = ρk(t), Pˆ(zi(t)) > ρi(t) ∀i > k, and Pˆ(zi(t)) ≥ ρi(t) ∀i ∈ Z,
and claim that
ρ˙k
z˙k
< Pˆ ′(zk). (6.5)
Indeed, using LPˆ(zk) = zk+1, we have
Pˆ ′(zk) = Pˆ(zk)
A(v(Pˆ(zk))
· A(v(Pˆ(zk+1)))−A(v(Pˆ(zk)))
v(Pˆ(zk+1))− v(ρk)
· v(Pˆ(zk+1))− v(ρk)
zk − zk+1 =˙ A1B1C1,
ρ˙k
z˙k
=
ρk
v∗k
· v
∗
k+1 − v∗k
v(ρk+1)− v(ρk) ·
v(ρk+1)− v(ρk)
zk − zk+1 =˙ A2B2C2.
Then, using v′ < 0, we have
A(v(Pˆ(zk))) < v∗k =⇒ A2 < A1,
Pˆ(LPˆ(zk)) > ρk+1 =⇒ v(Pˆ(LPˆ(zk))) < v(ρk+1) =⇒ C2 < C1.
35
It remains to show that B2 ≤ B1. Indeed, we observe that
v(ρk+1)− v(ρk) > v(Pˆ(zk+1))− v(ρk).
Now let V1(·), V2(·) denote the piecewise constant functions defined as
V1(x) =˙ v(Pˆ((LPˆ)j(zk))), for (LPˆ)j(zk) < x < (LPˆ)j+1(zk),
V2(x) =˙ ρk+j , for zk+j < x < zk+j+1.
In this setting we have
V1(x) = V2(x), x ∈ (zk, zk+1); and V1(x) < V2(x), x > zk+1.
Now, we can write
A(v(Pˆ(zk+1)))−A(v(Pˆ(zk)))
= −ρk
∫ zk+1
zk
w(y − zk) dy +
∫ ∞
zk+1
(w(y − zk+1)− w(y − zk))V1(y) dy,
v∗k+1 − v∗k = −ρk
∫ zk+1
zk
w(y − zk) dy +
∫ ∞
zk+1
(w(y − zk+1)− w(y − zk))V2(y) dy.
Now, since w′ ≤ 0, we have w(y − zk+1)− w(y − zk) ≥ 0. We conclude
v∗k+1 − v∗k ≤ A(v(Pˆ(zk+1)))−A(v(Pˆ(zk))).
This implies B2 ≤ B1, and therefore proves (6.5).
Remark 6.1. Note that in the above proof we do not use the assumption v′′ ≤ 0.
6.2 The nonlocal conservation law
Let Q(x) denote the stationary wave profile for (1.2). Introduce the operator A such that
A(v(ρ); t, x) =˙
∫ x+h
x
v(ρ(t, y))w(y − x) dy =
∫ h
0
v(ρ(t, x+ s))w(s) ds,
A(v(Q);x) =˙
∫ x+h
x
v(Q(y))w(y − x) dy =
∫ h
0
v(Q(x+ s))w(s) ds.
A stationary solution Q(·) for (1.2) satisfies the equation
Q(x) · A(v(Q);x) ≡ f¯ = constant = f(ρ±). (6.6)
This can also be written in the form of a delay integro-differential equation,
Q′(x) = − Q(x)A(v(Q);x) ·
∫ h
0
v′(Q(x+ s))Q′(x+ s)w(s) ds.
The asymptotic limits are analyzed in the same way as for Section 3.
Approximate solutions for initial value problem. The approximate solutions for
the initial value problem are generated using a similar algorithm as in Step 1 of the proof for
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Theorem 3.4, with a few different details. Fix a k ∈ Z, let Qi for i ≥ k be given. We compute
Qk−1 by solving the nonlinear equation
G(Qk−1) =˙ Qk−1A(v(Q);xk−1)− f¯ = 0,
where on x ∈ [xk−1, xk] the function Q(x) is reconstructed by linear interpolation. The above
nonlinear equation has a unique zero, if it is monotone. We claim that, for ∆x sufficiently
small,
∂Qk−1G(Q) = A(v(Q);xk−1) +Qk−1∂Qk−1A(v(Q);xk−1) > 0.
Indeed, we have
∂Qk−1A(v(Q);xk−1) =
∫ xk
xk−1
∂Qk−1v
(
Qk−1 xk − x
xk − xk−1 +Qk
x− xk−1
xk − xk−1
)
w(y − x) dy
= −O(1) ·
∫ xk
xk−1
xk − x
xk − xk−1w(y − x) dy = −O(1) ·∆x,
proving the claim.
The existence and uniqueness of the initial value problem and the two-point asymptotic
value problem follow in a very similar way as those in Section 4.
Stability. The existence and uniqueness of entropy weak solutions for the Cauchy problem
of (1.2) is recently established in [22]. Fix a time t ≥ 0. Similar to the proof of Theorem 3.7,
let Qˆ(x) be a profile such that Qˆ(x) ≥ ρ(t, x), and let xˆ be a point satisfying
Qˆ(xˆ) = ρ(t, xˆ), Qˆx(xˆ) = ρx(t, xˆ), Qˆ(x) > ρ(t, x) ∀x > xˆ. (6.7)
We claim that,
ρt(t, xˆ) < 0, i.e. [ρ(t, xˆ)A(v(ρ); t, xˆ)]x > 0. (6.8)
Indeed, we compute
[ρ(t, xˆ)A(v(ρ); t, xˆ)]x = [ρ(t, xˆ)A(v(ρ); t, xˆ)]x −
[
Qˆ(xˆ)A(v(Qˆ); xˆ)
]
x
= Qˆx
[
A(v(ρ); t, xˆ)−A(v(Qˆ); xˆ)
]
+ Qˆ(xˆ)
[
A(v(ρ); t, xˆ)x −A(v(Qˆ); xˆ)x
]
. (6.9)
Since Qˆ(x) is monotone increasing, we have Qˆx > 0. And, by (6.7) we have
v(ρ; t, xˆ) > v(Qˆ; xˆ) (x > xˆ), so A(v(ρ); t, xˆ) > A(v(Qˆ); xˆ).
Thus, the first term on the righthand side of (6.9) is positive. To estimate the second term,
using
A(v(ρ); t, xˆ)x = v(ρ(t, xˆ+ h))w(h)− v(ρ(t, xˆ))w(0)−
∫ h
0
v(ρ(t, xˆ+ s))w′(s) ds,
A(v(Qˆ); xˆ)x = v(Qˆ(xˆ+ h))w(h)− v(Qˆ(xˆ))w(0)−
∫ h
0
v(Qˆ(xˆ+ s))w′(s) ds,
and that w′ ≤ 0, v′ < 0, we get
A(v(ρ); t, xˆ)x −A(v(Qˆ); xˆ)x > 0,
proving the claim.
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Remark 6.2. Note again that we do not need the assumption v′′ ≤ 0 in the above proof.
Finally, as ` → 0, the profiles P`(·) converges to Q(·), following the same argument as in
the proof of Theorem 4.1. We omit the details.
7 Concluding remarks
In this paper we analyze existence, uniqueness and stability of stationary traveling wave
profiles for several non-local models for traffic flow, for both particle models and PDE models.
Furthermore, we prove the convergence of the traveling waves of the FtLs models to those
of the corresponding non-local conservation laws. However, the convergence of solutions of
the non-local microscopic model to the macroscopic model remains open. We recall that, for
the local models, the micro-macro limits are well treated in the literature, see [15, 18, 25, 26].
Existence of solutions for the Cauchy problem of the non-local conservation laws is also well
studied, cf. [9]. We speculate that an adaptation of the approach in [25] combined with the
results in [9] could yield the micro-macro limit. Details may come in a future work.
It is also interesting to study stationary profiles for the case where the road condition is
discontinuous, for example where the speed limit has a jump at x = 0. Preliminary results
in [35] show that the profiles for the models (1.1) and (1.2) are very different. In both cases,
some profiles are non-monotone, some are non-unique, and some are also unstable, (similar to
the results in [34]), portraying a much more complex picture.
Codes for the numerical simulations used in this paper can be found:
http://www.personal.psu.edu/wxs27/TrafficNL/
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ful comments which led to an improvement of our manuscript.
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