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Abstract
Considered is the periodic functional differential system with a parameter, x′(t) = A(t, x(t))x(t) +
λf (t, xt ). Using the eigenvalue problems of completely continuous operators, we establish some criteria
on the existence of positive periodic solutions. Moreover, we apply the results to a couple of population
models and obtain sufficient conditions for the existence of positive periodic solutions, which are compared
with existing ones.
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1. Introduction
One characteristic phenomenon of population dynamics is the often observed oscillatory be-
havior of the population densities. To better understand such a phenomenon, one mechanism is
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ential equations. As pointed out by Li and Kuang [6], more realistic and interesting models of
single or multiple species growth should take into account both the seasonality of the changing
environment (especially the periodically changing environment) and the effects of time delays.
This motivates the study of periodic functional differential equations.
One important question is whether these periodic functional differential equations can support
positive periodic solutions. Such question has been studied extensively in the literature. See, for
example, [1,4,5,7–16] and the references therein.
In the above-mentioned references, most of the results on the existence of positive solutions
are established by applying fixed point theorems such as the Krasnosel’skii fixed point theorem
[1,5,9,12,14] and the generalized form of Leggett–Williams fixed point theorem [7,11]. Recently,
based on the eigenvalue problems of completely continuous operators, Liu and Li [10] obtained
some criteria on existence of positive periodic solutions of the following functional differential
equation with parameter
y′(t) = −a(t)y(t) + λh(t)f (y(t − τ(t))).
On the other hand, most of the equations are scalar delay differential equations with discrete
delays and they can be written as
x′(t) = ±a(t)x(t) ∓ λh(t)f (x(t − τ(t))).
Recently, Wang [14] considered the following more general scalar periodic equation
x′(t) = a(t)g(x(t))x(t) − λb(t)f (x(t − τ(t))).
Motivated by the above considerations, in this paper, we study the following n-dimensional
functional differential system
x′(t) = A(t, x(t))x(t) + λf (t, xt ), (1.1)
where λ > 0 is a parameter; A(t, x(t)) = diag[a1(t, x(t)), . . . , an(t, x(t))] such that ai(t, x(t))
is continuous and ai(t + ω, ξ) = ai(t, ξ) (i = 1, . . . , n). Denote by BC the Banach space
of bounded continuous functions φ = (φ1, . . . , φn) :R → Rn equipped with the norm ‖φ‖ =
supθ∈R
∑n
i=1 |φi(θ)|. For x ∈ BC and t ∈ R, xt ∈ BC is defined by xt (θ) = x(t + θ) for θ ∈ R.
The functional f (t, xt ) defined on R× BC is ω-periodic whenever x is ω-periodic, and ω > 0 is
a constant.
System (1.1) has been extensively investigated in the literature as models for bio-mathematics,
neural networks and population dynamics. It includes the system of Volterra integro-differential
equations [4]
x˙i (t) = xi(t)
[
ai(t) − λ
n∑
j=1
(
bij (t)xj (t) +
t∫
−∞
Cij (t, s)gij
(
xj (s)
)
ds
)]
, (1.2)
which governs the population growth of interacting species xi(t), i = 1, . . . , n. It also includes
the generalized n-species Gilpin–Ayala competition model with distributed infinite delay
x˙i (t) = xi(t)
[
ri(t) − λ
n∑
j=1
0∫
−∞
(
xj (t + s)
)θij dμij (t, s)
]
, i = 1, . . . , n, (1.3)
where θij ∈ (0,∞), ri ∈ C(R, [0,∞)) is ω-periodic, μij (t, s) is continuous and ω-periodic
in t , and is nondecreasing, bounded and continuous from the left hand in s such that
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−∞ dμij (t, s) < ∞, i, j = 1, . . . , n. For more details about the background of the model, see
Fan and Wang [2].
The purpose of this paper is to study the existence of positive periodic solutions to sys-
tem (1.1). Our approach is the same as that used by Liu and Li [10], where they studied the
scalar equation
y˙(t) = −a(t)y(t) + λh(t)f (y(t − τ(t))).
Precisely, in Section 2, we establish some results on the existence of positive periodic solutions
of system (1.1) by employing the eigenvalue problems of completely continuous operators. Then,
in Section 3, we apply these results to system (1.2) and system (1.3) and compare the obtained
results with existing ones.
We shall conclude this section with some notations. Denote R+ = [0,+∞), R− = (−∞,0],
and BCn+ = {φ ∈ BC: φ(t) ∈ Rn+ for t ∈ R}. For Rn, the norm | · | on it is defined by |x| =∑n
i=1 |xi |, where x = (x1, . . . , xn). Finally, for two m × n matrices A and B , A  B (A < B)
means that the inequality is satisfied entrywisely. In particular, A is said to be a nonnegative
matrix if A 0.
2. Main results
In this section, we make the following assumptions:
(H1) There exist B(t) = diag[b1(t), . . . , bn(t)] and C(t) = diag[c1(t), . . . , cn(t)], where
bi(t), ci(t) ∈ C(R,R+) are ω-periodic and
∫ ω
0 bi(t)dt > 0, i = 1, . . . , n, such that
B(t)A
(
t, ϕ(t)
)
 C(t) for all (t, ϕ) ∈R× BCn+.
(H2) f (t,0) = 0 for all t ∈R.
(H3) f (t, ϕt ) 0 for all (t, ϕ) ∈R× BCn+.
(H4) f (t, ϕt ) is a continuous function of t for each ϕ ∈ BCn+.
(H5) For any L > 0 and ε > 0, there exists δ > 0 such that for φ, ψ ∈ BCn+, ‖φ‖ L, ‖ψ‖L
and ‖φ − ψ‖ δ, t ∈ [0,ω],∣∣f (t,φt ) − f (t,ψt )∣∣< ε.
For the convenience of the readers, we cite some pertinent definitions and lemmas.
Definition 2.1. [3] Let X be a Banach space and P be a closed, nonempty subset of X. P is a
(convex) cone if
(i) x, y ∈ P and α,β ∈R+ imply αx + βy ∈ P .
(ii) x ∈ P and −x ∈ P imply x = 0.
Every cone P ⊂ X induces a partial ordering in X. We define “” with respect to P by x  y
if and only if y − x ∈ P .
Definition 2.2. [3] Let X be a Banach space and D ⊂ X, 0 ∈ D. The operator L :D → X is such
that L0 = 0. xλ 
= 0 is said to be an eigenvector of the eigenvalue λ of L if Lxλ = λxλ.
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0 ∈ D, and P is a cone of X. If the operator Γ :P ∩ D → P is completely continuous with
Γ 0 = 0 and satisfies infx∈P∩∂D ‖Γ x‖ > 0, then Γ has an eigenvector on P ∩ ∂D associated
with a positive eigenvalue. That is, there exist x0 ∈ P ∩ ∂D and μ0 > 0 such that Γ x0 = μ0x0.
To study system (1.1), we introduce
X = {x ∈ C(R,Rn): x(t + ω) = x(t) for t ∈R},
endowed with the usual linear structure as well as the norm
‖x‖ =
n∑
i=1
|xi |0 for x = (x1, . . . , xn) ∈ X,
where
|xi |0 = sup
t∈[0,ω]
∣∣xi(t)∣∣, i = 1, . . . , n.
Then X is a Banach space. If x ∈ X is a solution of system (1.1), then, for i = 1, . . . , n,[
xi(t) exp
(
−
t∫
0
ai
(
s, x(s)
)
ds
)]′
= λ exp
(
−
t∫
0
ai
(
s, x(s)
)
ds
)
fi(t, xt ). (2.1)
Integrating both sides of (2.1) over [t, t + ω], we obtain
xi(t) = λ
t+ω∫
t
Gix(t, s)fi(s, xs)ds, i = 1, . . . , n,
where
Gix(t, s) =
exp
(− ∫ s
t
ai(θ, x(θ))dθ
)
exp
(− ∫ ω0 ai(θ, x(θ))dθ)− 1 , i = 1, . . . , n.
Let
σ = min
1in
exp
(− ∫ ω0 ci(θ)dθ)[1 − exp(− ∫ ω0 bi(θ)dθ)]
1 − exp(− ∫ ω0 ci(θ)dθ) .
From the assumption (H1), it can be easily obtained that σ < 1. Then we define two cones in X
as follows:
P1 =
{
x ∈ X: xi(t) σ |xi |0 for t ∈R and i = 1, . . . , n
};
P2 =
{
x ∈ X: x(t) 0 for t ∈R}.
Meanwhile, we define an operator Φ on X by
(Φx)(t) = ((Φ1x)(t), (Φ2x)(t), . . . , (Φnx)(t)),
where
(Φix)(t) =
t+ω∫
Gix(t, s)fi(s, xs)ds, i = 1, . . . , n. (2.2)
t
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x ∈ X. In addition, it is easy to check that x∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t)) 0 is a positive ω-
periodic solution of system (1.1) associated with λ∗ if and only if x∗ ∈ P2 is an eigenvector of
the operator Φ associated with the eigenvalue 1
λ∗ > 0, that is, Φx
∗ = 1
λ∗ x
∗
.
Lemma 2.2. The mapping Φ maps P1 into P1, i.e., ΦP1 ⊂ P1.
Proof. By assumption (H1), we can easily see that, for i = 1, . . . , n, and t  s  t + ω,
1
exp
(− ∫ ω0 bi(θ)dθ)− 1 G
i
x(t, s)
exp
(− ∫ ω0 ci(θ)dθ)
exp
(− ∫ ω0 ci(θ)dθ)− 1 . (2.3)
Then (2.2) combined with (2.3) gives us
∣∣(Φix)(t)∣∣
t+ω∫
t
1
1 − exp(− ∫ ω0 bi(θ)dθ)
∣∣fi(s, xs)∣∣ds
 1
1 − exp(− ∫ ω0 bi(θ)dθ)
ω∫
0
∣∣fi(s, xs)∣∣ds.
It follows that
∣∣(Φix)∣∣0  11 − exp(− ∫ ω0 bi(θ)dθ)
ω∫
0
∣∣fi(s, xs)∣∣ds,
or
ω∫
0
∣∣fi(s, xs)∣∣ds 
[
1 − exp
(
−
ω∫
0
bi(θ)dθ
)]∣∣(Φix)∣∣0.
Therefore,
(Φix)(t)
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
ω∫
0
∣∣fi(s, xs)∣∣ds

exp
(− ∫ ω0 ci(θ)dθ)[1 − exp(− ∫ ω0 bi(θ)dθ)]
1 − exp(− ∫ ω0 ci(θ)dθ)
∣∣(Φix)∣∣0
 σ
∣∣(Φix)∣∣0,
which means that Φx ∈ P1. This completes the proof. 
Lemma 2.3. The operator Φ :P2 → X is completely continuous.
Proof. Under assumptions (H4) and (H5), it is clear that the operator Φ is continuous. Next, we
show that Φ is compact.
Let S ⊆ P2 be any bounded set. Then, by the assumption (H5), there exists a constant M > 0
such that∣∣fi(t, xt )∣∣M, for (t, x) ∈ [0,ω] × S, i = 1,2, . . . , n.
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|Φix|0  11 − exp(− ∫ ω0 bi(θ)dθ)Mω.
This yields
‖Φx‖ =
n∑
i=1
|Φix|0 Mω
n∑
i=1
1
1 − exp(− ∫ ω0 bi(θ)dθ) .
In view of the definition of Φ , we have
(Φix)
′(t) = d
dt
( t+ω∫
t
Gix(t, s)fi(s, xs)ds
)
= ai
(
t, x(t)
)
Φix + fi(t, xt ), i = 1,2, . . . , n.
So we obtain∣∣(Φix)′(t)∣∣ ∣∣ai(t, x(t))∣∣|Φix|0 + ∣∣fi(t, xt )∣∣
M(C˜B˜ω + 1),
where
C˜ = max
1in,t∈[0,ω]
ci(t), B˜ = max
1in
1
1 − exp(− ∫ ω0 bi(θ)dθ) .
Hence, ΦS ⊆ X is a family of uniformly bounded and equi-continuous functions. By the Ascoli–
Arzela theorem [17], Φ is a compact operator. So Φ is completely continuous. This completes
the proof. 
Before stating our results, we introduce the following two notations:
f0 = lim
φ∈P1‖φ‖→0
∫ ω
0 |f (s,φs)|ds
‖φ‖ , f∞ = limφ∈P1‖φ‖→∞
∫ ω
0 |f (s,φs)|ds
‖φ‖ .
Also, define, for r a positive number, Ωr by
Ωr =
{
x ∈ X: ‖x‖ < r}.
Theorem 2.1. Assume (H1)–(H5) hold and 0 < f∞ < ∞. Then there exist positive constants R0,
λ1 and λ2 with λ1 < λ2 such that, for any r > R0, system (1.1) has a positive ω-periodic solution
xr(t) associated with some λr ∈ [λ1, λ2] and ‖xr‖ = r .
Proof. Since 0 < f∞ < +∞, there exist ε2 > ε1 > 0 and R0 > 0 such that
ε1‖φ‖ <
ω∫
0
∣∣f (s,φs)∣∣ds < ε2‖φ‖ for ‖φ‖R0, φ ∈ P1. (2.4)
Suppose r > R0, then Ωr is a bounded open subset of X and 0 ∈ Ωr . For x ∈ P1 ∩ ∂Ωr , we have
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n∑
i=1
max
t∈[0,ω]
∣∣(Φix)(t)∣∣

n∑
i=1
∣∣(Φix)(t)∣∣
=
n∑
i=1
t+ω∫
t
Gix(t, s)fi(s, xs)ds

n∑
i=1
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
ω∫
0
∣∣fi(s, xs)∣∣ds
 min
1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
} ω∫
0
n∑
i=1
∣∣fi(s, xs)∣∣ds
 min
1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
}
ε1r > 0.
It follows that
inf
x∈P1∩∂Ωr
‖Φx‖ min
1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
}
ε1r > 0.
Moreover, Φ is completely continuous with Φ0 = 0. It follows from Lemma 2.1 that the opera-
tor Φ has an eigenvector xr ∈ P1 associated with the eigenvalue μr > 0 such that ‖xr‖ = r . Set
λr = 1μr . Then xr is a positive ω-periodic solution of system (1.1). We determine λ1 and λ2 as
follows. From
(
xr
)
i
(t) = λr
t+ω∫
t
Gixr (t, s)fi
(
s, xrs
)
ds
 λr
1
1 − exp(− ∫ ω0 bi(θ)dθ)
ω∫
0
∣∣fi(s, xrs )∣∣ds
 λr
1
1 − exp(− ∫ ω0 bi(θ)dθ)ε2r, i = 1, . . . , n,
and ‖xr‖ = r we can get
λr 
1
ε2
∑n
i=1 11−exp(− ∫ ω0 bi (θ)dθ)
=: λ1.
On the other hand,
(
xr
)
i
(t) λr
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
ω∫
0
∣∣fi(s, xrs )∣∣ds, i = 1, . . . , n.
It follows from
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1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
} ω∫
0
∣∣f (s, xrs )∣∣ds
 λr min
1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
}
ε1r
that
λr  max
1in
{1 − exp(− ∫ ω0 ci(θ)dθ)
ε1 exp
(− ∫ ω0 ci(θ)dθ)
}=: λ2.
In summary, λr ∈ [λ1, λ2] and this completes the proof. 
Remark 2.1. From the proof of Theorem 2.1, we see that the condition 0 < f∞ < ∞ can be re-
laxed to (2.4). For the simplicity of presentation, we state Theorem 2.1 that way. Similar remarks
can be made for the following results.
Theorem 2.2. Assume (H1)–(H5) hold and 0 < f0 < ∞. Then there exist positive constants
r0 > 0, λ˜1 and λ˜2 with λ˜1 < λ˜2 such that, for any 0 < r < r0, system (1.1) has a positive ω-
periodic solution x˜r (t) associated with some λ˜r ∈ [λ˜1, λ˜2] and ‖x˜r‖ = r .
Proof. Since 0 < f0 < +∞, there exist 0 < l1 < l2 and r0 > 0 such that
l1‖φ‖ <
ω∫
0
∣∣f (s,φs)∣∣ds < l2‖φ‖ for 0 < ‖φ‖ < r0, φ ∈ P1.
For r ∈ (0, r0), Ωr is a bounded open subset of X and 0 ∈ Ωr . Moreover, for x ∈ P1 ∩ ∂Ωr ,
‖Φx‖
n∑
i=1
∣∣(Φx)i(t)∣∣
=
n∑
i=1
t+ω∫
t
Gix(t, s)fi(s, xs)ds
 min
1in
{
exp
(− ∫ ω0 ci(θ)dθ)
1 − exp(− ∫ ω0 ci(θ)dθ)
}
l1r > 0,
which implies that infx∈P1∩∂Ωr ‖Φx‖ > 0. The remaining proof is quite similar to that of Theo-
rem 2.1 and hence is omitted. This completes the proof. 
The following two results can be established using similar arguments as those for Theorem 2.1
and Theorem 2.2, respectively.
Theorem 2.3. Assume (H1)–(H5) hold and f∞ = ∞. Then there exist positive constants R¯0 and
λ¯ such that, for any r > R¯0, system (1.1) has a positive ω-periodic solution x¯r (t) associated with
some λ¯r  λ¯and ‖x¯r‖ = r .
Theorem 2.4. Assume (H1)–(H5) hold and f0 = ∞. Then there exist positive constants rˆ0 and
λˆ such that, for any 0 < r < rˆ0, system (1.1) has a positive ω-periodic solution xˆr (t) associated
with some λˆr  λˆ and ‖xˆr‖ = r .
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x′(t) = −A(t, x(t))x(t) − λf (t, xt ),
where all the variables and parameters are same as those in system (1.1).
3. Some applications
In this section, we apply our main results obtained in Section 2 to a couple of well-known
models in population dynamics.
First, we consider the following Volterra integro-differential equations
x˙i (t) = xi(t)
[
ai(t) − λ
n∑
j=1
(
bij (t)xj (t) +
t∫
−∞
Cij (t, s)gij
(
xj (s)
)
ds
)]
,
i = 1, . . . , n, (3.1)
where ai, bij ∈ C(R,R+) are ω-periodic functions with
∫ ω
0 ai(t)dt > 0 and
∫ ω
0 bii(t)dt > 0;
Cij (t, s)  0 and Cij (t + ω, s + ω) = Cij (t, s) for all (t, s) ∈ R2; gij ∈ C(R+,R+), i, j =
1, . . . , n.
Theorem 3.1. Suppose that supt∈R
∫ t
−∞ Cij (t, s)ds < ∞. Then there exist positive constants R0
and λ0 such that, for any r > R0, system (3.1) has a positive ω-periodic solution xr(t) associated
with λr  λ0 and ‖xr‖ = r .
Proof. Note that system (3.1) is a special form of system (1.1) with
A
(
t, x(t)
)= diag[a1(t), . . . , an(t)]
and f = (f1, . . . , fn), where
fi(t, xt ) = −xi(t)
n∑
j=1
(
bij (t)xj (t) +
t∫
−∞
Cij (t, s)gij
(
xj (s)
)
ds
)
,
i = 1, . . . , n, and (H1)–(H5) are satisfied. For x ∈ P1 and i = 1, . . . , n,
ω∫
0
∣∣fi(s, xs)∣∣ds = n∑
j=1
ω∫
0
xi(s)
(
xj (s)bij (s) +
s∫
−∞
Cij (s, θ)gij
(
xj (θ)
)
dθ
)
ds

n∑
j=1
ω∫
0
xi(s)xj (s)bij (s)ds

ω∫
0
x2i (s)bii(s)ds
 σ 2|xi |20
ω∫
bii(s)ds.0
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ω∫
0
∣∣f (s, xs)∣∣ds = n∑
i=1
ω∫
0
∣∣fi(s, xs)∣∣ds

n∑
i=1
σ 2|xi |20
ω∫
0
bii(s)ds
 σ 2 min
1in
ω∫
0
bii(s)ds
n∑
i=1
|xi |20
 σ
2
n
‖x‖2 min
1in
ω∫
0
bii(s)ds.
It follows that∫ ω
0 |f (s, xs)|ds
‖x‖ → ∞ as ‖x‖ → ∞.
Now the conclusion follows directly from Theorem 2.3 and this completes the proof. 
Remark 3.1. System (3.1) was studied by Jiang et al. [4]. Using the fixed point index on cones,
the authors showed that system (3.1) has a positive ω-periodic solution for all λ > 0. However,
one of the assumptions is that gij s are increasing with gij (0) = 0, which is not required in The-
orem 3.1.
Next, we consider the generalized n-species Gilpin–Ayala competition model with distributed
infinite delay,
x˙i (t) = xi(t)
[
ri(t) − λ
n∑
j=1
0∫
−∞
(
xj (t + s)
)θij dμij (t, s)
]
, i = 1, . . . , n, (3.2)
where θij ∈ (0,∞), ri ∈ C(R,R+) is an ω-periodic function; μij (t, s) is a continuous ω-periodic
function with respect to t , and is nondecreasing, bounded and continuous from left hand in s with∫ 0
−∞ dμij (t, s) < ∞, i, j = 1, . . . , n.
Theorem 3.2. Suppose that Aii =:
∫ ω
0 (
∫ 0
−∞ dμii(t, s))dt ∈ (0,∞), i = 1, . . . , n. Then there exist
positive constants R˜0 and λ˜0 such that, for any r > R˜0, system (3.2) has a positive ω-periodic
solution x˜r associated with λ˜r  λ˜0 and ‖x˜r‖ = r .
Proof. Again, system (3.2) can be written in the form of system (1.1) with
A
(
t, x(t)
)= diag[r1(t), . . . , rn(t)]
and f = (f1, . . . , fn), where
fi(t, xt ) = −xi(t)
n∑
j=1
0∫ (
xj (t + s)
)θij dμij (t, s), i = 1, . . . , n.
−∞
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Denote
A = min
1in
Aii, θ = min
1in
θii .
For any x ∈ P1 and i = 1, . . . , n,
ω∫
0
∣∣fi(t, xt )∣∣dt = n∑
j=1
ω∫
0
xi(t)
[ 0∫
−∞
(
xj (t + s)
)θij dμij (t, s)
]
dt

n∑
j=1
σ 1+θij |xi |0|xj |θij0
ω∫
0
( 0∫
−∞
dμij (t, s)
)
dt
 σ 1+θii |xi |1+θii0
ω∫
0
( 0∫
−∞
dμii(t, s)
)
dt
Aσ 1+θ |xi |1+θ0 .
It follows that
ω∫
0
∣∣f (t, xt )∣∣dt Aσ 1+θ n∑
i=1
|xi |1+θ0
and ∫ ω
0 |f (t, xt )|dt
‖x‖ Aσ
1+θ
∑n
i=1 |xi |1+θ0∑n
i=1 |xi |0
Aσ 1+θ
max1in |xi |1+θ0
nmax1in |xi |0
= Aσ
1+θ
n
max
1in
|xi |θ0.
Thus ∫ ω
0 |f (t, xt )|dt
‖x‖ → ∞ as ‖x‖ → ∞.
Again, the conclusion follows immediately from Theorem 2.3 and this completes the proof. 
Remark 3.2. Fan and Wang [2] considered the special case of system (3.2) with λ = 1. Based on
the method of coincidence degree, sufficient conditions for the existence of positive ω-periodic
solutions are established. These conditions involve existence of finite number of positive so-
lutions to a system of algebraic equations and inequalities on the coefficients and parameters.
Obviously, Theorem 3.2 can include the results of [2] partly and our assumptions here are much
weaker.
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