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We generalize a support vector machine to a support spinor machine by using the mathematical
structure of wedge product over vector machine in order to extend field from vector field to spinor
field. The separated hyperplane is extended to Kolmogorov space in time series data which allow us
to extend a structure of support vector machine to a support tensor machine and a support tensor
machine moduli space. Our performance test on support spinor machine is done over one class
classification of end point in physiology state of time series data after empirical mode analysis and
compared with support vector machine test. We implement algorithm of support spinor machine
by using Holo-Hilbert amplitude modulation for fully nonlinear and nonstationary time series data
analysis.
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I. INTRODUCTION
In present time, most researchers in econometrics [1]
are turning their interests to higher mathematical invari-
ant property so called the Gaussian curvature, especially
in a hypothesis test [2]. On the other side there exists an
active research [3, 4] in a machine learning and a support
vector machine (SVM) [5] applying the usage of modern
mathematical structure behind Riemannian curvature so
called curvature tensor and spinor field [6]. The differen-
tial geometry and cohomology theory approach [7] was
introduced for the study of a geometry of an arbitrage
opportunity as a new quantity in financial market in the
modern econometric theory.
Recent studies of a deep learning in convolution net-
work [8, 9] and on twin SVM [10, 11] are still based
on statistical learning theory over Euclidean plane with
Hausdorff separation criterion T2 over induced underly-
ing topological structure of feature space of classifica-
tion. Naturally, one can extend a scalar field to a Killing
vector field by using the Lie derivative of a tensor field
and finally to spinor field and to induce an existences
of mathematical structure of Clifford algebras over sup-
port spinor machine and artificial neuron network like a
Basic Clifford neuron (BCN) [12, 13]. Therefore, theo-
retically, SVM can be extended to a support tensor ma-
chine (STM) [14, 15] by using an algebraic operation of
free product over equivalent class of quadratic form. The
spinor field in the form of Clifford algebra have been di-
rectly used [16] in a neuroscience and cognitive science to
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improve mathematics in classical model of support vec-
tor machine up to so called Clifford fuzzy SVM [17], but
with a lack of empirical analysis with financial time se-
ries data. The financial time series data by nature [18]
are nonlinear and nonstationary time series data and it
is very difficult to classify the future direction up and
down for them. Because of only simulation works based
on both BCN and Clifford fuzzy SVM have been done,
one needs to apply a generalization of a vector field to
high dimensional mathematical object so called spinor
field with real empirical result on financial time series in
order to classify their nonlinear and nonstationary be-
havior. In algebraic geometry a classification space is
studied [19] by using the invariant property of curvature
over Teichmu¨ller space. It is selected as a mathematical
object to classify a feature space in the space of time se-
ries data. This fact gives us a new theory of quantum
probability over hyperbolic number [20], and an extradi-
mension approach [21–24] for time series data prediction.
We observe that there exists some algebraic topological
defect in the mathematical structure of machine learn-
ing for support vector classification. The separation in
support vector machine [25] performs the classification
based on Euclidean plane. This plane can not be used
for the classification of some types of input data in the
entanglement state with topological Hopf fibration space
underlying the input feature space of time series data
in non Euclidean plane. Typically, SVM is based on T2
topological space in which distinct points have disjoint
neighborhoods. This criterion is too restrictive for SVM
and it does not match with nondisjoint feature set of
the classification. Many researchers in STM try to solve
this classification problem of SVM under T2-separation
by introducing the tensor product over feature space and
kernel of SVM in which they do not know that in fact
the space of time series data is in T0-separation space.
T0 space implies T2 but T2 property can not always im-
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2ply T0-separation in SVM. In order to solve this problem,
we introduce a support spinor machine (SSM) and a sup-
port Dirac machine (SDM) as a generalization of SVM
based on mathematical structure of connection and Rie-
mannian curvature over principle bundle of Kolmogorov
space in time series data. We can classify input data with
T0-separation axiom of spinor field in time series data
over non-Euclidean plane of the classification instead of
Haussdorf T2-separation axiom in SVM over Euclidean
plane. The support spinor machine is a new mathemati-
cal object arising from the algebraic topological and ma-
chine learning approaches on the level of the invariant
property over topological space underlying the observed
data, so called moduli space in time series data. SVM
poses the intrinsic property of the classification allowing
higher dimension of feature space for the classification
embedded in the complex projective space with oriented
and non-oriented states instead of using pointed space
embedded in the real number system.
In SSM we are based on the concept of adaptive data
analysis method of Hilbert-Huang transformation [26]
and Holo-Hilbert amplitude modulation [27] suitable for
the empirical analysis of financial time series data in-
duced from adaptive behavior of traders [28]. We can
not defined explicit statistical formulae for learning al-
gorithm of SSM. Instead we use data learning themself
from the sifting process of moduli state space model. It
is implied that we do empirical analysis in more flexible
form than BCN and Clifford fuzzy SVM in which it is
based on explicit form of data simulation of Clifford al-
gebras. The contribution of SSM over BCN and Clifford
fuzzy SVM lays in fact, that in SSM we use invariant
property of toplological space and also second cohomol-
ogy group of spinor field to analyze data. We use moduli
state space to visualized data in SSM which are general-
ization of data points in BCN and Clifford fuzzy SVM.
The separation hyperplane in SSM is based not only on
algebraic property of spinor field but also on geometric
property of loop space in time series data in which we
use invariant property of plane and duality map between
second cohomology group as spinor field. Although BCN
and Clifford fuzzy SVM also can be applied to real anal-
ysis to nonlinear and nonstationary data like SSM if we
need to compare the performance to real data set between
them and SSM.
In this work, we give the precise definition of moduli
state space model in financial time series data and we
prove the existence of support spinor field and its ap-
plication with algebraic topological approach. We verify
the existence of spinor field by using mathematical in-
variant property of second cohomology group and moduli
space. To guarantee the usefulness of new SSM model,
the empirical analysis have been done over financial time
series data. We compare the result of performance of one
day ahead directional prediction with support vector ma-
chine. We find the equation of moduli state space model
over support Dirac machine. In the equation, we have
a solution of weight of SSM as a coupling tensor field
between two sides of market in the behavior of trader in
hidden state space Xt([A1], [A2], [A3]) ([Ai] are defined in
[7]) and in a physiology of time series data. This equation
of moduli state space model is an equivalent class over
moduli state space Cn(Yt/Xt) between observed state
space, Yt([s1], [s2], [s3], [s4]) (the definition of physiology
state, [si] can be found in [6]) and hidden state space,
Xt([A1], [A2], [A3]).
Based on the proposed mathematical motives we state
that SSM superiors SVM with nonstationary data analy-
sis [29]. Basically, SVM are used to classifying data with
constant time. For time series data, there exists support
vector regression machines [30] based on SVM concept
and cannot be used for general time series data.
The advantage of SSM over SVM is that SSM can be
useful for classifying future direction of nonlinear [31] and
nonstationary [32, 33] time series data, especially finan-
cial time series data. SVM can be used only for nonlinear
but stationary time series data based on linear algebras of
vector space for support vector classification. But SSM
are based on a spinor field in which can be linear and
nonlinear vector space and Holo-Hilbert spectral analysis
[27] in which can be done fully nonstationary time series
analysis. Based on criterion of nature of input data, SSM
can be used in more general conditions than SVM.
The paper is organized as follows, in Section II we
prove the existence of the support spinor machine and the
moduli state space model. We explain the application of
SSM algorithm in the form of classification of point over
complex projective plane. We explain the market cocy-
cle in the form of coupling between the tensor field in
time series data. We build a new equation for financial
market in the form of Killing vector field over connec-
tion and we derive the explicit formula of an equivalent
class of weight in SSM. In Section III, we apply SSM to
the directional prediction over six different types of time
series data. We measure the performance of the direc-
tional prediction in out of sample data. We compare the
performance of SSM with SVM and the empirical result
of Holo-Hilbert transform amplitude modulation (AM)
mode with second layer. In Section IV, we give the dis-
cussion and conclusion for our new model of SSM and
the plans for the future work.
II. SUPPORT SPINOR MACHINE
A. Moduli State Space Model
In T0-separation criterion of time series data, we ob-
tain a loop space in time series data. In this section
we want to introduce standard classification of topolog-
ical space by using genus of Riemann surface so called
Teichmu¨ller space in time series data. Each data of clas-
sification we associate with a genus of Riemann surface
of data in the form of moduli stack of time series data
analogue with moduli stack Mg in algebraic geometry
(Fig. 1). We use Riemann surface S2 ∼ CP 1, where
3FIG. 1: Picture shows the moduli state space model with classical support vector. We use the error of prediction to build a
cone of separated hyperplane in quantization field of spinor machine. It is supposed to be Teichmu¨ller space in time series data.
∼ is the homotopy equivalent, as the surface of principle
bundle for embedding data of classification with genus ze-
ros, non-Eculidean plane in support spinor machine. The
algorithm for embedding data to Riemann surface with
genus g as a toric model of moduli space Mg of data so
called Teichmu¨ller map of time series data xt ∈ Xt =Mg
is,
γ : [0, 1]→Mg, γ(0) = xt, γ(1) = Id.
Given a time series data as a sequence of observation data
x1 → x2 → · · · → xn, we induce a sequence of embedded
Teichmu¨ller spaces in time series data as following
x1 −−−−→ x2 −−−−→ · · · −−−−→ xny y y y
Mg=1 d−−−−→ Mg=2 d−−−−→ · · · d−−−−→ Mg=n
(1)
whereMg=n is the moduli state space of time series data
which is isomorphic to Riemann surface of data with n-
hole (genus n).
Definition 1. Let Xt be a Kolmogorov space in time se-
ries data of input financial time series data for the clas-
sification, Xt = Xt([Ai]), i = 1, . . . 3, where [Ai] is an
equivalent class of the behavior of trader. We have 23 = 8
hidden market states as all possibilities (discrete topology
of categories of coordinate of [Ai]) of transition between
all hidden states.
Definition 2. Let Yt be a Kolmogorov space in time se-
ries data of input financial time series data for the clas-
sification, Yt = Yt([si]), i = 1, . . . , 4, where [si] is a phys-
iology of time series data in observation or classification
space.
Definition 3. Let Cn(Xt) be a chain complex of state
space and Cn(Yt) be a n-chain complex of observation
space. We have a differential of chain Cn(Yt) and cochain
Cn(Yt) between state and observation complex. We de-
fine a relative complex Cn(Yt/Xt) := Cn(Yt)/Cn(Xt).
The cohomology group for moduli state space model with
equivalent class of moduli regression coefficient [β] is de-
fined for n = 0, 1, 2, . . . by
[βn] ∈ Hn(Yt/Xt) = ker ∂n−1Cn−1(Yt)/ Im ∂nCn(Yt).
Definition 4. A equivalent path [αn] in support spinor
machine (SSM) is an equivalent class of degree of map
between homotopy class of Techmu¨ller space in time se-
ries data Mg with genus g to classifying space Yt = Z2
[γi] ∈ [Mg,Z2] := [Mg, Yt] (2)
with [γi] = [(e
iθ, eiβ)] 7→ (α∗, β∗) 7→ Z2.
4Definition 5. A Holo-Hilbert functor in time series data
is an equivalence between an functor map of homotopy
class in higher dimension of n-sphere defined by
Holo : [S0,−]→ [S1,−]
→ [S2,−]→ · · · [Sn,−]→ · · · (3)
with
Holo(Xt) = [S
0, Xt]→ [S1, Xt]
→ [S2, Xt]→ · · · [Sn, Xt]→ · · ·
Definition 6. A loop space in time series data is an
observation state space of a physiology of time series data
defined by Yt := pi1(Rn+1−Xt). We define a spinor field
in time series of observation data by equivalent class of
duality map between yt ∈ pi1(Rn+1 − {xt}) := Yt, xt ∈
Xt be a classifying observation data in observation state
space, yt ∈ Yt
[w] : pi1(Rn+1 −Xt) := Yt → H1(Xt)
→ H2(Xt)→ H2(Xt). (4)
Definition 7. We define an equilibrium state in mod-
uli state space model by an isotopy group under group
operation of G = PSL(2,C),
G×Xt → Xt (5)
Let Yt be a time series of measurement financial data
induced from coupling between equivalent class of behav-
ior of trader [Ai] (i = 1, 2, 3). Consider yt ∈ Yt with
yt = G([A1, A2, A3]). The moduli state space model is a
moduli of classical ARIMA model in time series analy-
sis with coeficient as parameter in quantization state of
spinor field a, b, c, d, α ∈ H into a modified diophantine
equation [34] (just borrowing the notation with different
algebraic operation in new definition) as following
axt ≡ 1 mod [s1] (6)
bxt ≡ i mod [s2] (7)
cxt ≡ −1 mod [s3] (8)
dxt ≡ −i mod [s4] (9)
αyt ≡ xt([si], A[i]) mod [Ai]. (10)
We have
axt − [s1]x∗t = 1 (11)
bxt − [s2]x∗t = i (12)
cxt − [s3]x∗t = 1 (13)
dxt − [s4]x∗t = −i (14)
where x∗t is a hidden state of time series data.
B. Proof of T0-separation criterion for SSM
The source of SVM is a second cohomology group of
the classification of a plane by using a loop space in time
series data. Let Xt, Yt be a topological space of state and
observation time series data with Yt = pi1(Rn+1 − Xt).
Let x1, x2 ∈ Xt, [−1] ∈ pi1(R2 − {x1}) and [1] ∈ pi1(R2 −
{x2})
pi1(R2 −Xt)→ H1(Xt)→ H2(Xt). (15)
Definition 8. < Xt,O > is a T0-space if and only if
x, y ∈ S with y 6= x implies that ∃U, V ∈ τ with x ∈
U, y ∈ S − U and y ∈ V, x ∈ S − V . T0-spaces are also
called Kolmogorov spaces.
Definition 9. < Xt,O > is a T2-space if and only
if x, y ∈ S with y 6= x implies that ∃U, V ∈ τ with
x ∈ U, y ∈ V and U ∩ V = φ. T2-spaces are also called
Hausdorff spaces.
Theorem 1. Let (x1, y1) and (x2, y2) be input space and
classifying space for a support vector machine in the Eu-
clidean plane such that x1 = x2 and y1 6= y2, x1, x2 ∈
Rn, y1, y2 ∈ Z2. We can separate a non-separation data
in T2-separation with a disjoint neighborhood in a mod-
uli state space in time series data with T0-separation of
SSM.
Proof. Let x1, x2 ∈ Rn, with x1 = x2 and y1 6= y2 ∈ Z2 =
{−1, 1}, if y1 = 1 we imply y2 = −1. For SVM, there
exists some defect on algebraic construction over real line
on classification of input data (xi, yi), which can not be
used when two input data have similar value with differ-
ent output of classification yi ∈ {+1,−1}. We suppose
that the training data of n-samples are recorded and vi-
sualized as embedded pointed space (x1, y1), · · · (xn, yn),
x ∈ Rn+1, y ∈ {+1,−1} in the Euclidean space with
hyperplane decision function
< w, x > −b ≥ +4, y = +1, (16)
< w, x > −b ≤ −4, y = −1, (17)
where w is normal vector to the hyperplane. In the Eu-
clidean plane over real number field, there exists the case
when the input space xi ∈ R is not compact and com-
plete space, e. g., the space contains only two disjoint
similar points with points defined to infinity ∗ = {∞}.
Therefore one cannot use the compact equation because
the value of classification ground field has the same alge-
braic structure with inner product < w, x >, y ∈ R. This
problem is well known in the functional analysis and it
is so called ill-posed problem or regularization problem.
Therefore we get the equation
y < w, x > −b ≤ 4, (18)
which is not hold for SVM in the cases of ill-posed prob-
lem over classification data.
The spinor field of time series data model is a hidden
stats of classical time series model throughout a quanti-
zation state of time series data. The quantization state
of time series data can be explained by the concept of ori-
entation and non-orientation state in time series data in
5FIG. 2: The projection of similar input data to real num-
ber line. We lift the path of data to fibre space, it is the
source of curvature in time series data. The curvature blend
a real line into curve with operator of Riemannian tensor field
∂kgij . The side of cute in this plot is moduli state space
model of physiology of time series data. This space is an
observation space of time series data. Its source is coming
from the coupling of behavior of trader in the hidden state
space Xt([Ai]) layers. In SVM, there exists an algebraic de-
fect over Euclidean plane of separation. This situation hap-
pens when input feature space contains the same data with
x1 = x2 ∈ U, V ⊂ Rn, but (x1, y1) 6= (x2, y2). In SVM, we
use T0-separation axiom to solve this problem with the lift
path of x1, x2 to the fibre space with homotopy path. The
separation is a diffeomorphic map in the tangent of manifold
of Kolmogorov space in time series data.
which it is deep connected to the concept of tanglement
and entanglement states in the quantum mechanics, in
some situations we can resolve this problem over princi-
ple bundle theory.
Let us consider a neighborhood of classification data
over input space X = U ∪ V , with U ∩ V = φ. Let
U(x ∈ Rn;xi) defined by U(x;xi) = {x|||x − xi|| < }.
Choose a radius ball  such that wx − b <  < 1 then
set ′ = w such that x − bw < w < 1, set xi = bw .
We have U(x;xi) = {x|||x − xi|| <  < 1}. Let x1 ∈
U(x;xi) =: U . It implies that x2 ∈ U(x;xi) := V ⊂ Rn.
Therefore U ∩ V 6= φ. It is in the contradiction with
the assumption above. Therefore, we can not use T2-
separation in the case of such algebraic defect over SVM.
(We want to proof that in SSM the covering spaces of X1
and X2 are separated with T0-separation axiom.)
Let x1, x2 ∈ Rn. It is enough to perform the proof for
the case n = 2. Let T 2 = R2/Z be a torus with genus
g = 1. If we consider R2 − {x1}, this space is homotopy
equivalent to S1. We use the fact that S2 = S1 ∨ S1 ∼
CP 1 where ∨ is a smash product in the algebraic topology
and ∼ is a homotopy equivalence operation, the complex
projective space CP 1 is a principle bundle. Let define a
lift path from R2 → T 2.
Theorem 2. SVM cannot use T2-separation axiom to
separate similar values of input time series data over the
Euclidean plane. We will prove that if the input feature
space is extended to the non-Euclidean plane of a equiv-
alent class of degree of map in the loop space in time
series data then we can use T0-separation axiom to sep-
arate the non-separated similar values of input data in
SVM. The algebraic defect of SVM will be repaired by
SSM with input feature space in the form of a equiv-
alent class of degree of loop space in time series data
x1 := [θ1] ∈ pi1(Xt, x1), x2 = [θ2] ∈ pi1(Xt, x2) with
[θ1] = [θ2] but θ1 6= θ2.
Proof. Let (xi, yi) be a feature space of SSM with x1 ∈
U ⊂ Xt, x2 ∈ V ⊂ Xt with U ∩ V = φ. Let y1 =
[e2ipi] = [1] ∈ pi1(Rn+1−U) = H1(U), y2 = [eipi] = [−1] ∈
pi1(Rn+1−V ) = H1(V ), n = 1. We assume that the input
{xi} is a pointed space. The point xi is contractible from
compact feature space of data U, V ∼ ∗. Let a deform
plane of the classification for SSM be a Kolmogorov space
in time series data Yt. When we delete one point xi from
the plane of classification yi ∈ Rn+1 we induce a vector
field on unit cycle of the classification space yi ∈ Sn
around input data xi since Rn+1 − {xi} ∼ Sn.
Let x1 = x2 with (x1, y1) 6= (x2, y2) ∈ U ∩ V . We
want to prove that x1 ∈ U and x2 6∈ V or x1 6∈ U and
x2 ∈ V over the fibre space by using the homotopy lift
path (see Fig. 2 for more details). We want to remark
that if U, V ⊂ Rn or the Euclidean flat plane, we cannot
separate x1 from x2 as we have demonstrated in the pre-
vious section. But if U , V are subset of the non-Euclidean
plane we can separate them by using homotopy to deform
the Kolmogorov space of time series data. The defin-
tion of a homotopy map in this prove is used to glue the
deleted points from the classification space to Riemann
sphere S2 ∼ CP 1
H : R3 − {xi} × I → S2. (19)
In the second part of proof we let x1 ∈ U, x2 ∈ V with
Xt = U
∐
α V and the homotopy class above is defined
by
[α] : U
∐
V → S1, (20)
(x1, 0) 7→ [−1] = eipi ∈ S1, (x2, 1) 7→ [1] = ei2pi ∈ S1.
We let θ1 = pi, θ2 = 2pi, it is clear that θ1 6= θ2. There
exists the optimal degree θ∗ such that the line passing
θ∗ cuts unit cycle and separates θ1 = pi and θ2 = 2pi
from each other. We have chosen the separate plane over
6the complex projective plane with [θ∗] = 3pi4 , so we have
θ1 < θ
∗ < θ2.
The source of the spinor field in time series data in-
duces from the behavior of trader for the expectation on
next period of the physiology of time series data state
[si]i+1 := [s
∗
i ] in financial time series data. There exists
many possibilities in the expected futures price from var-
ious behaviors of trader. We can classify them into four
types of tensor fields under moduli state space model in
the next section. The source of SSM in the classification
of state in the financial market induces from coupling
between these behavior fields of trader in the financial
market. We explain in detail with the definition of ac-
tion of these fields to space of financial market as market
cycle and cocycle quantity. These quantities are equiva-
lent to the genus of our new model of Teichmu¨ller space
in time series data in the previous subsection.
C. Financial Market Cocycle
The element g ∈ G induces a Lie algebras [35] gij in
TxtG over the tangent of spin manifold of time series data
with jacobian flow
dgij
dt , where t ∈ [0, 1] of phase space
of transition over homotopy class [36] of space of time
series data. We define so called cocycle property of orb-
ifold in time series data with its dual glk = gkigimg
l
m. We
call gij a covariance tensor field in financial time series
data, gij is a contravariance tensor field in financial data
and glk a natural map between covariance and contravari-
ance functor in time series data. We denote the market
state in the physiology layer of time series data xt as
[si] and in the main layer of time series data as hidden
market state [Ai]. The expectation states of the predic-
tion we denote as [s∗i ] and [A
∗
i ]. In this work we use a
symbol of a homotopy path [βt+1] as a equivalent class of
path over behavior of trader [A∗i ] := [βt+1], and a symbol
[θt+1] as a equivalent class of path over behavior of trader
[s∗i ] := [θt+1]. The jacobian is defined as the market co-
cycle between the hidden coordinate transformation of
behavior of trader to the coordinate of the physiology of
time series data in outer layer of observation state space
Yt
gij =
(
∂[Aj ]
∂[sj ]
)
ij
. (21)
The scalar product over the tangent of manifold of space
of time series data is define over principle bundle CP 1
< βt+1, θt+1 >'
[βt+1
θt+1
, 1
]
∈ CP 1. (22)
Definition 10. Let define four types of tensor fields in
time series data with extradimensions in fibre space with
coupling between vector and covector field in moduli state
space in time series data xt ∈ Xt, yt ∈ Yt, [θt+1] ∈
FIG. 3: The picture shows the example of the definition
of four types of tensor field between the physiology layer
of time series data Yt = Yt([s1], [s2], [s3], [s4]) and main
layer in time series data so called hidden behavior of trader
Xt([A1, A2, A3]). The connection is the strength of a tensor
field, i. e., the map between sides in the diagram.
[Xt+1, S
1], [βt+1] ∈ [Yt+1, S1]. It is an expectation field
of behavior of trader with four component fields
∂j :=
∂
∂[θt+1]
, ∂k :=
∂
∂xt+1
,
∂l :=
∂
∂yt+1
, ∂m :=
∂
∂[βt+1]
(23)
Definition 11. Let gij be a market cycle and g
ij be a
market cocycle over the moduli state space of Kolmogorov
space Xt, Yt. The cocycle is an expected futures cycle.
Such model is a market communication model between
supply and demand side of the physiology layer of time
series data and the behavior of trader in hidden layer of
time series data.
We define each component of tensor field in time series
data by jacobian of coordinate transformation gij with ex-
plicitly four components of jacobian flow associated with
four types of market cycles as the followings (see Fig. 3
for details of the definition)
• Type I. Let gkl is a cycle associate with scalar
product of < xt+1, yt+1 >=
∑
kl gklxkyl :=∑
kl gklxt+1,kyt+1,l, g
kl is a cocycle associate with
scalar product of < x∗t+1, y
∗
t+1 >=
∑
kl g
klx∗ky
∗
l :=∑
kl g
klx∗t+1,ky
∗
t+1,l.
• Type II. Let gml is a cycle associate with scalar
product of < [β]t+1, yt+1 >=
∑
ml gml[β]myl :=∑
ml gml[β]t+1,myt+1,l, g
ml is a cocycle asso-
ciate with scalar product of < [β]∗t+1, y
∗
t+1 >=∑
ml g
ml[β]∗my
∗
l :=
∑
ml g
ml[β]∗t+1,my
∗
t+1,l.
• Type III. Let gkm is a cycle associate with scalar
product of < xt+1, [β]t+1 >=
∑
km gkmxk[β]m :=
7∑
km gkmxt+1,k[β]t+1,l, g
kl is a cocycle associate
with scalar product of their dual basis.
• Type IV. Let gjm is a cycle associate with scalar
product of < [θ]t+1, [β]t+1 >=
∑
jm gjm[θ]j [β]m :=∑
jm gjm[θ]t+1,j [β]t+1,m, g
jm is a cocycle associate
with scalar product of their dual basis.
It is known from the differential geometry that a con-
nection over tensor field can be written as
5jgkl = ∂jgkl − Γmjkgml − Γmjlgkm, (24)
Γmij =
1
2
gml(∂jgil + ∂iglj − ∂lgji). (25)
The above equation allow us to work over the connection
of fibre space [37] as an extradimension in moduli stat
space of Killing vector field approach. We just use the
tool for the computation of expected state of our new
definition of spinor field in time series data.
Definition 12. Let support spinor be an arbitrage op-
portunity Γmij in financial market over the moduli state
space model in time series data as an Riemannian con-
nection preserves scalar product over the parallel trans-
lation along fibre space of the physiology layer in time
series data.
Definition 13. The Ricci tensor in time series data is
a contraction of a curvature tensor defined by Rik = R
j
ikl
with respect to natural frame of connection
Rik = ∂kΓ
j
ji − ∂jΓjki + ΓjkmΓmji − ΓjjmΓmki. (26)
Note that we deform space time of Kolmogorov space
in time series data by using a curvature tensor and give an
existence of price particle with spin and 8-market states
so called arbitron or arbitrage opportunity Rik in finan-
cial market. It is known from differential geometry that
Γjjk =
1
2
gjm(∂kgmj) =
1
2g
∂g
∂xk
=
∂
∂xk
ln |g| 12 (27)
since
gij =
1
g
∂g
∂gij
. (28)
For the case of the market equilibrium Ricci curvature is
zero Rik = 0, i. e., the arbitrage opportunity disappears
and the physiology of time series data contains no curva-
ture. It is a Peterson-Codazzi equation in the differential
form [38, 39]. The solution of the equation is a curvature
of SSM for classification Riemann surface of time series
data.
We have a support Dirac machine (SDM) for financial
time series data (see Fig. 4 for new type of artificial neu-
ron network with connection) by using a connection and
market cocycle modulo the state of behavior of trader as
bias module in neuron network,∑
i
[si]5[si] gkl < xt, yt >=
γ([Ai]) < xt, yt > mod [Ai] (29)
FIG. 4: The diagram of SSM with support Dirac machine.
In comparison with the artificial neuron network we call this
network the artificial support spinor network. The network
is associated with Dirac equation in finances with solution
with spin half particle of behavior of trader Ai in market four
states. We call the solution of a lagrangian of SSM an arbiron
or arbitrage opportunity state.
where γ([Ai]) is Dirac matrix over Pauli matrix of equiv-
alent class of behavior of trader [Ai], i = 1, 2, 3.
The modulation of [Ai] is equivalent to the amplitude
modulation in Holo-Hilbert algorithm [27] in our empir-
ical part of the paper (see Section III).
Definition 14. A support spinor is a coupling state be-
tween a market four states in financial market induced
from trading behavior with spin half as an optimal solu-
tion of following equation
L([si], [Ai], wi) =
4∑
i=1
[si]5[si] < w, [si(xt)] >
− γ(Ai) < w, [si(xt)] > mod [Ai]. (30)
D. Proof of the existence of SSM
Theorem 3. The weight of support spinor machine is an
equivalent class [w] as a solution of Eq. (30), for financial
time series data it can be written as
[w] = i
∮
H2(Xt/Yt)
(Γmjkgml + Γ
m
jlgkm)d[si] ∧ d[s∗j ] mod [Ai].
(31)
Proof. Let [w] ∈ [Xt, S1] is defined by [w] = [βt :∑
λi
xt
yt
7→ ei<xt,yt>] = [eixtyt ]. Consider type II of SSM
with gkl defined by
gkl =< w, x >=:< [β]t+1, xt+1 >=
< [eixt+1yt+1 ], xt+1 >' eixt+1yt+1xt+1 (32)
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− i ∂
∂yt+1
eixt+1yt+1 = eixt+1yt+1xt+1 := gkl (33)
We define a covector field of ∂jgkl by a vector field
∂jgkl :=
∂
∂yt+1
gkl = −i ∂
2
∂2yt+1
[w] (34)
Consider Killing equation over Killing support vector
field
5j gkl = 0 (35)
with
4∑
i=1
[si] · 5jgkl < xt, yt >= 0. (36)
We have an equation
5j gkl = ∂jgkl − Γmjkgml − Γmjlgkm = 0, (37)
with
∂jgkl := −i ∂
2
∂2yt+1
[w] = Γmjkgml + Γ
m
jlgkm, (38)
where
Γmij =
1
2
gml(∂jgil + ∂iglj − ∂lgji). (39)
If we classify the observation space yt+1 ∈ [si], where
[si] is an equivalent class of the physiology of time se-
ries data, we will receive an equation for SSM [w] by
using De-Rahm cohomology in financial time series. We
induce a closed surface integral over second differential
form of Riemann sphere over the physiology of time se-
ries data of present state [si] and expectation state [s
∗
j ]
(from Eq. (34), integrate both sides two times and then
take modulo of the state of behavior of trader)
[w]n=0,1,2... =
i
∮
H2(Xt/Yt)
(Γmjkgml + Γ
m
jlgkm)d[si] ∧ d[s∗j ] mod [Ai].
(40)
Therefore we get a diophantine equation for financial
time series data as a equation for SSM (we call it
SSM-equation) with the quantization state of the weight
[w]n=0,1,2...
[w]n=0,1,2... − n[Ai] =
i
∮
H2(Xt/Yt)
(Γmjkgml + Γ
m
jlgkm)d[si] ∧ d[s∗j ]. (41)
in moduli state space of behavior of equivalent class of a
behavior of trader [Ai]. This equivalent class satisfies a
FIG. 5: Picture shows the extradimension in spinor field of
plane separation in classical support vector machine.
differential 3-form of behavior of trader as market poten-
tial field A
dA =
∑
ijk=1,2,3
F
5[si]
ijk dAi ∧Aj ∧Ak (42)
and it has a deep relationship with supply and demand
potentials in cohomology theory of financial market [7].
E. Optimal hyperplane for SSM
In SSM we work on non-Euclidean space as the plane
of classification in which we can use homotopy to deform
classical Euclidean space of classification plane in SVM
into moduli space of time series. The space of time series
has intrinsic cocycle as jacobian flow in another hidden
space and its dual space that embed in between plane of
classification in D-brane and anti-Dbrane model for time
series data.
Let us consider Hermitian product over section CP 1 of
hyper-Ka¨her manifold. Let w ∈ A be support spinor w
associated with a hyper-spinor plane Hw = {w ∈ A|w∗ =
w} as a source of existence of weight in optimal SSM,
< w,w >=
∑
j
< w, e∗j >< ej , w > . (43)
9We work on hidden space of time series data with induced
dual Lagragian L∗ with free product over von Neumann
algebras,
L∗(w∗, b∗, α∗)⊗A L(w, b, α). (44)
We set extra parameter called a Lagrange multiplier
αi =
dgij
dt as a Jacobian flow of a extradimension of hid-
den space of time series Xt and we introduce α
∗
i =
dgij
dt as
a Jacobian flow of a extradimension of hidden space of
time series X∗t . The space of input data xt ∈ Xt is en-
down with T0−separation over quotient topology of mod-
uli space of induce a Teichmu¨ller space in time series data
with genus g = gij(xt). We use D-brane theory of double
D-brane.One side of brane is a modelling time series data
as classifying space with separation with non-Eculidean
plane with negative curvature as geometrical meaning of
SSM. If input data of feature space (xi, yi = 1), we as-
sociate with what spinor machine do by using homotopy
to deform underlying topological space (Riemann surface
of time series data) to target Riemann sphere with posi-
tive curvature. We deform by Jacobain flow or derivative
of Riemann metric tensor gij along parallel transport of
Killing vector field.
If a curvature of the plane of classification of SSM is
not zero, we deform moduli space to hyperbolic space
with induced classification function for SSM classify with
negative curvature gij = −1
gij < w, x >= − < w, x >= ||w||.||x|| cosh d(w, x) (45)
We normalized support spinor and input state vector
to unit length in S1 according to our definition above, so
we have a distance from complex plane, [w] ∈ H0(Xt/Yt)
project to projective line by < w, x >∈ R with <
w, x >:= [tan θt] = [
w
x ] ' [Im(yt)][Re(yt)] ∈ CP 1 ' S2. Where
[Im(yt)], [Re(yt)] are equivalent class of real as market
cocycle and imaginary part as market boundary in coho-
mology theory in financial market. This scalar product
has a Hermitian structure of complex projective space.
We define a market cocycle over Hermitian product of
section of Ka¨hler manifold of financial market by
g′ij := d(w, x) = arccosh(− < w, x >). (46)
We consider ∂kgij = 0 as a simple solution of an exam-
ple of how to find a separated hyperplane of SSM over
complex projective plane (see Fig. 5 for the projective
hyperplane) with previous definition of ∂k :=
∂
∂θt+1
. We
will not compute all components of Riemannian curva-
ture here, because the equation will be very cumbersome.
We just want to shown the simple solution without the
diffinition of Riemannian curvature of parallel translation
of support vector along curves on a Ka¨hler manifold.
Consider
∂kg
′
ij :=
∂
∂θt+1
arccosh(− < w, x >) =
1√
< w, x >2 −1
∂
∂θt+1
(− < w, x >) = 0. (47)
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FIG. 6: The empirical analysis of SSM over complex plane
(ITD − IMF)chain1 of closed price for financial time se-
ries data of SET index in 9528 days from 02/05/1975 to
24/06/2014. The separated hyperplane between up and down
state of yt = {−1, 1} with linear kernel of HT-SSM is ap-
proximately a straight line cut unit cycle S1 at pi
4
and 3pi
4
.
This line separate the up state as the equivalent class of
[1] := [2pi] ∈ Y1 := pi1(R2 − Xt) and the down state defined
by the equivalent class of [−1] := [pi].
We have < yt, xt >∈ [ ytxt , 1] '< w, x >∈ CP 1 ' S2 so
we approximate the scalar curvature of weight < w, x >
approximated by [< y, x >] ∈ CP1 since weight of SSM
use for classifying yt ∈ Yt. We assume that the solution
is perfect approximation. In the above scalar product
of weight of SVM with parallel translation along curve
in S2, we induce a Riemannian curvature in SSM over
principle bundle CP 1 of Kolmogorov space in time series
data by
1√
< w, x >2 −1
∂
∂θt+1
(− < w, x >) =
1√
< w, x >2 −1
∂
∂θt+1
(− tan θ) = 0. (48)
We get
(< w, x > −1)(< w, x > +1) = 0 (49)
and tan θ = 0. We consider
< w, x >' w
x
' tan θ ' [Im(yt)]
[Re(yt)]
∈ CP1. (50)
Since (< w, x > −1)(< w, x > +1) = 0 we get an equiva-
lent class of classification over degree of map in complex
plane by given a simple example of solution a hyperplane
with equivalent class of weight in spinor of SSM with
solution in principle angle,
[θ∗] = arctan
[Im(yt)]
[Re(yt)]
= 0,
pi
4
,
3pi
4
, 2pi. (51)
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FIG. 7: The flowchart of all involved modules for the perfor-
mance measuring between SSM and SVM in this work .
We choose an optimal separate hyperplane for SSM as a
support spinor with degree [θ∗] = [pi4 ]. The of result of
empirical analysis for SSM is shown in Fig. 6.
III. RESULT OF EMPIRICAL ANALYSIS
In this section we implement the SSM with the adap-
tive data analysis algorithm. The end points of time
series data are classified after empirical mode decompo-
sition into four states in observation state space model
Yt = Yt([s1], [s2], [s3], [s4]). The hidden state space of
behavior of trader Xt is in the complex projective space
over second layer of the Holo-Hilbert spectral analysis
with the amplitude modulation mode. We test the per-
formance of the SSM to classify the state in financial time
series data only for the up and down states with 6 differ-
ent types of financial time series data (for details about
the empirical test data see Table I). The performance
of directional prediction for various kernels is compared
with the classical SVM methodology.
The sifting process of the empirical mode decompo-
sition is one of an example of moduli state space model
since mean of sifting process can be approximate by iden-
tity of an equivalent class over physiology of time se-
ries data [s2] + [s4] = [1] ' [s3] + [s1]. It is a mod-
uli of mean in sifting process of intrinsic mode func-
tions (IMF). The Holo-Hilbert transform of the result of
(ITD− IMF)chain1 (defined in [6]) to a complex plane is
equivalent to the equivalent class of cohomology group in
time series data in this work. The Holo-Hilbert algorithm
renders a spinor field in higher extradimension. It is as-
sumes that the result of 2nd-layer is an angle of support
spinor field as a solution of the Eq. (30) in Definition 14.
In deep, the Holo-Hilbert transform is related with a
new concept of cohomology sequence in extradimension
of Kolmogorov space in time series data. Let x(t) ∈ R
be
x(t) = Re
N∑
j=1
aje
i2pifjt, (52)
The expansion above is based on an adaptive IMF ba-
sis, so we have [27]
x(t) =
N∑
j=1
cj(t) = Re
N∑
j=1
aje
i
∫
t
ωj(τ)dτ , (53)
The algorithm (Fig. 7) to find a Holo-Hilbert spectrum
is iterative over a few steps:
1. Take the absolute value of the (ITD− IMF)chain1.
2. Identify all maxima of the absolute-valued function
of (ITD− IMF)chain1.
3. Construct the envelope by a natural spline through
all the maxima.
4. Do (ITD−IMF)chain1 transform over the envelope
of layer from the previous step.
5. Repeat step 1. again for the next layer of amplitude
modulation process.
The procedure above is applied separately to the ampli-
tude modulation (AM) and the frequency modulation.
The result of Holo-Hilbert amplitude hidden layer is ob-
tained as an extradimension presentation which we can
use to detect market crash and classify next state of pre-
diction. The nested expression for the amplitude function
has the form
aj(t) =
∑
k
[Re
∑
l
ajkl(t)e
i
∫
t
ωl(τ)dτ · · · ]ei
∫
t
ωk(τ)dτ .
(54)
The Holo-Hilbert spectrum is a high-dimensional spec-
trum. The presentation is on the four layers AM spectra
modulation for price prediction.
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Stock index Country Data Set Sample type Size Date Date number
SET Thailand (1) Out of sample test 651 26/06/2014 — 14/10/2016 9530–10181
(2) Training set 9529 02/05/1975 — 24/06/2014 1–9528
(3) Out of sample 31 26/06/2014 — 13/08/2014 9530–9560
RTS Russia (1) Out of sample test 31 03/12/2015 — 20/01/2016 5019–5049
(2) Training set 5018 01/09/1995 — 02/12/2015 1–5018
(3) Out of sample 142 03/12/2015 — 01/07/2016 5019–5160
FBM KLCI Malaysia (1) Out of sample test 99 03/03/2016 — 25/07/2016 8416–8514
(2) Out of sample test 31 03/03/2016 — 14/04/2016 8416–8446
(3) Training set 8415 04/03/1982 — 02/03/2016 1–8445
PSEi Philipines (1) Out of sample test 31 03/03/2016 — 18/04/2016 7192–7222
(2) Training set 7191 02/03/1987 — 02/03/2016 1–7191
(3) Out of sample 99 03/03/2016 — 25/07/2016 7192–7290
JKSE Indonesia (1) Out of sample test 31 25/02/2016 — 12/04/2016 6327–6358
(2) Training set 6356 06/04/1990 — 24/02/2016 1–6356
(3) Out of sample 96 25/02/2016 — 20/07/2016 6327–6422
STI Singapore (1) Out of sample test 31 04/03/2016 — 20/04/2016 4145–4176
(2) Training set 4144 31/08/1999 — 03/03/2016 1–4144
(3) Out of sample 85 04/03/2016 — 04/07/2016 4145–4229
TABLE I: Table shows six different types of testing time series data for stock indexes of closed prices.
Stock Country Days Date Kernel Performance Profit Improved
index type SVM SSM SVM SSM performance
SET Thailand 31 9530-9560 rbs(0.05) 43.33% 67.74% -1.73 116.48 56.34%
31 9530-9560 linear 33.33% 58.06% -90.25 50.82 74.20%
RTS Russia 31 5019-5049 rbs(0.05) 58.06% 67.74% -27.65 113.55 16.67%
31 5019-5049 linear 41.94% 61.29% -62.41 64.71 46.13%
FBM KLCI Malaysia 31 8416-8446 rbs(0.05) 56.25% 58.06% 19.80 22.25 3.22%
31 8416-8446 linear 46.88% 38.71% -36.96 -31.29 -17.49%
PSEi Philiphines 31 7192-7222 rbs(0.05) 48.39% 61.29% -189.03 376.49 26.66%
31 7192-7222 linear 41.94% 61.29% -198.97 281.39 46.14%
JKSE Indonesia 31 6327-6358 rbs(0.05) 54.84% 58.06% 100.72 129.25 5.87%
31 6327-6358 linear 41.94% 61.30% -129.25 187.36 46.19%
STI Singapore 31 4145-4176 rbs(0.05) 48.39 % 48.39% -25.31 62.89 0%
31 4145-4176 linear 45.16% 46.67% -33.99 -183.44 0.007%
Average 46.70% 57.38% -56.25 98.71 25.33%
TABLE II: Table shows six different types of test time series data for stock indexes with SVM forecasting. The table reports
the performance of SVM with different kernels in Euclidean plane.
A. Result of Empirical Analysis of SSM and Holo
Hilbert Spectrum
At first we compare the result of SSM with traditional
SVM method. From the studies [40] follows that all stock
indices around the world have similar statistical property,
so called stylized fact [41] of long memory process. The
performance test is therefor done on six different financial
time series data of stock market closed prices, see Table I,
which are the sample data for an analysis of country in-
dices [42] with SSM since all countries have the same
rule for stock trading and the behaviors [43] of traders
among all countries are quite similar behaviors. In order
to see the different result of performance between SVM
and SSM we set the number of sample size to the same
size as 31 days. The result of computation shows that
SSM gets better performance than SVM, see Table II.
The average performance of one day ahead of directional
prediction for out of sample test of SVM is just 46.70%,
but for SSM we get 57.38%. The improved performance
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Stock Country Days Date Kernel Performance Profit Improved
index type HT-SVM HT-SSM HT-SVM HT-SSM performance
SET Thailand 31 9530-9560 rbs(0.05) 58.06% 67.74% 30.20 116.48 16.67%
31 9530-9560 linear 51.61% 58.06% -2.84 50.82 12.50%
RTS Russia 31 5019-5049 rbs(0.05) 61.29% 67.74% 55.89 113.55 10.52%
31 5019-5049 linear 51.61% 61.29% 46.67 64.71 18.76%
FBM KLCI Malaysia 31 8416-8446 rbs(0.05) 54.84% 58.06% -5.09 22.25 5.87%
31 8416-8446 linear 41.94% 38.71% -26.41 -31.29 -7.70%
PSEi Philiphines 31 7192-7222 rbs(0.05) 58.06% 61.29% 215.45 376.49 5.58%
31 7192-7222 linear 45.16% 61.29% -240.53 281.39 35.72%
JKSE Indonesia 31 6327-6358 rbs(0.05) 70.97% 58.06% 495.90 129.25 -18.19%
31 6327-6358 linear 58.06% 61.30% 169.22 187.36 5.58%
STI Singapore 31 4145-4176 rbs(0.05) 45.16 % 48.39% 16.13 62.89 7.15%
31 4145-4176 linear 44.44% 46.67% -60.20 -183.44 5.02%
Average 53.43% 57.38% 57.45 98.71 8.12%
TABLE III: Table shows six different types of test time series data for stock indexes with one day ahead prediction of HT−(ITD−
IMF)chain1−SSM methodology compared with HT−(ITD− IMF)chain1−SVM. The separation is done over the complex plane
by using Hilbert transform. SSM has a better performance in directional one day ahead prediction than SVM.
Stock Country Days Date Kernel Performance Profit Improved
index type HT-SVM HT-SSM HT-SVM HT-SSM performance
SET Thailand 651 9530-10181 rbs(0.01) 52.15% 54.62% 531.34 584.94 4.74%
651 9530-10181 linear 48.77% 51.23% 30.5 298.06 5.04%
RTS Russia 142 5019-5160 rbs(0.05) 49.30% 54.93% 117.62 299.88 11.42%
142 5019-5160 linear 54.22% 50.70% 432.20 -17.06 -6.49%
FBM KLCI Malaysia 99 8416-8514 linear 43.43% 47.47% -106.60 13.32 9.30%
99 8416-8514 rbs(0.01) 41.42% 53.54% -115.90 100.34 29.26%
PSEi Philiphines 99 7192-7290 rbs(0.05) 53.53% 58.59% -17.19 1342.53 9.45%
99 7192-7290 linear 57.57% 57.57% 1381.27 1204.59 0%
JKSE Indonesia 96 6327-6422 rbs(0.05) 59.37% 62.50% 735.46 731.66 3.13%
96 6327-6422 linear 51.04% 60.42% 58.67 390.05 5.58%
STI Singapore 85 4145-4229 rbs(0.05) 52.94% 49.41% 304.84 217.5 -6.67%
85 4145-4229 linear 44.71% 50.59% -205.16 -82.94 13.15%
Average 50.70% 54.29% 262.20 423.57 6.49%
TABLE IV: Table shows six different types of test time series data for stock indexes with one day ahead prediction of HT−(ITD−
IMF)chain1−SSM methodology compared with HT−(ITD− IMF)chain1−SVM. The separation is done over the complex plane
by using Hilbert transform. Again SSM has better performance in one day ahead directional prediction than SVM.
from SVM to SSM is approximately 25.33% for 31 days
out of sample time series data. Next we can compare the
performance of HT-SVM and HT-SSM methodology, see
the results in Tables III, IV. The HT-SVM is a Hilbert
transform of (ITD − IMF)chain1 followed by SVM pro-
cedure. Similarly, the HT-SSM means a Hilbert trans-
form of (ITD− IMF)chain1 folowed by SSM. The result
of performance is tested again on six different types of
time series data of stock closed prices. One can use dif-
ferent kernels and the same or longer date ranges than in
the previous test. We confirm again that HT-SSM gets
a better performance than HT-SVM. We test the per-
formance of directional prediction out of sample in 665
days of SET index. For interest, on our hardware con-
figuration, it takes up to 3194.05 seconds (53.23 min.)
for one input sample point to train HT-SSM algorithm.
Therefore within 665 days out of sample, we used com-
putational time more than a month to show the result of
analysis of SET index in this work. For SVM, the running
time takes only 93.93 seconds. The results of profit are
shown in Fig. 8, we can conclude that HT-SVM shows
better performance than traditional SVM (also for the
case of HT-SSM and SSM).
Next we test the different types of financial time series
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Rank SET Symbol Securities Name SVM Profit SSM Profit
1 ADVANC ADVANCED INFO SERVICE 43.47% -5 71.73% 225
2 AOT AIRPORTS OF THAILAND 41.43% -10.9 51.44% 30
3 BANPU BANPU 36.23% 1.45 47.10% 12.9
4 BAY BANK OF AYUDHYA 48.55% 0.00 38.41% 8.0
5 BBL BANGKOK BANK 37.68% -26.5 36.23% 7.0
6 BCP THE BANGCHAK PETROLEUM 44.20% 3.5 51.45% 27.75
7 BEC BEC WORLD 41.30% -2.5 42.02% 9.0
8 BDMS BANGKOK DUSIT MEDICAL SERVICES 44.93% -0.6 60.14% 12.4
9 BH BUMRUNGRAD HOSPITAL 44.43% -0.6 64.49% 255.0
10 BIGC BIG C SUPERCENTER 36.93% -29 50.72% 72.0
11 BTS BTS GROUP HOLDINGS 42.75% 0.55 49.27% 3.6
12 CPALL CP ALL 36.23% -15 48.55% 20
13 CPF CHAROEN POKPHAND FOODS 34.78% -1.6 45.65% 6.6
14 CPN CENTRAL PATTANA 49.27% 11.75 49.27% 13.75
15 DELTA DELTA ELECTRONICS (THAILAND) 44.93% 13.75 60.87% 114.75
16 EGCO ELECTRICITY GENERATING 43.48% 6 57.25% 81
17 GLOW GLOW ENERGY 46.37% 6 63.77% 115.25
18 HMPRO HOME PRODUCT CENTER 40.58% -0.39 54.35% 5.09
19 IRPC IRPC 39.85% -1.18 42.03% 0.04
20 KBANK KASIKORNBANK 36.95% -2 38.40% -70
21 KKP KIATNAKIN BANK 39.13% 0.75 42.03% 35
22 KTB KRUNG THAI BANK 47.10% 7 51.45% 8
23 LH LAND AND HOUSES 42.05% 0.8 45.65% 3.45
24 MAKRO SIAM MAKRO 31.88% 1 36.23% 13
25 MINT MINOR INTERNATIONAL 51.43% 13 56.24% 24.93
26 PS PRUKSA REAL ESTATE 40.58% 0.25 63.77% 35.95
27 PTT PTT 42.75% 52 49.28% 172.00
28 PTTEP PTT EXPLORATION AND PRODUCTION 40.58% -34 35.51% -78
29 RATCH RATCHABURI ELECTRICITY GENERATING HOLDING 39.13% -1.5 50.00% 2.6
30 ROBINS ROBINSON DEPARTMENT STORE 43.48% -2.25 48.55% 11
31 SCB THE SIAM COMMERCIAL BANK 49.27% 47 28.26% -97
32 SCC THE SIAM CEMENT 50.00% 16 55.07% 18.40
33 SCCC SIAM CITY CEMENT 43.48% 105 51.45% 103
34 SSI SAHAVIRIYA STEEL INDUSTRIES 18.00% -0.6 32.60% 0.24
35 STA SRI TRANG AGRO-INDUSTRY 39.10% 3 47.10% 8.6
36 TCAP THANACHART CAPITAL 36.97% 2 51.44% 11.5
37 THAI THAI AIRWAYS INTERNATIONAL 38.40% 1.9 36.23% -1.8
38 TMB TMB BANK 37.68% 0.3 52.89% 2.22
39 TOP THAI OIL 40.48% -8.25 44.92% 6.25
40 TPIPL TPI POLENE 47.83% 0.37 53.62% 2.88
41 TRUE TRUE CORPORATION 44.20% -0.6 50.00% 7.4
42 TU THAI UNION GROUP 39.13% -0.53 63.00% 25.8
Average performance and sum of profit 38.55% 158.91 44.21% 1234
TABLE V: Table shows 42 stocks in SET50 Index Futures of Thai stock market. The training data with (ITD − IMF)chain1
transformation have run in out of sample for 2000 trading days over close price between the dates 23/08/2007 to 29/10/2015.
An out of sample test set for SVM with linear kernel has run over 138 days between 19/08/2014 to 10/03/2015. An out of
sample test set for SSM with linear kernel has run over 138 days between 09/04/2015 to 02/11/2015. The better performance
of SSM vs. SVM is evident from the empirical result of one day ahead directional forecasting.
data. We choose a sample set of closed prices of 42 stocks underlying SET50 Index Futures as shown in Table V.
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FIG. 8: On the left: The comparison between the performance of SVM (blue) and SVM with Hilbert transform of (ITD −
IMF)chain1 (red) with the linear kernel of SVM. The performance of HT-SVM is 51.28% with profit 485.86, the performance of
traditional SVM is 49.77% with lost −145.34. On the right: The comparison between the performance of SSM (blue) and SSM
with Hilbert transform of (ITD−IMF)chain1 (red). We used rbs kernel(0.001) for HT-SSM, with the performance of directional
prediction 55.19% and the profit 606.84. The blue line describes classical SVM with rbs kernel(0.05) with the performance of
directional prediction just 47.67% with the lost −294. For both cases the SET data are run out of sample in one day ahead
directional prediction for 665 trading days starting from 26/6/2014 to 2/11/2016.
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FIG. 9: The profit of 42 stocks in SET50 Index Futures for SSM and SVM according Table V. The data run out of sample in one
day ahead directional prediction for 138 days and trained with 2000 days starting from 23/08/2007 to 29/10/2015. On the left:
The profit of one day ahead directional prediction for SSM with a linear kernel and Hilbert transform of (ITD− IMF)chain1.
The color lines are the earing prices after trading with the result of directional prediction. The average performance of SSM is
just 44% because of too short number of training days, but the sum of profit of within 138 days is 1234 points. On the right:
The profit of one day ahead directional prediction for SVM with a linear kernel without (ITD− IMF)chain1.
The result of profit after directional prediction of SSM
compared with SVM within 138 trading days are shown
in Fig. 9. The result for a profit of the first stock, namely
ADVANC, is shown in Fig. 10. According to the empir-
ical analysis of a sample set of closed prices, we found
that for this particular data set of 42 stocks, SSM shows
better average performance in directional prediction of
time series than SVM. The average performance of SSM
in our empirical data set is 44.21% in comparison with
SVM which has only 38.55%. The average profit of SSM
1234 is also higher than SVM one with 158.91 points.
The general statements about SSM performance require
detailed studies of more stock markets. Such studies are
beyond the scope of this paper, however, the received
results constitute a very useful ingredient for them.
We check the performance of SSM with Hilbert trans-
form of (ITD− IMF)chain1 also with russian stock mar-
ket RTS, which also confirm the conclusion that HT-SSM
outperforms SVM method. The results are presented in
Fig. 11 with the performance of HT-SSM 54.93% with
the profit price 299.88 in 142 trading days.
Finally, we implement the algorithm of SSM over Holo-
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FIG. 10: The profit of one day ahead directional prediction
for the first SET50 stock, namely ADVANCE. SSM is a linear
kernel of closed price with (ITD−IMF)chain1 in blue line and
without (ITD− IMF)chain1 in red line. The data are run out
of sample in directional prediction one day ahead within 138
days and trained with data from 23/08/2007 to 29/10/2015
with 2000 trading days.
Hilbert analysis of AM modulation of (ITD−IMF)chain1
with SET index. The result of prediction is activated
when time series data are in nonstationary state. It will
generate signal of time series prediction two days ahead
in directional prediction up or down with respect to the
previous days. The empirical analysis with performance
measuring is reported in Table VI. The result of 100 days
of 2nd layer Holo-Hilbert spectral FM mode of SET index
and a performance test of comparison with HT-SSM are
shown in Fig. 12.
IV. DISCUSSION AND CONCLUSION
We extend support vector machine to support spinor
machine by using mathematical structure of spinor field
and tensor product over vecor space. We define a support
spinor from second cohomology group of moduli state
space model in time series data.
We demonstrate the simple calculation of time series
classification of SSM over T0-separation axiom. We de-
fine a tensor field in financial time series data and ob-
tain a spinor field from coupling states between them.
We finally prove that the separate hyperplane of SSM
is separated by using degree with pi4 . We propose the
equation of connection over Killing vector field in time
series data. The solution of equation so called support
Dirac machine is a weight of SSM. The equivalent class
of weight of SSM can be written by integral over second
cohomology group in time series data. We prove the ex-
istence of T0-separation criterion for SSM, different from
T2-separation of SVM in which two similar points of time
series data can not be separated.
We report the empirical analysis performed with SSM
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FIG. 11: The profit of one day ahead directional predic-
tion over out of sample 142 data set of closed price between
03/12/2015 to 01/07/2016 for Russian stock market. SSM
with Hilbert transform HT-SSM (blue) and SVM with Hilbert
transform HT-SVM (red) are with rbs kernel parameter set
to 0.05. The performance of HT-SSM is 54.93% with profit
price 299.88 in 142 trading days.
and SVM, which confirms the better performance of SSM
than SVM over six testing time series data from six differ-
ent countries. We implement an algorithm of SSM over
Holo-Hilbert analysis of AM. The result of extradimen-
sion of amplitude modulation confirms the existence of
moduli state space model of time series data. We imple-
ment algorithm of SSM by using Holo-Hilbert amplitude
modualtion mode for fully nonlinear and nonstationary
time series data analysis. The result of analysis of hid-
den second layer can be used to predict market state of
one day ahead with very high accuracy in comparison to
typical SVM classification over state of end point in time
series data. We compare the AM mode with Holo-Hilbert
strategy, the AM mode strategy shows better results than
HT-SVM and HT-SSM. It is also used to make two days
ahead prediction with 71.68% performance. The HT-
SSM is just about 57% and SVM is about 46.70%. The
empirical analysis is done with out of sample test for all
three strategies.
The SSM method promises a better performance than
SVM. Although SVM is based on linear and nonliear clas-
sifier with stationary signal processing data, there is no
evidence that SVM can be used for nonstationary signal
processing data efficiently or not. The nonlinear and non-
stationary signal processing data have more geometric
general property than linear and stationary signal pro-
cessing data for which SVM is widely use. There are
many types of nonlinear and nonstationary signal pro-
cessing data and financial time series data are only one
type of them. Another types are data measured from
stress tensor and tensor based visualizing image process-
ing data from Video Share (VDO) streaming, by na-
ture based on mathematical structure of tensor field and
spinor field and thereafter more suitable for SSM than
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Date number Number Closed price LH(2)-AM-SSM Result Profit SM(rbs, 0.01) State
9529 1 1276.84 up(forecast 9531) correct 14.99 up(correct,+3.41)
9530 2 1280.25 up(forecast 9532) correct 1.25 up(correct,+14.99)
9531 3 1295.24 up(forecast 9533) wrong -5.83 up(correct,+1.25)
9532 4 1296.49 up(forecast 9534) correct 5.59 up(wrong,-5.83)
9533 5 1290.66 up(forecast 9535) correct 17.81 up(correct,+5.59) entanglement, [s4]
9534 6 1296.25 down(forecast 9536) correct 2.19 up(correct,+17.81)
9535 7 1314.06 up(forecast 9537) correct 20.50 up(wrong,-2.19)
9536 8 1311.87 down(forecast 9538) wrong -6.16 up(correct,+20.50)
9537 9 1332.37 down(forecast 9539) correct 5.21 up(wrong,-6.16)
9538 10 1326.21 up(forecast 9540) wrong -17.02 up(wrong, -5.21) normal, [s3]
9539 11 1321.00 up(forecast 9541) correct 0.23 up(wrong,-17.02)
9540 12 1303.98 up(forecast 9542) wrong -2.83 up(correct, 0.23)
9541 13 1304.21 up(forecast 9543) correct 2.50 up(wrong, -2.83)
9542 – 1301.38 no signal – entanglement, [s2]
9543 14 1303.88 up(forecast 9545) correct 13.43 up(correct, 0.74)
9544 15 1304.62 up(forecast 9546) correct 7.28 up(correct, 13.43)
9545 16 1318.05 up(forecast 9547) correct 13.88 up(correct,7.28)
9546 17 1325.33 up (forecast 9548) correct 6.61 up(correct,13.88)
9547 18 1339.21 up(forecast 9549) correct 5.82 up(correct, 6.61)
9548 19 1345.82 down(forecast 9550) wrong -0.57 up(correct,5.82) entanglement, s[1]
9549(–9558) – 1351.64 no signal –
Performance 14/19 71.68% 84.88 68.42% (71.81), 13/19
9571 20 1392.01 up(forecast 9573) correct 2.68 up(wrong,-12.67)
9572 – 1379.34 no signal –
9573 – 1382.02 no signal –
9574 21 1389.56 up(forecast 9576) correct 12.68 up(wrong,-0.40)
9575 22 1389.16 up(forecast 9577) correct 6.94 up(correct,12.68)
9576 – 1401.84 no signal –
9577 23 1408.78 up(forecast 9579) correct 3.89 up(correct,0.40)
9578 24 1409.18 up(forecast 9580) correct 1.98 up(correct, 3.89)
9579 25 1413.07 up(forecast 9581) correct 8.34 up(correct, 1.98)
Performance 20/25 80% 121.39 68% (77.69), 17/25
9580 26 1415.05 up(forecast 9582) wrong -0.72 up(correct,8.34)
9581 – 1423.39 no signal –
9582 – 1422.67 no signal – entanglement, [s3]
9583 27 1408.16 up(forecast 9585) correct 1.10 up(wrong,-14.51)
9584(-9589) 1411.23 no signal –
9590 28 1379.02 up(forecast 9592) wrong -2.23 up(wrong,-1.65) entanglement, [s2]
9591 29 1377.37 down(forecast 9593) wrong -20.89 up(wrong,-2.23)
9592 – 1375.14 no signal – entanglement, [s4]
9593 – 1396.03 no signal –
9594 30 1395.21 up(forecast 9596) correct 5.37 up(correct,+10.05)
9595 – 1405.26 no signal –
9596(-9602) – 1410.63 no signal –
9603 31 1402.79 up(forecast 9605) correct 7.22 up(correct,5.72)
Performance 23/31 74.19% 111.24 64.51% (83.41), 20/36
9604(–9606) – 1408.51 no signal
9607 32 1415.73 up(forecast 9609) correct 3.76 up(wrong,-4.84)
9608(–9610) 1449.40 no signal
9611 33 1457.30 down(forecast 9613) correct 5.48 up(correct,11.89)
9612 1469.19 no signal
9613 1463.71 no signal
9614 34 1457.02 up(forecast 9616) correct 6.69 up(wrong,-1.00)
9615 1456.02 no signal
9616 35 1471.85 down(forecast 9618) correct 19.66 up(wrong,-0.83)
9617 1471.02 no signal
9618 36 1451.36 up (forecast 9620) correct 5.38 up(correct,10.55)
Performance 28/36 77.78% 152 60.00% (172.45), 22/36
TABLE VI: Table shows the performance for two day ahead directional prediction by using AM-mode over 2nd layer of
Holo-Hilbert transform of (ITD− IMF)chain1 prediction method of SSM.
SVM. The algorithms based on SSM can replace SVM in cybernetics and electronics, it can be used for program-
17
ming the robots and autonomic systems and completely
replace SVM and neural networks.
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FIG. 12: On the left: The FM mode of 2nd layer of (ITD − IMF)chain1 for SET index in 9539 days (red) and in 9544 days
(blue). The shape of frequency shows the stationary state of the last 100 days with normal state in up direction with two
days ahead prediction of frequency. On the right: The performance between two day ahead of Holo-Hilbert AM mode of 2nd
layer with SSM price forecasting with highest profit 78.94% within 19 days out of sample. The result of one day ahead of
Holo-Hilbert AM mode of 2nd layer forecasting with highest profit also 78.94% within 19 days out of sample. The HT-SSM
has lower performance with 73.68%. All three strategies earn profit from the stock market. The highest profit is for two day
ahead of Holo-Hilbert AM mode of 2nd layer with the value of 112, HT-SSM can earn only 78.26.
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