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Gaussian States Minimize the Output Entropy of
the One-Mode Quantum Attenuator
Giacomo De Palma, Dario Trevisan, Vittorio Giovannetti
Abstract—We prove that Gaussian thermal input states min-
imize the output von Neumann entropy of the one-mode Gaus-
sian quantum-limited attenuator for fixed input entropy. The
Gaussian quantum-limited attenuator models the attenuation of
an electromagnetic signal in the quantum regime. The Shannon
entropy of an attenuated real-valued classical signal is a simple
function of the entropy of the original signal. A striking conse-
quence of energy quantization is that the output von Neumann
entropy of the quantum-limited attenuator is no more a function
of the input entropy alone. The proof starts from the majorization
result of De Palma et al., IEEE Trans. Inf. Theory 62, 2895
(2016), and is based on a new isoperimetric inequality. Our result
implies that geometric input probability distributions minimize
the output Shannon entropy of the thinning for fixed input
entropy. Moreover, our result opens the way to the multimode
generalization, that permits to determine both the triple trade-
off region of the Gaussian quantum-limited attenuator and the
classical capacity region of the Gaussian degraded quantum
broadcast channel.
Index Terms—Gaussian quantum channels, Gaussian quan-
tum attenuator, thinning, von Neumann entropy, isoperimetric
inequality.
I. INTRODUCTION
MOST communication schemes encode the informationinto pulses of electromagnetic radiation, that is trans-
mitted through metal wires, optical fibers or free space, and
is unavoidably affected by signal attenuation. The maximum
achievable communication rate of a channel depends on the
minimum noise achievable at its output. A continuous classical
signal can be modeled by a real random variable X . Signal
attenuation corresponds to a rescaling X 7→ √λX , where
0 ≤ λ ≤ 1 is the attenuation coefficient (the power of
the signal is proportional to X2 and gets rescaled by λ).
The noise of a real random variable is quantified by its
Shannon differential entropy H [1]. The Shannon entropy of
the rescaled signal is a simple function of the entropy of the
original signal [1]:
H
(√
λ X
)
= H (X) + ln
√
λ . (I.1)
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This property is ubiquitous in classical information theory. For
example, it lies at the basis of the proof of the Entropy Power
Inequality [1]–[7].
Since the energy carried by an electromagnetic pulse is
quantized, quantum effects must be taken into account [8].
They become relevant for low-intensity signals, such as for
satellite communications, where the receiver can be reached
by only few photons for each bit of information [9]. In the
quantum regime the role of the classical Shannon entropy is
played by the von Neumann entropy [10], [11] and signal
attenuation is modeled by the Gaussian quantum-limited at-
tenuator [11]–[15].
A striking consequence of the quantization of the energy
is that the output entropy of the quantum-limited attenuator
is not a function of the input entropy alone. A fundamental
problem in quantum communication is then determining the
minimum output entropy of the attenuator for fixed input
entropy. Gaussian thermal input states have been conjectured
to achieve this minimum output entropy [16]–[21]. The first
attempt of a proof has been the quantum Entropy Power
Inequality (qEPI) [22]–[25], that provides the lower bound
S (Φλ (ρˆ)) ≥ n ln
(
λ
(
eS(ρˆ)/n − 1
)
+ 1
)
(I.2)
to the output entropy of the n-mode quantum-limited attenua-
tor Φλ in terms of the entropy of the input state ρˆ. However,
the qEPI (I.2) is not saturated by thermal Gaussian states, and
thus it is not sufficient to prove their conjectured optimality.
Here we prove that Gaussian thermal input states minimize
the output entropy of the one-mode quantum-limited attenuator
for fixed input entropy (Theorem 1). The proof starts from
a recent majorization result on one-mode Gaussian quantum
channels [26], that reduces the problem to input states diagonal
in the Fock basis. The key point of the proof is a new
isoperimetric inequality (Theorem 2), that provides a lower
bound to the derivative of the output entropy of the attenuator
with respect to the attenuation coefficient.
The restriction of the one-mode quantum-limited attenuator
to input states diagonal in the Fock basis is the map acting
on discrete classical probability distributions on N known in
the probability literature under the name of thinning [26].
The thinning has been introduced by Re´nyi [27] as a discrete
analogue of the rescaling of a continuous real random variable.
The thinning has been involved with this role in discrete
versions of the central limit theorem [28]–[30] and of the
Entropy Power Inequality [31], [32]. Most of these results
require the ad hoc hypothesis of the ultra log-concavity (ULC)
of the input state. In particular, the Restricted Thinned Entropy
Power Inequality [32] states that the Poisson input probability
2distribution minimizes the output Shannon entropy of the
thinning among all the ULC input probability distributions
with a given Shannon entropy. We prove (Theorem 23) that
the geometric distribution minimizes the output entropy of the
thinning among all the input probability distributions with a
given entropy, without the ad hoc ULC constraint.
Theorem 1 constitutes a strong evidence for the validity
of the conjecture in the multimode scenario, whose proof
could exploit a multimode generalization of the isoperimetric
inequality (III.1). The multimode generalization of Theorem
1 is necessary for the proof of the converse theorems for
the achievable rates in two communication scenarios. The
first is the triple trade-off coding for simultaneous classical
and quantum communication and entanglement sharing, or
simultaneous public and private communication and secret key
distribution through the Gaussian quantum-limited attenuator
[20], [21], [33]. The second is the transmission of classical
information to two receivers through the Gaussian degraded
quantum broadcast channel [16], [17]. The multimode gener-
alization of Theorem 1 would imply the optimality of Gaussian
encodings in both scenarios.
The paper is structured as follows. In Section II we define
the Gaussian quantum attenuator and state the main result
(Theorem 1). Section III presents the isoperimetric inequality
(Theorem 2). Theorem 1 is proved in Section IV. Section V
discusses the relation with the Gaussian degraded broadcast
channel. Section VI links the Theorems 1 and 2 to the thinning
operation, and the conclusions are in Section VII. Finally,
Appendix A contains the proof of some auxiliary lemmas.
II. SETUP AND MAIN RESULT
We consider the Hilbert space of one harmonic oscillator, or
one mode of electromagnetic radiation. Its ladder operator aˆ
satisfies the canonical commutation relation
[
aˆ, aˆ†
]
= Iˆ, and
its Hamiltonian Nˆ = aˆ†aˆ counts the number of excitations, or
photons. The state annihilated by aˆ is the vacuum |0〉, from
which the Fock states are built:
|n〉 =
(
aˆ†
)n
√
n!
|0〉 , 〈m|n〉 = δmn , Nˆ |n〉 = n|n〉 . (II.1)
The quantum-limited attenuator Φλ of transmissivity 0 ≤
λ ≤ 1 mixes the input state ρˆ with the vacuum state of
an ancillary quantum system B through a beamsplitter of
transmissivity λ. The beamsplitter is implemented by the
unitary operator
Uˆλ = exp
((
aˆ†bˆ− aˆ bˆ†
)
arccos
√
λ
)
, (II.2)
that satisfies
Uˆ †λ aˆ Uˆλ =
√
λ aˆ+
√
1− λ bˆ , (II.3)
where bˆ is the ladder operator of the ancilla system B (see
Section 1.4.2 of [34]). We then have
Φλ (ρˆ) = TrB
[
Uˆλ (ρˆ⊗ |0〉B〈0|) Uˆ †λ
]
. (II.4)
For input states diagonal in the Fock basis (II.1), i.e. with
definite photon number, Φλ lets each photon be transmitted
with probability λ and reflected or absorbed with probability
1 − λ (see Section VI), hence the name “quantum-limited
attenuator”.
The Gaussian thermal state with average energy E ≥ 0 is
ωˆE =
∞∑
n=0
1
E + 1
(
E
E + 1
)n
|n〉〈n| , Tr
[
Nˆ ωˆE
]
= E ,
(II.5)
with von Neumann entropy
S (ωˆE) = (E + 1) ln (E + 1)− E lnE := g(E) , (II.6)
and corresponds to a geometric probability distribution of the
energy. The quantum-limited attenuator sends thermal states
into themselves, i.e. Φλ (ωˆE) = ωˆλE , hence
S (Φλ (ωˆE)) = g(λE) = g
(
λ g−1 (S (ωˆE))
)
. (II.7)
Our main result is:
Theorem 1. Gaussian thermal input states (II.5) minimize the
output entropy of the quantum-limited attenuator among all
the input states with a given entropy, i.e. for any input state
ρˆ and any 0 ≤ λ ≤ 1
S (Φλ (ρˆ)) ≥ g
(
λ g−1 (S (ρˆ))
)
. (II.8)
III. ISOPERIMETRIC INEQUALITY
The main step to prove Theorem 1 is the proof of its
infinitesimal version. It states that Gaussian states minimize
the derivative of the output entropy of the quantum-limited
attenuator with respect to the attenuation parameter for fixed
entropy:
Theorem 2 (Isoperimetric inequality). For any quantum state
ρˆ with finite support
d
dt
S (Φe−t (ρˆ))
∣∣∣∣
t=0
:= −F (ρˆ) ≥ f (S (ρˆ)) , (III.1)
where
f(S) := −g−1(S) g′ (g−1(S)) . (III.2)
Proof: The starting point of the proof is the recent result
of Ref. [26], that links the constrained minimum output entropy
conjecture to the notions of passive states. The passive states of
a quantum system [35]–[40] minimize the average energy for
a given spectrum. They are diagonal in the energy eigenbasis,
and their eigenvalues decrease as the energy increases. The
passive rearrangement ρˆ↓ of a quantum state ρˆ is the only
passive state with the same spectrum of ρˆ. The result is the
following:
Theorem 3. The passive rearrangement of the input does not
increase the output entropy, i.e. for any quantum state ρˆ and
any 0 ≤ λ ≤ 1
S (Φλ (ρˆ)) ≥ S
(
Φλ
(
ρˆ↓
))
. (III.3)
Proof: Follows from Theorem 34 and Remark 20 of [26].
In the following, we will show that this result reduces the
proof to the set of passive states. On this set, we will use the
Karush-Kuhn-Tucker (KKT) necessary conditions [41] for the
3maximization of the right-hand side of (III.1) for fixed entropy,
and prove that in the limit of infinite support the maximizer
tends to a thermal Gaussian state.
Let us fix S (ρˆ) = S.
If S = 0, from the positivity of the entropy we have for any
quantum state −F (ρˆ) ≥ 0 = f(0), and the inequality (III.1)
is proven.
We can then suppose S > 0. Taking the derivative of (III.3)
with respect to t for t = 0 we get
F (ρˆ) ≤ F (ρˆ↓) , (III.4)
hence it is sufficient to prove Theorem 2 for passive states with
finite support.
Let us fix N ∈ N, and consider a quantum state ρˆ with
entropy S of the form
ρˆ =
N∑
n=0
pn |n〉〈n| . (III.5)
Let DN be the set of decreasing probability distributions
on {0, . . . , N} with Shannon entropy S. We recall that the
Shannon entropy of p coincides with the von Neumann entropy
of ρˆ. The state in (III.5) is passive if p ∈ DN .
Lemma 4. DN is compact.
Proof: The set of decreasing probability distributions on
{0, . . . , N} is a closed bounded subset of RN+1, hence it is
compact. The Shannon entropy H is continuous on this set.
DN is the counterimage of the point S, hence it is closed.
Since DN is contained in a compact set, it is compact, too.
Definition 5 (Connected support). A probability distribution
p on {0, . . . , N} has connected support iff pn > 0 for n =
0, . . . , N ′, and pN ′+1 = . . . = pN = 0, where 0 ≤ N ′ ≤ N
can depend on p (N ′ = N means pn > 0 for any n). We call
PN the set of probability distributions on {0, . . . , N} with
connected support and Shannon entropy S.
We relax the passivity hypothesis, and consider all the states
as in (III.5) with p ∈ PN . We notice that any decreasing p
has connected support, i.e. DN ⊂ PN .
From Equations (VIII.5), (VIII.6) and Theorem 56 of Ref.
[26], we have for any t ≥ 0
Φe−t (ρˆ) =
N∑
n=0
pn(t) |n〉〈n| , (III.6)
where
pn(t) =
N∑
k=n
(
k
n
)
e−nt
(
1− e−t)k−n pk (III.7)
satisfies p′n(0) = (n+ 1) pn+1 − n pn for n = 0, . . . , N , and
we have set for simplicity pN+1 = 0.
Since pN ′+1 = . . . = pN = 0, from (III.7) we get
pN ′+1(t) = . . . = pN (t) = 0 for any t ≥ 0. We then have
S (Φe−t (ρˆ)) = −
N ′∑
n=0
pn(t) ln pn(t) , (III.8)
and
F (ρˆ) =
N ′∑
n=0
p′n(0) (ln pn + 1) =
N ′∑
n=1
n pn ln
pn−1
pn
. (III.9)
Let FN be the sup of F (p) for p ∈ PN , where with a bit of
abuse of notation we have defined F (p) = F (ρˆ) for any ρˆ as
in (III.5). From (III.4), FN is also the sup of F (p) for p ∈ DN .
From Lemma 4 DN is compact. Since F is continuous on DN ,
the sup is achieved in a point p(N) ∈ DN . This point satisfies
the Karush-Kuhn-Tucker (KKT) necessary conditions [41] for
the maximization of F with the entropy constraint. The proof
then comes from
Lemma 6. There is a subsequence {Nk}k∈N such that
lim
k→∞
FNk = −f(S) . (III.10)
Proof: The point p(N) is the maximum of F for p ∈ PN .
The constraints read
p0, . . . , pN ≥ 0 ,
N∑
n=0
pn = 1 , −
N∑
n=0
pn ln pn = S .
(III.11)
p(N) must then satisfy the associated KKT necessary condi-
tions [41]. We build the functional
F˜ (p) = F (p)− λN
N∑
n=0
pn + µN
N∑
n=0
pn ln pn . (III.12)
Let N ′ be such that
p
(N)
0 ≥ . . . ≥ p(N)N ′ > p(N)N ′+1 = . . . = p(N)N = 0 . (III.13)
Remark 7. We must have N ′ ≥ 1.
Indeed, if N ′ = 0 we must have p(N)0 = 1 and p(N)1 =
. . . = p
(N)
N = 0, hence S = 0, contradicting the hypothesis
S > 0.
The KKT stationarity condition for n = 0, . . . , N ′ reads
∂
∂pn
F˜
∣∣∣∣
p=p(N)
= n ln
p
(N)
n−1
p
(N)
n
− n+ (n+ 1)p
(N)
n+1
p
(N)
n
− λN + µN ln p(N)n + µN = 0 . (III.14)
If N ′ < N , p(N) satisfies the KKT dual feasibility condition
associated to p(N)N ′+1. To avoid the singularity of the logarithm
in 0, we make the variable change
y = −pN ′+1 ln pN ′+1 , pN ′+1 = ψ(y) , (III.15)
where ψ satisfies
ψ (−x lnx) = x ∀ 0 ≤ x ≤ 1
e
. (III.16)
Since ψ(0) = 0, the point pN ′+1 = 0 corresponds to y = 0.
Differentiating (III.16) with respect to x, we get
ψ′ (−x lnx) = − 1
1 + lnx
∀ 0 < x < 1
e
, (III.17)
and taking the limit for x→ 0 we get that ψ′(y) is continuous
in y = 0 with ψ′(0) = 0.
For hypothesis p(N) ∈ PN ′ ⊂ PN ′+1 ⊂ PN . Then, p(N) is
a maximum point for F (p) also if we restrict to p ∈ PN ′+1.
4We can then consider the restriction of the functional F˜ on
PN ′+1:
F˜ (p) =
N ′∑
n=1
n pn ln
pn−1
pn
+ (N ′ + 1)ψ(y) ln pN ′
+ (N ′ + 1) y − λN
N ′∑
n=0
pn − λN ψ(y)
+ µN
N ′∑
n=0
pn ln pn − µN y . (III.18)
The KKT dual feasibility condition is then
∂
∂y
F˜
∣∣∣∣
p=p(N)
= N ′ + 1− µN ≤ 0 , (III.19)
where we have used that ψ′(0) = 0.
We define for n = 0, . . . , N ′
z(N)n =
p
(N)
n+1
p
(N)
n
. (III.20)
Condition (III.13) implies
0 < z(N)n ≤ 1 ∀ n = 0, . . . , N ′ − 1 , z(N)N ′ = 0 .
(III.21)
From Remark 7 N ′ ≥ 1, hence z(N)0 > 0.
Taking the difference of (III.14) for two consecutive values
of n we get for n = 0, . . . , N ′ − 1
(n+ 2) z
(N)
n+1 =(n+ 2) z
(N)
n + 1− z(N)n
+ (1− µN ) ln z(N)n + n ln
z
(N)
n
z
(N)
n−1
. (III.22)
Lemma 8. We must have
1− µN ≥ z
(N)
0 − 1
ln z
(N)
0
≥ 0 . (III.23)
Moreover, z(N)n is decreasing in n and N ′ = N , i.e.
1 ≥ z(N)0 ≥ . . . ≥ z(N)N−1 > z(N)N = 0 . (III.24)
Proof: Let us suppose 1 − µN <
(
z
(N)
0 − 1
)/
ln z
(N)
0 .
We will prove by induction on n that the sequence z(N)n is
increasing in n. The inductive hypothesis is 0 < z(N)0 ≤ . . . ≤
z
(N)
n ≤ 1, true for n = 0. Since the function (z − 1)/ ln z is
strictly increasing for 0 ≤ z ≤ 1, we have
1− µN < z
(N)
0 − 1
ln z
(N)
0
≤ z
(N)
n − 1
ln z
(N)
n
, (III.25)
and hence (1− µN ) ln z(N)n ≥ z(N)n − 1. Since z(N)n−1 ≤ z(N)n ,
from (III.22) we have
(n+ 2)
(
z
(N)
n+1 − z(N)n
)
= 1− z(N)n + (1− µN ) ln z(N)n
+n ln
z
(N)
n
z
(N)
n−1
≥ 0 , (III.26)
and hence z(N)n+1 ≥ z(N)n . However, this is in contradiction with
the hypothesis z(N)N ′ = 0.
We must then have 1−µN ≤
(
z
(N)
0 − 1
)/
ln z
(N)
0 . We will
prove by induction on n that the sequence z(N)n is decreasing
in n. The inductive hypothesis is now 1 ≥ z(N)0 ≥ . . . ≥
z
(N)
n > 0, true for n = 0. If n + 1 = N ′, since z(N)N ′ = 0
there is nothing to prove. We can then suppose n + 1 < N ′.
We have
1− µN ≥ z
(N)
0 − 1
ln z
(N)
0
≥ z
(N)
n − 1
ln z
(N)
n
, (III.27)
and hence (1− µN ) ln z(N)n ≤ z(N)n − 1. Since z(N)n−1 ≥ z(N)n ,
from (III.22) we have
(n+ 2)
(
z
(N)
n+1 − z(N)n
)
= 1− z(N)n + (1− µN ) ln z(N)n
+n ln
z
(N)
n
z
(N)
n−1
≤ 0 , (III.28)
and hence z(N)n+1 ≤ z(N)n . Since n + 1 < N ′, we also have
z
(N)
n+1 > 0, and the claim is proven.
From Definition 5 and Remark 7 we have 1 ≤ N ′ ≤ N . Let
us suppose 1 ≤ N ′ < N . Then, the sequence p(N) satisfies
the KKT dual feasibility condition (III.19), and N ′ ≤ µN − 1.
From (III.23) we get µN − 1 ≤ 0, hence N ′ ≤ 0, in
contradiction with N ′ ≥ 1. We must then have N ′ = N .
Lemma 9. We have
lim sup
N→∞
z
(N)
n¯ < 1 , (III.29)
where
n¯ = min
{
n ∈ N : n+ 2 > eS} (III.30)
does not depend on N .
Proof: We recall that z(N)n ≤ 1 for any n and N , hence
lim sup
N→∞
z
(N)
n¯ ≤ 1 . (III.31)
Let us suppose that lim supN→∞ z
(N)
n¯ = 1. Then, there is a
subsequence {Nk}k∈N such that limk→∞ z(Nk)n¯ = 1. Since
z
(N)
n is decreasing in n for any N , we also have
lim
k→∞
z(Nk)n = 1 ∀ n = 0, . . . , n¯ . (III.32)
Let us define for any N the probability distribution q(N) ∈
Dn¯+1 as
q(N)n =
p
(N)
n∑n¯+1
k=0 p
(N)
k
, n = 0, . . . , n¯+ 1 . (III.33)
From (III.32) we get for n = 0, . . . , n¯+ 1
lim
k→∞
q
(Nk)
n
q
(Nk)
0
= lim
k→∞
z
(Nk)
0 . . . z
(Nk)
n−1 = 1 . (III.34)
For any k
n¯+1∑
n=0
q(Nk)n = 1 . (III.35)
5Dividing both members of (III.35) by q(Nk)0 and taking the
limit k → ∞ we get limk→∞ q(Nk)0 = 1/ (n¯+ 2), hence
limk→∞ q
(Nk)
n = 1/ (n¯+ 2) for n = 0, . . . , n¯+ 1, and
lim
k→∞
H
(
q(Nk)
)
= ln (n¯+ 2) > S . (III.36)
However, from Lemma 25 we have H (q(N)) ≤ H (p(N)) =
S.
Corollary 10. There exists 0 ≤ z¯ < 1 (that does not depend
on N ) such that z(N)n¯ ≤ z¯ for any N ≥ n¯.
Lemma 11. The sequence {µN}N∈N is bounded.
Proof: An upper bound for µN is provided by (III.23).
Let us then prove a lower bound.
For any N ≥ n¯+ 1 we must have z(N)n¯+1 ≥ 0. The recursive
equation (III.22) for n = n¯ gives
0 ≤ (n¯+ 2) z(N)n¯+1
= (n¯+ 1) z
(N)
n¯ + 1 + (1− µN ) ln z(N)n¯ + n¯ ln
z
(N)
n¯
z
(N)
n¯−1
.
(III.37)
Since z(N)n is decreasing in n, we have z(N)n¯ ≤ z(N)n¯−1. Recalling
from (III.23) that 1 − µN ≥ 0, and from Corollary 10 that
z
(N)
n¯ ≤ z¯ < 1, (III.37) implies
0 ≤ (n¯+ 1) z(N)n¯ + 1 + (1− µN ) ln z(N)n¯
≤ (n¯+ 1) z¯ + 1 + (1− µN ) ln z¯ , (III.38)
hence 1− µN ≤ − ((n¯+ 1) z¯ + 1)/ ln z¯ <∞.
The sequence {µN}N∈N has then a converging subsequence
{µNk}k∈N with limk→∞ µNk = µ.
Since the sequences
{
z
(N)
0
}
N∈N
and
{
p
(N)
0
}
N∈N
are con-
strained between 0 and 1, we can also assume
lim
k→∞
z
(Nk)
0 = z0 , lim
k→∞
p
(Nk)
0 = p0 . (III.39)
Taking the limit of (III.23) we get
1− µ ≥ z0 − 1
ln z0
≥ 0 . (III.40)
Lemma 12. limk→∞ z(Nk)n = zn for any n ∈ N, where the zn
are either all 0 or all strictly positive, and in the latter case
they satisfy for any n in N the recursive relation (III.22) with
µN replaced by µ:
(n+ 2) zn+1 = (n+ 2) zn + 1− zn + (1− µ) ln zn
+n ln
zn
zn−1
. (III.41)
Proof: If z0 = 0, since z(N)n is decreasing in n we have
for any n in N
lim sup
k→∞
z(Nk)n ≤ lim sup
k→∞
z
(Nk)
0 = z0 = 0 , (III.42)
hence limk→∞ z(Nk)n = 0.
Let us now suppose z0 > 0, and proceed by induction on
n. From the inductive hypothesis, we can suppose
z0 = lim
k→∞
z
(Nk)
0 ≥ . . . ≥ lim
k→∞
z(Nk)n = zn > 0 . (III.43)
Then, taking the limit in (III.22) we get
zn+1 = lim
k→∞
z
(Nk)
n+1
= zn +
1− zn + (1− µ) ln zn + n ln znzn−1
n+ 2
. (III.44)
If zn+1 > 0, the claim is proven. Let us then suppose zn+1 =
0. From (III.22) we get then
0 ≤ lim
k→∞
z
(Nk)
n+2 =
1 + (n+ 2− µ) ln 0− (n+ 1) ln zn
n+ 3
,
(III.45)
that implies µ ≥ n+ 2 ≥ 2. However, (III.40) implies µ ≤ 1.
Lemma 13. There exists 0 ≤ z < 1 such that zn =
limk→∞ z
(Nk)
n = z for any n ∈ N.
Proof: If z0 = 0, Lemma 12 implies the claim with z = 0.
Let us then suppose z0 > 0.
If z0 = 1, we can prove by induction on n that zn = 1 for
any n ∈ N. The claim is true for n = 0. From the inductive
hypothesis we can suppose z0 = . . . = zn = 1. The relation
(III.41) implies then zn+1 = 1.
However, from Lemma 12 and Corollary 10 we must have
zn¯ = limk→∞ z
(Nk)
n¯ ≤ z¯ < 1. Then, it must be 0 < z0 < 1.
Since the sequence
{
z
(N)
n
}
n∈N
is decreasing for any N ,
also the sequence {zn}n∈N is decreasing. Since it is also
positive, it has a limit limn→∞ zn = infn∈N zn = z, that
satisfies 0 ≤ z ≤ z0 < 1. Since zn ≤ zn−1 ≤ z0 < 1, (III.41)
implies
(n+ 2) (zn − zn+1) + 1− zn + (1− µ) ln zn ≥ 0 , (III.46)
hence
1− µ ≤ (n+ 2) (zn − zn+1)− ln zn +
zn − 1
ln zn
. (III.47)
The sequence {zn − zn+1}n∈N is positive and satisfies
∞∑
n=0
(zn − zn+1) = z0 − z <∞ . (III.48)
Then, from Lemma 26 lim infn→∞ (n+ 2) (zn − zn+1) = 0,
and since − ln zn ≥ − ln z0 > 0, also
lim inf
n→∞
(n+ 2) (zn − zn+1)
− ln zn = 0 . (III.49)
Then, taking the lim inf of (III.47) for n → ∞ we get 1 −
µ ≤ (z − 1)/ ln z. Combining with (III.40) and recalling that
z ≤ z0 we get
z − 1
ln z
≤ z0 − 1
ln z0
≤ 1− µ ≤ z − 1
ln z
, (III.50)
that implies z = z0. Since zn is decreasing and z = infn∈N zn,
we have z0 = z ≤ zn ≤ z0 for any n, hence zn = z.
Lemma 14. limk→∞ p(Nk)n = p0 zn for any n ∈ N.
Proof: The claim is true for n = 0. The inductive
hypothesis is limk→∞ p(Nk)n′ = p0 zn
′ for n′ = 0, . . . , n. We
then have limk→∞ p(Nk)n+1 = limk→∞ p
(Nk)
n z
(Nk)
n = p0 z
n+1
,
where we have used the inductive hypothesis and Lemma 13.
6Lemma 15. p0 = 1 − z, hence limk→∞ p(Nk)n = (1− z) zn
for any n ∈ N.
Proof: We have ∑Nn=0 p(N)n = 1 for any N ∈ N.
Moreover, since z(N)n is decreasing in n, we also have
p(N)n = p
(N)
0 z
(N)
0 . . . z
(N)
n−1 ≤ p(N)0
(
z
(N)
0
)n
. (III.51)
Since limk→∞ z(Nk)0 = z < 1, for sufficiently large k we have
z
(Nk)
0 ≤ (1 + z) /2, and since p(N)0 ≤ 1,
p(Nk)n ≤
(
1 + z
2
)n
. (III.52)
The sums
∑Nk
n=0 p
(Nk)
n are then dominated for any k ∈ N
by
∑∞
n=0
(
1+z
2
)n
<∞, and from the dominated convergence
theorem we have
1 = lim
k→∞
Nk∑
n=0
p(Nk)n =
∞∑
n=0
lim
k→∞
p(Nk)n = p0
∞∑
n=0
zn
=
p0
1− z , (III.53)
where we have used Lemma 14.
Lemma 16. z = g−1(S)
/(
g−1(S) + 1
)
.
Proof: The function −x lnx is increasing for 0 ≤ x ≤
1/e. Let us choose n0 such that ( (1 + z)/ 2)n0 ≤ 1/e. Recall-
ing (III.52), the sums −∑Nkn=n0 p(Nk)n ln p(Nk)n are dominated
for any k ∈ N by −∑∞n=n0 n ( 1+z2 )n ln 1+z2 <∞. For any N
we have S = −∑Nn=0 p(N)n ln p(N)n . Then, from the dominated
convergence theorem and Lemma 15 we have
S = −
∞∑
n=0
lim
k→∞
p(Nk)n ln p
(Nk)
n
= −
∞∑
n=0
(1− z) zn (ln (1− z) + n ln z) = g
(
z
1− z
)
,
(III.54)
where we have used the definition of g (II.6). Finally, the claim
follows solving (III.54) with respect to z.
It is convenient to rewrite FNk = F
(
p(Nk)
)
as
FNk = −
Nk−1∑
n=0
(n+ 1) p(Nk)n z
(Nk)
n ln z
(Nk)
n . (III.55)
Since z(Nk)n ≤ 1, each term of the sum is positive. Since
−x lnx ≤ 1/e for 0 ≤ x ≤ 1, and recalling (III.52), the
sum is dominated by
∑∞
n=0
n+1
e
(
1+z
2
)n
< ∞. We then have
from the dominated convergence theorem, recalling Lemmas
15 and 13,
lim
k→∞
FNk = −
∞∑
n=0
(n+ 1) lim
k→∞
p(Nk)n z
(Nk)
n ln z
(Nk)
n =
= −
∞∑
n=0
(n+ 1) (1− z) zn+1 ln z = z ln z
z − 1 =
= g−1(S) ln
(
1 +
1
g−1(S)
)
= −f(S) , (III.56)
where we have used Lemma 16 and the definitions of f (III.2)
and g (II.6).
Then, since DN ⊂ DN+1 for any N , FN is increasing in
N , and for any p ∈ PN
F (p) ≤ FN ≤ sup
N∈N
FN = lim
N→∞
FN = lim
k→∞
FNk = −f(S).
(III.57)
IV. PROOF OF THEOREM 1
The idea for the proof is integrating the infinitesimal version
(III.1).
From Theorem 3, it is sufficient to prove Theorem 1 for
passive states, i.e. states of the form
ρˆ =
∞∑
n=0
pn |n〉〈n| , p0 ≥ p1 ≥ . . . ≥ 0 . (IV.1)
Lemma 17. If Theorem 1 holds for any passive state with
finite support, then it holds for any passive state.
Proof: Let ρˆ be a passive state. If S (Φλ (ρˆ)) = ∞, there
is nothing to prove. We can then suppose S (Φλ (ρˆ)) <∞.
We can associate to ρˆ the probability distribution p on N
such that
ρˆ =
∞∑
n=0
pn |n〉〈n| , (IV.2)
satisfying −∑∞n=0 pn ln pn = S (ρˆ). Let us define for any
N ∈ N the quantum state
ρˆN =
N∑
n=0
pn
sN
|n〉〈n| , (IV.3)
where sN =
∑N
n=0 pn. We have
‖ρˆN − ρˆ‖1 =
1− sN
sN
N∑
n=0
pn +
∞∑
n=N+1
pn , (IV.4)
where ‖·‖1 denotes the trace norm [10], [11]. Since
lim
N→∞
sN = 1 ,
∞∑
n=0
pn = 1 , (IV.5)
we have limN→∞ ‖ρˆN − ρˆ‖1 = 0. Since Φλ is continuous in
the trace norm, we also have
lim
N→∞
‖Φλ (ρˆN )− Φλ (ρˆ)‖1 = 0 . (IV.6)
Moreover,
lim
N→∞
S (ρˆN ) = lim
N→∞
(
ln sN −
N∑
n=0
pn
sN
ln pn
)
= S (ρˆ) .
(IV.7)
Notice that (IV.7) holds also if S (ρˆ) =∞.
Let us now define the probability distribution q on N as
Φλ (ρˆ) =
∞∑
n=0
qn |n〉〈n| , (IV.8)
satisfying
S (Φλ (ρˆ)) = −
∞∑
n=0
qn ln qn . (IV.9)
7From [42], Section IV.B, or [26], Equation (II.12), the channel
Φλ sends the set of states supported on the span of the first
N + 1 Fock states into itself. Then, for any N ∈ N there is a
probability distribution q(N) on {0, . . . , N} such that
Φλ (ρˆN ) =
N∑
n=0
q(N)n |n〉〈n| . (IV.10)
From (IV.6) we get for any n ∈ N
lim
N→∞
q(N)n = qn . (IV.11)
Since Φλ is trace preserving, we have
∑∞
n=0 qn = 1, hence
limn→∞ qn = 0. Then, there is n0 ∈ N (that does not depend
on N ) such that for any n ≥ n0 we have qn ≤ p0/e.
Since sN ρˆN ≤ ρˆ and the channel Φλ is positive, we have
sN Φλ (ρˆN) ≤ Φλ (ρˆ). Then, for any n ≥ n0
q(N)n ≤
qn
sN
≤ qn
p0
≤ 1
e
, (IV.12)
where we have used that sN ≥ p0 > 0. Since the function
−x lnx is increasing for 0 ≤ x ≤ 1/e, the sums
−
N∑
n=n0
q(N)n ln q
(N)
n (IV.13)
are dominated by
∞∑
n=n0
qn ln p0 − qn ln qn
p0
≤ ln p0 + S (Φλ (ρˆ))
p0
<∞ ,
(IV.14)
where we have used (IV.9). Then, from the dominated conver-
gence theorem we have
lim
N→∞
S (Φλ (ρˆN )) = − lim
N→∞
N∑
n=0
q(N)n ln q
(N)
n
= −
∞∑
n=0
lim
N→∞
q(N)n ln q
(N)
n
= S (Φλ (ρˆ)) , (IV.15)
where we have also used (IV.11).
If Theorem 1 holds for passive states with finite support, for
any N in N we have
S (Φλ (ρˆN )) ≥ g
(
λ g−1 (S (ρˆN ))
)
. (IV.16)
Then, the claim follows taking the limit N →∞.
From Lemma 17, we can suppose ρˆ to be a passive state
with finite support.
Lemma 18. The quantum-limited attenuator Φλ satisfies the
composition rule Φλ ◦ Φλ′ = Φλλ′ .
Proof: Follows from Lemma 13 of [26].
The function g(x) defined in (II.6) is differentiable for x >
0, and continuous and strictly increasing for x ≥ 0, and its
image is the whole interval [0, ∞). Then, its inverse g−1(S) is
defined for any S ≥ 0, it is continuous and strictly increasing
for S ≥ 0, and differentiable for S > 0. We define for any
t ≥ 0 the functions
φ(t) = S (Φe−t (ρˆ)) , φ0(t) = g
(
e−t g−1 (S (ρˆ))
)
.
(IV.17)
It is easy to show that
φ(0) = φ0(0) , (IV.18)
and
d
dt
φ0(t) = f (φ0(t)) , (IV.19)
where f is defined by (III.2).
Lemma 19. f is differentiable for any S ≥ 0.
Proof: We have
f ′(S) =
1
(1 + g−1(S)) ln
(
1 + 1
g−1(S)
) − 1 , (IV.20)
hence limS→0 f ′(S) = −1.
Since the quantum-limited attenuator sends the set of pas-
sive states with finite support into itself (see Equation (II.12)
of [26]), we can replace ρˆ→ Φe−t (ρˆ) in equation (III.1), and
from Theorem 2 and Lemma 18 we get
d
dt
φ(t) ≥ f (φ(t)) . (IV.21)
The claim then follows from
Theorem 20 (Comparison theorem for first-order ordinary
differential equations). Let φ, φ0 : [0,∞) → [0,∞) be
differentiable functions satisfying (IV.18), (IV.19) and (IV.21)
with f : [0,∞) → R differentiable. Then, φ(t) ≥ φ0(t) for
any t ≥ 0.
Proof: See e.g. Theorem 2.2.2 of [43].
V. RELATION WITH THE DEGRADED GAUSSIAN
BROADCAST CHANNEL
The quantum degraded Gaussian broadcast channel [16],
[17] maps a state ρˆA of the quantum system A to a state
ρˆA′B′ of the joint quantum system A′B′ with
ρˆA′B′ = Uˆλ (ρˆA ⊗ |0〉B〈0|) Uˆ †λ , (V.1)
where Uˆλ is the unitary operator defined in (II.2), and 1/2 ≤
λ ≤ 1. It can be understood as follows. A encodes the
information into the state of the electromagnetic radiation ρˆA,
and sends it through a beamsplitter of transmissivity λ. A′ and
B′ receive the transmitted and the reflected part of the signal,
respectively, whose joint state is ρˆA′B′ .
The rate pair (RA′ , RB′) is achievable if for any n ∈ N A
can send to A′ and B′ with n uses of the channel any couple
of messages chosen from sets I(n)A′ and I
(n)
B′ with∣∣∣I(n)A′ ∣∣∣ ≥ enRA′ , ∣∣∣I(n)B′ ∣∣∣ ≥ enRB′ (V.2)
with vanishing maximum error probability in the limit n→∞
(see [44], Section II, and [17], Sections II and III; see also
[45], Definition 1). The closure of the set of the achievable
rate pairs constitutes the capacity region of the channel.
8Let E > 0 be the maximum average energy per copy of the
input states. Ref. [17] first proves in Section IV that super-
position coding allows to achieve with the quantum degraded
Gaussian broadcast channel (V.1) any rate pair (RA′ , RB′)
satisfying
RA′ ≤ g (λβ E) , (V.3)
RB′ ≤ g ((1− λ)E)− g ((1− λ)β E) (V.4)
for some 0 ≤ β ≤ 1. For the converse, Ref. [17] proves
an outer bound for the achievable rate pairs in Eqs. (22)
and (23). Any achievable rate pair (RA′ , RB′) must satisfy
the following property. For any n ∈ N there must exist an
ensemble of encoding pure states
{
p
(n)
i q
(n)
j , ρˆ
A(n)
ij
}
on n
copies of the quantum system A such that
nRA′ ≤
∑
j
q
(n)
j
(
S
(
ρˆ
A′(n)
j
)
−
∑
i
p
(n)
i S
(
ρˆ
A′(n)
ij
))
+ n ǫ′′n , (V.5)
nRB′ ≤ S
(
ρˆ
(n)
B′
)
−
∑
j
q
(n)
j S
(
ρˆ
B′(n)
j
)
+ n ǫ′n , (V.6)
where ǫ′n, ǫ′′n → 0 for n→∞, and
ρˆ
A′B′(n)
ij = Uˆ
⊗n
λ
(
ρˆ
A(n)
ij ⊗ (|0〉B〈0|)⊗n
)
Uˆ †⊗nλ , (V.7)
ρˆ
B′(n)
j =
∑
i
p
(n)
i ρˆ
B′(n)
ij , (V.8)
ρˆ
(n)
B′ =
∑
j
q
(n)
j ρˆ
B′(n)
j . (V.9)
Using the outer bounds (V.5), (V.6) and assuming the multi-
mode version of the inequality (II.8), Ref. [17] proves that any
achievable rate pair (RA′ , RB′) must satisfy (V.3) and (V.4)
for some 0 ≤ β ≤ 1. Eqs. (V.3) and (V.4) then describe the
capacity region of the quantum degraded Gaussian broadcast
channel.
One may ask whether the one-mode inequality (II.8) implies
the outer bounds (V.3), (V.4) in the setting where the sender
A cannot entangle the input state among successive uses of
the channel, i.e. when the pure states ρˆA(n)ij are product states.
This would be the case if the bounds (V.5), (V.6) were additive,
i.e. if they did not require the regularization over n. In this
case determining them for n = 1 would be sufficient. The
answer is negative. Indeed, the subadditivity of the entropy
for the terms S
(
ρˆ
B′(n)
j
)
in (V.6) goes in the wrong direction.
Additivity would hold if ρˆB
′(n)
j were product states, but from
(V.8) in general this is not the case.
VI. THE THINNING
The thinning [27] is the map acting on classical probability
distributions on the set of natural numbers that is the discrete
analogue of the continuous rescaling operation on positive real
numbers.
Definition 21 (Thinning). Let N be a random variable with
values in N. The thinning with parameter 0 ≤ λ ≤ 1 is defined
as
Tλ(N) =
N∑
i=1
Bi , (VI.1)
where the {Bn}n∈N+ are independent Bernoulli variables with
parameter λ, i.e. each Bi is one with probability λ, and zero
with probability 1− λ.
From a physical point of view, the thinning can be under-
stood as follows: each incoming photon has probability λ of
being transmitted, and 1 − λ of being reflected or absorbed.
Let N be the random variable associated to the number of
incoming photons, and {pn}n∈N its probability distribution,
i.e. pn is the probability that N = n (i.e. that n photons are
sent). Then, Tλ(p) is the probability distribution of the number
of transmitted photons. It is easy to show that
[Tλ(p)]n =
∞∑
k=0
rn|k pk , (VI.2)
where the transition probabilities rn|k are given by
rn|k =
(
k
n
)
λn(1− λ)k−n , (VI.3)
and vanish for k < n.
The thinning coincides with the restriction of the attenuator
to input states diagonal in the Fock basis:
Theorem 22. Let Φλ and Tλ be the quantum-limited attenu-
ator and the thinning of parameter 0 ≤ λ ≤ 1, respectively.
Then for any probability distribution p on N
Φλ
(
∞∑
n=0
pn |n〉〈n|
)
=
∞∑
n=0
[Tλ(p)]n |n〉〈n| . (VI.4)
Proof: See Theorem 56 of [26].
Thanks to Theorem 22, our main results Theorems 1 and 2
apply also to the thinning:
Theorem 23. Geometric input probability distributions mini-
mize the output Shannon entropy of the thinning for fixed input
entropy, i.e. for any probability distribution p on N and any
0 ≤ λ ≤ 1 we have
H (Tλ(p)) ≥ g
(
λ g−1 (H(p))
)
, (VI.5)
where g has been defined in (II.6).
Theorem 24. For any probability distribution p on N
d
dt
H (Te−t(p))
∣∣∣∣
t=0
≥ f (H(p)) , (VI.6)
where f has been defined in (III.2).
VII. CONCLUSION
We have proved that Gaussian thermal input states minimize
the output von Neumann entropy of the Gaussian quantum-
limited attenuator for fixed input entropy (Theorem 1). The
proof is based on a new isoperimetric inequality (Theorem
92). Theorem 1 implies that geometric input probability distri-
butions minimize the output Shannon entropy of the thinning
for fixed input entropy (Theorem 23). Its multimode extension
would permit to determine both the triple trade-off region of
the Gaussian quantum-limited attenuator [20], [21], [33] and
the classical capacity region of the Gaussian quantum degraded
broadcast channel [16], [17]. The proof of Theorem 1 for
the multimode attenuator would follow from the multimode
generalization of the isoperimetric inequality (III.1). However,
our proof of (III.1) relies on the majorization result of Ref.
[26], that does not hold for the multimode attenuator (see [46],
Section IV.A).
APPENDIX A
AUXILIARY LEMMAS
Lemma 25. Let us choose a probability distribution p ∈ DN ,
fix 0 ≤ N ′ ≤ N , and define the probability distribution q ∈
DN ′ as
qn =
pn∑N ′
k=0 pk
, n = 0, . . . , N ′ . (A.1)
Then, H(q) ≤ H(p).
Proof: We have for n = 0, . . . , N ′
n∑
k=0
qk =
∑n
k=0 pk∑N ′
l=0 pl
≥
n∑
k=0
pk , (A.2)
Then, q majorizes p and the claim follows from Remark 20 of
[26].
Lemma 26. Let {xn}n∈N be a positive sequence with finite
sum. Then lim infn→∞ nxn = 0.
Proof: Let us suppose lim infn→∞ nxn = c > 0. Then,
there exists n0 ∈ N such that nxn ≥ c/2 for any n ≥ n0.
Then,
∞∑
n=0
xn ≥
∞∑
n=n0
c
2n
=∞ , (A.3)
contradicting the hypothesis.
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