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ABSTRACT A novel theoretical framework for analyzing dendritic transients is introduced. This approach, called the method
of moments, is an extension of Rall's cable theory for dendrites. It provides analytic investigation of voltage attenuation, signal
delay, and synchronization problems in passive dendritic trees. In this method, the various moments of a transient signal are
used to characterize the properties of the transient. The strength of the signal is measured by the time integral of the signal,
its characteristic time is determined by its centroid ("center of gravity"), and the width of the signal is determined by a measure
similar to the standard deviation in probability theory. Using these signal properties, the method of moments provides
theorems, expressions, and efficient algorithms for analyzing the voltage response in arbitrary passive trees. The method
yields new insights into spatiotemporal integration, coincidence detection mechanisms, and the properties of local interac-
tions between synaptic inputs in dendritic trees. The method can also be used for matching dendritic neuron models to
experimental data and for the analysis of synaptic inputs recorded experimentally.
GLOSSARY
t time (s)
x, y, z points in a passive structure
V(x, t) transmembrane voltage at point x relative to resting
potential (V)
I(x, t) input current density applied at point x (A/cm)
Rm specific membrane resistivity (flQcm2)
Ri specific axial resistivity (fQcm)
Cm specific membrane capacitance (F/cm2)
rm membrane resistance of a unit length of a cylinder (fQ-cm)
ri axial resistance per unit length of a cylinder (fl/cm)
A space constant of a cylinder (cm)
T time constant of a passive membrane (s)
X electrotonic distance along a cylinder
L electrotonic length of a cylinder
T t/T
Rmo rm/A for a given cylinder (fQ)
At) a transient signal
mf,i ith moment of a transient signal j(t)
(s) Laplace transform of a signal At)
Sf strength of a transient signal At)
?f characteristic time of a transient signalAt) (s)
Wf dispersion of a transient signal At) (s2)
Wf width of a transient signal At) (s)
kf skewness of a transient signal At)
b an arrow above a symbol indicates a directional property
Rin(x) input resistance at point x (fQ)
Gin(x) input conductance at point x (Siemens)
Rtr(Y, x) transfer resistance between points y and x (Ql)
A(y, x) attenuation factor between points y and x
Ar(X) attenuation rate at point x in a given direction (cm-')
Dtr(Y, X) transfer delay between points y and x (s)
Din(x) input delay at point x (s)
PD(y, x) propagation delay between points y and x (s)
@(x) velocity at point x in a given direction (cm/s)
Btr(Y, x) transfer broadening between points y and x (s2)
Receivedfor publication 31 October 1994 and in final form 17 July 1995.
Address reprint requests to Dr. Hagai Agmon-Snir, Mathematical Re-
search Branch, NIDDK, BSA, 9190 Wisconsin Avenue, Suite 350,
Bethesda, MD 20814-3800. Tel.: 301-496-4325; Fax: 301-402-0535;
E-mail: hagai@helix.nih.gov.
i 1995 by the Biophysical Society
0006-3495/95/11/1633/00 $2.00
Bi.(x)
PB(y, x)
Br(X)
i(t)
o(t)
G(t)
H(s)
?i.(X, s)
Gyi.(x, s)
RL(S)
RL
DL
BL
Aeff(X)
Teff(X)
*(x)
input broadening at point x (s2)
propagation broadening between points y and x (s2)
broadening rate at point x in a given direction (s2/cm)
an input signal to a system
an output response of a system
Green's function for a continuous time-invariant linear
system
transfer function of a continuous time-invariant linear
system
input impedance at point x
input admittance at point x
input impedance of a passive dendritic load
input resistance of a passive dendritic load ([Q)
input delay of a passive dendritic load (s)
input broadening of a passive dendritic load (s2)
effective A at point x in a given direction (cm)
effective T at point x (s)
Bin- (Din)2 (s2)
INTRODUCTION
Our present insights regarding the computational function
of single nerve cells are heavily based on Rall's passive
cable theory for dendrites (for reviews, see Rall, 1959,
1977, 1989; Jack et al., 1983; McKenna et al., 1992; Segev,
1992, 1995; Mel, 1994; Segev et al., 1994). The mathemat-
ical methods derived by Rall and extended by others (re-
viewed in Rall, 1977, 1989; Jack et al., 1983; Tuckwell,
1988; and see below) enable one to compute the time course
of the voltage response at any point, V(x,t), to transient
current inputs injected to arbitrary passive trees. One
method is the compartmental modeling approach, which, for
complicated trees, requires time-consuming computer sim-
ulations (Rall, 1964; Segev et al., 1989; Hines, 1989; Rapp
et al., 1994). Other methods are based on analytical evalu-
ation of the Laplace transform of the voltage response and
then numerical reverse-transformation of the result to the
time domain (Butz and Cowan, 1974; Horwitz, 1981; Koch
and Poggio, 1985; Holmes, 1986). An alternative approach
is to express the voltage response as an infinite sum of
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expressions that converges quickly for early times (Abbott
et al., 1991; Cao and Abbott, 1993) or at late times (Major
al., 1993). Another approach is to simplify the geometry of
the tree to an equivalent structure (e.g., Rall, 1962b; Rall
and Rinzel, 1973; Whitehead and Rosenberg, 1993). In
some cases, the voltage response can be expressed in a
straightforward manner and analyzed analytically (Durand,
1984; Kawato, 1984).
Utilizing these methods, realistic models of reconstructed
trees of various types have been built and explored (see
review in Segev, 1992). These models showed the interplay
between dendritic morphology, electrical properties, spatio-
temporal distribution of synapses, and the input-output
properties of neurons. In addition, matching the predictions
of these models to corresponding experimental results (e.g.,
Brown et al., 1981; Fleshman et al., 1988; Clements and
Redman, 1989; Stratford et al., 1989; Rapp et al. 1994;
Major et al., 1994) has yielded estimates for the biophysical
parameters (e.g., specific membrane resistivity, Rm, specific
membrane capacitance, Cm, and cytoplasm resistivity, Ri).
In this paper we suggest an alternative, general approach
for characterizing and analyzing dendritic transients. Rather
than computing the whole time course of the voltage re-
sponse, a few selected properties of the transient current and
voltage response are computed analytically. These proper-
ties are defined using the moments of the transient signal.
As a result, much of the analysis becomes general and
independent of the input shape. The analysis yields mathe-
matical theorems and analytic expressions that govern the
voltage response in an arbitrarily shaped passive dendritic
tree. The most important moments-based properties of a
dendritic transient signal are depicted in Fig. 1 and are
interpreted as the strength of the signal, Sf, its characteristic
time, A, and its width, Wf (or dispersion, W2f Other mea-
sures, e.g., the skewness of the signal, kf, can also be
derived.
Mathematically, the moments-based approach is an ex-
tension of the steady-state passive cable theory to the tran-
sient case. It provides a generalization for the classical
definitions of the space constant (A) and the time constant
(T). These generalized definitions provide new insights into
the rate of attenuation and the velocity of transient signals in
passive structures. These parameters can be further ex-
tended for certain nonlinear cases (in preparation).
The method of moments is a tool for exploring the spatio-
temporal integration properties in dendrites. It may provide
answers and insights for questions as, What is the time delay of
the transient signals in trees with arbitrary branching? How
does this delay depend on the biophysical parameters of the
tree? What is the width of the time window for synaptic
integration or coincidence detection at various dendritic loca-
tions? What is the dendritic domain of the synapses that may
affect a target point in the dendrites? These questions were
explored previously using the classical properties of the volt-
age response: the time to peak, the half-width, and the 10-90%
rise time (Rall, 1967; Rail et al., 1967; Jack and Redman, 1971;
Redman, 1973; Barrett and Cri1, 1974; and review in Rail et
f
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FIGURE 1 Definitions of strength, characteristic time, and width of a
signal. In this figure, a transient signal with a shape of an a-function, i.e.,
At) a t - exp(-at), is depicted. The shaded area under the function is the
signal strength, Sf. The centroid of the signal is the signal characteristic
time, if. Because the signal width, Wuf, is analogous to the standard deviation
in probability theory, 2 - W'f is shown in the graph. As discussed in the text,
the width is useful when comparing two signals. The peak point of the
signal, which is classically used for characterizing the signal, is also shown
as a reference.
al., 1992). The classical properties can be analyzed by numer-
ical methods, the results of which are specific for the param-
eters of the model (input shape, biophysical and geometrical
properties of the dendritic tree). The generality of the method
of moments provides more general answers, in much less
computation time.
The paper starts with moments-based definitions of var-
ious properties of transient signals in dendritic trees. The
method of moments is then introduced and the relationship
between the moments and the Laplace transform is ex-
pressed mathematically. General theorems, analytic expres-
sion, and algorithms for analyzing attenuation, delay, and
broadening of transient signals in arbitrary passive trees are
derived. In the Discussion, the functional interpretation of
the moments-based properties is elaborated. The method of
moments was used for a detailed analysis of dendritic delays
in passive structures in Agmon-Snir and Segev (1993) and
for the analysis of signal width in Agmon-Snir (1994). It
was also used in conjunction with morphoelectrotonic trans-
forms of dendritic trees in Zador et al. (1995).
DEFINITIONS
Except when otherwise specified, all of the models in this
work are for passive dendritic trees with transient current
inputs. The application of the results to nonlinear dendritic
trees and to conductance change inputs is discussed in the
Discussion. In this work, a passive dendritic tree is com-
posed of cylinders and isopotential components (e.g., soma,
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dendritic spine head). Each cylinder obeys the one-dimen-
sional cable equation,
A2 2V(X t)
_Ad(-Va(x,t) (1)
The time constant (T) and the space constant (A) may vary in
different parts of the tree, but all parts have the same resting
potential, which is assumed to be zero. The boundary condi-
tions of each cylinder may be sealed end, leaky end, clamped
to resting potential, or a connection to other segments in the
tree. These assumptions are important to guarantee that the
voltage response (V) to a transient current injection (1) will also
be transient. The results in this work may be applied to other
passive structures, e.g., tapering cables.
Moments
Let f(t) be a transient signal. The ith moment of flt), mf,i
(i = 0, 1, 2, .), is
mf,i- ti*-f(t) dt (2)
J-x
In this work we require that all moments off(t) exist and
that for every i (i = 0, 1, 2, ..),
lim ti'f(t) = 0 (3)
It is easy to see that in practice, all experimental transient
currents meet these requirements. In passive structures, the
voltage response at any point meets these requirements. In
some of the definitions below it is also required that the
zeroth moment of the signals will not be equal to 0. This
requirement is met if the total injected charge is not 0.
Moments-based properties of a transient signal
The properties of a transient signal, f(t), are defined here
using the moments of the signal. The definitions of strength,
characteristic time, and width of a signal are illustrated in
Fig. 1.
The strength of the signal, 4f, is mfo, i.e., the time-integral
of the signal, f 2c,f(t) dt. For current signals, the strength is
the total injected charge.
The characteristic time of the signal, tf, is
tf =-m, =
mg,O Sf()
tf has an interpretation of "center of gravity" (centroid) of
f(t) in the following sense:
|(t- if) *f(t) dt = 0 (5)
J-00
The dispersion of the signal, w2, is
W- (t-tf)2t-dt = mf-tf (6)A~~__ A
j S f Sf
The definition of dispersion is similar to the definition of the
variance in probability theory. It is a measure of the disper-
sion of the signal around the centroid. The width of the
signal, Wf, is defined as the square root of Wf, similar to the
definition of standard deviation in probability theory. It is
another measure of the signal dispersion, with units of time.
The skewness of the signal, kf, is
[Xj (t_)3f(t) mf,33 tf mf,2 +2 tf sfkf- ^)*s dt = A 3
(7)
mf,3 3*tf t f
Sf *Wf Wf Wf
As in probability theory, the skewness is a measure of
asymmetry. It is exactly 0 for symmetrical signals. It is
positive if the signal is skewed to the positive (right) side of
the centroid and it is negative if the signal is skewed to the
negative side of the centroid. The skewness will not be
treated further in this article, but the same methods used
here can also be applied for its analysis. Other shape prop-
erties off(t) can also be defined using moments, simply by
using a higher power in the integral in Eq. 7. For example,
using the power 4, we get the kurtosis of the signal.
Properties of the voltage response and
corresponding definitions
The concept of directional property at a point
Some of the properties defined in this article are attributes
of a point in a structure. Gin(y), the input conductance at
point y in a passive structure, is an example of such a
property. Some other properties are attributes of a point in
a structure and a given direction from it. Such properties are
called here directional properties, and they are denoted by
an arrow above their symbol (these properties are not vec-
tors!). If we consider, for example, a branch point y in a
dendritic structure, there are three directions for current
flow from this point. For every such direction, the direc-
tional input conductance, denoted by Gin(y), is defined as
the input conductance of the structure in this direction
(when the other structures are substituted by sealed ends).
The mathematical relation between Gin(y) at the branch
point and the directional input conductances is Gn(y) =
Gin1(Y) + Gin,2(y) + Gin3(y), where Ginj(y), Gin,2(Y)
Ginj(y) are the various directional input conductances at
point y. In the case of a soma coupled to a cylinder, there are
two directional input conductances at the soma point: one is the
input conductance of the soma alone and the second is the
input conductance of the cylinder at the connection point.
fAgmon-Snir 1635
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Another example of a directional property is the directional
space constant A. At a branch point there are three directional
space constants, which are the space constants of the three
cylindrical segments that are connected to this point. In the
case of a soma connected to a dendritic tree, there is only one
directional space constant at the soma point.
Resistance and signal attenuation
Classically, the input resistance, transfer resistance, attenu-
ation factor, and attenuation rate are defined for the steady-
state case, using the steady-state values of the injected
current and the voltage response. For the transient case,
analogous definitions, using the strengths of the signals
instead of the steady-state values, can be used. In passive
structures, these analogous definitions for the transient case
have the same values as the corresponding definitions for
the steady-state case (Rinzel and Rall, 1974; see Strength,
Resistance, and Attenuation for Transient Signals, below).
Hence, when a transient current input is injected at point y
in a tree, the input resistance at this point, Rjn(y), is the ratio
between the strength of the transient voltage response at
point y, sV(y), and the strength of the current input, S'(y).
Transfer resistance, Rtr(y, x), is the ratio between the
strength of the transient voltage response at a given location
in the structure (x) and the strength of the current input at
the injection point (y). If the current flows in the structure
from point y to point x, the attenuation factor between these
points, A(y, x), is the ratio between the strength of the
transient voltage response at point y and the strength of the
voltage response at point x (note that A(y, x) ' 1 in passive
structures). These definitions are illustrated in Fig. 2. The
attenuation rate of the voltage response at point xo in a given
direction, Ar(XO), is the relative rate of the change in the
strength of the voltage response, sv(x), at this point, when
the signal propagates in the given direction,
Ar(X) = ds&v(x)/dx dln(sV(x))
svx) =XO dx X=XO (8
where the derivative is in the direction of interest.
Delay
Delay is defined using the difference between the charac-
teristic times of two signals. Accordingly, three types of
delay are defined. Transfer delay is defined as Dtr(y, x) =
tv(x) - t1(y), where ti(y) is the characteristic time of the
transient current input at the injection point y, and iv(x) is
the characteristic time of the voltage response at x. Input
delay, Din(y), is defined as Dtr(y, y). (In Agmon-Snir and
Segev (1993) and in Agmon-Snir (1994), the term local
delay is also used for the input delay and the term total
delay is also used for the transfer delay.) Propagation delay
is then defined as PD(y, x) = ^v(x) - v(y), where y and x
are points in the structure, and the current flows from y to x.
These definitions are depicted in Fig. 2. The velocity, or
12 323 4 5
tI( Vy tV X
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FIGURE 2 Resistance, attenuation, and delay definitions. In this
scheme, a transient (a-function shaped) current is injected at point y in a
passive structure, and the voltage responses at y and at another location x
are depicted. The shaded areas below the functions show the strengths of
the various signals. The input resistance, Rin(y), is defined as sv(y)1IS(y);
the transfer resistance, Rtr(y, x), is Sv(x)I#j(y); and the attenuation factor,
A(y, x) , is v(y)/sv(x). The vertical lines show the characteristic times of
the various signals. The input delay, Din(y), is defined as iv(y) - il(y); the
transfer delay, Dtr(y, x), is 'V(x) - it(y); and the propagation delay,
PD(y, x), is tv(y) - iv(X).
speed of propagation, of the voltage response at a point xo
in a given direction, 0(xo), is defined as the reciprocal of the
rate of the change in iv(x) at this point, when the signal
propagates in the given direction,
of ) I(dtv (x)) I
X=xO
(9)
where the derivative is in the direction of interest.
Broadening
We define broadening using the difference between the
dispersions of two signals. Accordingly, three types of
broadening are defined. Transfer broadening, Btr(Y, x), is
Be( y, x)-A2(X) -2(y) (10)
where w I(y) is the dispersion of the current at the input
point y and w2V(x) is the dispersion of the voltage response
at point x. Similar to the definitions of input resistance and
input delay, the input broadening is defined as Bin(y) =
Btr(y, y). Propagation broadening, PB(y, x), is
PB(y, x) -2(X) -2(y) (11)
The broadening rate of the voltage response at a point xo
in a given direction, Br(xo), is the rate of the change in
w (x) at this point, when the signal propagates in the
Biophysical Journal1 636
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given direction,
=divk(x)Br(XO) dv Xdx=x
where the derivative is in the direction of interest.
THE METHOD OF MOMENTS
The method of moments utilizes the moments-based
erties of transient signals for analyzing input-output
tions in time-invariant linear systems. Passive den
structures, as defined above, are continuous time-inva
linear systems where, in our case, the input is an inj
current and the output is a voltage response. A common
for representing the input-output properties of contin
time-invariant linear systems is by using Laplace transf
(Neff, 1984), and in many interesting cases it is easy tc
an analytic expression for the Laplace transform o
output, when the Laplace transform of the input is kn
For a continuous time-invariant linear system, the
between the Laplace transform of the output and
Laplace transform of the input is the same for all input
is called the transfer function of the system. This relati
expressed:
J(s) = f(s) - H(s)
where i(s) is the Laplace transform of the input signa
J(s) is the Laplace transform of the output response o(t)
H(s) is the transfer function. H(s) is the Laplace trans
of the Green's function, G(t), for this system (i.e.
impulse-response function). The Laplace transform
signal f(t) is defined as
00f(s) e- f*(t) dt
(In many applied mathematics books, the Laplace trans
is defined using 0 as the lower limit of the integral in
of so. This right-sided definition assumes thatf(t) =
t < 0.)
The relation between the Laplace transform off(t) ai
moments is given by
(15)
The moments theorem
In a continuous time-invariant linear system with a transient
input, the ith moment of the output response depends only
on the zeroth, first, . .. , ith moments of the input signal and
of the Green's function.
Proof: Differentiating i times both sides of Eq. 13, we get
on the right side an expression that contains the zeroth, first,
... , ith derivatives of H and T. On the left side we get the
ith derivative of J. If we set s = 0 on both sides and using
Eq. 15, we find an expression for the ith moment of the
output signal, which contains only the zeroth, first, ... , ith
moments of the input signal and the zeroth, first, ... , ith
moments of the Green's function. This completes the proof.
This theorem is useful for proving the theorems regarding
the properties of the response function (see below).
The moments equations
In passive structures, equations for the moments of the
voltage response are derived using Eq. 1. We define Q=
V t' (i = 0, 1, 2, - j), and rewrite the cable equation,
X2 a2(Qi(x, t)) a (Qi(x, t)\ (Qi(x t)\atk ti ) V ti ) (16)
= -rm * I(x, t)
Expanding the second term on the left side using the basic
rules of differentiation (distinguishing between the case of
i = 0 and positive i), multiplying the equation by t1 and then
integrating both sides, we get
(13) X2 *Jt av(xa2 dt-T J at dt- V(x, t) dt
1 i(t), -00 (17)
), and
;form O-
,the =~-rm J I(x, t) dt
o%f -. -oo
for i = 0, whereas for positive i,
(14) x2jf' a 2 Qi(x, t) dt- Tr.J atQi(x, t) dt
(18)
00
-rm.J t- I(x, t) dt
Under the assumption of Eq. 3, the second term on the
left in Eqs. 17 and 18 is zero. Interchanging the order of
integration and derivation in the leftmost term in Eqs. 17
and 18, and using the moments definitions, we finally get
the moments equations,
for i = 0,
d2
A2*dX-2 m^,O(x)- MV'O(x) =rm * MI,O(x) (19)
1637Agmon-Snir
00 00
+ i - T - Qi-,(x, t) dt Qi(x, t) dt
-00 -00
co d' -
Mf,i= t'-f(t)dt= (-l)'--.f(s)ds'
- S=o
-00
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and for positive i,
d2
a- mA(x) - Mi,(x)
(20)
=-rm mi,i(x) T- Mvj - I(X)
Equation 19 was derived by Rinzel and Rall (1974) in the
context of the time integral of transients. They showed,
using the similarity between Eq. 19 and the steady-state
cable equation, that in a given passive tree, the area under
the transient voltage (the zeroth moment) attenuates like the
steady-state voltage, independent of the shape of the voltage
transient (see below).
In solving the moments equations for a particular case,
the boundary conditions can be easily derived from the
corresponding boundary conditions for the cable equation
(Eq. 1). Using the moments equations, which are ordinary
differential equations with constant coefficients similar to
the steady-state cable equation, an algorithm for computing
moments in passive dendrites with arbitrary branching
structure can be derived. This algorithm is similar to the
recursive algorithm suggested by Rall (1959) for computing
steady voltage attenuation in such trees. However, we will
not use the moments equations in this article. Instead, we
will analyze signal properties (e.g., the strength, the char-
acteristic time, the width of the signal) directly, using the
properties of the Laplace transform and its relation to the
signal moments (Eq. 15).
PROPERTIES OF THE LAPLACE TRANSFORM IN
PASSIVE STRUCTURES
The following properties of the Laplace transform in the
context of passive dendritic trees are discussed in detail
elsewhere (Rall, 1960; Butz and Cowan, 1974; Koch et al.,
1982; Tuckwell, 1988). Here we highlight only those rele-
vant to this paper.
The Laplace transform of the cable equation, Eq. 1, is
((1 + T S)1,2)2. a - 1= T'S
(21)
which is similar to the steady-state cable equation,
d2V(x)
&fh2 -V(X) -rm.I(x) (22)
Also, the boundary conditions can be found easily in the
Laplace domain and, again, they are very similar to the
corresponding conditions in the steady-state case.
The properties of the voltage response in the Laplace
domain are analogous to the properties of the steady-state
voltage response. The latter are discussed in detail in Rall
(1977, 1989), Jack et al. (1983), and Tuckwell (1988). In the
following, the properties of the Laplace transform in passive
dendritic structures are stated without proof.
Linearity
If Vl(x, s) is a response to the input I1(yl, s), and if V2(x, s)
is a response to the input I2(Y2, s), V1(x, s) + V2(x, s) is the
response to the input Il(yi, s) + 12(Y2, s).
Reciprocity
Given two points (y,x) in a passive structure, if a current I(s)
is injected at point y and the resultant voltage response at
point x is V(s), then if the same current, i(s), is injected at
point x, the resultant voltage response at point y is V(s).
Input invariance
The ratio between a current I(s) injected at a point y in a
passive structure, and the voltage response, V(s), at point x
in the structure depends only on the details of the structure
and on the two points, and is independent of I(s). When x =
y, the ratio I(s)/V(s) is defined as the input admittance at
point y and is denoted by Oin(Y, s). The input impedance at
this point is F?in(y, s) = 1/1in(y, s). The input admittance
and the input impedance match the corresponding defini-
tions in electricity theory when s = i co, and Cl is the
angular frequency (i = ) .
Equivalent boundary condition for a tree
When a passive dendritic tree is connected at the end of a
cylinder, then the boundary condition at this end can be
described by the input impedance ARn(s) of this dendritic tree
at the point of connection (in other words, by Rin(s) at the
connection point in the direction of the dendritic tree). In
this context, we refer to the impedance of the dendritic tree
at the boundary as the dendritic load at the end of the
cylinder, denoted by RL(S). Algorithms for computing
Laplace transform in arbitrary dendritic trees that make use
of this property can be found in Butz and Cowan (1974),
Horwitz (1981), Koch and Poggio (1985), and Holmes
(1986).
Expressions for calculating Laplace transform
response in a cylinder
Consider the case when a dendritic load, AL(s), is connected
at one end of a cylinder (at X = L), and the other end of this
cylinder (at X = 0) is sealed. When a current is injected at
X = 0, the expression for V(x, s) in such a cylinder is
V(x, s)
V(O, s) (23)
cosh((L -X). q) + (Rx/(q * RL(S))). sinh((L
-X) q)
cosh(L * q) + (Rx/(q * RL(S))) - sinh(L * q)
where q = (1 + T)112
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At the origin of this cylinder, X = 0, the expression for
the input impedance is
q *Rin(O, s) 1 + (RJI(q . RL(S))) * tanh(L . q)
Roo R.J(q * RL(S)) + tanh(L * q) (24)
Equations 23-24 can be found, in different forms, in
different publications (Rall, 1960; Butz and Cowan, 1974;
Horwitz, 1981; Koch and Poggio, 1985; Holmes, 1986).
When the input is not at the origin of the cylinder, the input
admittance at the input point, y, is the sum of the various
directional input admittances at point y. For example, con-
sider the case of a point y along a finite cylinder. There are
two possible directions (denoted by 1 and 2) for the signal
at point y, one into cylinder 1 and the other into cylinder 2.
The input admittance at point y is
6J(y, s) = Gjnj(y, s) + Gin,2( Y, s) (25)
where Gin,1(Y, s), Gyin2(Y, s) are the directional input admit-
tances to cylinders 1 and 2, respectively.
Rate of voltage attenuation in the
Laplace domain
The expression for the rate of attenuation of the Laplace
transform voltage at point x, defined as the absolute value of
the ratio between aV/ax and V at this point, is
aV(x, s)/ax_ a ln(V(x, s))
QV(x, S) - ax (26)
ri R.
F?in(X, S) k,I(X, s)*A
where the directional properties and the derivative corre-
spond to the direction in which the signal propagates (Eq. 26
is the Laplace domain analogue of the basic expression
aV(x, t)/ax =
-Ii(x, t) * r, where Ii(x, t) = V(x, t)/Rin
represents the intracellular current; see Rall, 1989, equation
2.5). We can see that the attenuation rate of the Laplace
transform of the signal depends only on the details of the
structure in "front" of the signal and is independent of the
structure "behind" the signal and the input location.
COMPUTATIONAL METHODS
This work is purely theoretical. The main software tool used
is Mathematica (Wolfram Research, Inc., 1993). It was used
intensively for proving the theorems, developing and sim-
plifying the mathematical expressions, implementing the
algorithms, analyzing the results, and preparing the figures.
It could be very hard to obtain some of the complicated
expressions in this woric without the use of a computerized
system for algebraic manipulation of expressions. The de-
tailed code in Mathematica format for the various compu-
tations and graphical representations can be obtained from
the author. The symbolic results of Mathematica were ver-
ified by hand and by comparing to the results of numerical
examples.
STRENGTH, RESISTANCE, AND ATTENUATION
FOR TRANSIENT SIGNALS
In this section, the properties of the time integral (zeroth
moment) of a transient signal are analyzed. Rinzel and
Rall (1974) showed the similarity between the equations
of the time integral of the voltage response in a passive
structure (Eq. 19) and the steady-state cable equations.
This similarity holds for any time-invariant linear system.
Specifically, in such a system, if the zeroth moment of
the transient input is A and the zeroth moment of the
output response is B, then if we apply a steady input of
magnitude A to that system, we get a steady output of
magnitude B. This important feature of time-invariant
linear systems allows one to apply the same methods
used for the analysis of steady-state inputs to the analysis
of the zeroth moment. Hence, we can easily prove the
following theorems concerning the properties of the ze-
roth moment (the proofs are given in the Appendix).
Theorems
Theorem I (shape invariance)
The transfer resistance and the attenuation factor between
any two given points (y, x) in a passive structure are
independent of the shape of the injected transient current.
As a special case, the input resistance at any point in a
passive structure is independent of the shape of the injected
transient current (Fig. 3 A).
Theorem I1 (reciprocity)
Given two points (y, x) in a passive structure, Rtr(y, x) =
Rtr(x, y). Note that this is not true for the attenuation factor
between those points (Fig. 3 B).
Theorem 111 (attenuation rate theorem)
The attenuation rate of the voltage response signal depends
only on the details of the structure in "front" of the signal.
Hence, the attenuation rate is independent of the structure
"behind" the signal and the current injection point (Fig.
4 A). One consequence of this theorem is that A(y, x) does
not depend on the location of the transient input, provided
that it is at or behind point y.
Theorem IV (input resistance theorem)
The input resistance (and input conductance) defined with
respect to the transient input (see definition above) are equal
to the conventional definitions for steady-state input resis-
tance (conductance). Hence, the input conductance at any
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tation can be demonstrated when a steady-state current
is injected at a given point. The rate of spatial voltage
attenuation at this point in a given direction is inversely
proportional to Aeff in this direction. For an infinite cylinder
Aeff= A at any point and in both directions. The definition
of Aeff is
Aeff(X)-1 V/dx -1 dln(V) (r-1
V dx i(X
(27)
( R. ' Rin(X))
kRin(X) *'A} R.
A
x
delay, = delaY2 ; III =V,2AI
FIGURE 3 Schematic illustration of Theorems I and II for signal
strength and characteristic time in passive dendritic trees. (A) An example
of the shape invariance theorems (I). A transient current I is injected at a
given point in the dendritic tree, and the voltage response V is recorded at
another point. Although the injected current is different in the right and the
left graphs, the transfer resistance and the transfer delay between the two
points are the same. (B) An example of the reciprocity theorems (II). In the
left graph, a transient current is injected at a given point in the dendritic
tree, and the voltage response is recorded at another point. In the right
graph the injecting electrode and the recording electrode interchange. The
transfer resistance and the transfer delay in both graphs are the same.
point in a passive structure is the sum of the various direc-
tional input conductances at this point (Fig. 4 B).
Theorem V (equivalence theorem)
When analyzing input/transfer resistance and voltage atten-
uation in a passive structure, one can compute the input
resistance and attenuation factor in any cylindrical segment,
replacing the structures (subtrees) at its boundaries by the
(directional) input resistance of the corresponding original
structure (subtree) (Fig. 4 C).
Theorem VI (multi-inputs theorem)
In a passive structure, if V1(x, t) is the response to input
Il(yl, t), and if V2(x, t) is the response to input 12(Y2, t), then
the strength of the response to the input I, + I2 at point x is
the sum of the strengths of V1 and V2 at this point.
Effective A
For analyzing attenuation in passive trees, we define the
effective space constant, Aeff, which is a generalization of
the conventional space constant, A. Its functional interpre-
GiY), Di(Y)
Gin(y) = Gin,I(y) + Gin,2(Y)
Di(Y) = Din,l (y)-Gin,l (y)+Din,2 (y) Gin,2 (y)
C
Gin,29 Din,2
S. bo
\ I
in2' Din,2
-D- G D (ho
mli' in,l
FIGURE 4 Schematic illustration of Theorems III, IV, and V for signal
strength and characteristic time in passive dendritic trees. (A) An example
of the "structural invariance" theorems (III). In the two models shown, the
structure left of point x is the same. The structure to the right of point x is
different, and the current injection point is different. Nevertheless, the
attenuation rates and the velocities of the voltage responses that propagate
to the left of point x are the same in both cases. (B) An example of the input
resistance/conductance theorem and the input delay theorem (IV). For
calculating the input conductance and the input delay at point x in the
passive structure, one can split the structure at point x, calculate the input
conductances and input delays at point x in the split structures, and use the
given expressions to obtain the input conductance and delay at point x in
the original structure. (C) An example of the equivalence theorems (V).
The input conductance, input delay, attenuation, and propagation delay at
every point along the cylinder bo can be computed by replacing the subtrees
at the boundaries of the cylinder with simple structures (e.g., passive
isopotential structures) that have the same input conductances and input
delays as the original subtrees. In the figure, the input conductance, input
delay, attenuation factor, and propagation delay along bo are the same in
the upper left model and in the bottom right model.
B
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where the directional properties and the derivative corre-
spond to the direction to which the signal propagates (see
Eq. 26).
From the analogy between the signal zeroth moment and
the steady-state case, it is clear that the attenuation rate
(defined with respect to the strength of a transient signal) at
a given point in a given direction is equal to the correspond-
ing rate of steady-state attenuation, and hence equal to lIXeff
at this point in the given direction. The mathematical ex-
pression connecting the signal attenuation factor, A(y, z), to
the Aeff of the points on the path between y and z is
ln(A (y, z)) = ln(V(y)) - ln(V(z)) (28)
JYdln(V) Z dx
dx J Aeff(x)
z y
where Aeff corresponds to the propagation direction. Com-
pare this relation to the definition of generalized electro-
tonic distance of Rall (1962a) as f zdx/A(x). Equation 28 and
the additivity property of integrals along a path yield a proof
for the additivity property of the log attenuation factor, say,
ln(A(y, z)) = ln(A(y,x)) + ln(A(x, z)) if x is on the flow path
of the current from y to z.
Aeff may be used for obtaining a transformed represen-
tation of the structure, in which each unit of distance
represents an e-fold attenuation of voltage. Obviously,
this transform depends on the site of current injection
(and thus the direction of current flow) in the tree. The
transformation is done by scaling every infinitesimally
small cylinder of length dx in the structure by Aeff cor-
responding to the direction of current flow (i.e., its new
length will be dx/Aeff). See Zador et al. (1995) for details
and examples of use.
Calculating input resistances and attenuation
factors in dendritic trees with arbitrary branching
Before analyzing dendritic trees with arbitrary branching,
we should analyze the much simpler model of a cylinder
that has a dendritic load, RL(S), at one side and a sealed end
at the other side. Setting s = 0 (and, thus, q = 1) in Eqs. 23
and 24 yields equations for computing the input resistance
and attenuation factor in this model. Not surprisingly, these
equations are identical to the analogous equations for the
steady-state case (Rall, 1989, equations 2.25 and 2.37):
A(0, X) V(0) cosh(L) + (RJIRL) sinh(L)
V(X) cosh(L - X) + (R.JRL) * sinh(L - X)
(29)
Rin(O) = R.1 + (RJIRL) . tanh(L)
Rwh)cn is ic R/RL + tanh(L) (30)
where current is injected at the cylinder origin, X = 0, a
passive dendrite is connected at the other end, X = L. RL is
the input resistance of the dendritic load connected to point
X = L.
Using these equations, Rall (1959) derived recursive al-
gorithms for computing input resistance and steady-state
attenuation factor in a passive dendritic tree with arbitrary
branching. These algorithms are also valid for the analysis
of the strength of transient signals. The insights that were
gained from the extensive analysis of the steady-state case
(e.g., in Rall and Rinzel, 1973; Jack et al., 1983; Rall, 1989)
are all applicable to the analysis of the strength of transients
and will not be discussed further here.
DELAY
This section focuses on the properties of the centroid of the
voltage response as it propagates along a dendritic tree.
Several general theorems concerning delays (defined with
respect to the centroid) are proved (see the Appendix).
These theorems are analogous to the theorems of the signal
strength. Expressions and algorithms for computing delays
in passive dendrites are also derived.
Theorems
Theorem I (shape invariance)
The transfer delay and the propagation delay between any
two given points (y, x) in a passive structure are indepen-
dent of the shape of the injected current. As a special
case, the input delay at any point in a passive structure is
independent of the shape of the injected transient current
(Fig. 3 A).
Theorem 1I (reciprocity)
Given two points (y, x) in a passive structure, Dtr(y, x) =
Dtr(x, y). Note that this is not true for the propagation delay
between these points (Fig. 3 B).
Theorem Ill (velocity theorem)
The velocity of the voltage response signal depends only on
the details of the structure in "front" of the signal. Hence, it
is independent of the structure "behind" the signal and of
the current injection point (Fig. 4 A). The consequence is
that PD(y, x) does not depend on the location of the input,
provided that it is at, or behind, point y.
Theorem IV (input delay theorem)
The input delay at any point y in a passive structure is the
weighted average of the various directional input delays at
this point. The directional input delays are weighted by the
corresponding directional input conductances at the point.
For example, in the case of a point y along a finite cylinder,
there are two possible directions (denoted by 1 and 2) for
the signal at point y, one into "half"-cylinder 1 and the other
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into "half'-cylinder 2. The input delay at y is
Din= Y) * Gin1(Y) + Di,2(Y) * Gin,2(Y) 31)
Gin,1(Y) + Gjn,2(Y) '
where Ginj, Gin,2 are the input conductances to cylinders 1
and 2, respectively, and Din ,, Din,2 are the input delays to
cylinders 1 and 2, respectively (Fig. 4 B).
Theorem V (equivalence theorem)
When analyzing delays in a passive structure, one can
compute delays in any segment, replacing the structures
(subtrees) at its boundaries by isopotential passive compart-
ments (RC circuits), each compartment having the same
(directional) input resistance and input delay as the corre-
sponding original structure (subtree) (Fig. 4 C).
Theorem VI (multi-inputs theorem)
Let V1(x,t) be the response to input I0(yl, t), and let V2(x, t)
be the response to input I2(Y2, t). The characteristic time of
the voltage response at point x when the input is I, + I2 will
be denoted by tVl + V2(X). This characteristic time is then
tvl(x) . Av1(x) + ? V2(x).A2(x) (32)
1sv(x) + SV2(X)
Effective T
Similar to the effective A, we define the effective time
constant, Teff, which extends the functional meaning of the
classical T. Given a point y in a tree and a given direction,
Teff is defined as the directional input delay in this direction.
In the case of an isopotential structure, Teff = T. This can be
shown using Eq. 35 or directly when considering a 6-func-
tion current input. In this case, the resultant voltage decays
exponentially with a time constant, T, and the centroid of
such a decay is also exactly T. Thus, for an isopotential
structure, the input delay for the 8-function input is exactly
T. Because the input delay is independent of the shape of the
input current (Delay Theorem I), this result is valid for any
input shape.
It is important to note that, in contrast to Aeff, the trans-
membrane direction is a legitimate direction for Teff. For
example, when the point y is at an isopotential soma that is
coupled to a cylinder, two possible directions for current
flow exist when Teff is considered: the flow through the
soma membrane and the flow into the cylinder. For Aeff,
however, only the latter direction is relevant.
As a consequence of the proof of the Velocity Theorem
(see Eq. A13), the velocity of the signal at a given point, x,
can be written as AeX(X)/Teff(x), where Aeff(x) and Teff(x)
correspond to the direction considered. For example, in an
infinite cylinder, Teff(x) = T/2 and Xef(X) = A at any point.
Thus the velocity is 2 * A/i (Agmon-Snir and Segev, 1993).
In Jack et al. (1983, chapter 3), it is shown analytically that
the velocity of a voltage signal is asymptotically approach-
ing 2 * A/i in an infinite cylinder for various definitions of
velocity (e.g., the velocity of the peak of a transient signal,
the velocity of the half-amplitude point for a response to a
step voltage change). This relation between the velocity and
the effective parameters (Aeft(X), Tefx(X)) is important and
general, and can be extended to nonlinear cases (unpub-
lished results). The mathematical expression connecting the
propagation delay, PD(y, z), to the velocity and to Aeff and
Teff of the points on the path is
PD(y, z) = tV(z) - tv(y) = tdx dx
dx
(33)
Jz dx zfrff(x) * dx
= - T=e
O(x) J Aeff(X)
y Y
where oeff, Aeff, Teff correspond to the propagation direc-
tion (compare to Eq. 28). Equation 33 and the additivity
property of integrals along a path yield a proof for
the additivity property of the propagation delay, say,
PD(y, z) = PD(y, x) + PD(x, z) if x is on the flow path
of the current from y to z.
We can use the signal velocity to obtain a transformed
representation of the structure, in which each unit of dis-
tance represents a unit of propagation delay. Obviously, this
transform depends on the site of current injection (and thus
the direction of current flow) in the tree. The transformation
is done by scaling every infinitesimally small cylinder of
length dx in the structure by 0 corresponding to the direction
of current flow (i.e., its new length will be dx/0). See Zador
et al. (1995) for details and examples of use.
Calculating delays in dendritic trees with
arbitrary branching
Again, before analyzing dendritic trees with arbitrary
branching, we will analyze the much simpler model of a
cylinder that has a dendritic load, RL(S), at one side and a
sealed end at the other side. There is a straightforward
method for deriving expressions for delays in such a cylin-
der when current is injected at its origin, X = 0, and the
passive dendrite is connected at the other end, X = L. The
boundary condition at X = L imposed by such a dendrite is
described mathematically by RL(S), which is the (direc-
tional) AnW(s) of the dendritic tree at the point of connection
(see Properties of the Laplace Transform in Passive Struc-
tures, above). Differentiating the logarithm of both sides of
Eq. 23 with respect to s and setting s = 0, we get an
expression for the propagation delay (to be precise, we get
an expression for -PD(O,X); see Eq. A2 in the Appendix).
The same procedure applied to both sides of Eq. 24
yields, after rearranging, an expression for the input delay at
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X = 0. After simplification, the final expressions are
(eL-X. (K (1 + ~) - ~- (L - X))PD(O, X) = ( (.ex(1 + eL-X)
K - (1 + () - { L
+ + e2L
K - (1 + () - (. (L - X12))
Din(O) = +2 2 e-2L_e2L
where
RL- R.
RL+ R
(1 DL)
K = RL+RcO
T is the time constant of the membrane of the cylinder, and
RL and DL are the input resistance and input delay of the
passive load (the dendritic tree connected to point X = L).
A simplified useful expression for the propagation delay is
easily found for the case X =L,
PD(O,L)=(( -K+K T (37)
A few special cases should be explicitly considered. In
the case of a sealed end at X = L, we get ( = 1 and K = 0
(because RL -> 00.When point X = L is voltage-clamped to
0 (usually called "killed-end" boundary condition, or, more
precisely, "infinitely large soma"), RL = 0 and, thus, ( =
-1 (K vanishes from the expression). Also, when ( = 1,
K = 0 and L 0, we get, using l'Hopital's rule, the input
delay of an isopotential passive compartment, T.
As seen in Eqs. 34 and 35, the dendritic load can be
substituted by a passive isopotential compartment character-
ized by RL and DL for the purpose of computing delays (see
Equivalence Theorem for delays and Fig. 5). The total mem-
-4 L
V
FIGURE 5 Model of Eqs. 34 and 35. A passive cylinder of electrotonic
length L is connected to a passive isopotential structure. The input resistance
of the isolated isopotential structure is its total membrane resistance, and its
input delay is the time constant of its membrane. As explained in the text, for
delay calculations, every passive dendritic load can be reduced to an isopo-
tential structure that has the same input resistance and input delay as the
original load. Equations 34 and 35 in the text refer to the model depicted here.
RL, DL
brane resistance of this isopotential compartment is RLD and the
time constant of its membrane is DL (as explained in the
subsection on the effective T above, Din of an isopotential
structure is the time constant of its membrane). Note that it is
not required that the membrane time constant of the cylinder
and of the segments of the dendritic tree would be the same.
Using recursive substitutions of dendritic loads by isopo-
tential structures, one can compute delays in a passive tree
with arbitrary branching. The algorithms are analogous to
the recursive algorithms of Rall (1959) for the steady-state
case. We will describe these algorithms here: first, the
algorithm for computing input delay (and input resistance)
at the root of a passive dendritic tree; then, the algorithm for
computing propagation delays (and attenuation factors)
from the root of a passive dendritic tree; and finally, a novel
algorithm that computes efficiently the input delays and
input resistances at all branchpoints of the tree, as well as
the propagation delays and attenuation factors along all
segments (and in both directions) of the tree.
The algorithm for computing input delay (and input resis-
tance) at the root of a passive dendritic tree is described using
Fig. 6. A dendritic tree may be in the form depicted in (3), i.e.,
a cylinder connected to a subtree (T1) at its far end. For
computing the input resistance and input delay at the root of
the full tree, we should first compute the input resistance and
input delay at the root of T1 (when T1 is isolated). Then we can
compute the input resistance and input delay at the root of the
full tree, using Eqs. 30 and 35. In the graphical representation
of Fig. 6, this is shown by substituting T1 by an equivalent
isopotential structure, and then using (2) to substitute the
resultant "cylinder-soma" structure by another isopotential
structure. Computing the input resistance and the input delay
of this isopotential structure is trivial and shown in part (1) of
Fig. 6.
We were left with the problem of calculating the input
resistance and input delay at the root of T1. This tree is in the
form depicted in (4), i.e., two subtrees connected at their
root. T1 of (3) is now the full tree in (4), and its two subtrees
are denoted T1 and T2. We know how to compute the input
resistance and input delay at the root of these subtrees
(when they are isolated from each other), because each of
them is of the form (3). After computing these values, we
can use the input resistance and input delay theorems (The-
orems IV) to compute the equivalent input resistance and
input delay at the root of the full tree (which is T1 of the
original dendritic tree).
The recursion is stopped when we get to the distal tips. At
the most distal branchpoints we encounter structures of the
form (4), but T1 and T2 are just sealed cylinders. To compute
the input resistance and input delay at the root of these
cylinders, we use (2) for the special sealed case, i.e., we use
Eqs. 30 and 35 with RL -> 00 ((= 1 and K = 0).
If the tree has a passive soma at its root, it can be treated
as every other isopotential structure. After computing the
input resistance and input delay at the root of the tree
without the soma, the input resistance and input delay of the
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FIGURE 7 Schematic figure for the algorithms described in the text. The
structure in the figure consists of a cylinder denoted by bo and a dendritic
load denoted by To. To consists of two subtrees, denoted T, and T2. Pi is the
root of the structure; P2, p3, and p4 are branchpoints. One algorithm is for
calculating the propagation delays and attenuation factors along the
branches for the case when an input is injected at pl. After computing the
input resistance and the input delay of To (using the algorithm described in
Fig. 6), the propagation delay along bo can be calculated. In the same way,
the propagation delay along the branches in T, and T2 can be calculated.
Another algorithm, described in text, is used for calculating the propaga-
tion delays and attenuation factors for a signal that propagates proximally,
and for calculating the input resistance and input delay at every branch-
point in the structure. The computation time of these algorithms scales
linearly with the number of branches in the structure.
connected to a dendritic load To. We know (from the previous
step) the input resistance and the input delay at the root of the
isolated To. Hence, we can compute the attenuation factor
along bo using Eq. 29 and the propagation delay using Eq. 34
(or Eq. 37 for the overall propagation delay along the branch).
We continue recursively to subtrees T1 and T2, calculating the
attenuation factor and propagation delay along their root
branches. (Eqs. 29, 34, and 37 are applicable here, although
these branches are not sealed at one end. This is a result of
Theorems III (attenuation-rate and velocity.) At the end of the
full recursive process, we have the attenuation factor and
propagation delay along all of the branches for a signal that
propagates distally.
Now we can compute the propagation delay from the root
to any point in the structure by adding the propagation
delays along the branches on the signal's path. We can
compute the attenuation factor from the root to any point in
the structure by multiplying the attenuation factors along the
branches on the signal's path. Moreover, as a trivial out-
come of Theorems III, one can compute the propagation
delay and attenuation factor from every point to every point
that is distal to it by adding propagation delays along the
path and by multiplying attenuation factors along it.
In fact, for every branch in the tree, there are just two
possible values for the propagation delay between its ends.
One is for the case of a signal propagating toward one end,
FIGURE 6 A recursive algorithm for computing Rin and Din at the root
of a passive dendritic structure. This recursive algorithm is similar to Rall's
algorithm for computing Rin at the root of a passive dendritic structure. Its
computation time scales linearly with the number of branches in the
structure. Every point in a dendritic structure can be considered the
root of the structure, and then the Rin and the Din at this point can be
computed.
whole tree (with the soma) are computed using Theorems
IV. This is a special case of form (4).
The second algorithm computes propagation delays (and
attenuation factors) from the root of a passive dendritic tree.
This algorithm consists of two steps:
1. Computing Rin and Din at the root of the structure, using
the algorithm just described. The important addition is that we
keep the values of Rin and Din found at the roots of all the
subtrees in the structure. In other words, if our tree is of form
(3) of Fig. 6, we compute the input resistance and input delay
at the root of T1 and save these values. Also, we keep the
values computed for T1 and T2 for trees of the form (4). After
this stage, we have, for each branchpoint, the input resistance
and the input delay of the trees distal to this point.
2. Computing attenuation factors and propagation delays
along the branches of the dendritic tree for a signal that
propagates distally. Fig. 7 shows a sample dendritic tree, and
we assume an input at its root, Pl. The root branch bo is
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and the other for the case of a signal propagating toward the
other end. The location of the input (provided that it is not
inside the branch-in this case we should split the branch at
the input site) is not important. It is only important to know
if the input is in the structure connected to one end of the
branch or in the structure connected to the other end of it.
This is another outcome of Theorems III. The same argu-
ment holds for the attenuation factor along a branch.
This leads us to the third algorithm, which computes the
input resistance and input delay at every branchpoint, as
well as the propagation delays and attenuation factors along
all segments (and to both directions) of the tree. The first
algorithm described above allows us to find, for each
branchpoint, the input resistance and the input delay of the
trees distal to this point. In other words, we find, for each
branchpoint, the directional input resistances and input de-
lays at this point to the distal directions. However, the
values of the directional input resistances and input delays
to the proximal direction are still not known. These missing
values can be found using another recursive algorithm.
To see that, we go back to Fig. 7. For the root, Pl, there is
no proximal direction, so all of the directional values (of input
resistance and input delay) are known. When we continue to
P2, we see that we already have the directional values at this
point in the direction of T1 and in the direction of T2. The
proximal direction is easy to compute, as the structure to this
direction is just a cylinder of the form (2) of Fig. 6 (and, hence
Eqs. 30 and 35 should be used with RL °° cx)-
Having all of the directional values at P2, we can continue
to points P3 and P4. For these points, the distal directional
values were computed before. It is not hard to compute the
directional values in the proximal direction of P3. The
structure in this direction is a cylinder with a dendritic load.
We can calculate the input resistance and the input delay of
this dendritic load, as we know all of the directional input
resistances and the input delays at P2 (we only need the
directional values at P2 in the proximal direction and in the
direction of T2; then we use Theorems IV to get the input
resistance and the input delay of this dendritic load). The
same process can be applied to P4, and we can continue
recursively to distal points at the tree.
After completing this step, we know the directional input
resistances and input delays in all directions at every
branchpoint and, hence, we can compute the dendritic load
at both sides of each branch. Therefore, using Eqs. 29 and
34 (or Eq. 37), we can compute for every branch the
attenuation factors and propagation delays along it to both
directions (in fact, the proximal directional values and the
attenuation factors and propagation delays can be computed
at the same pass over the tree).
The computation time of all of the above algorithms scales
linearly with the number of the branches in the structure (and
is independent of the length of the branches). After the calcu-
lations of the last algorithm, the attenuation factor and propa-
gation delay between any two points in the tree can be easily
puted for all branchpoints, the transfer resistance and transfer
delay can also be found between any two branchpoints.
The expressions and algorithms described in this section
may be extended to more general passive trees, including spiny
dendrites (e.g., by modeling a spine as a cylinder connected to
an isopotential compartment at one end and to the dendrite at
the other end), tapering cables (e.g., by developing alternative
expressions from the solution to the relevant cable equation),
etc. Many important insights can be gained from analysis of
dendritic delays using the theorems, expressions, and algo-
rithms above. A detailed analysis of delays and time windows
for input synchronization in dendritic trees, using the above
results, is given in Agmon-Snir and Segev (1993) and Agmon-
Snir (1994). See also Discussion below.
BROADENING
In this section, we discuss the properties of the signal width
and broadening as the signal propagates along dendritic
trees. The analysis is similar to the preceding analysis of
attenuation and delay, with corresponding definitions, the-
orems, and algorithms.
For analyzing broadening, we introduce the broadening
parameter,
-q, defined for any given point in a tree as r1 =
B - (DLn)2. We will also use 7 defined as Br= -
(Din)2 = B-(Teff)2 for a given point and a direction. It is
easy to analyze the isopotential structure model and show
that -1 is 0 in this case. For the non-isopotential case, q > 0.
The broadening parameter is used in Broadening Theorems
III and IV below.
Theorems
See the Appendix for proofs of the following theorems.
Theorem I (shape invariance)
The transfer broadening and the propagation broadening
between any two given points (y, x) in a passive structure
are independent of the shape of the injected current. In
particular, the input broadening at any point in a passive
structure is independent of the shape of the injected current.
Theorem 11 (reciprocity)
Given two points (y, x) in a passive structure, Btr(y, x) =
Btr(x, y). Note that this is not true for the propagation
broadening between these points.
Theorem 111 (broadening rate theorem)
The broadening rate of the voltage response signal de-
pends only on the details of the structure in "front" of the
signal. Hence, it is independent of the structure "behind"
the signal and of the current injection point. The conse-
quence is that PB(y, x) does not depend on the location of
found. Because the input resistance and input delay are com-
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broadening rate of the signal at a given point, x, is given
by qr(x)/keff(x), where Aeff(x) and 7(x) correspond to the
direction considered.
As in Eq. 33, the relation between the propagation
broadening, the broadening rate, and q1 can be easily
expressed. Then, the additivity property of the propaga-
tion broadening may be easily proved, say, PB(y, z) =
PB(y, x) + PB(x, z), if x is on the flow path of the current
from y to z.
Theorem IV (input broadening theorem)
71 at any point y in the passive structure is the weighted
average of the various q to the possible directions from y.
The weighting is by the corresponding directional input
conductances. For example, in the case of a point y along
a finite cylinder, there are two possible directions (de-
noted by 1 and 2) for the signal at point y, one into
"half'-cylinder 1 and the other into "half'-cylinder 2. q
at y is
G(j,(y) + Gin,2(Y) ) (38)
where Ginj, Gin2 are the input conductances to cylinders 1
and 2, respectively, and 'r,%2 are the directional -q to
Bin(O) = 2 +- (2- .T2
Theorem VI (multi-inputs theorem)
Let Vl(x, t) be the response to input Il(yl, t), and let
V2(x, t) be the response to input I2(Y2, t). The symbol for
the dispersion of the voltage response at point x, as a
response to the input I1 + I2, will be w2vi + V2(X). This
dispersion is then
WVI+V2(X)
(wVV(X) + 2l(x)) . &v,(x) + (W2(x) + iv(x)) &v,(x)
SVI(x) + Sv2(X)
-(tvl +V2(X))2
Calculating broadening in dendritic trees with
arbitrary branching
Starting with the simple model of a cylinder that has a
dendritic load, RL(S), at one side and a sealed end at the
other, we can use a straightforward procedure for deriving
expressions for broadening in this cylinder. The current is
injected at the cylinder origin, X = 0, and the passive
dendrite is connected at the other end, X = L. Differentiat-
ing twice the logarithm of both sides of Eq. 23 with respect
to s and setting s = 0, we get an expression for the
propagation broadening. The same procedure applied to Eq.
24 yields, after rearranging, the input broadening at X = 0.
The final simplified (and yet complicated) expressions are
(40)
(e2L(a. (e2 -e~ + e 1) +8 K *L + - )(8*K-2L- *L2)e ++ 2) (8* K2 + 2 *L - 8* KL + 4 L2)))
+ .T2~~~~Tt ~~~~~~~~~2.(g- l)-.(e2L () . (e2L + ()
PB(0,X) = 4 (1 -) * (e2L + ()2. (e2L +e2x . )2
.*{4* K22L * (e2L * ((e + 1) (1 -e4X) + ( (1 + () . (1 + 2 * e2L*(1 -e2X)-e4x)) + 2 *. (1 + e * e2x - (1 -ee))
(41)+ e2L (e2X -1) .((-1) * [(ak * (e2L.e -(-e2L + e3)- 2 * L- ( (e2L + ()) - (e2L + e2 * ()
+ 4 e4L (2. Kc L + 2* K * L - L2) + 4 * e2X .L*.2(L - 22K2 (( + 1))]
+ X *(e2L + ()2.* - 1) * (4 * e2L+2X*(2 * -*L - ( X -2* K- 2* K) + e4X . - e4L)}
cylinders 1 and 2, respectively. The input broadening can where ( and K are defined in Eq. 36, and
then be computed by Bin = 71 + (Din) .
2 .BL2 (
Theorem V (equivalence theorem)
When analyzing broadening in a passive structure, one can
compute the broadening in any segment, representing each
structure (subtree) at the segment boundaries by the (direc-
tional) input resistance, input delay, and input broadening of
the corresponding structure (subtree).
T is the time constant of the membrane of the cylinder, RL,
DL, and BL are the input resistance, input delay, and input
broadening of the passive load (the dendritic tree connected
to point X = L). These complicated expressions can be
obtained from the author in electronic form (in C program-
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ming language format, Fortran format, Tex format, and in
Mathematica format).
A simplified useful expression for the propagation broad-
ening is easily found for the case X = L,
PB (0, L)
,T2
4 *(1() (2L + ()2 * e4L(l + 0)2 (43)
*{4.K2 (1 + ()*(e4L- 1) + a*(1 - e2L)*(- 1)2
* (e2L + () + 8* K * e2L . (C2- 1) *L + L
A few special cases should be explicitly considered. In the
case of a sealed end at X = L, we get ( = 1 and K = 0
(because RL °-> o). The appropriate expressions may be
obtained by finding the limit of Eqs. 40-41 when ( ap-
proaches 1, using l'Hopital's rule:
and width, the concepts of attenuation, delay, and broaden-
ing of the transient signal were defined.
Theorems about the behavior of moments-based proper-
ties are based on the close correspondence between the
Laplace transform and the moments. This correspondence
also yields expressions and efficient algorithms for comput-
ing the attenuation, delay, and broadening in complex trees
with arbitrary branching. As a by-product, the classical
definitions of the space constant (A) and the membrane time
constant (T) are generalized. These effective A and T are
found to be correlated to the voltage attenuation and veloc-
ity in the dendritic structure.
The moments-based properties compared to
other characteristics of transient signals
Rather than using the classical measures such as the peak
time (time to peak or rise time), half-width, etc. (Rall, 1967;
Jack et al., 1983), we utilized here the moments-based
ST2 4 * e2L * L2 (1 + 2 * L) * e2L * L
Bin(°) 2 + (1 4Le)2 * + e4L- .*T2
( ) = 1{2 * e2 L * (1 + e2L - 2*L) - e2L.X (2 + e2L) - X}
PB(0,X)=
~~~~~~4.(e2L +1)2
+
, * e2L .(X- L) *{(e2L + e2x) - (1 - 2 - L + 2 X) - 2 e2L. (X - L)}
2. (e2L + e2X)2
and a vanishes from the expressions. When point X = L is
voltage-clamped to 0, RL = 0 and, thus, ( =-1 (K and a
vanish from the expressions). Also, when ( = 1, K = 0 and
L
->0, we get, using l'Hopital's rule, the input broadening
of an isopotential passive compartment, T2.
As can be seen (and as was proved in Broadening
Theorem V), for the analysis of broadening, the dendritic
load is characterized by its input resistance, input delay,
and input broadening. The algorithms described in the
Delay section can be easily extended to the analysis of
the signal's width and dispersion in a passive tree with
arbitrary branching. These algorithms yield attenuation,
delay, and broadening in a computation time that scales
linearly with the number of branches in the modeled
dendritic tree.
These theorems, expressions, and algorithms can yield
interesting insights for the broadening of transient signals in
simple and complicated structures (Agmon-Snir, 1994, and
the Discussion below).
DISCUSSION
The approach suggested in this paper is based on charac-
terizing dendritic transients by their moments-based prop-
erties. Based on the signal's strength, characteristic time,
properties of the transient signal. How do these new defi-
nitions compare to the classical ones, and under what con-
ditions is one set of definitions more appropriate than the
other?
Classically, the peak value of the potential at the target
point (usually, the soma) is used as a measure for the
efficacy of the excitatory postsynaptic potential (EPSP).
Intuitively, this is a reasonable measure for the contribution
of the EPSP to the probability of reaching threshold for
spike firing. However, several investigators have noted that
the time-integral of the transient signal is, in some cases, a
more meaningful measure for synaptic efficacy (Jack et al.,
1983; Stratford et al., 1989; Nicoll et al., 1993; Carnevale
and Johnston, 1982). In practice, however, the time integral
(which we call in the present work the signal strength) is
mostly neglected, and the peak value retains its place as the
measure of synaptic efficacy. One reason is that it is easy to
read from electrophysiological recordings. Another is that it
reflects the notion that an EPSP with a larger peak contrib-
utes more to the probability of spike firing than an EPSP
with a smaller peak. However, the time integral of the EPSP
is also an important determinant of this probability. When
two EPSPs have the same peak value but have different time
courses, the influence of the broader EPSP on the probabil-
ity of firing is expected to be larger. Indeed, it can be shown
(44)
(45)
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that in an "integrate and fire" model, where many inputs are
required to reach firing threshold (Stevens, 1994), and when
the inputs are not synchronized, this influence is almost
proportional to the signal area rather than to the peak value.
In general, for well-synchronized EPSPs that occur at the
same time, the peak amplitude of the EPSPs is a more useful
measure, because a voltage threshold may be reached and a
spike initiated at the peak time point. For more desynchro-
nized inputs, the time integral is expected to be more useful,
because if an action potential were to be initiated, it may
happen at any time point. Roughly speaking, we can say that
the EPSPs occur at the same time if they arrive in a time
window that is narrower than the widths of these EPSPs (see
discussion about synchrony below). For more realistic mod-
els, the dependence of the firing probability on the somatic
voltage is more complicated, and a combination of measures
is required to predict the influence of a single PSP on this
probability (see, for example, Kirkwood, 1979).
The centroid is another new measure that was introduced
to define the characteristic time of the signal (it is also used
in the analysis of RC networks; see Elmore, 1948; Rubin-
stein et al., 1983; Lin and Mead, 1984; Wyatt, 1985).
Classically, the peak time is taken to be the characteristic
time of the signal. In this paper, delay is defined as the
difference between two centroids (rather than between the
peak time of the signals). For example, the transfer delay is
defined as the difference between the centroid of the current
input and the centroid of the voltage response rather than the
difference between the corresponding peaks. The critical
difference between these two measures for the transfer
delay is that, when centroids are used, the delay is indepen-
dent of the input shape, whereas when the peaks are used,
the delay between two given points in the tree depends on
the input. Hence, the delay defined by using centroids is a
robust measure that depends only on the properties of the
dendritic tree.
Still, in many cases, it is interesting to measure the delay
from the rising phase of the voltage response at the input
point (e.g., in terms of the peak time) to the rising phase of
the somatic response. This delay may be approximated by
using centroids. It can be shown that this delay, measured
between the PSP at some dendritic location, d, and the
resultant PSP at the soma, s, can be estimated by the
propagation delay from the soma to the input point
(PD(s, d)), defined using the centroids. To see this, note that
PD(s, d) = Dtr(s, d) - Din(s) (see Definitions). Using the
Reciprocity Theorem for delays, we find that PD(s, d) =
Dtr(d,s) - Dj(s). The decay phase of the voltage response
at s, when the input is at s, is very similar to the decay phase
of the response at s, when the input is at d. This is because
this decay is determined mainly by To (the system time
constant; see Rall, 1969; Rall et al., 1992). Hence,
Dtr(d, s) - Din(s) (and thus, PD(s, d)) is determined
mostly by the difference between the rising phases (and,
thus, the peak time) of these two signals. In Agmon-Snir
and Segev (1993), the PD(s, d) is called the net dendritic
For completeness we should note that PD(s, d) is also the
delay between the centroid of the input current injection at
point d and the centroid of the current that reaches the soma
when the soma is voltage-clamped. To see that, let us
assume that without the presence of a voltage clamp, a
synaptic current of Id(t) at a given point, d, would result in
a somatic voltage response of Vs(t) and the current that
reaches the soma is Is(t). In voltage clamp conditions, the
electrode at the soma would inject a current of
-Is(t) to
prevent a change in the somatic voltage. Mathematically,
we have in this case two inputs, one at d and one at s, and
the sum of their voltage responses at the soma is 0. The
difference between the centroid of Vs(t) and the centroid of
Is(t) is Din(s). The difference between the centroid of Vs(t)
and the centroid of Id(t) is Dtr(d, s) = Dtr(s, d) (reciprocity
theorem). Hence, PD(s, d) is also the difference between the
centroid of Is(t) and the centroid of Id(t).
The signal width is the third measure discussed in the
present study. Using the first three moments, a formal
definition for the width was introduced. As with the classi-
cal measure of the half-width (Rall, 1967), the new measure
can be interpreted as the time window for input integration
at a target site (e.g., the soma). The advantage of the width
defined using the moments is that it can be analyzed ana-
lytically for arbitrary structures.
It is important to emphasize that most of the insights
regarding the behavior of the width are already provided by
analyzing the input delay, Di., which utilizes only the first
two moments. It can be shown (Agmon-Snir, 1994, and see
example below) that, for brief inputs, Di. is a good measure
for the signal width at the input site (and Dtr is a good
measure for its width at the output location, e.g., the soma).
The reason is that for brief inputs, Di. is mostly deter-
mined by the decay phase of voltage transient (e.g., Din is
exactly T for the isopotential case). Therefore, the decay
rate is a reasonable measure for the width of the signal,
and this width can be interpreted as the time window in
which the signal affects the target point. Indeed, Din
could be viewed as a measure for input synchrony. In
order for many inputs to summate with each other locally,
they should be highly synchronized at dendritic regions
with small Din (implementing coincidence detection). At
regions with larger Din, more temporal dispersion of the
inputs is permitted, and integration of the inputs is im-
plemented (see Fig. 8). The use of delay as a measure of
time window is discussed in Agmon-Snir and Segev
(1993) and in Agmon-Snir (1994). Finally, we note that
Di. (and Dtr) is an inappropriate estimate for the signal
width when the time course of the current input is long
compared to Din (and Dtr). In this case, the width of the
voltage response is determined by the width of the cur-
rent input and not by the properties of the tree (Agmon-
Snir, 1994, and see example below).
Because the moments-based properties of the signal are
computed using the whole transient (all points), these mea-
sures are less sensitive to noise compared with the classical
delay and is discussed more fully.
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FIGURE 8 Input delay and local width in various structures. The input delay and the local width (see Discussion for definition) at every point in various
structures are shown using the color code at right. In all models, the membrane time constant is 20 ms. (A) The input delay in an isopotential structure is
the time constant of the membrane. This is also the local width for an instantaneous input. (B) A model of a cylinder coupled to a relatively large soma
(L = 1, po, = 2.7, e = 1). Di. at the soma is smaller than T, the time constant of the membrane. At proximal points, Di. is close to r, at distal points, Di.
is smaller (in the case shown, it is about T/2). This is because of the electrical sink imposed by the soma. (C) Input delays in a reconstructed pyramidal
cell from layer V in the cat visual cortex (data were kindly provided by R. Douglas). In a branched tree, the input delay at the tips can be much smaller
than the membrane time constant. In the figure, the input delay at the soma is 18 ms, and at the tips the input delay is on the order of 3 ms. The calculation
in the reconstructed tree was done using the recursive algorithms introduced in this article. Parameters used: Rm = 20 kfQcm2, Ri = 100lO cm, Cm = 1
tLF/cm2. Because the realistic parameters of pyramidal cells are still not known, the figure is just a demonstration of the Di. reduction at distal tips in
branched trees, using the method of moments. (D) Local widths in the same model, for an instantaneous input (width = 0). (E) Local widths in the same
model, for an input of width of 5 ms (T/4). (F) Local widths in the same model, for an input of width of 10 ms (T/2).
only one point). On the other hand, the moments-based ticated data acquisition and analysis programs available
properties are sensitive to the details of the transient. Using today, computing the moments-based properties of synaptic
elementary electrophysiological equipment, it is much eas- potentials is rather straightforward. Another important rea-
ier to measure the classical properties, but with the sophis- son for utilizing the moments-based properties is that they
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provide a comprehensive and general view of dendritic
transients. There is no way to state theorems, expressions,
and algorithms for the classical properties, except for very
simple models (e.g., infinite cylinder, isopotential model).
The most important theorems in this context are the Shape
Invariance Theorems that allow us to state general, shape-
independent results concerning the spread of transients in
passive trees.
To conclude this section we should stress that there is no
single good measure for efficacy, delay, or width for all
types of inputs and dendritic geometries. It is easy to find
transients for which the signal strength, characteristic time,
and width do not have a meaningful interpretation. Biphasic
signals and signals with multiple peaks are examples of
such cases. However, the classical measures also fail in
most of these cases. If the moments-based properties are
used, analysis can be made for the "atypical" signals by
decomposing them to several "normal," monophasic signals
and utilizing the Multi-inputs Theorems (Theorems VI).
Requirements for input synchronization in
reconstructed dendrites: an example
In this section, we briefly demonstrate the use of the method
of moments in the analysis of input synchronization in
dendritic trees. For this analysis, the input delay is com-
puted at any point in the modeled structure, using the
algorithm described in Results. This input delay is used as
a measure for synchrony (see above). We also compute the
local width-the width of the voltage response, as defined
using moments, at the point of injection. This width depends
also on the width of the input. Comparing the local width of
various points in the dendritic tree for a given input width
may serve as a way for comparing the synchronization
requirements at these points.
Fig. 8 shows the input delay and the local width in a few
models; in all cases the membrane time constant is 20 ms.
In the reference case of an isopotential system (Fig. 8 A), the
input current can discharge only through the membrane.
Indeed, the input delay reflects the properties of the mem-
brane and is exactly the membrane time constant, T. For an
instantaneous input (width = 0), the local width is also T.
The isopotential reference case gives an upper limit for the
input delay in passive dendritic trees because in distributed
(non-isopotential) systems the input current can flow lon-
gitudinally to other regions of the tree as well as through the
local membrane. Therefore, a more rapid discharge of the
input current is expected, with the result of a reduced input
delay associated with a briefer voltage response at the input
site (Rall 1967, 1969; Rinzel and Rall 1974). This is also
true for the local width for an instantaneous input. In Fig. 8
B, the input delay in the case of a soma coupled to a finite
cylinder with a sealed end is demonstrated. Because of the
conductance load (sink) imposed by the cylinder plus the
soma, the input delay at distal points is reduced, compared
(Fig. 8 C) the input delay at distal sites is significantly
reduced (to O.lT-0.2T) because the rest of the tree serves as
a large current sink for these sites. This is demonstrated by
the green color in distal basal and apical tips, where the
input delay is about 3 ms (compared to 18 ms at the soma).
At the head of a dendritic spine, the input delay may be
further reduced to 0.05T or less (it can be shown by numer-
ical simulations that the input delay at distal points is an
overestimate of the integration time window, i.e., the time
window can be much smaller; see Softky, 1994). More
proximal dendritic locations may undergo very different
input delays, on the order of T (as in an isopotential model).
These results were also verified by a compartmental model
of the same pyramidal cell, using a-shaped input currents.
We conclude that, as a general rule, input delay at distal
dendritic arbors decreases as the complexity of the tree
increases (this complexity can be quantified by asymmetry
indices; see Nitzan et al., 1990) and that dendritic trees
operate on multiple time windows for input integration (see
Agmon-Snir and Segev, 1993; Agmon-Snir, 1994; Softky,
1994).
In Fig. 8 D, the local width for an instantaneous input is
shown at every point in the reconstructed tree using the
same color code. We see that the analysis of width agrees
with the results of the delay analysis. Although the numbers
are different, the same insights regarding synchronization
requirements are demonstrated. When the input is wider, the
geometry of the dendritic tree is less important in determin-
ing the synchronization requirements. This is demonstrated
in Fig. 8, E and F. For an input of width of 5 ms (T/4), the
local widths are still very similar to the instantaneous input
case, but for an input of width of 10 ms (T/2), the input
widths in the tree are on the same order of magnitude. For
wider inputs, the input widths in the tree are almost the same
at every point, reflecting the fact that the geometry of the
tree becomes less important. We can see by comparing Fig.
8, C and D-F, that the input delay analysis may yield results
regarding the width of the response for short inputs. See
further analysis of the signal width in Agmon-Snir (1994).
Fig. 9 demonstrates some of the results above, showing
the voltage waveforms for a sample current input injected
into the same dendritic tree model used in Fig. 8. The
current input is injected at time t. and its form is i(t) =
imax * a * (t - t) * ela-(t-t), for t . ts. In our example,
a = 1 ms-1, t = 1 ms, and imax is the peak value of the
current. The characteristic time of this current input is 3 ms,
and its width is (/2) ms. In Fig. 9 a, the normalized
waveforms at the injection point are shown for inputs in-
jected at three points: at the soma, at the rightmost tip of the
apical tree, and at one of the basal tips. The differences
between the widths of the waveforms are as expected from
the results of Fig. 8, C and D. Calculation of the input delays
and input widths from the waveforms (integrated until t =
120 ms) gives results very similar to those found by the
method of moments. In Fig. 9 b, the current is injected at the
rightmost tip of the apical tree, and the normalized voltage
waveforms at the injection point, at the soma, and at one of
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to an isolated soma. When a complicated tree is modeled
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FIGURE 9 Demonstration of the method of moments results using com-
partmental modeling. The voltage waveforms are shown for a sample input
injected to the same model used in Fig. 8. The current injected is i(t) = im.
*a.(t-ts)* ela(t"ts) for t 2 ts, where a = 1 ms-1, t. = 1 ms, and ima,,
is the peak value of the current. (A) The current is injected at a point in the
tree and the local voltage response is shown. Three points were chosen: the
soma, the rightmost tip of the apical tree, and one of the basal tips. The
voltage responses were normalized to have the same peak value. The
injected current is also shown (dashed line). (B) The current is injected at
the rightmost tip of the apical tree, and the normalized voltage responses at
this point, at the soma, and at one of the basal tips are shown. The injected
current is also shown (dashed line). The simulations were done by Moshe
Rapp using Neuron (Hines, 1989).
the basal tips are shown. As explained above, the delay
caused by the slow-rising phase of the PSP at the soma
(classically estimated by the time to peak, the rise time, and
the latency) can be estimated by the propagation delay from
the soma to the input point, defined using the centroids.
Indeed, this PD is found to be 16.2 ms, which is a fair
estimate of the delay caused by the rising phase.
An example of calculations in a simple model
An important result of the present study is the development
of an efficient method for calculating moments-based prop-
erties of the voltage response in passive dendritic structures
with arbitrary branching. Here we illustrate the method for
the particular example depicted in Fig. 10. The model in this
example consists of a spherical soma 20 gm in diameter,
which is connected to a cylinder 100 ,um in length and 2 ,um
in diameter (cylinder 1). At the end of this cylinder, two
identical cylinders (cylinder 2 and 3) are connected, each
100 ,um long with a diameter of 1 gm. The point connecting
the soma and cylinder 1 is denoted by s, and the branchpoint
between the three cylinders is denoted b. The tips of cylin-
ders 2 and 3 are denoted a and c, respectively. We will
assume uniform membrane properties in this example, with
Rm = 20 kfcm2, Cm = 1 ,F/cm2 (T = 20 ms). Also, Ri =
100 fcm and points a and c are sealed ends. From these
model parameters, we can calculate the electrical length of
each cylinder and its Rmo (Rall, 1989). Cylinder 1 is O.1A
long, and with R,3 of -318 MQ. Cylinders 2 and 3 are each
-0.14A long with R,o of -900 MQ. The soma membrane
resistance is -1600 Mfl.
A transient input (Ii.) is injected at point a, the tip of
cylinder 2. In Fig. 10, a sample input current is depicted
and the voltage responses at the soma and at the points a,
b, and c are shown for this input. For calculating the input
resistance at this point, we should calculate the input
resistance at point b of the model consisting of cylinder
1 and the soma, and the input resistance at point b of the
model consisting of cylinder 3 alone (see the algorithm in
Fig. 6). Both values are easy to calculate. Using Eq. 30,
where RL is the soma membrane resistance, we find that
the input resistance at point b of the model consisting of
cylinder 1 and the soma is 1083 Ml. For calculating the
input resistance at point b of the model consisting of
cylinder 3, RL -> 00, Eq. 30 becomes Rin(O)/Rm, = coth(L),
and we determine that the input resistance is 6409 MQl.
Using Theorem IV for the zeroth moment, we can cal-
culate the input resistance at point b for the model
consisting of cylinder 1, the soma, and cylinder 3. This
input resistance is 1/(1/1080 + 1/6410)MfQ = 927 MQl.
Using Eq. 30 for cylinder 2, where RL = 927 Mfl, yields
the input resistance at point a, 920 Mfl.
This procedure for calculating Ri. is not new (Rall, 1959).
Now we calculate the input delay at point a, using the input
resistances we have just calculated. For calculating the input
delay at this point, we should calculate the input resistance
and the input delay at point b of the model consisting of
cylinder 1 and the soma, and the input resistance and the
input delay at point b of the model consisting of cylinder 3
alone (see the algorithm in Fig. 6). The input resistances
were calculated above. Using Eq. 35, where RL is the soma
membrane resistance and DL is the soma membrane time
constant (= 20 ms), we find that the input delay at point b
of the model consisting of cylinder 1 and the soma is 19.59
ms. For calculating the input delay at point b of the model
consisting of cylinder 3, RL -> 0o, and Eq. 35 becomes
simple, because ( = 1 and K = 0. We find that the input
delay is 19.87 ms. Using Theorem IV for delays (Eq. 31),
we can calculate the input delay at point b for the model
consisting of cylinder 1, the soma, and cylinder 3. This input
A
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FIGURE 10 Simple model used to
illustrate calculation of moments- 5
based properties. A transient current 3
input (Ii.) is injected at the tip of ; -
cylinder 2 (point a). The voltage re- , 4C
sponse at points a, b, c, and s is ana- ms
lyzed in the Discussion. The soma is A S
20 ,um in diameter, all of the cylin- cylin
ders are 100 ,um long, the diameter of
cylinder 1 is 2 ,um, and the diameter
of the other cylinders is 1 ,um. The
membrane is uniform, with Rm = 20
kflcm2, Cm = 1 1xF/cm2 (T = 20 ms).
Ri = 100 flcm. The sample current
shown is i(t) = 0.1 - t - e-t, where t is
in milliseconds and the current is in
nanoamperes. The voltage responses
depicted at points s, a, b, and c refer
to this sample current input.
delay is 19.63 ms. Using Eq. 35 for cylinder 2, where RL =
927 Mfl and DL = 19.63 ms, yields the input delay at point
a, 17.32 ms.
We can continue and calculate the input broadening in
the same way, but we will skip this straightforward
calculation. Instead, we will calculate the attenuation
factor and propagation delay along paths in the model.
The input resistance and input delay at point b for the
model consisting of cylinder 1, the soma, and cylinder 3
are the RL and DL for cylinder 2 in Eqs. 29 and 34. We
find that the attenuation factor from point a to point b is
1.15, and the propagation delay is 2.54 ms. From point b
to point c, we use Eqs. 29 and 34 for cylinder 3, where
RL -X o, and find that the attenuation factor is 1.01 and
the PD is 0.2 ms. From point b to the soma, we use the
same equations, now for cylinder 1, where RL is the soma
membrane resistance and DL is the soma membrane time
constant. The attenuation factor found is 1.02 and the
propagation delay is 0.49 ms.
The results were verified by compartmental modeling and
found to be very similar. A small difference is due to the
inaccuracy of a compartmental model (compartments of 0.01
were used) and the integration time of the compartmental
model (the simulation was run until t = 60 ms).
An algorithm for trees equivalent to a
single cylinder
Many important insights can be obtained from analyzing the
family of trees that are equivalent to a single cylinder (Rall
1959, 1962a,b, 1969). Rall and Rinzel (1973) introduced an
analytical method to compute the attenuation of steady
voltage in such trees, with current injected into only one
dendritic branch. This method is based on the superposition
property of linear systems. For example, consider the case
of a symmetrical dendritic branching with one branch point.
C
/'
4
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An input, I, is injected at the tip of one of the terminals. The
voltage response in this case is the sum of two voltage
responses: the response in the case where both dendritic
terminals receive a current of I/2 and the response in the
case where one terminal receives a current of +I/2 and the
other receives a current of-d/2 (Rall and Rinzel, 1973).
These two responses are easily computed if the tree is
symmetric and equivalent to a cylinder. This analysis holds
even if I is a transient input. Hence, using the Multi-inputs
Theorems(Theorem VI for the various moments-based prop-
erties), transient attenuation, delays, broadening, etc., may be
analyzed for such "equivalent trees." This superposition
method can be extended to higher orders of branching.
The advantage of such an analysis over the general re-
cursive algorithms discussed above is that in these idealized
trees, the general dependence of the moments-based param-
eters on the order of branching and the electrical length may
be expressed analytically. This yields better understanding
of the effect of branching on the input resistance and the
time course of synaptic potentials. For an example, see an
analysis of delays in such structures in Agmon-Snir and
Segev (1993).
Two new parameters, Aeff and Tff, and
morphoelectrotonic transforms
We have defined two new functional parameters, Teff and
Aeff. These directional parameters extend the functional
meaning of the classical parameters, the membrane time
constant, Tm, and space constant, A, for dendritic trees.
Indeed, for an isopotential structure Teff = Tm and for an
infinite cylinder, Aeff = A. For a given direction from a point
(y) in a tree, the attenuation rate of a steady voltage is
inversely proportional to Aeff. One consequence of this is
that the modeled tree can be rescaled with respect to Aeff to
obtain a morphoelectrotonic transform of the tree, called an
1 652 Biophysical Journal
Analysis of Dendritic Transients
attenogram, where each unit of distance represents an e-fold
attenuation of voltage (Zador et al., 1995). The other pa-
rameter, Teff' is the input delay at point y, when the boundary
conditions at all other possible directions (excluding the
direction of interest) are sealed ends. The ratio Aeff/Teff is the
velocity of the centroid (delay Theorem III above). Scaling
the modeled tree with respect to the velocity provides an-
other type of morphoelectrotonic transform, called a delay-
ogram, where each unit of distance represents a constant
propagation delay (Zador et al., 1995).
The concepts of Aeff and Teff can be useful also for
tapering cylinders and can be generalized for nonlinear
membrane models (unpublished results). This generaliza-
tion may prove useful in analyzing the behavior of transient
signals in nonlinear dendritic trees and in axons.
Extension of the results: transient voltage inputs,
synaptic conductance changes, and nonlinear
membrane properties
The results of the present study are also applicable to the
case of a transient voltage input rather than a transient
current input. Note, however, that in this case there is no
meaning to the input resistance, input delay, input broaden-
ing, etc. Hence, the Reciprocity Theorems and Theorems IV
of the various properties are not relevant. The other theo-
rems and the algorithms for computing moments-based
properties are valid for this case.
Although the analysis using the method of moments is
mathematically correct only for linear systems, it can be
applied, using caution, to conductance change inputs (which
are a more realistic model of a synaptic input). In general,
when a synaptic conductance change is used to model a
synaptic input, the voltage response also depends on the
degree of nonlinearity induced by the synaptic input. None-
theless, as demonstrated by Rinzel and Rall (1974), the
linear case may still be a very good approximation when the
conductance change is brief compared to the system time
constant (e.g., the conductance change associated with the
non-NMDA receptors) as well as when the conductance
change is small compared to the input conductance at the
synaptic site. Moreover, one should note that the properties
of the passive spread of voltage from the input point to other
regions of the neuron (i.e., attenuation factor, propagation
delay, etc.) are independent of the conductance change at
the input site.
In the presence of active conductances in the dendritic
membrane, the elegant theorems and algorithms of the
method of moments would not hold. It is widely accepted
today that in many cell types, the dendritic membrane is not
purely passive, and in some cases can support active prop-
agation of action potentials (see Regehr and Armstrong,
1994, for a review). Nevertheless, passive analysis of den-
dritic models is broadly used as a reference case for the
detailed nonlinear model and as a first approximation. A
moments in modeling dendrites that include nonlinearities.
In some cases, the nonlinear membrane can be linearized for
small, subthreshold voltage changes (Koch, 1984). We have
not extended this approach, but it seems that although
mathematically one can get good approximations for the
moments-based properties, it might be hard to interpret the
results. This is because the response to a monophasic cur-
rent injection might be biphasic if the linearized membrane
includes an inductive component. In some cases, one can
find that while the signal is propagating to a known direc-
tion, its centroid is decreasing, wrongly interpreted as "go-
ing back in time." A second approach is to use numerical
methods (e.g., a compartmental model) for computing the
moments-based properties of the positive part of the EPSP.
The numerical results of the nonlinear model would be then
compared to the analytical results from the reference pas-
sive model. A third approach is to use the method of
moments to get qualitative insights regarding the spatiotem-
poral integration in a given dendritic model (e.g., a recon-
structed cortical pyramidal cell) and the dependence of the
spatiotemporal integration on the geometry and the passive
properties of the cell. This approach is called "the concept
of decision points," and it is demonstrated in Agmon-Snir
(1994) and in Agmon-Snir and Segev (1994). The concept
of decision points links the results of the elegant passive
analysis and the nonlinear interactions between PSPs in the
dendrites. The analysis of synchrony requirements at vari-
ous points at the dendritic tree is an example of such an
approach: the results came from a passive analysis, and
these results were interpreted as requirements for synchrony
for nonlinear interactions (e.g., nonlinear summation of
synaptic inputs, activation of a local threshold for an elec-
trical or a chemical process). Although this approach is
practically a simplification and an approximation of the real
dendritic tree, it might be found to be very useful in many
cases. It may be competitive with the compartmental "real-
istic" modeling, in which many of the parameters are still
not known from experiments, and an "educated guess" of
their value is used instead.
CONCLUSIONS
The method of moments is a mathematical tool for analyz-
ing transients in passive dendrites. In this paper, we formal-
ize this method in detail. However, the method of moments
is not just another shortcut for calculating voltage response
in passive dendrites. Instead, it is a useful tool for analyzing
the computational capabilities and limitations in dendritic
trees. We demonstrated it in the discussion by analyzing the
multiple-time windows for synaptic integration in dendritic
trees. A more detailed analysis of this and many other
implementations of the method of moments can be found in
Agmon-Snir and Segev (1993) and in Agmon-Snir (1994).
In Agmon-Snir (1994), a link is made between the formal
analysis of the moments-based properties and the signifi-
few approaches can be used when utilizing the method of
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cance of this analysis to our understanding of the compu-
Volume 69 November 1995
tational capabilities of neurons, using the concept of deci-
sion points.
The main advantages of the analysis of moments-based
properties are:
1. The generality of the results for any input shape (The-
orems I).
2. The applicability of the results for arbitrary den-
dritic trees. Using Theorems III and V, the results ob-
tained in the analysis of simple structures may be applied
easily to much more complicated structures. This is dem-
onstrated in Agmon-Snir and Segev (1993) and in
Agmon-Snir (1994). Moreover, the analytic expressions
and efficient algorithms may be used for calculating the
moments-based properties in arbitrary dendritic struc-
tures.
3. The useful interpretations of the moments-based prop-
erties for understanding single neuron computation, as dis-
cussed above and in Agmon-Snir (1994).
4. The possible use of the method of moments in exper-
iments-as a method for analyzing synaptic inputs and for
analyzing electrical properties of neurons. The experimental
use of the moments-based properties is discussed in brief in
Agmon-Snir (1994).
It should be noted that the method of moments cannot be
used to examine the whole time course of the voltage
response in the tree. Information about the exact shape of
the response is available only when an infinite number of
moments are analyzed. However, for most functional pur-
poses, the exact shape of the transient is not important.
Indeed, the first few moments of the signal are sufficient for
extracting the most interesting information about the signal.
In this work, the effectiveness of the signal is given by the
zeroth moment (the strength); the characteristic time is
given by the centroid, which is defined by the first two
moments (zeroth and first moments); and the width of the
signal is given by a measure that is based on the first three
moments. Adding the third moment, one may obtain infor-
mation about the asymmetry of the signal, and by using
higher moments more information may be found on the
shape of the signal. In Agmon-Snir (1994), however, it is
demonstrated that the important features of the voltage
response can be characterized by using just the first three
moments. This result is not surprising. Indeed, we already
know from probability theory that the most important in-
formation about a distribution is given by the first moments.
The fact that the first few moments convey most of the
interesting information in the analysis of dendritic transients
is a necessary condition for the application of the method
of moments. This is because the analysis of moments of
higher orders becomes very complicated. Even for the
analysis of the width, which requires the first three mo-
ments, the resultant expressions are complicated and it
could be hard to derive them without a software tool for
symbolic algebra.
We hope that the method of moments will become a
standard experimental and theoretical tool for analyzing
signal processing in dendritic trees. Incorporating it into
software tools for analyzing dendrites (e.g., Neuron (Hines,
1989) and Genesis (Wilson et al., 1989)) would provide a
simple and efficient way for exploring the role of the
biophysical and morphological properties of the dendritic
tree in the computational function of the neuron.
APPENDIX
Proving the theorems of the
moments-based properties
We start by analyzing derivatives of the logarithm of the Laplace
transform at s = O. For a transient signal f(t), we find, using Eqs. 2, 4,
6, 14, and 15,
[ln(j(s))]5=o = ln(mf,o) = ln(&f)
[a ln(f(s))]1 [a(j(s)) (
-l
L as ]_-= L as (f( s) _=O
[a2ln(f(s))]I 2
(Al)
-tf (A2)
(A3)
The input-output relation between a current injection at point y and a
voltage response at point x in a passive structure can be described in the
Laplace domain by a transfer function H(s). Using Eq. 13, and setting
i(t) = I(y, t) and o(t) = V(x, t), we get
ln(H(s)) = ln(o(s)) - ln(T(s)) = ln(V(x, s)) - ln(l(y, s))
(A4)
Using Eqs. A1-A3 and Eq. 15, it is then straightforward to get from
Eq. A4,
s(Jx)Rtr(y, x) = (x) = H(O)
sI(y)
Dtr(y, x) =-(x) - ti(y)
= a ln(H(s))] _ [(dH(s)/ds) 1
L
asJ = [ H(s) J
Btr(y, s) = iv2x) - WIi~y [aS2lnH )
(A5)
(A6)
(A7)
We see that Rtr(y, x), Dtr(y, x), and Btr(y, x) are independent of the shape
of the transients, and this proves the Shape Invariance Theorems (Theo-
rems I). In particular, Ri.(y), Di.(y), and Bi.(y) are independent of the
shape of the transients, and thus it is easy to see that the Shape Invariance
Theorems are also valid for the attenuation factor A(y, x), the propagation
delay PD(y, x), and propagation broadening PB(y, x).
The Reciprocity Theorems (Theorems II) are a direct consequence of
the reciprocity property of the Laplace transform, which means that the
transfer function, H(s), is the same if one injects current at y and records
at x, or vice versa. Hence, the transfer resistance, transfer delay, and
transfer broadening, as expressed in Eqs. A5-A7, will be the same in
both cases.
For proving Theorems III, we will rewrite Eq. 26,
ax ln(V(x, s)) = (fin(x, s))-1 ri = (?in(x, S))-1 * jRo * 1
(A8)
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We analyze the derivatives of [Rin(x, s)]-1 at s = 0,
[(Ajn(x, s))'-]s=o = (Rin(x))-l (A9)
i]= n(x) (AlO)
[ ?X,d( ))- 1 -1(x) (All)
Note that RAn at point x in a passive structure is equal to V at this point,
when a 8-function current input is injected at point x at time 0. That is
because V(x) = Rin(x) - I(x) and the Laplace transform of a 8-function
current is exactly 1.
From Eq. A8, we get the expressions for the attenuation rate, the signal
velocity, and the broadening rate, using Eqs. A1-A3, A9-All,
Ar(X) = (Rin(x))-R .0* - = (Aeff(X))-l (A12)
keff(X) Aeff(X)
___=__ = (A13)Dmn(x) `eff(x)
Br(X) (A14)Xeff(X)
where all of the variables refer to the propagation direction of the signal.
We can see that the expressions do not depend on the structure "behind"
the signal or on the point of current injection. Hence, we have proved
Theorems III.
Rewriting Eq. 25 we get
(Ain(y s)) ' = (Rinj,(y, s))W + (jin,2(y, S))-l (A15)
From this equation and using Eq. A9-All, we find that
(Rin(Y)) 1 = (Ri,1(y))' + (Rm 2(Y)) (A16)
Din(Y) Dinjl(y) Din,2(Y)+. ~~(A17)
7Rin(Y)
- J(Y) + qin,2(Y) (A18)
Rin(Y) RKAlY) Rin,2Y)
Using Eq. A16-A18, it is straightforward to prove Theorems IV. This
proof can be applied easily to more than two directions (e.g., a branch
point).
The Equivalence Theorem for input/transfer resistance and voltage
attenuation is a direct consequence of the fourth and fifth properties of the
Laplace-transformed voltage response (Eqs. 23, 24, and 25) when s = 0.
For proving the Equivalence Theorem for delays, we recall that R-in can be
computed at any point in a given segment if An of the structures at its
boundaries are given (Eqs. 24 and 25). If the input resistance and the input
delay of a structure at the boundary are known, the zeroth and first
moments of A,in of this structure are also known. Hence, using Eqs. 24 and
25 and their derivatives with respect to s, the zeroth and first moments of
An at any point in the segment can be computed. In other words, we can
find the input resistance and input delay at any point along the segment.
This is sufficient for calculating input delays and velocities at any point
(and any direction) and, thus, for calculating delays along the segments.
The same method can be used to prove the Equivalence Theorem for
broadening, using the zeroth, first, and second moments.
Theorems VI are a direct consequence of the linearity property of the
Laplace-transformed voltage response. It is easy to see, by using Eq. 15,
that the moments of the signal also preserve this linearity. The linearity of
the zeroth moment yields the proof of the Multi-inputs Theorem for the
signal strength; the linearity of the first moment yields the proof of the
Multi-inputs Theorem for delays (when substituting the first moment off
by Sf - if); similarly, the linearity of the second moment yields the proof of
the Multi-inputs Theorem for broadening.
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