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ABSTRACT

CLASSIFYING RNA SECONDARY STRUCTURES USING
SUPPORT VECTOR MACHINES
by
PrathyUsha Sunkara

In contrast to DNA, RNA prevails as a single strand. As a consequence of small selfcomplementary regions, RNA commonly exhibits an intricate secondary structure,
consisting of relatively short, double helical segments alternated with single stranded
regions. The amount of sequence data available is rising rapidly day by day. One of the
problems encountered on a specific molecule is finding the relevant data between the
massive number of other sequences to be done by reading lists with a short description of
all new entries in large databases already existing. One of the main objectives of this
work is to take the extracted structures of aligned ribosomal RNA sequences and their
secondary structures and cluster them. The proposal is to apply existing dimensionality
reduction algorithms to these extracted structures and then cluster them in a reduced
dimensional space using Support Vector Machines.
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CHAPTER 1
INTRODUCTION

Just as photocopy sections of the instruction manual would be handled out to the different
workers, rather than tearing sections out of the book for distribution, so individual genes
are not themselves dispatched to the cytoplasm. Instead, copies of the instructions
contained in genes are sent out. These copies are in the form of molecules of RNA, which
is similar to DNA but has just one strand of bases instead of two and the base uracil (U)
instead of thymine (T) — this is very important for building or making new proteins.
The exciting wider implication: if ribosomes can be induced to translate RNAs of
any nucleotide sequence into protein, then RNAs of known nucleotide sequence could be
incubated with ribosomes and watched to see what kind of amino acid sequence came
out. This is the solution of the genetic code!
It is possible to use a computer to analyze RNA molecules, because it is much
more predictable than DNA or proteins and lends itself well to computer analysis. RNA
is incredible because it can do almost anything we can think of, including transporting
and transmitting genetic information — just like DNA does — and performing catalytic
functions, just like proteins do. The direct outcome of these developments is huge
databases of sequence and physiological data. Associated with these databases are a
number of specific questions such as homology determination between two or more
sequences or structures, elucidation of sequence — structure — function relationships,
functional motifs, etc.
The amount of sequence data available is rising rapidly day by day. One of the
problems encountered on a specific molecule is finding the relevant data between the
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massive number of other sequences to be done by reading lists with a short description of
all new entries in large databases already existing. The databases contain a number of
sequences with or without any accession numbers — the aligned pair to their publication.
For some cases, an update is needed, or the name of the sequence may already exist in the
database, sometimes, the original database should be changed in the update process,
change names in references, formats, and alignments. So, all these secondary structures
indicated in the databases are based on comparative analysis. But there are several
problems with this approach. Although clear cases of covariance portions of independent
compensations and no counter-evidence, some possible duplexes show corresponding
base-pairs as well as non-compensated characteristics of species or groups.
One of the overall objectives of this work is to provide a broad framework of
principles for integrating individual information along with state — of — the — art tools for
addressing specific homology classification by taking the extracted structures of aligned
ribosomal RNA sequences and their secondary structures and group them into different
organized homology collections.
Classification using clustering algorithms - a non-linear activity that generates
ideas, images and feelings around a stimulus word and enable us to see patterns for
different ideas. Biological data are complex, they are arguably the most complex data
known. Apart from mere numerical richness, there are many similar but not identical
entities that are challenging to model. Often incomplete biological objects are large and
complete descriptions are time-taking to obtain because of the limited resources or
because attempts to collect data fail. Many biological concepts are incompletely
understood due to changing models and data, and the model of a given concept is likely
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to become a more sophisticated one over time. The biological domain is highly integrated
where the information is collected in hierarchies with many facts having to bear the truth
of other facts, having to alter based on the results of the applied semantic rules.
Clustering is used to discover sets of unstructured text documents and summarize
them into labeled collections (Fig 1.1). It is used to organize and compactly summarize,
disambiguate and navigate the results retrieved from large databases. Increasing number
of molecular biological data collections and using them together requires interoperability
since it is not practical to dump and organize a single monolithic model.

Figure 1.1 Main Idea is sub-divided and classified into different groups or clusters.

It is useful for personalized information delivery by providing a setup for routing
new information such as that arriving from news-feed and new scientific publications.
Traditional clustering algorithms such as the hierarchical agglomerative clustering and
graph-theoretic methods have been explored in text mining literature. But now, this
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proposal is to apply vector based classifying methods to cluster the extracted sequences
of RNA secondary structures and classify them into different homologies. The
application of existing dimensionality reduction algorithms to these extracted structures
and then clustering them in a reduced dimensional space may introduce a small
inaccuracy in performing classification.
Evaluating a series of the extracted structures using the state of the art developed
software RSMatch (Liu, J. et al.) for selecting features and its variants for the
effectiveness of the proposed approach and training the Support Vector Machines
(Vladimir Vapnik) for classification of different secondary structures according to their
different topological and functional characteristics and the experimental goal is to
enhance the accuracy of clustering of RNA secondary structures.
The RSMatch package is implemented in Java and Perl and run under a
UNIX/Linux operating system. It takes an input data as RNA sequences (which are in
FASTA format), which invokes automatically the Vienna RNA package to fold the
sequences into structures and then align the secondary structures. The use of both the
pairwise structure alignment or multiple structure alignment, using RSMatch and using
Count Kernels for RNAs (Taishin Kin, et al.), as kernel function to train the Support
Vector machines for classifying them into well-characterized families are studied here.
Classification of RNA secondary structures using Support Vector Machines
(SVMs) need a representation of the secondary structure and also a kernel function that
provides a reasonable similarity measure for the chosen representation. There are many
other methods to do this classification, using clustering algorithms such as UPGMA, but
choosing to train SVMs is very important because they are well-suited to deal with
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learning tasks, where the number of attributes is large with respect to the number of
training examples. The hidden Markov models have been a great work for classification
at the superfamily levels, but SVMs are very promising methods for classifications at the
subfamily level.
Classification using SVMs is a very interesting problem, because usually they
have a very small set of positive training examples and often have an extremely large
number of negative example set. This is a big problem, which can be easily solved
nowadays, by training Support Vector Machines using the related kernel functions.
RNA structures are classified according to different homology groups, such as
functional classification, structural classification, according to RNA motifs, can be
classified according to RNA Tertiary interactions. Classification according to their
secondary structures is a very important problem because it is very common to find many
examples of homologous RNAs that have a common secondary structure without sharing
significant sequence similarity. A small change in these structures, correspond to a
particular disease, so classifying and comparing the different structural dissimilarities can
lead us to diagnose many disease states.
The chemical and biological properties of many RNAs are determined by their
secondary structures. Nowadays, secondary structures of RNA have many applications in
functional classification, where many RNA viruses have been classified according to
their secondary structures instead of their sequences. Evolutionary studies need
secondary structures of ribosomal RNAs of different species to place them on the
evolutionary tree. Pseudogene detection needs secondary structures to detect differences
between genes and pseudogenes of a DNA sequence which is homologous to a tRNA
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gene. All these applications need the secondary structures well-classified and wellcharacterized into different groups, and easier to retrieve all the information for any kind
of analysis.

Figure 1.2 Data Milling tools and techniques

This is an experimental analysis to study combination of some state — of— the - art
programs to extract feature vectors from RNA secondary structure alignments taking the
right subset of relevant features using different approaches and training these feature
vectors into Support Vector Machines using kernel functions and compare our results
with the manually-curated families in the RNA databases. The SVM classifier
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performance is assessed with values of sensitivity and specificity by computing area
under ROC (Receiver Operating Characteristic Curve), which is a general measure of the
discrimination ability.

CHAPTER 2
RNA SECONDARY STRUCTURES AND RSMATCH

2.1 Basic Concepts

RNA consists of a set of nucleotides that can be either adenine (A), cytosine (C), guanine
(G), or uracil (U). Each of these nucleotides is known as the base and can be bonded with
another one via hydrogen bonds. A base-pair is formed when two bases bond with each
other. There are two types of base-pairs: canonical base-pair and wobble base-pair.
Canonical base-pair is formed by a double hydrogen bond between A and U, or a
triple hydrogen bond between G and C. Wobble base-pair is formed by a single hydrogen
bond between G and U. Apart from these two types of base-pairs, other base pairs like UC and G-A are also feasible, but they are seen very rare. Contrast to DNA, RNA is single
stranded. Due to the extra hydrogen bond in each RNA base, RNA bases in a RNA
molecule hybridize with itself to form complex structures such as secondary and tertiary
structures. The primary structure of an RNA molecule is just its sequence of nucleotides,
whereas secondary structure specifies it's canonical and wobble base-pairs that occur in
the molecule(Fig 2.1). Traditionally, the role of RNA in the cell was mainly in the
context to protein gene expression, limiting RNA to its function as mRNA, tRNA, and
rRNA. The discovery of a diverse array of transcripts which are not translated into
proteins but are functioning as RNAs has changed this view profoundly.
The base sequence is essential in determining the secondary structure, and two
secondary structures are distinct if the two sets of base-pairs are not equal. The structural
components of secondary structure are base-pairs, bulges, interior loops, end loops, and
multi-branch loops (Fig 2.1). A hairpin is a structure with base-pairs (at least one),
8
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bulges, interior loops, and exactly one end-loop. Multi-branch loops are junctions, such
as in the cloverleaf, where more than one hairpin or more complex secondary structures
are appended.

Figure 2.1 Secondary structure of an RNA molecule with bulges, loops and base-pairs.

The central dogma of molecular biology posits that in living cells, the genetic
information is translated to proteins, which do the real work. The traditional view of
RNA is as a helper molecule in the translation process. But this view has changed
recently as RNA has a very important role in regulation of genes and as a catalyst in
many cellular processes. The structure of RNA molecules is the key to their function.
And classifying according to their structural information is of great value for various
analysis and research.
During hybridization, pairs of bases in RNA form hydrogen bonds, with the
complementary pairs and others. A set of bonds largely held together results in a folded
molecule, which is its secondary structure. The knowledge of this secondary structure of
a folded RNA molecule sheds valuable insight on its function.
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Almost all RNA molecules form secondary structures. The presence of secondary
structure in itself therefore does not indicate any functional significance. A small number
of point mutations are very likely to cause large changes in the secondary structures. A
very small difference in the nucleic acid sequence can lead to obtaining almost unrelated
structures if the mutated sequence positions are chosen randomly. Selection acts to
preserve a structural element which has some function. From the RNA secondary
structures from a small sample of related RNA sequences, the function of conserved
structures cannot be predicted but knowledge of their location can be used to follow up
our specific queries.

2.2 Feature Analysis

RNA sequences have a specific base sequence, over the {A, U, G, C} alphabet. The basepairs A-U and G-C are called Watson-Crick base-pairs. Folding RNA sequences into
secondary structures is frequently used as a tool for classification and prediction of the
function of RNA molecules. In many structural RNA molecules, G-U base-pairs also
appear. All the components make some contribution to the stability of the overall
structure. This stability is measured in free-energy, but many studies show that
MFE-predictions cannot be used for detection of functional RNAs, as thermodynamic stability
alone is not significant. It can be a valuable diagnostic feature since functional RNAs are
more stable than random sequences to some degree.
Secondary structures decompose into the following structural elements which are
assumed to contribute additively to MFE:
Stacks are double-helical regions of RNA,
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Loops are unpaired regions enclosed by stacks. The degree of a loop is the
number of stacks attached to it. A hair-pin loop thus has degree 1, bulges and interior
loops have degree 2, and all loops with degree larger than 2 are denoted as multiloops.
External elements are strains of unpaired bases that are not part of a loop. They
are either free ends or joints connecting different components of the secondary structure.
Free energy of folding
The energy of a particular structure is assumed to be the sum of contributions
from individual base pair stockings and loops strains. Three different Folding algorithms
can be used for RNA secondary structure formation.
Maximum matching — algorithm (Nussinov et al. 1978) derives a structure with a
maximum number of base pairs irrespectively of energy parameters.
Kinetically controlled folding — form structures that are determined by the kinetics of the
folding process (Martinez 1984; Abrahams et al. 1990; Gultyaev 1991).
Minimum free energy — most common approach to predict RNA structures based on
minimization of free energy (Tinoco et al. 1971) where loop matching is a special case of
RNA mfe-folding.
The thermodynamic model for RNA structure formation posits that, out of the
many optimal possibilities, an RNA molecule folds into that structure which has the
minimum free energy (MFE). Free energy models typically assume that the total free
energy of a given secondary structure for a molecule is the sum of independent
contributions of adjacent, or stacked, base-pairs in stems (which tend to stabilize the
structure) and of loops (which tend to destabilize the structure). The functions of length
and base composition of RNA molecules can be computed very accurately from a
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relatively simple regression model which can be obtained by a standard implementation
of a support vector machine (SVM) regression algorithm (Thorsten Joachims). The timeconsuming sampling procedures to get these results can be replaced by the SVM estimate
without a significant loss of accuracy, while saving a large factor of CPU time.
A comprehensive understanding of cellular processes is impossible without
considering RNAs as key players. Identifying efficiently the functional RNAs (nc RNAs
as well as cis-acting elements) in genomic sequences is one of the major goals in current
bioinformatics. About half of the transcripts from Human chromosomes 21 and 22 are
non-coding. Structured RNA motifs furthermore function as cis-acting regulatory
elements within protein coding genes (Fig 2.2). Functional RNAs lack in their primary
sequence common statistical signals that could be exploited for reliable detection
algorithms. Many functional RNAs however depend on their defined secondary structural
and in particular, evolutionary conservation of secondary structures serves as compelling
evidence for biologically relevant RNA function. Therefore, comparative analysis seems
to be the most promising approach. To date, many collections of complete genomic
sequences are identified only sporadically, because of the simple reason, that there are no
reliable tools available to scan multiple sequence alignments for functional RNAs. So,
here we use the state of art software developed — RSMatch(Liu, J. et al.), a method to
align RNA secondary structures and its application to RNA motif detection.

2.3 Background
This thesis is extended on studying some of these methods based on two recent papers
related to classification of RNA secondary structures, which use methods different from
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the proposed traditional methods. One of them is "Classification of RNA Secondary
Structures Using the Techniques of Cluster Analysis" (Nakaya, et al.) in which the
authors have developed some very interesting methods to classify many suboptimal
structures which are very similar and some entirely different of an RNA sequence.
Results are classified and presented analyzing the secondary structures of cadangcadang coconut viroid, potato spindle tuber viroid and polio virus as examples. Then they
applied a similarity metric to classify the secondary structures derived from a set of
mutant RNA sequences. The discussion through this paper strongly advocates that the
mutation of a given RNA sequence changes not only the optimal secondary structure, but
also the population of the cluster of the secondary structures.
"Classification of Non-Coding RNA using Graph Representations of Secondary
Structure" (Yan Karklin, et al.) is another paper, where the authors have developed a
labeled dual graph representation of RNA secondary structure by adding biologically
meaningful labels to the dual graphs proposed by Gan et al. Then, a similarity measure is
defined directly on the labeled dual graphs using the recently developed marginalized
kernels.
Using this similarity measure, the Support Vector Machine classifiers are trained
to distinguish between RNAs of known families from random RNAs with similar
statistics. In an RNA molecule, hydrogen bonds are formed between the nitrogen bases
(G-C, A-U and G-U) to form stable base-pairs (Fig 2.2). The hydrogen bonds which are
formed continuously in an RNA molecule are called stacking regions, and they greatly
contribute to the stability of the structures of the RNA molecule. The secondary structure
is determined by the stacking regions, which contains many aspects of biological
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information. All of the stacking regions cannot co-exist in a single feasible secondary
structure due to their structural restrictions.
The secondary structures are obtained by selecting the stacking regions which can
co-exist with each other. In the first paper, the authors (Nakaya et al.) have studied to
enumerate all the feasible secondary structures using a search tree in a systematic
manner. A tree is constructed, ordering the stacking region candidates according to their
free energy. Feasible secondary structures are obtained from the search tree, whose nodes
at depth i determine whether i th candidates are selected or not. Actually the searching
can be done using massive parallel processors and efficient pruning and migration
(Nakaya et al.). The constructed search tree gives two feasible structures at its leaf node
and represented with a list of candidate numbers which participate in it. The classification
is done by using clustering algorithm — UPGMA, "unweighted pair group methods using
arithmetic average" (Hubert, 1974; Edelbrook & McLaughlin, 1980; Milligan & Issac,
1980; Milligan et al.; Milligan et al.).
Starting with the clusters containing a single secondary structure, mergers of
clusters are iterated, and the pair of two existing clusters which are nearest is selected and
put together into a new cluster whose members belong to the original clusters. This
process is continued until only a single secondary structure cluster, which contains all the
secondary structures, remains. Here a metric is introduced among clusters to select the
clusters which are to be merged, by computing the hamming distance between two
secondary structures. But in this study, the proposal is to use RSMatch (Liu, J. et al.), the
state of art software for multiple structure alignment and iterative database search.
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Using RSMatch to extract features from the RNA secondary structures according
to the scores obtained, and these score matrices are used to train the Support Vector
Machine classifiers. These are studied for better performance and time — efficiency than
the clustering algorithms, such as UPGMA. These clustering algorithms cannot be
concluded as not being efficient, but using the state of art programs and combining with
the latest techniques of SVM classifiers, the intention is to propose more exciting and
efficient methods to classify RNA secondary structures into different subfamilies and
compare them against the already classified, manually-curated families in the open web
RNA databases.
RNA secondary structures, the pattern of base-pairing contain the critical
information for determining the three dimensional structure and function of the molecule
(Karklin et al.). A labeled dual graph representation of RNA secondary structure is
developed by adding biologically meaningful labels to the dual graphs proposed by Gan
et al. A similarity measure is defined on the labeled dual graphs using the marginalized
kernels to train the Support Vector Machine classifiers to distinguish RNAs of known
families from random RNAs with similar statistics.
Non-coding RNAs are defined as those RNAs that do not encode proteins, but
instead serve so many other functions in the cell. They play a variety of critical roles and
their function is uniquely determined by the three dimensional structure of the molecule.
Development of computational tools based on RNA secondary structure is essential for
discovery of new RNAs and classifying them according to their structural and functional
roles is of high demand now.
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To reach the functional form, a single stranded RNA undergoes folding by itself,
forming G-C, A-U, and G-U base-pairing and stacking interactions — to form short
helices and various single stranded loop regions that define its secondary structures.
Classification of RNA secondary structures using Support Vector Machines requires a
secondary structure representation and a kernel function that provides a reasonable
similarity measure for the chosen representation.
This can be done using SVM classifier, but SVM classifier on graph objects need
a kernel function to determine the similarity measure between two labeled dual graphs.
The simplest and computationally efficient kernel is the marginalized kernel, which
computes the similarity measure between two arbitrary labeled graphs by comparing the
label sequences and the highest similarity score for the pair of graphs. Many biophysical
parameters can serve as the basis for similarity comparisons — base composition,
sequence or structural alignment, feature lengths, etc. The ability of the classifier is tested
to learn RNA secondary structure and predict RNA family labels. And then the SVM
classifier is trained to distinguish between random structures and the structures from
known families in the existing databases.
In order to classify alignments as a "functional RNA" or "other", the separating
matrix scores between functional RNAs and other sequences should be defined, and
SVM classifier should be trained according to that.
There have been many experiments using CLUSTALW, but CLUSTALW aligns
sequences, it can show the sequence similarity, RSMatch (Liu, J et al.) is the state of the
art program which compares and aligns the secondary structures of RNA, and the use of
RSMatch in this experimental study is to classify secondary structures, because
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secondary structures define the functionality of an RNA molecule, and classification of
different homology classes of secondary structures can help in numerous applications
such as diagnosing diseases and exploiting their structural motifs for several reasons.

2.4 RSMatch
It is the state of art program, developed recently by Dr. Wang with other professors at
UMDNJ. This has many unique features which other software have not yet developed or
are in still at their infancy. RSMatch provides four functions — 1) regular database search,
2) multiple structure alignment, 3) iterative database search and 4) pair-wise structure
alignment.
It is implemented in Java and Perl and run under a UNIX/Linux operating system.
In this thesis, the features of multiple structure alignment are used which obtain the
scores, for different structures and extract feature vectors. Many random structures are
taken and using RSMatch, and are aligned to generate scores between them as a
similarity metric, to extract features, applying default parameters and training the SVM
classifier feeding these features and defining a kernel for RNA sequences from
experiments of Tsuda et al.
RSMatch constructs a multiple local alignment for a given set of RNA structures,
by progressively expanding the alignment at each stage. It is very useful when small set
of RNAs are functionally related by a shared motif and this shared motif can be located
by the multiple local alignment function. A motif is structural conservation seen in some
local regions.
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RSMatch will automatically invoke Vienna RNA v1.4 to fold the input sequences
into structures and then align the structures. There are two types of input data. The first
type is the nested parenthesized notation representing an RNA secondary structure. For
each structure, it has three lines: header line, primary sequence line and structure notation
line. The second type is the FASTA format for RNA sequences. For the sequence data,
RSMatch1.0 will automatically invoke Vienna RNA v1.4 to fold the sequences into
structures and then align the structures.

Figure 2.2(a) Different ways of folding into RNA secondary structures.
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Figure2.2(b) Different ways of folding into RNA secondary structures.

Many options are provided to choose any kind of program to use, to choose
between either regular database search or iterative database search, to compute score
matrix, choosing between different queries and alignments. The following syntax can be
used to do a multiple sequence alignment of different RNA sequences taken randomly
from the RNA databases available on the web for open access, which are already
manually curated into homology families.

Syntax: RSMatch -p mrsa -d samplel.structDB

will construct multiple structure alignment for the structures in the samplel.structDB
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(samplel.structDB contains all the random sequences we've chosen from the RNA
databases).
RSMatch uses two scoring schemes, i.e. position independent and position
dependent schemes. The position independent scheme entails two scoring matrices, one
for single-stranded regions and the other for double-stranded regions. This scoring
scheme is used in pair-wise comparisons and database searches. The position dependent
scheme, also known as profile, scores individual structure positions and is used by the
multiple structure alignment and iterative database search functions. RSMatch provides
both global and local alignment options even though the latter is more useful in most
cases. In addition, RSMatch can take pattern-based structures as input.
Consequently, in this study, the results of RSMatch are presented, taking the RNA
sequences randomly from different families in the RNA databases, which invokes
automatically the Vienna RNA package and sequences are converted to secondary
structures and a multiple sequence alignment for these secondary structures is done to
compute scores, from which features can be extracted and applying related kernel
functions to these features, train the SVM classifier to classify different RNA secondary
structures accordingly and compared against the manually curated structures in the RNA
databases can be done.
This is the proposal of this study - combination of new techniques, using the state
of art programs to develop new methods to obtain better performance and accurate
classification results, which have not been yet developed or proposed.

CHAPTER 3
SUPERVISED LEARNING

Machine learning is the name used in the artificial intelligence community for the
larger family of programs that adapt their behavior with experience. Programs are said to
`learn' or be 'trained' but they are always just following well defined sets of instructions.
Data mining tools are supplements, rather than substitutes, for human knowledge and
intuition. No program is smart enough to take a huge raw data and produce interesting
outputs. As the name itself indicates, it refers lightly to finding relevant information or
discovering knowledge from a large volume of data. It attempts to discover statistical
rules and patterns automatically from data, in a similar way as knowledge discovery
found in Artificial Intelligence.
Knowledge-discovery systems may have elements of both models, with
the system discovering some rules automatically, and the user guiding the process of rule
discovery. Knowledge discovery techniques developed by the AI community, attempt to
discover automatically statistical rules and efficient implementation techniques that
enable them to be used on extremely large databases. Knowledge discovered from a
database can be represented by a set of rules.
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Figure 3.1 Data Mining Methods.

3.1 Cluster Analysis
The Cluster Analysis is a kind of unsupervised learning, which is a procedure of
classifying data such that similar data end up in the same class, while dissimilar data
doesn't, when the actual classes are not known ahead of time. It is a standard technique
for working with various applications of multidimensional data. It is popular for the
ability to work on datasets with minimum or no a priori knowledge. This makes
clustering practical for real world applications. In high dimensional space, the distance
from a record to its nearest neighbor can approach its distance from a record to its nearest
neighbor can approach its distance to the farthest record. In the context of clustering, the
problem causes the distance between two records of the same cluster to approach the
distance between two records of different clusters. Traditional clustering methods may
fail to identify the correct clusters. In high dimensional datasets, clusters can be formed in
sub-spaces. Only a subset of attributes is relevant to each cluster, and each cluster can

23
have a different set of relevant attributes. An attribute is relevant to a cluster if it helps
identify the member records of it. The values at the relevant attributes are distributed
around some specific values in the cluster, while the records of other clusters are less
likely to have such values. Subspace clustering is to find clusters and their relevant
attributes from a dataset, which can be on different sample sets. Identifying the relevant
attributes may help improve the clustering accuracy and the selected attributes may also
suggest a smaller set of samples to focus on clusters with optimal quality.

Figure 3.2 Clustering.

3.2 Machine Learning
Machine Learning benefits from the challenge of true applications. Real world
applications require many capabilities that can be ignored in learnability proofs or
performance measurements with respect to a dataset. Detecting a suitable learning task in
an application is one of the hardest problems when dealing with real-world applications.
Another problem is when applying a learning algorithm to a new application, how to start
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the feature selection or feature construction. Third, the use of background knowledge
given by a domain expert determines our efforts in preparing the application. Fourth, the
validation of machine learning results is an issue, when using a dataset, accuracy of
prediction is an important criterion to be considered. In real world applications, accuracycriteria include understandability and embeddedness. Understandability — how well an
expert of the application domain can inspect the learning results in order to verify them.
Embeddedness — how well the learning algorithm can be integrated into the overall
application system. Pre- and post-processing are focused on the learning part of the
application which simplifies the integration of several processes.
The integration of numerical and knowledge-based methods allows us validation of the
processes carefully. Knowing the representation class for each process we can detect
learning tasks. For learning state-action rules, the Support Vector Machine is applied,
because it is capable of handling high dimensional numerical data. Since the support
vector machine is a binary classifier, the overall task of finding state-action rules had to
split into several particular learning tasks.

Figure 3.3 Supervised and Unsupervised Learning.
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Support vector machines (Vapnik, 1998) are based on the Structural Risk Minimization
principle from statistical learning theory. The idea of structural risk minimization is to
find a hypothesis h for which the lowest error is guaranteed. Vapnik connects the bounds
on the true error with the margin of separating hyperplanes. In their basic form support
vector machines find the hyperplane that separates the training data with maximum
margin. Since there are a lot of unbalanced number of positive and negative examples,
cost factors C+ and C- are introduced to adjust the cost of false positives vs false
negatives. This hyperplane value can be translated into an optimization problem.
Making a decision, atleast theoretically is possible only when history is considered in
some form, after cross-validating the training set with optimized parameters. The
parameters C+ and C- of the SVM are so chosen to obey the ratio C+ / C- = number of negative training examples/ number of positive training examples.
Classifying according to respective functionality homologies is very significant in
studying biological processes. SVM can classify into different functional families which
may involve structures with diverse sequence distributions. As the gap between the
amount of structural information and functional characterization widens, increasing
efforts should be directed towards developing a computational tool for retrieving
homologous functionality secondary structures. In the absence of clear sequence or
structural similarities, the criteria for comparison of distantly-related RNA secondary
structures become increasingly difficult to formulate. A statistical learning method,
Support Vector Machines is needed to classify these distantly related, may be of different
structures, but with the same functionalities, for development of many biological studies,
from theoretical concepts to practicality.

26
Samples of RNA secondary structures known to be in a functional class(positive
samples) and those not in the class (negative samples) are used to train a SVM system to
recognize specific features and classify them into either functional class or outside of the
class. This approach may be applied to functional prediction for both distantly-related
and closely-related structures. Given sufficient samples of RNA secondary structures of
specific function, SVM can be trained and used to recognize RNA secondary structures
with characteristics for a particular function. The functionally distinguished classes of
proteins are collected from several databases and specifically trained and tested on each
of the functional classes collected. First, every structure is represented by specific feature
vector assembled from encoded representations of tabulated residue properties, which is
scaled according to the optimal parameters. Different descriptors can be computed for
different properties and all these descriptors can be combined to form the feature vector.
Then SVM is fed and trained with examples of RNA secondary structures of a particular
functional family (positive samples) and those that do not belong to this family (negative
samples). The feature vectors of these positive and negative samples are input into the
SVM system. The trained SVM system can then be used to classify a structure into either
the positive group (structure predicted to be in the family) or the negative group
(structure predicted to not belong to the family). The training system for each family is
optimized and tested using separate testing sets of both positive and negative samples.
Some very important strategies to consider is to give more importance to the Data
Collection, data collected from different databases, preparing the data (also known as
preprocessing or data cleansing) which is the least glamorous and least discussed part.
Preprocessing can be as simple as making sure the data is in the right format for the
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program that reads it, or it can involve extensive calculations. Another criterion is the
Feature Selection problem in a "learning from samples" approach, which can be defined
as choosing a subset of features that achieve the lowest error according to a certain loss
function. This problem can be tackled using filter and wrapper methods. Filter methods
use an indirect measure of the quality of selected features, e.g. evaluating the correlation
function between each input feature and the observed output. Wrapper methods use as
selection criteria the goodness-of-fit between the inputs and the output provided by the
learning machine under consideration. Filter methods might fail to select the right subset
of features if the used criteria deviates from the one used for training the learning
machine, whereas wrapper methods can be computationally intensive due to the learning
machine has to be retained for each new set of features.

CHAPTER 4
SUPPORT VECTOR MACHINES

Support Vector Machines (SVM) algorithm (Boser et al.; Vapnik, 1998) is a
classification algorithm that provides state-of-the-art performance in a wide variety of
application domains (William Stafford Noble, 2003). Support Vector Machines combine
two key ideas, an optimum margin classifier, which is a linear classifier that constructs a
separating hyperplane which maximizes the distance to the training points. SVMs are
well-suited to deal with learning tasks where the number of attributes is large with respect
to the number of training examples. And the second concept is of a kernel, which is a
function that calculates the dot product of two training vectors. SVM kernel methods can
easily handle non-vector inputs, such as variable length sequences or graphs. Many
biological problems involve high dimensional, noisy data, for which SVMs are known to
behave well compared to other statistical or machine learning methods.

4.1 Theory and Principles of SVM
Support Vector Machines were invented by Vladimir Vapnik. They are a method for
creating functions from a set of labeled training data. SVM learning is based on simple
ideas and provides a clear intuition of learning from examples. It can lead to high
performances in practical applications, especially in computational biological
applications these days. SVMs can solve more complex models and algorithms, which
cannot be solved even by neural networks that are much harder to analyze theoretically
(Fig 4.1). It can be analyzed mathematically very easily, because it corresponds to a
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linear method in a high-dimensional feature space nonlinearly related to input space.
Hence, using kernels is very essential in these cases, so that all computations can be
performed directly in input space.
SVM methods deal with complex algorithms for non-linear pattern recognition,
regression, or feature extraction. The function that is created by SVM can be a
classification function or a general regression function. For classification, SVMs operate
by finding a hypersurface in the space of possible inputs. The hypersurface attempts to
split the positive test data from the negative test data. The split will be chosen so that it
has the largest distance from the hypersurface to the nearest of the positive and negative
data set. Intuitively, this makes the classification correct for testing data that is near, but
not identical to the training data (Fig 4.1). To enable the machine learning algorithms to
learn some sequences, the input sequence is mapped into a feature vector in the feature
space.
There are three stages here, feature generation, feature selection, and feature
integration. Given a set of labeled training vectors (positive and negative input
examples), a SVM learns a linear decision boundary to discriminate between the two
classes. The result would be a linear classification rule that can be used to classify new
test examples. SVMs exhibit excellent generalization performance (accuracy) in practice
and have strong theoretical motivation in statistical learning theory.
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Figure 4.1 SVM methodology

Relevant informative features should be selected from the large collection of
database features, as machine learning faces tasks with high dimensional data. A
correlation-based feature selection method is used for feature selection based on the
concept of entropy. For designing learning algorithms, the need to define a class of
functions arises, where capacity has to be computed accurately. SVM classifiers are
based on the class of hyperplanes (Marti A.Hearst, IEEE intelligent systems).

(w.x)+b=Owe RN ,beR.

corresponds to decision functions

(1)
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f(x) = sign ((w.x) + b)

(2)

Training a support vector machine (SVM) leads to a quadratic optimization problem with
bound constraints and one linear equality constraint. The "Fisher score" vector introduced
by Tommi Jaakola is a pretty good feature vector when used with a properly scaled
radial-basis kernel, though it is large vector and many of the features are just adding
noise.

Figure 4.2 An overfitting classifier and a better classifier for training and testing data.
Large enormity of feature dimensionality can decrease the scalability and
learning performance of the machine learning algorithms. High dimensional data can
contain high degree of irrelevant and redundant information which may greatly degrade
the performance of the learning algorithms. This is the reason why, these algorithms need
an exponential increase in the number of training samples with respect to an increase in
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the dimensionality of the samples in order to uncover and learn the various dimensions to
the nature of the samples. The selection of relevant informative features among the large
collection of feasible features is necessary for machine learning tasks with high
dimensional data (Fig 4.2).
In general, the optimum margin hyperplane will be a linear combination of the
input vectors; support vectors are those training examples which obtain a non-zero
coefficient, i.e., the ones that lie closest to the separating hyperplane. The learning
problem is converted into an optimization problem, without local optima, to give a very
good generalization performance. The main idea of a Support Vector Machine (SVM) is
to map the data into some other dot product space (called feature space) F via a nonlinear
map.

and perform the above linear algorithm in F.
This only requires the evaluation of dot products,

where 00(x) should be substituted for each training example xi, and perform the optimal
hyperplane algorithm in F. In input space, the hyperplane corresponds to a nonlinear
decision function whose form is determined by the kernel.
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The choice of kernel functions and hence of the feature space to work in,
determines both the functional form of the estimate and the objective function. The
algorithm used in the SVM learning describes the following properties, that it is based on
the statistical learning theory, it is more practical as it can be reduced to a quadratic
equation which can be solved for a unique solution, and it contains many heuristic
algorithms as special cases, where a choice of kernels can be applied for different
applications to obtain different architectures such as polynomial classifiers, RBF
classifiers or three—layer neural nets. In this model, the similarity features have been
extracted from the scores of the RSMatch multiple sequence alignment results, using
different parameters for feature selection and provided train.dat and test.dat files to train
the SVM classifier.

4.2 Data Generation
Data is first generated from the RNa databases, RNA sequences randomly from different
family classes and run through the RSMatch, which invokes automatically the Vienna
RNA package to fold all those into secondary structures and do the multiple structure
alignment with similarity scores. A classification task usually involves with training and
testing data which consist of some data instances. Each instance in the training set
contains one "target value" (class labels) and several "attributes" (features). The goal of
SVM is to produce a model which predicts target value of data instances in the testing set
which are given only the attributes.
A set of positive examples should also be generated for training the Support
Vector Machines, so 100 positive examples are taken and also 100 negative example set
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is generated by reshuffling the same positive data set randomly. This negative set is
generated, in order to train the machine, so that it can differentiate between the random
structures — which are already known and which do not belong to those families.

Figure4.3 Projections of "features" into feature space F where data points are
discriminated from each other. (1)(x) and (No) are feature vectors of
the original data points x and o.

Functional RNA secondary structures can be identified in multiple sequence
alignments with high sensitivity and high specificity. These are some of the ways, to
choose informative features to train our machine: The variances can be computed for
differences in the feature value between positive examples and negative examples. A
good feature has a low variance between positives and a high variance between negatives.
The distribution of the signs of the feature differences between positive and negative
signs should be carefully featured, a good feature will have mostly positive or mostly
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negative signs. The distribution of the feature differences should also be considered, and
can be optimized by multiplying or dividing by the mean or standard deviation for those
features.

4.3 Kernels
Support Vector machines can be combined with various feature selection strategies for
better performance. Some of them are known as filters, which are general feature
selection methods independent of SVM, and the other type are wrapper type methods,
which are modifications of SVM which choose important features as well as conduct
training/testing.
Support Vector machines are a great promising approach for data classification,
and its basic idea is to map data into a high dimensional space and find a separating
hyperplane with the maximal margin. If the training vectors in two classes and a vector of
labels are given, SVM can solve a quadratic optimization problem, but there is a need for
one kernel definition here. There is a large choice of kernel functions, for various
applications, based on the biophysical features selected as the similarity measure.
The usage of a kernel function is experimentally studied and proved for high
accuracy, Kernel design for RNA structures (Taishin Kin et al.). It is hard to define kernel
functions to reflect the secondary structures of RNA, and for defining the similarity
(kernel) between two RNAs, simple sequence comparison algorithms are not enough,
because the sequences can form stems, hairpins, bulges, etc. Even string kernels
including spectrum kernels cannot define RNA similarities, because they cannot take into
account the secondary structures of the RNA molecule.
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A kernel is a definition of a similarity measure, and can be taken for two
secondary structures (in this case).
If a non-linear function can be defined,
(1): X F, which maps the data points from X to F , where
F = {03:0 (z): z e X}, and we can use a linear discriminator, f(z).
F is a feature space and (1) (z) is called a feature vector.
f(z) with respect to (1) (z):

where co is parameter, which is a linear combination obtained from training data x
(positive training data) and o (negative training data).

Figure 4.4 A simple VC dimension example for assigning 3 points in two classes using
separating hyperplanes.
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Generally, finding 0:120 is not that easy, but if the feature vector Φ(z) is computed
directly, several complications of non-linear discriminant analysis can be bypassed. Such
a method involving the direct computation is called a kernel function. When counting the
occurrence of each nucleotide in a given sequence based on the assumption that counting
each composition in a sequence reflects a basic feature of the sequence, representing the
result of the counting as a vector and the dot product between two of such vectors is
called a count kernel (Taishin et al.). Count kernels for labeled biological sequences
indicating the secondary structure exploits the context information of the sequence data if
it is available — whether the context means coding/non-coding.
If sequence of labels: h = (h1.....hm) in a sequence x, z represents a combined
sequence of symbols and the labels, z=(x, h). The first order and second order count
kernels are defined.

4.4 Kernel Design for RNA Structures

RNA sequences form peculiar secondary structures and so a stochastic context free
grammar (SCFG) is used for representing the RNA secondary structures (Tsuda et al.).
But we're using kernel design for RNA structures using context free grammar (CFG)
with the following generative rules:

where P represents the state which emits a canonical base pair. R and L correspond to the
states which emit single base to right and left, respectively. S and E are special states
which do not associate any symbols but represent start and end respectively.
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The generative rules are interpreted as R 1 emits "a" to right and makes transition
to P1, then P1 emits "g" to left and "c" to right simultaneously then move to P2 and so on
(Taishin et al.).
In general, there are six types of states in order to represent an RNA secondary structure:
S: start S —+ W - a special state which means the beginning of the secondary structure
B: bifurcation B --* WW — makes transition to two states
P: pair-wise P —* a Wb — emits two symbols a to left and b to right.
ab e { AU, UA, CG, GC}
L: left L --- a W — emits single symbol a to left
R: right R —+ W a — emits single symbol a to right
E: end E —+ e - a special state which means the end of the secondary structure.
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Figure 4.5 Counting scheme of the 2nd order feature vector from a CFG matrix.

40

Simplest form of a kernel is a function that calculates the dot product of two
training vectors. Kernels calculate these dot products in feature space, often without
explicitly calculating the feature vectors, operating directly on the input vectors instead.
A secondary structure of two RNAs is known and represented using context-free
grammar (CFG) where a state (or a non-terminal) is associated with one or two bases in
an RNA sequence. A feature vector is constructed by counting the base-state
combinations and the kernel is defined as the dot product between the two vectors. This is
known as "count kernel" for RNAs. And when we generalize this taking into account the
consecutive two base state combinations, the resulting kernel is the second order count
kernel for RNAs. When the RNA secondary structure is not known, as in many cases, a
probabilistic model is estimated such as stochastic context-free grammar (SCFG) and
nowadays, marginalized count kernels for unknown RNA structures are being used.

CHAPTER 5
IMPLEMENTATION

5.1 Theory
With the theory of RSMatch, the similar features from the secondary structures have been
extracted, defining a similarity measure, and choosing a CFG count kernel in many
different kernels available, and theory of Support Vector Machines, how they get trained
with the training input and classify a test data. In this experimental study, the state of art
SVM

struct

(Joachims.T), which is a Support Vector Machine (SVM) algorithm for

predicting multivariate outputs are taken as the base program, from which some
modifications were applied and some required particular options were obtained. It
performs supervised learning by approximating a mapping h: X --> Y using labeled
training examples (x1,
,x 1 , 4v 1.
)

, • • • , (Xn,

y n) •

Unlike regular SVMs, however, which

consider only univariate predictions like in classification and regression, SVM struct can
predict complex objects y like trees, sequences, or sets. A sparse approximation
algorithm is implemented in SVM struct and this implementation is based on the SVM lig ht
quadratic optimizer (SVM li ght is an implementation of Support Vector Machines in C
(Joachims.T)).
SVMstruct can be thought of as an API for implementing different kinds of
complex prediction algorithms which is currently implementing many learning tasks such
as

svmmulticlass , which is a multi-class classification program that learns to predict one of

k-mutually exclusive classes and SVM cfg which learns a weighted context free grammar
from example data. Training examples (e.g. for natural language parsing) specify the
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sentences along with the correct parse tree and the goal is to predict the parse tree of new
sentences.
Based on this API's existing instantiation, the general sparse approximation
training algorithm for this particular application has been specialized, by making minor
changes to the existing code, referring to the algorithm and the code is changed for:
1) A function for computing the feature vector Psi.
2) A function for computing the argmax over the (kernelized) linear discriminant
function.
3) A loss function.
The feature vectors have been taken from the RSMatch results and the kernel function is
taken as the CFG count kernels, and implemented referring to this algorithm in this case
study and results were analyzed.
SVMmulticlass

is an implementation of the multi-class Support Vector Machine

(SVM). While the optimization problem is the same as in SVM li ght , this implementation
uses a different algorithm which is described in SVM struct . This implementation is an
instance of SVMstruct . It was not optimized for speed by exploiting special properties of
the multi-class optimization problem, nevertheless, this implementation can handle fairly
large problems.
The implementation was developed on Solaris 2.7 with gcc, but compiles also on Linux,
IRIX, Cygwin, and Powermac.
The source code is available at the following location:
http://downloadjoachims.org/svm_multiclass/current/svm_multiclass.tar.gz
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The archive should be expanded into the current directory, with all the relevant files and
it can be compiled using the command:
make
This will produce the executables svm_multiclass_learn and svm_multiclass_classify in
the current directory, from which we can start working with the program.

5.2 Using the software
SVM multiclass consists of
- a learning module (svm_multiclasslearn) and
- a classification module (svm_multiclass_classify).
The classification module is used to apply the learned model to new examples (usage is
much like SVMli ght).
You call the function:
svm multiclass learn -c 1.0 train.dat model.dat

which trains an SVM on the training set train.dat and outputs the learned rule to
model.dat using the regularization parameter C set to 1.0.

Other options are:
1) General options:

-?

-> this help

-v [0..3] -> verbosity level (default 1)
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-y [0..3] -> verbosity level for svm_light
(default 0)

2) Learning options:

-c float -> C: trade-off between training error and margin
(default 0.01)
-p [1,2] -> L-norm to use for slack variables. Use 1 for L1-norm,
use 2 for squared slacks.
(default 1)

-o [1,2] -> Slack rescaling method to use for loss.
1:slack rescaling
2: margin rescaling
(default 1)

-1 [0..] -> Loss function to use.
0: zero/one loss
(default 0)
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3) Kernel options:
-t int

-> type of kernel function:
0: linear (default)
1:polynomial (s a*b+c)Ad
2: radial basis function exp(-gamma fla-b11^2)
3: sigmoid tanh(s a*b + c)
4: user defined kernel from kernel.h

-d int -> parameter d in polynomial kernel

-g float -> parameter gamma in rbf kernel

-s float -> parameter s in sigmoid/poly kernel

-r float -> parameter c in sigmoid/poly kernel

-u string -> parameter of user defined kernel

4) Optimization options:
-q [2..] -> maximum size of QP-subproblems (default 10)
-n [2..q] -> number of new variables entering the working set in each iteration
(default n = q). Set n size of cache for kernel evaluations in MB (default 40)
The larger the faster...
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-e float -> eps: Allow that error for termination criterion
(default 0.01)
[5..] -> number of iterations a variable needs to be
optimal before considered for shrinking (default 100)
[1..] -> number of new constraints to accumulate before recomputing the QP
solution (default 100)

-# int -> terminate optimization, if no progress after this number of iterations.
(default 10000)

5) Output options:
-a string -> write all alphas to this file after learning
(in the same order as in the training set)

6) Structure learning options:
none

The input file, here, used to collect the features into the training_file contains
the training example set, the target value is a positive integer that indicates the class. The
first lines may contain comments and are ignored if they start with #. Each of the
following lines represents one training example and is of the following format:
<line>

<target>

<feature>:<value>
<target>.=.<integer>

<feature>:<value>

<feature>:<value>
<info>
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<feature>

<integer>

<value> . = . <float>
<info> .=. <string>

The target value and each of the feature/value pairs are separated by a space character.
Feature/value pairs will be ordered by increasing feature number. Features with value
zero can be skipped. The target value denotes the class of the example via a positive
integer.
For example, the line
3 1:0.43 3:0.12 9284:0.2 # abcdef

specifies an example of class 3 for which feature number 1 has the value 0.43, feature
number 3 has the value 0.12, feature number 9284 has the value 0.2, and all the other
features have value 0. In addition, the string

abcdef

is stored with the vector, which can

serve as a way of providing additional information when adding user defined kernels.
The result of svm

multiclass learn

is the model which is learned from the

training data in training_file. The model is written to model_file. To make
predictions on test examples,
svm_multiclass_classify is

svm_multiclass_classify

reads this file.

called as follows:

svm_multiclass_classify [options] training_file model_file output_file. And for all the
test examples in training_file, the predicted classes are written to output_file.
There is one line per test example in

output_file

in the same order as in

training_file.

This is the implementation used in this experimental study to train the Support
Vector machine, by training with a training set of data in training_file, where the SVM
learns and the model is written to the model_file. And after reading the predictions file,
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how the SVM classifier classifies the training file's model into the output file can be
defined.
Support Vector Machine (Boser, Guyon, Vapnik, 1992) for classification involves
training and testing data which consists of some data instances. Each instance in the
training set contains one "target value" (class labels) and several "attributes" (families).
To classify and compare the randomly taken RNA sequences from different RNA
families, in this experimental analysis, the Hepatitis virus family is taken as an example
data set. Hepatitis infects mammals and belongs to the family of the Hepad naviridae.
SVM is given the training data set with 690 sequences taken randomly into
training/testing data, where 6 features were calculated as descriptors for the required
properties taken into account.
RSMatch is applied for feature extraction based on the scores when multiple
structure alignment is done, and these features along with the count kernel definitions,
trained to an edited API, SVM multiclass learns a training set of data to model it into
model_file, which is hence classified and the result is printed out to output file. With
training, validation, and testing data together, these experimental results are accessed
according to the classifier performance with sensitivity and specificity by computing area
under ROC (Receiver Operating Characteristic curve), which is a general measure of the
discrimination ability.

Figure 5.1 True negatives, True positives, False negatives, False positives.
These experiments have been done by supervised learning — which is a task of
determining the function, given a sample of input/output pairs (training sample), that
maps any input to an output such that disagreement with future input/output pairs is
minimized. ROC curves are plots of the function of false-positives (FFP) f p / t. + fp
versus the fraction of true-positives (FTP) t p / tp + L (Fig 5.1).

CHAPTER 6
CONCLUSION

Classifying RNA secondary structures is a big challenge in the field of computational
biology today, where computer tools and automated analysis play a very important role.
This thesis intends to study and combine the state of art programs, to extract features,
using RSMatch (Liu, J. et al.) — from secondary structures of an RNA molecule and then
defining a kernel function based on count kernels on RNA secondary structures (Taishin
et al.) and then training these sample features, into a Support Vector Machine referring to
the algorithm implemented in SVMmulticlass software (Joachims. T) or the multi-class
optimization.

Figure 6.1 Classification model
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This is an experimental study based and extended study of new methods that were
mentioned in two of the recent papers, classifying RNA secondary structures using the
traditional clustering algorithms and classifying based on labeled dual graphs. Using the
combination of state of the art programs and software, this is a trial to extend it into a
stand—alone model having all the components in the future with more accuracy and better
performance and less time-consuming input—output results.
This is an initiative to learn more and apply different combinations of the state of
the art tools available now, optimizing the parameters and training different algorithms in
order to be able to learn the training examples and predict different queries on the
knowledge base which has unseen data points and classify them into nearly same
conditions specified for the training set. The future work may be extrapolated to develop
along these steps and plan for developing a tool which has all the underlying integrations
of SVMs, kernels, and different state of the art algorithms, with an easy and good user
interface, which classifies different new structures (rising rapidly daily in new databases)
easily and readily, even by a person who need not learn all the underlying principles of
all algorithms used. This can lead to development of a good tool which has efficient
classification performance rather than tedious, time-taking manual curation.

APPENDIX
SAMPLE INPUT AND OUTPUT FILES

The Appendix contains the samples and results.

Figure Al Hepatitis features.
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Hepatitis Domain (Sources unknown)
Past Usage:
Diaconis,P. & Efron,B. (1983). Computer-Intensive Methods in
Statistics. Scientific American, Volume 248.
-- Gail Gong reported a 80% classfication accuracy
Number of Instances: 155
Number of Attributes: 20 (including the class attribute)
Attribute information:
1. Class: DIE, LIVE
2. AGE: 10, 20, 30, 40, 50, 60, 70, 80
3. SEX: male, female
4. STEROID: no, yes
5. ANTIVIRALS: no, yes
6. FATIGUE: no, yes
7. MALAISE: no, yes
8. ANOREXIA: no, yes
9. LIVER BIG: no, yes
10. LIVER FIRM: no, yes
11. SPLEEN PALPABLE: no, yes
12. SPIDERS: no, yes
13. ASCITES: no, yes
14. VARICES: no, yes
15. BILIRUBIN: 0.39, 0.80, 1.20, 2.00, 3.00, 4.00
-- see the note below
16. ALK PHOSPHATE: 33, 80, 120, 160, 200, 250
17. SGOT: 13, 100, 200, 300, 400, 500,
18. ALBUMIN: 2.1, 3.0, 3.8, 4.5, 5.0, 6.0
19. PROTIME: 10, 20, 30, 40, 50, 60, 70, 80, 90
20. HISTOLOGY: no, yes

Figure A2 Data file.
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Class Distribution:
DIE: 32
LIVE: 123

Figure A3 Data file.

Figure A4 Training data.
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Figure A5 Validation data.

Figure A6 Scaling data.
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Name

Type

Hepatitis Classification

Class Training size Testing size

3

690

Figure A7 Classification based on the result file.

Feature
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