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Abstract
This paper describes the Buckeye corpus of spontaneous American English speech, a 307,000-word corpus contain-
ing the speech of 40 talkers from central Ohio, USA. The method used to elicit and record the speech is described, fol-
lowed by a description of the protocol that was developed to phonemically label what talkers said. The results of a test
of labeling consistency are then presented. The corpus will be made available to the scientiﬁc community when labeling
is completed.
 2004 Elsevier B.V. All rights reserved.
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The purpose of this paper is to introduce the
Buckeye corpus of conversational speech. After
explaining why it is being created, we describe0167-6393/$ - see front matter  2004 Elsevier B.V. All rights reserv
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ohio-state.edu (E. Hume), kiesling@pitt.edu (S. Kiesling),
raymond@ling.ohio-stat.edu (W. Raymond).how the speech was collected, a few characteristics
of the corpus, the procedure developed for phone-
mic labeling, and a test of transcription
consistency.2. Why create the corpus?
Creation of the Buckeye corpus was born out of
an interest in phonological variation and its eﬀects
on speech recognition by humans and machines.
Phonological variation occurs naturally in speeched.
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ing slowly or rapidly, and varies within as well as
between talkers. It can result in nontrivial distor-
tions in the realization of a word because the
changes that occur can be perceptually meaningful
distinctions in the language, not simply random
acoustic variation. For example, the word went
can be pronounced as [went], [wen] and [wcnt],
among others, with the last two forms illustrating
the deletion and substitution of a single phone. In
the case of [wen], deletion of [t] creates a potential
confusion with the word when. When spoken with
the reduced vowel [c], [wcnt] could be misheard as
want.
Phonological variation is of considerable inter-
est to researchers throughout the speech sciences.
Linguists have amassed collections of spoken vari-
ants and categorized them into diﬀerent types of
variation (e.g., deletions, substitutions, insertions)
and as a function of the surrounding contexts that
promote and inhibit their manifestation (Brown,
1990; Gimson, 1989). An additional aim of this
work has been to estimate the frequency and regu-
larity (i.e., lawfulness) of particular types of varia-
tion (Dalby, 1986; Greenberg, 1997; Guy, 1980;
Jurafsky et al, 1998; Labov, 1994; Neu, 1980;
Shockey, 1973).
The availability of phonemically labeled speech
corpora such as TIMIT and Switchboard has
prompted linguists to study the acoustic/phonetics
of phonological variation with the aim of provid-
ing a richer and deeper understanding of the phe-
nomenon of variation (Byrd, 1992, 1993, 1994;
Keating et al., 1994; Jurafsky et al., 2001; Manuel
et al., 1992). Corpus-based investigations like these
are attractive because one is able to study eﬃ-
ciently phonetic variability in connected speech
over a large number of talkers.
Phonological variation is also of interest to
researchers at the other end of the speech chain:
speech recognition, be it by humans or ma-
chines. Variation is a nontrivial problem for sci-
entists studying automatic speech recognition
(ASR). In their review article ‘‘Modeling pro-
nunciation variation for ASR: a survey of the
literature’’, Strik and Cucchiarini (1999) state
that ‘‘pronunciation variation research in ASR
still has a long way to go’’ (p. 237) and that‘‘more fundamental research is needed to gather
more knowledge on pronunciation variation.’’
Similarly, phonological variation in ordinary
communicative speech is attracting the attention
of psycholinguists, who have begun to explore
the eﬀects of variation on human word recogni-
tion and language production (Deelman and
Connine, 2001; Donselaar et al., 1999; Gaskell
and Marslen-Wilson, 1996, 1998; Utman et al,
2000; Weber, 2001).
The Buckeye corpus was created with research-
ers at both ends of the speech chain in mind. It is
a resource with which to study variation and to
assess its consequences for speech processing.
For those interested in the phenomenon of varia-
tion itself, the speech ﬁles are phonemically la-
beled to make it easy to perform acoustic and
phonological analyses. Such work should lead
to a better understanding of variation. Our hope
is that this information will assist speech recogni-
tion scientists in modeling variation and assist
psycholinguists in studying how it aﬀects
perception.
Precisely because the corpus was created to
serve a wide range of needs in the speech sciences
community, it is somewhat unique. When it is re-
leased (see below), the Buckeye corpus will be
the only publicly available corpus of spontaneous
American English that has been phonemically la-
beled and accompanied by high-ﬁdelity speech
ﬁles. The two corpora that come closest are the TI-
MIT corpus (Fisher et al, 1987), which consists of
6300 words of read speech, and a subset of the
Switchboard corpus (Greenberg, 1997), which
has 35,000 words of phonemically labeled band-
limited telephone speech.3. Corpus creation
Forty talkers were from the Columbus, Ohio
community. All were natives of Central Ohio
(i.e., born in or near Columbus, or moved there
no later than age 10). The sample was stratiﬁed
for age (under 30 and over 40) and sex, and the
sampling frame was limited to middle-class Cauca-
sians. Past work suggests that such a sample is
large enough to ensure that the interspeaker varia-
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speech community (Fasold, 1990).
Talkers were recruited through advertisements
in local newspapers and through referrals from
other talkers between October 1999 and May
2000. They were invited to come to Ohio State
Universitys main campus to have a conversation
about everyday topics such as politics, sports, traf-
ﬁc, schools. After the interview, talkers were de-
briefed on the conversations true purpose and all
consented to having their speech used in research.
After a signiﬁcant amount of piloting diﬀerent
protocols for eliciting large amounts of unmoni-
tored speech, a modiﬁed sociolinguistic interview
format was chosen. Interviews were conducted in
a small seminar room by one of two interviewers,
a 32-year-old male or a 25-year-old female. Talk-
ers sat in a chair facing the interviewer and wore
a head-mounted microphone (Crown CM-311A),
which allowed considerable freedom of movement.
The microphone was fed to a DAT recorder (Tas-
cam DA-30 MKII, 48kHz sampling rate) via a Ya-
maha MV 802 ampliﬁer, where the signal level was
monitored by the interviewer.
Upon arrival, talkers were told that the pur-
pose of the study was to learn how people express
‘‘everyday’’ opinions in conversation, and that
the actual topic was not important. Each inter-
view began with a few questions about the talker
concerning his/her age, place of birth, family
make-up, etc. This information was found by
the interviewers to lead to questions that easily
elicited opinions, such as how Columbus has
changed over the years, how families get along,
how children should be raised, etc. These topics
in turn oﬀered opportunities for talkers to express
other opinions. In order to elicit more conversa-
tion, the interviewer often challenged the talker
with other points of view or asked for illustra-
tions of alternative opinions. As the session pro-
ceeded, talkers became less inhibited and the
interview approximated a friendly conversation
usually within 5 or 10min of its beginning. Inter-
views lasted from 30 to 60min, with the latter
being the target length. To control for the possi-
ble inﬂuences of the interviewers sex, each inter-
viewer met with half of the talkers in each sex/age
group.4. Corpus transcription and labeling
The recorded conversations were ﬁrst ortho-
graphically transcribed into written English text.
In addition to being used in phonemic labeling,
the written version of the corpus enabled us to
determine early on some of the characteristics of
the corpus. A few are described here.
Talkers spoke a total of 306,652 words (i.e., to-
kens), and 9600 diﬀerent words in all. Slightly more
than half of the word tokens (57%) were function
words, with the remainder being content words.
The left two bars in Fig. 1 show how the words vary
in number of syllables when combined across all
talkers. As is true in other transcribed corpora of
informal speech (Carterette and Jones, 1974; Svart-
nick and Quirk, 1980). 1-syllable words dominate
the token count whereas 1-, 2-, and 3-syllable
words constitute the majority of word types. The
two right bars show these same data averaged over
talkers to obtain a proﬁle of central tendency. The
token percentages for the ‘‘average talker’’ are vir-
tually identical to those for all talkers combined
(compare ﬁrst and third bars), but the distribution
of word types changes across them: the percentage
of 3-syllable words increased from the average talk-
er to all talkers, whereas the percentage of 1-sylla-
ble words did the reverse. This suggests that as a
group, talkers spoke more unique 3-syllable than
1-syllable words, so that when the 3-syllable words
were combined over talkers, they constituted a lar-
ger percentage of word types. It is worth mention-
ing that the averaged talker data, when measured
in percentages as in Fig. 1, are very representative
of all 40 talkers, as the standard deviation was less
than 2% in all ﬁve word-length categories. Such low
variability is surprising given how much talkers dif-
fered from one another in how much they said
(range: 3100–12,200 words).
To phonemically label the corpus, it was neces-
sary to develop a protocol to standardize labeling.
We began by adopting the TIMIT labeling guide-
lines and using the DARPA phonetic alphabet
(Garofolo et al., 1993; Seneﬀ and Zue, 1988). Mem-
bers of the research team independently labeled
1min stretches of speech (200 words) by a talker.
Choice of phonemic labels and their boundaries
were then compared and diﬀerences discussed. This






























Fig. 1. Token and type characteristics in the Buckeye corpus.
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of speech and across multiple talkers. A labeling
protocol and phonemic alphabet emerged from
these eﬀorts. Both are contained in a manual that
was written for transcribers, a copy of which can
be found at http://vic.psy.ohio-state.edu.
Two passes are made through each speech ﬁle
during labeling. In the ﬁrst, labeling is automated.
A small (1min) stretch of speech (downsampled to
16kHz) and its corresponding orthographic tran-
scription are fed into Entropics Aligner, which as-
signs phonemic labels using acoustic phone models
that were built from training on the TIMIT corpus
of spoken English. The second pass through a
speech ﬁle involves hand-correcting the phonemic
labels and their alignment. Once completed, pho-
nemic labeling of what was said along with the
acoustic properties of each phone can be analyzed.
To date, ﬁrst-pass alignment has been completed
on 64% of the corpus (193,000 words) and the
more time-consuming second-pass alignment has
been completed on 35% (104,000 words).5. Test of labeling consistency
A test of labeling consistency was conducted to
measure inter-transcriber agreement in phonelabeling. Four 1min samples (220 words each) of
speech were independently labeled by four tran-
scribers. The samples were taken from the middle
of the interviews of four talkers, one from each
age/sex category. The talkers had not previously
been labeled by any of the transcribers, and each
transcriber worked alone on the samples rather
than using ‘‘consensus-based’’ labeling (Shriberg
and Lof, 1991).
Agreement was measured by counting the num-
ber of phone labeling agreements for all pairs of
transcribers (six total). For example, if a particular
phone was labeled by the ﬁrst transcriber (T1) as
‘‘ih’’ [I], by the second transcriber (T2) as ‘‘ix’’
[i], and by transcribers three and four (T3 and
T4) as ‘‘ih’’ [I], then the number of transcriber
pairs who agree with each other is three (T1–T3,
T1–T4, T3–T4) and the number of transcriber
pairs who disagree with each other is also three
(T1–T2, T3–T2, and T4–T2). With one of the tran-
scribers labeling the phone diﬀerently from the
others, only three out of the six possible pairings
of transcriptions show agreement, making the
agreement rate 50% (i.e., agreement = agree/(dis-
agree + agree)). This method of calculating agree-
ment is more conservative than that used by
Shriberg and Lof (1991), who penalized disagree-
ments less by dividing the number of disagree-
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gives an agreement rate of 66% in this example.
There were 2159 phones in the passages labeled
for the test. With six transcriber pairs per phone,
this resulted in 12,954 paired comparisons of the
labels. Of these, 10,402 pairs (80.3%) showed
agreement. The second column in Table 1 shows
the percentage of transcriber agreements summed
over all segments and then broken down by broad
segment classes. Listed in column three are values
of the kappa statistic, a widely used measure of
interjudge agreement that controls for chance
and varies between 0 and 1.0 (Cohen, 1960;
Cucchiarini, 1996; Perreault and Leigh, 1989).
Larger values indicate greater agreement. A re-
lated measure, max(kappa), is listed in the next
column and reﬂects the consistency of phonetic
symbol use across transcribers, with larger values
indicating greater consistency.
Transcribers agreed most often when labeling
stops and fricatives. Agreement dropped slightly
when labeling nasals and liquids. The high max-
(kappa) values across these four consonant cate-
gories indicates that transcribers were using the
symbol set similarly.
Less labeling agreement was found with the
vowels. The cause of this drop in labeling consis-
tency can be better understood by examining the
labeling matrix for monophthongal vowels (Table
2; diphthongs were labeled with a high degree of
accuracy). The most reliably transcribed monoph-
thongs included the point vowels ‘‘uw’’ [u] 78%
agreement, ‘‘ow’’ [o] 69% agreement, ‘‘iy’’ [i] 67%Table 1







Overall 2159 80.3 .797 .926 62
Stops 368 92.9 .918 .965 74
Fricatives 507 91.2 .894 .947 76
Nasals 331 87.5 .82 .942 68.5
Liquids 251 86.5 .802 .927 56
Vowels 907 69 .66 .87 49
Vowels
(ix,ux)
907 73.6 .701 .89 53
Overall
(ix,ux)
2159 82.2 .816 .933 63.5agreement, ‘‘aa’’ [a] 64% agreement, and ‘‘ae’’ [œ]
63% agreement. Two vowel symbols that showed
extremely low levels of transcriber agreement were
‘‘ix’’ [i] 17% and ‘‘ux’’ ["] 7%. Such low agreement,
together with a drop in the max(kappa) value for
vowels, indicates that the transcribers used these
symbols inconsistently. Comparison of labels
showed that one transcriber used ‘‘ux’’ fairly often
while the others used this symbol only rarely,
choosing instead either ‘‘ix’’ or ‘‘ax’’ for the same
segments. To examine the eﬀects of this variation
in symbol usage on labeling agreement, we recalcu-
lated the measures in Table 1, collapsing ‘‘ix’’ [i]
and ‘‘ux’’ ["] onto the more frequently used sym-
bols for such segments (‘‘ih’’ [I] and ‘‘ax’’ [a]
respectively). The revised estimates of transcriber
reliability are shown in the last two rows of the
table. All measures of transcriber reliability im-
proved noticeably from this slight broadening of
the labeling symbol set. It would continue to im-
prove if other confusable vowels were combined
as well (e.g., ‘‘ah’’ [^] and ‘‘ax’’ [a]).
Despite the lower level of labeling agreement
found with the vowels, the results of this test of
labeling consistency compare favorably with other
studies, even though most of these used read
speech rather than spontaneous speech, a few of
which were in German (Amorosa et al., 1985;
Burkowsky, 1967; Eisen, 1991; Irwin, 1970; Philips
and Bzoch, 1969). For example, using a similarly
broad symbol set in transcribing read speech,
Eisen (1991) found labeling accuracy was 88%
for obstruents, 93% for sonorants, and 83% for
vowels. The corresponding values in the current
test were 92%, 87%, and 74%, respectively.
In addition to measuring reliability of phonemic
labeling, we also compared transcribers temporal
placement of labels. Transcribers could hypotheti-
cally choose exactly the same phonemic labels yet
mark the boundaries of segments at diﬀerent loca-
tions in time in the speech waveform. The average
deviation of the boundary locations were calcu-
lated for those segments for which transcribers
chose the same phonetic symbol (i.e., unanimous
agreement; see Table 1). The mean deviation in
boundary placement across all six pairs of tran-
scribers was 16ms. This degree of variation is com-
parable to that found by others. For example,
Table 2
Vowel transcription matrix for monopthongal vowels
iy[i] ih[I] eh[e] ae[œ] ix[i] ax[a] ah[^] ux["] uw[u] uh[U] ow[o] ao[a] aa[a]
iy 468
ih 180 478
eh 0 65 337
ae 0 8 69 222
ix 41 192 38 0 84
ax 2 67 64 17 115 274
ah 0 9 20 9 4 111 214
ux 3 19 8 0 25 34 8 8
uw 0 9 0 0 2 0 0 6 81
uh 1 6 0 0 5 1 2 6 6 37
ow 0 0 9 0 2 15 24 4 0 0 198
ao 0 0 0 0 0 1 6 0 0 3 34 96
aa 0 0 5 26 0 20 43 0 0 0 2 37 232
% 67 46 55 63 17 38 48 7 57 55 69 67 64
Agreements are along the diagonal and disagreements on the oﬀ diagonal. The bottom row contains the percent agreement for each
vowel.
94 M.A. Pitt et al. / Speech Communication 45 (2005) 89–95Wesenick and Kipp (1996) found in broad phone-
mic labeling of read sentences by three transcribers
that the average deviation in label placement was
about 10ms. Interestingly, this value almost dou-
bled (to 18ms) when hand labeling was compared
with machine labeling.
The labeling consistency results are presented
not only for the reader to evaluate the success of
our labeling methodology, but also to underscore
the realities of studying spontaneous speech using
phonemic labels. Speech varies tremendously and
even unpredictably when spoken in a relaxed style.
Labeling consistency will reﬂect this. Researchers
interested in studying the labeled corpus should
do so in the context of these results. Indeed,
researchers interested in the relationship between
the acoustic properties of seemingly impoverished
speech and its perception will likely ﬁnd the vari-
ability in labeling of interest.6. Corpus availability
Once 50% of the corpus has been transcribed, it
will be made available free of charge to the re-
search community through the Linguistics Depart-
ment at Ohio State University, which at present we
anticipate will be in the Fall of 2005. The release
will include the speech ﬁles, accompanying ortho-graphic and phonemic transcriptions, software to
search the corpus, the transcription manual, and
data on transcriber consistency tests. The entire
corpus will be released when labeling is ﬁnished.7. Conclusions
Although the Buckeye corpus was created to
study phonological variation, it should be useful
to scientists interested in many other aspects of
spontaneous speech. Indeed, a guiding principle
in its creation was to make it as versatile as possi-
ble. This is one reason why the speech of talkers in
diﬀerent age/sex strata were sampled and why the
entire corpus is being phonemically labeled. In
the future, we hope to enhance the corpus even
further by including additional information with
the speech ﬁles, such as prosody (the speech of
one talker has already been ToBI transcribed)
and talking style.Acknowledgments
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