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Abstract: The tau method approximates the solution of a differential equation with a polynomial, which is the exact 
solution of a differential equation obtained by adding to the right hand side of the given equation a perturbation term. 
consisting of a suitably chosen linear combination of polynomials. 
Until now the Chebyshev and Legendre polynomials have been used to this purpose, but the determination of the 
best perturbation term is, still, an open problem. 
In this paper a perturbation term depending on the differential equation is chosen. For this formulation of the tau 
method, the existence of an infinite sequence of tau approximants and the convergence of the error to zero is proved. 
An estimate of the local truncation error is also given, and the stability properties are discussed. 
Numerical results are also reported. 
Keywords: Tau method, orthogonal polynomials. 
1. Introduction 
Let us consider the following differential problem: 
i 
DY(X) =A(x)y’(x) +Iqx)y(x) = 0, x0 < X G Xr, 
YM =yo, 
(1.1) 
where A(x) and B(x) are polynomials of degree m and r respectively. 
m r 
A(x) = c a,x’, B(x) = c b,x’. 
r=O r=O 
The tau solution of the problem (1.1) [5; 6, p. 464; lo] is a polynomial Yfl(x) of degree n, being 
the exact solution of the perturbed problem: 
: 
Dr,(x>=H(x), x,<x<x,, 
YAO) ‘Yo- 
(1.2) 
The perturbation term H(x) is a suitably chosen, linear combination of polynomials Z,(X): 
s 
f-64 = c cz+h) (1.3) 
i=o 
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where the numbers s and 7,” are determined by the method. 
The tau solution y,(x) approximates the exact solution of (1.1) y(x) with an error e,(x), 
which satisfies: 
1 
A(x)e:,(x)+B(x)e,(x)=H(x), xOGxGxF, 
e,(x,) = 0. (1.4) 
Therefore, the choice of Z,(x) affects the accuracy of the approximation. 
The classical choice, suggested by Lanczos [5,6], is Z,(x) = cXu~Xr)T, (x) (Chebyshev polynomial 
of first kind shifted in the integration range (x0, xr)). When the value in the final point of the 
integration range is required, Lanczos [7] suggested using Zi( x) = (X~,xf)P, (x) (Legendre poly- 
nomial in the same range.) Ortiz used both these polynomials in [ll] in order to gain accuracy. 
A comparison between these choices, together with Z,(x) = (+J,~~)T (x) (Chebyshev polynomial 
of second kind shifted in the integration range), has been carried out in [2] where the rate of 
convergence of the error to zero for n + cc is established and estimates of the error for the step 
by step tau method are given for the same polynomials. 
However, the choice of a ‘best’ Z,(x) is, still, an open problem. 
In this paper we choose for Z,(x) the ith polynomial of a system of polynomials, being 
orthogonal in the integration range with respect to the weight function l/A(x). Hereafter this 
polynomial will be denoted by (Q+)F’( x), or if there is no ambiguity, by (XO*X/)l/l( x). 
Hereafter, the hypothesis that A(x) has no roots in the integration range (that is, the 
differential problem has no singularities) holds; without loss of generality we can assume 
A(x) > 0 in the integration range. In this case { (Xo,Xf)y (x)}, E N surely exists and its construction 
can be easily performed, for example through the algorithm given in [12]. 
The motivation for the choice of (‘++f)K( x) is the following: the error in the final point of the 
integration range, which is of particular interest as we will show in Section 5, can be derived from 
(1.4) and is: 
The value of the i th integral (i = 0, 1,. . . , s) is equal to the error of a quadrature formula with 
1 we consider l/A(x) as a weight function, the formulas with y;les f the zeros of Zn+,(x), and, ‘f
kx (x+‘f)Vk( x) are of maximal degree of precision. 
This paper deals with the tau method in the case Z,(x) =(xO.Xf)Vk(x). 
First of all, we derive some properties of (x~.Xf)Vk(x) and we recall the essentials of the tau 
method. Further, we discuss the existence of an infinite sequence of tau approximants and the 
convergence of e,(x) to zero when n -+ co, and we give an estimate of the tau parameters and of 
the local discretization error. Finally, the stability properties of the method are presented and 
some numerical results, showing the effectiveness of the choice done, are also reported as a 
support to the theoretical study. 
2. Preliminary results 
In this section some preliminary results, which are useful in the study of the convergence of the 
tau method, are derived. We emphasize that these results concern the orthogonal polynomials 
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with respect to the weight function l/A(x), where A(x) is an arbitrarily fixed polynomial of 
degree m, positive in the orthogonality interval (x,,, xr). Without loss of generality, we can 
assume that the leading coefficient of ‘Xu~Xr’V,(x) (that is, the coefficient of x”) is the same of 
that of the Legendre polynomial shifted in the same interval (x,, xr). 
Let us pose the following: 
J 
xc dx K= - 
-X,1 A (x > ’ 
(2.1) 
I, = J 
x,(*0. “f’v,z(x) dx 
x11 A(x) . 
Then the following lemma holds: 
Lemma 2.1 For every n, I,, is bounded by K. 
Proof: Let Vn(x) =(X0*X )’ V,( x)/u, where v, is the leading coefficients of (X~~Xf)V~( x). 
Then, for an extremum property of the orthogonal polynomials [14, p. 381 
J xf m4 dx < xfP,‘(4 dx xg A(x) / ’ xg A(x) (24 
for every polynomial p,,(x) of degree n with unitary leading coefficient. 
In particular, let us choose p,(x) = (Xo,Xf)Tn(x) being the Chebyshev polynomial shifted in 
(x0, xr) and normalized in such a way that its leading coefficient 1. Then, from the second mean 
theorem, since A(x) > 0 
(2.3) 
follows, where 5 E (x,, xr). 
Multiplying both the sides of (2.3) by v,’ and denoting by t, the leading coefficient of ‘“U,“f’7’,‘,( x), 
we have: 
Now we can apply the following property of the Chebyshev polinomials [13, p.931: 
Let C, denote the subset of the polynomials p,(x) of degree n such that: 
max 
J=o ,...,n 
where ~7 are the extrema of (Q+)T,( x). 
Then the absolute value of the leading coefficient of p,,(x) is less than or equal 
-_ ^ to t,. 
‘l’herefore, recalling that u,, is equal to the leading coefficient of (XO,Xf)Pn(x) and ((Xo*Xf)P,,( x) 1 
< 1, v’x E [x,, xf] we have that: 
I V”/f, I G 1 
and, since I ‘“~+‘7’,‘,(x) I < 1, Vx E [x,, xr], the thesis follows. 
The polynomial (x~‘X’)V~(x) can be expressed as a linear combination of the Legendre 
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polynomials: 
(+Mf/(x) = i d,fl ‘““‘““p,(x) (2.5) 
r=O 
where the Fourier coefficients d,” have the following expression: 
d” = 2i + ’ x’(+x )
1 J r Xf - x0 X(, P, ( x)(~x’J~xi)Vn (x)dx. 0.6) 
Let us define: 
C= max A(x)/ min A(x). 
.X,,<X<Xl X,,<X<X, 
For the d,” the following result holds: 
(2.7) 
Lemma 2.2. For every i and n, the Fourier coefficient d,* are bounded by /(2i + l)C/( xf - x0). 
Proof: As it is known 
J x’(_ \-+~)Pn2(x)dx Xf -x0 -vu = -. 
Then the ith Fourier coefficient of (,‘(I, ““V,(x) with respect to the orthonormal Legendre 
polynomials is given by: 
d: (xf - x,),‘(2i + 1) . 
By applying the Parseval’s equality [14, p. 391 we have: 
(xf - x0) t (d:)2/(2i + 1) =JX”‘11;‘r’V,2(x)dx. 
1=0 x0 
On the other hand we have: 
J 
Br 
@+‘)\* (x)dx < 
X0 
max A(x)Jx”“l,~i’V,:(x)/A(x)dx. 
xo<r<.ri -YO 
Applying the previous lemma, and observing that: 
K<l/ min A(x) 
X,,<.X<.X, 
it follows that 
J 
XI 
(Xt)+‘V,2( x)dx < C. 
-x11 
From the previous relation and from (2.8) it follows that 
(xf-xo)(d,~)2/(2i+1)~(xf-xo) i (dr)2/(2j+1)<C. Vi, n E N, 
/=1 
and then 
Id:I</(2i+l)C/(x,-x0), Vi, nEN. 
For the Chebyshev norm of ‘“~~*“f’V,( x) the following result holds: 
(2.8) 
(2.9) 
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Lemma 2.3. The maximum of ) ‘“O~“r’Vn(x) 1, for x0 < x < xf, is bounded hy 
mJ(2n + l)C/(x, - x0) + 1. 
Proof. In [12] it has been proved that 
d:=o, i=O,l,..., n-m-l. 
Then from (2.5) we derive: 
(2.10) 
(2.11) 
As the leading coefficients of ‘“O~“r’V,(x) and Cx~,“oP,,(x) are equals, d,” = 1, and since 
max 1 (xo3xf’Pj(x)) < 1, Vi, 
x,<x<x, 
the result follows from (2.9). 0 
3. Essentials of the tau method 
For the sake of clarity, a brief summary of the Ortiz’ recursive formulation of the tau method 
is given here. Only the definitions and the results essential for our purposes are reported here; 
details can be found in [4,10]. 
Let {ZJX)],~~ be an arbitrarily fixed polynomial basis and let D be the differential operator 
defined in (1.1). As D is a linear differential operator with polynomial coefficients, it maps 
polynomials into polynomials. Then we give the following definition: 
Definition 3.1. The nth generating polynomial with respect to Z,(x) is the polynomial: 
DZJX) =A(x)Z:,(x) +B(x)Z,(x) 
Recalling that A(x) has degree m and B(x) has degree Y, DZ,,(x) is a polynomial of degree 
n + q at the most, where q = max{ m - 1, r} is said the ‘height’ of the operator D. 
Let us denote by yf the coefficient of Z,(x) in DZ,( x), that is, we put 
n+q 
DZ,(x>= c YZk(X). (3-I) 
k=O 
If Y,“+, f 0, V’n, every DZ,( x) has degree n + q exactly, and then no linear combination of 
generating polynomials has degree less than q. Moreover, as the coefficients yJ are polynomials 
in n of degree 1, there exists at the most one value of n, let us say n,, such that y:,~+~ = 0 and the 
corresponding generating polynomial has degree less that n, + q. 
That being stated, the following definition can be given: 
Definition 3.2. Let S be the set of those integers j for which there exists no linear combination of 
generating polynomials having degree j. 
128 M.R. Crisci / The tau method 
It is easy to prove that the set S does not depend on the polynomial basis Z,(x). S is a finite 
set, with s = card(S) G q + 1 [lo]. 
Let R, be the polynomial space spanned by Z,(x), i E S. Then, finally, we can introduce the 
canonical polynomials which are a useful basis for the tau solution. 
Definition 3.3. The n th canonical polynomial with respect to Z,,(x) is the polynomial Q,(x) such 
that 
DQ,(x)=Zn(x)+Rn(x), ~EN,-S 
where R,(x) E R, is called the nth residual. 
(3.2) 
Let us put S= {j,, j,,..., jS}; then R,(x) can be written as 
R,(x) = c P:Z,,(xb (3.3) 
i=l 
Let the perturbation term be a linear combination of elements of the basis { Zj( x)}, that is, 
fw = c fziA-4. (3.4) 
r=O 
Then the tau solution y,(x) can be written as 
with the r parameter solution of the following linear system: 
i 
k YQn+ibo)=~w 
1=0 
i~yBi+,=O, j=l,._., s. 
(3.6) 
i=o 
The canonical polynomials and the residuals can be constructed by the following recursive 
formulas [lo]: 
Q,+,(x)= 
I 
ntq-1 
z,(x)- c v;Q,b> 
i=o 
ies 
(3.7) 
n+q-1 \ 
PJ = 
n+q -y,:- C u,Yj /y,“+,, j=l,...,s I (3.8) i=o 1FJ.s 
where yE” are the coefficients of the generating polynomial (3.1). 
4. Existence and convergence of the tau approximant 
In this section, we will show that in the case Z,(x) = (“o~“~)v,( x), is the differential problem is 
not singular, an infinite sequence of tau approximants exists and the &turbation term and the 
error converge to zero with exponential rate. 
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Let Q,(x) be the canonical polynomial with respect to (xo~xf)V~(x> and (I Q, II = 
sup+ < x < Xf 1 Q,(x) I. Then the following theorem holds: 
Theorem 4.1. Sufficient condition for 11 Q, 11 to go to infinite is that the differential operator has no 
singularities in the integration range [x0,x,]. The rates of divergence are: 
(a) Zfr>m-1 
II Q, II = O( G!nfFG) (4.1) 
where 
n,=r-m+l, ~ ,=(n-r), +a, 4 
b, ( 1 
n1. 
n1 Xf - x0 
(b) Zfr<m-1 
II Qn II = o(VAd (4.2) 
where 
z= 2w-(x,- ( x0)&2 ~(~-(~f-~o)))/(~f-~o)~ 
w being the maximum modulus root of A(x) and the sign + or - being chosen in such a way that 
JZI I=- 1. 
Proof. Let Q,‘(x) and Rc( x) be the canonical polynomial and the residual with respect to the 
Legendre polynomial (+““P,( x). The relations (4.1) and (4.2) have been proved in [2] for II Qc (I, 
)I Rf: I( and any their linear combination. 
On the other hand, as we have 
(X~,Xf)T/n(X) = i d,:‘“++Jx), 
*=n--m 
for the linearly of II it is also 
Q,(x) = ? d:Q,Pb)> 
i=n--m 
R,(x)= t d;R;(x) 
i=n--m 
if n >j, + m, where j, is the largest element of S. 
Then the result follows from the Lemma 2.2. q 
Corollary 4.1. Zf the diff erentiaiproblem is not singular, an infinite subset of N, say N,, exists, such 
that for every n E NI the tau approximant of order n exists. 
Proof. From the previous theorem it follows that { A, }, the sequence of the determinants of the 
system (3.6) goes to infinite with the same rate of n~=oQn+l(xo). Then we cannot find any no 
such that A, = 0 for every n > no. q 
The remaining results of this section are identical to those obtained in [1,2] and their proofs are 
also quite similar. 
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Corollary 4.2. The rate of convergence to zero of I( 7” 11 = maxO c, ~ s 1 r,” 1 is given by the inverse of 
(4.1) if r > m - 1 and by the inverse of (4.2) if r 6 m - 1. 
Corollary 4.3. If the diff erential operator has no singularity in the integration range, the absolute 
error e,(x) and the relative error r,,(x) of the tau approximant converge to zero for n + IX with 
expondential rate. 
Proof. From (1.4) we have: 
x H(t) en(x) =Y(x)~-~(~)~(~~ dt, 
rnb> = e,(.u)= / 
x H(t) 
Y(X) x0 y(W(t) dt. 
(4.3) 
(4.4) 
Under the hypothesis of the corollary, A(x) and y(x) have constant sign, so, by applying the 
second mean theorem, we have 
e,(x) =H(5)Wx)~(x), r,(x) = N-W(x) 
where < E (x,, x) and 
Hence, we obtain 
II 44 II G II fw II II WX)Y(X) IIT 
IId II G II H(x) II II w4 II 
and the result is proved because W(x), y( ) x are independent of n and, because of Lemma 2.3 
and Corollary 4.2 ]I H(x) II converges to zero with exponential rate. 
5. Estimate of the local discretization error 
In this section an estimate of the local truncation error is derived for the step by step tau 
method [4,11]. 
Let us divide the integration range [ xo,xf ] into subintervals [xi, x,, ,] of size h. The value in 
xi+1 of the solution of the given differential problem is approximated by the value in xi+] of the 
tau solution obtained by applying the tau method in [x,, x,, 1]. A s initial condition we take the 
value in xi of the tau solution constructed in the previous subinterval [x;_i,x,] (obviously in the 
first interval the initial condition is that given by the problem). 
In order to develop the local discretization error expression, it is sufficient to consider ony the 
first step, which consists in solving the problem 
A(x)y,‘(x) +B(x)y,(x) = i T,“(x~‘X’)I/,+,(x), x,<x<x,, 
i=o 
YJXO) ‘Yo. 
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The obtained value then is, y, (x,) and the related discretization error is e,( x1). From (1.4) 
e,(xi) =rk> 2 YE,+, (5.1) 
r=O 
where 
The values of the tau parameters are given by the method. 
E, can be evaluated by an interpolatory quadrature formula with nodes at the zeros of V,(x); 
then the numerical value of the integral is zero and, therefore, E, is equal to the error of this 
quadrature formula and given by 
(5.3) 
where NJ* is the square of the norm of (X+l)V,(x), h is the integration step and 5 is a point of 
(x,7 x1). 
From (5.1) (5.3) it follows: 
Remark 5.1. EJ is infinitesimal with h of order 2 j + 1. 
Remark 5.2. As (x-xl)Vn(x) is orthogonal to all polynomials of degree less than n - m, the order 
of the quadrature formula, and so the order of the method, is 2( n - m) - 1. 
6. Stability analysis 
In this section the stability properties of the method under consideration are studied. 
To this purpose, let us consider the test problem 
y’(x) = Ay(x), X E C, Re(A) < 0, (6-I) 
v(x0) ‘Yo. (6.1’) 
and let us solve it with the tau method. Without loss of generality we can consider only the first 
integration step. 
The perturbation term is a linear combination of polynomials (~xO-xl)Vn(x), orthogonal in 
[x0,x,] with respect to l/A(x), where A(x) is an arbitrarily fixed polynomial of degree m 
positive in this interval. 
It can be easily proved that for the differential operator (6.1) the set S, defined in Section 3, is 
empty, and so, from (3.5) (3.6), the tau solution is given by 
with 70” solution of: 
GQ,bo> =Y,. 
(6.2) 
(6.3) 
The Q,(x) are the canonical polynomials with respect to (x+l)Vn( x) and it is easy to verify 
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that 
(6.4) 
k=O 
Denoting by V,*(X) the polynomial (++‘l)V~(x) shifted in [O,l], since x, = x0 + h, we obviously 
have 
(%,x~)l/nV’(~) = h-kV,*‘k’( h-+ _ Xo))_ 
Therefore, from (6.2)-(6.5), with simple algebraic manipulations, we obtain 
(6.5) 
(6.6) 
For the sake of brevity, hereafter the right hand side of (6.6) will be denoted by R(z). The exact 
solution of the test problem is y(x) =y, exp(X(x - x0)). Therefore, R(z) is a rational approxi- 
mation of exp( 2). 
Norsett proved in [8] that a rational expression 
Rt”(z)= [~o~~zkj,[~o~,zk~, (y,=sO=l, &+O, 
is an approximation to exp( z) of order greater or equal to p if and only if there exists a unique 
polynomial p,(x), of degree V, such that RF(z) can be written as 
R;(z)= 5 (-l)“p,“-k’(0)zk / i (-l)kp;“-k’(l)zk 
i k=O Ii k=O I 
with p!“)(l) = 1 and p,(l) f 0. p,( ) x is said C-polynomial for the approximation R’;‘(z). 
The C-polynomial for R(z) is 
p,(x) = (-l)“v,*(l - X)/(Iz!U,*) 
where u,* is the leading coefficient of V,*(x). 
Lemma 6.1. R(z) is an approximation to the exponential of order 
p=2n-m. 
Proof. We recall that an approximation is of order p if 
ez - R(z) = CP+lzp+’ + O(zp+*). 
For the approximation (6.6) the error is given [9] by 
eZ-R(z)=(z”+‘N,(1)+z”‘*N2(1)+...)/~ V,*(“-i)(0)zi 
;=o 
(6.7) 
(6.8) 
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where 
N,(x) =j*V,*(t)dr, 
0 
Nj+l(x) =/xN,(t)dt, j E N. 
0 
From (2.5)-(2.10) we have 
‘““.“l’~-Jx) = i d,:(%.XI)P,(X)) 
i=n-m 
and so, denoting by P,*(X) the ith Legendre polynomial shifted in [OJ] 
v,*(x)= t dlP,*(x). 
,=n-??l 
Therefore, 
N,(l)=0 forn>m, 
because of the orthogonality properties of the Legendre polynomials. 
Moreover, since 
/ 
+$(t)dt = (P,*,,(x) -J’,*_,(x))/(4n + 2) 
0 
the above argument can be applied recursively to Nj( x), j = 1,. . . , n - m - 1, and so the result 
follows. 0 
Theorem 6.1. If A(x) is a polynomial of effective degree 1, different from zero in the integration 
range, the related tau method is L-stable for every order n. 
Proof. Without loss of generality let us assume that the leading coefficient of A(x) is equal to 1. 
Then, 
A(x)=x-a,, a,4 [x0,x1]. 
In this case 
v,*(x) = d,“_, P,*_,(x) +2’,*(x) 
with d,“_, given by [12] 
d” -~xD~x~~Q~(ao)/cxO~x~~Q,_,(ao) n-l = 
where (X~,Xl)Qj( x) is the i th Legendre function of 
Therefore, d,“_, < 0 and so 
the second kind defined in [x0,x,]. 
lim ]R(z) 1 = IV,*(l)/v,*(O) 1 = I(1 + d,‘_,)/(l - d,“_l)) < 1. 
z-00 (6.9) 
Now, let us recall a theorem proved in [15], which assures the A-acceptability of the approxima- 
tion R(z) under the following hypotheses: 
(1) order p > 2n - 2, 
(2) lim,,, IR(z) I G 1, 
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(3) Coefficients of the denominator of R(t) alternate in sign. 
The hypothesis (1) is satisfied because of the Lemma 6.1; (2) follows from (6.9) and (3) from the 
fact that the coefficients of the denominator of R(z) have the same sign of the coefficients of 
T/,*(x), which alternate in sign because V,*(x) is an orthogonal polynomial, and so it has all its 
roots in [O,l]. Therefore, the method considered is A-stable and from (6.9) it is also L-stable. 
For the general case we have not yet obtained a similar result. However, we have the following 
partial result: 
Theorem 6.2. If the method is I-stable and lim, j M 1 R(z) 1 < I, it is also A-stable. 
Proof. The function R(z) is analytic in the half plane Re( z) < 0, as it can be proved by an 
immediate extension of a theorem established in [3]. Therefore, if the hypotheses are satisfied, the 
maximum modulus theorem can be applied, and the A-stability follows. 
Remark 6.1. In the case m = 0, V,*(x) = P,*(x) and the related method has been proved to be 
A-stable [16]. In the case m = 2 if 1 l/n*(l) 1 6 1 V,,(O) 1 the method is A-stable since the same 
theorem ([15]) recalled in the Theorem 6.1 can be used. 
7. Numerical results 
Numerical experiments have been carried out in order to test the effectiveness of the choice 
Z,(x) = V,(x). 
We report here some of the results obtained, relative to the two following cases: the first one 
with singularities on the real axis, the second one on the complex axis. 
Table 1 
Differential problem (7.1) 
a 
1.0 
0.5 
0.1 
0.05 
n E, Eu EP E” 
3 0.21 x 10-3 0.16~10-~ 0.17x10-4 0.25 x lo-’ 
4 0.29 x 10m4 0.38 x lop4 0.51 x 1o-6 0.58~10~’ 
5 0.15 x 10-5 0.24 x 10P5 0.15 x 10-7 0.14x 10-8 
3 0.15 x 1o-2 0.15 x 1om2 o.34x1o-3 0.52 x 1O-4 
4 0.30x10-3 0.34X10F3 0.25 x lop4 0.29x lop5 
5 0.35 x 10-4 O.52x1O-4 0.18 x 10-5 0.17 x 10-6 
5 0.50 x 10-2 0.11 x10-l 0.31 x 1om2 0.38X 1o-3 
7 0.88 x lop3 o.19x10~2 0.26x 1O-3 0.23 x 1O-4 
9 0.14x 10-3 0.37 x 1o-3 0.22 x 1o-4 0.15 x 1o-5 
5 0.47 x low’ 0.59x 10-l 0.13 x lo-’ 0.31 x 10-2 
7 0.13 x 10-l 0.20x10-’ 0.25 x lop2 0.36~10~’ 
9 0.37 x 10-2 0.72x10-’ 0.46~10~’ 0.46~10-~ 
Table 2 
Diiferential problem (7.2) 
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a 
1.0 
0.5 
0.1 
0.05 
n E, Eu EP E” 
3 0.43 x 10-4 0.31 x 10-3 0.22 x 10-4 0.81 x10-s 
4 0.21 x10-s 0.33x10-3 0.74x 10-h 0.73 x lo-’ 
5 0.17x10-5 0.23x10-’ 0.93 x 10-7 0.23x10-* 
3 0.17 x 10-2 0.16~10-~ 0.31 x 10-3 0.14 x 10-3 
4 0.27~10~’ 0.30 x 10-3 0.35 x10-s 0.39 x 10-6 
5 0.46~10~” 0.11 x10-s 0.15x10-6 0.25 x 1O-6 
4 0.19x10-’ 0.21 x10-’ 0.19 x 10-z 0.67~10~’ 
5 0.25 x lo- 3 0.47 x 10-a 0.27~10-~ 0.28x10-4 
6 0.48 x 1O-3 0.62 x 1O-3 0.53x10-5 0.26 x 1O-5 
5 0.81 x lop2 0.65 x lo-’ 0.19 x 10-2 0.41 x lo- 3 
6 0.20 x 10-l 0.57 x 10-2 0.36~10-~ 0.24 x 1O-4 
7 0.53 x 10-3 0.14x 10-2 0.59x10-5 0.36 x 1O-5 
i 
(x+u)y’(x)+(x)=o, O<x<l, 
y(0) = 6 ; 
(7.1) 
i 
(x2+.)y’(x)+xy(x)=0, O<x<l, 
Y(O) = l/G. 
(7.2) 
In Tables 1 and 2 are reported, for some values of the parameter a and of the degree n of the 
tau approximant, the errors in the point x = 1 of the tau approximants obtained by choosing 
respectively Z,(x) =‘““‘Tk(x), ‘““‘Uk(x), (O”)Pk(x), ‘“-‘)Vk(x). 
The numerical experiments support the theoretical results; in fact the convergence is always 
assured, even if the singularity is very close to the integration range, and a precision considerably 
higher (about one order of magnitude in the considered cases) can be achieved by the choice 
-G(x) = ‘““‘Vk( x). 
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