Abstract. Using a seed to rapidly "hit" possible homologies for further scrutiny is a common practice to speed up homology search in molecular sequences. It was shown that a collection of higher weight seeds have better sensitivity than a single lower weight seed at the same speed. However, huge memory requirements diminish the advantages of high weight seeds. This paper describes a two-stage extension method, which simulates high weight seeds with modest memory requirements. By drawing upon the previously studied ideas of vector seed and multiple seeds, we introduce neighbor seeds, which are implemented using two-stage extension. Neighbor seeds provide the flexibility to maximize the independence between the seeds, which is a well-known criterion for optimizing sensitivity. A major advantage of neighbor seeds is that they all rely on the same pre-built database index. Based on considerations of sensitivity and biological adequacy, different neighbor seeds can be used for different queries without rebuilding the index. The paper also discusses some other practical techniques to reduce memory usage.
but run reasonably fast. Heuristic search programs such as FASTA [8] and BLAST [9] were introduced at the end of the 1980s. They rely on the so-called hit-and-extend heuristic, which can be implemented using hashing and lookup tables, introduced in this context by Wilbur and Lipman [10] . The majority of modern local alignment programs [11] [12] [13] [14] [15] exploit some variant of this idea. Some recent alternatives are based on suffix trees [16] , [17] .
This paper concentrates on hit-and-extend methods. Hit-and-extend methods rely on a hash function h:
. . , H − 1}. Local alignments are found by first identifying hits, which are pairs of positions (i, j) where h(S[i..i + − 1]) = h(T [ j.. j + − 1]).
The most obvious choice for hashing is to use the identity function, when hits are defined by identical substrings of length , called -mers. In fact, this strategy is used by homology programs such as BLAST. All the hits can be found efficiently by using a lookup table that stores the occurrence lists Occ(g) = {i: h(S[i..i + − 1]) = g} for every key g. Subsequently, hits are detected and extended by consulting the occurrence list for h(T [ j.. j + − 1]) in each position j. Figure 1 outlines this concept. This strategy is often called "seeding" and the hash function or its representation is called as a seed. The sensitivity of a seed measures its ability to hit a homology, and the specificity of a seed characterizes its ability to filter out a random region.
It was recently discovered [14] that spaced seeds provide very good sensitivity and specificity. A spaced seed is defined by a set S = {s 1 , . . . , s k } ⊆ {1, . . . , }. In practice, a spaced seed is often denoted by the characteristic vector for the set, defined as the length-binary string in which the bits at the positions specified by the seed have value 1. The corresponding hash function concatenates the characters in positions specified by the seed, and encodes the resulting string u[s 1 ] · u[s 2 ] · · · u[s k ] by an integer in the range {0, . . . , | | k − 1}. Such a seed is called an ( , k)-seed, and has weight k. The initial discovery led to a number of results on selecting spaced seeds [18] [19] [20] in various statistical or empirical alignment models. Additional references with a thorough discussion are offered in [21] . Spaced seeds or similar indexing constructs have been studied also in the contexts of lossless filtration [22] , [23] and sequencing by hybridization [24] .
There exist several generalizations of spaced seeds, which include multiple seeds [15] , [25] and vector seeds [12] , [26] . Multiple seeds are a set of carefully selected spaced 
where I {C} is 1 if and only if condition C is true, otherwise it is 0. (The slightly more general definition of [26] allows for a scoring matrix.) In Section 3 we show that a vector seed can be viewed as a well-structured set of multiple seeds.
The time complexity increase of using multiple seeds can be offset by using higherweighted seeds. It was shown that higher-weighted multiple seeds and vector seeds may offer superior sensitivity [15] , [26] to that of a single seed at the same specificity. However, they can hardly reach their theoretical potential due to their memory requirements. In case of multiple seeds [15] , a lookup table is constructed for every seed. Vector seeds rely on a hash table for the spaced seed defined by the positions with non-zero weights. As a consequence, memory usage is exponential in the number of positive weights. Vector seeds with widely varying weighting schemes proved prohibitive due to their demands on memory. In [26] , vector seeds for genomic sequences are restricted to those with weights 0, 1, or 2, permitting at most two mismatches.
We first propose in Section 2 a novel two-stage extension procedure that improves the efficiency of hit-and-extend methods. Rather than being a trivial heuristic, extensive optimization is needed to maximize the sensitivity of the two-stage extension. The concept of neighbor seeds is introduced in Section 3. Neighbor seeds combine the advantages of the multiple seeds, vector seed, and two-stage extension; and allow us to attain or surpass the sensitivity and speed of multiple and vector seeds, and pose only modest demands on memory. Section 4 briefly explores some practical techniques of space reduction, which include an implementation of 11-mer based hashing with 1.5 bytes per base pair for the purposes of comparing mammalian-sized genomes. Section 5 concludes the paper.
Two-Stage Extension.
Since the introduction of spaced seeds, there has been much work on finding variants of hit conditions and hash functions to gain better sensitivity and specificity. In this section we scrutinize the extension instead.
2.1. Terminologies. Our goal is to detect local alignments [27] between two input sequences, S and T . A local alignment involves two substrings S[i..i ] and T [ j.. j ] which exhibit a large similarity, according to some similarity metric between strings. Often gaps are inserted to S and T to make the two strings similar. In practice, however, a gapped alignment usually consists of several long gapless alignments. Therefore, most homology search programs perform gapped alignment only if a high-scoring gapless alignment is found. For this reason, we restrict our attention to gapless local alignments in this study.
For simplicity, we consider the alignment scoring policy that rewards an identity with +1 and penalizes a mismatch with −1. In other words, the matching score of S[i. if the letter occurrences are uniform random in at least one of S and T . For simplicity, we mostly focus on such a model of random sequences. Nonetheless, the analyses can be easily extended to arbitrary background frequencies.
A heuristic local alignment method can be assessed by evaluating its specificity and sensitivity. Specificity is measured by the average running time on random unrelated sequences. Sensitivity is measured by the probability of detecting a homology under a probabilistic model of homologies.
There are two commonly used probabilistic models of homologies. The first such model, called the Bernoulli model, was introduced in [14] : it imposes that local alignments are created by independent equiprobable substitutions. In other words, R is a sequence of independent and identically distributed Bernoulli variables. Another random model of homology is the uniform model: R is uniformly drawn from binary sequences of equal length and an equal number of ones.
For a given spaced seed, computing the probability that it generates a hit in a homology region is NP-hard in the Bernoulli model [28] , as well as in the uniform model [29] .
Time Complexity of the Classic Hit-and-Extend Method.
The usual extension method X-DROP extends a hit in each of the two directions along the diagonal until the score drops by a specified amount. In each direction, the position where the maximum score is reached is recorded and gives the boundary of the gapless local alignment. Figure 2 shows the X-DROP procedure in one direction.
If we ignore the border effects, the average running time of a hit-and-extend method for random sequences is f × t × |S| × |T |, where f is the probability of a hit at a fixed X-DROP is a popular extension algorithm, used in BLAST [9] , [11] and many other alignment programs. The extension is shown only in the forward direction. An analogous extension process is carried out in the backward direction where i and j decrease by 1 in every step.
position pair (i, j), and t is the average time spent on a hit extension. The probability f is called the false positive rate in [26] . In what follows, we analyze t more closely for the X-drop algorithm of Figure 2 . In Line X3 the score decreases with an expected value of (1 − 2β) in each step. The extension should thus stop after around X/(1 − 2β) steps. The following lemma formalizes this argument. LEMMA 1. Suppose that β < 1 2 holds for the match probability, and X-DROP is invoked with a positive integer X . Let N = min{|S|, |T |}. If τ denotes the number of times the loop body X3-X5 is executed, then
. . be the series of ±1-valued random variables that track the changes of the score s in Line X3 so that
Clearly, {Y δ } are independent and identically distributed random variables with expected value EY = −(1 − 2β), and s(t) form a simple random walk. Since the number τ is a stopping time for Y 1 , Y 2 , . . . , Wald's equation applies [30] :
We need therefore to determine Es(τ ), the expected final value of the score s when the condition fails in Line X2. The key idea is to consider ladder points [31] which are the places where max is updated in Line X4. Specifically, the ladder points τ 0 = 0, τ 1 , τ 2 , . . . are defined in the following manner. For every m > 0, τ m = min{t: s(t) = m}, with the convention that if s(t) never reaches m, then τ m = ∞. Let L be the maximum value of s(t) before the score drops by X for the first time: L = min{m:
the value max = L is returned at the end of the extension. We need to compute EL to obtain Eτ through (2) . Consider the probability P{L > 0}. It equals the probability that the random walk s(t) attains the value 1 before −X . By standard results on random walks [30] , this probability equals
and (1) follows by plugging in the value of α. , and the expected number of comparisons at a hit is 4X − 2 + o(1).
PROOF. Substituting 1 4 for β in Lemma 1,
Noticing that the extension is done in both directions, the corollary is proved.
With a typical choice X = 16, a hit extension entails approximately 62 character comparisons on average.
Two-Stage Hit Extension.
In this section we propose the following two-stage extension process, and show that this seemingly simple idea is in fact non-trivial and makes a big difference to the sensitivity. Let S = {s 1 , . . . , s k } be an ( , k)-seed, and let S = {s 1 , . . . , s m } be a set of positive integers with S ∩ S = ∅. Furthermore, let 0 < t ≤ m be a threshold. The triple (S, S , t) defines a relaxed seed employed in the following manner. Hits are found as if the spaced seed S were used. When a hit is found, the positions of S are tested, and the full extension is performed if at least t matches are found. In particular, let (i, j) be a hit position. Full extension is performed
for at least t choices of s ∈ S . A relaxed seed may significantly increase the specificity, which can be seen in Theorem 1. As we will see in Table 1 , the sensitivity of a relaxed seed varies very much for different choices of S even with the same size and threshold. Therefore, the optimization of the positions in S should be done together with S.
THEOREM 1. Suppose that the two-stage extension method is employed with
|S | = m. Let b(m, t) = m i=t m i ( 1 4 ) i ( 3 4 ) m−i . The
average number of character comparisons performed during a bi-directional hit extension is C = m + b(m, t)(4X − 2) + o(1).
PROOF. The preliminary test on S compares m pairs of characters. A full extension is performed with probability b(m, t) ≤ 1. A full extension performs an average of 4X − 2 + o(1) comparisons by Corollary 1.
The sensitivity of a relaxed seed is assessed in the following manner. Let R be a binary representation of a homology region. In order to have a hit with the relaxed seed (S, S , t), R has to contain a substring u such that, ∀s ∈ S, u[s] = 1 and
The sensitivity is defined to be the hit probability under a specific probabilistic model for homologies such as the Bernoulli or uniform model. Since spaced seeds can be considered as special cases of relaxed seeds, it is NP-hard to compute the sensitivity of a relaxed seed.
THEOREM 2. Computing the sensitivity of a relaxed seed is NP-hard in the Bernoulli and uniform models.
PROOF. Let (S, S , t) be a relaxed seed with t = |S |. Then the relaxed seed is equivalent to the spaced seed S ∪ S . Computing the sensitivity is NP-hard in both models [28] , [29] .
We pose as an open problem to prove the NP-hardness of the problem for a fixed threshold t < |S |.
Known exponential-time algorithms for computing the sensitivity of spaced seeds in the uniform [32] and in the Bernoulli [18] , [20] models can be readily adapted to relaxed seeds. As an alternative, one can convert a relaxed seed to an equivalent set of multiple position i has 1 if it is in S, and it has x if it is in S . Sensitivity (Sens.) is calculated for homology regions of length 64 at 70% similarity in the Bernoulli (B) model, and with 19 mismatches in the uniform (u) model. Column C shows the expected number of comparisons in hit extension, when X = 16, and column T lists the expected time spent on finding and extending hits, defined as C times the false positive rate. T is normalized for weight-11 seeds. The two spaced seeds are the most sensitive weight-10 and weight-11 seeds under Bernoulli models. (Notice that they are much better than a 10-mer.) The table also lists some relaxed seeds. Notice that the placement of relaxed positions has a non-negligible effect on sensitivity.
seeds and compute the sensitivity by employing the algorithm in [15] that calculates the sensitivity of an arbitrary set of seeds. Table 1 compares relaxed and spaced seeds. It turns out that the sensitivity of a (k −1)-weight seed can be approached while the running time stays close to that of a weight-k spaced seed. It is noteworthy that the last two seeds, x1110x10x10x1010111 and 111001001001010111xxxx have the same S, same size |S |, and the same threshold t. At the same time, they have very different sensitivities. The example demonstrates that the two-stage extension is not a trivial extension heuristic. Indeed, it can be fully profited of only after a meticulous optimization step, in which the threshold and the relaxed positions are selected. This observation is epitomized by the extreme case of a relaxed seed (S, S , t) where t = |S |. This relaxed seed is equivalent to the spaced seed S ∪ S , and the necessity to optimize the spaced seed is well known [14] .
Although no efficient algorithm is known to find the optimal spaced seed, it was argued in [28] that finding one optimal spaced seed in the Bernoulli model is unlikely to be NPhard, because the language that defines the problem is sparse. The same argument can show that finding the optimal relaxed seed (S, S , t) for Bernoulli or uniform homology regions is unlikely to be NP-hard. However, the problem of finding the optimal S for given S, |S |, and t does not correspond to a sparse language anymore and could be intractable.
Implementation and Memory
Usage. The data structure for the basic algorithm of Figure 1 has to support the operation ADD(g, i) that records the position i as one belonging to Occ(g), and the operation REPORTALL(g) that returns the list Occ(g). For a spaced seed with weight k, a rather straightforward implementation was introduced in [14] . An integer array, head, of length 4 k was used to record the first occurrence of each hash value. Then another integer array, next, of length |S| is used to retrieve all the other occurrences. next [i] records the next occurrence of the same hash value as position i. The two arrays head and next form a hash table that requires memory for (4 k + |S|) integers. In a direct manner, a relaxed seed (S, S , t) can be implemented by relying on the hash table for the spaced seed S.
3. Neighbor Seeds. In this section we propose the neighbor seeds idea which elegantly combines the advantages of the multiple seeds [15] , vector seeds [12] , [26] , and the twostage extension introduced in Section 2.
It has been known that a spaced seed performs better than a consecutive seed with the same weight because the hit positions are more independent for the spaced seed [14] , [28] . That is, for spaced seeds, different positions do not easily hit together ("wasting" hits) or fail together (missing the region entirely). Multiple spaced seeds perform even better by adding another level of independence between the hits of different seeds [15] . While significant improvement on sensitivity was obtained, the necessity of producing multiple hash tables and/or parsing the sequence multiple times greatly limited the number of seeds a search can use.
Vector seeds were proposed in [26] , independently from multiple seeds. They are also very effective for improving sensitivity. Although the sensitivity cannot compare with multiple seeds at the same specificity, vectors seeds enjoy the advantage that only one hash table is needed.
We make the observation that every vector seed corresponds to a particular set of ordinary spaced seeds defined as follows. Let (w 1 , . . . , w ) be the weights and let t be the threshold of the vector seed. Let P = {δ: w δ > 0} be the set of positively weighted positions. The vector seed is equivalent to the set of seeds {S 1 , . . . , S M } where S i are the subsets of P in which t ≤ δ∈S i w δ . When all vector weights are 0 or 1, the equivalent multiple seeds are generated by removing up to (|P| − t) elements from P. In fact, an equivalent set can be created by removing exactly that many positions. (In the preliminary version of this paper [1] , the seeds in the equivalent set are called daughter seeds.) We also observe that some seeds in the equivalent set are closer to each other than some other seeds in the set. In order to maximize the independence between hits of different seeds, we should primarily rely on more distant seeds in the set. Our third observation is that the independence between neighbor seeds can be further increased using two-stage extension introduced in Section 2. Different neighbor seeds should be allowed to have different check points (the S ) in the first extension stage.
These three observations lead to the following powerful idea. In what follows, a parent seed is a spaced seed P. For a fixed integer , a neighbor seed D of P is such that |D\P| = |P\D| = . When the seeds are represented in the binary string form, the equations imply that each neighbor seed has the same weight as the parent and is within Hamming distance 2 from the parent.
It is easy to see that two neighbor seeds may differ at as many as 4 different positions. In practice, when = 2, the neighbor seeds are already very different (and hopefully very independent) to each other. Selecting multiple seeds from the neighbors of the same parent may achieve a similar performance as selecting from the complete seed space. Even if neighbor seeds cannot outperform general multiple seed sets, the beauty of the neighbor seeds is that they can share the same hash table in the following way. Let P = {p 1 , p 2 , . . . , p k } be a parent seed with 0 < p j ≤ for all j. Given a database DNA sequence T , a hash table H is built using P as described in Section 2.4 to store the occurrence lists Occ(g) = {i: h(T [i..
i + − 1]) = g}. Recall that for any lengthstrings s and t, the hash function h is such that h(s) = h(t) if and only if s[ j] = t[ j]
for j ∈ P. In order to facilitate the ensuing discussion, write Hits S (q) = {i:
is an arbitrary query string and S is any spaced seed. Using this notation, Hits P (q) = Occ(h(q)), and Hits P (q) is efficiently retrieved using the hash 
Consequently, Hits D∩P (q) can be computed by forming the union of | | occurrence lists stored in H. For each i ∈ Hits D∩P (q), we further use two-stage extension to check whether
holds for all j ∈ D\P. If so, then we proceed to full hit extension; otherwise, we discard i. In this way, Hits D is obtained using Hits P .
When the database sequence T is large and the parent seed has a reasonable weight k (such as |T | ≥ 64 × 10 6 and k = 13), all or almost all Occ(g) are non-empty. In such a situation, the time of generating Hits D∩P is insignificant.
If is reasonably small ( = 2 in our examples to follow), the time of generating Hits D from Hits D∩P is quite modest compared with the full extension of a hit. For each i ∈ Hits D∩P , up to more positions are examined to produce Hits D . When these positions are checked one by one in random DNA homology regions, the average number of comparisons is 1+4 When multiple neighbor seeds are used, the hits for each of them can be generated using the above mentioned procedure. Subsequently, usual extension is carried out for every hit in order to generate the local alignment. Notice that as long as the neighbor seeds are from the same parent seed P, the hash table H needs to be built only once and can be reused by every neighbor seed. In contrast to general multiple seeds [15] , not only do the neighbor seeds require only one hash table, but also the number and the choices of neighbor seeds can be decided after the hash table H is built. This property is of great interest in practice because a program can index the DNA database first. Only much later need the users decide on the actual neighbor seeds, depending on factors such as speed and sensitivity, and whether the queries are protein-coding or non-coding sequences.
Similarly to the multiple seeds proposed in [15] , the neighbor seed sets need to be optimized in order to maximize sensitivity. The neighbor seeds used in this paper are selected by first fixing a parent seed, and then using the same greedy algorithm as in [15] to add neighbor seeds one by one, which maximize the sensitivity of the set on target homology regions. Table 2 shows the first eight neighbor seeds selected by the greedy algorithm for the parent seed 1110110010110101111 and = 2, along with their Table 2 . The first eight greedily selected neighbor seeds of 1110110010110101111. The optimization is done on 5×10 6 uniformly drawn regions of length 64 with 45 matches. The accumulated sensitivity is estimated by using 10 7 such regions.
Number
Seed 6590 accumulated sensitivities in uniform regions of length 64 with 45 matches (about 70% similarity level).
Figures 3-5 plot the sensitivity of neighbor seeds in function of the similarity, along with some other seeding techniques for comparison. In particular, single spaced seeds, a vector seed, and multiple seeds are compared with weight-13 neighbor seeds. Figure 3 compares multiple weight-13 neighbor seeds with optimized single spaced seed of different weights. We note that 16 neighbor seeds have the same specificity as a single weight-11 spaced seed, yet have much higher sensitivity. Similarly, 64 neighbor seeds are comparable in specificity with a single weight-10 spaced seed, while they achieve an outstanding sensitivity. The plots also illustrate that the difference in sensitivity between neighbor seeds and spaced seeds is about the same as the one between spaced seeds and contiguous seeds (i.e., k-mers). For instance, at 45 matches, the sensitivity for the 10-mer is 0.39; for the weight-10 spaced seed it is 0.62; and for 64 neighbor seeds it is 0.96. Figure 4 compares neighbor seeds with the vector seed VS-12-13 which requires 12 matches in 13 positions [26] . The vector seed is optimized for uniform regions with 45 matches out of 64. The specificity of such a vector seed is 4 −13 +13×3×4 −13 = 40×4 −13 . This is identical to the specificity of 40 weight-13 neighbor seeds. However, 20 neighbor seeds already have a better sensitivity than the vector seed. Figure 5 compares neighbor seeds with multiple seeds. Because neighbor seeds are selected from a special subset of the complete seed space, whereas multiple seeds are selected freely, the performance of neighbor seeds cannot be better. The curves in Figure 5 demonstrate this observation. However, it is also clear that the neighbor seed set's sensitivity is close to that of equal-sized multiple seed sets. Considering the convenience that neighbor seeds can provide, i.e., the use of one hash table and the selection of seeds after hashing, neighbor seeds are clearly a better choice in practice.
We also point out that according to our simulation on 10 million regions, 64 weight-13 neighbor seeds can achieve better than 99.99% sensitivity in a uniform region of 49 matches out of length 64 (76.5% similarity). It is a theoretically interesting question to ask for the minimum number of neighbor seeds or multiple seeds to achieve 100% sensitivity; alternatively, one can ask the minimum of similarity for a group of neighbor seeds or multiple seeds to achieve 100% sensitivity. 
Two Ideas for Reducing Memory Usage.
Neighbor seeds rely on a single hash table for the parent seed, and avoid this way the impractical memory requirements of general seed sets. Further memory reductions can be achieved by storing the hash table in a more compact fashion. We need a data structure that supports the operation RE-PORTALL. If k-mers are used, then a suffix array can provide the functionality, which can be implemented using O(|S|) bits [33] in addition to storing the sequence S. Various self-indexing methods [34] , [35] promise even better compression by storing S and the indexing structure together. These latter, however, are still impractical for genomic DNA sequence comparisons, since the amount of time they spend on retrieving each hit is measured in milliseconds [35] . More importantly, the suffix array approach cannot support spaced seeds and suffer from the low sensitivity of using k-mers.
The data structure for the hashing is typically implemented using 32-bit integers [14] . Consequently, a table for a k-weight key occupies 4(4 k + |S|) bytes. We describe a way of saving space without much sacrifice in either speed or ease of implementation. In particular, we show how to replace 32-bit integers with (2k)-bit integers. For seeds of weights 10-13, this means a memory reduction of 37.5-18.75%. The idea is fairly simple: choose a large integer Q and store the modulo Q remainders in both head and next. The integer value Q is reserved for marking ends of lists, so log 2 (Q + 1) -bit integers suffice. Figure 6 shows the data structure. Since ADD(g, i) is called in increasing order of i (see Figure 1) , key occurrences are restored correctly. PROOF. Claim (a) holds since g occurs in positions
, . . . with q 1 ≥ q 2 ≥ · · ·. The variable q always stores the current value of q i until all the occurrences are enumerated. In order to prove Claim (b), we use the fact that the set positions in which a particular key occurs can be modeled using a Poisson process [27] . Let be the number of times the while condition is evaluated in Line R5 before continuing with Line R6. Let X be the distance between the previously found occurrence and the one the loop is looking for. Then positions in Line R5 but only some k < k of them. There is a small chance (0.25 k ) that we switch to enumerating occurrences of a different hash key g . The key g , however, matches key g in k positions, and so the generated hits are not completely arbitrary. The advantage is the lower number of comparisons per hit.) As an alternative to the (modQ) representation, one can avoid the character comparisons by using run-length encoding [36] of the distances between consecutive occurrences, which reduces the space equivalently at the price of having to handle bit vectors of varying length.
Suffix trees or arrays can be employed to enumerate occurrences of k-mers. To our knowledge, there is no efficient way of retrieving occurrences of spaced seeds from a suffix array, and thus their use is limited to k-mers. At the same time, suffix tree-based local alignment methods use at least 12.5-15.6 bytes [17] Table 3 shows some numerical values, for a typical mammalian chromosome or genome. For instance, about 1.5 bytes/nucleotide suffice for 11-mer based alignment of a whole mammalian genome, if the sequence is stored in 2 bits/nucleotide and the table is stored in less than 10 bits/nucleotide. This memory usage is better than that of the currently most spaceefficient suffix array representation [37] , which uses 12 bits per nucleotide in addition to the sequence storage. At the same time, the hash table takes considerably less effort to implement.
Conclusion.
We introduced novel ideas on selecting a structured set of spaced seeds to gain superior sensitivity and speed in hit-and-extend methods of local alignment. The neighbor seeds we proposed remarkably outperform spaced seeds and vector seeds, and approach the performance of multiple spaced seeds. At the same time, neighbor seeds use the same hash table of the same parent seed, and therefore only require a moderate amount of memory. Our examples of 32 or 64 neighbor seeds have outstanding sensitivity: a comparable multiple seed set would pose unrealistic memory demands for current desktop computers. A very important feature of neighbor seeds is that their selection can be done after the hash table of the database sequence is built with the parent seed. This is of great interest in practical homology search systems, as the same hash table can support a wide variety of applications through different neighbor seeds which emphasize different factors such as speed, sensitivity, and coding/non-coding regions.
We additionally described some easily implementable ways to lower memory demands. Memory usage is a key factor in the efficiency of homology search algorithms, and is likely to become even more important in the future. Both the number and total length of DNA sequences in Genbank has doubled about every 17 months (http://www.ncbi.nih.gov/Genbank/genbankstats.html) since 1983. This rate of increase is comparable with the popular version of Moore's law about computing power doubling every 18 months, and thus powerful heuristics are likely to remain highly valued in the comparison of molecular sequences. Our methods are memory efficient and offer practical solutions for the alignment of large genomic sequences in terms of speed and sensitivity.
