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a b s t r a c t
In the paper, the well known Adomian Decomposition Method (ADM) is modiﬁed to solve the parabolic
equations. The present method is quite different than the numerical method. The results are compared
with the existing exact or analytical method. The already known existing Adomian Decomposition
Method is modiﬁed to improve the accuracy and convergence. Thus, the modiﬁed method is named as
Modiﬁed Adomian Decomposition Method (MADM). The Modiﬁed Adomian Decomposition Method
results are found to converge very quickly and are more accurate compared to ADM and numerical
methods. MADM is quite efﬁcient and is practically well suited for use in these problems. Several
examples are given to check the reliability of the present method. Modiﬁed Adomian Decomposition
Method is a non-numerical method which can be adapted for solving parabolic equations. In the current
paper, the principle of the decomposition method is described, and its advantages are shown in the form
of parabolic equations.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction to modiﬁed adomian decomposition
method [MADM]
Current developments in mathematical physics and engineering
problems have given impetus to research on non-linear partial
differential equations (NLPDE) and linearization techniques. Unfortu-
nately, such techniques which assume essentially that a non-linear
system is almost linear often have little physical justiﬁcation. It has
become vital, not only to theory but also to the areas of practical
application, that further advances be made. In recent years the
development of the high-speed digital computer and increased
interest in non-linear phenomena have led to an intensive study of
the numerical solution of ordinary and partial differential equations
(O & PDEs). Adomian Decomposition Method (ADM), developed by
George Adomian [7,2] is one such. The ADM is a non-numerical
method for solving non-linear differential equations, both ordinary
and partial. The general direction of this work is towards obtaining
solution for Partial Differential Equations (PDEs).
In the 1985s, Adomian [7,2] proposed a new and ingenious method
to obtain exact solution of linear and non-linear equations of various
kinds like algebraic, differential for both ordinary and partial, integral,
etc. problems. The technique uses a decomposition of the non-linear
operator as a series of Adomian functions. Each term of this series is a
generalized polynomial called the Adomian polynomial. Some techni-
ques which assume essentially that the non-linear system is almost
linear after equivalent linearization will not be able to retain the
originality of the problem. ADM consists of splitting the given equation
into linear, remainder and non-linear parts, inverting the highest order
differential operator contained in the linear operator on both sides,
identifying the initial or boundary conditions and the terms involving
the independent variable alone as initial approximation, decomposing
the unknown function into a series whose components are to be
determined, decomposing the non-linear function in terms of special
polynomials, and ﬁnding the successive terms of the series solution.
The ADM provides the solution in a rapidly convergent series with
easily computable components. The main advantage of the method is
that it can be used directly to solve, all types of differential equations
with homogeneous and inhomogeneous boundary conditions.
Another advantage of the method is that it reduces the computational
work in a tangible manner, while maintaining higher accuracy of the
numerical solution. The ADM can be shown to solve effectively, easily
and accurately a large class of linear and non-linear, ordinary, partial,
deterministic or stochastic differential equations with closed form
solutions, which converge rapidly to accurate solutions. It is shown
that the ADM is more efﬁcient than many other numerical methods
[1,11].
The ADM consists of calculating the solutions of non-linear
functional equations using inﬁnite Taylor's series in which each
term can be easily determined. ADM is used to obtain the nth-
order approximation to the one direction partial solution that
satisﬁes the boundary conditions in the same direction. The
decomposition solution is also an approximation, but one which
does not change the originality of the problem. Therefore it is
often physically more realistic. The solution obtained by decom-
position is generally an inﬁnite series. Commonly exact methods
are used for solving non-linear equations. Some times numerical
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methods are used in special cases, where exact methods cannot be
used to solve equations of higher order non-linear problems. But
numerical methods often suffer problem due to convergence.
Numerical techniques, which are commonly used, encounter
difﬁculties in terms of size step truncation and round off errors
causing a loss of accuracy.
The ADM transforms the non-linear equation into a recursive
relation. The ADM has proved to be very effective in saving the
computational effort. An application in seismic analysis can reduce
the computational time by an order of magnitude.
The novel tool derived by Adomian [3–6] has been applied to a
wide class of ordinary and partial differential equations. However
as mentioned earlier the ADM has also several limitations in terms
of accuracy and speed. Therefore in the current paper the ADM has
been modiﬁed to address the lacunae mentioned earlier. The
modiﬁed method is named as Modiﬁed Adomian Decomposition
Method or in short MADM. In the following papers the same has
been described in detail. MADM has been applied to solve many
functional equations. MADM has a useful features in that it
provides the solution in a rapid convergent power series with
elegantly computable series of terms. The MADM has proved to be
very effective and results in considerable savings in computation
time as well as accuracy.
2. Modiﬁed adomian decomposition method procedure
Consider a dynamical system LNðu;u! ;…Þ ¼ gðx; y; z; tÞ, where LN
is a differential operator. LNðLNðuÞ ¼ LuþRuþNuÞ has to be that of
the highest derivative both in ADM and MADM, if the problem is a
one-dimensional (governed by ODE) with only space or time as the
independent variable. If it is two-dimensional like plate problems
ðx; y; or tÞ or one-dimensional time variant ðx; t or y; tÞ or three-
dimensional like thick plate ðx; y; z and tÞ, when we come across
partial differential equation, MADM is more advantage than ADM.
For problems like the above with time also as an independent
variable, it is only in MADM one comes across with only one
derivative operator, which is the highest order either w.r.t. x or
w.r.t. y or w.r.t. z or w.r.t. time. Here LNðuÞ ¼ LuþRuþNu¼ gðtÞ
includes both linear and non-linear terms. The linear term is written
as LuþRu where L is chosen as the higher ordered derivative, and R
contains the remainder terms. The MADM consists of the following:
1. The given equation Lðu;u!…Þuþ Rðu;u!…ÞuþNðu;u!…Þu¼ gðtÞ
is split into linear ðLÞ, remainder ðRÞ, and non-linear ðNÞ parts
where L is any higher order linear derivative operator, N is the
non-linear operator and R denotes the remainder terms,
other than linear and non-linear derivative operators.
Here an important contribution to be highlighted is that in ADM
L is chosen as the highest order derivative, while in MADM it
is any higher ordered derivative chosen according to initial
conditions.
2. Selecting any one of the spatial or time (x; y; z or t, preferably
time variable for initial value problem) variables and con-
sidering the higher order derivative w.r.t. that variable, higher
order linear derivative operator L is retained on the L.H.S,
while remaining (other) terms viz. N and R are transferred to
R.H.S. Now the given equation becomes Lu¼ gRuNu.
Inverting the higher order linear operator on both the sides,
the equation becomes L1Lu¼ L1gL1RuL1Nu.
3. On successive integrations u¼ a0þt a1þt2 a2þ⋯þtnanþ
L1gL1RuL1Nu, where a0; a1;…an are n integral
constants.
4. Identifying the initial conditions and the terms involving the
independent variable alone as initial approximation ui ¼ a0þ
t a1þt2 a2þ…þtnanþL1g.
5. Having obtained ui as stated above, the various ui, i¼ 0 to n
are obtained as follows. Decomposing the unknown function
into a series whose components are to be determined, the
decomposed terms are
u00 ¼ a0;
u0 ¼ t a1þL1g
where xi's are known independent variables. The integral
constants a0;…an are determined from the given boundary
conditions.
6. Finding the successive terms of the series solution by
successive iteration using Adomian polynomials, in the next
recursive steps, we obtain
u1 ¼ a2 x2i L1Ru0L1Nu0 ¼ a2 x2i L1Ru0L1A0;
u2 ¼ a3 x3i L1Ru1L1Nu1 ¼ a3 x3i L1Ru1L1A1;
⋮ …⋮ …
un ¼ anþ1 xnþ1i L1Run1L1Nun1
¼ anþ1 xnþ1i L1Run1L1An1;
the non-linear terms Nu0;…Nun are further decomposed
with the help of Adomian polynomials as
Nu0 ¼ A0;
Nu1 ¼ A1;
⋮
Nun ¼ An:
In an Initial Value Problem (IVP), L is dn=dtn (a differential
operator) and L1 may be regarded as multiple deﬁnite integra-
tions with limits 0–t. For IVPs, they need to be found from initial
conditions and may be identiﬁed as ujt ¼ 0 and du=dtjx ¼ 0. In the
MADM for ith time interval, L1t is the two-fold deﬁnite integral
from 0 to δT , with δTA ½ti1; ti. The same procedure for singularity,
fractional derivative and fracture problems have been adopted.
The subset of time interval ½0; T  be divided into n subintervals and
so ordered that 0¼ t0ot1ot2o⋯otn ¼ T and δT ¼ titi1.
Therefore, using MADM over ith interval, the solution similar to
numerical approximation procedure. To convey the idea and for
the sake of completeness of the MADM, now one can rewrite the
non-linear equation in the following form of
u¼NðuÞ; ð1Þ
It is convenient to ﬁnd the solution of equation (1) in the series
form such as
u¼ ∑
1
i ¼ 0
ui: ð2Þ
The non-linear operator N is decomposed as shown below:
N ∑
1
i ¼ 0
ui
 !
¼Nðu0Þþ ∑
1
i ¼ 0
N ∑
i
j ¼ 0
uj
 !
N ∑
i1
j ¼ 0
uj
 !" #
: ð3Þ
Another important contribution towards modifying the ADM is
choosing the term containing the independent variable such as aitn
only one at a time. By doing so, the computation is simpliﬁed
enormously particularly when non-linear terms in Nu are involved.
In ADM the non-linear terms containing higher powers of uwill result
in higher powers of a sum of several terms of Adomian polynomial.
Expanding such sum raised to higher powers is not only tedious but
also leads to errors. As mentioned above such steps are avoided in
MADM by taking terms one by one.
Some further comments about MADM: A damped non-
homogeneous NLODE model representing a dynamical behavior of
mechanical systems. In analytical techniques, it becomes necessary to
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resort to linearization techniques or assumption of weak non-
linearity. Weak non-linear systems can be easily converted equivalent
linear equation (i.e. small class of low dimensional problems which
can be transformed to linear equations). This so-called weak non-
linearity or small parameter assumption greatly restricts applications
of perturbation techniques. Numerical integration methods, even
though more versatile than their analytical counterparts, sometimes
respond too sensitively to the choice of time step size to be reliable.
The technique uses a decomposition of the non-linear term into a
series of functions. A more detailed description about the mathema-
tical background of this method is available in [10]. The context of
integration of equations of motion for non-linear oscillators, the
global accuracy of the method need to be addressed rigorously.
Simulations of strongly non-linear and possibly chaotic oscillators
using MADM are shown in the current work. It has been stated that
the proof of convergence of Adomian series may be based on:
1. The ﬁxed point theorem [9,10].
2. Assumption that the non-linear function is replaceable by an
inﬁnite series with a convergence radius equal to unity [8].
The forcing function is expanded in Maclaurin series and distributed in
all the series terms, the terms with higher powers of increments of the
independent variable are removed. The removal of higher power helps
considerably in simplifying the analytical derivation of series terms.
It helps in solving even in chaotic equations. MADM has much more
computational power in obtaining the piecewise analytical solutions.
It provides a piecewise functional form of the solution, within each
discrete interval. In fact it can only be safely applied, when a ﬁxed
point theorem holds. With the preceding assumptions on u and N, the
Adomian series equations are solution of basic equation. Next it is
required to ﬁnd Adomian polynomials of the above equation, which
are needed to derive series solution of equations by Adomian
polynomials. With the solution already written in the form
u¼∑1i ¼ 0ui, one may introduce the following power series in terms
of an arbitrary scalar parameter λ as
u^ðλÞ ¼ ∑
1
i ¼ 0
uiλi: ð4Þ
The non-linear terms Nui are written in terms of Adomian polynomials
Nui ¼ Ai, so that
Nu^ðλÞ ¼ ∑
1
i ¼ 0
Aiλ
i: ð5Þ
When the convergence radius is 1, u^ð1Þ converges to u. Considering
Maclaurin series expansion of the function Nu^, then from Eqs. (3)–(5),
one can get
Aj ¼
1
j
d j
dλj
f ∑
1
i ¼ 0
uiλi
 ! !
λ ¼ 0
; ð6Þ
where f ðuÞ is the functional form of non-linear term Nu. The
generation of Adomian polynomials may also be done by simply re-
arranging the Maclaurin series expansion of f ðuÞ with respect to a
function initial approximation ui.
2.1. MADM polynomial
The action of N on u represented by the function FðuÞ is
represented by Anðu0;u1;…;unÞ, for n40. It is expressed as sum of
series of n terms, where each term includes a derivative of order k
ð1rkrnÞ of F at u0. The Adomian polynomials are expressed in terms
of Fkðu0Þ and its products with u1;u2;…;un, etc., Fkðu0Þ times a
polynomial in ðu1;u2;…;unÞ and A0 ¼ Fðu0Þ, the modiﬁed Adomian
polynomials derivation are given below:
A0 ¼ Fðu0Þ;
A1 ¼ u1 F 0ðu0Þ;
A2 ¼ u2 F 0ðu0Þþ
u21
2!
F″ðu0Þ;
A3 ¼ u3 F 0ðu0Þþu1u2 F″ðu0Þþ
u31
3!
F‴ðu0Þ;
⋮ ð7Þ
2.2. Expansion of the forcing term
The Taylor series of a function f ðxÞ, that is inﬁnitely differenti-
able, is
f ðaÞþ f
0ðaÞ
1!
ðxaÞþ f ″ðaÞ
2!
ðxaÞ2þ f
ð3ÞðaÞ
3!
ðxaÞ3þ⋯:
In the particular case where ‘a’¼0, the series is also called a
Maclaurin series:
f ð0Þþ f 0ð0Þxþ f ″ð0Þ
2!
x2þ f
ð3Þð0Þ
3!
x3þ⋯:
Removing higher powers of ‘t’ results in an amazing simpliﬁcation
towards an approximate derivation of series solutions. It appears that
removal of terms containing higher powers of t may reduce the
accuracy of the solution, but in turn it makes the method more
accurate by avoiding a source of noise terms. MADM uses ﬁxed point
theorems for proving convergence [8,10]. The assumption that the
non-linear operator is contractive may not be valid for all practical
cases. When the independent variable (time) is not bounded, the
standard ADM based series solutionwill diverge from the true solution
at larger values of time, even if very large number of series terms are
taken. This is where the discretization of time axis makes itself
indispensable. An estimate of local error over a particular time interval
is given by Errorl ¼∑1i ¼ pþ1ui  O δhp. The global error order is one
integral order less than the corresponding local error order:
Errorg ¼Oðδhp1Þ: ð8Þ
From the above equation, it is clear that by increasing the number of
series terms, one can achieve more accurate solution and get higher
rate convergence. Mathematical modeling of many frontier physical
systems leads to Non-linear ordinary differential equations, e.g.,
Dufﬁng's equation. An effective method is required to analyze the
mathematical model which provides solutions conforming to physical
reality, i.e., the real world of physics.
3. MADM: parabolic applications
The MADM solution of variable coefﬁcient fourth-order parabolic
partial differential equation in one- and two-dimensional time and
space variables problems are shown below. Also shown that calcula-
tions are accelerated by using the canceling noise terms phenomenon
for homogeneous and inhomogeneous problems.
3.1. Ex 1: Van der Pol forced vibration and oscillator system
Considering the Van der Pol driven equation mðt;u; _uÞ∂2u=∂t2þ
cðt;u; _uÞ∂u=∂tþkðt;u; _u; u…Þu¼ μ Fðx; y; z; tÞ, and prescribed values
are mass m¼ 1, damping co-efﬁcient _c ¼ μ ðcbu2), stiffness
k¼1 and drive forcing function F ¼ F cos ðωtÞ, therefore the above
equation yields to
d2u
dt2
þμðcb u2Þdu
dt
þu¼ F cos ðωtÞ ð9Þ
the damped second order inhomogeneous equation initial condi-
tions posed uð0Þ ¼ a1; utð0Þ ¼ a2; tZ0.
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MADM solution:
Using MADM to determine the individual terms of the decom-
position, the above equation can be written as Lt uþμðcbu2Þ
Lt1uþu¼ F cos ðωtÞ; Lt u¼ F cos ðωtÞμðcb u2ÞLt1uu, where
the linear operator is Lt ¼ d2=dt2 and Lt1 ¼ d=dt. Premultiplying
both sides of Eq. (9) by L1t ,
) L1t Ltu¼ L1t ðF cos ðωtÞμðcb u2ÞLt1uuÞ
) u¼ a1þt a2þL1t ðF cos ðωtÞμðcb u2ÞLt1uuÞ
) u¼ uð0Þþt utð0ÞþL1t ðF cos ðωtÞμðcb u2ÞLt1uuÞ:
Using given initial conditions ﬁnd out initial displacement ui and
for simplicity, harmonic forcing function simpliﬁed as F cos ðωtÞ ¼
f ð112 ω2t2Þ,
ui ¼ a1þt a2þL1t ðf cos ðωtÞÞ; u0 ¼ ui; u0
¼ a1þt a2þL1t ðf cos ðωtÞÞ
¼ a1þa2 tþ f
1
2
t2 1
24
ω2t4
 
; A0 ¼ u20:
Using the Adomian polynomials for the non-linear term u2
computed in Section 2.1,
u1 ¼ L1t ðμðcb A0ÞLt1u0u0Þ;
¼ 12 μ ca2 t2þð16 μ cf 16 a2Þt3þð 112 μ ba
3
2 124 f Þt4
þμð 1120 cfω2 110 ba
2
2f Þt5þ⋯
u2 ¼ L1t ðμðcb A1ÞLt1u1u1Þ
¼ 16 μ2c2a2 t3þ 112 μ c12 μ cf 12 a2 124 μ ca2t4 1120 μ cf þ 1120
a2þ 120 μ c13 μ ba
3
216 ft
5þ 1360 μ ba
3
2þ 1720 f þμ 130 cμ
 124 cfω212 ba
2
2f  130 ba
3
2μ
2c2t6μ 15040 cfω2 1420 ba
2
2f
þμ 142 c 1120 fω214 μ bf
2a2þ 142 2 ba2 16 μ cf
16 a212 bf μ ca2μ ca2 142 ba
2
2μ c
1
2 μ cf 12 a2t7þ⋯
u3 ¼ L1t ðμðcb A2ÞLt1u2u2Þ;
¼ 124 μ3c3a2 t4þ 120 μ c13 μ c12 μ cf 12 a216 μ ca2
 1120 μ2c2a2t5þ 130 μ c 124 μ cf þ 124 a2þ14 μ c13 μ ba
3
2
16 f  1360 μ c12 μ cf 12 a2þ 1720 μ ca2t6þ 142 μ c 160 μ ba
3
2
þ 1120 f þμ 13 cμ 124 cfω212 ba
2
2f 15 ba
3
2μ
2c2 15040 a2
 1840 μ c13 μ ba
3
216 f þ 15040 μ cft
7þ⋯
⋮
u¼ ∑
n
i ¼ 0
uiﬃa1þa2 tþ f ð12 t2 124 ω2t4Þ
þ12 μ ca2 t2þð16 μ cf 16 a2Þt3þð 112 μ ba
3
2 124 f Þt4
þμð 1120 cfω2 110 ba
2
2f Þt5þ⋯ ð10Þ
Prescribed constants are b¼2.4, c¼ b, F¼8.28, ω¼0.182, and
different values of μ. Applying the initial conditions at uð0Þ¼a1¼3
and ut(0)¼a2¼4.
MATLABs solution: The MATLABs ODE45 solution are shown
in Figs. 1 and 2.
Discussion of results: The time interval is chosen to vary from
0 to 200 s. The MADM and MATLABs (ODE45 and ode23tb)
displacement, velocity, phase space solution and error results are
shown in Figs. 1 and 2. The MADM and MATLABs (ODE45 and
ode23tb) phase space diagram shows that when μ¼ 11000 , it acts
like double well and when μ¼ 110 , it by and large is an inverse
single well. When μ¼1 and 52 (ode23tb), the phase space portrait
behavior is aperiodic. The error in both the cases is less than
1103 at any point and the results are very closely matching.
Yet another application of MADM is shown for a non-linear
dynamic system. The complexity here is particularly the inﬂuence
of the initial conditions on the transient part of the response.
To achieve accuracy for much larger duration viz. for more number
of cycles, one needs more number of iterative cycles in most of the
numerical methods including ADM. However it is observed that in
MADM response values are close to the MATLABs for larger
number of cycles compared to ADM. The real time over which
the above is achieved is expressed in terms of fundamental period
of the linear part of the system. The MADM response values agree
with those of exact up to a real time (t) is 200 s and it is expected
that it will be even for larger values. Expressing tc up to which is
matches as a ratio tc=T , tc in the present case is much less than
2.25 s and therefore tc=T is very large. At the same time the ratio
tc=tmax, where tmax is maximum value of time chosen should tends
to unity and that is so in MADM. Therefore real time (t)¼αT, α is
200=2π ¼ 31:8310. In other methods, for example ADM α¼ 2:25=
2π ¼ 0:3581. Further it may be observed that in order to achieve
the above level of accuracy another modiﬁcation to the already
developed MADM is introduced, in that, the ﬁnally obtained
u¼∑1i ¼ 0ui is expanded by Maclaurin series in which Δt is
approximately chosen as T=4π, where T is linear fundamental
period. It gives results very closely matching with the MATLABs
solution up to a real time ðtÞ as already mentioned. The above
technique works well for all levels of non-linearities like weak
with μ¼ 11000 to strong with μ¼ 52 .
3.2. Ex 2: 2nd order damped and driven Van der Pol oscillator
Considering the Van der Pol driven equation mðt;u; _uÞ∂2u=∂t2þ
cðt;u; _uÞ∂u=∂tþk1ðt;uÞuþk2ðt;uÞu3 ¼ F cos ðω tÞ, and prescribed
values are mass m¼1, damping co-efﬁcient _c ¼ μ ðcbu2), stiffness
k1 ¼ k2 ¼ 1 and drive forcing F ¼ F cos ðωtÞ, therefore the above
equation yields to
d2u
dt2
þμðcb u2Þdu
dt
þuþu3 ¼ F cos ðωtÞ ð11Þ
the damped second order inhomogeneous equation initial condi-
tions posed uð0Þ ¼ a1; utð0Þ ¼ a2; tZ0.
MADM solution: Using MADM to determine the individual
terms of the decomposition, the above equation can be written
as Lt uþμðcbu2ÞLt1uþuþu3 ¼ F cos ðωtÞ, Lt u¼ F cos ðωtÞ
μðcb u2ÞLt1uuu3, where the linear operators are Lt ¼ d2=dt2
and Lt1 ¼ d=dt. Premultiplying both sides of Eq. (11) by L1t ,
) L1t Ltu¼ L1t ðF cos ðωtÞμðcb u2ÞLt1uuu3Þ
) u¼ a1þt a2þL1t ðF cos ðωtÞμðcb u2ÞLt1uuu3Þ
) u¼ uð0Þþt utð0ÞþL1t ðF cos ðωtÞμðcb u2ÞLt1uuu3Þ:
Using given initial conditions ﬁnd out initial displacement
ui and for simplicity, take harmonic forcing function as
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F cos ðωtÞ ¼ f ð112 ω2t2Þ, then
ui ¼ a1þt a2þL1t ðf cos ðωtÞÞ;u0 ¼ a1þt a2þL1t ðf cos ðωtÞÞ
¼ a1þa2 tþ f ð12 t2 124 ω2t4Þ; A0 ¼ u30:
Using the Adomian polynomials for the non-linear terms u2 and u3
are computed in Section (2.1),
u1 ¼ L1t ðμðcb A0ÞLt1u0u0u30Þ;
¼ 12 μ ca2 t2þ16 μ cf 16 k1 a2t3 112 μ ba
3
2 124 k1 ft
4
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2a2
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6þμ 1168 ba
2
2fω
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3 156 k2 f
2a2t7þ⋯
u2 ¼ L1t ðμðcb A1ÞLt1u1u1u31Þ
¼ 16 μ2c2a2 t3þ 112 μ c12 μ cf 12 k1 a2 124 k1 μ ca2t4þ 120 μ c
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P.V. Ramana, B.K. Raghu Prasad / International Journal of Non-Linear Mechanics 65 (2014) 121–132126
13 μ ba
3
216 k1 f k1 1120 μ cf  1120 k1 a2t5þμ 130 c14 k2 a32
þμ 124 cfω212 ba
2
2f  130 ba
3
2μ
2c2k1 1360 μ ba
3
2 1720 k1 f
 120 k2 a32μ ct6þμ 142 c 1120 k1 fω214 μ bf
2a2 310 k2 a22f
 142 ba
2
2μ c
1
2 μ cf 12 k1 a2þ 142 2 ba2 16 μ cf 16 k1 a2
12 bf μ ca2μ ca2k1 1840 k2 a32þμ 15040 cfω2
 1420 ba
2
2f 3 k2 142 a2216 μ cf 16 k1 a2
þ 184 a22fμ ct7þ⋯
u3 ¼ L1t ðμðcb A2ÞLt1u2u2u32Þ;
¼ 124 μ3c3a2 t4þ 120 μ c13 μ c12 μ cf 12 k1 a216 k1 μ ca2
 1120 k1 μ2c2a2t5þ 130 μ c14 μ c13 μ ba
3
216 k1 f k1 124 μ cf
 124 k1 a2k1 1360 μ c12 μ cf 12 k1 a2 1720 k1 μ ca2t6
þ 142 μ cμ 15 c14 k2 a32þμ 124 cfω212 ba
2
2f 15 ba
3
2μ
2c2
 310 k2 a32μ ck1 160 μ ba
3
2 1120 k1 f k1 1840 μ c
13 μ ba
3
216 k1 f k1 15040 μ cf  15040 k1 a2 5168 k2 a32μ2c2t7þ…
⋮
u¼ ∑
n
i ¼ 0
uiﬃa1þa2 tþ f 12 t2 124 ω2t4þ12 μ ca2 t2þ16 μ cf
16 k1 a2t3 112 μ ba
3
2 124 k1 ft
4 120 k2 a32þμ 1120 cfω2
 110 ba
2
2ft
5þ 1720 k1 fω2 124 μ bf
2a2 120 k2 a22ft
6þμ 1168 ba
2
2fω
2
 1168 bf
3 156 k2 f
2a2t7þ⋯ ð12Þ
The prescribed constants are ω¼0.5, b¼1, c¼0.02, f¼1.2, k1¼1,
k2¼1, and different values of μ. Applying the initial conditions at
uð0Þ¼a1¼1.2 and ut(0)¼a2¼1.9.
MATLABs solution: The MATLABs results are shown in Figs. 3
and 4.
Discussion of results: The time interval is chosen to vary from 0 to
100 s. The displacement, velocity, phase space portrait and error
results are shown in Figs. 3 and 4. The MADM and MATLABs
(ODE45 and ode23tb) computed displacement solution in Figs. 3(a)
and 4(a) shows that aperiodic variation at various time interval and
the corresponding error shown in Figs. 3(a) and (d) and 4(a) and (d).
The MADM and MATLABs (ODE45 and ode23tb) computed velocity
in Figs. 3(b) and 4(b) shows that very aperiodic variation at various
time interval. Figs. 3(a) and 4(a) and (c) show phase space plots, when
μ¼ 11000 and μ¼ 110 , it acts like single well on negative and positive
sides and when μ¼1 and 52 , behavior is a chaotic variation.
It is a non-linear dynamic problem. The complexity here is
particularly the inﬂuence of the initial conditions on the transient
part of the response. To achieve accuracy for much larger duration viz.
for more number of cycles, one needs more number of iterative cycles
in most of the numerical methods including ADM. However it is
observed that MADM response values are close to the MATLABs for
larger number of cycles compared to ADM.
The real time over which the above is achieved is expressed in
terms of fundamental period of the linear part of the system. The
MADM response values agree with those of exact up to a real time
ðtÞ is 100 s and it is expected that it will be even for larger values.
Expressing tc up to which it matches as a ratio tc=T , tc in the
present case is much less than 2.25 s and therefore tc=T is very
large. At the same time the ratio tc=tmax, where tmax is the
maximum value of time chosen should tend to unity and that is
so in MADM. Therefore real time ðtÞ ¼ αT , α is 100=2π ¼ 15:9155.
In other methods, for example ADM α¼ 2:25=2π ¼ 0:3581. Further
it may be observed that in order to achieve the above level of
accuracy another modiﬁcation to the already developed MADM is
introduced, in that, the ﬁnally obtained u¼∑1i ¼ 0ui is expanded by
Maclaurin series in which Δt is approximately chosen as T=4π,
where T is a linear fundamental period. It gives results very closely
matching with the MATLABs solution up to a real time (t) as
already mentioned. The above technique works well for all levels
of non-linearities like weak with μ¼ 11000 to strong with μ¼ 52 .
3.3. Ex 3: 2nd order Van der Pol homogeneous equation
Consider the Van der Pol equation mðt;u; _uÞ∂2u=∂t2þ
cðt;u; _uÞ∂u=∂tþkðt;u; _uÞu¼ μ Fðx; y; z; tÞ, and prescribed values are
mass m¼1, damping co-efﬁcient c¼μ (1u2), stiffness k¼1 and
drive forcing F¼0, therefore the above equation can be written as
d2u
dt2
þuμð1u2Þdu
dt
¼ 0 ð13Þ
the damped second order homogeneous equation with initial
conditions uð0Þ ¼ a; utð0Þ ¼ b; tZ0.
MADM solution: Using MADM to determine the individual
terms of the decomposition, the above equation can be written
as Lt uþuμð1u2ÞLt1u¼ 0; Lt u¼ μð1u2ÞLt1uu, where the lin-
ear operators are Lt ¼ d2=dt2 and Lt1 ¼ d=dt. Premultiplying both
sides of the Eq. (13) by L1t ,
) L1t Ltu¼ L1t ðμð1u2ÞLt1uuÞ
) u¼ aþb tþL1t ðμð1u2ÞLt1uuÞ
) u¼ uð0Þþt utð0ÞþL1t ðμð1u2ÞLt1uuÞ:
Using given initial conditions, one can ﬁnd the unknown integral
constants a1; a2 and ﬁnd out initial displacement ui. The Adomian
polynomials for the non-linear term u2 are computed in Section 2.1:
ui ¼ aþb t; u0 ¼ aþb t; A0 ¼ u20;
u1 ¼ L1t ðμð1A0ÞLt1u0u0Þ;
¼ b
3 μ t4
12
t2 a
2
b μða
21Þ
2
 
t3 b
6
a b
2 μ
3
 !
:
u2 ¼ L1t ðμð1A1ÞLt1u1u1Þ ¼ t4
a
24
b μða
21Þ
24
 
t5 a b
2 μ
60
 b
120
þ
a μðab μða21ÞÞ a
2
b μða
21Þ
2
 
10
0
BB@
1
CCA
u3 ¼ L1t ðμð1A2ÞLt1u2u2Þ;
¼ t7 a b
2 μ
2520
 b
5040
þ
a μðab μða21ÞÞ a
2
b μða
21Þ
2
 
420
0
BB@
1
CCA
t6 a
720
b μða
21Þ
720
 
þ⋯
⋮
u¼ ∑
n
i ¼ 0
uiﬃaþb tþ
b3 μ t4
12
t2 a
2
b μða
21Þ
2
 
t3 b
6
a b
2 μ
3
 !
þt4 a
24
b μða
21Þ
24
 
þ⋯ ð14Þ
If μ¼0, the equation reduces to that of a simple harmonic oscillator.
Where L¼ d2=dt2, R¼ μðd=dtÞþ1, N¼ ðμ=3Þðd=dtÞ, the operators
here L and R have different choice yields simpler Green's function
for computations than L¼ d2=dt2μðd=dtÞþ1 and R¼0. Where as
the removal of higher power terms can lead to such a high step size
as 0.4, without this removal, the maximum step size may only be
about 0.3.
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MATLABs solution: The MATLABs ODE45 results are shown in
Figs. 5 and 6.
Discussion of results: Apply the initial conditions at uð0Þ ¼ a¼ 1
and ut(0)¼b¼0, and the time interval chosen to vary from 0 to
30 s and the corresponding response is obtained. The response is
almost linear for small values of μ and is highly non-linear and at
the same time chaotic for larger values of μ. The MADM and
MATLABs (ODE45 and ode23tb) displacement, velocity and phase
space solution and error results are shown in Figs. 5 and 6. The
MADM and MATLABs (ODE45) displacement versus time plot
shows that simple harmonic variation at μ¼ 11000 and 1, when
μ¼ 110 and 52 , the displacement behavior is aperiodic. The MADM
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and MATLABs (ode23tb) corresponding velocity and phase space
follow as that of displacement results like periodic. The error in
both the cases is less than 1103 at any point and the results are
exactly matching. It is a classical problem in asymptotic. It is
autonomous. As the Dufﬁng equation was non-autonomous, the
Van der Pol equation gives us the opportunity to investigate the
difference between autonomous and non-autonomous for non-
linear systems. If μ¼0, the Van der Pol oscillator has only one
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periodic orbit, whose amplitude is determined by a balance
between the damping and ampliﬁcation. The Van der Pol equation
has a long history of being used in both the engineering,
physical and biological sciences. Eq. (13) has also been utilized in
seismology to model the two plates in a geological fault. Two
interesting regimes for the characteristics of the unforced oscilla-
tor are
1. When μ¼0, i.e. there is no damping function, Eq. (13) becomes
d2u=dt2þu¼ 0. This is a form of the harmonic oscillator and
there is always conservation of energy.
2. When μ40, the system will enter a limit cycle, where energy
continues to be conserved. Near the origin u¼ du=dt ¼ 0 the
system is unstable, and far from the origin the system is
damped. Energy can be lost or gained, and work is done, if
the system does not enter a limit cycle immediately.
3. When jμjb0, the system is heavily damped and loses all energy
rapidly.
Yet another application of MADM is shown for a non-linear
dynamic system. The complexity here is particularly, the inﬂuence
of the initial conditions on the transient part of the response.
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To achieve accuracy for much larger duration viz. for more number
of cycles, one needs more number of iterative cycles in most of the
numerical methods including ADM. However it is observed that in
MADM response values are close to the MATLABs for larger
number of cycles compared to ADM.
The real time over which the above is achieved is expressed in
terms of fundamental period of the linear part of the system. The
MADM response values agree with those of exact up to a real time
ðtÞ is 30 s and it is expected that it will be even for larger values.
Expressing tc up to which is matches as a ratio tc=T , tc in the
present case is much less than 2.25 s and therefore tc=T is very
large. At the same time the ratio tc=tmax, where tmax is the
maximum value of time chosen, should tend to unity and that is
so in MADM. Therefore real time (t)¼αT, α is 30=2π ¼ 4:7746.
In other methods, for example ADM α¼ 2:25=2π ¼ 0:3581. Further
it may be observed that in order to achieve the above level of
accuracy another modiﬁcation to the already developed MADM is
introduced, in that, the ﬁnally obtained u¼∑1i ¼ 0ui is expanded
by Maclaurin series in which Δt is approximately chosen
as T=4π, where T is linear fundamental period. It gives results
very closely matching with the MATLABs solution up to a real
time ðtÞ as already mentioned. The above technique works well
for all levels of non-linearities like weak with μ¼ 11000 to strong
with μ¼ 52 .
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4. Conclusions
MADM technique for dynamic solutions offers an explicit time-
marching algorithm that works accurately over such a bigger time
step than the numerical methods like FEM and Runge Kutta
Method (Stochastic Differential Equation). The ﬁrst example with
a forcing term has a known exact solution. A number of problems
which are generally encountered in engineering are solved using
MADM. Whenever the exact or numerical solutions are not avail-
able, the MADM solution is compared with that from MATLABs
solution. Therefore the results from MADM are compared with
those from the MATLABs solution. In all the problems it may be
observed that MADM results very closely agree with the MATLABs
solutions, while ADM results agree with the exact up to a certain
point in space or time and beyond which the ADM solution
deviates. Different types of problems have been solved in order
to conﬁrm the robustness of the method over a wide variety of
differential equations for dynamic systems like Van der Pol non-
linear equations.
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