We consider methods for handling incomplete (elliptical) utterances in spoken phraselators, and describe how they have been implemented inside BabelDr, a substantial spoken medical phraselator. The challenge is to extend the phrase matching process so that it is sensitive to preceding dialogue context. We contrast two methods, one using limited-vocabulary strict grammar-based speech and language processing and one using large-vocabulary speech recognition with fuzzy grammar-based processing, and present an initial evaluation on a spoken corpus of 821 context-sentence/elliptical-phrase pairs. The large-vocabulary/fuzzy method strongly outperforms the limited-vocabulary/strict method over the whole corpus, though it is slightly inferior for the subset that is within grammar coverage. We investigate possibilities for combining the two processing paths, using several machine learning frameworks, and demonstrate that hybrid methods strongly outperform the largevocabulary/fuzzy method.
Background and Motivation
In this paper, we will be examining issues that arise when building spoken medical phraselators. By this, we mean speech-enabled systems useful to medical professionals (hereafter, "doctors", though in practice they can be nurses or medical receptionists), which contain a limited repertoire of phrases, each one paired with translations in a number of target languages. The operation of the system is that the doctor speaks, and the system shows her the phrase or phrases which match it most closely. If the doctor selects one of the candidate phrases offered by the system, the system speaks the translation in the currently active target language. If the doctor considers that none of the phrases are a close enough match to what she said, she respeaks.
The work described here was funded by the Fondation privée des Hôpitaux universitaires de Genève and Unitec. We would like to thank Nuance Inc for generously making their software available to us for research purposes, and one of the anonymous referees for helpful suggestions.
There are two points following from the above which we will mention at once. First, medical phraselators have in no way been rendered obsolete by Google Translate (GT) and similar systems. GT is known to be seriously inaccurate in medical situations; experiments carried out by ourselves and other groups suggest that it mistranslates 30-40% of all utterances [2, 5] . The problem is not so much the error rate as the fact that the only feedback given to the source language user, the recognition result, is unreliable, since correctly recognised utterances can often be mistranslated. For these reasons, doctors are sceptical about systems like GT and more interested in phraselators, which are constructed to give completely reliable feedback.
Second, medical phraselators are nontrivial to build. There is a temptation to think that little more is required than to assemble a collection of useful phrases, get them translated into the target languages, and connect them to a speech recogniser, but practical experience shows this picture is deceptive. Quite apart from the fact that selection and accurate translation of the content requires substantial expertise, the fundamental challenge at the software level is the matching process. It is unreasonable to expect the doctor to remember more than a small number of fixed phrases [3] , so the system must be able to support robust, accurate matching of freely expressed user input against the phrase repertoire.
The specific problem we will examine in this paper is that of incomplete (elliptical) phrases, which constitute a particularly difficult challenge for the matching process. For example, suppose that the last question was "Is the pain worse when you lean forward?". If the doctor now wants to continue by asking whether standing up also makes the pain worse, it is obviously clumsy to say "Is the pain worse when you stand up?"; a shorter and more natural phrasing is the elliptical "When you stand up?". The problem is that incomplete phrases of this kind are systematically ambiguous unless discourse context is taken into account: thus, in this particular example, "When you stand up?" could equally well mean "Is the pain better when you stand up?" or "Does it hurt when you stand up?", given suitable preceding contexts.
The paper describes approaches to the problem of translating elliptical utterances which have been implemented inside BabelDr, a medical phraselator currently being developed at the University of Geneva. §2 gives an overview of BabelDr, highlighting aspects of processing which are relevant here. The next three sections form the main content of the paper. §3 describes two solutions to the ellipsis translation problem which we have implemented, respectively using the system's "limited-vocabulary/strict grammar-based" and "large-vocabulary/fuzzy grammar-based" processing paths, §4 describes how the two solutions can be combined into a hybrid processing method, and §5 describes an initial evaluation. The final section concludes and suggests next steps.
The BabelDr Medical Phraselator
The BabelDr project (http://babeldr.unige.ch/) is a collaboration, initiated in mid-2015, between the Hôpitaux Universitaires de Genève (HUG), Geneva's main hospital, and Geneva University's Faculty of Translation and Interpreting. The goal is to develop a medical phraselator usable in real medical situations, focusing initially on communication between French-speaking medical professionals and Arabic-and Tigrinya-speaking patients presenting at HUG's Accident and Emergency and Migrant Health facilities. Target languages currently being added include Spanish, Farsi, Albanian, Amharic and Swiss French Sign Language. Two evaluations with simulated patients have been carried out (the first is described in [2] ). Initial clinical trials are scheduled for August 2018.
The currently popular way to create systems of the kind under consideration here is to use machine learning methods, collecting data to train a domain-specific speech recogniser, together with a classifier which maps recogniser output to the set of defined phrases. This approach is not feasible in the medical phraselator context, where no relevant data is available and data collection is difficult and expensive. Instead, it is necessary to revert to an earlier kind of architecture based on hand-coded grammars. Human intelligence makes it possible to develop usable grammars with quantities of domain data that are still insufficient for machine learning methods.
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BabelDr's grammars are written in a variant of Synchronised Context Free Grammar (SCFG; [1] ) which compactly associates source-language and target-language patterns. In order to allow modular development of the grammars, source-and target-language content is split into separate files, with a canonical version of the source-language used both as a pivot and as a backtranslation; thus source-language rules map source language phrases into canonical phrases/backtranslations, and target-language rules map canonical phrases into target-language phrases. Typically, on the order of tens or hundreds of thousands of possible source-language utterances will be mapped into each canonical phrase; an example of a source-language rule is shown in Figure 1 . Rules are compiled into GrXML grammars and then into grammar-based language models that can be run on a variety of recognition platforms supporting the GrXML standard. This architecture is described in detail in [7] .
The key advantage of the limited-vocabulary/strict grammar-based architecture is that it is fast. Recognition, parsing and translation are all combined by compilation into a single efficient operation, yielding response latency of several times real time on the commercial Nuance 10.2 platform. The downside, as usual, is that strict grammar-based processing is fragile, with poor performance on utterances which are outside grammar coverage. For these reasons, we later added a second processing path which combines large-vocabulary recognition and robust matching of grammar rules against recogniser output.
We experimented with different methods for performing the robust matching. The conceptually simplest one is well-known (e.g. [4] ): sample the grammar to create a semantically annotated corpus, and use it to train a machine learning classifier. We have found, however, that directly performing fuzzy matching of the grammar against the recogniser output is a highly competitive alternative. By weighting the words with tf-idf scores [9] and doing the match with a bottom-up dynamic programming algorithm 1 , we have obtained accuracy not worse than any of the machine learning methods we have so far investigated, and much better than the strict grammar-based method [8] . The fuzzy matching process is fast enough that response times are in practice dominated by the recognition speed of the large-vocabulary recogniser.
As noted, the fuzzy matching method is much more accurate than the strict grammar-based method; the experiments in [8] show relative reductions in 1-best semantic error rate by 35% and 2-best semantic error rate by 45% on realistic unseen speech data. This is unsurprising, given that commercial large-vocabulary recognisers, with a little domain tuning, can achieve word error rates of under 15% on BabelDr data, while the grammar-based recogniser's WER is typically in the neighbourhood of 30-40%.
Context-dependence and Ellipsis
We now describe how we extended the limited-vocabulary/strict grammar-based and large-vocabulary/fuzzy grammar-based processing methods sketched in the previous section to make them capable of handling elliptical utterances. In the following section, we go on to consider hybrid processing.
Limited-vocabulary/Strict Grammar-based Method
The limited-vocabulary/strict grammar-based processing path allows an obvious approach to handling elliptical sentences. Grammar rules are extended to include plausible elliptical variants of phrases; since this makes many elliptical phrases ambiguous, a method is added to prefer readings coherent with the preceding dialogue context to ones which are not. We examine the details.
The first question is how to extend the grammar. The example rule in Figure 1 immediately suggests one plausible strategy: look for rules which are parametrized by synchronised/translation variables, then include the variable as an elliptical alternative. So in the example, which gives different French expressions meaning "Have you had abdominal pain SinceTime ?", we add " SinceTime " as an elliptical variant. This means that e.g. the French version of "for a long time" (depuis longtemps) will be included as an elliptical form of "Have you had abdominal pain for a long time?", the French version of "for a few hours" (depuis plusieurs heures) will be included as an elliptical form of "Have you had abdominal pain for a few hours?", and so on. So far, all the elliptical rules added to the grammar have basically used this approach. In a few cases, the parametrization of the rule is not explicit, and the grammar contains several related rules. Here, the elliptical variant is in effect the element which would been the translation variable if the rules had been parametrized.
In the initial version, we have also used a minimal approach to defining the preference method which chooses between ambiguous readings of an elliptical utterance: we compare the canonical sentences/backtranslations for the different readings of the current utterance against the canonical sentence/backtranslation for the preceding accepted utterance, and pick the one which has the smallest edit distance. Thus, adapting the French examples to English for convenience, suppose the preceding sentence was "Initially, was the pain most intense in the upper part of the abdomen?", with canonical form "When the pain first appeared, was it strongest in the upper part of the abdomen?". If the following utterance is "Around the navel?", there are two possible interpretations, with canonical forms "Is the pain strongest around the navel?" and "When the pain first appeared, was it strongest around the navel?". The edit distance is smaller for the second alternative, so this one is preferred.
Large-vocabulary/Fuzzy Grammar-based Method
The strict grammar-based solution is conceptually straightforward, but it is not obvious how to add enough rules to give good coverage of plausible elliptical sentences. The strategy of adding rules for the parameters/translation variables is too simplistic. A straightforward example of a type of ellipsis not conforming to this pattern is provided by the words for "left" and "right". The doctor will often ask a question which refers to a side of the body, e.g. "Did the pain start in the left side?" Here, the parametrized element is "in the left side". The doctor can continue "In the right side?", which fits the pattern; but they can equally well shorten the question to the single word "Right?", which does not fit.
The fuzzy grammar-based processing route offers a more principled way to address the problem. Rather than add any special rules, we simply say that fuzzy matching of rules can take input both from the current input string and from the discourse context. In the initial implementation, we define the discourse context to be the matched string from the most recent accepted sentence. Thus in the example above, we assume that the system has just successfully recognised "Did the pain start in the left side?", making this sentence the context. It can then correctly interpret "Right?" as "Did the pain start in the right side?" by matching the word "right" against the current input, and the remaining words against the context.
This simple idea appears to work remarkably well, with just two minor enhancements. First, we need to enforce the constraint that words in the current input are preferred to words in the context. We do this by multiplying the tf-idf scores for words taken from the context by a discounting factor k context ; the value of k context is unimportant, as long as it is small enough that context words always have lower scores than non-context words. Second, we prefer matches which are similar to the context by adding a component to the global score for the match, consisting of the word edit distance between the candidate match and the context multiplied by another constant k parallel . Again, performance does not appear to be sensitive to the value of the parameter, as long as it produces parallelism scores small compared to the normal tf-idf scores. In §5, we describe an initial evaluation.
Hybrid Processing and Machine Learning
It is possible to improve on the performance of the "fuzzy" method by exploiting the fact that grammar-based recognition platforms like Nuance 10.2 deliver fairly reliable confidence scores. This lets us create a hybrid system which uses the pure grammar-based result when the confidence score is over a threshold, otherwise defaulting to the "fuzzy" result. The point is that the grammar-based recogniser's WER is much lower on the high-confidence portion of the data, and with a suitable threshold can be reduced to a point substantially under that of the large-vocabulary recogniser. The experiments in [8] show the hybrid method achieving a relative reduction in 1-best semantic error rate by 8% and 2-best semantic error rate by 20%, compared to the plain fuzzy matching method.
The reason why this simple method worked well in [8] is the fact that text processing on plain utterances is normally trivial. If a plain utterance is correctly recognised, we can be almost sure that it will also produce a correct interpretation. Utterances where the grammar-based recogniser gives a high confidence score have a high probability of being correctly recognised, hence are also likely to give correct interpretations. The argument is however not valid for elliptical utterances, where text processing poses more challenging problems, and a correctly recognised utterance can easily be misinterpreted. It seemed reasonable to hope that a better procedure for deciding between the strict and fuzzy processing paths could be crafted by including a larger number of features and training a classifier. In our initial experiments, we have used the following set:
1. Grammar-based recogniser confidence score. A low score suggests strict grammar-based processing is wrong. 2. Edit distance between the current strict grammar-based canonical sentence and the previous strict grammar-based canonical sentence. A low score suggests that strict grammar-based processing is right. 3. Fuzzy match score. A high score suggests that fuzzy processing is right. 4. Number of words in current large-vocabulary recogniser input that are not in the fuzzy match string. A high score suggests fuzzy matching is wrong. 5. Number of words in the fuzzy match string that are neither in the current recogniser input nor in the previous match. A high score suggests fuzzy matching is wrong. 6. Edit distance between the current fuzzy match string and the previous fuzzy match string. A low score suggests fuzzy processing is right. 7. Length in words of the large-vocabulary recognition result. Short results tend to be elliptical.
We used these features, together with the SVM, NaiveBayes, J48, RandomForest, DecisionTable and KStar methods from the Weka toolkit, to train several classifiers on the task of predicting which of the two kinds of processing was more likely to yield a correct result: in other words, the hybrid output for each example is the result of the classifier choosing between the "strict" and "fuzzy" outputs, and the machine learning problem is to make this choice as accurate as possible. Experiments and results are described in the next section.
Experiments
This section describes preliminary experiments to investigate the performance of the ellipsis processing mechanisms just described. We describe the data, experiments on each individual ellipsis processing method, and experiments on hybrid processing.
Data
Collecting spontaneous data in the medical interpretation domain is costly and time-consuming. For example, the experiments described in [2] , which produced less than a thousand utterances of high-quality annotated data, required over three person-months of work. Support for ellipsis processing was only introduced recently; previous data collection exercises threw up few examples of ellipsis, in part because subjects were explicitly advised in the pre-experiment instructions not to use incomplete phrases.
We have consequently begun by using an artificial corpus, which was produced as follows. The project member responsible for grammar development first selected 191 sentences currently inside grammar coverage where an elliptical continuation was intuitively plausible, writing down an example of a continuation in each case. The intention was that the sentences and fragments would provide as broad a range of examples as possible. Five native francophone subjects, all students at Geneva University, were then asked to read the pairs in a natural voice, freely varying the wording if possible under the constraint that the fragment would still be a plausible follow-on to the sentence. Data was collected using a web tool which prompted the students and recorded their responses. This produced a total of 955 recorded spoken sentence/fragment pairs.
Each utterance was then transcribed and semantically annotated, using a web tool, by a project member familiar with the grammar. Semantic annotation consisted of labelling each utterance with the canonical sentence that the annotator considered closest in meaning to the utterance, or with a null token if there was no sufficiently close canonical sentence. Sentences were divided into pairs consisting of a plain utterance and a follow-on elliptical utterance; pairs were removed in cases where this was not possible, most frequently because the subject had failed to follow the instructions and had not produced an elliptical follow-on utterance. Semantic annotation assumed a null context in the case of the plain utterance, and a context consisting of the associated plain utterance in the case of the elliptical sentence. This process finally produced 821 recorded, transcribed and annotated utterance pairs. The average utterance length for the plain utterances was 8.96 words, and 73.0% were inside grammar coverage; for the elliptical utterances, the average length was 3.14 words and 51.6% were inside grammar coverage.
Different Types of Ellipsis Processing
We first processed the corpus just described, in both spoken and text form, through three different offline versions of the system:
Strict Grammar-based speech and text processing using the commercial Nuance 10.2 recogniser, strict grammar-based ellipsis processing. Fuzzy/NTE Large-vocabulary recognition using the commercial Nuance Transcription engine, fuzzy grammar-based text processing. The version of NTE used a language model created as an interpolation between a domain-specific model trained on data sampled from the grammar, and a general model. Fuzzy/Google Large-vocabulary recognition using Google Speech API, fuzzy grammar-based text processing. Google Speech API offers considerably more restricted possibilities for domain tuning than NTE, and we decided it was most interesting to maximise the contrast by using an untuned recogniser.
Since the focus of the experiment is processing of elliptical utterances and the data is any case artificial, we used an idealised "best-case" approach to define the context. Consistent with the annotation scheme, utterances were processed in pairs, where the first sentence in each pair was a plain utterance and the second was a follow-on elliptical utterance. The plain utterance was processed with a null context. The elliptical utterance was processed with a context where the canonical sentence used by grammar-based processing was the correct canonical sentence for the preceding plain utterance, and the context string used by fuzzy processing was the match string resulting from fuzzy processing of the transcription from the preceding plain utterance.
The above definition is more natural than it may first seem. During normal operation of the phraselator, the doctor will abort processing on all sentences which have been misunderstood, so it is reasonable to assume that processing of the "plain" sentence in the pair will be correct. Another possible methodological objection is that the processing methodology ignores a problem which can arise in the general setting, where fuzzy processing of a plain utterance yields an incorrect result due to words being inappropriately taken from the preceding context. This occurs, but it is rare on the data we have so far examined. As a check, we processed the (non-artificial) corpus from [8] in a mode where each sentence provided the context for the following one. The results were almost unchanged, with a marginal difference in semantic error rate of less than 1% absolute.
Finally, we used the different machine learning methods described in §4 to create a number of hybrid systems that combined two different processing paths. Experiments were carried out using the combinations Strict + Fuzzy/NTE and Strict + Fuzzy/Google.
Results
We now present the results of the experiments just described. Table 1 shows raw recognition performance in terms of Word Error Rate (WER) and Sentence Error Rate (SER), contrasting one limited-vocabulary grammar-based recogniser, Nuance Recognizer 10.2, against two large-vocabulary recognisers, Nuance Transcription Engine and Google Speech API. Several points stand out. First, WER is much higher for the grammar-based recogniser than for the large-vocabulary recognisers (34.8% versus 6.4% and 9.9% for plain utterances, 42.1% versus 23.3% and 14.2% for elliptical utterances). Second, the difference between WER on in-coverage and out-of-coverage utterances is very large for the grammar-based recogniser (26.8% versus 53.4% for plain, 15.4% versus 67.9% for elliptical), but quite small for the large-vocabulary recognisers (5.3% and 9.0% versus 9.1% and 8.6% for plain; 21.4% and 14.4% versus 25.2% and 14.6% for elliptical). Third, WER is much higher on elliptical utterances than on non-elliptical for the Nuance Transcription Engine (23.3% versus 6.4%), but only moderately higher for the other two recognisers (42.1% versus 34.8% for Nuance Recogniser; 14.2% versus 9.9% for Google Speech API). The unexpected result here is the WER for the Nuance Transcription Engine, which is dramatically worse on elliptical utterances compared to plain utterances, the difference corresponding to a factor of 3.6. Table 2 presents figures for semantic error rate, which, as previously, we define as the proportion of utterances producing an incorrect canonical sentence. For the whole set of plain utterances, the semantic error rate for the tuned NTE recogniser on speech input is about half that for the grammar-based recogniser (18.9% versus 35.2%). The difference for elliptical utterances is slightly smaller (30.5% versus 53.1%), but still represents a reduction in error rate by 43%. This is consistent with the results presented in our paper from last year [8] .
The semantic error rates are roughly in line with the WER figures from Table 1 . Looking first at the in-coverage part of the data, we find that the semantic error rate on plain utterances is much lower for the NTE large-vocabulary recogniser than for the grammar-based one (10.7% versus 23.7%, 56% relative reduction); but for elliptical utterances, the grammar-based recogniser narrowly outperforms NTE (27.8% versus 29.7%). When we compare the untuned Google Speech API recogniser to the tuned NTE recogniser, we see a similar pattern. For plain utterances, it performed much worse than NTE (26.2% versus 18.9%), but for elliptical utterances the two large-vocabulary recognisers delivered almost the same performance (30.5% versus 30.3%). Over the 1642 utterances in the corpus, the balance between the two processing methods is as follows when the NTE recogniser is used to provide input for fuzzy processing. For 790 utterances, both methods give a correct result, and for 282 they both give an incorrect result. Out of the 570 remaining utterances, there are 443 (78%) where fuzzy processing is correct and strict grammar-based is incorrect, and 127 (22%) where strict grammar-based processing is correct and fuzzy processing is incorrect. With Google Speech API, the breakdown is 727 both correct, 279 neither correct, 446 (62%) fuzzy correct/strict incorrect, and 279 (38%) strict correct/fuzzy incorrect.
The results for hybrid methods are shown in Table 3 . Unexpectedly, since we had thought the problem of deciding between strict and fuzzy processing was challenging and there was little data, machine learning delivered very substantial gains. Several different methods were able to reduce the semantic error rate on elliptical utterances from about 30% to 22-23%, a relative reduction of around 25%. With the Google recogniser, there was also a large improvement in semantic error rate on plain utterances, from 26% to 17-19%. The surprising consequence is that the hybrid system with the untuned Google recogniser is approximately equivalent to the hybrid system with the tuned NTE recogniser; it is slightly less accurate on 'plain' and slightly more accurate on 'ellipsis'. Table 3 . 1-best semantic classification error on speech data for hybrid strategies using different ML methods to combine strict and fuzzy grammar-based processing. 
Conclusions and Further Directions
We have presented two general methods that can be used to extend the functionality of a grammar-based spoken phraselator so that it includes support for elliptical utterances, and evaluated them inside the BabelDr prototype. The first method is uses only strict grammar-based methods for both recognition and language processing, and the second combines large-vocabulary recognition with fuzzy grammar-based matching. On our initial artificial corpus, the fuzzy method strongly outperforms the strict grammar-based method, reducing the semantic error rate on elliptical utterances from 53% to 30%. Despite this, we were surprised to find that a hybrid system combining the two methods strongly outperforms plain fuzzy processing, further reducing the error rate to 22.5%.
To progress beyond this point, one plausible idea is to address the speech recognition component. On plain utterances, Nuance Transcription Engine, whose language model had been tuned to the domain, achieved by far the best performance. It however did no better than the untuned Google Speech API on elliptical utterances, and its WER on elliptical data was over three and a half times higher than on the plain data. It may well be significant that the data used to train the Nuance Transcription Engine domain language model so far only contains plain utterances sampled from the grammar. The next step will consequently be to investigate strategies for adding elliptical utterances to the language model training corpus.
As noted, the experiments described here tell us nothing about the impact the methods would have in real situations. In the next BabelDr system evaluation, scheduled for August 2018 and involving real patients, we will use a version of the system which includes support for ellipsis processing. This will let us make an initial evaluation of its relevance at the level of system usability.
