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Let (cn)n1 be a sequence of positive numbers. The smallest t counting random variableN e(cn) = N en(cn) is dened byN e(cn) := maxfj : 1  j  n and X1;n +   +Xj;n  cng (1)if this set is nonempty and = 0 otherwise. In a bin-packing context, the r.v. N e(cn) is themaximal number of objects that can be packed into a bin of capacity cn, chosen from n objectswith random sizes sampled from the distribution F . This is the largest count obtainable by a`prophet' or individual using an o-line strategy, that is, a strategy which uses knowledge ofall the sizes in the sample, without any order restrictions on the sample values. This o-line,smallest-t strategy is denoted by  e.Dene a policy  to be any sequence of stopping times (j)j1 with respect to X1; X2;   with 1  1 < 2 <   . For n objects, the counting r.v. associated with policy  is denedby N n := Pj1 I(j  n). For any policy  = (j)j1 satisfying the sum constraint Pj1XjI(j  n)  cn, the r.v. N n has interpretation in a bin-packing context as the number of objectsthat are packed into a bin of capacity cn, chosen sequentially under policy  , without recall, as nobjects with sizes sampled from distribution F appear in a given order. This N n is an `on-line'count, a count under an on-line policy.In this paper, a quantitative comparison is made between the o-line count N e(cn) andon-line count N n for `good' policies  satisfying the sum constraint. There are several possiblecriteria for comparison of such counts. Coman, Flatto and Weber [5] have used an expectation-based comparison. Under the hypotheses that cn  c and F (x) is continuous, strictly increasingon the support of F , and F (x)  Ax as x ! 0, for A;  > 0, they used a `Cherno-estimates'based approach to show that limn!1 EN e(cn)=ENn(cn) = 1. Here, for n objects and capacitycn, an optimal on-line counting r.v. Nn(cn) is any r.v. satisfyingENn(cn) = sup8<:EN n :  is any policy such that Xj1XjI(j  n)  cn9=; : (2)As in Coman et al. [5], one can observe that there exist optimal (on-line) policies , i.e.Nn(cn) = N n , by using a stochastic dynamic programming argument. Under weaker assump-tions on (cn)n1 and F , Bruss and Robertson [2] used the same techniques to obtain asymptoticbehavior of EN e(cn), and Rhee and Talagrand [14] used a direct inequality based approach toobtain asymptotic behavior of ENn(cn).To x ideas, consider the following comparison. A manufacturer anticipates production of anamount cn of his product during the next business period. At the beginning of the period, themanufacturer knows there will be n customers (one order per customer) during the period. Themanufacturer can not ll partial orders. The company requires the manufacturer to ll orders insuch a way that the total customer base for the product is maximized. If the manufacturer hasknowledge of the sizes of all customer orders at the beginning of the business period, then he willservice smallest orders rst and thereby ll N e(cn) orders. If the manufacturer does not knowthe sizes of all customer orders at the beginning of the business period, but sees customer ordersone-by-one as they arrive, and must either accept or reject each order immediately, withoutrecall, then he must establish some criteria and choose a `good' policy for handling orders underthis criteria. Under an expectation based criteria, a best o-line policy would yield EN e(cn)and a best on-line policy yields ENn(cn), and the manufacturer wishes to compare EN e(cn) and2
ENn(cn). As discussed in [5] and [14], an optimal policy  for this expectation-based criteria canbe described through the stochastic dynamic programming approach through certain functionsj(x), j  1, as the policy  = (j )j1 with 1 = minf1  j  n : Xj  n j (cn)g if this setis nonempty and = 1 otherwise, and for k = 2; 3;   , k = minf1  j  n : k 1 < j  n :Xj  n j(cn Pk 1i=1 Xi )g if k 1 <1 and this set is nonempty and =1 otherwise (interpret0(x)  0). However, identication of the functions (j(x))j1 and direct analysis using thispolicy  is dicult, as mentioned in [5] and [14]; and one seeks simpler forms of policies underwhich analysis and implementation are possible.One such policy, the threshold policy tn with horizon n, used by Coman, Flatto and Weber[5], is described by the following procedure. Let ("n)n1 and (cn)n1 be sequences of posi-tive constants. The "n's are used as thresholds and the cn's are used as capacities. For nobjects, accept only objects of size  "n and select these only when the sum of the objectsselected is  cn. Specically, tn is the sequence of stopping times (j)j1 dened by 1 =minf1  j  n : Xj  "n and Xj  cng if this set is nonempty and = 1 otherwise, and fork = 2; 3;   , k = minfk 1 < j  n : Xj  "n and X1+   +Xk 1+Xj  cng if k 1 <1 andthis set is nonempty, and =1 otherwise. The counting r.v. associated with this policy, denotedN tn(cn) = N tn("n; cn) := N tnn , was shown in [5] to satisfy limc0"c lim infn!1 EN tnn (c0)=EN en(c) =1 under the specic hypotheses mentioned above. Another such policy, the stopped thresholdpolicy sn with horizon n, used by Rhee and Talagrand [14], appears to be a simple, `good' policythat is more accessible for analysis than tn. This policy sn uses the following procedure: acceptobjects only of size  "n and select these only when the sum of the sizes of objects selectedis  cn; if the sum of the sizes  "n up to the present exceeds cn, then the present and allfuture objects are rejected. Specically sn is the sequence of stopping times (j)j1 dened by1 = minf1  j  n : Xj  "n and Xj  cng if this set is nonempty and = 1 otherwise, andfor k = 2; 3;   , k = minfk 1 < j  n : Xj  "n and Pji=1XiI(Xi  "n)  cng if k 1 < 1and this set is nonempty, and = 1 otherwise. The counting r.v. associated with this policy isdenoted N sn(cn) = N sn("n; cn) := N snn . Note that N sn(cn) can be written asN sn(cn) = n(cn)Xi=1 I(Xi  "n) (3)where n(cn) = maxfj : 1  j  n and Pji=1XiI(Xi  "n)  cng if this set is nonempty and= 0 otherwise (interpret P0i=1 as 0). Under appropriate assumptions on the left tail of F andon the capacities (cn)n1, more general than those of [5], one can use results in [14] to showlimn!1 EN sn(cn)=EN e(cn) = 1 and give some indication of the rate of this convergence (seeCorollary 3.6 in this paper).In this paper, the focus is on the asymptotic joint distributional comparisons of the o-line count N e(cn) and on-line counts N n for `good' policies  satisfying the sum constraint.Specically, a sequence of policies (n)n1 satisfying the sum constraintsPj1Xnj I(nj  n) cn for n  1 is said to be a consistent approximator of the o-line smallest-t strategy  e ifthere exists positive constants (Bn)n1, (n)n1 and (0n)n1 for which n N e(cn)Bn   1 ;0n N nnBn   1!!) (W;W 0) as n!1; (4)for some nondegenerate r.v.'s W and W 0 (the convergence here, denoted by `)', is convergencein distribution). In Theorems 2.1, 2.5, 3.1 and 4.1, it is shown that the sequence of stopped3
threshold policies (sn)n1 is a consistent approximator of  e, for appropriate assumptions oncapacities (cn)n1 and distribution F , and for appropriately chosen thresholds ("n)n1. Conse-quences of these consistent approximator results include additional distributional comparisonsand expectation-based comparisons of N e(cn) and N sn(cn), in Corollaries 2.3, 2.6, 3.5, 3.6, 4.2and 4.3.In Sections 2, 3 and 4, joint weak convergence results are proved for N e(cn), the smallestt counting r.v., and N sn(cn), the counting r.v. associated with stopped threshold policy sn,as the sample size grows to innity. The analysis divides naturally into three subcases: (i) thecounting r.v.'s have nite limits; (ii) the counting r.v.'s have innite limits, and the numbersselected are small compared to the sample sizes; and (iii) the counting r.v.'s have innite limitsand the numbers selected are proportional to the sample sizes. The three subcases are treatedrespectively in Sections 2, 3 and 4. The respective techniques used in the three cases are (i)convergence of point processes to Poisson random measures and continuous mapping theorems;(ii) strong approximation results of Csorg}o, Mason, Haeusler, Horvath, et al.; and (iii) resultsfrom renewal theory. In Sections 2 and 3, for the main results it is assumed that distributionfunction F (x) is in the domain of attraction for minima for one of the extreme value d.f.'s (seethe Appendix for properties of these classes of d.f.'s). In all cases it is assumed that lF  0with F (lF ) = 0, for left-end point lF of the support of F (x). (So the case of F (x) in Case II forminima does not arise here, since in this case lF =  1.)Throughout the paper the following notation is used. For a nondecreasing function h(x)dened on a subset S of IR, the left-continuous inverse of h is dened by h (s) = inffx 2 S :h(x)  sg. For a distribution function F , lF = inffx : F (x) > 0g denotes the left end pointof the support of F . The notations oP (1) and OP (1) are used to denote sequences of randomvariables which are respectively converging to zero in probability and bounded above and belowby a nite constant uniformly for all n large. For two r.v.'s X and Y , X d= Y if the distributionsof X and Y are the same. For a real number x, [x] denotes the largest integer  x, and dxedenotes the smallest integer  x, and for two sequences (mn)n1 and (ln)n1 we write mn  lnif limn!1mn=ln = 1.2 Finite Limit of Numbers SelectedIn this section, results are given on the weak convergence of the counting r.v.'s N e(cn) andN sn(cn) to nondegenerate r.v.'s as the sample size n!1, without normalizations. The settingis that of classical extreme value theory, and the i.i.d. r.v.'s X1; X2;    have d.f. F (x) in adomain of attraction for minima, of Case I or III type. Pertinent denitions and properties ofthese r.v.'s are recalled in the Appendix. In particular, since joint convergence results for thecounting r.v.'s are desired, techniques of proof emphasize use of the approach based on conver-gence of appropriate point processes to Poisson random measure and on continuous mappingtheorems. Specically, recall that for d.f.'s F (x) in the domain of attraction for minima, thereexist constants an > 0 and bn, n = 1; 2;   , for whichpoint process n =Pnk=1 (k=n;an(Xk bn)) converges weakly to Poisson randommeasure  on [0; 1]E, with intensity measure dt d, where  may be assumed tohave representation  =Pj1 (j ;Wj) and W1 < W2 <    in E, with probability one,and an(Xj;n   bn)) Wj for all j = 1; 2;   . (see, e.g., [13, Corollary 4.19]). (5)4
For F (x) in Case I or III for minima, respectively E = [ 1;1) or E = [0;1) with [ 1; x] =ex for x 2 IR, or [0; x] = x for some  > 0 for 0 < x <1. The constants (an)n1 and (bn)n1are identied in the Appendix; in particular, in Case III, bn = 0 for all n  1.It is straightforward to show that, for these distribution function settings, one can obtainthe desired type of joint convergence results without normalizations only if the distributionsand the capacities (cn)n1 satisfy either (a) F (x) is in Case I for minima with lF = 0 andan(cn   kbn)!  for some positive integer k = 1; 2;    and some  2 IR; or (b) F (x) is in CaseIII for minima with lF = 0 and ancn !  for some 0 <  < 1. In particular, it is requiredthat cn ! 0 at the rates determined by the two conditions (a) and (b). In the cases not coveredunder these two conditions one can show that sequence fN e(cn)gn1 without normalizations hasa degenerate limit, if a limit exists.For the statement of the Theorem giving the asymptotic behavior when d.f. F (x) is in CaseIII for minima with lF = 0 and index  > 0, we introduce r.v.'s N e = N e() and N s = N s(; )for 0 < ;  < 1 in terms of the Poisson random measure  = Pj1 (j;Wj) on [0; 1] [0;1)with intensity measure dt d, where [0; x] = x for 0 < x < 1, of statement (5). Dene N eand N s byN e = N e() := maxfj  1 : W1 +   Wj  g if this set is nonempty and = 0 otherwise; (6)and N s = N s(; ) := Pl1 I(l < 1) where 1 := minf0 < k < 1 : Wk   and Wk  gif this set is nonempty and = 1 otherwise; and, having dened 1; : : : ; l 1, dene l by l :=minfl 1 < k < 1 : Wk   and Pj : jk WjI(Wj  )  g if l 1 < 1 and this set isnonempty and = 1 otherwise. We have the representationN s = Xj : j I(Wj  ) (7)where  = (; ) = maxf0 < k < 1 : Pj : jk WjI(Wj  )  g if this set is nonempty and= 0 otherwise.Theorem 2.1 Let distribution function F (x) be in Case III for minima with lF = 0 and withindex  > 0 and associated positive constants (an)n1, and let (cn)n1 and ("n)n1 be sequencesof positive constants and 0 < ;  <1 such that ancn !  and an"n ! . Then(N e(cn); N sn("n; cn))) (N e();N s(; )) :In particular, the sequence of threshold policies (sn)n1 is a consistent approximator of the o-line smallest t strategy  e.Proof. Let  = Pj1 (j ;Wj) be the Poisson random measure on [0; 1] [0;1) with intensitymeasure dtd, where [0; x] = x for x > 0, as in statement (5); and let  = j[0;1][0;] denotethe restriction of  to [0; 1] [0; ] where  =PLj=1 (j;Uj) with L := #f(j ;Wj) 2 [0; 1] [0; ]g.Without loss of generality, it is assumed that with probability one(i) j 6= 0; 1 for all j  1; 0 < W1 < W2 <   ; Wj 6=  for all j  1; andW1 +   +Wj 6=  for all j  1; and(ii) L <1, and for L  1, 0 < 1 <    < L < 1 and U1 +   + Uj 6= for all j = 1; : : : ; L. (8)5
Thus, with probability one, N s = N s(; ) = #f(j; Uj) :Pji=1Ui  g if this set is nonempty,and = 0 otherwise.Also, let n denote the point process n =Pnk=1 (k=n;anXk) of statement (5), so that n ) in Mp = Mp([0; 1] [0;1)). To prove the conclusion, set up an application of the ContinuousMapping Theorem, found e.g. in Billingsley [1, Theorem 5.5] or Whitt [15], as follows.Let n = an"n and n = ancn for n  1, and  = supn n. Dene functions e : Mp (0;1)! f0; 1;   g, 1 :Mp(0; ]!Mp([0; 1][0; ]), and 2 :Mp([0; 1][0; ])(0;1)!f0; 1;   g bye(m; ) = #fk  1 : kXj=1 yj  g if this set is nonempty, and = 0 otherwise;1(m;) = m = mj[0;1][0;]; the restriction of m to [0; 1] [0; ]for m 2 Mp with representation m = Pj1 (tj;yj), where 0  y1  y2    ,  > 0 and 2 (0; ]; and for m 2 Mp([0; 1] [0; ]) with m = Plj=1 (sj ;uj) with 0  s1      sl forl  1 (interpret m as the zero measure if l = 0) and  > 02(m; ) = #fk  1 : kXj=1 uj  g if this set is nonempty, and = 0 otherwise:Let n  1 and dene en, e : Mp ! f0; 1;   g by en(m) = e(m; n) and e(m) = e(m; ),dene 1n, 1 : Mp ! Mp([0; 1] [0; ]) by 1n(m) = mn and 1(m) = m, and dene 2n,2 :Mp([0; 1] [0; ])! f0; 1;   g by 2n(m) = 2(m; n) and 2(m) = 2(m; ).For this application the functionals of interest are (en)n1 and e, and (sn)n1 and s,where sn;s :Mp ! f0; 1;   g are dened by sn = 2n 1n and s = 2 1 for n  1. Indeed,observe from the denitions that with probability one(en(n);sn(n)) = (N e(cn); N sn("n; cn)) for n  1, and(e();s()) = (N e();N s(; )) :For application of the Continuous Mapping Theorem, it suces to exhibit a set D = D(; ) inMp which satises(i) D is a measurable subset of Mp and P ( 2 D) = 1, and(ii) for each m 2 D and each sequence (mn)n1 Mp for which mn v! m,it follows that (en(mn);sn(mn))! (e(m);s(m)). (9)Dene D = D(; ) as the set of point measures m in Mp satisfying m = Pj1 (tj;yj) forsome f(tj ; yj)gj1 with 0 < tj < 1 for all j  1, 0 < y1 < y2 <   , yj 6=  and y1 +   + yj 6= for all j  1, and either m = 0, or for some l  1, m =Pli=1 (ri;ui) with 0 < r1 <    < rl < 1and u1 +   + uj 6=  for all 1  j  l. One can show that D is a measurable subset of Mp( a set in the -algebra of Borel sets generated by the vague topology on Mp), for example,by representing D as D = T1L=[]S1k=0T1K=k+1 Sq2Q\[L;1)Skh1;h2=0Sh1=0D(L; k;K; q; h1; h2; )where the sets D(L; k;K; q; h1; h2; ) have the form fm =Pj1 (tj;yj) 2Mp: from f(tj ; yj)gj1,the points f(tj ; yj)g1jk are in [0; 1] [0; L) and only these points, 0 < tj < 1 for all 1  j  k,6
0 < y1 <    < yk < L, yh1 <  < yh1+1, y0 +   + yh2 <  < y0 +   + yh2+1 and mj[0;1][0;] =Ph1i=1 (ri;ui) with 0 < r1 <    < rh1 < 1 and u0 +   + u <  < u0 +   + u+1; and thereare K distinct points from f(tj ; yj)gj1 in [0; 1] [0; q), each with point mass one g (suitablymodied in `boundary index' cases), and then by using the standard neighborhoods of the vaguetopology in Mp to show that the sets D(L; k;K; q; h1; h2; ) are open in the vague topology (fordenitions and applications of the vague topology, see Chapters 3 and 4 of Resnick [13]). From(8), it follows that P ( 2 D) = 1.We sketch a representative part of the proof of the continuity result (9) (ii). For m 2 Mp,denote m = mj[0;1][0;] as before and l = m([0; 1]  [0; ]). Let m = Pj1 (tj ;yj) 2 Dwith e(m) = B and s(m) = C for some B;C 2 f1; 2;   g (the argument for B or C = 0 isanalogous), so that(a) PBj=0 yj <  <PB+1j=0 yj ; and(b) m = Plj=1 (sj ;uj) with 0 < s1 <    < sl and 0 < uj <  for 1  j  l andeither (i) PCj=0 uj <  <PC+1j=0 uj , or (ii) PCj=0 uj <  and l = C.Let (mn)n1 Mp with mn v! m, and use Proposition 3.13 of [13] to obtain that for all n largethere is a representation mn =Pj1 (t(n)j ;y(n)j ) for which(a) 0 < y(n)1 <    < y(n)B+1 < y(n)k for all k > B + 1, limn!1(t(n)j ; y(n)j ) = (tj ; yj) for1  j  B + 1, and PBj=0 y(n)j < n <PB+1j=0 y(n)j ; and(b) ln = l and (mn)n =Plj=1 (s(n)j ;u(n)j ) with 0 < s(n)1 <   < s(n)l and 0 < u(n)j < for 1  j  l and either (i) PCj=0 u(n)j <  < PC+1j=0 u(n)j , or (ii) PCj=0 u(n)j <  andl = C.It follows that for all large n, en(mn) = B and sn(mn) = C and thus limn!1 (en(mn);en(mn))= (e(m);s(m)); and one may apply the Continuous Mapping Theorem to obtain the desiredconclusion. 2Theorem 2.1 can be used to obtain asymptotic bounds on the sequences of expectationsfEN e(cn)gn1 and fEN sn("n; cn)gn1. These asymptotic bounds can then be used as a measureof comparison between the o-line strategy  e and the on-line strategies fsng. To illustrate this,we rst give general bounds for N e(cn) and N sn("n; cn) (used again in Section 3) and thencombine these with the weak convergence result of Theorem 2.1 to obtain asymptotic bounds.Lemma 2.2 For all nonnegative r.v.'s X1; X2;    and positive constants (cn)n1 and ("n)n1,r.v. N e(cn) satises N e(cn)  cn" 1n + " 1n nXi=1("n  Xi)I(Xi  "n); (10)and r.v. N sn("n; cn) satisesEN sn("n; cn)  nF ("n)  1  F ("n)EjPni=1XiI(Xi  "n)  cnjEXiI(Xi  "n) : (11)7
Proof. Observe that inequality (10) can be rewritten asN e(cn)  N 0n + " 1n  cn   nXi=1XiI(Xi  "n)! (12)whereN 0n =Pni=1 I(Xi  "n); and inequality (12) is immediate, since, on the set fN 0n  N e(cn)g,cn  Ne(cn)Xi=1 Xi;n = N 0nXi=1Xi;n + Ne(cn)Xi=N 0n+1Xi;n  nXi=1XiI(Xi  "n) + "n(N e(cn) N 0n)and on the set fN 0n  N e(cn)g,nXi=1XiI(Xi  "n) = N 0nXi=1Xi;n = Ne(cn)Xi=1 Xi;n + N 0nXi=Ne(cn)+1Xi;n  cn + "n(N 0n  N e(cn)):To prove inequality (11), use an argument similar to that used by Rhee and Talagrand to proveinequality (3) in [14]. 2Corollary 2.3 Under the hypotheses of Theorem 2:1((+ 1)=)=(+1) (13) EN e() = limn!1EN e(cn) EN s(; ) = limn!1EN sn("n; cn)  + 1   12 + 1 22     1  12 (+ 1)2( + 2)!+(with a+ = a _ 0); and lim!1 inf EN e()EN s(; )  g() (14)where g() = (( + 2)=2)1=(+1) ((+ 2)=(+ 1)), a function on [0;1) decreasing from g(0) = 2to g(1) = 1.Proof. First, observe that the r.v.'s N 0n = Pni=1 I(Xi  "n), n  1, in the proof of Lemma 2.2satisfy limn!1EN 0n =  and limn!1 E(N 0n)2 = + ()2. Since 0  N sn("n; cn)  N e(cn) cn" 1n + N 0n (from inequality (10)), it follows that each of the sequences fN sn("n; cn)gn1,fN e(cn)gn1 and fN 0ngn1 is uniformly integrable. Furthermore, from Karamata's Theorem (asgiven in the Appendix), E  " 1n Pni=1XiI(Xi  "n) = nan R F ("n)0 F (s)ds nF ("n)an"n(=(+ 1)); and so from Theorem 2.1 and inequality (10), one concludes that0  EN s(; ) = limn!1EN sn("n; cn)  EN e() = limn!1EN e(cn)   1 + (+ 1) 1:Minimization of the right-hand-side function over  occurs at  = ((+ 1)=)1=(+1) and yieldsthe rst inequality of the conclusion. 8
Next, let n!1 in inequality (11) to obtainEN s(; )     1  ((+ 1)=())E Xi Ui    ; (15)since EN sn("n; cn) ! EN s(; ), nF ("n) ! , nanEXiI(Xi  "n) ! (=( + 1))+1, andE jPni=1 anXiI(anXi  an"n)  ancnj ! E jPi Ui   j (using the Continuous Mapping Theoremand uniform integrability). Now observe that  1U1; : : : ;  1Ul are i.i.d. r.v.'s given N = l, withcommon d.f. F (x) = x, 0  x  1, where N = ([0; 1] [0; ]) is Poisson ()-distributed. Usethis fact and (15) to obtainEN s(; )     1  ((+ 1)=())0@E  Xi Ui   !21A1=2 + 1   12  + 1 2 2     1  12 (+ 1)2(+ 2) ;and so the last inequality of (13) is proved. A simple calculus argument, based on the boundsin (13), yields (14). 2Example 2.4 Let F (x) be the Uniform (0; 1)-distribution function (so that F (x) is in Case IIIfor minima with  = 1). By maximizing the right-hand expression in (13), one obtains that for > 0 and  = () = p3p2  EN e() = limn!1EN e(cn) (16) EN s((); ) = limn!1EN sn("n; cn)  (4p3=9)p   (5=3)+where the limits use sequences of positive numbers ("n)n1 and (cn)n1 satisfying ancn !  andan"n ! () = p3. One can then use these bounds to obtain inequality (14) in this case, whichimplies that there are constants  and  suciently large, so that for these sequences ("n)n1and (cn)n1, and for all n suciently large, 1  EN e(cn)=EN sn("n; cn) < 1:838. For this speciald.f. F (x), one can also use techniques of Section 5 of [5] to obtain the bound EN e()  (6=5),an improvement on inequality (16) for 0 <  < 25=18.Next, let distribution function F (x) be in Case I for minima with lF = 0. In this case, theconvergence result of the non-normalized counting r.v.'s diers markedly from Theorem 2.1 forF (x) in Case III, due to the necessity here of location scaling in the underlying point processconvergence. In this case, the limiting pair (N e;N s) is dened as follows. Let  =Pj1 (j;Wj)denote the Poisson random measure on [0; 1] [ 1;1) with intensity measure dt d, where[ 1; x] = ex for x 2 IR, as in (5). For integersK = 1; 2;    and ;  2 IR, dene N e = N e(;K)by N e = ( K   1 if  <PKi=1WiK if PKi=1Wi   (17)and dene N s = N s(; ;K) byN s = 8><>: j if Wj   < Wj+1 for j = 0; : : : ; K   2K   1 if WK 1   < WK ; or if WK   and  <PKi=1UiK if WK   and PKi=1 Ui   (18)9
where W0  0, and we have assumed, without loss of generality, that  1 < W1 < W2 <    and = j[0;1][ 1;] = PLj=1 (j;Uj) with nite L = #f(j;Wj) 2 [0; 1] [ 1; ]g, and for L  1,0 < 1 <   < L < 1, with probability one.Theorem 2.5 Let distribution function F (x) be in Case I for minima with lF = 0 and associatedpositive constants an > 0 and bn 2 IR, n  1. Let (cn)n1 and ("n)n1 be sequences of positiveconstants, K be a positive integer and  and  be constants in IR such that an(cn  Kbn) ! and an("n   bn)! . Then (N e(cn); N sn("n; cn))) (N e;N s) :Proof. The proof follows along the same lines of that for Theorem 2.1. 2For d.f. F (x) satisfying the conditions of Theorem 2.5, we can obtain from this result thatfor appropriately chosen (cn)n1, ("n)n1 and K, EN sn("n; cn) is close to EN e(cn). This isillustrated in the following corollary.Corollary 2.6 Let F (x) be in Case I for minima with lF = 0. Then for each K = 1; 2;   ,lim!1 lim!1EN s(; )=EN e() = 1;and under the hypotheses of Theorem 2:5,lim!1 lim!1 limn!1EN sn("n; cn)=EN e(cn) = 1where the inside limit is taken over n!1, with an(cn  Kbn)!  and an("n   bn)! , andlim!1 limn!1ENn(cn)=EN e(cn) = 1where Nn(cn) was dened through (2) and the inside limit is taken over n ! 1 withan(cn  Kbn)! .Proof. We have in this case thatEN e() = K   1 + P ( KXi=1Wi > ) andEN s(; ) = K 1Xj=0 jej exp( e)=j! + (K   1)P (Wk  ) + P ( KXi=1 Ui  )where P  KXi=1Ui  ! = P ( there are K or more points in [0; 1] [ 1; ]) P (E1 +   +EK  (K   )+)= 0@ 1Xj=K ej exp( e)=j!1AP (Y  (K   )+)and E1; : : : ; EK are i.i.d. Exponential (1)-distributed r.v.'s and Y is a Gamma (K; 1)-distributedr.v. The rst limit result is now immediate (by choosing  suciently large, then  su-ciently large); and the other limit results follow from Theorem 2.5 (use the convergence-in-distribution together with uniform integrability of fN sn("n; cn)gn1 and fN e(cn)gn1 to obtainlimn!1 EN sn("n; cn) = EN s and limn!1 EN e(cn) = EN e). 210
3 Numbers Selected Grow to innity, but are Small Comparedto Increasing Sample SizesIn this section, settings are considered in which counting r.v.'s N e(cn) and N sn(cn) % 1, butN e(cn)=n and N sn(cn)=n ! 0, as the sample size n ! 1. Results are proved on the weakconvergence of appropriate normalizations of N e(cn) and N sn(cn) to nondegenerate randomvariables as n!1.Specically, for the settings of this section, the distribution functions F (x) are in Case Ior Case III for minima with lF  0. For F (x) in Case I for minima the function c(s) isdened by c(s) = s 1 R s0 udF (u); and for F (x) in Case III for minima recall the representationF (s) = lF + s aL(s) where L(s) is a function slowly varying at zero and a =  1=, for > 0. See the Appendix for background results on extreme value theory used in this section,and in particular, for properties of the functions F (s) and c(s). Observe that for these typesof distribution functions F (lF ) = 0.Given a sequence of positive constants (cn)n1, dene constants (Bn)n1 and ("n)n1 bycn = n Z Bn=n0 F (s)ds and "n = F (Bn=n): (19)Why is the threshold "n chosen this way? Intuitively, an on-line estimate of XBn;n = F (UBn;n)or UBn;n is desired; so we use E(UBn;n) = Bn=n and compare Xj 's to the threshold F (Bn=n).It would be useful to have a `better' on-line estimator of XBn;n that would still be simple enoughto carry through an analysis of the problem.Throughout this section, the positive constants (cn)n1 and (Bn)n1 are assumed to satisfycn=n! 0 and Bn !1 as n!1. For the norming constants in Theorem 3.1, this implies thatthe location parameters (Bn)n1 satisfy Bn ! 1 but Bn << n, and the scaling parameters(An)n1, (B1=2n )n1 satisfy An; B1=2n << n1=2, Bn, as n ! 1. So the total number of sizesselected goes to innity, but remains small in comparison to the sample size n, as n!1, bothfor the o-line smallest t strategy  e and for the on-line stopped threshold policies (sn)n1.However, as noted in the proof of Theorem 3.1 below, the `over-capacity' r.v.'s (n(cn))n1 inthe representation (3) satisfy n(cn)=n ! 1 in probability as n ! 1; so the policies (sn)n1view larger and larger portions of the samples before reaching capacity, as n ! 1. Observealso that under this assumption, the following `capacities vs. thresholds' comparisons holds:cn  Bn"n for F (x) in Case I, and in Case III for lF > 0; and cn  Bn"n=(1 +  1) for F (x)in Case III with lF = 0 and parameter  > 0. Thus, the policies (sn)n1 are feasible, for all nlarge.In the main results of this section, it is also assumed thatB1=2n F ("n)Bn=n   1! 0 as n!1 (20)and, as n!1,B1=2n c(Bn=n)=F (Bn=n)!1 for F (x) in Case I, and (21)B1=2n (F (Bn=n)  lF )!1 for F (x) in Case III with lF > 0.Condition (20) ensures that the location parameters coincide for the convergence of the on-lineand o-line counting r.v.'s in Theorem 3.1. If d.f. F (x) is a continuous d.f., then F ("n) =11
F (F (Bn=n)) = Bn=n for all n  1, and (20) holds. Also, for all d.f.'s in Cases I or III forminima with lF  0, it follows that 1  F ("n)=(Bn=n)  F ("n)=F ("n ) ! 1 as n ! 1, forexample, by using Karamata's Representation for F (see the Appendix). Thus, condition (20)is a condition on how fast F ("n)=(Bn=n)! 1. For the types of distribution functions of interestin this section, those in Case I or III for minima with lF  0, there are distribution functionsthat do not satisfy condition (20) for some sequences (Bn)n1 satisfying the hypotheses of thissection and for which Theorem 3.1 does not hold (see Example 3.7). Condition (21) controlsthe eect of variations in the o-line counting r.v.'s in the convergence results of Theorem 3.1;no such additional condition is required when d.f. F (x) is in Case III for minima with lF = 0.Condition (21) can be thought of as a restriction on the speed of convergence of c(s)=F (s)! 0(or equivalently, R s0 F (u)du=(sF (s))! 1) for F (x) in Case I, and on the speed of convergenceof F (s)  lF = s aL(s)! 0 in Case III with lF > 0 (see Example 3.8).The next theorem is the main result of this section. Observe that in this theorem, the caselF > 0 is allowed; however, in this case the assumptions on the constants (cn)n1 and (Bn)n1of this section force cn ! 1. Contrast this to the setting and results of Section 2, in whichcn ! 0 and only lF = 0 gives a nondegenerate result. In the case of lF = 0, it is possible in thenext theorem that cn ! c, for any 0  c  1 (see Example 3.4).Theorem 3.1 Let F (x) be in Case I or III for minima with lF  0 and let the positive constants(cn)n1, (Bn)n1 and ("n)n1 satisfy (19), (20) and (21). Then there exist positive constants(An)n1 for which A 1n (N e(cn) Bn) ; B 1=2n (N sn(cn) Bn)) (N e;N s)where (N e;N s) = (W1;W2 + (W3 ^ 0)) and W = (W1;W2;W3) is N (0;W)-distributed.For F (x) in Case I, the constants (An)n1 satisfyAn  B1=2n c(Bn=n)=F (Bn=n); and W = 0B@ 2 1  11 1  1 1  1 1 1CA :For F (x) in Case III, the constants (An)n1 satisfyAn  ( B1=2n for lF = 0B1=2n (F (Bn=n)  lF ) =lF for 0 < lF <1and W = 0B@ K2a  a1 a a1 2a a1 a 1  1a1 2a  1 (1 a)21 2a 1CA if lF = 0, and = 0B@ K2a  a1 a a1 a a1 a 1  1a1 a  1 1 1CA if lF > 0,and K2a = 2a2=((1  2a)(1  a)).In fact, W3 =  W2 in both Case I, and Case III with lF > 0; and W3 = (1  a)(W1  W2)in Case III with lF = 0. 12
Note that the inequality N sn(cn)  N e(cn) (a consequence of the denitions) carries over(with probability one) to the limit r.v.'s as N s  N e if F (x) is in Case III with lF = 0, and asN s  0 if F (x) is in Case I, or in Case III with lF > 0. The latter inequality is clear since, inthese cases, B 1=2n (N sn(cn)   Bn)  nA 1n (N e(cn)   Bn) where n = c(Bn=n)=F (Bn=n) forF (x) in Case I, and = (F (Bn=n)  lF )=lF for F (x) in Case III with lF > 0, and n ! 0.The proof of Theorem 3.1 is based on a Brownian bridge approximation to the uniformempirical process. Before Theorem 3.1 is proved, some lemmas concerning the Brownian bridgeapproximations are given. In the sequel we work on a probability space (
;A; P ) constructed byCsorg}o et al. [6] carrying an innite sequence U1; U2;    of i.i.d. r.v.'s uniformly distributed on(0; 1) and a sequence of Brownian bridges Un(s), 0  s  1, n = 1; 2;    such that for the uniformempirical process n(s) = n1=2(Gn(s)  s), 0  s  1, where Gn(s) = n 1Pni=1 I(Ui  s)sup1=ns1 1=nn jn(s)  Un(s)j(s(1  s))(1=2)  = OP (1) (22)as n ! 1, where  is any xed number such that 0   < 1=4. This can be assumed withoutloss in generality. Note that for an F -distributed r.v. Xi we have Xi d= F (Ui), so on this spacewe use Xi = F (Ui) for i = 1; 2;   . Recall that the constants (Bn)n1 and ("n)n1 are denedin equation (19). The proofs of the following two lemmas use standard arguments found, forexample, in the papers by Csorg}o and Mason [8], Csorg}o, Haeusler and Mason [10] and Lo [12].Lemma 3.2 Let F (x) be in Case I or III for minima with lF  0 and let (mn)n1 be anysequence of positive integers such that mn  Bn. ThenPmni=1Xi;n   n Rmn=n0 F (s)dsn1=2Ae(mn=n) =  RBn=n1=n Un(s)dF (s)Ae(Bn=n) + oP (1)where for 0 < s < 1, Ae(s) = 8><>: s1=2c(s) in Case Is(1=2) aL(s) in Case III .Lemma 3.3 Let F (x) be in Case I or III for minima with lF  0, and let n := F ("n) forn  1. Then(nn) 1=2 nXi=1 I(Xi  "n)  nn! =  1=2n Un(n) + oP (1) = (Bn=n) 1=2Un(Bn=n) + oP (1)and Pni=1XiI(Xi  "n)  n R n0 F (s)ds(nn)1=2F (n)= 8>><>>:  1=2n Un(n)  R n1=n Un(s)dF (s)1=2n F (n) + oP (1) in Case III with lF = 0 1=2n Un(n) + oP (1) in Case I, and Case III with lF > 0 :13
If, in addition, condition (20) holds as a hypotheses in Lemma 3.3, then the conclusions ofLemma 3.3 hold with n replaced by Bn=n.Proof of Theorem 3.1. Consider rst F (x) in Case III with lF = 0. For the convergenceanalysis of N sn(cn), use condition (20) to observe thatN sn(cn) BnB1=2n = Pn(cn)i=1 (I(Xi  "n)  F ("n))B1=2n + B1=2n n(cn)n   1+ oP (1)where n(cn) = maxfj : 1  j  n and Pji=1XiI(Xi  "n)  cng if this set is nonempty and= 0 otherwise; and obtain the following representations associated with this sum by using theargument in the proof of the Doeblin-Ascombe Central Limit Theorem as given in the book byChow and Teicher [3, Theorem 1, page 317], the result that n(cn)=n ! 1 in probability, andLemma 3.3: B 1=2n n(cn)Xi=1 (I(Xi  "n)  F ("n)) = (Bn=n) 1=2Un(Bn=n) + oP (1)andPlni=1XiI(Xi  "n)  lncn=nn1=2(Bn=n)1=2F (Bn=n) = (Bn=n) 1=2Un(Bn=n)  RBn=n1=n Un(s)dF (s)(Bn=n)1=2F (Bn=n) + oP (1)where ln := dn + (nz2=B1=2n )e for n  1, with  1 < z2 < 0. Also dene constants mn :=dBn + Ane for n  1, with  1 <  < 1, where the constants (An)n1 are dened in thestatement of the Theorem, and obtain from condition (21) and results on slowly varying functionsin the Appendix thatcn   n Rmn=n0 F (s)dsn1=2(Bn=n)(1=2) aL(Bn=n) =   + o(1) and cn   (lncn=n)n1=2(Bn=n)1=2F (Bn=n) =  z2=(1  a) + o(1):Now use these representations and convergence results to obtain the weak convergenceP  N e(cn) BnAn < ;Pn(cn)i=1 (I(Xi  "n)  F ("n))B1=2n < z1; B1=2n n(cn)n   1 < z2!= P 0@mnXi=1Xi;n > cn;Pn(cn)i=1 (I(Xi  "n)  F ("n))B1=2n < z1; lnXi=1XiI(Xi  "n) > cn1A= P 0@ RBn=n1=n Un(s)dF (s)(Bn=n)(1=2) aL(Bn=n) < ; (Bn=n) 1=2Un(Bn=n) < z1;(1  a)0@ RBn=n1=n Un(s)dF (s)(Bn=n)(1=2) aL(Bn=n)   (Bn=n) 1=2Un(Bn=n)1A < z21A+ o(1)= P (W1 < ;W2 < z1;W3 < z2) + o(1)14
whereW = (W1;W2;W3) d= N (0;W) and the covariance matrix W is dened in the assertionof the Theorem.HenceP  N e(cn)  BnAn  ; N sn(cn)  BnB1=2n  ! = P (W1  ;W2 + (W3 ^ 0)  ) + o(1)and the Theorem is proved for F (x) in Case III with lF = 0. For the proof of the Theorem inthe other cases, use straightforward modications of this argument, together with the Lemmas3.2 and 3.3 and background convergence results from the Appendix. 2Example 3.4 For distribution function F (x) = x 1=a, 0  x  1, with  1 < a < 0,and for positive constants (cn)n1 with cn=n ! 0 and cnn a ! 1, it follows that Bn =((1  a)cnn a)1=(1 a) and Theorem 3.1 givesB1=2n N e(cn)Bn   1 ; B1=2n N sn(cn)Bn   1) (W1;W2 + ((1  a)(W1  W2)^ 0))where (W1;W2) is N(0;W)-distributed with W =  2a2(1 a)(1 2a)  a1 a a1 a 1 !.In particular, if F (x) is the d.f. of a random variable uniformly distributed on (0; 1), soF (x) = x for 0  x  1, then F (x) is in Case III for minima with a =  1. Moreover thesequences (An)n1 and (Bn)n1 are given by Bn = (2ncn)1=2 and An  B1=2n = (2ncn)1=4, and(2ncn) 1=4 N e(cn)  (2ncn)1=2 ) N(0; 1=3) and (2ncn) 1=4 N sn(cn)  (2ncn)1=2 ) W2 +(W3 ^ 0) where (W2; W3) d= N(0; 1  1 1 4=3 ! ). As a comparison, note that the mean andvariance of the limit r.v. N s is given by E(W2+ (W3 ^ 0)) =  (2=(3))1=2 and Var(W2+ (W3 ^0)) = 2(1  1=)=3, respectively.Additional asymptotic distributional comparisons between N e(cn) and N sn(cn) can be ob-tained from Theorem 3.1, as stated in the following corollaries. Analogous comparisons can bemade between (sn)n1 and  e based on Theorem 4.1 (see, e.g. Corollary 4.2). The proof of thefollowing corollary is immediate.Corollary 3.5 Let F (x) be in Case I or III for minima with lF  0 and constants (cn)n1,(Bn)n1 and ("n)n1 as in Theorem 3:1. Then(i) the sequence of stopped threshold policies (sn)n1 is a consistent approximator of the o-linesmallest t strategy  e;(ii) N e(cn)=N sn(cn)! 1 in probability as n!1; and(iii) for F (x) in Case III with lF = 0,B 1=2n (N e(cn) N sn(cn))) N e  N sand (N sn(cn) Bn)=(N e(cn) Bn)) N s=N ewhere N e and N s are given in Theorem 3:1. 15
Corollary 3.6 Let F (x) be in Case I or Case III for minima with lF  0 and let the constants(Bn)n1 and ("n)n1 be given by (19) and satisfy condition (20). Then(a)  lim infn!1 B 1=2n (EN sn(cn)  Bn) lim infn!1 B 1=2n (ENn(cn)  Bn)  lim supn!1 B 1=2n (ENn(cn) Bn) (23) lim supn!1 B 1=2n (EN e(cn) Bn)  0where (a) =  (1   a)1=2 in Case III with lF = 0, and =  1 in Case III with lF > 0 andCase I.Proof. Only the rst inequality and the last inequality in (23) need some explanation sinceEN sn(cn)  ENn(cn)  EN e(cn). For the last inequality in (23) use (10) to obtainB 1=2n (N e(cn) Bn)  B 1=2n  N 0n   Bn+ cn  Pni=1XiI(Xi  "n)B1=2n "n (24)where N 0n = Pni=1 I(Xi  "n). Using an argument similar to that in the proof of Theorem3.3 of Bruss and Robertson [2], and the convergence results from Lemma 3.3, it is easy tosee that B 1=2n (N 0n   Bn) ) N(0; 1), B 1=2n " 1n (cn  Pni=1XiI(Xi  "n)) ) N(0; 2a) where2a = (1   2a) 1 in Case III with lF = 0, and = 1 in the other cases, and that the sequencesfB 1=2n (N 0n   Bn)g and fB 1=2n " 1n (cn  Pni=1XiI(Xi  "n))g are uniformly integrable. Thissettles the last inequality in (23).To see the rst inequality in (23) use inequality (3) in Rhee and Talagrand [14] to obtainB 1=2n (EN sn(cn)  Bn)   B 1=2n   c 1=2n (BnF (Bn=n))1=2 + o(1). By Karamata's Theorem(see the Appendix), the right hand side of the latter inequality converges to  (1   a)1=2 inCase III with lF = 0. The other cases follow similarly by the convergence results from theAppendix. 2Example 3.7 This example shows the necessity of condition (20) for Theorem 3.1. Let F (x) begiven by F (x) = k 3 if (k+1) 1  x < k 1, for k = 1; 2;   ; so d.f. F (x) is in Case III for minimawith lF = 0, for  = 3 and a =  1=3. Its inverse function is given by F (w) = (k + 1) 1 if(k + 1) 3 < w  k 3, k = 1; 2   . Let kn := [log n] for n  1 and (n)n1 be constants0 < n < 1 with n " 1, and let (cn)n1 be the positive constants satisfyingcn=n = Z (kn+n) 30 F (s)ds= 1Xl=kn+1 l 1((l  1) 3   l 3)  (kn + 1) 1(k 3n   (kn + n) 3)= (kn + n) 3(kn + 1) 1   1Xl=kn+1 l 4(l+ 1) 1 for n  1.Thus, cn=n  (3=4)(log n) 4 as n ! 1. These constants (cn)n1 were chosen so that theconstants (Bn)n1 of (19) are given by Bn = n(kn + n) 3 for n  1. Thus Bn  n=(log n)3 as16
n ! 1. Also, the constants ("n)n1 of (19) are given by "n = (kn + 1) 1 for n  1. It followsthat for this d.f. F (x) and this sequence (cn)n1,B1=2n F ("n)Bn=n   1 = n1=2(kn + n) 3=2 kn + nkn 3   1!  3n1=2k 5=2n !1 as n!1.Using the method of proof of Theorem 3.1 and direct calculation, one can show that for thisexample both n(cn)=n ! 1 and (F ("n)n(cn)   Bn)=B1=2n !  1 in probability as n ! 1,and so B 1=2n (N sn(cn)  Bn)!  1 in probability as n ! 1. In contrast, as in Theorem 3.1,B 1=2n (N e(cn)   Bn) ) N e, where N e is given in the statement of Theorem 3.1, for F (x) inCase III for minima with lF = 0.Example 3.8 Consider d.f. F (x) = x  1 for 1  x  2, so that F (x) is in Case III for minimawith lF = 1, and has inverse function F (s) = 1 + s for 0  s  1. Let (Bn)n1 and (cn)n1be positive constants for which Bn ! 1, Bn=n ! 0 and cn = Bn(1 + (Bn=(2n))) for n  1.If B3=2n =n!1, then Theorem 3.1 gives that (N e(cn)  Bn)=(B3=2n =n)) N(0; 1=3)-distributedr.v. However, if B3=2n =n 6! 1, no such normal convergence holds, and asymptotic behavior offN e(cn)g may vary from one subsequence of n's to another. For example, consider the specicd.f. F (x) of this example, with Bn = n1=2 for n  1 (so An = B3=2n =n = n 1=4), and let  < 0.If n = m2, for all positive integers m suciently large, then P (n1=4(N e(cn)  n1=2) < )! 1=2;but for 0 <  < 1 small, and n's satisfying (m+ )2 < n < (m+ 1  )2, for all positive integersm suciently large, then P (n1=4(N e(cn)  n1=2) < )! 1. To see this holds, use an argumentanalogous to part of the proof of Theorem 3.1, together with Lemma 3.2, and careful analysisof the sequence n(cn   n Rmn=n0 F (s)ds)=(n1=2(Bn=n)(1=2) a)o.4 Numbers Selected Proportional to Increasing Sample SizesIn this section, settings are considered in which N e(cn)=n !  and N sn(cn)=n !  , for 0 < < 1, as the sample size n! 1. Results are proved on the weak convergence of appropriatenormalizations of N e(cn) and N sn(cn) to nondegenerate r.v.'s as n!1.In this section, the sequence of capacity sizes (cn)n1 are assumed to satisfy the large capacityproperty n 1=2(cn   n)! 0, for 0 <  < EX1, where X1; X2;    is the sequence of object sizes(nonnegative i.i.d. r.v.'s with d.f. F (x)). Throughout the section, the constants  and " satisfy = R 0 F (s)ds and " = F (). The constant " is used as a threshold for the stopped thresholdpolicy sn. For this theorem, the inequality N sn(cn)  N e(cn) carries over to inequality N s  N e(this is easily checked from the conclusion, by using 0 <   ").Theorem 4.1 If F (x) is continuous and strictly increasing on its support, lF  0 andEX21 <1, then n 1=2 (N e(cn)  n) ; n 1=2 (N sn(cn)  n)) (N e;N s)where (N e;N s) = (W1;W2+(W3^0)) and (W1;W2;W3) isN (0;())-distributed. In fact, W3 =((")=)(W1 W2). The covariance matrix () is a symmetric matrix () = (()i;j)i=1;2;3; j=1;2;317
given by (())i=1; j=1;2;3 = 2()="2; (1  )(   (=")) ; 1(2()="  (1  )("  )) ;(())i=2; j=2;3 = ((1  ); (1  )) ;(())i=3; j=3 =  22 2() + 2"(1  )   "2(1  ) ; and2() = Z 0 Z 0 (s ^ t  st)dF (s)dF (t):Proof. First, observe thatn 1=2 (N sn(cn)  n) = n 1=2 n(cn)Xi=1 (I(Xi  ")  ) + n1=2n(cn)n   1 :Follow the same lines as the proof of Theorem 3.1 and use standard approximation arguments(e.g. given by Csorg}o, Csorg}o and Horvath [7, Chapter 10]) to obtainP 0@n 1=2 (N e(cn)  n) < ;n 1=2 n(cn)Xi=1 (I(Xi  ")  ) < z1; n1=2n(cn)n   1 < z21A= P  R 1=nUn(s)dF (s)F () < ;Un() < z1 ;  Z 1=n Un(s)dF (s)  F ()Un()! < z2!+ o(1):In order to compute the covariance matrix (), use R 0 sdF (s) = F () . This completesthe proof of the theorem. 2Corollary 4.2 If F (x) is continuous and strictly increasing on its support, lF  0, andEX21 <1, then(i) the sequence of stopped threshold policies (sn)n1 is a consistent approximator of  e;(ii) (N sn(cn)  n)=(N e(cn)  n)) N s=N e; and(iii) n 1=2(N e(cn) N sn(cn))) N e  N swhere (N e; N s) is given in Theorem 4:1.Corollary 4.3 If cn = n for some  > 0, and F (x) is continuous and strictly increasing onits support, lF  0, and EX21 <1, then (2) 1=2 (()3;3)1=2 = limn!1 n 1=2 (EN sn(cn)  n) lim infn!1 n 1=2 (ENn(cn)  n)  lim supn!1 n 1=2 (ENn(cn)  n) limn!1 n 1=2 (EN e(cn)  n) = 0and limn!1 n 1=2E (N e(cn) N sn(cn)) = (2) 1=2 (()3;3)1=2where ()3;3 is dened in Theorem 4:1. 18
Proof. The proof of the corollary relies on the inequalitiesn 1=2 (N sn(cn)  n)  n 1=2 (N e(cn)  n) (25) n 1=2  N 0n   n+ n 1=2" 1  cn   nXi=1XiI(Xi  ")!where N 0n = Pni=1 I(Xi  "). The last inequality in (25) is proved in exactly the same man-ner as inequality (24). Since n 1=2 (N sn(cn)  n) ) N s, n 1=2 (N e(cn)  n) ) N e with(N e; N s) from the assertion of Theorem 4.1, EN s =  (2) 1=2 (()3;3)1=2 and EN e = 0, theproof of the theorem is completed if it is shown that the sequences nn 1=2 (N sn(cn)  n)o,nn 1=2 (N 0n   n)o and nn 1=2" 1 (cn  Pni=1XiI(Xi  "))o are uniformly integrable. Follow-ing an argument of Bruss and Robertson (see [2, Theorem 3.3]) it is enough to show thatP (jVnj > v)  Cv 2 for some constant C not depending on n, where fVng represents each ofthe sequences above. We only consider the case Vn = n 1=2 (N sn(cn)  n) since the other casesare straightforward.By Chebychev's inequalityP (jVnj > v)  v 2EjVnj2 2v 20B@n 1E0@n(cn)Xi=1 (I(Xi  ")  F ("))1A2 + nE ((n(cn)=n)  1)21CA =: 2v 2(A+B)where n(cn) = maxfj : 1  j  n and Pji=1XiI(Xi  ")  cng. NowA  2n 10B@E0@~n(cn)Xi=1 i1A2 +E0@~n(cn)Xi=1 i   n(cn)Xi=1 i1A21CA =: 2n 1(A1 +A2)where i = I(Xi  ") F (") and ~n(cn) = (n(cn)+1)^n = minfj : 1  j  n and Pji=1XiI(Xi ") > cng. Note that ~n(cn) is a stopping time (for (Xj)j1) and hence by Wald's identity (see[3, Theorem 3, page 139]), A1 = E(~n(cn))Var (I(X1  "))  n(1   ). It is easy to see thatA2  n(1  ) and thus A  4(1  ).Consider B. Dene n = supfj  1 :Pji=1 Zi  ng where Zi = (Xi=)I(Xi  ") and observethat B  n 1E(n n)2 since cn = n. From renewal theory (see Gut [11, Theorem II.5.2 (ii)])it is known that En = n + 2 222 + o(1) and Var n = n23 + o(n), as n!1, with 2 = VarZ1and  = EZ1 = 1. Hence B  n 1E(n   n)2 = 2 + o(1)  "2=2 + o(1). This completes theproof of the theorem. 2A AppendixRecall the following denitions, relations, and results concerned with domains of attraction forminima.Let X1; X2;    be i.i.d. r.v.'s with d.f. F . F (x) is said to be in the domain of attraction ofd.f. H(x) for minima if there exists constants (an)n1, an > 0 and (bn)n1, bn 2 IR, such thatP an  min1inXi   bn  x! H(x) for all continuity points x of H . (26)19
In this setting we say F is in Case I, in Case II with parameter  > 0 or in Case III withparameter  > 0, if the limit d.f. H is respectively given by HI(x) = 1  exp ( ex) for x 2 IR;by HII(x) = 1  exp ( ( x) ) for x < 0; or by HIII(x) = 1  exp ( x) for x > 0.Let Yi =  Xi for i  1, so that Y1; Y2;    are i.i.d. r.v.'s with d.f. G(x) = 1   F (( x) ),and rG := supfx : G(x) < 1g =  lF . F is in the domain of attraction for minima in Case I,II or III i respectively G is in the domain of attraction for maxima associated with d.f.'s ,, or 	. See Resnick [13] for results on domains of attraction for maxima and denitions ofthese d.f.'s. In the following paragraphs we list some properties in each of the Cases I, II, andIII which are used in this paper. If F is in Case I for minima, then constants (an)n1 and (bn)n1 are given bybn = F (1=n) and a 1n = g(bn) for n  1; (27)for example with g(t) = R tlF F (x)dx=F (t). The function F (s) is slowly varying atzero. An auxiliary function useful in analysis is the function c(s) dened on [0; 1] byc(s) := s 1 R s0 udF (u) = F (s)   s 1 R s0 F (u)du. As proven by Lo [12], the func-tion c(s) satises the following properties. There exists a nite constant k such that for0 < s  1=2, F (s) = k + c(s)   R 1s u 1c(u)du. The function (s) := R s0 F (u)du canbe written as (s) = s k   R 1s u 1c(u)du. Also, c(s) > 0; c(s) is slowly varying at zero;lims#0 c(s)=F (s) = 0; and if lF is nite, then lims#0 c(s) = 0. If F is in Case II for minima, with  > 0, and a = 1=, thena 1n =  F (1=n) and bn = 0 for n  1; (28)lF =  1 and limn!1 nF (a 1n x) = ( x)  for x < 0. The function F ( x) is regularlyvarying as x ! 1 with index   =  1=a; and F (s) =  s aL(s) where L is slowlyvarying at zero. If F is in Case III for minima, with  > 0, and a =  1=, thena 1n = F (1=n)  lF and bn = lF for n  1; (29)lF is nite and limn!1 nF (a 1n x + lF ) = x for x > 0. The function F (lF + x 1) isregularly varying as x!1 with index   = 1=a; and F (s) = lF + s aL(s) where L isslowly varying at zero.For denitions and results on Poisson random measures and related material, an excellentreference is Chapters 3 and 4 of Resnick [13]. In particular, see [13] for denitions and resultson random measures associated with partial maxima. In the following, for use in Section 2 andfor comparison purposes, notation and results associated with partial minima from this theoryare given. For i = I; II; III, let N = Ni denote the Poisson random measure with mean measuredi = dt  di on [0;1)Ei for i = I; II and III whereEI = [ 1;1) and I[ 1; x] = ex for x 2 IR;EII = [ 1; 0) and II[ 1; x] = ( x)  for x < 0; andEIII = [0;1) and III[0; x] = x for x > 0;20
for  > 0. The random measure N takes values in Mp = Mp([0;1) Ei), the space of pointmeasures on [0;1)Ei, and has representation N =P1j=1 (Tj;Zj), where x denotes point massat x, and Tj and Zj are r.v.'s taking values in [0;1) and Ei respectively. The space Mp is giventhe usual measurable structure and the vague topology (see, e.g., Chapter 3 of [13]); convergencein the vague topology is denoted v!. The analogue of Corollary 4.19 of [13] for partial minima,used in Section 2, has the following form:Let d.f. F (x) be in the domain of attraction for minima of H(x), and with normingconstants of (26) chosen as in (27), (28) and (29). Thenfor H = HI, (26) is equivalent to Nn :=P1j=1 (j=n;an(Xj bn)) ) NI;for H = HII, assume F (0) = 1, then (26) is equivalent toNn :=P1j=1 (j=n;anXj) ) NII; andfor H = HIII, (26) is equivalent to Nn :=P1j=1 (j=n;an(Xj bn) ) NIIIwhere the weak convergence takes place in Mp([0;1)Ei)for i = I, II or III respectively. (30)Finally we state a result concerning functions which are slowly varying at zero, which wefrequently use in this paper. (Karamata's Theorem (see [8, Lemma 1]).) Let L(x) be slowly varying at zero. If  < 1,then lims#0 Z s0 u L(u)du= s1 L(s) = 11  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