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Abstract 
A subband coding system for high-quality digital au- 
dio signals is described. To achieve low bit rates at a 
high quality level, it exploits the simultaneous mask- 
ing effect of the human ear. It is shown how this ef- 
fect can be used in an adaptive bit-allocation scheme. 
Results obtained with a low-complexity and a high- 
complexity system are discussed. 
1 Introduction 
Transmission and storage of high-quality digital au- 
dio is becoming important for the audio industry, for 
instance in the case of digital radio and new applica- 
tions for optical disks. The bit rate of a high-quality 
stereophonic digital audio signal is about 1.4 Mbit/s. 
For some transmission channels or storage media this 
is too high and therefore source coding is required. 
Since digital audio is associated with high quality, a 
perceptible loss of quality cannot be tolerated. 
Source coding of audio signals at low bit rates gen- 
erally introduces errors. This paper describes a coding 
system that attempts to keep coding errors inaudible 
by exploiting the simultaneous masking effect. This 
is the perceptive phenomenon that a weak signal, e.g. 
quantization noise, is masked (= made inaudible) by 
a stronger signal, e.g. a pure tone in the audio signal. 
Simultaneous masking is briefly explained in Section 
2. 
Simultaneous masking is most effective if both 
masked and masking signal are in a rather narrow fre- 
quency band. This suggests the use of subband cod- 
ing, where the signal is first split up into frequency 
bands which are then quantized. The structure of the 
subband coding system is given in Section 3. 
Quantization should be such that the quantization 
noise is masked by the audio signal. This is achieved 
by using uniform APCM quantization 111. The sub- 
band signals are split up into blocks. Each block is 
scaled to a unit level and then quantized by a uniform 
quantizer. Quantized data and scale factors are trans- 
mitted. In this manner the power of the quantization 
noise can be controlled by allocating a certain amount 
of bits to each quantiser. 
In a subband coding system we can dirtinguuh an- 
Land masking, where both masked and maaking signal 
are in the same subband, and out-of-band maaking, 
where masking and masked signal are in different sub- 
bands. Both are exploited in the system described in 
this paper. Section 4 explains how for each subband 
the maximum power of the quantiration noise that is 
masked, called the masked power, can be estimated. 
Once the masked powers have been computed for 
all subbands, bits are allocated to the quantbers. Ide- 
ally the amount of bits for each quantiser should be 
such that the quantization noise is completely masked. 
However, the masked powers are signal-dependent and 
therefore the amount of bit8 needed to ensure com- 
plete masking varies in time. Because the coding 
system described here has a fixed bit rate, the bits 
must be divided over the subbands in such a way that 
the audible degradation of the output signal is min- 
imal. This requires an adaptive bit-allocation tech- 
nique, that is described in Section 5. 
There is a trade-off between quality, bit rate, and 
complexity. Complexity is largely determined by the 
splitting and merging subband filters. It can be kept 
low by keeping the number of subbands low and their 
minimum bandwidth high. At a fixed quality level, 
the lowest bit rate achievable with a ‘low-complexity’ 
system is higher than with more complex systems with 
more and narrower subbands. This is explained in Sec- 
tion 4. Results obtained with a simple and a complex 
system are discussed in Section 6. 
2 Simultaneous masking 
Simultaneous masking is the effect that a weak sig- 
nal is made inaudible by a simultaneously occurring 
stronger signal. Masking is discussed in great detail 
in [2,3]. The use of masking in subband coding is de- 
scribed in [4,5]. First consider the simple cade of a 
pure tone as a masking signal. A signal component 
with a certain frequency is masked if the ratio of its 
power and the power of the masking tone is below 
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Figure 1: Masking threshold as a function of frequency 
the masking threshold. The masking threshold is a 
function of frequency. Figure 1 shows a rtyliitic a p  
proximation (on a dB scale) of the masking threshold 
for a pure tone of 1000 HI at a sound pressure level 
of 0 dB. In general the masking threshold for a pure 
tone can be approximated by 
In this expression fill is the frequency of the mask- 
ing signal and T,,,( fill) is the masking threshold at 
this frequency. To simplify the manking model it is 
assumed that masking thresholds for tones of all fre- 
quencies have the same shape. However, Tlllax( fill) 
depends on the frequency of the masking signal [4]. 
It is also assumed that the masking threshold is in- 
dependent of the power of the masking signal. Fur- 
thermore, it is assumed that masking is additive: the 
masking threshold for a signal containing more than 
one frequency component can be obtained by adding 
the masking thresholds of the components. 
The masking model used here is a simplification of 
reality. Coding systems based on it may show unex- 
pected and unwanted effects. To avoid this, they must 
be tested and optimised in extensive listening experi- 
ments. 
3 Subband coding 
It is clear from Figure 1 that masking is strongest for 
frequencies close to the frequency of the masking sig- 
nal. This suggests that the masking phenomenon can 
be well exploited in a subband coding system. In such 
a system the signal is split up into frequency bands, 
called subbands, which are then quantized. The split- 
ting of the signal into subbands and the merging of the 
subbands into a replica of the original signal are done 
by decimating and interpolating filter banks, such as 
quadrature-mirror (QMF) or conjugate quadrature- 
mirror filter banks (CQF) (6,7]. Due to the deci- 
mation, the sampling frequency of a subband signal 
equals twice the subband’s bandwidth. Therefore the 
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Figure 2: Subband coding ryrtcm with 80 rubbclndr 
total sample rate after splitting is the same as the 
sample rate at the input. Because the ‘bandwidth’ of 
the masking threshold given by (1) incresrar with 
the frequency of the masking signal, the bandwidths 
of the subbands also have to increase (or be at least 
non-decreasing) with frequency. - 
Quantising signals means adding quantisation noise 
to them. If the filter banks have good separating prop  
erties, the additional noise will remain in the subband 
it was added to. It wan assumed in Section 2 that 
masking occurs if the signal-tc-noise ratio is above a 
certain threshold. This implier that the quantisem 
must operate at a predetermined rignal-to-noise ratio. 
This can be achieved with uniform APCM [ 11 quantis- 
ers. In this type of quantiser the signal is first divided 
into blocks. Of these blocks the maximum abrolute 
values, called peak valuer, are computed. By dividing 
the samples in the blocks by the peak values, they are 
scaled to a unit level. The scaled blocks are then quan- 
tined with a uniform quanther. After dequantiration 
the signal-to-noise ratio is proportional to the number 
of bits used in the quantiser. In this way the signal- 
to-noise ratio of a quantiser can be predetermined by 
allocating a certain amount of bits to it. 
Figure 2 shows a diagram of a coding system with 
20 subbands. As can be seen, quantised samples as 
well as coded peak values and side information to in- 
dicate the number of bits used for quantisation are 
transmitted, 
In this section the number of subbands and the 
amount of bits for the quantizers have not been deter- 
mined. In Section 4 it is shown how for a given divi- 
sion of the signal into subbands the masking model of 
Section 2 can be used to determine the masked power 
in the subbands. It is also explained how the final bit 
rate depends on the division into subbands. In Sec- 
tion 5 it is shown how the number of bits allocated to 
each quantizer is computed. 
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Figure 3: In-band marking 
4 Masking and subband coding 
It can be seen from Figure 1 that signals with a fre- 
quency lower than the frequency of the masking signal 
are hardly masked. Therefore only two kinds of mask- 
ing are considered: in-band masking, this is masking 
within a subband, and masking of signals in subbands 
at higher frequencies. For both cases the masked 
power is computed as a function of the powers of the 
subband signals. 
Firstly it is assumed that there is only a signal in 
the subband with index i. This subband ranges from 
f1.; to f,,.i. The signal power is U:.,. The quantization 
noise is assumed to have a Bat spectrum in the sub- 
band. The worst-case situation for in-band masking 
occurs when the masking signal is a pure tone with a 
frequency f,,.;. In this case the power of the quanti- 
zation noise in subband i that is masked by a signal 
with power U:,, in the same subband must be less than 
u?,;T( f,,,;, fl,;). This situation is illustrated in Figure 
3. 
The worst-case situation for the masking of noise in 
subbands at higher frequencies occurs when the mask- 
ing signal in subband a is a pure tone with a frequency 
f1.i. For this case the power of the quantization noise 
in subband j that is masked by a signal with power 
U:,, in subband i must be less than u$T( fi , ,  , f,,.j). 
This situation is illustrated in Figure 4. 
In this way the contribution of a subband to the 
masked power in all subbands can be computed. Be- 
cause masking is assumed to be additive, the masked 
power in a subband can be obtained by adding all 
contributions. 
The lowest achievable bit rate at a certain quality 
level depends on the division into subbands. Firstly, 
the computations of the masked powers are based on 
worst-case assumptions. The real masked powers can 
be substantially higher. If the subbands are narrower 
the results of these computations will, on average, be 
closer to the real masked powers. Secondly, it follows 
from Figure 3 that the contribution of in-band mask- 
ing to the masked power is higher if the subbands are 
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Figure 4: Masking of aubbanda at higher frequencies 
narrower. The latter effect, however, is limited be- 
cause in reality the top of the curve of Figures l, 3, 
and 4 is flatter than is depicted [4], so that there b 
no use in decreasing the bandwidth of the subbands 
beneath a certain point. Due to the two effects men- 
tioned here, narrower subbands lead to higher masked 
powers and consequently the amount of bits required 
for quantization can be lower. 
The results of this section are only valid if the distri- 
bution of signal power over the subbands is atationary. 
In reality this is not true. Therefore the computations 
must be repeated periodically. As a consequence of 
this instationarity the amount of bits needed to quan- 
tise each subband will also vary in time. The allo- 
cation of bits to the quantisers on the basis of the 
masked powers is discussed in Section 5. 
5 Bit allocation 
The quantizers in the subbands are uniform APCM 
quantizers. For the block length M a rather arbitrary 
value of 32 has been chosen. Before quantisation, the 
peak value and the power are computed for each block. 
The power in a block is obtained as the average of the 
squares of the samples of the block. The masked pow- 
ers are now computed for every block, instead of for 
every subband as was done in the previous section. 
Before the masked power is computed, the blocks are 
arranged in an allocation window. An allocation win- 
dow contains all subband samples during a period of 
time. This period is chosen in such a way that it con- 
tains one block of samples from the most decimated 
subband. This is in general the subband at the low- 
est frequency. An example of an allocation window 
for a 20-band system is shown in Figure 5 .  If the in- 
put sample frequency is 44100 He, subbands 1-8 have 
a bandwidth of 689 HE, subbands 9-20 have a band- 
width of 1378 HI. 
It can now be computed how much each block in 
an allocation window contributes to its own masked 
power and to the masked powers in the blocks in 
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Figure 5: Allocation window for a 80-band system 
higher subbands. A block only contributes to the 
masked power in blocks that lie within the time- 
interval of the mmking block. 
Before allocating bits to the blocks, blocks with 
powers below their masked powers can be excluded. 
The signab in those blocks will be masked. Only codes 
indicating that they are empty have to be transmit- 
ted. Assume that the amount of blocks in an alloca- 
tion window is N and that the blocks are numbered 
from 1 to N .  The masked power in the it’‘ block is 
denoted by U;,.;, and the peak value by pi. Ideally, 
one would choose the amount of bits bi for this block 
such that the quantbation noise is completely masked, 
which means that 
This leads to a varying amount of bits per allocation 
window that can be higher than what is available. 
Therefore the bits must be allocated under the con- 
i = l  
where B is the number of bits available. This number 
can be derived from the desired bit rate, taking into 
account that also a small number of bits is required 
to code peak values and to code the number of bits 
allocated to each block. 
The allocation procedure is such that the total 
noise-to-mask ratio, given by 
2L( 2Pi )” 
12 2hi - 1 U:,., 
i = l  
is minimized under the constraint (2). A further con- 
straint is that all bi must be integers with 2 5 b ,  < 16. 
The solution to  this constrained integer minimisation 
problem is given in 181. 
6 Results 
The ideas explained in this paper have been applied in 
two coding systems, a complex system splitting up the 
signal into 26 subbands, approximately one third of 
octave wide, and a simpler 20-band system of which 
the bandwidths were given in Section 6. In both sys- 
tems the adaptive biballocation method of IS] b d. 
Both systems have been deoigned for coding stereo- 
phonic 16-bit compact disc signala with a sunple fi.6 
quency of 44.1 kHs. Left and right channel am coded 
independently. With the %band system high-quality 
results can be obtained at bit rat- of 220 kbit/s. With 
the 20-band system similar results can be obtained at 
bit rates of 360 kbit/s. The complexity of the systems 
is largely determined by the memory requirements of 
the filter banks. Theme am s u b t a n t i d y  higher for the 
26band system. 
The filtering and coding delay is determined by the 
maximum decimation factor, the filter b a n h  used, 
and the quantisation block length. For the 20-b.nd 
system the decimation factor is 266 and the total de- 
lay can be as high an 800 ma. For the 20-band system 
it is 32 and a typical value for the total delay b 80 ms. 
Other types of filter banks and shorter quantisation 
blocks may give lower values. 
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