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GNSS BASED ATTITUDE DETERMINATION SYSTEMS FOR 
NANOSATELLITES 
Vincenzo Capuano,* Cyril Botteron,† and Pierre-André Farine ‡ 
Attitude determination systems based on global navigation satellite systems 
(GNSSs) present several advantages, most of all, for very small satellites. GNSS 
receivers have low power consumption, limited mass, small volume, and are rel-
atively inexpensive. However, if the attitude information is extracted from the 
relative position between two or more GNSS antennas placed on the nanosatellite, 
due to the small baseline between them, the achievable accuracy will not be as 
good as the one obtained with other high performance attitude sensors. In order 
to circumvent the accuracy limitation, an alternative single-antenna GNSS-based 
method is presented, which estimates attitude information through the use of the 
GNSS-derived accelerations.  
 
I. INTRODUCTION 
The use of commercial satellite imagery is growing rapidly, and has numerous applications in meteorol-
ogy, agriculture, geology, forestry, landscape, biodiversity conservation, regional planning, education, intel-
ligence and warfare. Satellite imagery is also used in seismology and oceanography in deducing changes to 
land formation, water depth and sea bed, to detect earthquakes, volcanoes, and tsunamis.1 Earth imaging has 
typically been based on large and expensive satellite platforms. However, driven by the increasing miniatur-
ization of electronics and MEMS technology, Earth imaging is potentially also becoming achievable with 
very small satellites.2 Because of their low costs, short development periods, standardizations, and applica-
bility to various space missions, the use of small satellites such as CubeSats instead of a large platforms 
results to be very convenient and cost-effective also for Earth imaging2. For example, while the total cost for 
five large Earth Imaging satellites construction and launch is approximately 50.000.000 €, the cost to build 
and launch 10 6U CubeSats is just 5.306.667 € 3, i.e., about an order of magnitude less. At the same time, 
since the very early days of satellite imagery, pointing accuracy and attitude stability have been key param-
eters of the satellite design. Indeed, an inaccurate pointing could prevent keeping the target in the camera 
field of view (FOV), while coarse attitude stability would make the images blurred. However, because of 
strict constraints such as low power consumption, low mass and limited volume, the development of a precise 
and accurate Attitude Determination System (ADS) for very small satellites is very challenging. For instance, 
it is difficult to integrate precise gyro sensors such as Fiber Optic gyroscope and Ring Laser gyroscope in a 
CubeSat, because of the above mentioned constraints and also due to their prohibitive costs for a CubeSat 
mission. For these reasons, there is therefore a growing interest in GNSS-based ADSs, as GNSS receivers 
are relatively inexpensive, have low power consumption, limited mass, small volumes, low installation costs 
and most importantly, a GNSS-based ADS is driftless. In order to compute the attitude, it is possible to use 
                                                     
* Mr., ESPLAB, École Polytechnique Fédérale de Lausanne (EPFL), Switzerland, vincenzo.capuano@epfl.ch. 
† Dr., ESPLAB, École Polytechnique Fédérale de Lausanne (EPFL), Switzerland, cyril.botteron@epfl.ch. 
‡‡ Prof., ESPLAB, École Polytechnique Fédérale de Lausanne (EPFL), Switzerland, pierre-andre.farine@epfl.ch. 
 IAA-AAS-DyCoSS2-13-04 
 
 2 
GNSS code observations or carrier-phase observations, from a single antenna or from multiple ones. Alt-
hough GNSS code observations may be used to estimate an attitude solution, generally, carrier phase obser-
vations are preferred because they can increase the accuracy by roughly two orders of magnitude.4 With three 
not collinear antennas that form two baselines, the full attitude can be determined. Unfortunately, the achiev-
able accuracy will be limited by the baseline length, and for a very small satellite, the distance at which the 
antennas can be placed is restricted by the size and geometry of the satellite itself. Thus, because of the small 
baseline, a multiple-antenna configuration for nanosatellites results in an accuracy not as high as for larger 
platforms. Furthermore, the use of more than one antenna incurs a complex structure, large volume, and high 
cost of the attitude determination system.  
In order to remove the antenna baseline length dependence and save volume, mass, costs, and reduce 
complexity, we evaluate in this paper the achievable performance of a single-antenna GNSS receiver that 
estimates attitude information through the use of GNSS-derived acceleration vector in the Earth Centered 
Inertial (ECI) frame. This vector can be calculated by double-differentiating the carrier phase or by differen-
tiating directly the GNSS velocity to obtain the range acceleration vector. On the other hand, the receiver 
acceleration vector in the Body Reference Frame (BRF) can be measured using a three-axis accelerometer. 
Then, by combining the ECI acceleration vector and the BRF acceleration vector with another pair of vectors, 
provided e.g. by a magnetometer (which measures the geomagnetic field vector in the BRF) and by an on-
board geomagnetic field model (which provides the geomagnetic field vector in the ECI), it is possible to 
extract the rotation matrix of the host satellite, as Wahba's problem solution. It is shown that the resultant 
attitude uncertainty would be less than 2° on average. 
This paper is organized as follows: Section II characterizes briefly the main attitude determination sensors 
and technologies currently available on the market based on their attitude determination accuracy, mass, 
power and cost. Section III describes the attitude determination technique, commonly known as deterministic 
point by point solution, which estimates the attitude from at least two (or preferably more) reference vectors, 
observed at a single point in time. In section IV several GNSS-based attitude determination methods are 
discussed, which rely on the deterministic point by point solution. Section IV.I and section IV.II describe 
respectively the multiple-antenna and single antenna approaches. Section V reports the simulation models 
used to estimate the accuracy of the attitude partial information, extractable from the single antenna meas-
urements and the corresponding simulation and experimental results. Finally, section VI describes the full 
attitude accuracy achievable when the GPS derived accelerations are fused with accelerometers and magne-
tometer measurements.  
 
II. SENSORS CURRENTLY AVAILABLE ON THE MARKET 
Figure 1 illustrates some characteristics of the attitude determination sensors typically adopted for 
nanosatellites. In particular, as well as the observable, the accuracy, the mass and the cost are reported as an 
average of the values corresponding to several products currently available on the market.5,6,7  
As described in (Reference 8), the cheapest configuration and furthermore the most common for a 
nanosatellite ADS consists of a three axis Magnetometer, a minimum number of Sun Sensors (sufficient to 
ensure the Sun is in one FOV) and a three axis MEMS Gyro. This can be seen as a basic configuration. The 
first two sensors work together to provide two different vector observations, which can be used as inputs to 
solve the Wahba's problem (described in section III): in this way, outside eclipse, when the sun sensors can 
work, it is possible to extract the full attitude. The three axis MEMS Gyro provides the angular velocity, 
which can be integrated to obtain the attitude during the eclipse orbital part, when the sun sensors cannot 
work. The biggest disadvantage of the Gyro is the “angular random walk” (ARW). This is the white noise 
component of the drift, which has units of  
𝑑𝑒𝑔
√ℎ𝑜𝑢𝑟
    or   
𝑑𝑒𝑔
√𝑠𝑒𝑐𝑜𝑛𝑑𝑠
.  . It can be thought as the variation (or standard 
deviation), due to noise, of the result of integrating the output of a stationary gyro over time. For example we 
can consider a gyro with an ARW of 1°/√𝑠𝑒𝑐𝑜𝑛𝑑, being integrated many times to derive an angular position 
measurement. Being proportional to the square root of the integration time, this ARW would be 1° after 1 
second and 10° after 100 seconds.9 Therefore, gyros have to be calibrated often. In (Reference 8), for the 
basic configuration, the achieved accuracy outside eclipse is limited by the ECI geomagnetic field vector 
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prediction (due to the coarse geomagnetic model on board) and during the eclipse the accuracy decreases 
over time because of the drift-ARW effect, reaching approximately 8°. Thus, this basic configuration can be 
seen as relatively inexpensive (considering the total cost even lower than that one for a single star tracker) 
but it does not provide the attitude with the required high-accuracy necessary for several applications, such 
as e.g. Earth imaging.  
An alternative to the Sun Sensors, could be the Earth Horizon Sensors. These sensors have the drawback 
that they cannot operate when the satellite is in eclipse if they operate in the visible range of the electromag-
netic spectrum and they can just provide pitch and roll measurements.  
The Star Tracker is currently the attitude sensor with the highest performance but it is expensive and for 
this reason most of times it may not be compatible with low cost development requirements. Moreover, 
although becoming smaller, Star Trackers are typically not suitable for nanosatellites because of their high 
power consumption and their large and heavy baffles.  
GNSS receivers are not present in Figure 1. Observable, accuracy, weight, power, and price of the attitude 
determination sensors typically used for nanosatellites. The provided information is an average of the values 
corresponding to several products currently available on the market.  
 
 
 
 
Figure 1. Observable, accuracy, weight, power, and price of the attitude determination sensors 
typically used for nanosatellites. The provided information is an average of the values corresponding 
to several products currently available on the market. 
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III. ATTITUDE DETERMINED BY REFERENCE VECTORS 
Reference vector sensors use references such as the Earth, the Sun or the Stars to provide vector infor-
mation.11 If these vectors are measured with the respect to the BRF and simultaneously predicted with the 
respect to the ECI, it is possible to extract information about the body orientation (attitude). In fact, if one 
unit vector 𝒗 is known in the BRF as 𝒗𝐵𝑅𝐹  and also in the ECI as 𝒗𝐸𝐶𝐼 , it implies that 𝒗𝐸𝐶𝐼 = 𝑅𝐵𝑅𝐹
𝐸𝐶𝐼 𝒗𝐵𝑅𝐹  , 
where 𝑅𝐵𝑅𝐹
𝐸𝐶𝐼  is the rotation matrix that transforms the vector 𝒗 expressed in the BRF 𝒗𝐵𝑅𝐹 , in the vector 𝑣 
expressed in the ECI 𝒗𝐸𝐶𝐼 . At least two pairs of unit vectors 𝒗𝐵𝑅𝐹 , 𝒗𝐸𝐶𝐼  and 𝒖𝐵𝑅𝐹 , 𝒖𝐸𝐶𝐼  are required to deter-
mine the attitude 𝑅𝐵𝑅𝐹
𝐸𝐶𝐼 , because the latter is defined (as rotation matrix or equivalently as unit quaternion) by 
three independent parameters, while a unit vector 𝒗 by two independent ones. One of the simplest ways to 
estimate the spacecraft attitude, given two pairs of vectors 𝒗𝐵𝑅𝐹 , 𝒗𝐸𝐶𝐼  and 𝒖𝐵𝑅𝐹 , 𝒖𝐸𝐶𝐼, is the TRIAD algo-
rithm, due to Harold D. Black in 1964, well described in (Reference 12). But most of the attitude determina-
tion methods using simultaneous vector measurements are based on a problem introduced in 1965 by Grace 
Wahba, known as Wahba's problem. The Wahba's problem solution is a rotation matrix R between two co-
ordinate systems. In the case of attitude determination, the matrix is calculated from a set of (weighted) 
vectors observations 𝒗𝐵𝑅𝐹𝑖in the BRF (which are the measurements provided by sensors like i.e. magnetom-
eter and sunsensors), and from the same vectors 𝒗𝐸𝐶𝐼𝑖  predicted in the ECI by an on board model. As de-
scribed in (Reference 12), the Wahba's problem solution is a optimal estimation because it minimizes the 
following cost function: 
𝐽(𝑅) =
1
2
∑ 𝑎𝑖‖𝒗𝐵𝑅𝐹 𝑖 − 𝑅𝐸𝐶𝐼
𝐵𝑅𝐹𝒗𝐸𝐶𝐼𝑖‖
2𝑚
𝑖=1         𝑚 ≥ 2                                 (1). 
Where 𝑎𝑖  are scalar weights assigned to each vectors set. 
Figure 2 shows the principle above described when the two unit vectors are provided by a three axis 
Magnetometer and a Sun Sensor. The direction of the Sun respectively in the BRF and in the ECI is indicated 
as ?̂?𝐵𝑅𝐹  and ?̂?𝐸𝐶𝐼  and the direction of the local geomagnetic field as ?̂?𝐵𝑅𝐹  and ?̂?𝑬𝑪𝑰. 𝑅𝐸𝐶𝐼
𝐵𝑅𝐹  is the rotation 
matrix from the ECI to the BRF. 
 
 
Figure 2. Attitude determined by two unit vectors. 
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IV. GNSS BASED ATTITUDE DETERMINATION 
Global Positioning System (GPS), the most popular GNSS, was originally designed as a three dimen-
sional radio position, navigation and time system for land, sea and airborne users. In order to determine 
position and time, the user just needs a receiver to capture and process signals from at least four GNSS 
satellites of the system constellation. Later, GNSS has been used for many other applications like surveying 
and mapping, weather prediction improvements, etc. However, nowadays, among numerous applications, 
GNSS is also used as attitude determination system. As already mentioned, it is possible to use GNSS code 
observations or carrier-phase observations from a single or multiple antennas to derive attitude information.13  
In sections IV.I and IV.II respectively a multiple antenna and a single antenna configuration are analysed. 
 
IV.I Multiple Antenna Approach 
The measurements of the carrier phase from two antennas placed on a body, allow to determine the angle 
of arrival (AOA) in the Body Reference Frame (BRF). This method is commonly classified as phase inter-
ferometer direction finding.14  The principle is illustrated in Figure 3 for the simple case of two antennas. The 
GNSS signal AOA is equal to: 15 
𝜗 = cos−1 (
𝑁+
Δ𝜑
2𝜋
𝑑
∙ 𝜆)             (2). 
Where  𝑁𝜆 +
Δ𝜑
2𝜋
𝜆  corresponds to the projection of the baseline d on the line of sight (LOS). Thus, we 
can see that the AOA is related to the phase difference. In fact, except when the incident signal is perpendic-
ular to the antennas baseline, the phase measurements of the incoming GNSS signal carrier are different for 
each antenna, because they are located in different positions. By measuring Δ𝜑 and calculating the integer 
number of cycles 𝑁 travelled by the carrier, it is possible to estimate 𝜗. The accuracy depends primarily on 
three factors: GNSS observation quality, AOA itself and the length of the baseline between the antennas.4 
Unfortunately, for very small satellites, the distance at which the antennas can be placed is limited by the size 
and geometry of the satellite itself. An upper-bound for the 𝜗 achievable accuracy may be obtained by cal-
culating its Cramer-Rao Lower Bound (CRLB). 
 
 
Figure 3. Phased Interferometer DF working principle. 
 
 6 
Mathematically, we have two measurement data sets {𝜑1, 𝜑2}, which depend on an unknown parameter 
𝜗  that is the AOA. We want to determine 𝜗  based on the data. This is equivalent to define an estimator: 
?̂? = 𝑔(𝜑1, 𝜑2). 
This is a problem of parameter estimation. The CRLB provides a lower bound for the mean square error 
(MSE) of any unbiased estimator for an unknown parameter (𝜗).16  By assuming that the GNSS satellites 
transmitters radiate a sinusoidal signal, we can express the received signal at the nth antenna (for 𝑛 ∈ {𝑎, 𝑏}) 
as 𝐴 cos(2𝜋𝐹0(𝑡 − 𝑡𝑛) + 𝜑) where 𝑡𝑛 is the propagation time to the nth antenna. For LEO altitudes the two 
antennas are located enough far from the target, such as the signal circular wavefront can be considered to 
be planar at the two antennas. The wavefront at the antenna a lags the one at the antenna b by  𝑑
cos 𝜗
𝑐
, where 
c is the signal propagation speed, due to the extra propagation distance  𝑑 cos 𝜗.  Then, if the propagation 
time to the antenna a is 𝑡𝑎, the propagation time to the antenna b will be 𝑡𝑏 =  𝑡𝑎 −  𝑑
cos 𝜗
𝑐
. Thus, the observed 
signal at the antenna b, is:  
𝑠𝑏(𝑡) = 𝐴 cos [2𝜋𝐹0 (𝑡 − 𝑡𝑎 + 𝑑
cos 𝜗
𝑐
) + 𝜑]       (3). 
By assuming that the sensors output are corrupted by white Gaussian noise, from (Reference 16) the 
CRLB of 𝜗 is: 
𝑣𝑎𝑟(𝜗) ≤  
12
(2𝜋)26 𝑆𝑁𝑅(
𝑑
𝜆
)
2
(sin 𝜗)2
           (4). 
where 𝜆 =
𝑐
𝐹0
 is the wavelength of the propagating signal and SNR is its Signal-to-Noise Ratio. 
By considering 𝜆 = 19 cm for GPS L1,  d = 9 cm  for a CubeSat and an SNR of 20 dB, reasonable value 
in LEO,  
𝑣𝑎𝑟(𝜗) ∈ [0.01°, 1°],  for 𝜗 ∈ [85°, 5°] respectively. 
In order to determine the full attitude, at least three antennas not collinear are necessary. In fact, three 
GNSS antennas can be used to measure the direction of arrival (DOA) of a GNSS signal, from two independ-
ent AOA measurements 𝜗1 and 𝜗2 as shown in Figure 4. A DOA corresponds to the unit vector in the BRF 
representing the signal direction of the corresponding GNSS satellite. This vector can be calculated in the 
ECI from the GNSS satellites ephemeris (part of the GNSS data message). At least two simultaneous GNSS 
satellites are necessary to calculate the attitude by using equation (1). 
 
 
Figure 4. Two independent AOA of the GNSS signal, defined by three antenna (two baselines). 
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Then, the basic idea it to use the GNSS receiver as a traditional reference sensor described in section II, 
whose observable is a unit vector, exactly like e.g. for Magnetometer or a  Sun Sensor. The considerable 
advantage is that the GNSS reference sensor is able to provide the full attitude autonomously, thanks to the 
number of GNSS satellites available, which for Low Earth Orbit (LEO) is more than two.17  The need of at 
least two GNSS satellites can be also explained in this way: while for position determination at least four 
GNSS satellites need to be “visible”, for attitude determination only two GNSS satellites are necessary; in 
fact the four unknowns (platform coordinates and receiver clock offset) are reduced to two unknowns because 
of the common time reference for each antennas and the relative antennas position already known a priori.4  
The more GNSS satellites will be available, the more accurate will be the attitude estimation because the 
higher will be the number of contributions in the cost function (1), where the weights could be proportional 
to the signal to noise ratio of each signal and/or to the relative position to the other satellites. Figure 5 illus-
trates the principle here discussed. Other marked advantages is that the GNSS reference sensor would be able 
to work during the whole orbit, including the eclipse phase and moreover it is completely driftless. 
 
 
 
 
 
Figure 5. Attitude determined by GNSS signals direction and ephemeris broadcasted in the GNSS 
message. 
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     Although the CRLB of the phase interferometer AOA has been roughly estimated to be within 1°, from 
(References 4) the accuracy 𝜎𝑅 of the full attitude R, determinable by carrier phase measurements from mul-
tiple antennas, can be roughly estimated as follows: 
𝜎𝑅 = 𝐴𝐷𝑂𝑃 ∙
𝜎𝑟𝑎𝑛𝑔𝑒
𝑑
 (𝑟𝑎𝑑)         (5). 
Where: 
𝑑 is the baseline length, 
𝜎𝑟𝑎𝑛𝑔𝑒  is error in range, 
𝐴𝐷𝑂𝑃 =  √𝑡𝑟𝑎𝑐𝑒[(𝑛𝐼 − 𝑆𝑆𝑇)−1] is the Attitude Dilution of Precision, similarly to 
the Geometry Dilution of Precision (GDOP), and 
I the identity matrix 
𝑆 = [𝑠1, 𝑠2, … 𝑠𝑛] is the matrix 1 x n of  unit vectors 𝑠𝑖, 
𝑠𝑖  is the LOS to the satellite i, 
n is the number of satellites in view. 
 
Generally 𝐴𝐷𝑂𝑃 ≤ 1 and thus, as proposed in (Reference 18 and 19), by making the approximation of 
ADOP = 1,   
𝜎𝑅 =
𝜎𝑟𝑎𝑛𝑔𝑒
𝑑
        (6). 
In (References 4), from an analysis on the different sources of errors in range (multipath, structural dis-
tortion, troposphere, SNR and error in the receiver), multipath results to be the dominant error, as also stated 
in (Reference 18 and 19). Furthermore, previous investigations20 showed that even with the most careful 
study on the location of the antenna, the error cannot be reduced below 5 mm. 
Thus, for a baseline of 10 cm for CubeSats, an approximation of  𝜎𝑅 could be: 
𝜎𝑅 =
5
𝑑
=
5
100
= 0.05 𝑟𝑎𝑑 = 2.86°. 
 
 
IV.II Single Antenna Approach 
The use of more than one antennas incurs a more complex structure, a larger volume, and higher cost of 
the attitude determination system. Moreover, the attainable accuracy with small baselines is not as high as 
with long baselines. These characteristics restrict its application for nanosatellites. Instead, a single antenna 
GNSS receiver can be used as a multi-purpose navigation sensor to provide attitude information in addition 
to position and velocity measurements. 
 
Signal Strength Measurements 
The first GNSS observable used in most single antenna attitude systems was the signal strength measure-
ment: by assuming that the receiving antenna gain reduces monotonically from the boresight vector to 90° 
off-boresight and that the azimuthal gain variation is enough small to be ignored, through the measurement 
of all GNSS satellite signal strengths and the known geometry of the tracked satellites, the orientation of the 
antenna boresight vector, with respect to a reference coordinate system, can be estimated, as proposed i.e. in 
(Reference 21, 22, 23 and 24). In one approach developed by the NASA Jet Propulsion Laboratory (JPL) in 
1998, the antenna boresight direction (that corresponds to the single-axis solution) is estimated as the 
weighted average of the line-of-sight (LOS) vectors from the GPS receiver antenna to each tracked GPS 
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satellite. Each weight is assigned based on the measured Carrier-to-Noise ratio C/NO value, in such way that 
the GPS satellites corresponding to the higher C/NO measurement will have the higher weight applied to 
their LOS vector. But the achievable accuracy was coarse: for six to eight tracked GPS satellites was approx-
imately 15°.23 In a second approach, developed by Axelrad in (Reference 21), the received GPS signal 
strength is modelled as a function of the boresight angle, from which a single-axis solution is obtained. For 
this approach, the achieved accuracy was demonstrated to vary between 3.2° and 11.9° rms for space-borne 
data, and between 10° and 15° for ground data. For both mentioned approaches the main cause of the coarse 
accuracy is the inaccurate modeling of the GPS signal transmission link budget parameters.23  However if 
the measured C/NO value is modelled  as function  of the antenna boresight angle only, not enough infor-
mation are available for a full 3-axis attitude solution, which can be obtained if i.e. the antenna boresight 
model is coupled with  a magnetometer measurement, as proposed in (Reference 24).  In (Reference 24), it 
is shown that using a single antenna on a gradient stabilized satellite, by implementing a three dimensional 
receiving antenna gain model, the full 3-axis attitude determination is possible, however the potential accu-
racy is of the order of 3° for pitch and roll and 10° for yaw. In a more recent work described in (Reference 
24), 5-7° RMS accuracy are demonstrated in simulation by using single antenna GPS SNR observations 
coupled with a magnetometer.  
 
GNSS Derived Acceleration 
Another way to extract attitude information from a single GNSS antenna is through the use of the GNSS 
derived acceleration.  This can be implemented by differentiating doubly the carrier phase25 or by differenti-
atinng directly the GNSS velocity26 to obtain the range acceleration. GPS-derived acceleration can be used 
as an absolute attitude reference if coupled with with a 3-axis accelerometer. The GNSS derived acceleration 
vector, combined with the gravity vector and the centrifugal and Coriolis effects of the Earth's rotation, pro-
vides the estimation of a vector that corresponds to the equivalent of a 3-axis accelerometer output in the 
Earth-centered, Earth-fixed (ECEF) frame. In fact, an on board 3–axis accelerometer provides the same vec-
tor in the BRF. This two vectors couple can be used with another vectors couple provided by an on board 
magnetometer and an on board geomagnetic field model, in order to solve the Wahba's problem and provide 
the full attitude. In this paper, we estimate firstly the GPS derived acceleration (obtained by differentiating 
the ECEF GNSS velocity) and after, the attitude determination accuracy achievable by using these accelera-
tions and the ones provided by accelerometers in conjunction with a magnetometer and a dipole geomagnetic 
model. The ECEF accelerations 𝒂𝐸𝐶𝐸𝐹  can be estimated by time differentiating the ECEF velocity 𝒗𝐸𝐶𝐸𝐹  
provided as standard output of a GNSS receiver through the carrier frequencies Doppler shifts measurements 
of the GNSS satellites signal. Previous studies on GPS velocity determination prove that the achievable ac-
curacies is of a few millimeters per second depending on receiver quality, whether in static or kinematic 
mode, stand-alone or relative mode, and the particular dynamics situation.27,28,29 
 
 
V. GPS DERIVED ACCELERATION ACCURACY 
The GPS ECEF derived acceleration 𝒂𝐸𝐶𝐸𝐹  accuracy is calculated by using:  
 the ECEF velocity observations 𝒗𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  provided as standard output of  the “U-Blox 5 GPS engine” 
receiver; 
 the GPS L1 signal generated by the very accurate multi-GNSS full constellation simulator “Spirent 
GSS8000"; 
 the observed ECEF accelerations 𝒂𝐸𝐶𝐸𝐹
𝐺𝑃𝑆 , obtained by time differentiating  the 𝒗𝐸𝐶𝐸𝐹
𝐺𝑃𝑆 ; 
 the true velocities 𝒗𝐸𝐶𝐸𝐹
𝑡𝑟𝑢𝑒  and true accelerations 𝒂𝐸𝐶𝐸𝐹
𝑡𝑟𝑢𝑒  provided by the “Spirent GSS8000" simulator, 
for which the corresponding signal is generated. 
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Since the “U-Blox 5 GPS engine” is limited to work within 50 Km of altitude30, the ECEF velocity ob-
servations 𝒗𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  have been obtained for the following cases:  
 Static Earth user. The “U-Blox 5 GPS engine” receives the GPS L1 signal from “Spirent 
GSS8000" simulator, which generates the signal that the receiver would receive if it was placed 
on the Earth surface at  longitude East 6°56.4’,  latitude North 46°59.4’ and   altitude 400 m 
(Neuchatel, Switzerland), on April 10th 2013, at 12:15.  
 Dynamic airborne user. The “U-Blox 5 GPS engine” receives the GPS L1 signal from “Spirent 
GSS8000" simulator, which generates the signal that the receiver would receive on April 1st at 
10:00, if it was placed on board an aircraft, which, from the starting point at latitude 50°25.21’, 
longitude -4°5.994’ and  height 140 m, performs the following flight maneuver: 
o slow acceleration - 20 s duration - speed change of 60 m/s 
o Climb – height change 300 m, height rate 8m/s, lateral acceleration start 1 g, lateral 
acceleration end 1.5 g 
o Acceleration Turn – heading change 125°0’, lateral acceleration  start 1 g, lateral ac-
celeration end 1.5 g, speed change 30 m/s 
o acceleration – duration 120 s, speed change 120 m/s 
o Straight – duration 950 s. 
 
To calculate the tropospheric delay, the Spirent simulator uses the tropospheric model from (Reference 
32). The ionospheric delay is modelled according to the Klobuchar model.33  The constellations model con-
sists of 31 GPS satellites, including at least four satellites in each of six orbital planes, as described in (Ref-
erence 33). In this study just the L1 GPS is considered, for which it is assumed a power reference level of -
130 dBm. 
Figure 6 and Figure 7 illustrate the velocity measurement error histogram, obtained by comparing the “U-
Blox 5 GPS engine” ECEF velocity observations 𝒗𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  to the corresponding true 𝒗𝐸𝐶𝐸𝐹
𝑡𝑟𝑢𝑒  provided by “Spirent 
GSS8000", for the Static Earth user and the Dynamic airborne user cases.  
 
Figure 6. Velocity measurement error histogram of the “U-Blox 5 GPS engine” for the Static 
Earth user case. 
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Figure 7. Velocity measurement error histogram of the “U-Blox 5 GPS engine” for the Dynamic 
airborne user case. 
By time-differenting the ECEF velocity observations 𝒗𝐸𝐶𝐸𝐹
𝐺𝑃𝑆 , the corresponding observed ECEF acceler-
ations 𝒂𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  are computed. The 𝒂𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  are then compared to the true accelerations 𝒂𝐸𝐶𝐸𝐹
𝑡𝑟𝑢𝑒  provided by the 
“Spirent GSS8000" simulator obtaining the observed acceleration error vector 𝒆𝐸𝐶𝐸𝐹
𝑎 . Figure 8 and Figure 9 
respctively shows the histogram of the Cartesian components of 𝒆𝐸𝐶𝐸𝐹
𝑎 , for the Static Earth user and for the 
Dynamic airborne user cases.  
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Figure 8. Acceleration error histogram for the Static Earth user case. 
 
Figure 9. Acceleration error histogram for the Dynamic airborne user case. 
 
For the the Static Earth user case the acceleration error has a standard deviation  of 0.005 m/s in the x 
and z component, 0.001 m/s  in the y component , while for the Dynamic airborne user case 0.007 m/s in the 
x, 0.004 m/s in the y and 0.003 m/s in the z component. 
The corresponding attitude information accuracy can be calculated as arc cosine of the dot product be-
tween the 𝒂𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  and the 𝒂𝐸𝐶𝐸𝐹
𝑡𝑟𝑢𝑒  vector directions. It is illustrated in Figure 10 for the Dynamic airborne user 
case. The same information is reported as histogram in Figure 11. 
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Figure 10. Attitude information accuracy obtainable from the “U-Blox 5 GPS engine” derived ac-
celerations, calculated as arc cosine of the dot product between the 𝒂𝑬𝑪𝑬𝑭
𝑮𝑷𝑺  and the 𝒂𝑬𝑪𝑬𝑭
𝒕𝒓𝒖𝒆  vector direc-
tions. 
 
 
Figure 11. Histogram of the attitude information error obtainable from the “U-Blox 5 GPS en-
gine” derived accelerations, calculated as arc cosine of the dot product between the 𝒂𝑬𝑪𝑬𝑭
𝑮𝑷𝑺  and the 
𝒂𝑬𝑪𝑬𝑭
𝒕𝒓𝒖𝒆  vector directions. 
 
The precision of many values in Figure 10 is due to the quantization of the GPS velocity measurement, 
which impact the acceleration computation and accordingly its angular error. The average angular error of 
less than 0.6° shows that the GPS derived accelerations can be used efficiently as attitude reference.  
The GPS derived ECEF accelerations 𝒂𝐸𝐶𝐸𝐹
𝐺𝑃𝑆  can provide an attitude information, but they cannot provide 
the full attitude; they need to be coupled to the corresponding BRF accelerations 𝒂𝐵𝑅𝐹
𝐼𝑁𝑆   measured by accel-
erometers and fused with another pair of vectors 𝒗𝐵𝑅𝐹 , 𝒗𝐸𝐶𝐸𝐹  as described in section III. 
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VI. GPS DERIVED ACCELERATION BASED ADS 
By assuming a normal distribution of the GPS derived acceleration error components, the standard devi-
ation from the Dynamic airborne user test is used to model the observed ECI acceleration vector  𝒂𝐸𝐶𝐼
𝐺𝑃𝑆 in 
LEO. In order to provide the full attitude, this vector is fused with: 
 the observed BRF acceleration vector 𝒂𝐵𝑅𝐹
𝐼𝑁𝑆 , measured by a three-axis accelerometer, Inertial Navigation 
System (INS) 
 the observed BRF magnetic field vector 𝒎𝐵𝑅𝐹
𝑇𝐴𝑀, measured by a three-axis magnetometer (TAM) 
 the predicted ECEF magnetic field vector 𝒎𝐸𝐶𝐼
𝑊𝑀𝑀2010, calculated by the the geomagnetic model World 
Magnetic Model 2010 (WMM2010). 
Figure 12 illustrates the high level Simulink® architecture of the 𝒂𝐸𝐶𝐼
𝐺𝑃𝑆, 𝒂𝐵𝑅𝐹
𝐼𝑁𝑆 ,  𝒎𝐸𝐶𝐼
𝑊𝑀𝑀2010, 𝒎𝐵𝑅𝐹
𝑇𝐴𝑀 
fusion, where the Wahba's problem solution is computed by using the Singular Value Decomposition (SVD) 
method, which is faster than the q-method for two vector observations and more robust than other faster 
methods, such as FOAM and ESOQ.11 
 
 
 
 
Figure 12. Simulink® ADS architecture. 
 
The INS three-axis accelerometer output 𝐴𝑚𝑒𝑎𝑠 has been modelled as suggested in (Reference 34): 
𝐴𝑚𝑒𝑎𝑠 = 𝐴𝑖𝑚𝑒𝑎𝑠 + 𝐴𝑏𝑖𝑎𝑠 + 𝑛𝑜𝑖𝑠𝑒. 
Where   :                                    
𝐴𝑖𝑚𝑒𝑎𝑠 is the ideal measured acceleration modelled as: 
 𝐴𝑖𝑚𝑒𝑎𝑠 =  𝐴𝑏 + 𝜔𝑏 × (𝜔 × 𝑑) + ?̇?𝑏 × 𝑑 
𝐴𝑏𝑖𝑎𝑠 are the biases 
𝜔𝑏 are body-fixed angular rates 
?̇?𝑏 are body-fixed angular accelerations 
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d is the lever arm  
g is the gravity acceleration 
 
In this model the following parameters have been assumed: 
 
 
 
𝐴𝑏𝑖𝑎𝑠 = [
3.5
3.5
4.0
]  𝑚𝑔 
 
 𝑑 = [
𝑑𝑥
𝑑𝑦
𝑑𝑧
] = [
0
0
5
]  𝑐𝑚 
 
Center of gravity  =[
𝑥
𝑦
𝑧
] = [
0
0
0
]  𝑐𝑚 
 
 
Noise power = [
0.001
0.001
0.001
] , assuming low cost accelerometers. 
 
The TAM output simulates the output of the MAG magnetometer35 produced by the SSBV Space and 
Ground Systems Ltd company, taking into account its resolution of 25nT , its noise of 2nT (RMS) and a 
sampling rate of 10 Hz. 
The WMM2010 error prediction has been modelled to be within 140nT for the North and East component 
and within 200nT for the Down component, as indicated in (Reference 36). 
 
The simulated orbital scenario is summarized below: 
 Semi major Axis: 7014.3 km 
 Eccentricity: 0.000 
 Inclination: 98 deg 
 Longitude of Ascending Node: 0 deg 
 Argument of Perigee: 0 deg. 
 Mean Anomaly: 0 deg. 
 
The attitude determination error corresponds to a rotation (rotation error), which is equivalent to a single 
rotation 𝜑 around one axis ?̂? that runs through a fixed point as illustrated in Figure 13. Figure 14 illustrates 
the final attitude error expressed as angle 𝜑 of the rotation error. 
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Figure 13. The rotation error. 
 
 
Figure 14. Final attitude error expressed as angle 𝝋 of the rotation error. 
 
 
Figure 15. Histogram of the final attitude error expressed as angle 𝝋 of the rotation error. 
 
The simulated final error has a standard deviation of 0.6°, a mean of 1.36°, and a peak of 3.95°. 
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VII. CONCLUSION 
In addition to its original use as timing and positioning system, GNSS can also be exploited as an attitude 
reference system because it can provide reference vectors that can be used as input of deterministic point by 
point solution algorithms. If a multiple antenna configuration is used, from carrier phase measurements, 
GNSS can be used as a complete attitude determination system, autonomous and driftless. However, in this 
case at least three antennas have to be placed in such a way to define two very precise and accurate baselines. 
Moreover, the use of more than one antenna incurs a complex structure, large volume, high cost, and while 
the achievable accuracy can be approximately 0.1° with large baseline14, it is reduced by more than one of 
order of magnitude with small baselines. A single antenna configuration seems to be more convenient for 
very small satellites, such as pico- and nanosatellites, which require low volume, low complexity on board 
systems. Although a single antenna GNSS receiver cannot provide the full attitude, it does not require special 
design; a GNSS receiver used on board as timing and positioning system, can in addition be used as attitude 
reference without any hardware modifications. The single antenna approach based on the GNSS derived 
accelerations can provide a much higher accuracy than the technique based on the signal strength. The accel-
erometers required to provide the BRF acceleration are already commonly available on board any class of 
satellites, because part of the on board IMU; furthermore, the Magnetometer is also very often used on board 
very small satellites because also required for the magnetic actuators functioning, used as main actuators of 
the Attitude Control System (ACS) or to desaturate reaction wheels of the same ACS. For the scenarios 
assumed, a mean attitude error of 1.36° makes the GNSS derived acceleration method as suitable for low 
cost pico- and nanosatellites missions, which do not require a very high pointing accuracy. Such a GNSS 
solution could also be used to provide a reference in a monitoring system or a first attitude approximation to 
initialize a more accurate attitude estimation. 
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