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Direction-sensitive WIMP dark matter searches may help overcome the
challenges faced by direct dark matter detection experiments. In particu-
lar, directional detectors should be able to clearly differentiate a dark mat-
ter signal from background sources. We are developing a Directional Dark
Matter Detector (D3) based on a gas Time Projection Chamber (TPC)
using Gas Electron Multipliers (GEMs) for charge amplification and pixel
electronics for readout. This approach allows the three-dimensional recon-
struction of nuclear recoils in a room-temperature detector with low energy
threshold and low noise. We present an overview of our past and ongoing
work developing this technology, including the performance measurements
of small prototypes, as well as our planned future work constructing a m3-
scale detector to clearly determine whether the signals seen by DAMA,
CoGeNT, and CRESST-II are due to low-mass WIMPs or background.
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Fig. 1. Hammer-Aito↵ projection of the WIMP flux in Galactic coordinates. A WIMP mass of
100 GeV has been assumed (from Ref. 12).
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Fig. 2. (left) The daily rotation of the Earth introduces a modulation in recoil angle, as measured
in the laboratory frame. (right) Magnitude of this daily modulation for seven lab-fixed directions,
specified as angles with respect to the Earth’s equatorial plane. The solid line corresponds to zero
degrees, and the dotted, dashed, and dash-dot lines correspond to ±18 , ±54  and ±90 , with
negative angles falling above the zero degree line and positive angles below. The ±90  directions
are co-aligned with the Earth’s rotation axis and therefore exhibit no daily modulation. This
calculation assumes a WIMP mass of 100 GeV and CS2 target gas. (from Ref. 13).
the WIMP origin of the dark matter interaction candidate events.11 This is often
referred to as the materials signal. In practice, this would require the detection of a
large number of events with both targets (in order to measure the energy spectra),
the operation of experiments in similar background environments, and accurate
calculations of the nuclear form factors.
Figure 1: The rotation of Earth as it moves through the WIMP wind causes a daily
shift in the incoming particle direction s measured in the lab fram [1].
1 Introduction
Our group is investigating the feasibility of micro-pattern gas detectors for use in
direction-sensitive searches for weakly intreating massive particles (WIMPs). We
are specifically evaluating the use of Gas Electron Multipliers (GEMs) and pixel
electronics as readout technology for a gas Time Projection Chamber (TPC). The
D3 readout system is one of four candidate technologies for DRIFT-HD, a planned
large-scale directional detector to be built as part of the DRIFT (Directional Recoil
Identification From Tracks) experiment.
Directionally-sensitive dark matter detectors are of interest due to their potential
to provide unambiguous evidence for the existence of WIMPs. The earth’s motion
with respect to the galactic rest frame should produce a “WIMP wind” through the
planet originating from the direction f th constellatio Cygnus. The rotation of the
earth as it moves through this wind would cause a daily 90◦ shift in the incoming
particle direction as seen by a detector on the surface. This principle is illustrated
in Figure 1. There is no known background with a similar signature, making this
a very promising detection method. It is also a very large effect, with some models
predicting that the signal could be distinguished from background with only O(10)
events [2].
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Figure 2: Left: Cross-sectional diagram of D3-micro detector (not to scale). Right:
Image of the D3-micro detector in the lab at University of Hawaii.
2 Current Work at University of Hawaii
2.1 Detector Design and Operation
In 2010, our group built a small prototype detector, D3-micro (shown in Figure 2).
The sensitive volume of the detector (also referred to as the drift gap) is defined by
a copper mesh situated 9.2 mm away from the surface of a GEM. Another GEM is
located directly below the first, and below that is located the readout plane. This
entire structure is then placed inside of a vacuum vessel, which is then filled with gas
to be used as the detection medium.
By holding the mesh and the top GEM at a potential difference, we create an
electric field in the drift gap. When ionization is produced in the volume due to
particle interactions with the gas, electrons are accelerated by the field and become
free electrons. As these electrons drift out of the sensitive volume, they pass through
both GEMs, each of which produces avalanche multiplication. The resulting avalanche
charge is read out by the ATLAS FE-I3 pixel chip.
The GEMs used are a standard CERN design with a 5 × 5 cm active area and
140 µm hole spacing. Using a double GEM layer allows the detector to run at very
high gain with low risk of sparking; we have been running this setup in ArCO2 with a
gain of ∼20,000 at atmospheric pressure. The pixel chip active area is 7 × 8 mm and
consists of 2880 50 × 400 µm pixels. Each pixel contains an integrating amplifier,
discriminator, shaper, and associated digital controls. This means each pixel can
individually measure the time of arrival for drifting charge clusters, and we can freely
tune each pixel’s threshold. The FE-I3 chip also has very low noise levels – ∼100
electrons per pixel.
The pixel chip is run in self-triggering mode – that is, no data is communicated
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Figure 5: E↵ective gain of double GEM layer versus sum of GEM voltages.
Top: measured for high GEM voltages with keV x-rays, for ArCO2 and HeCO2
gas at atmospheric pressure. Bottom: measured for lower GEM voltages with
MeV alpha particles for HeCO2 gas at atmospheric pressure.
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Figure 6: Gain resolution versus e↵ective gain of double GEM gain. Top:
measured for high GEM voltages with keV x-rays, for ArCO2 and HeCO2 gas
at atmospheric pressure. Bottom: measured for lower GEM voltages with MeV
alpha particles for HeCO2 gas at atmospheric pressure.
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Figure 7: Asymptotic (high-gain) gain resolution versus primary ionization en-
ergy. See text for discussion.
amplitude noise term, and b is the asymptotic detector resolu-
tion at high gain. Fitting this function to data yields the re-
sults summarized in table FIXME. The gain resolution seen at
lower energies (with the x-ray source) asymptotes (at high gain,
where PHA noise becomes negligible) around 10%, typical for
gas detectors. The resolution seen for MeV signals is much im-
proved, with measured resolutions down to 3.4% (FIXME), and
the fitted function extrapolating to an asymptotic value of 2%
at higher gain, i.e. rivaling the excellent energy resolution of
solid state detectors. (FIXME - true?)
Since three of the resolution measurements were performed
in the same gas, we can make further use of these to obtain
the dependence of the asymptotic (high-gain) detector resolu-
tion versus energy, see Figure 7. The three points are well de-
scribed by the function  G/G =
p
(c2/E + d2, with c=FIXME
and d=FIXME, where G is the gain, d is the gain stability of
the shaping amplifier and PHA used, while c is the fundamen-
tal gain resolution of the detector, determined by fluctuations
in the initial ionization statistics and the statistical fluctuations
in avalanche process. Both of these e↵ect average out as the
ionization statistics increase, which gives rise to the 1/
p
(E)
dependence of the c term. In fact, it can be shown [? ] that
c = WFb(FIXME), where W is the workfunction of the gas,
F the Fano cite factor, and b the polyia distribution parameter.
Taking the measured c =, W = XX, and F =?? we obtain b=
ZZZ for the double GEM layer.
The message of Figure 7 is twofold: For the lowest ener-
gies measured, 3 keV, our detector’s gain resolution is of or-
der 15%, likely su cient to provide head/tail discrimination for
keV-scale nuclear recoils, as expected for low mass (10-GeV
WIMPs). Since the resoltution in the keV range is limited by
the primary ionization statistics in the gas and the avalanche
gain fluctiations in the GEMs, improving the (pixel, shaper,
PHA) electronics further would not improve energy resolution
Figure 8: Example of cosmic ray events measured in ArCO2 gas (left) and
HeCO2 gas (right) atmopsheric pressure. The ionization deposited by the tracks
shown is estimated to be of order 2 keV [FIXME check/update!] (ArCO2) and
0.5 keV (FIXME check/update!) HeCO2, clearly demonstrating the ability to
reconstruct tracks at the keV scale, which is of interest for low-mass directional
Dark Matter searches.
in a detector targeting typical energies expected from WIMP
recoils. On the other hand, at MeV scale energies, of interest of
fast-neutron spectroscopy, the PHA chain used is currently lim-
iting the gain resolution measurement (which based on the fit
result asymptotes at 2%), and improving (pixel, shaper, PHA)
electronics further could lead to significant improvements of
(the already excellent) in energy resolution.
4. Measurements of Point Resolution
We use a sample of cosmic ray muon events to measure the
point resolution of the detector with HeCO2 gas at atmospheric
pressure. For this study we ran with high gain (ZZZ) and in-
creased the drift field to ZZZ, for an expected drift velocity of
ZZZ. This descreases the z-resolution, but allows the 16 pixel
chip time bins from a single self-trigger to cover the whole
9.2-mm gap. By selecting tracks that traverse the entire drift
gap, we can then know the absolute vertical position of each hit
recorded, which is not normally possible in a TPC. We then fit a
straight line hypothesis to the distribution of hits, and measure
the transverse (to the drift direction) point resolution from the
distribution of the residuals of the hits to the fitted line. To sim-
plify our analysis we calculate signed, biased x- and y- residuals
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Figure 3: Left: Effective gain of the double GEM layer versus the sum of the GEM
voltages. Right: High-gain resolution plotted ag inst primary onizati n en rgy in
ArCO2.
from the chip to the DAQ system unless an event is detected. Using the x-y positions
of each pixel plus the z-position inferred from time-of-arrival measurement, the FE-I3
should allow for full 3D reconstruction of recoil tracks with head-tail sensitivity. In
addition, the combination of high GEM gain and low threshold for the pixels allows
for single-electron efficiency, with every electron arriving at the first GEM being read
out by the pixel chip.
2.2 Characteriz ion
We have performed various studies to characteri e the perfo mance of our detector
prototype, including measurements of the GEM gain and gain resolution as well as
the point and angular resolutions.
2.2.1 Gain and Gain Resolution
To study the GEM gain, we used an uncollimated Iron-55 x-ray source, positioned on
top of the anode mesh. For this study, we did not use the FE-I3 chip; instead it was
replaced by a solid copper pad attached to a pulse height analyzer, allowing us to
measure the energy spectrum of our x-ray source. Measurements were taken for two
gas mixtures, Ar:CO2 (70:30) and He:CO2 (70:30), both at atmospheric pressure. We
have run this setup for weeks at a time at high gain (∼ 104) with no sparking issues.
By fitting the energy peaks with a combination of Gaussian and other functions,
we are able to determine the gain value (from the Gaussian mean) and gain resolution
(from the standard deviation of the Gaussian). Figure 3 plots the effective gain of
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Figure 11: Reconstructed direction of alpha tracks from Po-210 source placed
FIXME cm from detector, operating with HeCO2 gas at atmospheric pressure.
Figure 12: Track fitter errors in theta (left) and phi (right), for alpha particle
events measured in HeCO2 gas at atmopsheric pressure.
p
(DETECTOR +  2STRAG) = 1.35 deg. We have not tried to
experimentally measure the straggling, but this could be done
in the future. For now, SRIM simulation suggest that that strag-
gling contribution is small, so that we can set an upper limit
 
 
DETECTOR <= 1.35 deg for phi, FIXME for theta.
A second way to estimate the angular resolution for alpha-
particles is to use the fitting uncertainties returned by the track-
fitter. This in turn requires normalizing the  2 distribution from
the trackfit. The track-fitter  2 is given by ....., where . We
set d =
p
( x, y, z). The estimated track angle resolutions,
shown in Figure ??, have a mean of    =? (FIXME) and  ✓ =
FIXME . These values don’t take into account bias on the track
due to outliers from (rare) noise hits, so they could be consid-
ered lower limits. The values are excellent agreemtn with upper
limits discussed above.
A third way to estimate the angular resolution of tracks is an-
alytically. Assuming the charge is distributed uniformely along
the alpha-particle tracks (according to SRIM simulation, this is
a good approximation for the short section of the track that is
measured), the track angle resolution is given by,
4 
L
p
N
, (1)
where   is the point resolution in the coordinate direction that
determines the angle of interest, L is the track length, and N is
the number of space-points measured. The alphas considered
here traverse the whole chip so that L ⇡ 5.2mm (FIXME), and
are roughly parallel to the x-axis, so that when calculating   ,
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Figure 4: Angular distribution of alpha particle tracks produced by Po-210 source.
our two GEMs versus the sum of the GEM voltages for both gas mixtures. We also
studied the asymptotic (high-gain) resolution versus energy in ArCO2, as shown in
Figure 3. We find that the detector has good gain resolution for MeV-scale signals,
and the resolution is adequate even at the keV scale. This indicates that we should
achieve good head-tail discrimination with the detector, perhaps even in the keV
range.
2.2.2 Angular Resolution
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Figure 11: Reconstructed direction of alpha tracks from Po-210 source placed
FIXME cm from detector, operating with HeCO2 gas at atmospheric pressure.
Figure 12: Track fitter errors in theta (left) and phi (right), for alpha particle
events measured in HeCO2 gas at atmopsheric pressure.
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A third way to estimate the angular resolution of tracks is an-
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the alpha-particle tracks (according to SRIM simulation, this is
a good approximation for the short section of the track that is
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where   is the point resolution in the coordinate direction that
determines the angle of interest, L is the track length, and N is
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Figure 5: Gaussian fit to the angular distribution of alpha particle tracks in both the
polar (left) and azimuthal (right) directions.
4
To determine the angular resolution of our detector, we placed a Polonium-210
alpha particle source next to the drift gap, aimed such that the alpha particles tra-
versed the drift region horizontally, above the surface of the pixel chip. We filled the
detector with the HeCO2 mixture and looked for tracks of the Helium nuclei. After
performing an event selection to obtain a group of well-reconstructed alpha events,
we fit each event to a line in 3D space to find its angle of origin. As can be seen in
Figure 4, these events clearly point back to a single well-defined source. By fitting a
Gaussian curve to the 1D projection of these events in both the polar and azimuthal
directions (see Figure 5) and determining the standard deviations, we found that the
angular resolution was on the order of 1◦ in both directions.
2.3 Directional Neutron Detection
Figure 6: Simulations of nuclear recoils performed with SRIM. Left: 1 MeV Hydrogen
nuclei recoiling in 1 atm of C4H10 gas. Right: 100 keV Fluorine nuclei recoiling in 75
Torr of CF4 gas.
With the excellent performance of our prototype detector established with charac-
terization studies, the next goal was to perform directional detection of fast neutrons.
Fast neutrons make for a good first demonstration of the dark matter detection princi-
ple, because they scatter elastically with the gas, as is expected for WIMPS. Neutron
recoils, however, have higher energy and thus are substantially easier to detect. Fig-
ure 6 shows simulations of nuclear recoils caused by neutrons and WIMPs in two
different gases.
To demonstrate fast neutron detection, we exposed the detector to a 50 µC
Californium-252 neutron source. The detection medium was atmospheric HeCO2.
In initial testing, it was difficult to separate the Helium recoils due to neutrons from
5
Figure 7: Helium nucleus recoil event recorded with modified detector prototype.
background events, caused mainly by radioactivity in our detector materials and pro-
tons produced by interactions of the neutrons with the plastic support structure.
To counteract these backgrounds, we made the simple modification of increasing the
drift gap from 9.2 mm to 5 cm and reduced the amount of material in the acetal sup-
port structure, which immediately gave us a dramatically better signal-to-background
ratio.
With this modified design, the detector clearly and correctly pointed back to the
neutron source (an example neutron event is shown in Figure 7). Figure 8 shows two
data sets, one taken with the neutron source pointing at the detector and the other
with the source absent. At this point, no particle identification or event selection cuts
have been applied to the data, but we are already able to clearly identify the source
direction. We are currently working to implement particle identification cuts as well
as head-tail discrimination to improve the directionality of the detector.
3 Application of Technology to WIMP Detection
We have now demonstrated precise, 3D directional nuclear recoil detection in the
100-500 keV range with a small TPC. However, some questions remain as we look to
apply this technology to WIMP detection. One uncertainly is whether the detector
6
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Figure 8: Comparison of two sets of events recorded with modified detector prototype.
The set taken with no neutron source present (left) has a relatively flat distribution,
while the one taken with the the Cf-252 source pointing at the detector (right) shows
an obvious peak in the direction of the neutron source.
will remain effective for low energy recoils (in the range of 10 keV). Sensitivity to
these events is important for exploring the possibility of low mass WIMPs. With
our upcoming detector prototypes, we will investigate factors important for detection
at low energies, including the operation of the detector at low gas pressures and
the physical characteristics of low energy nuclear recoils (e.g. quenching factor and
straggling).
To reach the target mass necessary for competitive WIMP detection, it is also
important that we be able to build large-scale TPCs. We are currently exploring a
few options to help limit the cost per unit volume of our detectors. The first is an
upgrade to the next-generation ATLAS pixel chip, the FE-I4. The active area of the
new chip is approximately five times the size of our current FE-I3 chip, which would
allow us to instrument a larger readout volume at a lower total electronics cost. A
comparison of the two pixel chips is shown in Figure 9. Our collaborators at Lawrence
Berkeley National Laboratory have installed the FE-I4 in their TPC and run initial
tests, while the Hawaii group is in the process of building a new detector prototype
using the next-generation chip.
We are also developing the charge-focusing readout of TPCs, a novel method
that would allow a small area of electronics to be sensitive to a much larger detector
volume [3]. By focusing the drift charge with electrostatic fields, we would increase
the detector volume read out by the pixel chip while maintaining its small feature
size, which is important for limiting noise levels. Simulations suggest that we should
be able to achieve homogeneous focusing across the readout area while limiting the
7
Figure 9: Side-by-side comparison of the ATLAS FE-I3 and FE-I4 pixel chips Left:
The FE-I3 uses an array of 50 × 400 µm pixels, with a 7.4 × 11.0 mm active area.
Right: the FE-I4 uses 50 × 250 µm pixels and has an active area of 20.3 × 19.2 mm,
making it both larger and higher in resolution than the FE-I3.
diffusion, so that we would be able to retain the directionality of recoil tracks. The
first experimental tests of this idea yielded promising results, but a more detailed
analysis needs to be done to fully establish its feasibility.
4 Conclusions and Outlook
The results of the D3-micro prototype show that a TPC using GEMs and pixel readout
can achieve precise, 3D directional detection of nuclear recoils. The detector can
be run stably for extended periods, and the GEMs allow for high gain with good
resolution, which should enable accurate head-tail identification for recoils. Overall,
the results are promising for the application of this detector technology to the search
for WIMPs.
In the immediate future, we will begin work on a larger prototype detector, D3-
milli (depicted in Figure 10). This detector will be much larger than the current
D3-micro , with approximately 10 liters of active volume. It will use the new FE-I4
pixel chip along with 10 × 10 cm GEMs from CERN, as well as an upgraded DAQ
system.
We have also recently joined the DRIFT Experiment, the world’s leading direc-
tional dark matter search effort. DRIFT is the only experiment running a directionally-
sensitive detector on the m3 scale, and they are currently working on plans for DRIFT-
III, a 24 m3 detector with 4 kg of target mass. We believe that combining our readout
8
Figure 10: Top-down view of D3-milli design, which implements four unit cells inside
a common field cage.
technology with DRIFT’s experience and expertise will give us a great advantage in
building a competitive directionally-sensitive WIMP detector.
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