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Features in educational data are ambiguous which leads to noisy features 
and curse of dimensionality problems. These problems are solved via 
feature selection. There are existing models for features selection. These 
models were created using either a single-level embedded, wrapper-
based or filter-based methods. However single-level filter-based methods 
ignore feature dependencies and ignore the interaction with the classifier. 
The embedded and wrapper based feature selection methods interact with 
the classifier, but they can only select the optimal subset for a particular 
classifier. So their selected features may be worse for other classifiers. 
Hence this research proposes a robust Cascade Bi-Level (CBL) feature 
selection technique for student performance prediction that will minimize 
the limitations of using a single-level technique. The proposed CBL feature 
selection technique consists of the Relief technique at first-level and the 
Particle Swarm Optimization (PSO) at the second-level. The proposed 
technique was evaluated using the UCI student performance dataset. In 
comparison with the performance of the single-level feature selection 
technique the proposed technique achieved an accuracy of 94.94% which 
was better than the values achieved by the single-level PSO with an 
accuracy of 93.67% for the binary classification task. These results show 









The role of education in the development of any coun-
try cannot be over emphasised. This is because of its’ im-
pacts on the social, economic and political developments 
in any society [1]. The quality of any nation is directly 
proportional to the quality of her education system, hence, 
the ongoing efforts to improve the quality of educational 
institutions. Academic performance of students in any 
educational institution is a measure of the institutions effi-
ciency in knowledge delivery [2]. 
The interest of researchers and scholars on learning 
outcomes have grown exponentially and this account for 
the reason why scholars have been working hard to find 
out factors that affects good academic performance [1]. 
There are different factors that affects students’ perfor-
mance. They include: intelligence, state of health, moti-
vation, anxiety, suitable learning environment, adequate 
education infrastructures, family and parental influences, 
societal influences, institutional influences [3].
In Computer Science, one of the active fields is data 
mining. Data mining deals with the process of extracting 
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valuable information from raw data [4]. Data mining is 
crucial due to the rising amount of data and the immedi-
ate need to translate these data into practical information. 
Presently, data mining technique is being applied to differ-
ent sectors of life. The educational sector is a significant 
area in which data mining is gaining increasing interest. In 
educational field data mining is referred to as Educational 
Data Mining (EDM). EDM emphasizes that useful knowl-
edge is obtained from educational information systems 
such as the course management systems, registration sys-
tems, online learning management systems, and applica-
tion systems. Predicting the academic success of students 
is a significant application of EDM. In the educational en-
vironment, the analysis and estimation of student perfor-
mance is an integral aspect. This prediction task foresees 
the importance of an unknown variable that distinguishes 
students with outcomes such as pass or failure, grades and 
marks [5].
EDM emerges as a result of rapid growth in educa-
tional data and this has presented several challenges to 
researchers to develop more efficient data mining methods 
[6]. In EDM the features in educational data are ambiguous 
which leads to the curse of dimensionality problem. This 
issue of curse of dimensionality and noisy features can be 
solved using dimensionality reduction. Dimensionality 
reduction can be achieved via feature selection. The pur-
pose of feature selection is to select an appropriate subset 
of features which can efficiently describe the input data, 
which reduces the dimensionality of feature space and 
removes irrelevant data. There are existing models for 
selection of student performance features. However these 
models were created using either a single-level embedded, 
wrapper-based or filter-based methods. Filter methods 
are fast and independent of the classifier but ignore the 
feature dependencies and also ignores the interaction with 
the classifier [7]. Since both embedded and wrapper based 
feature selection methods interact with the classifier, they 
can only select the optimal subset for a particular classi-
fier. So the features selected by them may be worse for 
other classifiers [8,9]. Filter-based method is fit for dealing 
with data that has large amounts of features since it has a 
good generalization ability. Given the importance of fea-
tures and the relevance between features, the filter-based 
feature selection algorithm can only rank the features and 
cannot optimally select the subset of the selected features. 
Therefore, particle swarm optimization was used to opti-
mally select the subset of the selected features after per-
forming filter-based selection. Hence, this research work 
proposes a cascaded bi-level feature selection approach to 
overcome the drawbacks of a single filter-based and wrap-
per-based selection techniques for student performance 
prediction. The contributions of this study are:
(1) Development of a cascaded bi-level feature selec-
tion technique for student performance prediction. 
(2) Selection of optimal features using the cascaded 
bi-level feature selection technique.
(3) Evaluation of performance of the cascaded bi-level 
feature selection technique.
The following is how the rest of the paper is structured: 
A summary of related researches on student performance 
prediction is included in section two. The techniques used 
to accomplish the goal of student performance prediction 
is presented in section three. In section four results from 
the experimentation are presented and discussed. The 
study’s conclusion is presented in section five and lastly 
future works are presented in section six. 
2. Related Works
Students’ viability of progress is essential to predict 
student performance. The significance of predicting stu-
dent performance has led researchers to become more and 
more interested in this field. Therefore, various researches 
have been published to predict students’ performance.
In the study by Lau [10] ANN was used to evaluate and 
predict the students’ CGPA using the data about their 
socio-economic background and entrance examination re-
sults of the undergraduate students from a Chinese univer-
sity. In order to evaluate the performance of ANN, compu-
tations of Mean Square Error (MSE), regression analysis, 
error histogram and confusion matrix are introduced to 
ensure the appropriateness of ANN’s performance in mit-
igating the arising of over fitting issues. Overall, the ANN 
has achieved a prediction accuracy of 84.8%, and with 
AUC value of 0.86. However the proposed Artificial Neu-
ral Network (ANN) method performs poorly in classifica-
tions of students according to their gender, as high False 
Negative rates are obtained as results, which is likely due 
to high imbalance ratio of two different types of sample. 
Olalekan [11] adapted Bayes’ theorem and ANN to con-
struct a predictive model for students’ graduation proba-
bility at a tertiary institution. Four variables were used for 
prediction: Unified Tertiary Matriculation Test, Number of 
Sessions at the high school level, Grade Points at the high 
school level and Entry Mode. The data used was collected 
from the Computer Science School, Federal Polytechnic, 
Ile-Oluji, in Ondo State, Nigeria. The data were composed 
of 44 examples with five attributes. The study concludes 
that the ANN has a 79.31% higher performance accuracy 
than the 77.14% obtained by the Bayes classification mod-
el. The ANN precision improved as the hidden layers in-
creased. As compared to other previous works, the overall 
accuracy in this study was low because of the small size 
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of data used. Expanding the data size would help enhance 
the accuracy of the classification of the model. 
Salal [12] presented a model for student performance 
classification based on the Eurostat Portuguese data set 
consisting of 33 attributes and 649 instances. Nine classi-
fiers namely: ZeroR, Naïve Bayes, Random Forest, Ran-
dom Tree, Decision Tree (J48), REPTree, Simple Logistic, 
JRip, and OneR were utilized in this study. In this study 
feature selection was performance using filter-based 
technique. All the nine classifiers had performance im-
provement when trained with the selected features. For 
instance the decision tree classifier with an accuracy of 
67.79% when trained with all the feature attained 76.27% 
when trained with the selected features. This shows that 
student’s attributes affect the student performance. The 
drawback of the proposed system is that filter-based fea-
ture selection techniques ignore the feature dependencies 
and also ignore the interaction with the classifier. 
Magbag and Raga [13] focused on building a model to pre-
dict first-year students’ academic success in tertiary educa-
tion. This research aimed to allow early intervention to help 
students stay on course and reduce non-continuance. The 
data utilized in this paper were obtained from three higher 
education institutions in Central Luzon, primarily in the cities 
of Angeles, San Fernando and Olongapo. The study subjects 
included first-year students from 8 academic departments 
from 2018-2019; Arts and Sciences, Engineering and Archi-
tecture, Computer Studies, Criminology, Education, Hospi-
tality and Tourism, Business and Accountancy, Nursing and 
Allied Medical Sciences. The dataset was composed of 4,762 
examples. The dataset was pre-processed, and missing values 
were deleted, leaving 3,466 available samples. Using Corre-
lation-based Feature Selection, Gain Ratio and Information 
Gain for feature rating, feature selection was carried out. 
Using these selected features, the NN and logistic regression 
models were trained and evaluated. In comparison with sim-
ilar works, the scale of the dataset used rendered the scheme 
more robust. However, the accuracy of 76% achieved in this 
analysis is low.
Ünal [14] performed student performance prediction 
using feature selection. Decision tree, random forest and 
Naïve Bayes were employed on the educational datasets 
to predict the final grades of students. In this study two 
experiments were conducted. The first experiment deals 
with training the classifiers without feature selection. And 
the second experiment deals with training the classifiers 
after feature selection. In the second experiment wrapper 
feature selection technique was used to select the most 
relevant feature set, while the irrelevant features were 
removed. The second experimentation produced an im-
proved accuracy due to the applied feature selection than 
the first experiment without feature selection. For instance 
the accuracy of Naïve Bayes improved from 67.80% in 
the first experiment to 74.88% in the second experiment. 
The EuroStat dataset from secondary education of two 
Portuguese schools were used. This issue with the feature 
selection technique used in this study is that they are clas-
sifier dependent. That is a set of features selected by a par-
ticular classifier and works well for that classifiers. Those 
not mean those set of features will also perform well for 
other classifiers/models. 
3. Methodology
This section presents the research methods that were fol-
lowed in the study. It provides information on the dataset, 
data encoding method, feature selection and data classifica-
tion. The diagram presenting each of the method used for 
student performance prediction is presented in Figure 1.
Figure 1. Proposed System
3.1 Dataset
This study’s dataset is known as the student perfor-
mance dataset. The data were obtained from the Uni-
versity of California at Irvine’s repository. The student 
performance data were collected from two public schools 
in the Alentejo region of Portugal during the 2005-2006 
academic year. The dataset consists of secondary school 
accomplishment statistics from two Portuguese schools. 
The data were acquired through school reports and sur-
veys and include student grades, demographic, social, and 
school-related characteristics. Two datasets are provided, 
one for mathematics and the other for Portuguese lan-
DOI: https://doi.org/10.30564/jcsr.v3i3.3534
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guage performance. The mathematics data set consist of 
395 instances and 33 attributes where 32 attributes are the 
predictors while one attribute (attribute 33) is the target. 
The Portuguese data set consist of 649 instances with 33 
attributes. In Cortez and Silva [15], the two datasets were 
modeled under binary and five-level classification tasks. 
These two classification task is explained in section 3.2.
3.2 Data Preprocessing 
The overall assessment in the original data, as in sev-
eral other countries, is on a scale of 0-20, with 0 being the 
worst and 20 being the best. Because the students’ final 
score is in the form of integers, and the predicted class 
should be in the form of categorical values, the data had 
to be transformed to categories according to a scoring 
policy. Two separate grading systems were employed in 
this study: binary grading and five-level grading. First, the 
final grade was divided into five categories. These ranges 
are described using the Erasmus framework. The scale 0-9 
equates to grade F, which is the lowest grade and corre-
sponds to the mark “fail”. The remaining class labels (10-
11, 12-13, 14-15, and 16-20) correspond to D (sufficient), 
C (satisfactory), B (good), and A (excellent) respectively. 
Secondly, the final grade was categorized into two (bina-
ry) categories: fail and pass. Table 1 shows the five-level 
grading categories. The binary-level grading categories 
are shown in Table 2. In Table 2, the range of 0-9 corre-
sponds to F, and it means “fail”; the range of 10-20 refers 
to A, B, C, and D, and it means “pass.”
Table 1. Five-level grading categories
1 2 3 4 5
Excellent Good Satisfactory Sufficient Fail
16-20 14-15 12-13 10-11 0-9
A B C D F




F A, B, C, D
3.3 Data Encoding
There are both numeric variables and categorical variables 
in the dataset used. Categorical variables are usually repre-
sented as ‘strings’ or ‘categories’ and are finite in number. 
In this phase, the categorical data types of attributes were 
converted to numeric attributes. Data encoding was done 
because specific machine learning algorithms such as Naïve 
Bayes, support vector machine and Ensemble need numer-
ic attribute types to work. The integer encoding technique 
was employed in this research. Integer encoding involves 
mapping each string attribute to an integer value. Integer en-
coding was used for the categorical (string) class because the 
integer values have a natural ordered relationship between 
each other and machine learning algorithms may be able to 
understand and harness this relationship. And the categorical 
attributes has an order relationship [16]. Table 3 indicate gen-
der representation after integer encoding. 




Feature selection is a process that selects pertinent 
features as a subset of original features [17]. In real-world 
situations, relevant features are often unknown a priori. 
Hence feature selection is a must to identify and remove 
the irrelevant/redundant features for student performance 
prediction [18]. This paper proposed a novel cascade bi-lev-
el feature selection approach for the classification of 
student performance data, which used filtering technique 
such as Relief (RF) and optimization technique such as 
Particle swarm Optimization (PSO).
The proposed method is divided into two levels. In the 
first level (level 1) the Relief technique was used to select 
20 sets of features based their shared information. The 
selected 20 sets of features were gathered and a new fea-
ture subset is generated. In the second level (level 2) the 
new 20 feature subset is used as input to the PSO and an 
optimized feature subset is selected. The proposed feature 
selection scheme is presented in Figure 2. 
3.4.1 Relief Feature Selection Technique
Relief is a feature selection algorithm that uses a filter-meth-
od approach that is particularly sensitive to feature interactions. 
Figure 2. Proposed feature selection technique
DOI: https://doi.org/10.30564/jcsr.v3i3.3534
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Relief calculates a proxy statistic for each feature that can be 
used to measure feature ‘quality’ or ‘relevance’ to the target 
definition [19]. These feature statistics are known as feature 
weights (W [A] = weight of feature ‘A’) or feature ‘scores,’ 
and they can vary from -1 (worst) to +1 (best).
The advantages of using the Relief method is that it 
is computational fast even when there is a big amount of 
data. Time complexity is not a problem because a consist-
ent number of trials is completed. As a result, the relief 
technique may complete faster than other filter-based ap-
proaches that require all of the data to be considered [20].
Given the importance of features and the relevance 
between features, Relief filter-based selection feature al-
gorithm selects relevant feature based on their relationship 
with dependent variable however in Relief method the 
interaction with the classifier and each feature is consid-
ered independently thus ignoring feature dependencies. To 
enable feature dependencies and classifier interaction, the 
particle swarm optimization is used to optimally select a 
subset from the selected features. 
3.4.2 Particle Swarm Optimization (PSO)
Particle swarm optimization (PSO) is a computational 
technique for solving problems by iteratively trying to en-
hance a candidate solution in terms of a quality metric [21]. 
It solves a problem by generating a population of possible 
solutions, which are referred to as particles, and moving 
them around in the search space using a simple mathe-
matical formula based on their position and velocity [22]. 
Consider the global optimum of m-dimensional function 
defined in Equation 1.
 (1)
Where is the search variable, which represents the set 
of free variables of the given function. The aim is to find a 
value such that the function is either a maximum 
or a minimum in the search space. The PSO algorithm is a 
multi-agent concurrent search method in which each particle 
represents a potential solution in the swarm. All particles go 
through a multidimensional search space, where each particle 
adjusts its position based on its own and neighbouring ex-
periences (Poli et al., 2007 Suppose denotes the position 
vector of particle I in the multidimensional search space at 
time step , then Equation 2 is used to update the position of 
each particle in the search space.
 (2)
Where is the velocity vector of particle I that drives 
the optimization process and reflects both the own expe-
rience knowledge and the social experience knowledge 
from the all particles. is the uniform distri-
bution where and are its minimum and maxi-
mum values respectively.
The velocity of the particle i updated using Equation 3.
 
(3)
Where  denotes the sth iteration in the process, is 
inertia weight and  and  are acceleration constants. 
and  are random values uniformly distributed 
in [0,1]. and represent the elements of  
and  respectively. The flowchart for selection of 
features using PSO is shown in Figure 3.
Figure 3. Flow chat for PSO feature selection
Therefore, in a PSO method, all particles are initiated 
randomly and evaluated to compute fitness together with 
finding the personal best (best value of each particle) and 
global best (best value of particle in the entire swarm). 
After that a loop starts to find an optimum solution. In the 
loop, first the particles’ velocity is updated by the person-
al and global bests, and then each particle’s position is 
updated by the current velocity. The loop is ended with a 
stopping criterion predetermined in advance [23].
3.5 Data Classification
In this research four machine learning classification 
models were used for training and classification: Er-
ror-Correcting Output Codes (ECOC), Decision Tree (DT), 
Ensemble, and K-Nearest Neighbor (KNN).
3.5.1 Error-Correcting Output Codes (ECOC)
DOI: https://doi.org/10.30564/jcsr.v3i3.3534
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The ECOC technique is a tool that allows the issue of 
multiclass classification to be interpreted as multiple prob-
lems of binary type, enabling the direct use of native binary 
classification models [24]. ECOC designs are independent of 
the classifier depending on the implementation. ECOC has 
error-correcting properties and has shown that the learning 
algorithm’s bias and variance can be decreased [25].
3.5.2 Decision Tree (DT)
A decision tree is a supervised learning model in which 
data is continually separated based on a specific param-
eter. The decision tree employs a tree-like structure to 
progress from observations about an item (represented by 
the branches) to inferences about the item’s target value 
(defined in the leaves) (Kolo et al., 2015). Entropy is a 
popular technique used in determining which attribute to 
position at the root or the different levels of the tree [26]. 
Entropy is a measure of randomness in processed infor-
mation [26]. The larger the entropy, the more challenging 
it is to draw any conclusions from that data. A branch 
with an entropy of zero, for example, is chosen as the 
root node, and further division is required for a branch 
with an entropy greater than zero [27]a novel concept of 
a non-probabilistic novelty detection measure, based on 
a multi-scale quantification of unusually large learning 
efforts of machine learning systems, was introduced as 
learning entropy (LE. In Equation 4, entropy for a single 
attribute is expressed.
 (4)
Where S represents the present state, is the probabili-
ty of an event  of state S.
3.5.3 K-Nearest Neighour (KNN)
This is among the simplest machine learning model 
[28]. An item is classified based on its “distance” from 
its neighbours, and it is allocated to the most common 
class of its k closest neighbours [29,30]. The Euclidean dis-
tance is a linear distance between two points in Euclid-
ean space [31]. If two vectors and  are given where 
 and , Then 




An ensemble learning model combines predictions 
from multiple models with a two-fold goal: the first ob-
jective is to maximize prediction accuracy compared to 
a single classifier [32]. The second gain is more critical 
generalizability due to multiple advanced classifiers. As a 
result, solutions, where a single prediction model would 
have problems, can be discovered by an ensemble. A key 
rationale is that an ensemble can select a set of hypotheses 
out of a much larger hypothesis space and combine their 
predictions into one [33]. Via voting or weighted voting of 
their forecast for the final estimates, classifiers in the en-
semble learning model are merged into meta-classifiers [34].
3.6 Performance Metrics
In this study, the accuracy, precision, recall, and f-score 
performance measures were used to evaluate the proposed 
method. This measure is explained below.
3.6.1 Accuracy
The rate of correct classifications is used to define ac-
curacy. This is the number of correct guesses divided by 
the total number of right forecasts. The exact formula is 




Precision is a metric used to calculate how many posi-
tive predictions are accurately made. The number of true 
positive elements is derived by dividing the total number 
of true positives by the total number of false positives. 
The formula in equation is used to define precision 7:
 (7)
3.6.3 Recall
Sensitivity is another term for recall. The amount of 
correct positive predictions that could have been made 
from all positive predictions is calculated by recall. The 
recall is calculated using the formula in Equation 8.
 (8)
3.6.4 F-Score
The f-score of a model is defined as the harmonic av-
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4. Results and Discussion
In this work two classification tasks were carried out. 
These classification tasks are: binary-level grading clas-
sification and the five-level grading classification task. 
The Mathematics and the Portuguese dataset was used. 
The mathematics data set consist of 395 instances and 
33 attributes while the Portuguese data set consist of 649 
instances with 33 attributes. The datasets were divided in 
the ratio of 4:1 for training and testing (80% for training 
and 20% for testing).
4.1 Binary-level Grading Classification
The binary classification deals with classification using 
the two classes which are pass and fail. The dataset orig-
inal label consist of 0-20 labels or grades. Where 0 is the 
worst grade and 20 is the best score. In the binary classifi-
cation the integer labels were categorized into two classes 
where Fail (0) represents grade 0-9 and Pass (1) represents 
grade 10-20. Using the binary labels the four classifiers 
(ECOC, Ensemble, KNN and Decision Tree) were trained 
and tested using the original features (no feature selection 
done), sub-features using relief feature selector, sub-fea-
tures using PSO feature selector and sub-features using 
the cascade bi-level feature selector. Table 4 presents the 
accuracy, precision, recall and f-score of all the four clas-
sifiers when trained with the original 32 features.
From Table 4 it can be seen that ensemble classifier 
performed best for Mathematics dataset with accuracies 
of 91.14%, f-score of 85.52%, precision of 77.38% and 
recall of 86.10% when compared with ECOC, KNN 
and DT. While KNN performed least with an accuracy 
of 70.89%, f-score of 54.90%, precision of 43.75% and 
recall of 73.68%. For Portuguese dataset ECOC and En-
semble achieved same accuracy of 81.25% which presents 
them as the best performer. Table 5 presents the accuracy, 
precision, recall and f-score of all the four classifiers when 
trained with the Relief selected sub-features.
To properly evaluate the performance of ECOC, En-
semble, DT and KNN classifiers when trained with Re-
lief selected feature subsets for both Mathematics and 
Portuguese data set, their precision, recall, f-score and 
accuracy are presented in Table 5. The ensemble classifier 
performed best with an accuracy of 92.41% and f-score of 
86.35% for Mathematics dataset. While ECOC performed 
best with an accuracy of 93.08% and f-score of 82.35% 
for Portuguese dataset. Table 6 presents the accuracy, pre-
cision, recall and f-score of all the four classifiers when 
trained with the PSO selected sub-features.
In Table 6 Ensemble classifier obtained the best per-
formance for both Mathematics and Portuguese data sets 
with an accuracy of 93.67% and an f-score of 87.90% for 
Mathematics data set and an accuracy of 94.62% and an 
f-score of 82.05% for Portuguese data set. ECOC, KNN 
and DT performance equally when trained with PSO se-
lected Mathematics sub-features. However for the Portu-
guese data set KNN performed least with an accuracy of 
91.42% and f-score of 70.59%. 
A comparison of the classification results of the four 
classifiers for the original feature sets, relief feature set, 
PSO selected features and the cascade bi-level feature sets 
are shown Table 7.
In Table 7 an accuracy of 91.14% was obtained for 
Mathematics dataset classification using the original 
Table 4. Binary-level classification results before feature selection
Before Feature Selection Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 89.87 83.24 88.75 78.33 92.31 81.25 79.67 83.10
Ensemble 91.14 85.52 77.38 86.10 92.31 81.25 79.67 83.10
KNN 70.89 54.90 43.75 73.68 89.23 77.55 73.08 82.61
DT 87.34 77.76 70.00 87.31 91.54 77.06 80.51 84.35
Table 5. Binary-level Classification Results for Relief Selected Features
Relief Selected Features Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 91.14 85.71 87.50 84.00 93.08 82.35 80.77 84.00
Ensemble 92.41 86.35 79.71 95.00 93.08 81.63 76.92 86.96
KNN 79.75 66.67 66.67 66.67 91.54 77.55 73.08 82.61
DT 89.87 82.61 79.17 86.36 92.31 79.17 82.61 86.36
DOI: https://doi.org/10.30564/jcsr.v3i3.3534
23
 Journal of Computer Science Research | Volume 03 | Issue 03 | July 2021
Distributed under creative commons license 4.0
feature sets. While the original Portuguese dataset ob-
tained the highest accuracy of 92.31% when trained with 
ECOC and Ensemble classifier. The highest classification 
accuracy obtained using the Relief selected features for 
the Mathematics data set is 92.41%. The PSO selected 
sub-features obtained a classification accuracy of up 
to 93.67% for the Mathematics data set. The proposed 
cascaded bi-level obtained a classification accuracy of 
94.94% for the Mathematics data set. For the Portuguese 
data set the highest classification accuracy obtained for 
classification using the Relief selected features is 93.08% 
by Ensemble and ECOC classifiers. The PSO selected 
sub-features obtained a classification accuracy of up to 
94.62% for the Portuguese data set. The proposed cascad-
ed bi-level obtained a classification accuracy of 96.15% 
for the Portuguese data set. In conclusion the proposed 
technique selected the best sub-features that achieved a 
higher classification accuracy than the sub-features select-
ed by a single-level relief or PSO selector.
The selected features by Relief, PSO and Cascaded 
Bi-level feature selectors used for training and testing of 
the four models are presented in Table 8. 
From Table 8, for the Mathematics dataset Relief se-
lector selected 20 feature sets from the 32 original feature 
sets, PSO selected 16 features and cascaded bi-level selec-
tor selected 11 features from the original feature sets. For 
the Portuguese dataset Relief selector selected 20 feature 
sets from the 32 original feature sets, PSO selected 14 
features and cascaded bi-level selector selected 8 features 
from the original feature sets. From the selected features 
in Table 5 it can be seen that the G1 and G2 features were 
selected by all the feature selectors. This shows that first 
period grade (G1) and the second period grade (G2) are 
relevant for the final grade prediction.
Table 8. Selected feature sets by Relief, PSO and Cascad-




G2, G1, Sex, Paid, Failures, 
Activities, Romantic, 
Famsup, Stidytime, Higher, 
Mjob, Pstatus, Dalc, Medu, 
Guardian, Goout, Walc, 
Absences, Age, School
School, G2, G1, Activities, 
Sex, Address, Famsup, 
Failures, Nursery, Reason, 
Romantic, Higher, Medu, 
Famrel, Schoolsup, Fedu, 
Internet, Goout, Studytime, 
Health
PSO
School, Age , Famsize, 
Medu, Fjob, Guardian, 
Failures, Famsup, Paid, 
Activities, Nursery, Internet, 
Romantic, Freetime, G1, G2
Age, Address, Famsize, 
Fjob, Reason, Traveltime, 
Studytime, Failures, 




G2, G1, Sex, Activities, 
Famsup, Studytime, Mjob, 
Medu, Guardian, Goout, 
Walc
G2, G1,Nursery, Reason, 
Romantic, Higher, 
Schoolsup, Goout
Table 9 presents a comparison of the performance of 
the proposed technique with related work that used the 
student performance dataset from UCI repository with re-
spect to binary classification. The results obtained showed 
Table 6. Binary-level Classification for PSO Selected Features
PSO Selected Features Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 92.41 84.21 76.19 94.12 93.85 78.95 75.00 83.33
Ensemble 93.67 87.90 85.71 90.00 94.62 82.05 80.00 84.21
KNN 92.41 84.21 76.19 94.12 91.42 70.59 60.00 85.71
DT 92.41 84.21 76.19 94.12 93.85 78.95 75.00 83.33
Table 7. Comparison of Feature Selection Techniques for Binary-level Classification Task
Accuracy (%)
  Mathematics Portuguese
Feature Selection ECOC Ensemble KNN DT ECOC Ensemble KNN DT
Before Feature Selection 89.87 91.14 70.89 87.34 92.31 92.31 89.23 91.54
Relief 91.14 92.41 79.75 89.87 93.08 93.08 91.54 92.31
PSO 92.41 93.67 92.41 92.41 93.85 94.62 91.42 93.85
Cascaded Bi-level 93.67 94.94 92.89 92.89 95.38 96.15 93.85 93.85
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that the proposed technique achieved a higher student pre-
diction accuracy than related work. 
Table 9. Comparison of Binary Classification Perfor-







Ünal [14] 93.67 93.22
Shah [35] 93.80
Cascaded Bi-level 94.94 96.15
4.2 Five-Level Grading Classification
The five-level grading classification deals with classifi-
cation using the five classes which are excellent (5), good 
(4), satisfactory (3), sufficient (2) and fail (1). The original 
label of 0-20 labels or grades were categorized into the 
aforementioned five classes. Using the five-level grading 
the four classifiers (ECOC, Ensemble, KNN and Decision 
Tree) were trained and tested using the original features 
(no feature selection done), sub-features using relief fea-
ture selector, sub-features using PSO feature selector and 
sub-features using a cascade bi-level feature selector. The 
five-level grading classification result is shown in Table 6.
From Table 10 it can be seen that ensemble classifiers 
performed best for both Mathematics and Portuguese 
dataset with an accuracies of 72.68% and 80.05% respec-
tively. DT also performed least for both Mathematics 
and Portuguese dataset with accuracies of 64.56%, and 
76.92% respectively. Table 11 presents the accuracy, pre-
cision, recall and f-score of all the four classifiers when 
trained with the Relief selected sub-features.
To properly evaluate the performance of ECOC, En-
semble, DT and KNN classifiers when trained with Relief 
selected feature subsets for both Mathematics and Por-
tuguese data set for the five-level grading version, their 
precision, recall, f-score and accuracy are presented in 
Table 11. The ensemble classifier performed best with an 
accuracy of 79.75% and f-score of 91.80% for Mathemat-
ics dataset. While ECOC performed best with an accuracy 
of 93.08% and f-score of 82.35% for Portuguese dataset. 
Table 12 is classification results of ECOC, Ensemble, 
KNN and DT when trained with PSO selected feature 
sets. In Table 12 Ensemble classifier obtained the best 
performance for both Mathematics and Portuguese data 
Table 10. Five-level classification results before feature selection
Before Feature Selection Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 72.42 77.73 85.00 71.67 72.31 80.00 72.73 88.89
Ensemble 72.68 78.33 86.01 72.98 74.62 80.05 70.73 92.12
KNN 69.62 73.33 73.33 73.33 70.77 76.92 68.18 88.24
DT 64.56 68.45 68.45 68.45 66.15 78.82 78.82 78.82
Table 11. Five-level Classification for Relief Selected Features
Relief Selected Features Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 75.95 88.52 84.38 93.10 93.08 82.35 80.77 84.00
Ensemble 79.75 91.80 87.50 95.25 93.08 81.63 76.92 86.96
KNN 75.95 87.50 87.50 87.50 91.54 77.55 73.08 82.61
DT 70.89 85.25 81.25 89.66 92.31 79.17 82.61 86.36
Table 12. Five-level Classification for PSO Selected Features
PSO Selected Features Classification Results
Mathematics Portuguese
Classifiers Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 75.95 78.26 75.00 81.82 77.69 77.78 77.78 77.78
Ensemble 78.48 80.85 79.17 82.26 78.64 78.28 69.23 90.00
KNN 74.68 80.00 75.00 85.71 76.92 76.92 76.92 76.92
DT 72.15 78.26 75.00 81.82 71.77 62.52 76.92 52.63
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sets with an accuracy of 78.26% and an f-score of 80.85% 
for Mathematics data set and an accuracy of 78.64% and 
an f-score of 78.28% for Portuguese data set. For both 
Mathematics and Portuguese data set DT performed least 
with an accuracy of 72.15% and f-score of 78.26% for 
Mathematics data set and accuracy of 71.77% and f-score 
of 62.52% for Portuguese data set. 
In Table 13 the Ensemble classifier produced the best 
performance for both the Mathematics and Portuguese 
data sets. Ensemble classifier got an accuracy of 84.81%, 
f-score of 92.31%, precision of 93.75% and recall of 
90.91% for Mathematics dataset. For the Portuguese 
data set the Ensemble classifier obtained an accuracy of 
83.85%, f-score of 87.50%, precision of 77.78% and re-
call of 100%. Table 14 is a comparison of the performance 
based on accuracy of the Relief, PSO and Cascaded 
bi-level feature selection techniques. 
In Table 14 the highest classification accuracy which 
was obtained by Ensemble classifier using the Relief se-
lected features for the Mathematics data set is 79.75%. 
The PSO selected sub-features obtained a classification 
accuracy of up to 78.48% from Ensemble classifier for 
the Mathematics data set. The proposed cascaded bi-level 
obtained the highest accuracy of 84.81% when compared 
with Relief and PSO performance for the Mathematics 
data set. For the Portuguese data set the highest classifica-
tion accuracy obtained for classification using the Relief 
selected features is 76.92% by Ensemble classifier. The 
PSO selected sub-features obtained a classification ac-
curacy of up to 78.64% for the Portuguese data set using 
the Ensemble classifier. The proposed cascaded bi-level 
obtained highest accuracy of 83.85% when compared 
with Relief and PSO performance for the Portuguese data 
set. Training with the original complete 32 feature sets 
obtained the least accuracy as compared with training 
with the selected Relief, PSO and Cascaded bi-level fea-
ture sets. In conclusion the proposed technique selected 
the best sub-features that achieved a higher classification 
accuracy than the sub-features selected by a single-level 
relief or PSO selector.
From Table 15, for the Mathematics dataset Relief fea-
ture selector selected 20 feature sets from the 32 original 
feature sets, PSO selected 16 features and cascaded bi-lev-
el selector selected 10 features from the original feature 
sets. For the Portuguese dataset Relief selector selected 20 
feature sets from the 32 original feature sets, PSO selected 
13 features and cascaded bi-level selector selected 6 fea-
tures from the original feature sets. From the selected fea-
tures in Table 8 it can be seen that the G1 and G2 features 
were selected by all the feature selectors. This shows that 
first period grade (G1) and the second period grade (G2) 
is relevant for the final grade prediction for the five-level 
grading as it is important in the binary-level grading clas-
sification task.
Table 13. Five-level Classification for Cascaded Bi-level Selected Features
Cascaded Bi-level Selected Features Classification Results
Classifiers
Mathematics Portuguese
Accuracy (%) F-Score (%) Precision (%) Recall (%) Accuracy (%) F-Score (%) Precision (%) Recall (%)
ECOC 83.54 90.00 84.38 96.43 83.08 88.24 83.33 93.75
Ensemble 84.81 92.31 93.75 90.91 83.85 87.50 77.78 100
KNN 81.01 88.14 81.25 96.30 77.38 74.29 72.22 76.47
DT 73.42 81.97 78.13 86.21 72.67 76.19 88.89 66.77
Table 14. Comparison of Feature Selection Techniques for Five-level Classification Task
Accuracy (%)
  Mathematics Portuguese
Feature Selection ECOC Ensemble KNN DT ECOC Ensemble KNN DT
Before Feature Selection 72.42 72.68 69.62 64.56 72.31 74.62 70.77 66.15
Relief 75.95 79.75 75.95 70.89 76.15 76.92 74.62 72.31
PSO 75.95 78.48 74.68 72.15 77.69 78.64 76.92 71.77
Cascaded Bi-level 83.54 84.81 81.01 73.42 83.08 83.85 77.38 72.67
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Table 16 presents a comparison of the performance of 
the proposed technique with related works that used the 
Student performance dataset from UCI repository with 
respect to five-level grading classification. The results 
obtained showed that the proposed technique achieved 
a higher student prediction accuracy than related works 
based on Portuguese and Mathematics data set. 
Table 16. Comparison of Five-Level Grading Perfor-








Ünal [14] 79.49 77.20
Proposed Technique 84.81 83.85
5. Conclusions - Future Works
This study developed a cascade bi-level feature selec-
tion technique for predicting students’ academic perfor-
mance. The Cascade bi-level feature selection technique 
achieved using Relief filter-based algorithm and Particle 
Swarm Optimization (PSO) algorithm. First the relief 
algorithm was used to select features based on their rele-
vance to the target class. This selected features were fed 
as input to the PSO. The PSO then optimally selects the 
subset of the selected features based on the particle fitness. 
The Relief, PSO, and the Cascade bi-level selected fea-
tures were analyzed using Error-Correcting Output Code 
(ECOC), ensemble, Decision Tree and K-Nearest Neigh-
bour (KNN) machine learning models. The cascaded 
bi-level feature selection technique was evaluated against 
single-level feature selection techniques and against 
related works. The accuracy performance metric was 
used to perform this assessment. The proposed cascaded 
bi-level feature selection technique obtained an accuracy 
of 94.94% for Mathematics data set and 96.15% for Por-
tuguese data set using the binary-level grading version 
of the data set. The cascaded bi-level feature selection 
technique also obtained an accuracy 84.81% for Mathe-
matics data set and 83.85% for Portuguese data set using 
the five-level grading version of the data set. The results 
indicate the effectiveness of the cascaded bi-level feature 
selection technique in achieving an improved student per-
formance prediction as it selects the best sub-features.
This study utilized Relief a filter-based technique 
and Particle swarm optimization a wrapper technique 
for feature selection. For future work other filter and 
wrapper-based feature selection techniques can be uti-
lized, which can provide an insight on which filter and/
or wrapper-based selection techniques produces better re-
sults when combined. In this study, the bi-level selection 
approach was considered. It is recommended that further 
research should explore multiple-level techniques for fea-
ture selection. 
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