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ABSTRACT
To effectively exploit large-scale structure surveys, we depend on accurate and reliable predic-
tions of non-linear cosmological structure formation. Tools for efficient and comprehensive
computational modelling are therefore essential to perform cosmological parameter inference
analyses. We present the public software package ReACT, demonstrating its capability for
the fast and accurate calculation of non-linear power spectra from non-standard physics. We
showcase ReACT through a series of forecast constraints on the DGP and f (R) gravity models,
adopting LSST-like cosmic shear power spectra. Accurate non-linear modelling with ReACT
more than doubles LSST’s constraining power on the f (R) parameter, in contrast to an anal-
ysis that is limited to the quasi-linear regime. We find that ReACT is sufficiently robust for
the inference of consistent constraints on theories beyond ΛCDM for current and ongoing
surveys. With further improvement, particularly in terms of the accuracy of the non-linear
ΛCDM power spectrum, ReACT can, in principle, meet the accuracy requirements for future
surveys such as Euclid and LSST.
Key words: cosmology: theory – large-scale structure of the Universe – methods: analytical
1 INTRODUCTION
The standard model of cosmology, based on general relativity plus a
cosmological constant (Λ)s and cold dark matter (CDM), has been
extraordinarily successful in reproducing our cosmological obser-
vations such as the cosmic microwave background (CMB, Ade et al.
2016) and the large-scale structure of the universe (LSS, Anderson
et al. 2013; Song et al. 2015; Beutler et al. 2017). The model re-
lies on only two fundamental assumptions: that general relativity
holds on all physical scales and that the Universe is homogeneous
and isotropic. On the other hand, the so called ‘dark’ components,
Λ and CDM, account for 95% of the matter-energy content of the
Universe today.
Several mild tensions in cosmological parameters between
late-time measurements and the CMB have been uncovered. In par-
ticular, there is a tension in the value of the Hubble parameter today,
H0, (Efstathiou 2014; Zhang et al. 2017; Riess et al. 2019; Wong
et al. 2019; Lombriser 2020; Pesce et al. 2020) and in the amplitude
of density fluctuations, σ8, (Heymans et al. 2013; Hildebrandt et al.
2017; Abbott et al. 2017a) from direct measurement and inferred
? E-mail:benjamin.bose@unige.ch
from extrapolating from the best fit CMB data (Ade et al. 2016)
(also see Lin & Ishak 2017).
Motivated by these issues, probing the nature of dark matter
and dark energy, as well as testing alternatives toΛCDM, is themain
focus of modern cosmology. In particular, a plethora of exotic dark
energy and modified gravity models have been proposed over the
past couple of decades (for reviews see Copeland et al. 2006; Clifton
et al. 2012; Joyce et al. 2016; Koyama 2018). But any viable alter-
native to the concordance model must pass all Solar System tests,
match all cosmological data equally well and moreover, not modify
the speed of gravitational wave propagation (Lombriser & Taylor
2016; Abbott et al. 2017b; Lombriser & Lima 2017; Creminelli
& Vernizzi 2017; Ezquiaga & ZumalacÃąrregui 2017; Baker et al.
2017; Sakstein & Jain 2017; Battye et al. 2018; de Rham&Melville
2018; Creminelli et al. 2018). This places very tight constraints on
modifications to ΛCDM in the regimes of these experiments.
One regime that still remains largely open to signals of modi-
fied gravity or dark energy is the LSS of the universe, in particular,
the non-linear, small cosmological scales. It is in this regime that
cosmological modifications of gravity are expected to give clear
signatures as they transition to recover general relativity at Solar-
System scales. Many modified gravity models generically realise
such a transition through screening mechanisms (Vainshtein 1972;
© 2019 The Authors
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Khoury & Weltman 2004; Babichev et al. 2009; Hinterbichler &
Khoury 2010). With current and future LSS surveys such as LSST1
(Chang et al. 2013), KiDS 2 (Kuijken et al. 2015), DES 3 (Albrecht
et al. 2006), DESI4 (Aghamousa et al. 2016), HSC5 (Aihara et al.
2018) and Euclid 6 (Laureijs et al. 2011), our ability to precisely
measure these scales has become unprecedented andwill further im-
prove over the next decade. With this new wealth of high-precision
data in the non-linear regime of cosmic structure formation, the
challenge has become the accurate and efficient modelling of our
observables for our theories.
In this paper, we present ReACT 7, a fast and reliable code that
employs the approach of Cataneo et al. (2019) to accurately compute
general modifications to the non-linear ΛCDM matter power spec-
tra for theories beyond ΛCDM. The efficiency of ReACT enables
its implementation in statistical parameter inference pipelines, as
typically employed by LSS surveys. We demonstrate the reliable
performance of the code in a set of Markov Chain Monte Carlo
(MCMC) analyses on mock LSS data sets that aim to represent fu-
ture survey cosmic shear measurements. These furthermore double
as preliminary analyses that investigate the importance of modelling
non-linear modifications of gravity in cosmological and gravita-
tional parameter estimation.
This paper is organised as follows: In section 2 we present
the theoretical framework used to compute general modifications
to ΛCDM non-linear power spectra. In section 3 we present the
ReACT code, outlining its structure, performance and a useful im-
plementation into the well established CosmoSIS (Zuntz et al. 2015)
framework. We present ourMCMC analyses in section 4. We sum-
marise our results and conclude in section 5.
2 THE FRAMEWORK: HALOMODEL REACTIONS
In order to effectively exploit the high-precision data supplied by the
new generation of galaxy surveys, which may reveal new physics,
we rely on accurate and reliable computational tools for modelling
the non-linear cosmic structure formation. Here, we are concerned
with computing the non-linear matter power spectrum in a model-
independent framework. In Cataneo et al. (2019), the reaction ap-
proachwas introduced, providing such a framework. Its prescription
for the non-linear matter power spectrum in the desired theory of
dark energy or gravity, PNL, involves the two quantities explicit in
the following equation
PNL(k, z) = R(k, z)PpseudoNL (k, z). (1)
Here, R(k, z) is the halo model reaction and PpseudoNL (k, z) is the
pseudo-matter ΛCDM power spectrum. Note that all power spectra
without a superscript will be assumed to be the beyond-ΛCDM
spectra.
1 The Vera C. Rubin Observatory Legacy Survey of Space and Time:
https://www.lsst.org/
2 The Kilo Degree Survey: http://kids.strw.leidenuniv.nl/
3 The Dark Energy Survey: https://www.darkenergysurvey.org/
4 The Dark Energy Spectroscopic Instrument: http://desi.lbl.gov/
5 HyperSuprime-Cam:https://hsc.mtk.nao.ac.jp/ssp/survey/
6 Euclid: www.euclid-ec.org
7 Download ReACT: https://github.com/nebblu/ReACT
2.1 Pseudo power spectrum
The pseudo power spectrum is defined as the non-linear power
spectrum of a universe with ΛCDM physics but where the initial
conditions are adjusted so that the linear clustering matches that of
the target universe, i.e.
PpseudoL (k, z) = PL(k, z), (2)
where PL(k, z) is the linear power spectrum in the theory of interest,
be it modified gravity or having an evolving dark energy component
(or both). Modelling the non-linear pseudo power spectrum accu-
rately is essential in obtaining percent-level accuracy in the target
spectrum PNL(k, z). Giblin et al. (2019) propose the development
of an emulator for this quantity. In this work, we will use the halo-
model based formula described in Mead et al. (2015, 2016) to give
predictions for PpseudoNL (k, z), which is accurate at the 5%-level for
k < 10h/Mpc. We note that this level of accuracy is the key limiting
factor of our predictions for the target spectrum, PNL(k, z), at scales
k ≤ 5h/Mpc. At smaller scales, the inaccuracy of the reaction, R,
becomes of the same order. Note that the modified linear spectrum,
PL(k, z) is computed using ReACT.
We emphasise that the choice of theMead et al. (2015) formula
for PpseudoNL is an implementation detail and our frameworkwill work
for any prescription for the non-linear P(k) in ΛCDM as long as
one can specify the linear clustering to the chosen framework.
2.2 The reaction
The quantities ReACT computes are both PL(k, z) and the halo-
model reaction R(k, z), that is specified by (Cataneo et al. 2019)
R(k, z) = [(1 − E(z))e
−k/k?(z) + E(z)]PL(k, z) + P1h(k, z)
Ppseudohm (k, z)
. (3)
It is an ansatz for the response of a ΛCDM spectrum to modified
physics, based on the halomodel and 1-loop perturbation theory (see
Cooray & Sheth (2002) and Bernardeau et al. (2002) for respective
reviews). The different components are given as
Ppseudohm (k, z) =PL(k, z) + P
pseudo
1h (k, z), (4)
E(z) = lim
k→0
P1h(k, z)
Ppseudo1h (k, z)
, (5)
k?(z) = − k¯
(
ln
[
A(k¯, z)
PL(k¯, z)
− E(z)
]
− ln [1 − E(z)]
)−1
, (6)
where
A(k, z) = P1−loop(k, z) + P1h(k, z)
Ppseudo1−loop(k, z) + P
pseudo
1h (k, z)
Ppseudohm (k, z)−P1h(k, z). (7)
P1h(k, z) and Ppseudo1h (k, z) are the 1-halo terms predicted by the
halo model with and without non-linear modifications to ΛCDM
respectively. Remember that the pseudo 1-halo term requires linear
clustering to be described in the modified theory as per definition
of the ‘pseudo’ cosmology. These quantities are described in more
detail in appendix B.
P1−loop(k, z) and Ppseudo1−loop(k, z) are the 1-loop power spectra
predicted by standard perturbation theory with and without non-
linear modifications to ΛCDM. In effect, the pseudo 1-loop spec-
trum is well described by the ‘un-screened’ spectrum in modified
MNRAS 000, 1–13 (2019)
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gravity. This boils down to setting the 2nd and 3rd order Poisson
equation modifications γ2 = γ3 = 0 (see appendix A for more
details). Note that this approximation is affected by similar inaccu-
racies characterising the ‘screened’ 1-loop spectrum, therefore it is
more suitable for fractional quantities like the reaction.
For the limit in equation (5) we take k = 0.01h/Mpc which
is sufficient for all redshifts up to z = 0. For the scale at which
we compute k?, we choose k¯ = 0.06h/Mpc following Cataneo
et al. (2019). This scale is chosen such that the 1-loop perturbative
predictions are sufficiently accurate at all redshifts considered.
We now move on to describe the code ReACT which produces
predictions for equation (3) under some specification of the back-
ground Hubble function H(z), the linear, 2nd and 3rd order Poisson
equation modifications µ, γ2, γ3 (Bose & Koyama 2016) as well as
the spherical collapse modification F (see for example Lombriser
et al. 2014). This parametrisation is explicitly specified, for the
theories we consider, in appendix C.
3 THE CODE: REACT
In this section we give some details about ReACT. The code is
written in C++ and is based on the 1-loop perturbation theory
code MG-Copter (Carlson et al. 2009; Bose & Koyama 2016).
MG-Copter provides a means of numerically calculating the 1-loop
matter power spectrum using the algorithm described in Taruya
(2016), which is applicable for general theories of gravity and dark
energy (Bose&Koyama 2016; Bose et al. 2018).We have optimised
this code to compute the 1-loop matter spectrum much faster than
the original version presented in Bose & Koyama (2016). The opti-
misation also corrects the sampling-dependent accuracy described
in Bose & Koyama (2016).
We have added two new libraries to MG-Copter. The first,
SCOL, handles both the spherical collapse and virial theorem com-
putations outlined in appendix B, which are needed for the halo-
model spectra computations. To do this, we make use of the non-
linear differential equation solver package, SUNDIALS8. The equa-
tions governing spherical collapse can also be edited fairly easily
(for example if one wishes to employ ellipsoidal collapse, see Sheth
et al. 2001).
The second library, HALO, contains all the relevant quantities
needed to computeR(k, z). In particular, the following key quantities
are explicit functions within this library; the halo mass function
nvir(Mvir, z), the virial concentration cvir(Mvir, z) and the Fourier
transform of the halo density profile u(k,Mvir, z). This makes it
easy for the user to edit the form of these quantities for both pseudo
and fully modified cosmologies. The default forms for these, and
the ones used in the proceeding analyses, are the Sheth-Torman
mass function (Sheth & Tormen 1999, 2002), a power law virial
concentration (see for example Bullock et al. 2001) and the halo
density profile described in Navarro et al. (1997).
Together with the perturbation theory library, SPT, used to
calculate equation (6), one can compute the reaction, equation (3),
for a given ΛCDM input power spectrum produced by a Boltzmann
equation solver such asCAMB (Lewis&Bridle 2002) 9 and a specified
model of gravity or dark energy.
Figure 1 presents a schematic of the computation with the
quantities roughly colour coded according to the library they are
8 https://computation.llnl.gov/projects/sundials
9 http://camb.info
part of. Note that the orange boxes indicate functions that need to
be specified by the user for themodel of gravity under consideration.
Currently, the code includes the following presets with respective
theory parameters: Hu & Sawicki (2007) f (R) gravity { fR0} , the
braneworld model DGP of Dvali et al. (2000) {Ωrc = 1/(4H20 r2c )},
wCDM {w0,wa} and ΛCDM. Note that for f (R) and DGP we as-
sume aΛCDM background, but for wCDM one should also modify
the Hubble function within ReACT. Various evolving dark energy
backgrounds have been included within the code. We direct the
reader to appendix C for the details.
We provide an easy-to-use Python interface to ReACT, called
pyreact. This interface has also been integrated into the CosmoSIS
(Zuntz et al. 2015) parameter inference framework.
We note that all components of the reaction (as well as the
reaction itself) are computed by ReACT to better than 0.5% accuracy
when compared with the computations of Cataneo et al. (2019), for
all models and redshifts considered in that work ( f (R), DGP and
wCDM at z = 0, 1).
Finally, a comment on the pseudo power spectrum, PpseudoNL .
In this work this is obtained by giving the target modified PL(k, z)
as input for HMCode, which computes the halo model function of
Mead et al. (2015, 2016). We remind the reader that this function is
accurate to 5% accuracy at scales of k < 10h/Mpc.
4 THE ANALYSIS: IMPACT OF REACT
Wenowproceedwith both demonstrating the performance of ReACT
and provide some preliminarymodified gravity forecasts.We do this
by conducting two sets of parameter inference analyses employing
an implementation of ReACT in CosmoSIS. For these analyses we
generate mock data using the lsst_simulatemodule with a Gaus-
sian covariance and HMCode used for the C` data vector. To gener-
ate the covariance, we assume a stage IV-like survey such as LSST
or Euclid, and so adopt the following specifications: sky fraction
fsky = 0.436, number density of galaxies per arcminute squared
n = 30 arcmin−2 and shape noise parameter σe = 0.3 (see Zhan
& Tyson 2018; Amendola et al. 2013). Further, we take 3 tomo-
graphic bins in the redshift range 0 ≤ z ≤ 2 with bin edges defined
by [0.00, 0.48, 0.81, 2.00]10, and unless otherwise stated, we use 19
` bins in the range [20, 3000]. The galaxy distribution follows the
following relation (Smail et al. 1994; Chang et al. 2013)
n(z) = z2 exp
[
− z
0.24
]
. (8)
We perform two sets of analyses. The first type fits the shear spec-
trum calculated using the non-linear matter power spectrum from
equation (1) to mock data generated with the ΛCDM cosmology
described in table 1. We do this both for f (R) and DGP separately,
with fR0 kept free and then Ωrc kept free, setting the appropriate
parametrisation within ReACT (see appendix C) in each instance.
This aims to give a rough forecast of the level of constraining power
future surveys will have on these parameters.
The second type of analyses will use the same covariance ma-
trix as in theΛCDMmock data, but the data vector will be produced
using ReACT + HMCode with f (R) as a preset. We choose the fidu-
cial parameter value Log[ fR0] = −5 (F5). We will fit this data for
different scale cuts, the aim being to get an idea of how constraining
the non-linear scales are in the case of an f (R) cosmology. We also
10 These bin widths are chosen to keep the number density of objects
roughly the same over all bins.
MNRAS 000, 1–13 (2019)
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Figure 1. An overview of the computation of the non-linear power spectrum. The yellow trapezoid (top, centre) indicates the standard input cosmological
parameter set in ΛCDM. These are specified to the Boltzmann solver which computes the unmodified linear power spectrum. The light orange trapezoid
(pφ ) indicates additional parameters that describe modifications to ΛCDM. These must also be specified, either within ReACT or with the other cosmological
parameters in a .ini file when using CosmoSIS. Brown boxes (Ppseudo1−loop and P1−loop) indicate computations performed by standard MG-Copter (SPT and
SpecialFunctions libraries). The light blue boxes ((Modified) Spherical Collapse) indicate computations performed by the SCOL library. The pink boxes
(σ2p , σ2, P
pseudo
1h , P1h, E, k? and R) indicate computations performed by the HALO library. The red trapezoids (nvir , cvir and ρh ) indicate key quantities in
the halo model, all found explicitly in HALO. The bright orange trapezoids (µ, γ2, γ3 and F) indicate quantities related to the modification to ΛCDM, found
in SpecialFunctions. These quantities are implemented such that they can be easily modified by the user and that, although not explicit in the flowchart,
require pφ as input. The black dot connects the P1h box to the k? box. Also note that σ2p is the variance used in the P
pseudo
1h calculation.
Table 1.Cosmological parameter values and priors for themock data used in
all analyses. We note that the derived parameters σ8 = 0.844, Ωm = 0.314
and S8 = 0.863 for this cosmology. We also show the priors and starting
values for the modified gravity parameters used in the ΛCDM mock data
analyses.
Parameter Mock value and flat prior bounds
H0 [50, 67.3, 80]
ns [0.9, 0.966, 1.05]
Ωc [0.15, 0.265, 0.36]
Ωb [0.01, 0.049, 0.13]
109As [1.65, 2.2, 2.55]
Log[ fR0] [-8, -7, -5]
Ωrc [0, 0.1, 1.5]
fit this data with the pseudo power spectrum (anR = 1 model) to in-
vestigate the impact of omitting the non-linear corrections described
by equation (3).
For all analyses we use the emcee (Foreman-Mackey et al.
2013) sampler module in CosmoSIS with 32 walkers. We sample
over the standard cosmological parameters {H0, ns,Ωc,Ωb, As} as
well as the modified gravity parameters fR0 and Ωrc for their re-
spective analyses. σ8, Ωm and S8 = σ8
√
Ωm/0.3 distributions are
shown as derived parameters. In all analyses we use a minimum
of 200,000 samples, and continue to sample until the distributions
exhibit convergence. Rather than give hardware specific estimates
on the CPU time taken for these analyses, we observe that analyses
including the reaction computation are ∼ 5 times slower than the
same computation in ΛCDM. The bottle-neck computation is the
spherical collapse computation which needs to be done multiple
times over a reasonable halo mass range, as in modified gravity the
collapse density will depend on halo mass. This can be optimised
with a careful choice of differential equation solver and root finder.
MNRAS 000, 1–13 (2019)
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Table 2.Maximum multipole used in the analysis and the upper 68(99.7)%
confidence bound on theory parameters around the marginalised mean val-
ues.
`max Log[ fR0] + 1(3)σ Ωr c + 1(3)σ
3000 -7.29 (-5.98) 0.06 (0.28)
1500 -7.25 (-5.86) 0.08 (0.36)
500 -6.96 (-5.46) 0.42 (1.46)
To a lesser extent, the 1-loop perturbation theory computations are
also fairly slow. This computation is done numerically as described
in Taruya (2016) and Bose & Koyama (2016). Again, this may be
optimised with a better choice of differential equation solver and/or
tuning of the accuracy demands of the solver and 1-loop integrals.
4.1 ΛCDM mock data
In this section we show results for analyses with different scale cuts:
`max = 3000, `max = 1500 and `max = 500 using 19, 15 and 8 `-
bins respectively, where `max is the maximummultipole included in
the cosmic shear analysis. Table 2 shows the upper 68% and 99.7%
confidence limits on the marginalised modified gravity parameters
for the various analyses discussed in this section.Wewarn the reader
that these conclusions may depend on inaccuracies in the reaction
and HMCode (see appendix D and figure 1 of Cataneo et al. 2019).
Figure 2 shows the two-dimensional marginalised posterior
distributions when we fit the ΛCDM-mock data using an f (R)
model. Here we find negligible differences in the marginalised con-
straints on fR0 between the `max = 3000 and 1500 analyses. This
is probably driven by the current accuracy of the HMCode-pseudo
spectrum and the reaction. With more accurate prescriptions, one
should be able to discern between these cases (see for example Gio-
coli et al. 2018). In these cases one can rule out Log[ fR0] = −6 at
roughly the 99.7% confidence level.
On the other hand, the constraints are significantly degraded
when using `max = 500, which only include scales that arewithin the
quasi non-linear regime. In this casewe can only rule outLog[ fR0] =
−5.5 at 99.7% confidence, which is close to existing constraints
(Pratten et al. 2016; Harnois-DÃľraps et al. 2015). We have also
fitted this data with the pseudo power spectrum, i.e. setting R =
1, for `max = 3000, and observe no significant differences in the
parameter distributions when compared with the fully non-linear
modelling i.e. with R included.
Similarly, figure 3 shows the same results in DGP. Unlike the
f (R) case, we find a 25% improvement in the marginalised con-
straints on the DGP parameter Ωrc when including the multipoles
between `max = 3000 and 1500. Again, the constraints are severely
degraded when using only quasi non-linear scales, with `max = 500.
Note for all analyses, we safely recover all fiducial cosmologi-
cal parameter values (including fR0 ≈ Ωrc ≈ 0).
4.2 f (R) mock data
Here we present the results for the F5 mock data. We remind the
reader that these have the same Gaussian covariance matrix as the
ΛCDM-mock data but the data vector is created using ReACT +
HMCode (see equation 1). We fit this data both using PpseudoNL (k)
(R = 1) as modelled by HMCode as well as the fully non-linear
modelling including R. The motivation here is to inspect the impact
Table 3. Maximum multipole used in the F5 mock data analysis and the
upper and lower 68% confidence bound on selected parameters with the
marginalised mean values. The fiducial cosmological values areσ8 = 0.844
and ns = 0.966, with Log[ fR0]fid = −5.
`max Log[ fR0] ± 1σ σ8 ± 1σ ns ± 1σ
3000 −5.00±0.170.13 0.843±0.0080.007 0.967±0.0210.017
1500 −4.98±0.190.17 0.842±0.0100.008 0.966±0.0220.018
500 −4.76±0.450.32 0.835±0.0180.017 0.956±0.0280.040
3000 (R = 1) −5.80±1.431.59 0.861±0.0110.006 0.932±0.0080.032
of R on parameter estimation as well as estimate the capability of
detecting a signal of f (R) by including very non-linear scales.
Figure 4 shows the marginalised posteriors for F5 for three
analyses with different scale cuts: `max = 3000, `max = 1500 and
`max = 500, again using 19, 15 and 8 `-bins respectively, using the
fully non-linear model. We do not show the R = 1 model but report
our results in table 3.
We note that all analyses, including that using the R = 1
modelling, recover the fiducial value of fR0 within 1σ. On the
other hand, when the reaction is omitted from the modelling, strong
degeneracies between various parameters appear, and biases are
incurred, the largest being in σ8 and ns , as noted in table 3. Further,
setting R = 1 gives no clear detection of a modification to gravity,
with very large errors around themarginalisedmean being obtained.
This indicates that the inclusion ofR in themodelling is significantly
important, in a stage IV survey context, for constraining fR0 at the
10−5-level.
We also note that when using the fully non-linear modelling,
as well as including highly non-linear scales (`max ≥ 1500), we
make a clear detection of the non-zero value of fR0. If only linear
to quasi non-linear scales are used then the constraints worsen by
over a factor of 2.
Finally, we have also done an analysis with an Log[ fR0] = −6
(F6) mock data vector. In this case the modification is much smaller
and no biases are incurred on any parameters when using the R = 1
modelling. Further, the fiducial value of fR0 is also recovered safely
within 68% confidence using the R = 1. On the other hand, this
choice of modelling again gives no clear detection of a non-zero
value of fR0.
5 SUMMARY
We have presented ReACT, the first computational tool that accu-
rately and reliably models the non-linear matter power spectrum
in generic theories beyond ΛCDM employing the halo-model reac-
tion introduced in Cataneo et al. (2019) 11. We furthermore provide
a CosmoSIS implementation of this code that enables the perfor-
mance of efficient MCMC parameter estimation analyses on the
theory space. The merits of ReACT and the halo-model reaction
approach are summarised below:
11 Another approach to accurately model the non-linear power spectrum in
theories beyond ΛCDM was recently suggested in Hu et al. (2018); Ruan
et al. (2020), called CHAM.We do not directly compare against CHAM but
note that its level of accuracy is similar to ReACT at k ≤ 1h/Mpc, yet is
far more computationally expensive and so not currently suited for MCMC
type analyses.
MNRAS 000, 1–13 (2019)
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max = 3000
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Figure 2. MCMC results for an f (R) data analysis of a ΛCDM mock data vector within an LSST-like survey, using `max = 3000, 1500, 500 in red (filled
contours, solid), green (unfilled contours, dashed) and blue (filled contours, dotted) respectively. Modelling ofC` uses ReACT + HMCode (see equation 1). The
mock data fiducial cosmological values are marked as dashed lines.
• Framework to compute the non-linear power spectrum for wide
class of theories beyondΛCDM including scalar tensor theories and
evolving dark energy without any fitting parameters.
• Speed of computation allows for inference analyses in +6D
parameter space on reasonable time scales.
• Accuracy of code predictions for f (R) and DGP are competi-
tive with current state-of-the-art models/fitting formulae.
• There is a clear direction for accuracy improvement:
(i) Improving the accuracy of the pseudo ΛCDM power spectrum
which is independent of ReACT.
(ii) Improving the halomodel ingredientswithinReACT. This is easily
implemented as all ingredients are stand alone functions within
the code (see section 3).
To demonstrate the performance of this tool, we have conducted
various MCMC analyses for two test cases: f (R) and DGP grav-
ity. We employed ΛCDM mock data for these tests with a Gaus-
sian covariance matrix based on LSST-like specifications. For these
analyses, with an `max = 1500, we find a forecasted constraint of
| fR0 | ≤ 10−5.86 for Hu-Sawicki f (R) gravity and Ωrc ≤ 0.36 for
DGP at the 99.7% confidence level.
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Figure 3. MCMC results for a DGP data analysis of a ΛCDM mock data vector within an LSST-like survey, using `max = 3000, 1500, 500 in red (filled
contours, solid), green (unfilled contours, dashed) and blue (filled contours, dotted). Modelling of C` uses ReACT + HMCode (see equation 1). The mock data
fiducial cosmological values are marked as dashed lines.
Comparing our results to a similar analysis performed by
Schneider et al. (2020b,a) we find stronger constraints on fR0 by
almost one order of magnitude. This discrepancy is readily ex-
plained by discrepancies in the modelling of PNL. In Schneider
et al. (2020b,a), the authors use the fitting function of Winther et al.
(2019). This fitting formula demonstrates relevant inaccuracies for
values of fR0 not used in the fit. For example, for fR0 = 2 × 10−5,
the fitting function shows inaccuracies up to 5% for z ≤ 2 and
k ≤ 10h/Mpc.
The reaction approach used here also demonstrates similar
inaccuracies. In particular, the PpseudoNL we adopt, which employs
the halo model formula of Mead et al. (2015), is not trained for the
exotic primordial power spectra used for the pseudo power spectrum,
whichwill be remediedwith the development of an emulator (Giblin
et al. 2019). As it stands, HMCode is ∼ 5% accurate on scales
k ≤ 10h/Mpc in ΛCDM and is the dominant source of inaccuracy
in the moderately non-linear regime (0.1 < k < 3h/Mpc). Above
k ∼ 3h/Mpc, the reaction prescription also becomes inaccurate and
can be compounded with HMCode inaccuracies.
The inaccuracies in the modelling of the reaction,R(k, z), arise
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Figure 4. MCMC results for an f (R) analysis of an F5 mock data vector for an LSST-like survey, using `max = 3000, 1500, 500 in red (filled contours,
solid), green (unfilled contours, dashed) and blue (filled contours, dotted). Modelling of C` uses ReACT + HMCode (see equation 1). The mock data fiducial
cosmological values are marked as dashed lines.
from its adoption of reinterpreted ΛCDM fitted halo-model ingre-
dients such as the Sheth-Torman mass function. These inaccuracies
are highlighted in figures 4 and 5 of Cataneo et al. (2019), which
show that at k ∼ 10h/Mpc this basic version implementation, can
have inaccuracies as large as 10% for F5 and up to 3% for F6, which
are comparable to the inaccuracies of HMCode.
All this being said,we await ray tracing simulations ofmodified
gravity in order to make more robust claims about the accuracy
of our forecasts. We direct the reader to appendix D for further
discussion on the accuracy of the reaction approach used here and
comparisons to the fitting function of Winther et al. (2019).
For surveys such as Euclid or LSST, the current pipeline can
only be safely applied up to `max ∼ 500. Importantly, however, the
current code is suitable to much higher `max for current surveys
such as KiDS (Kuijken et al. 2015), HSC (Aihara et al. 2018) and
DES (Albrecht et al. 2006), which have larger statistical uncertain-
ties. ReACT is therefore readily applicable for parameter estimation
analyses employing the currently available data. We discuss further
details in appendix D. Note that work to improve the pseudo spec-
trum has already begun in Giblin et al. (2019) and we expect to have
a ‘pseudo-emulator’ ready for stage IV survey lensing analyses.
We also investigate the impact of the reaction in separate sets
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of f (R) mock data, created using ReACT + HMCode. We find that if
the reaction is omitted from the modelling when fitting to this data,
strong degeneracies and parameter biases may be incurred depend-
ing on the value of fR0, in particular between ns , σ8 and fR0. Thus,
for consistent and unbiased constraints on cosmological parameters
and gravity in the context of stage IV surveys, the reaction will be
important. Further, if only scales within the quasi-linear regime are
included, i.e. `max ≈ 500, we find constraints on fR0 are degraded
by over a factor of 2.
Next, we comment on model uncertainties coming from bary-
onic effects. Based on simulations and observations, these can be as
large as 10− 30% for scales 1 ≤ k ≤ 10h/Mpc (Chisari et al. 2018;
Schneider & Teyssier 2015; Semboloni et al. 2011). These are the
scales at which the modelling discussed here becomes inaccurate,
even though HMCode provides a means to marginalise over this un-
certainty. An emulator to address baryonic effects has been studied
in Schneider et al. (2020a,b) and a way to incorporate this emulator
into this framework will be the goal of future work.
Further worth noting is that an extension of the current frame-
work has also been developed to includemassive neutrinos (Cataneo
et al. 2020; Wright et al. 2019) and its implementation into ReACT
will be the focus of an upcoming work. We also look to extend the
current code to galaxy clustering observables, namely the redshift
space power spectrum for biased tracers. This can be done by using
the ‘hybrid’ approach as outlined in Bose et al. (2019), which makes
use of the Gaussian streaming model (Reid &White 2011). Work is
also being conducted in upgrading the current implementation to in-
clude a general parametrisation of beyond-ΛCDM physics. Namely,
we are looking to parametrise the 1-loop calculations in terms of
the effective field theory of dark energy (for example Gubitosi et al.
2013) using the reconstruction method described in Kennedy et al.
(2017, 2018), and parametrising the spherical collapse using a PPF-
formalism (for example Lombriser 2016). This would culminate in
a tool that can comprehensively, consistently and accurately probe
allowed deviations from ΛCDM at a very wide range of scales and
for a very broad range of models.
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APPENDIX A: PERTURBATION THEORY BEYOND
ΛCDM
For completeness we briefly describe here the perturbative approach
to calculate a generalised density field, and hence the power spec-
trum at 1-loop order, used in section 2. This is given by the expres-
sion
P1−loop(k, a) = F21 (k, a)P0(k) + P22(k, a) + P13(k, a), (A1)
where a is the scale factor, P0 is the (linear) primordial power spec-
trum and F1(k, a) denotes the linear growth, which may be scale-
dependent depending on the theory of choice. We begin with the
density and velocity divergence fields being treated perturbatively
δNL(k, a) =
∞∑
n=1
δn(k, a), θNL(k, a) =
∞∑
n=1
θn(k, a), (A2)
where
δn(k, a) ∼
∫
d3k1...d
3knδD(k − k1...n)
× Fn(k1, ..., kn, a)δ0(k1)...δ0(kn),
θn(k, a) ∼
∫
d3k1...d
3knδD(k − k1...n)
× Gn(k1, ..., kn, a)δ0(k1)...δ0(kn) , (A3)
with k1...n = k1+ k2...+ kn. The 1-loop matter power spectra terms
are then given by
P22(k, a) =
∫
d3p
(2pi)3 F2(p, k − p, a)
2P0(p)P0(|k − p |), (A4)
P13(k, a) = 2F1(k, a)P0(k)
∫
d3p
(2pi)3 F3(p,−p, k, a)P0(p). (A5)
To determine the kernels Fi , we solve the continuity and Euler
equations order by order
aδ′(k) + θ(k) =
−
∫
d3k1d3k2
(2pi)3 δD(k − k12)α(k1, k2) θ(k1)δ(k2), (A6)
aθ ′(k) +
(
2 +
aH ′
H
)
θ(k) −
(
k
a H
)2
Φ(k) =
− 1
2
∫
d3k1d3k2
(2pi)3 δD(k − k12)β(k1, k2) θ(k1)θ(k2), (A7)
where a prime denotes a derivative with respect to the scale fac-
tor and Φ is the Newtonian potential. The kernels α(k1, k2) and
β(k1, k2) are the standard mode coupling kernels
α(k1, k2) =1 + k1 · k2|k1 |2
, (A8)
β(k1, k2) = (k1 · k2) |k1 + k2 |
2
|k1 |2 |k2 |2
. (A9)
Modifications to gravity enter through the Poisson equation
−
(
k
aH(a)
)2
Φ(k, a) = 3Ωm(a)
2
µ(k, a) δ(k, a) + S(k, a), (A10)
where µ(k, a) is the linear modification to GR, while S(k, a) is
a source term capturing non-linear modifications, including those
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responsible for screening effects. The source term is given by
S(k, a) =
∫
d3k1d3k2
(2pi)3 δD(k − k12)γ2(k1, k2, a)δ(k1) δ(k2)
+
∫
d3k1d3k2d3k3
(2pi)6 δD(k − k123)γ3(k1, k2, k3, a)
× δ(k1) δ(k2) δ(k3). (A11)
The linear µ(k, a) and higher order γi modifications to general
relativity can be derived once we specify a particular theory. We
refer the reader to appendix C for the forms of these functions in
f (R) and DGP. Furthermore, we note that this framework is very
general and can encompass exotic dark energy models too (see Bose
et al. 2018).
We can now calculate the Fi kernels numerically by solving
equations (A6) and (A7) order by order, as described in Taruya
(2016); Bose & Koyama (2016); Bose & Taruya (2018), and so
do not use the analytic forms which can be obtained by using the
Einstein-de Sitter approximation as in Koyama et al. (2009). The
higher order kernels are then integrated as in equation (A4) and
equation (A5) to calculate the 1-loop terms.
APPENDIX B: GENERAL SPHERICAL COLLAPSE
We follow the Press-Schechter prescription (Press & Schechter
1974), which traces the evolution of a spherical top-hat over-density
δ with radius RTH in a homogeneous background spacetime. This
evolution is given by mass and momentum conservation equations,
yielding (e.g. Schmidt et al. 2009a; Pace et al. 2010)
ÜRTH
RTH
= −4piG
3
[ρ¯m + (1 + 3w)ρ¯eff] −
1
3
∇2Φ, (B1)
where ρ¯m is the background matter density and ρ¯eff and w are the
background energy density and equation of state of an effective dark
energy component respectively. In the modified gravity theories
considered in this paper ρ¯eff = ρ¯Λ is the energy density of the
cosmological constant, and w = −1. As in equation (A10), the
modifications enter through the Poisson equation
∇2Φ = 4piG(1 + F )ρ¯mδ, (B2)
where F parametrises the dependency on the theory of gravity with
F = 0 for general relativity.
The non-linear over-density evolves with the top hat as
δ =
(
Ri
RTH(a)
)3
(1 + δi) − 1, (B3)
where Ri and δi are the initial top-hat radius and over-density re-
spectively. For a given time, acol, we look to find the δi that gives us
gravitationally collapsed objects at that time (RTH(acol) = 0). We
can then extrapolate the over-density field to the time of collapse by
using linear theory δc(a) = D(a)δi/ai where ai is the initial scale
factor and D(a) is the first order perturbation theory kernel (see
equation A3) in ΛCDM.
In reality, collapse of over-densities is mixed together with the
process of virialisation by which these over-densities become stable
bound objects, i.e. halos. One can solve the virial theorem including
any modified gravity or dark energy contributions to obtain the time
of virialisation, avir. This can be used to get the over-density at the
time of virialisation (e.g. Schmidt et al. 2009a)
∆vir = [1 + δ(avir)]
(
acol
avir
)3
, (B4)
which can then be used to obtain the mass of such a halo assuming
sphericity,
Mvir =
4pi
3
R3vir ρ¯m,0∆vir, (B5)
where ρ¯m,0 is the backgroundmatter density today. Rvir is the corre-
sponding comoving radius of this halo. Using the quantities we have
derived here, which are based on some simple assumptions (spheric-
ity of halos, confinement of all matter in halos, etc.), combined with
prescriptions for the halo mass function, virial concentration and
halo density profile, one can construct the one-halo term P1h(k, z)
used in equation (3).
APPENDIX C: MODEL PARAMETRISATIONS
Next we give explicit forms for the parameters currently imple-
mented in ReACT. These include a function characterising the mod-
ification to spherical collapse, F , and three functions characterising
themodification to each order in perturbation theory up to 3rd order,
required for the 1-loop power spectrum computation. Additionally,
the background expansion needs to be specified. For all modified
gravity scenarios considered in this work, we assume a ΛCDM
expansion history
H(a)
H0
=
√
Ωm,0
a3
+ΩΛ, (C1)
whereΩm,0 is the total matter energy density fraction today andΩΛ
is the cosmological constant energy density fraction. In our case we
have ΩΛ = 1 −Ωm,0. H0 is the Hubble constant.
We also write here the explicit form of the spherical collapse
equation coded up in ReACT
y′′+ aHH
′
H20
y′−
(
1 +
aHH ′
H20
)
y+
[
H0
H
]2 Ωm,0
2a3
(1+F )δ( a
ai
+y) = 0,
(C2)
where y = RTH/Ri − a/ai and the prime denotes derivatives
d/d ln a, and ai is the initial scale factor.
We have considered twomodifications to gravity to test ReACT:
Hu-Sawicki f (R) gravity (Hu & Sawicki 2007) and the normal
branch of DGP (Dvali et al. 2000). Note that in the current form,
the code requires the specification of the theory parameters for the
particular theory under consideration. A future goal is to implement
a generalised parametrisation for modified gravity and dark energy.
C1 DGP gravity
The DGP model (Dvali et al. 2000) of gravity assumes that we
live on a four-dimensional brane embedded in a five-dimensional
spacetime bulk. The linear modification to the Poisson equation,
µ(k, a), is given in the normal branch of DGP by
µ(k, a) = 1 + 1
3β
, β(a) ≡ 1 + H
H0
1√
Ωrc
(
1 +
aH ′
3H
)
. (C3)
Here we choose to parameterise the additional free parameter of the
theory, the scale at which gravity dilutes into the 5th dimension, rc ,
in terms of the associated current fractional energy density Ωrc ≡
1/(4r2c H20 ). Current cosmological constraints limit the crossover
distance rc to a few times the Hubble length (Lombriser et al.
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2009; Raccanelli et al. 2013; Barreira et al. 2016). The higher order
coupling kernels are given by (Bose & Koyama 2016)
γ2(k1, k2, a) = −
[
H0
H
]2 1
24β(a)3Ωrc
(
Ωm0
a3
)2
(1 − µ21,2), (C4)
γ3(k1, k2, k3, a) =
[
H0
H
]2 1
144β(a)5Ω2rc
(
Ωm0
a3
)3
× (1 − µ22,3)(1 − µ21,23), (C5)
where µi, j = kˆi · kˆ j is the cosine of the angle between ki and k j
and k1...n = k1 + ... + kn.
Finally, the spherical collapse modification takes the form
(Schmidt et al. 2010)
F = 2
3β(a)
√
1 + s3 − 1
s3
, (C6)
where
s =
[ 2Ωm,0δ
9a3β(a)2Ωrc
] 1
3
, (C7)
δ being the non-linear over-density given in equation (B3).
C2 Hu-Sawicki f (R) gravity
f (R) gravity is a class of models in which the Einstein-Hilbert
action is generalised to include an arbitrary non-linear function of
the scalar curvature. Among various examples for the functional
form of f (R), the Hu & Sawicki (2007) model is particularly well
studied (Song et al. 2015; Hammami et al. 2015; Lombriser et al.
2013; Hellwing et al. 2013; Zhao 2014; Okada et al. 2013; Li et al.
2012; Lombriser et al. 2012a,b; Schmidt et al. 2009b; Brax et al.
2008; Song et al. 2007; Burrage & Sakstein 2018; Cataneo et al.
2016, 2015) and provides a simple formwith which chameleon-type
screening is realised. It is given by
f (R) = −m2 c1(R/m
2)n
c2(R/m2)n + 1
. (C8)
Current cosmological constraints on this parameter lie in the range
of | fR0 | .
(
10−6 − 10−5
)
(see table 1 of Lombriser (2014) for
a summary). In this work, we specifically consider the n = 1
case. Then, the f (R) form of the Poisson equation (see for example
Koyama et al. 2009; Taruya et al. 2014), is characterised by
µ(k, a) =1 +
(
k
a
)2 1
3Π(k, a), (C9)
γ2(k1, k2, a) = − 316
(
kH0
aH
)2 (Ωm,0
a3
)2
Ξ(a)5
f 20 (3Ωm,0 − 4)4
× 1
Π(k, a)Π(k1, a)Π(k2, a)
, (C10)
and
γ3(k1, k2, k3, a) =
1
32
(
kH0
aH
)2 (Ωm,0
a3
)3 1
Π(k, a)Π(k1, a)Π(k2, a)Π(k3, a)
×
−5
Ξ(a)7
f 30 (3Ωm,0 − 4)6
+
9
2
1
Π(k23, a)
(
Ξ(a)5
f 20 (3Ωm,0 − 4)4
)2 ,
(C11)
where the functions Π and Θ are given by
Π(k, a) =
(
k
a
)2
+
Ξ(a)3
2 f0(3Ωm,0 − 4)2
, (C12)
Ξ(a) =Ωm,0 + 4a
3(1 −Ωm,0)
a3
, (C13)
with f0 = | fR0 |/H20 . fR0 is the current amplitude of fR = df (R)/dR,
which can be interpreted as the current amplitude of the scalar
field in an equivalent scalar-tensor-theory (e.g. present scalaron
amplitude).
Finally, the spherical collapse modification takes the form
(Lombriser et al. 2014)
F = min
[
O −O2 + O
3
3
,
1
3
]
, (C14)
where
O =
f0xha(3Ωm,0 − 4)2
Ωm,0R2TH
× [G˜(xenv) − G˜(xh)] , (C15)
and
G˜(x) =
[
Ωm,0
(xa)3 + 4 − 4Ωm,0
]−2
, (C16)
with
x =
RTH
Ri
ai
a
, (C17)
xh being the quantity solved for the f (R) halos whereas xenv is that
for the environment, i.e. with f0 = 0.
APPENDIX D: ACCURACY OF REACT
The halo model reaction approach and ReACT have been shown to
be very promising means of modelling the matter power spectrum,
with ReACT able to be applied to general beyond-ΛCDMmodels, re-
quiring no fits, nor simulation measurements. Here we aim to detail
the current code version’s accuracy, that is the reaction combined
with a pseudo power spectrum as predicted by HMCode. As a test
case, we will consider f (R) gravity. Means of improving the overall
accuracy of ReACT are clear and are discussed briefly in section 5.
Such improvements would be applicable to all models of gravity
and dark energy and not just f (R), such as the development of an
emulator for the pseudo power spectrum Giblin et al. (2019).
Recently, an accurate fitting formula for the Hu-Sawicki model
was developed in Winther et al. (2019), which is also the formula
adopted in the cosmic shear mock data analysis of Schneider et al.
(2020b), where the authors find constraints of log[ fR0] < −5.7 at
1σ significance for an LSST-like survey. In this work, using similar
survey specifications and `max we find constraints that are an order
of magnitude more stringent. This is largely related to an excess of
power predicted by ReACT + HMCode over the fitting formula for
log[ fR0] ≤ −6 (see figure D1). Further, differences in the analyses,
such as mock data uncertainties, linear theory and treatment of
systematics such as intrinsic alignments will also play a role.
This being said, the ReACT + HMCode pipeline applied in this
work and the fitting formula share inaccuracies of a similar order at
scales k ≤ 1h/Mpc (∼ 2%) and 1 ≤ k ≤ 5h/Mpc (∼ 5%). Above
k ≈ 5h/Mpc, inaccuracies in the reaction become non-negligible
and when compounded with the inaccuracies from HMCode make
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ReACT + HMCode less accurate than the fitting formula. The limita-
tions of the reaction approach used in this work were already noted
in Cataneo et al. (2019) (see figure 6 of this reference, for example).
One can see the limitations of the fitting formula approach in figure
6 and figure 7 of Winther et al. (2019).
In figure D1 we show the ratio of the auto and cross cosmic
shear C` in f (R) gravity to the same quantity in ΛCDM over all
tomographic bins used in the analyses of section 4. We show the
predictions as given by ReACT + HMCode and the fitting formula of
Winther et al. (2019). We also show the HMCode prediction for the
pseudo power spectrum for comparison. The ΛCDM spectrum in
all these cases are computed by setting fR0 = 0 in the respective
codes.
Finally, overlaid are representative 1σ Gaussian error bands of
two different surveys: a future experiment such asLSST (same errors
as in section 4) and an ongoing/finished one such as KiDS (Kuijken
et al. 2015) for which we assume a sky fraction of fsky = 0.024,
number density of galaxies per arcminute squared n = 3.5arcmin−2
per tomographic bin and shape noise parameter σe = 0.28. The to-
mographic binning in both cases is as follows. Bin 1 : [0.00, 0.48],
bin 2 : [0.48, 0.81] and bin 3 : [0.81, 2.00]. We also show a 5% error
band around the fitting formula prediction for F5 (red solid), which
represents systematic errors coming from modelling uncertainty.
This indicates that the differences between the modelling used here
and that of Winther et al. (2019) are consistent to within the system-
atic uncertainty. This result is also confirmed in Bose et al. (2019)
where the authors find the fitting formula and the reaction approach
to be consistent within 5% at scales k ≤ 3h/Mpc and for z ≤ 1.
Wefind that for aKiDS-like survey, both the reaction and fitting
formula modelling for C` are acceptable up to `max ∼ 3000 if we
want to constrain log[ fR0] down to the−6-level, which is roughly the
limit of this survey given our specifications. Note that this of course
assumes statistical errors only and accounting for systematics will
significantly degrade this upper bound. For tighter constraints than
this, modelling needs to be improved as the uncertainty between
these two state-of-the-art approaches becomes comparable to the
statistical uncertainty of the measurement.
For an LSST-like survey, the differences between the two ap-
proaches becomes far larger than the statistical uncertainty at small
scales (large `). HMCode is not sufficiently accurate for such a survey
and so improvement needs to be made here before this methodology
can be safely applied to these surveys. Such improvement is already
underway (Giblin et al. 2019).
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Figure D1. Ratio of cross and auto correlations between 3 tomographic bins in the redshift range of z ∈ [0, 2] of the cosmic shear C` between f (R) gravity
and ΛCDM. Predictions for the pseudo spectrum using HMCode are shown as dotted lines, the reaction-corrected pseudo spectrum using ReACT and HMCode
are shown as dashed lines and the fitting formula of Winther et al. (2019) are shown as solid lines. Red curves correspond to a value of log[ fR0] = −5, green
curves correspond to a value of log[ fR0] = −6, whereas blue curves correspond to the value log[ fR0] = −8.0. The beige 1σ Gaussian error bands represent a
KiDS-like survey while the red error bands represent an LSST-like survey. The blue band represents a 5% systematic uncertainty in the modelling. The dashed
line predictions took a total of 59 seconds to obtain on a single core of the baobab cluster at the University of Geneva.
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