Abstract. We consider solutions to the incompressible Navier-Stokes equations on the periodic domain Ω = [0, 2π] 3 with potential body forces. Let R ⊆ H 1 (Ω) 3 denote the set of all initial data that lead to regular solutions. Our main result is to construct a suitable Banach space S ⋆ A such that the normalization map W : R → S ⋆ A is continuous, and such that the normal form of the Navier-Stokes equations is a well-posed system in all of S ⋆ A . We also show that S ⋆ A may be seen as a subset of a larger Banach space V ⋆ and that the extended Navier-Stokes equations, which are known to have global solutions, are well-posed in V ⋆ .
Introduction
The Navier-Stokes equations describe the dynamics of incompressible, viscous fluid flows. These equations continue to pose great challenges in mathematics. In particular, the problem of the long time existence of regular solutions is still open. One of the main difficulties in studying the three dimensional Navier-Stokes equations is the analysis of the role of the nonlinear terms in the equations. It is therefore appropriate to consider the simplest case when that role is minimal. One The asymptotic behavior of the regular solution u(t) = S(t)u 0 of the NavierStokes equations in the periodic domain with potential forces where u 0 is the initial data was studied in a series of papers [6, 7, 8] . It was shown that the regular solution u(t) possesses an asymptotic expansion, namely,
W n (t, u 0 )e −nt , as t → ∞, where W n (t, u 0 ) is a polynomial in t whose values are divergence-free trigonometric polynomials. For more details, see (2.10) and the explanations afterward.
Associated to such an asymptotic expansion are the normalization map W (u 0 ) and the normal form for the Navier-Stokes equations, which is an infinite system of finite dimensional ordinary differential equations. The polynomials W n (t, u 0 ) in (1.1) may be explicitly computed from W (u 0 ) using a recursive formula deduced from the nonlinear terms of the Navier-Stokes equations. The image of the normalization map and the solutions S normal (t)ξ of the normal form, whereξ is the initial data, were originally studied in a Frechet space S A . Briefly, S A = ⊕ ∞ n=1 R n H where R n H is the eigenspace of the Stokes operator corresponding to the eigenvalue n or, if n is not an eigenvalue, the trivial linear space {0}. Since the topology of component-wise convergence associated to the Frechet space S A is very weak, more precise analysis may be obtained by studying the normalization map and the normal form in a subspace S where ν > 0 is the kinematic viscosity, u = u(x, t) is the unknown velocity field, p is the unknown pressure, (−∇φ) is the body force specified by a given function φ and u 0 (x) is the known initial velocity field. We consider only solutions u(x, t) such that for any t ≥ 0, u(x) = u(x, t) satisfies (2.2) u(x + Le j ) = u(x) for all x ∈ R 3 , j = 1, 2, 3, and (2.3)
where L > 0 is fixed and Ω = (−L/2, L/2) 3 . We call the functions satisfying (2.2) L-periodic functions. Throughout this paper we take L = 2π and ν = 1. The general case is easily recovered by a change of scale.
Let V be the set of all L-periodic trigonometric polynomials on Ω with values in R 3 which are divergence-free as well as satisfy the condition (2.3). We define
where H l (Ω) with l = 0, 1, 2, . . . denotes the Sobolev space of functions ϕ ∈ L 2 (Ω) such that for every multi-index α with |α| ≤ l the distributional derivative D α ϕ ∈ L 2 (Ω).
For a = (a 1 , a 2 , a 3 ) and b = (b 1 , b 2 , b 3 ) in R 3 , define a · b = a 1 b 1 + a 2 b 2 + a 3 b 3 and |a| = √ a · a. Let ·, · and | · | denote the scalar product and norm in L 2 (Ω) 3 given by
Note that we use | · | for the length of vectors in R 3 as well as the L 2 -norm of vector fields in L 2 (Ω) 3 . In each case the context clarifies the precise meaning of this notation.
Let P L denote the orthogonal projection in L 2 (Ω) 3 onto H. On V we consider the inner product ·, · and the norm · defined by u, v = The inner product of u, v ∈ D A and the norm of w ∈ D A are defined by Au, Av and |Aw|, respectively. Note for w ∈ D A that (2.3) implies the norm |Aw| is equivalent to the usual Sobolev norm of H 2 (Ω) 3 . We also define the bilinear mapping associated with the nonlinear term in the Navier-Stokes equations by (2.5) B(u, v) = P L (u · ∇v) for all u, v ∈ D A .
A classical result tracing back to Leray's pioneering works on the Navier-Stokes equations in the 1930's (see, e.g., [12, 13, 14] ) is that for any initial data u 0 (x) in H there exists a weak solution u(x, t) defined for all x ∈ R 3 and t > 0 which eventually becomes analytic in space and time and u(·, t) H 1 (Ω) 3 converges exponentially to zero as t → ∞ (see also [1, 10, 5] ). Thus there is t 0 ≥ 0 such that the solution u(t) = u(·, t) is continuous from [t 0 , ∞) into V and satisfies the following functional form of the Navier-Stokes equations du(t) dt + Au(t) + B(u(t), u(t)) = 0, t > t 0 , where the equation holds in H. We say that u(t), t ≥ t 0 , is a regular solution to the Navier-Stokes equations on [t 0 , ∞). We denote R the set of all initial value u 0 ∈ V such that there is a (unique) solution u(t), t > 0, satisfying (2.6) du(t) dt + Au(t) + B(u(t), u(t)) = 0, t > 0, with the initial data (2.7) u(0) = u 0 ∈ V, where the equation holds in H, and u(t) is continuous from [0, ∞) into V . In other words, R is the set of all initial data u 0 ∈ V such that the solution u(t) of the Navier-Stokes equations (2.6) is regular (hence also unique) on [0, ∞).
We recall that the spectrum σ(A) of the Stokes operator A consists of the eigenvalues λ 1 < λ 2 < λ 3 < · · · of the form λ j = |k| 2 for some k ∈ Z 3 \ {0} where j = 1, 2, 3, . . . . Note that λ 1 = 1 = |e 1 | 2 and hence the additive semigroup generated by σ(A) coincides with the set N = {1, 2, 3, . . . } of all natural numbers. For n ∈ N we denote by R n the orthogonal projection of H onto the eigenspace of A associated to n. Thus,
If n is an eigenvalue of A, then R n H is generated by functions of the form
2.2.
The asymptotic behavior of solutions. Let us recall some known results on the asymptotic expansions and the normal form of the regular solutions to the Navier-Stokes equations (see [6, 7, 8, 11] for more details). First, for any u 0 ∈ R there is an eigenvalue n 0 of A such that
Furthermore, u(t) has the asymptotic expansion (2.10)
where q j (t), also denoted by W j (t, u 0 ), is a polynomial in t of degree at most j − 1 with values trigonometric polynomials in H. This means that for any N ∈ N the correction termũ
, and for each m ∈ N (2.12)
Then W is an one-to-one analytic mapping from R to the Frechet space S A = R 1 H ⊕ R 2 H ⊕ · · · endowed with the component-wise topology.
The case (2.9) holds if and only if
If u 0 ∈ R then the polynomials q j (t) are the unique polynomial solutions to the following equations
with (2.14)
where the terms β j (t) are defined by (2.15)
Given arbitraryξ = (ξ n ) ∞ n=1 ∈ S A , the polynomial solutions q j (t,ξ) of (2.13) satisfying the initial condition R j q j (0) = ξ j , are explicitly given by the recursive formula
ik·x ∈ V. Above I denotes the identity map on H.
Note that, with our notation, for u 0 ∈ R, we have W j (t, u 0 ) = q j (t, W (u 0 )) for all j ∈ N and t ∈ R.
Finally, the S A -valued functionξ(t) = (ξ n (t))
= W (u(t)) satisfies the following system of differential equations (2.17)
This system is the normal form of the Navier-Stokes equations (2.6) associated with the asymptotic expansion (2.10). It is easy to check that the solution of (2.17) with initial dataξ
. Thus, formula (2.16) yields the normal form and its solutions.
2.3.
Complexification of the Navier-Stokes equations. We introduce the Navier-Stokes equations with complex times and their analytic solutions (see [1, 9] ). Let X be a real Hilbert space with scalar product (·, ·) X . Define the complexification of X as X C = { u + iv : u, v ∈ X } with the addition and scalar product defined by
The complexified space X C is a Hilbert space with respect to the inner product
where u, v, u ′ , v ′ ∈ X. When X = H or X = V , we obtain the complexified spaces H C and V C . We keep the same notation for their corresponding inner products and norms.
The Stokes operator may be extended to
Similarly, B(·, ·) can be extended to a bounded bilinear map from
Note that unlike the real case we have
The Navier-Stokes equations with complex times is defined as
with the initial condition
where ζ 0 ∈ C and u ⋆ ∈ V C are given. Here d/dζ denotes the complex derivative of H C -valued functions.
2.4.
The extended Navier-Stokes equations. The u n (t) = W n (t, u 0 )e −nt must satisfy the following system of equations
One can extend u n (t) for t > 0 to u n (ζ) for ζ ∈ C with Reζ > Reζ 0 . Then
Above, Reζ denotes the real part of the complex number ζ.
2.5.
Prerequisites. The following spaces are introduced in the previous studies [4, 6, 7, 8] of the normalization map and the normal form of the Navier-Stokes equations. Let V C and (R n H) C , for n ∈ N, be the complexifications of V and R n H, respectively as in Section 2.3. Define the complex linear Frechet space
: R → R be the semigroup generated by the Navier-Stokes equations (2.6) with initial time t 0 . We denote S(t) = S(t, 0).
C be the semigroup generated by the extended NavierStokes equations (2.23) with initial complexified time ζ 0 . Also denote S ext (ζ) = S ext (ζ, 0).
Let S normal (t) : S A → S A be the semigroup generated by the normal form of Navier-Stokes equations (2.17).
Recall W : u ∈ R → W (u) ∈ S A . Define the following maps [4] . Let C 1 be the positive constant introduced in Appendix A and define (2.25) ε 0 = 1 24C 1 .
Note that ε 0 and C 1 are essentially the same constant. We write ε 0 when we are focusing on something being small and C 1 otherwise.
be a sequence of numbers satisfying (2.26) α 1 ≥ 0, α n > 0 for n > 1 and
Construct the sequence (ρ n ) ∞ n=1 as follows: let ρ 1 = 1 and for n > 1 define (2.27) σ n = min{ ρ k ρ j : k + j = n and k, j ∈ N }.
Then let
The extended Navier-Stokes equations
In the first part of this section (ρ n ) ∞ n=1 is a sequence of positive numbers satisfying (3.1)
Note that the particular choice of ρ n used as the weights given in Definition 2.1 satisfy condition (3.1). After deriving some basic estimates which will be used throughout this paper, we show how they quickly lead to the Lipschitz continuity of each S ext (t) near the origin in V ⋆ . We finish by showing for κ n satisfying the additional condition (3.39) that S ext (t) is continuous in the whole space V ⋆ , that is, the extended Navier-Stokes equations are well-posed in V ⋆ . First, we have the following version of Proposition 3.1 in [4] . The proof of the estimates with weights ρ n is the same as in Lemma 3.3 below in which we only use the fact that
However, taking into account the factor κ n in (3.1), we derive the following refined version of Proposition 3.1. 
Proposition 3.1 applied with (3.7) in place of (3.5) and ρ n = 1 for all n ∈ N implies
n e −s cos θ .
Moreover ρ 1 γ
1 = γ 1 and
Now, let N > 1 and assume for induction that (3.8) and (3.9) hold for n = 1, 2, . . . , N − 1. We have
Hence, with ζ = ζ 0 + se iθ we obtain
It follows that 1 2
For k ∈ N and s > 0 denotê
Using the fact that ρ N ≤ ρ k ρ j for k + j = N , we obtain (3.14) 1 2
Then we have
. Using Proposition 3.1 along with the induction hypothesis
We have
Integrating (3.14), we obtain (3.9) for n = N by similar estimates, thus completing the induction. Similar to Corollary 3.2, we derive the following version of Lemma 3.3 in which the estimates depend on κ n explicitly. 
where γ n,u , γ n,v are defined as in Corollary 3.2, namely
Proof. The proof is almost identical to the proof of Corollary 3.2.
The estimates in Lemma 3.3 are adequate for establishing the Lipschitz continuity of the S ext (t)ū 0 , whenū 0 is close to the origin. We recall as Lemma 3.5 some basic estimates from Proposition 3.9 of [4] .
Lemma 3.5 ([4]).
Given N ∈ N and u 0 n ∈ V, n = 1, . . . , N . Let u n (ζ), n = 1, . . . , N, Reζ > 0, be the solutions to the extended Navier-Stokes equations (2.23)
where the domain E is defined in (A.5), and
In particular,
and
where γ j,u ,γ j,u (respectively γ j,v ,γ j,v ) are defined as in Lemma 3.5 forū 0 (respectivelyv 0 ). Claims:
After proving these claims, then inequality (3.25) (respectively inequality (3.26)) follows from (3.29) (respectively (3.30)) and (3.31).
Proof of the claims.
We also have
Letting n → ∞ gives the second inequality of (3.31). Now, summing up (3.28),
Letting n → ∞ yields the first inequality in (3.31).
Applying Lemma 3.3 with ζ 0 = 0, s = t and θ = 0, we have
Note that the above γ 0 n,u , γ 0 n,v given in Proposition 3.1 and used in Lemma 3.3 are not the same as γ n,u , γ n,v given in Lemma 3.5 and used in the current theorem. However, based on their formulas, we have γ 0 n,u ≤ γ n,u and γ 0 n,v ≤ γ n,v . Hence µ 0 n ≤ µ n , and therefore (3.29) follows from (3.32).
Let ζ = t 0 + se iθ ∈ E, then cos θ > 1/(3e t0 ). Applying Lemma 3.3 with ζ 0 = t 0 , we have
andγ j,v (t 0 ) are defined similarly using v n (t 0 ). It is known that (cf. proof of Theorem 3.7 in [4] )
Hence by (3.29) and by induction, one can showμ
Therefore (3.30) follows from (3.36). The proof is complete.
Our next goal is to study the extended Navier-Stokes equations in the whole space V ⋆ rather than only near the origin. For that purpose we require that the positive numbers κ n in (3.1) satisfy
Note that (3.39) holds true for the weights defining V ⋆ given in Definition 2.1 because of the rapid growth of L 3,n .
First recall Theorem 4.3 in [4] , the existence theorem in V ⋆ for the extended Navier-Stokes equations. Note that the constant M 0 appearing here results from using Lemma A.3 in place of Lemma 4.2 in [4] .
where
We establish the well-posedness of the extended Navier-Stokes equations now.
. Let γ n,u , γ n,v and µ n be defined by (3.43)
Taking ζ 0 = 0, s = t and θ = 0 in Corollaries 3.2 and 3.4 we obtain
By Lemma A.3, we have
which is finite and independent ofv 0 . For N > 0, considering n>N µ n , we have
Given ε > 0. Let N = N ( ū 0 ⋆ ) be sufficiently large such that
By virtue of (3.45),
0 ⋆ , for all n ∈ N, where θ n are positive numbers defined recursively by
Therefore, inequality (3.47) implies w(t) ⋆ ≤ e −t ∞ n=1 µ n < εe −t for all t ≥ 0.
For the complexified extended Navier-Stokes equations the following estimates are important for our study of the normal form of the Navier-Stokes equations and the normalization map in subsequent sections. Combining the estimates in Proposition 3.6 and the proof of Theorem 3.7 in [4] we obtain Proposition 3.9. Let (u n (ζ)) ∞ n=1 for Reζ > 0 be the solution to the extended Navier-Stokes equations (2.23) with ζ 0 = 0 and initial condition u n (0) = u
where (3.51)
Proof. Inequality (3.49) was obtained in Corollary 3.2. Given ζ = t + se iθ ∈ E, let
It follows from Corollary 3.2 that
Claim:
for all k < n. Since ζ = t + se iθ ∈ E, we have e −t / cos θ < 3. Therefore
Combining (3.54) and (3.55) yields (3.50) for all n ∈ N.
Similar arguments using Corollary 3.4 yield
where (3.59)
and γ j,u andγ j,u (respectively γ j,v andγ j,v ) are defined as in Proposition 3.9 for u 0 (respectivelyv 0 ).
The complex version of Theorem 3.8 then easily follows.
C and is continuous. As a consequence of the study of the extended Navier-Stokes equations in this section, we show the explicit continuous dependence on the initial data of the regular solutions S(ζ)u 0 with small norm u 0 . Our explicit estimates will be used in proving the continuity of the normalization map in Section 4.
Proof.
By Lemma 3.5, we have
and similarly,
. By induction, we obtain S n ≤ 2S 0 n . Letting n → ∞ we obtain (3.61).
Similarly, using the formula ofμ n ,
Note that condition (4.1) is more stringent than (3.39). Moreover, the weights explicitly defined in Definition 2.1 also satisfy this more stringent condition.
where M is a positive number depending on ξ ⋆ and the sequence (ρ n )
where the constants a 0 and C 2 are defined in Lemma A.2. Claims:
(4.9) ρ n u n (t) = ρ n q n (t,ξ)e −nt ≤ γ n e −t , n ∈ N, t > 0, (4.10) ρ n u n (ζ) = ρ n q n (t,ξ)e −nζ ≤γ n e −Reζ , n ∈ N, ζ ∈ E.
Indeed, following the proof of Lemma 6.2 in [4] , we obtain
Elementary calculation shows D 1,n + D 2,n ≤ D n and hence (4.8) follows. Then (4.9) and (4.10) follow by the virtue of Proposition 3.9 with u 0 n = q n (0,ξ). Note that x n ≤ η n ≤ γ n ≤γ n . For each n, summing up (4.4)-(4.6) gives
By Lemma A.3 and (4.11), we have
Then it follows from (4.9) that
for all t > 0.
Theorem 4.2. The map S normal (t)ξ is continuous inξ for each t ≥ 0.
For n > 1, let (4.13) y n = ρ n ξ n − χ n , (4.14)
where γ j,ξ andγ j,ξ (respectively γ j,χ andγ j,χ ) are defined by (4.5) and (4.6) for ξ (respectivelyχ). Let u n (ζ) = q n (ζ,ξ)e −nζ and v n (ζ) = q n (ζ,χ)e −nζ , n ∈ N. Following the proof of Lemma 7.3 in [4] , we obtain
Then by Proposition 3.10
Since γ j,ξ ≤γ j,ξ , γ j,χ ≤γ j,χ and y n ≤ ν n ≤ µ n ≤μ n , it follows from (4.13)- ( The proof now proceeds as in Theorem 3.8.
We close this section by remarking that the proofs of Theorems 4.1 and 4.2 also show
⋆ is well-defined and continuous.
The normalization map
In [4], we did not know whether W (u 0 ) belongs to some S ⋆ A with appropriate ρ n for even small u 0 . In this section we show provided the weights ρ n satisfy the additional conditions in Definition 5.2 below for n ∈ N that W (u 0 ) ∈ S ⋆ A . The continuity of W as a map from R to such a space S ⋆ A is also established.
5.1.
The range of the normalization map. Let u 0 ∈ R and let u(t) = S(t)u 0 be the regular solution to the Navier-Stokes equations with the initial data u 0 . Let u n (t) = W n (t, u 0 )e −nt for n ∈ N and t ≥ 0. Then the asymptotic expansion of u(t) is
For n ≥ 2, denotẽ
Let β n (t) be defined as in (2.15) with q n (t) = q n (t, W (u 0 )) = W n (t, u 0 ). Explicitly, β 1 (t) = 0 and for n > 1
Similarly, for complex times ζ ∈ E we write u n (ζ) = W n (ζ, u 0 )e −nζ for n ∈ N so that (u n (ζ))
Recall that the set E is defined in (A.5). We start with a recursive formula of W n (u 0 ).
Lemma 5.1. Let u 0 ∈ R and u(t) = S(t)u 0 . Then
where the limits are taken in the V norm. For n ∈ σ(A) and n ≥ 2 we have
Proof. Equation (5.4) follows from the asymptotic expansion of the solution u(t).
In particular, from (2.12) we obtain ũ 2 (t) = O(e −(1+ǫ)t ) and from (2.16) we obtain
Letting t → ∞ gives
Recall from (2.20) and (2.6) that
It follows that the remainderũ n (t) = u(t) −
after applying the projection R n to (5.7) and multiplying it by e nt . Integrating yields
where q(t) is a polynomial in t. Thus, the limit 
converges. The argument that the last integral in (5.8) converges as t → ∞ follows from the estimates (5.36)-(5.38). In fact, explicit bounds for each of the terms appearing on the right hand side of (5.8) will be given in the proof of Lemma 5.6. Now, letting t → ∞ in (5.8) and using (5.6) we obtain (5.5).
To estimate the integrals on the right hand side of (5.5), we not only need to have good estimates of the integrands for large τ , but for small τ as well. Therefore the energy inequality for regular solutions to the Navier-Stokes equations will play a crucial role in our estimates.
We recall from [4] that if u 0 < ε 0 then u 0 ∈ R and
For general u 0 ∈ R, the energy estimate is
By Poincare's and Gronwall's inequalities
Denote log + α = log(max{1, α}) and let
Take t = t 0 − 1, t ′ = t 0 in (5.13). It follows that there is a t 1 ∈ (t 0 − 1, t 0 ) such that u(t 1 ) < |u(t 0 − 1)| ≤ e −t0+1 |u 0 | ≤ ε 0 /2. Then by (5.9),
Hence it follows from (5.9) and (5.10) that
If u 0 < ε 0 , we simply take t 0 = 0. Note that
be a fixed sequence of real numbers in the interval (0, 1] satisfying
We define the sequence of positive weights (ρ n )
are defined by (5.56) and (5.90), respectively, and depend only on the constants C 1 , C 2 and a 0 .
Note thatL n ≥ 3 andL ′ n ≥ 1 for all n ≥ 2. Therefore the sequence (ρ n ) ∞ n=1 is decreasing and ρ n ≤ κ ′ n for n > 1. Define 
Definition 5.3. We denote for each u 0 ∈ R,
It follows from Proposition 3.9 that (5.28) ρ n u n (t) = ρ n W n (t, u 0 )e −nt ≤ γ n e −t , t > 0,
Consequently, by Lemma A.2,
Definition 5.4. For u 0 ∈ R and n > 1, denote
We need the following recursive inequalities for estimating the right hand side of (5.5).
Lemma 5.5. Let u 0 ∈ R and N > 1. Then
since ρ n is decreasing. Taking t = 0 in (5.40) yields (5.34).
Second, since ζ ∈ E implies t 0 + ζ ∈ E, then by (5.18) and (5.29) for n = 1, 2, . . . , N − 1, we have
as τ → ∞. Now Lemma A.1 implies
and taking ǫ → 0 yields (5.35). Third, squaring (5.40) and integrating yields
Then (5.36) follows from the energy inequality (5.14). Fourth, from (5.9) and (5.35) we obtain
The proof is complete.
Our main recursive step is
where L(0, n) defined by (5.43) below for n > 1 are positive constants independent of u 0 and ρ n .
Proof. If N ∈ σ(A), then W N (u 0 ) = 0 and (5.42) holds. We now consider the case N ∈ σ(A). By (5.5),
According to Lemma 5.5, we first have ũ N (0) ≤ M N (u 0 ). Estimate of J 1 . By using inequality (A.2), the fact ρ 2 N −1 ≤ min{ρ k ρ j : k, j ≤ N − 1}, and the estimates (5.30) of u k (t) , we obtain
For n ∈ N,
Estimate of J 2 . By (A.2),
For J 2,1 we use (5.36) and (5.14)
For J 2,2 we use (5.37) and (5.16)
Estimate of J 3 . By (A.2)
For J 3,1 , we use (5.36)
For J 3,2 , we use (5.38)
Combining the above estimates we obtain
for n > 1.
For n > 1, let
where D n are defined as in (4.7) and g 0 is given in (5.19).
Our next goal is to prove that ρ n ξ n ≤ x n for all n ∈ N. In fact, we have Lemma 5.8. Let u 0 ∈ R and let x n , η * n , γ * n ,γ * n be defined as in Definition 5.7. For all n ∈ N, we have
. Using the notation in Definition 5.3 and inequalities (5.28)-(5.29), it suffices to prove that
For n = 1, we have by (2.16) that
Therefore (2.23) implies 
It follows from Lemma 5.6 that
are positive constants greater than or equal 3, independent of u 0 and depending only on C 1 , C 2 and a 0 . Multiplying by ρ N , we derive
by the induction hypothesis. Thus the first inequality of (5.53) holds for n = N . Applying the arguments used to obtain (4.8) in the proof of Theorem 4.1 with equations (5.45)-(5.48) in place of (4.3)-(4.6) we obtain
n , the second inequality of (5.53) for n = N . Now the last two inequalities of (5.53) follow easily. The induction is hence complete. 
is independent of u 0 . Let a n = ρ n u 0 and X = 1 + u 0 2 . We then have
Note that ∞ n=1 a n is finite by (5.24) and (5.20) implies lim n→∞ (κ * n )
1/2 n = 0. Applying Lemma A.5 we obtain that ∞ n=1γ * n is finite. Thus (5.49) in Lemma 5.8 implies
A . Regarding the commutative diagram in the Introduction, we also obtain
Proof. This follows from the proof of Theorem 5.9 since is independent of u 0 .
In our study of the continuity of the normalization map below, it will be necessary to specify a bound K(u 0 ) on γ * n in terms of u 0 only. For this purpose, we introduce the following function K 1 (r, s) based on (5.57), Lemmas A.4 and A.5.
where α = sup{a ′ n : n ∈ N} and M = 3 sup{1, α, k ′ n α : n > 1}. Note that K 1 (r, s) is finite and is increasing in each variable r and s. In addition, if we let Then all the results in section 5.1 hold true for these particular values of t 0 and g 0 . Furthermore, using the notation set in Definitions 5.3, 5.7 and 5.4, we have
Consequently,
Proof. Due to (5.57), Lemma A.5 and Definition 5.12, 
is given by (5.19).
5.2.
The continuity of the normalization map. We now study the continuity of the normalization map W : R → S ⋆ A . Let u 0 ∈ R be fixed. We show that W is continuous at u 0 . For the rest of this section we assume, unless otherwise stated, that
We have for any ǫ > 0 that
Lemma 5.15. Let u 0 , v 0 ∈ R and n ∈ σ(A) with n > 1. Then we have
Proof. We have from (5.6),
where β n,u 0 (τ ) and β n,v 0 (τ ) are defined by (5.2) for u 0 and v 0 respectively. Recall from (5.7) that for n ≥ 2,
Thenw n satisfies the equation
Letting t → ∞ and using (5.68) give (5.67).
In estimating the integrands on the right hand side of (5.67), we use the estimates obtained in Section 5.1 applied to both u 0 and v 0 . However, t 0 (v 0 ) and g 0 (v 0 ) given by formulas (5.15) and (5.19) respectively, may vary for different v 0 . For our convenience, we fix for the rest of this section 
Applying Proposition 3.10 withū 0 andv 0 given by (5.64), we have
The following are some estimates similar to those in Lemma 5.5.
Lemma 5.17. Let n > 1, we have
where The analogue of Lemma 5.6 is
Proof. We derive from (5.67) 
Estimate of J 2 . Using (A.2), we have
For J 2,1 , use (A.21) and (5.36)
where N 2 = N 2 (u 0 ) is defined in Lemma A.8. For J 2,2 , use (5.72) and (5.35)
Estimate of J 3 . By inequality (A.2),
For J 3,1 , use (5.14) and (5.82)
For J 3,2 , use (5.9) and (5.81)
Estimate of J 4 . By inequality (A.2),
For J 4,1 , use (5.36) and (5.82)
For J 4,2 , use (5.35) and (5.81),
Combining the inequalities above, we obtain
Note that all constants which depend on v 0 depend on it through the norms |v 0 | or v 0 . Since u 0 − v 0 < 1, these constants may all be estimated in terms of |u 0 | + 1 and u 0 + 1. More specifically, let
where M 2 = M 1 + u 0 +1+4ε 0 . Therefore, there are positive numbers M 0 = g 0 (u 0 ), M 1 and M 2 depending only on u 0 so that inequality (5.87) gives
Hence there is M = M (u 0 ) > 1 such that
After multiplying by ρ n and using (5.21) we obtain inequality (5.86). Note that t 0 is fixed for all v 0 satisfying (5.63) and the regular solutions of the Navier-Stokes equations in our context depend continuously on the initial data (cf. [15] ). Therefore (5.91) holds true. 
where M = M (u 0 ) > 0 be given in Lemma 5.18. Then
Proof. By induction. Case n = 1, similar to (5.54) and (5.55) in Lemma 5.8 we
Thus it suffices to prove
This indeed follows from |W 1 (u 0 ) − W 1 (v 0 )| = lim t→∞ e t |R 1 w(t)|, by (5.4), and inequality (A.22). For the induction step with n > 1, the key estimate is
This follows from Lemma 5.18 and the induction hypothesisμ k ≤μ * k , for k < n. By (4.17) in Theorem 4.2, we have
which is less than or equal to ν * n by (5.98), the induction hypothesis, the relations κ n ≤ κ ′ n andγ n,u ≤γ * n,u ,γ n,v ≤γ * n,v where the latter two are analogues of (5.53). The last two inequalities of (5.97) follow easily. [4] one can impose stricter conditions on the ρ n than given in Definition 5.2 and also show that the normalization map is Lipschitz continuous near the origin of V . We leave the subject of this and finer properties of the normalization map for our future research.
Appendix A First, we recall some inequalities involving the nonlinear terms in the NavierStokes equations (see e.g. [4] for their proofs). There is an absolute constant C 1 > 0 such that
The following region in the complex plane is used in [4] to describe the domains of analyticity of the solutions of the complexified extended Navier-Stokes equations:
The next two lemmas are some Phragmen-Linderlöf type estimates obtained in [4] . The first is Corollary B.3 of [4] .
for some positive numbers M , C and n. Then
, t > 0.
Combining Corollary B.6 and Lemma 5.1 of [4] we have Lemma A.2. Let n ∈ N. Suppose q(ζ), ζ ∈ C, is a polynomial of degree less than or equal to (n − 1) and
where M is a positive number. Then
where C 2 and a 0 are fixed positive constants.
Estimates on a 0 and C 2 given in Lemma 5.1 and Lemma B.4 of [4] indicate that
where g(τ ) = √ 3e τ /2 and τ > 2 + 2 √ 2. Thus, we may take a 0 = 192 and C 2 = 196. Lemma 4.2 of [4] is used repeatedly in this paper. We recall this result with a simplified proof which can be easily adapted for the subsequent lemmas.
Lemma A.3 ([4]
). Let a n ≥ 0, n ∈ N, and let (k n ) ∞ n=2 be a sequence of positive numbers satisfying
where M 0 = max{1, 2κ n (n − 1) : n ≥ 2} max{1, 2 ∞ n=1 a n }. Proof. We claim that (A.12) d n ≤ M n /K, n ∈ N, (A.13)
where K and M are positive numbers satisfying K ≥ 2 max (n − 1)k n : n ≥ 2 , M ≥ max (2Ka n ) 1/n : n ≥ 1 .
We prove (A.12) by induction. Clearly, the inequality holds when n = 1. Let n > 1 and assume that (A.12) holds for k = 1, 2, · · · , n − 1. Then
Therefore (A.12) holds for all n ∈ N. Then (A.13) follows immediately. To prove (A.11), take K = max{1, 2κ n (n − 1) : n ≥ 2} and M = K max{1, 2 ∞ n=1 a n }. Note that K ≥ 1 and M ≥ 1, hence M n ≥ M ≥ 2Ka n , for all n ∈ N. Thus (A.11) follows from (A.13) and (A.10).
The following lemmas generalize Lemma A.3 to other numeric series.
Lemma A.4. Let (a n ) where α = sup{a n : n ∈ N} and M = 3 sup{1, α, k n α : n > 1}.
Proof. Let S n = n k=1 d k . Note that S 1 = a 1 and (A.16) S n = a n + S n−1 + k n S 2 n−1 , n > 1. We prove by induction that (A.17) S n ≤ αM 2 n −1 , n ∈ N.
One can see that (A.17) holds when n = 1. Let N > 1 and assume (A.17) holds for all n < N . Using the induction hypothesis and the fact that 2 N −1 ≤ 2 N − 1, α N ≤ α, M ≥ 3 and k N α/M ≤ 1/3, we then have Thus (A.17) is true. Using (A.17), we obtain
The last sum is finite due to (A.14), hence (A.15) follows.
For the numeric sequences appearing in the study of the range of the normalization map, we have where M ≥ max{1, 2k n (n − 1) : n > 1} and M ≥ max{(2a n ) 1/n : n ∈ N}.
Proof. We see that (A.18) holds for n = 1. Let N > 1 and assume (A.18) holds for n ≤ N − 1. We have
Hence (A.18) is true and (A.19) follows obviously.
Lemma A.7. Let X > 0, (a n ) ∞ n=1 and (k n ) ∞ n=2 be two sequences of positive numbers. Let d 1 = a 1 and d n = a n + k n X + Finally, for the sake of the completeness of this paper, we recall with a proof some commonly known facts about the regular solutions of the Navier-Stokes equations. 
