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a b s t r a c t
A coloring of a graph G is an assignment of colors to the vertices of G such that any two
vertices receive distinct colors whenever they are adjacent. An acyclic coloring of G is a
coloring such that no cycle of G receives exactly two colors, and the acyclic chromatic
number χA(G) of a graphG is theminimumnumber of colors in any such coloring ofG. Given
a graph G and an integer k, determining whether χA(G) ≤ k or not is NP-complete even for
k = 3. The acyclic coloring problem arises in the context of efficient computations of sparse
and symmetric Hessian matrices via substitution methods. In this work we start an integer
programming approach for this problem, by introducing a natural integer programming
formulation and presenting six families of facet-inducing valid inequalities.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A coloring of a graph G is an assignment of colors to the vertices of G such that any two vertices receive distinct colors
whenever they are adjacent. An acyclic coloring of a graph G is a coloring such that no cycle of G receives exactly two colors,
i.e., such that the subgraph of G induced by any two color classes is acyclic. As in odd cycles the standard coloring coincides
with the acyclic coloring, it is sufficient to impose the acyclicity conditions on even cycles. The acyclic chromatic number
χA(G) of a graph G is the minimum number of colors in any such coloring of G. Given a graph G, the acyclic coloring problem
consists in finding χA(G), and this problem has been shown to be NP-hard [9]. Kostochka [25] proved that even deciding
whether the acyclic chromatic number of a graph is at most 3 is NP-complete.
The acyclic coloring problem arises in the context of matrix partitioning for the estimation of the Hessian matrix
associated to numerical optimization problems and non-linear systems of equations. Typically, we search for a partition
of the columns inducing a substitution method for the recovery of the entries of the Hessian matrix [10]. It is possible to
efficiently compute this matrix by significantly reducing the number of needed function evaluations, exploiting its sparsity
and usually symmetrical structure. The problem of finding the optimal number of function evaluations can be formulated as
an acyclic coloring problem over a suitably defined graph [9,15,16], which depends on the (known) positions of the nonzero
entries of the matrix. The vertices of this graph correspond to the columns of the matrix and two vertices i, j are adjacent
whenever the entry ij in the matrix is a nonzero element.
All the previous works about this problem come from graph theory, finding bounds over the number of colors necessary
to obtain acyclic colorings in particular classes of graphs. However, not toomany approaches in order to solve this problem in
practice exist. Efficient heuristic algorithms for the acyclic coloring problemwere developed in [17,18], butwe are not aware
of exact approaches seeking optimal solutions. This fact, combined with the practical relevance of this problem, motivates
us to start a polyhedral study of this problemwith the objective of implementing an exact algorithm based on integer linear
programming techniques. To this end, we present a natural formulation of the acyclic coloring problem as an integer linear
programming model, based on existing formulations for the classical vertex coloring problem. We studied the structure
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of the polyhedron associated with this formulation in order to find partial descriptions that can eventually contribute to a
cutting-plane algorithm. In particular, we present six families of valid inequalities based on induced even cycles of the graph,
and characterize the cases in which these inequalities are facet-defining. Finally, we report some preliminary experiments
in order to assess the contribution of these inequalities within a cutting plane environment.
The paper is organized as follows. In Section 2 we review previous works about the acyclic coloring problem. In Section 3
we introduce the integer linear programming model, and in Section 4 we present six families of facet-inducing valid
inequalities for this polytope. In Section 5 we report the results of preliminary computational experiments with these
inequalities, and Section 6 closes the paper with concluding remarks and directions for future research.
2. Previous work on the acyclic coloring problem
The acyclic coloring problem was introduced by Grünbaum in [19] proving that a graph with maximum degree 3 has an
acyclic coloring with 4 colors. In [8], Burnstein showed that a graph with maximum degree 4 has an acyclic coloring with 5
colors. Furthermore, itwas shown in [13] that every graphwithmaximumdegree 5has acyclic chromatic numberχA(G) ≤ 9.
A general result was presented in [3], where it is proved that every graph Gwith maximum degree d has acyclic chromatic
number χA(G) ≤ 50d 43 . Recently Gebremedhin et al. proved [18] that every proper coloring of a chordal graph is also an
acyclic coloring. Since chordal graphs can be optimally colored in polynomial time then it is also possible to acyclically color
these graphs in polynomial time.
In 1973, Grünbaum conjectured that every planar graph has an acyclic coloring with at most 5 colors [19]. The validity
of this conjecture was proved by Borodin in 1979 [4]. Additionally, it was proved in [7] that every planar graph with girth
(the length of the shortest cycle contained in the graph) g ≥ 5 has an acyclic chromatic number χA(G) ≤ 4; and if g ≥ 7
then χA(G) ≤ 3.
A graph is 1-planar if it can be drawn on the plane in such a way that every edge crosses at most one other edge. The
acyclic chromatic number of every 1-planar graph is at most 20 [6].
A star coloring of a graph is a proper coloring such that any (not necessarily induced) path of length 3 in the graph
(i.e., on 4 vertices) is colored with exactly two colors. If χA(G) ≤ k, then χS(G) ≤ k2k−1 [14], where χS(G) denotes
the minimum number of colors necessary to obtain a star coloring in G. This bound was improved in [2], proving that
χS(G) ≤ χA(G)(2χA(G) − 1). Further results linking acyclic and star colorings can be found in [2,27]. Many results have
been obtained for acyclic and star coloring of graphs constructed by certain graph operations, i.e., for Cartesian products of
paths [12], trees [22], cycles [20] and complete graphs [21] and for the join of graphs [26].
An L-coloring of a graph is a proper coloring such that each vertex gets a color from its associated list of colors. A graph is
k-choosable if there exists an L-coloring of it, for each list assignment L such that each list has at least k colors. In [5] it was
shown that every planar graph is acyclically 7-choosable. In other words, if every vertex v in a planar graph G has a list of 7
possible colors, then G can be acyclically colored picking for each vertex a color from its list. Moreover, every planar graph
with neither 4-cycles nor chordal 6-cycles is acyclically 5-choosable [33], which generalizes the results in [31,32].
The acyclic coloring problem has close links with theminimum feedback vertex set problem. In [11] a connection between
the acyclic chromatic number and the cardinality of a minimum feedback vertex set in G is established.
An efficient heuristic algorithm for the acyclic coloring problem was developed in [17,18] based on the exploitation of
the structure of two-colored induced subgraphs.
3. Integer programming formulation
In order to establish a starting point for our polyhedral approach to the acyclic coloring problem, we introduce in this
section a straightforward integer programming formulation for this problem.
Let G = (V , E) be an undirected graph, and denote byC the set of available colors.We assume throughout this paper that
G has no isolated vertices. For i ∈ V and c ∈ C, we define the assignment variable xic to be xic = 1 if the vertex i is assigned
the color c , and xic = 0 otherwise. For every c ∈ C we define the binary color variable wc to be wc = 1 if some vertex uses
the color c.
Denote by CC ⊆ 2V the set of all cycles of G. The acyclic coloring problem can be formulated in terms of the assignment
variables and the color variables in the following way:
min

c∈C
wc
s.t.

c∈C
xic = 1 ∀i ∈ V (1)
xic + xjc ≤ wc ∀ij ∈ E ∀c ∈ C (2)
i∈C
xic + xic′ ≤ |C| − 1 ∀C ∈ CC, ∀c, c ′ ∈ C, c ≠ c ′ (3)
xic ∈ {0, 1} ∀i ∈ V , c ∈ C (4)
wc ∈ {0, 1} ∀c ∈ C. (5)
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The objective function asks to minimize the number of used colors. Constraints (1) impose that each vertex must receive
exactly one color,while constraints (2) prevent two adjacent vertices from receiving the same color. Note that the constraints
(2) suffice to properly define the w-variables, as we assume that G has no isolated vertices. Finally, constraints (3) prevent
a cycle from receiving exactly two colors. Note that the constraints (3) need not be enforced over every cycle in CC, as odd
cycles always receive at least three colors in any feasible coloring. Hence, we can restrict this constraint to operate on the
induced even cycles of G only.
We define PS(G,C) to be the convex hull of the vectors (x, w) satisfying constraints (1)–(5).
Theorem 1. If |C| > χA(G), then dim(PS(G,C)) = |V |(|C| − 1) + |C|. Furthermore, the constraints (1) provide a minimal
system of equations for PS(G,C).
Proof. Let λz = λ0 be an equality satisfied by every feasible solution z = (x, w) ∈ PS(G,C). We shall prove that (λ, λ0) is
a linear combination of the constraints (1).
Let c ∈ C and let z = (x, w) ∈ PS(G,C) be a feasible solution such thatwc = 0 (such a feasible solution must exist since
|C| > χA(G)). Letw′ = w+ec (i.e.,w′ is obtained fromw by replacingwc = 0 byw′c = 1). Since z ′ = (x, w′) is also feasible,
then λz = λ0 = λz ′. But z and z ′ only differ in theirwc-variable, so λwc = 0.
Let i ∈ V be an arbitrary vertex and let c, c ′ ∈ C be two distinct colors.We denote by 1 = (1, . . . , 1) the vector composed
by ones. Let z = (x, 1) ∈ PS(G,C) be a feasible solution with xic = 1 and xjc′ = 0 for every j ∈ V (i.e., the color c ′ is not used
in z). Such a feasible solution exists since |C| > χA(G). Define z ′ = (x′, 1) ∈ PS(G,C) to be
x′jc = xjc ∀j ∈ V \ {i}, ∀c ∈ C,
x′it = 0 ∀t ∈ C \ {c ′},
x′ic′ = 1.
Note that z ′ is a feasible solution since c ′ is not used in z. Since λz = λ0 = λz ′ and z and z ′ only differ in their xic- and
xic′-variables, then λxic = λxic′ . Since c and c ′ are arbitrary, we conclude that λxic = λxic′ for every c, c ′ ∈ C, hence λ is
a linear combination of the constraints (1). Therefore, dim(Ps(G,C)) = |C|(|V | + 1) − |V | = |V |(|C| − 1) + |C|. Since
the coefficient vectors of the constraints (1) are linearly independent, we conclude that (1) defines a minimal system of
equations for PS(G,C). 
4. Valid inequalities
In this section we present an initial study of PS(G,C), by introducing six classes of facet-inducing valid inequalities.
Since the formulation given by the constraints (1)–(5) and (4)–(5) corresponds to the classical vertex coloring problem and
was – together with symmetry-breaking constraints – extensively studied in [29,30], we concentrate in this work on valid
inequalities arising from acyclicity properties, in particular over induced even cycles.
Let C ∈ CC be an even cycle of G. For j ∈ C, let Cj ⊆ C be the set of all vertices i ∈ C such that both paths in C from i to j
have even length (i.e., the set of vertices of C located at even distance in C from j). Note that |Cj| = |C|/2. For j ∈ V , let N(j)
be the set of all vertices adjacent to j and let NC(j) = C ∩ N(j). If z = (x, w) is a feasible solution, we say that z uses color c
if xic = 1 for some vertex i ∈ V .
4.1. Two-color inequalities
Definition 1. Let C be an even cycle of G, and let c0, c1 ∈ C with c0 ≠ c1. We define the two-color inequality associated with
C, c0, and c1 to be
v∈C

xvc0 + xvc1
 ≤ 1+  |C|
2
− 1

wc0 +
 |C|
2
− 1

wc1 . (6)
Theorem 2. The two-color inequalities are valid for PS(G,C).
Proof. Let z = (x, w) be a feasible solution, and consider the following cases:
1. If z uses colors c0 and c1, then the LHS of the inequality (6) is less or equal than |C| − 1, because z represents an acyclic
coloring. Note that the RHS of the inequality, as c0 and c1 are used, equals |C| − 1.
2. If z uses color c0 and does not use color c1, then the LHS of (6) is less or equal than
|C|
2 . The RHS of the inequality is greater
or equal to this value aswc0 = 1. A similar argument can be applied if z uses color c1 and does not use color c0.
3. If neither c0 and c1 are used by z, then the LHS of (6) is null, and the inequality is trivially satisfied as the RHS is at
least 1.
Since in the three cases the two-color inequality (6) is satisfied and z is an arbitrary solution, we conclude that this
inequality is valid for PS(G,C). 
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Notation: Throughout the proofs in this sectionwe shall construct many feasible solutions. In order to efficiently describe
these constructions, we introduce the following graphical representation for feasible solutions:
c0 c1 . . . c . . . c ′
v j . . . k . . .
w
Each column represents a color, and contains the vertices or sets of vertices receiving the corresponding color. In this
example, the vertices v andw receive color c0, the vertex j receives color c1, and the vertex k receives color c . The remaining
vertices are assigned arbitrary colors, in such a way that an acyclic coloring is generated.
We say that C is a binding cycle if G does not admit any cycle C′ ⊆ G such that C′ \ C and C′ \ (G \ C) are independent sets.
The following result studies the facetness properties of the two-color inequalities. It is interesting to note that this theorem
provides necessary and sufficient conditions for (6) to induce a facet, given that C is a binding cycle and suitable bounds
on |C|.
Theorem 3. Assume |C| ≥ χA(G \ C) + 4 and C is a binding cycle. The two-color inequalities are facet-defining for PS(G,C) if
and only if for each vertex i ∈ V \ C there exists j ∈ C such that ik ∉ E for all k ∈ Cj \ {j}.
Proof. Let F be the face of PS(C,C) defined by the inequality (6), i.e.,
F = {y ∈ PS(G,C) : π Ty = π0};
where (π, π0) is the coefficient vector of (6).
If. By contradiction, suppose that there exists a vertex i ∈ V \ C such that for all j ∈ C, there exists k ∈ Cj \ {j}with ik ∈ E.
Let z = (x, w) ∈ F , and we shall prove xic0 = xic1 = 0, implying that F does not define a facet of PS(G,C). Consider the
following cases:
1. If wc0 = wc1 = 1, then the RHS of the inequality (6) equals |C| − 1. Since z satisfies (6) at equality, then the LHS of (6)
must equal |C| − 1. Hence, exactly |C| − 1 vertices of C must use colors c0 and c1. Let j ∈ C be the only vertex from C
using neither c0 nor c1, and let l ∈ NC(j). Since C is an even cycle, then all vertices in Cj \ {j} use color c0 and all vertices
in Cl use color c1, or viceversa. The hypothesis implies that the vertex i is adjacent to at least two vertices in Cj and two
vertices in Cl. Indeed, if i is adjacent to only one vertex t ∈ Cj, then i is not adjacent to any vertex in Ct \ {t}, contradicting
the hypothesis. A similar argument shows that the vertex i is also adjacent to at least two vertices in Cl. We conclude,
therefore, that the vertex i uses neither c0 nor c1, hence xic0 = xic1 = 0.
2. If wc0 = 1 and wc1 = 0, then the RHS of (6) is equal to |C|2 . Since z satisfies (6) at equality, then the LHS of (6) must
equal |C|2 . This implies that exactly
|C|
2 vertices of Cmust use color c0. Let j ∈ C be any such vertex using color c0. Then, all
vertices in Cj must use color c0. The vertex i cannot be assigned the color c1 aswc1 = 0. Furthermore, by hypothesis, the
vertex i is adjacent to some vertex in Cj, hence xic0 = 0. A symmetrical argument settles the casewc1 = 1 andwc0 = 0.
3. Ifwc0 = wc1 = 0, then z does not satisfy (6) at equality, a contradiction.
In all these cases we obtain xic0 = xic1 = 0. Then, F ⊆ {(x, w) ∈ R|C|(|V |+1) : xic0 = xic1 = 0 and (x, w) satisfies
equality (1)}. Since the points in F satisfy two additional equalities besides the model constraints (1), we get dim(F) ≤
dim(PS(G,C))− 2. So we conclude that the inequality (6) is not facet-defining for PS(G,C).
Only if. Let λ ∈ R|C|(|V |+1) and λ0 ∈ R such that λTy = λ0 for every y ∈ F . We shall prove that λ is a linear combination
of the coefficient vector of the inequality (6) and the coefficient vectors of the model constraints (1), hence proving that (6)
defines a facet of PS(G,C). In other words, we shall find scalars α and βi, i ∈ V , such that
λ = απ +

i∈V
βiγ
i, (7)
where γ i is the coefficient vector of the model constraints (1) corresponding to the vertex i, for i ∈ V (recall that (1) defines
a minimal system of equations for PS(G,C)).
Claim 1: λwc = 0 ∀c ∈ C \ {c0, c1}.
Let j ∈ C and i ∈ NC(j). Let c ′ ∈ C with c ′ ≠ c, c0, c1. Let z = (x, w) be the feasible solution depicted in Fig. 1(b), such
thatwc = 0. In this solution we assign colors c0, c1 and c ′ to the vertices of C in such a way that the inequality (6) is satisfied
at equality. Furthermore, the graph G \ C can be acyclically colored with the remaining colors, since |C| ≥ χA(G \ C) + 4.
We must verify that this coloring is also acyclic for G. If this coloring is not acyclic, then there exists an even cycle C′ using
only two colors. The cycle C′ cannot be the cycle C nor C′ ⊆ G \ C, as both are acyclically colored. So C′ has vertices in C and
G \ C. If there exist adjacent vertices in C′ from the same set (C or G \ C) then the coloring of C′ is acyclic as the adjacent
vertices receive two different colors and the vertices in the other set receive a third color. If there are no adjacent vertices
in C′ located in the same set, then C′ \ C and C′ \ (G \ C) are independent sets. But, by hypothesis, this is not possible as C is
a binding cycle. Then, G is acyclically colored.
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Fig. 1. Constructions for the proof of Theorem 3.
Let z ′ = (x, w′), withw′ = w + ec , where ec is the unit vector associated to the variablewc . The solutionw′ is obtained
fromw by replacingwc = 0 byw′c = 1. Note that both z and z ′ satisfy (6) at equality, hence z, z ′ ∈ F and λT z = λ0 = λT z ′.
Since z and z ′ only differ in thewc-coordinate, then λwcwc = 0 = λwcw′c . Hence, λwc = 0. 
Claim 2: λxvc = λxvc′ ∀v ∈ C, ∀c, c ′ ∈ C \ {c0, c1}.
Let j ∈ C, v ∈ Cj, and i ∈ NC(j). Let z = (x, w) be the feasible solution specified by Fig. 1(a) and z ′ = (x′, w′) be
the feasible solution given by Fig. 1(b). Again, the graph G \ C can be acyclically colored with the remaining colors, since
|C| ≥ χA(G \ C) + 4, and this coloring is also acyclic for G. Note that both z and z ′ satisfy (6) at equality, hence z, z ′ ∈ F
and λT z = λ0 = λT z ′. Since z and z ′ only differ in the xvc- and xvc′-coordinates and in the wc- and wc′-coordinates, then
λxvc xvc + λwcwc = λxvc′ x′vc′ + λwc′w′c′ . By Claim 1, λwc = λwc′ = 0, hence λxvc = λxvc′ . 
Claim 3: λxvd − λxvc = λxv′d − λxv′c ∀v, v′ ∈ C at even distance in C, ∀c ∈ C \ {c0, c1}, d ∈ {c0, c1}.
Let j ∈ C, v, v′ ∈ Cj, and i ∈ NC(j). Let z = (x, w) be the feasible solution depicted by Fig. 1(a) and z ′ = (x′, w′)
be the feasible solution given by Fig. 1(c). The graph G \ C can be acyclically colored with the remaining colors, since
|C| ≥ χA(G \ C)+ 4, and this coloring is also acyclic for G. Note that both z and z ′ satisfy (6) at equality, hence z, z ′ ∈ F and
λT z = λ0 = λT z ′. Then, λxv′c0 +λxvc = λxv′c +λxvc0 , implying λxv′c0 −λxv′c = λxvc0 −λxvc . Since j is an arbitrary vertex, then
this equality holds for every v, v′ ∈ C at even distance in C. A symmetrical argument can be given for d = c1. 
Claim 4: λxvc1 − λxvc = λxv′c0 − λxv′c ∀v, v
′ ∈ C at odd distance in C,∀c ∈ C \ {c0, c1}.
Let j ∈ C, v ∈ Cj, i ∈ NC(j) and u ∈ Ci. Let z = (x, w) be the feasible solution represented by Fig. 1(a) and z ′ = (x′, w′)
be the feasible solution specified by Fig. 1(d). The graph G \ C can be acyclically colored with the remaining colors, since
|C| ≥ χA(G \ C)+ 4, and this coloring is also acyclic for G. Note that both z and z ′ satisfy (6) at equality, hence z, z ′ ∈ F and
λT z = λ0 = λT z ′. Then, λxuc1 + λxvc = λxuc + λxvc0 . Hence, λxuc1 − λxuc = λxvc0 − λxvc . As this is valid for any vertex u ∈ Ci
and j is an arbitrary vertex, the claim follows. 
Claim 5: λwd =

|C|
2 − 1
 
λxvc′ − λxvd
 ∀v ∈ C, d ∈ {c0, c1}.
Let j ∈ C, v ∈ Cj, and i ∈ NC(j). Let z = (x, w) be the feasible solution given by Fig. 1(a) and z ′ = (x′, w′) be the feasible
solution represented by Fig. 1(e), where wc′ = w′c′ = 1 and w′c0 = 0. The graph G \ C can be acyclically colored with the
remaining colors, since |C| ≥ χA(G \ C)+ 4 and this coloring is also acyclic for G. Since z and z ′ satisfy (6) at equality, then
z, z ′ ∈ F and λT z = λ0 = λT z ′. Then, λwc0 +

u∈Cj\{v} λxuc0 =

u∈Cj\{v} λxuc′ , implying λwc0 =

u∈Cj\{v}

λxuc′ − λxuc0

. By
Claim 3, we pull

λxvc′ − λxvc0

out as common factor and as j is an arbitrary vertex, we obtain
λwc0 =
 |C|
2
− 1

λxvc′ − λxvc0

.
A symmetrical argument can be given for d = c1. 
Claim 6: λwc0 = λwc1 .
By Claim 5, λwc0 =

|C|
2 − 1
 
λxvc′ − λxvc0

for some vertex v ∈ C and color c ′ ∈ C. Let v′ ∈ C located at odd distance of
v in C. Claim 4 implies λxv′c1 − λxv′c′ = λxvc0 − λxvc′ , so, λwc0 =

|C|
2 − 1
 
λxv′c′ − λxv′c1

. By Claim 5, this last term equals
λwc1 , hence, λwc0 = λwc1 . 
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Claim 7: λxvc0 = λxvc1 ∀v ∈ C.
By Claim 6, λwc0 = λwc1 . Then, by Claim 5,

|C|
2 − 1
 
λxvc′ − λxvc0

=

|C|
2 − 1
 
λxvc′ − λxvc1

. Hence, λxvc0
= λxvc1 . 
Claim 8: λxkc = λxkc′ ∀k ∈ V \ C ∀c, c ′ ∈ C \ {c0, c1}.
Let k ∈ V \ C, and c2 ∈ C \ {c0, c1}. Let z = (x, w) be the feasible solution depicted by Fig. 1(f) and z ′ = (x′, w′) be the
feasible solution represented by Fig. 1(g), where the vertices in C are assigned the colors {c0, c1, c2} as in Fig. 1(f). The set
G \ C can be acyclically colored as there are χA(G \ C)+ 1 colors left. This coloring of G is acyclic since, by hypothesis, G does
not admit any cycle C′ ⊆ G such that C \ C′ and C′ \ C are independent sets. Suppose that vertex k uses color c . Since z and z ′
satisfy (6) at equality, then z, z ′ ∈ F and λT z = λ0 = λT z ′. Note that both z and z ′ only differ in the xkc- and xkc′-coordinates.
Hence, λxkc = λxkc′ . 
Claim 9: λxkc0 = λxkc1 = λxkc ∀k ∈ V \ C ∀c ∈ C \ {c0, c1}.
Let k ∈ V \ C. Let z = (x, w) be the feasible solution depicted by Fig. 1(f) and z ′ = (x′, w′) be the feasible solution
represented by Fig. 1(h). In Fig. 1(f), the set G\C is acyclically coloredwith χA(G\C) colors. This coloring of G is acyclic since,
by hypothesis, G does not admit any cycle C′ ⊆ G such that C \C′ and C′ \C are independent sets. Suppose that vertex k uses
color c . In Fig. 1(h), the vertex k uses color c0. This coloring is possible as, by hypothesis, there exists a vertex j ∈ C such that
k is not adjacent to any vertex v ∈ Cj \ {j}. Since z and z ′ satisfy (6) at equality, then z, z ′ ∈ F and λT z = λ0 = λT z ′. Note
that both z and z ′ only differ in the xkc0- and xkc-coordinates. Hence, λxkc0 = λxkc . If we repeat this procedure with c1 instead
of c0, we obtain λxkc1 = λxkc . 
We define α = λxvc0 − λxvc , for any v ∈ C, c ∈ C \ {c0, c1}. Note that the choice of v and c does not alter the definition of
α, by Claims 4 and 7. Furthermore, we define βv = λxvc , for any v ∈ C, c ∈ C \ {c0, c1}. By Claim 2 the choice of c does not
alter the definition of βv . From the definition of α and β we obtain λxvc0 = α + βv . By Claim 7, λxvc1 = α + βv .
By Claim 5, λwc0 =

|C|
2 − 1
 
λxvc′ − λxvc0

, and the definition of α implies λwc0 =

|C|
2 − 1

(−α) =

1− |C|2

α. By
Claim 5, λwc1 =

|C|
2 − 1

(−α) =

1− |C|2

α.
We define βi = λxic , for any i ∈ G \ C, c ∈ C. Note that the definition of βi does not depend on the choice of c , by Claims
8 and 9. Under these definitions we conclude that the equality (7) is satisfied. Therefore, λ is indeed a linear combination of
the coefficient vector of the inequality (6) and the coefficient vectors of the model constraints (1), hence (6) induces a facet
of PS(G,C). 
4.2. Distinguished colors inequalities
In this subsection we introduce a class of valid inequalities over an even cycle and a subset of three or more colors.
Definition 2. Let C be an even cycle of G, and letD ⊂ C, |D| ≥ 3. We define the distinguished colors inequality associated
with C andD to be
v∈C

c∈D
xvc ≤ |C| − 3+

c∈D
wc . (8)
The proofs of validity resp. facetness for the distinguished colors inequalities are similar to the proofs of Theorem 2 resp.
Theorem 3 and are, therefore, omitted. Again, it is interesting to note that the conditions in Theorem 4 provide necessary
and sufficient conditions for (8) to be facet-inducing, given a suitable bound on |C| and assuming that C is a binding cycle.
Theorem 4. The distinguished colors inequalities are valid for PS(G,C). Furthermore, assume |C| ≥ χA(G \ C) + |D| + 1 and
C is a binding cycle. The distinguished colors inequality (8) is facet-defining for PS(G,C) if and only if for all i ∈ G \ C there exists
j ∈ C such that ij ∉ E.
4.3. Reinforced two-color inequalities
We now introduce a class of valid inequalities over an even cycle and two colors c0 and c1, such that the coefficients
corresponding to the x-variables associated with the vertices along the cycle and the color c0 resp. c1 alternate between the
values 1 and 2 resp. 0 and 1. Again, we show that these inequalities are valid and we characterize the cases where they
induce facets of PS(G,C).
Definition 3. Let C be an even cycle of G. Let j ∈ C and let c0, c1 ∈ C, c0 ≠ c1. We define the reinforced two-color inequality
associated with C, j, c0 and c1 to be
v∈C\{j}
xvc0 +

v∈Cj
(xvc0 + xvc1) ≤
|C|
2
+
 |C|
2
− 1

wc0 . (9)
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Theorem 5. The reinforced two-color inequalities are valid for PS(G,C). Furthermore, assume |C| ≥ χA(G \ C) + 4, and C is a
binding cycle. The reinforced two-color inequality (9) is facet-defining for PS(G,C) if and only if for each vertex s ∈ V \ C there
exists a set I ⊂ C with
(a) I = Cj, or
(b) I = Ci, or
(c) I ⊂ C \ {j} is an independent set with |I| = |C|2 − 1
such that sv ∉ E for all v ∈ I .
4.4. Three consecutive vertices inequalities
In this subsection we introduce a class of valid inequalities over even cycles, such that three consecutive vertices from
the cycle are assigned special coefficients.
Definition 4. Let C be an even cycle of G. Let i, j, k ∈ C be three consecutive vertices and let c0 ∈ C. LetD,D ′ ⊂ C \ {c0}
such thatD ∩D ′ = ∅. We define the three-consecutive vertices inequality associated with C, i, j, k, c0,D , andD ′ to be
v∈C\{j}
xvc0 +

c∈D
xkc +

c∈D ′
xic +

c∈D∪D ′
xjc ≤
 |C|
2
− 1

wc0 +

c∈D∪D ′
wc +

v∈Cj\{j}

c∈C\({c0}∪D∪D ′)
xvc . (10)
We omit the proof of validity for the three consecutive inequalities, as it is similar to the previous proofs. Nevertheless,
we include a fragment of the facetness proof since this proof includes a particular argument over a chain of feasible solutions,
which differs from the previous facetness arguments.
Theorem 6. The three-consecutive vertices inequalities are valid for PS(G,C). Furthermore, assume |C| ≥ χA(G \ C) + |D ∪
D ′|+ 2, with |D ∪D ′| ≥ 3, and C is a binding cycle. The three-consecutive vertices inequality (10) is facet-defining for PS(G,C)
if and only if for each vertex s ∈ V \ C there exists a set I ⊂ C with:
(a) I = Cj or I = Cj \ {j}, or
(b) I = Ci or I = Ci \ {u} with u ≠ i, k, or
(c) I = (Ct \ {t}) ∪ {v} with v ∈ Cj and t ∈ {i, k}, or
(d) I ⊂ C \ {j} is an independent set with |I| = |C|2 − 1, I ∩ Ci ≠ ∅, I ∩ Cj ≠ ∅
such that sv ∉ E for all v ∈ I .
Fragment of proof. Let F be the face of PS(G,C) defined by the inequality (10). Let λ ∈ R|C|(|V |+1) and λ0 ∈ R such that
λTy = λ0 for every y ∈ F . The proof shows that λ is a linear combination of the coefficient vector of the inequality (10) and
the coefficient vectors of the model constraints (1). The proof is organized as a sequence of claims, stating facts about λ, and
we only show here λxvc0 − λxvd = λxv′c0 − λxv′d for every v, v
′ ∈ C \ {i, j, k} and d ∈ D (i.e., a statement similar to Claims 3
and 4 from the proof of Theorem 3). The proof of this fact is particularly interesting since it involves the construction of a
sequence of feasible solutions – instead of a pair of solutions – from which information about λ is obtained.
Let C = {i, j, k, v0, u1, v1, u2, v2, . . . , u |C|2 −2, v |C|2 −2}. For t = 0, . . . , |C|2 − 2, let Ctj = {j, v0, v1, . . . , vt}, and let
Ct
v0
= {v0, v1, . . . , vt}. We assume that C−1
v0
= ∅. For t = 0, . . . , |C|2 − 2, let Ctk = {k, u1, . . . , ut}.
Claim 1: λxvt c0 − λxvt d = λxut c0 − λxut d ∀v
t ∈ Cj, ∀ut ∈ Ci, 1 ≤ t ≤ |C|2 − 2,∀d ∈ D .
Let zt = (x, w) be the feasible solution specified by Fig. 2(a) and z ′t = (x′, w′) be the feasible solution given by Fig. 2(b),
where d ∈ D, d′ ∈ D ′ and no other colors in D ∪ D ′, except the ones specified in the solutions, are used. The graph
G \ C can be acyclically colored with the remaining colors, since |C| ≥ χA(G \ C) + 5, and this coloring is also acyclic for
G. Note that both zt and z ′t satisfy (10) at equality, hence zt , z ′t ∈ F and λT zt = λ0 = λT z ′t . Since zt and z ′t only differ in
the xvt c0- and xvtd-coordinates and in the xut c0- and xutd′-coordinates, then λxvt c0 + λxut d′ = λxvt d + λxut c0 , and the claim
follows. 
Claim 2: λx
vt−1c0
− λx
vt−1d = λxut c0 − λxut d ∀v
t−1 ∈ Cj,∀ut ∈ Ci, 1 ≤ t ≤ |C|2 − 2.
Let zt = (x, w) be the feasible solution specified by Fig. 2(c) and z ′t = (x′, w′) be the feasible solution given by Fig. 2(d),
where d ∈ D, d′ ∈ D ′ and no other colors inD ∪D ′, except the ones specified in the solutions, are used. The graph G \ C
can be acyclically colored with the remaining colors, since |C| ≥ χA(G \ C)+ 5, and this coloring is also acyclic for G. Note
that both zt and z ′t satisfy (10) at equality, hence zt , z ′t ∈ F and λT zt = λ0 = λT z ′t . Since zt and z ′t only differ in the xvt−1c0-
and xvt−1d′-coordinates and in the xut c0- and xutd-coordinates, then λxvt−1c0
+ λxut d = λxvt−1d′ + λxut c0 . A standard argument
shows that λx
vt−1d′ = λxvt−1d and, by combining these two facts, the claim follows. 
By combining Claims 1 and 2, we conclude that λxvc0 − λxvd = λxv′c0 − λxv′d for all v, v
′ ∈ C \ {i, j, k}. 
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Fig. 2. Constructions for the proof of Theorem 6.
4.5. Prominent vertex inequalities
In this and the following subsection we introduce two particularly complicated families of inequalities over even cycles.
These inequalities do not admit a straightforward combinatorial interpretation as they involve a large number of coefficients
corresponding to the x-variables associated with the vertices in the cycle but, nevertheless, are facet-inducing for PS(G,C).
Again, we provide necessary and sufficient conditions for these inequalities to define facets of PS(G,C).
Definition 5. Let C be an even cycle of G. Let i ∈ NC (j). Let c0, c1 ∈ C and let D ⊂ C \ {c0, c1}. We define the prominent
vertex inequality associated with C, j, i, c0, c1 andD to be
v∈C\{j}
xvc0 +

v∈Cj

c∈D∪{c0}
xvc ≤ |C|2 wc0 +

c∈D
wc +

c∈C\D∪{c0,c1}

v∈Ci
xvc +
 |C|
2
− 2

. (11)
Theorem 7. The prominent vertex inequalities are valid for PS(G,C). Furthermore, assume |C| ≥ χA(G \C)+max{|D|, 2}+2,
and C is a binding cycle. The prominent vertex inequality (11) is facet-defining for PS(G,C) if and only if for each vertex s ∈ V \ C
there exists a set I such that sv ∉ E for all v ∈ I and
(a) I = Ci, or
(b) I = Cj, or
(c) I ⊂ C \ {j} is an independent set with |I| = |C|2 − 1.
4.6. Four-consecutive vertices inequalities
Finally, we close Section 4 with another family of valid inequalities with a quite complicated definition, which are
nevertheless facet-inducing. It is interesting to verify that PS(G,C) admits facets arising from valid inequalities with such
an involved structure.
Definition 6. Let C be an even cycle of G. Let i, j, k, l ∈ C be four consecutive vertices and let c0, c1, c2 ∈ C. We define the
four-consecutive vertices inequality associated with C, i, j, k, l, c0, c1 and c2 to be
v∈C\{k}
xvc0 +

v∈C\{j}
xvc1 + xic0 + xlc1 ≤
 |C|
2
− 1
 
wc0 + wc1
+ 
c∈C\{c0,c2}
xjc +

c∈C\{c1,c2}
xkc + 1. (12)
Theorem 8. The four-consecutive vertices inequalities are valid for PS(G,C). Furthermore, assume |C| ≥ χA(G\C)+4, and C is
a binding cycle. The four-consecutive vertices inequality (12) is facet-defining for PS(G,C) if and only if for each vertex s ∈ V \ C
there exists a set I such that sv ∉ E for all v ∈ I and
(a) I = Cj or I = Cj \ {j}, or
(b) I = Ci or I = Ci \ {k}, or
(c) I = (Ci \ {k}) ∪ {j}, or
(d) I = A ∪ {i, l} is an independent set, A ⊂ C \ {i, j, k, l}, |A| = |C|2 − 3, or
(e) I = A ∪ {k, j} with A an independent set, A ⊂ C \ {i, j, k, l}, |A| = |C|2 − 2.
5. Computational experiments
This section describes preliminary experiments designed to assess the practical contribution of the families of valid
inequalities introduced in Section 4. To this end, we have implemented a straightforward branch & cut (B&C) procedure
as an empirical framework for exploring the effectiveness of each family. Our objective is not to implement a fully-featured
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B&C algorithm, but we are interested in exploring the empirical behavior of the inequalities presented in Section 4 instead,
as a starting point for future implementations.
We start with the formulation (1)–(2) and the symmetry-breaking constraints presented in [29] for the classical vertex
coloring problem as the initial model for the B&C procedure. Since there may exist an exponential number of acyclicity
constraints (3), these constraints are not added from scratch but are dynamically added in order to cut infeasible integer
solutions. Once an integer solution is found, a separation routine looks in polynomial time for bi-colored cycles in the graph
in order to add the corresponding violated acyclicity constraints to the formulation, if such a cycle is found.
5.1. Separation procedures
Within the process, we dynamically add cuts generated from the families of valid inequalities presented in Section 4,
together with the well-known clique inequalities introduced in [29]. Throughout this section, we use the following notation
for these families:
2C Two-color inequalities
DC Distinguished colors inequalities
R2C Reinforced two-color inequalities
3CV Three-consecutive vertices inequalities
PV Prominent vertex inequalities
4CV Four-consecutive vertices inequalities
K Clique inequalities
As all these families but the clique inequalities require a cycle in the graph, we have implemented the following approaches
for finding suitable cycles in G:
Backtracking-based heuristic. This procedure looks for cycles in a typical backtracking fashion,walking through every possible
path in the graph. Since this algorithm has an exponential running time, we limit the search to a prespecified number of
nodes in the backtracking enumeration tree, in order to keep the running times under control. As we need to ensure that
the more promising cycles will be found first, at each level of the backtracking tree, we greedily select the vertices trying to
maximize the total contribution to the inequality. Note that for some of the families presented in this work the contribution
of a vertex depends also on its position in the cycle being built, but this is easily addressed in the implementation. Also note
that this is not an exact approach but a heuristic one, as the number of backtracking nodes is limited.
Minimum mean cycle exact separation. For the 2C and the DC inequalities we developed an exact separation procedure by
reducing the separation problem to an instance of the minimum mean cycle problem, which can be polynomially solved by
the algorithm introduced in [23]. This problem is a special case of the minimum cost-to-time ratio problem [1] and can be
solved by an O(nm) algorithm [23,24]. Such an algorithm is applied in [28] to exactly separate a cycle-based family of valid
inequalities.
Maximum-weight spanning tree heuristic. If T = (V , ET ) is a spanning tree of G, then any edge vw ∈ E \ ET creates a cycle of
G when added to T . A naive separation heuristic can be implemented by checking the inequalities associated to the cycles
created this way for each edge in E \ ET , for some spanning tree T . In order to improve the chances of finding violated
inequalities, we use the preceding heuristic on a maximum weight spanning tree, where the weight of an edge is related to
the contribution of its endpoints to the inequality.
Every family of valid inequalities introduced in this work demands to fix some colors from C. However, we focus our
separation procedures in the cycle search in order to keep the running times under control. Based on some preliminary
experimentation, we conjecture that the best colors tend to be those with the greatest values in the corresponding color
variables, i.e., the ones imposing the smallest limits on the corresponding assignment variables.
5.2. High-density instances
We tested the B&C algorithm over 30 randomly generated instances with densities of 70%, 80% and 90%. Preliminary
experiments show that the boundary between easily-solved and hard-to-solve randomly generated instances lies between
12 and 14 vertices. Hence, we generated instances of these sizes.
We executed the B&C algorithm (a) for each family of valid inequalities combined with the K inequalities, (b) using
only K inequalities, and (c) with all the inequalities considered in this work (K + ALL). For the 2C and DC inequalities
we also tried each posible separation procedure. During the separation phase at each node of the enumeration tree, we
apply only one cutting plane round. We also tested a pure branch & bound (B&B) algorithm starting with (1)–(2) as initial
formulation, and dynamically adding violated acyclicity constraints (3) at each node. Finally, we executed cplex with the
complete formulation (1)–(5).
We are interested in high-density instances since the number of cycles can be very large and memory issues are likely
to arise. We are, therefore, interested in the memory behavior of the B&C algorithm enhanced with our problem specific
cuts. In Table we report the number of instances solved to optimality, the number of instances which attained a time limit
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Table 1
Computational results over randomly generated high density instances.
Configuration # instances Average dual gap (%) Average dual bound Average # nodes Average cutting bound at root
Opt Time mem
CPLEX – 10 20 26.25 6.20 1210 2
B&B – 29 1 43.10 6.37 10215 2
K 11 9 10 19.48 8.17 4527 7.14
K+ 2C (btk) 11 14 5 19.29 8.17 4442 7.14
K+ 2C (mmc) 4 26 – 23.49 7.70 744 7.14
K+ 2C (mst) 7 23 – 21.32 7.80 2128 7.14
K+ DC (btk) 10 14 6 18.57 8.17 4504 7.14
K+ DC (mmc) 10 15 5 19.86 8.13 3366 7.14
K+ DC (mst) 11 9 10 18.96 8.17 4466 7.14
K+ 3CV 9 21 – 18.44 8.07 3221 7.14
K+ 4CV 8 22 – 21.33 8.03 3261 7.14
K+ PV 6 23 1 21.91 8.00 3258 7.14
K+ R2C 7 22 1 20.85 7.97 3046 7.14
K+ ALL 7 23 – 20.99 7.80 1587 7.14
(btk)= backtracking; (mmc)=minimum-mean cycle; (mst)=maximum-weight spanning tree.
Table 2
Average number of cuts in an execution (high density).
Family Vertices/density Average
12 14
70% 80% 90% 70% 80% 90%
K 409 559 545 921 1602 1328 894
2C (btk) 150 280 110 372 542 267 287
2C (mmc) 1458 234 42 1056 896 113 633
2C (mst) <1 <1 2 2 2 3 2
DC (btk) 107 47 1 185 49 3 65
DC (mmc) 820 478 474 859 886 432 658
DC (mst) 0 0 <1 0 <1 <1 <1
3CV 383 156 88 587 500 137 309
4CV 164 291 48 587 703 115 318
PV 343 190 63 504 258 198 260
R2C 333 564 46 949 809 135 473
(btk)= backtracking; (mmc)=minimum-mean cycle; (mst)=maximum-weight spanning tree.
of 30 min and the number of instances that crashed the procedure by running out of memory, for each combination of
classes of valid inequalities. We also report the average duality gaps for unsolved instances, the average dual bound in all
instances and the average number of open nodes in the enumeration tree. By duality gap we refer to the ratio between the
best integer solution found and the dual bound achieved. Note that we can safely compute the average dual bound since all
the instances are generated by the same random procedure and have similar sizes and densities. Recall that we use only one
round of the cutting plane algorithm on each node. Additionally, in the last column of the table we report the average dual
bound obtained by using a pure cutting plane algorithm (i.e., without any branching procedure). All the experiments were
performed on an AMD Athlon© 64 PC, with 1.5 GHz and a RAMmemory of 2 GB.
Results show that memory issues are crucial for the performance of cplex. Furthermore, the obtained dual bounds are
far from the optimal values thus providing poor lower bounds. As a consequence, cplex is not able to solve any instance
to optimality. The B&B overcomes these memory problems by dynamically generating the acyclicity constraints, however
dual bounds remain useless to the process, and no instance is solved to optimality. The dynamical addition of the clique
inequalities improves the dual bounds andhelps to solve some instances to optimality, howevermemory problems reappear.
Some of the valid inequalities introduced in this work help to avoid these problems; depending on the combination of
families of valid inequalities employed during the process, the resulting B&C algorithmmay still run intomemory problems,
but nevertheless for some combinations no instance crashes the procedure. In particular, 2C and DC inequalities seem to
be the most effective as only few instances run into memory issues and for most cases the number of instances solved to
optimality remains similar. It is interesting to note that the families of valid inequalities presented in thiswork donot seem to
improve the objective function of the linear relaxation, as the last column in Table 1 shows. Nevertheless, these experiments
suggest that the 2C and DC inequalities may contribute to avoid memory issues and to find slightly better primal solutions
during the B&C process.
Table 2 shows the average number of cuts found during the separation stage of the B&C algorithm within an execution.
The minimum spanning tree separation is not effective, as the number of cuts found is almost null. As a general conclusion,
the average number of cuts found seems to be considerable and some of these families contribute to keep under control
crashes due to memory problems.
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Fig. 3. Execution times with different parameter sets.
Table 3
Execution times and branch & bound nodes (medium density).
Family Vertices
16 18 20
Solved Time Nodes Dual bound at
root
Solved Time Nodes Dual bound at
root
Solved Time Nodes Dual bound at root
K 5 162 1171 3.20 5 314 1483 3.80 5 552 2117 4.00
K+ 2C 5 281 1300 3.20 5 374 1220 3.80 5 528 1287 4.00
K+ DC 5 151 939 3.20 5 211 977 3.80 5 392 1277 4.00
K+ 3CV 5 297 1335 3.20 5 420 1440 3.80 5 687 1763 4.00
K+ 4CV 5 243 1170 3.20 5 409 1478 3.80 5 502 1508 4.00
K+ PV 5 207 1005 3.20 5 387 1382 3.80 5 475 1415 4.00
K+ R2C 5 336 1165 3.20 5 429 1317 3.80 4 416 1538 4.00
K+ ALL 5 462 877 3.20 5 554 914 3.80 5 942 1266 4.00
5.3. Medium-density instances
For low- ormedium-density instances,memory limitations are usually not a serious issue, so for this type of instances our
objective is to find a combination of valid inequalities and a proper parameter set solving the highest number of instances
in execution times as small as possible. To this end, we performed a tuning procedure over some B&C parameters, namely
the skip factor (i.e., the number of branch & cut nodes skipped between any two consecutive cut rounds), the number of cut
rounds used in the cutting plane phase of each node and themaximum number of cuts per round.
For randomly selected instances we execute the B&C algorithm for the combinations K, K+2C and K+DCwith different
values for the three parameters mentioned above, namely skip factor ∈ {1, 3, 5, 10, 20}, cut rounds ∈ {1, 2, 3, 4, 5} and
maximum number of cuts per round ∈ {5, 10, 20, 30}. Fig. 3 shows the average running times achieved and the average
number of nodes in the B&B tree. In both cases, the best results are obtained using a skip factor of 1, with only 1 cut round
per node with a limit of 10 cuts per round.
With the obtained parameter setwe executed the B&C algorithmover 15 randomly-generatedmedium-density instances
of sizes of 16, 18 and 20 vertices. No instancewith 22 vertices could be solved to optimalitywithin the time limit of 30min. In
Table 3we report the number of instances solved to optimality, the running times and the B&B nodes for each family of valid
inequalities presented in this work together with the clique inequalities. Additionally, the last column reports the average
dual bound achieved at root with a pure cutting plane algorithm, as in Table 1. The 2C and DC inequalities are separated by
using the backtracking method. We also show the results obtained by using only the clique inequalities and by using all the
families.
Our results show that the DC inequalities contribute both to the running times and the number of nodes in the B&B tree.
The addition of the DC inequalities to the clique inequalities helps to reduce the execution times by an average of 26.5% and
the number of nodes by 31.2%.
Although our implementation is quite straightforward and so these experiments are preliminary, these computational
results suggest that the dynamical addition of some of the valid inequalities presented in this work may be useful in a
cutting plane environment and, in our opinion, encourage to search for further valid inequalities and refined separation
procedures. Not all families of valid inequalities seem to contribute to our implementation, so further experimentation
should be performed for new families and separation procedures in order to determine the best additions to a practical B&C
procedure.
6. Conclusions
In this work we have started a polyhedral approach to the acyclic coloring problem, by developing six families of facet-
inducing valid inequalities for a natural integer programming formulation of this problem. All these inequalities arise from
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combinatorial arguments over cycles in the graph, and show that the associated polytope has a quite complicated structure.
While the presented experimentation was made in a preliminary sense and the computational results are quite modest,
our results suggest that an integer-programming approach may be effective for the practical solution of the acyclic coloring
problem.
It would be interesting to search for additional families of valid inequalities, and to further explore separation algorithms
for the known families. We are currently studying the disjunctive rank of the inequalities presented in this work, in an
attempt to find theoretical evidence of the strength of these inequalities.
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