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Abstract
In recent decades, the complex dynamics of the three body problem have been harnessed
to accomplish missions that could be achieved in no other way with current technology;
however, its potential has not been leveraged for missions that end in collision with one
of the bodies. This research focuses on the opportunities that the three body dynamics
around the secondary provide to missions that end in collision. Previous research in the
Surrey Space Centre introduced a tool called the motion map which was an initial condition
map that showed the discrete end state of each trajectory. Various configurations of motion
maps allowed for the identification of low ∆V temporary capture about the secondary or the
planning of trajectories between regions of the three body problem. The aims of this research
are to explore the structure of three body collision trajectories and provide mission designers
with novel trajectory options that end in collision with the secondary.
In this research, a critical structure was identified between bound and collision regions in
motion maps and was found to be persistent across a range of energies and three body systems
throughout the solar system. Motion maps were first generalised amongst systems, showing
their features are qualitatively the same. The collision trajectory structure was explored
using a new tool created for this research called the collision map, which reflects certain
parameters of the impact state onto the initial condition grid. Collision maps revealed that
the characteristics of sets of collision trajectories are grouped in bubbles defined by constant
numbers of periapsis passages prior to impact. Location within the bubble determines features
such as impact angle, impact latitude and longitude, and impact velocity, while the location
of the bubble on the collision map determines initial eccentricity and inclination, and an
approximate time to a possible collision with the secondary. In order to explain the structure
observed in collision maps, a perturbation model was derived. This model was applied to
each trajectory on the motion map and explains many features of the motion map that were
previously unknown. A method to refine the model’s constants of motion which describe the
average motion of a trajectory in the circular restricted three body problem (CR3BP) was
developed and implemented. Trajectory design implications and considerations are addressed
through a combination of collision maps and analytical curves that allow the search space for
advantageous collision trajectories within the CR3BP to be reduced.
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Chapter 1
Introduction
1.1 Research Motivation
Even though Sir Isaac Newton provided the mathematical tools necessary for trajectory
planning in 1687 (Newton, 1729), it would be almost another three centuries before the
technology required to build rockets and spacecraft was mature enough to apply these tools to
plan the trajectory of an artificial satellite launched from the Earth. The first artificial satellite
to orbit the Earth was launched by the Soviet Union in 1957 and was named Sputnik 1.
Not long after, much more complicated trajectories were considered, planned, and used that
would take unmanned missions to the Moon, Venus, and Mars beginning in 1958 (Siddiqi,
2002). In preliminary phases, lunar and interplanetary trajectories are planned using a
method called the patched conic approximation (Bate et al., 1971). In the patched conic
approximation, segments of a trajectory are planned as a series of two-body trajectories
with different gravitational centers. For example, a trajectory from the Earth to Mars can be
broken into three phases: a hyperbolic departure orbit about the Earth, an elliptical transfer
orbit about the Sun, and a hyperbolic arrival orbit about Mars. In practice, the patched conic
approximation is used an initial guess for complex numerical integration techniques which
include accurate models of the solar system and a variety of possible perturbations.
The next great advance in trajectory planning and execution was achieved when the
National Aeronautics and Astronautics Administration (NASA) placed the International
Sun-Earth Explorer-3 (ISEE-3) into a periodic orbit about the interior Sun-Earth/Moon
Lagrange point in 1978. These periodic-types of orbits are only apparent when the three
body problem (3BP) is considered, specifically in a classic approximation called the circular
restricted three body problem (CR3BP) in which the trajectory of a massless particle is
assumed to be influenced only by the gravity of two much larger bodies that orbit their
common barycenter in coplanar, circular orbits. Similar to the patched conic approximation,
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trajectories developed in the CR3BP must in practice be refined by numerical integration with
accurate models of the solar system, in order to be implemented for real missions. Scientific
missions employing three-body trajectories have become common since the success of
ISEE-3.
Many spacecraft missions to the Moon or the planets and their moons involve some
type of surface landing or impact, which will broadly be termed as collision trajectories
in this work. In this category are missions such as the Apollo program’s lunar landings,
landers on Mars, and impacts with the Moon such as the Lunar Crater Observation and
Sensing Satellite (LCROSS) mission. In general, these missions such as LCROSS and their
trajectories have been planned and implemented in a two body patched manner (Chung et al.
(2006)), then further refined. While effective, the two body patched method necessarily
dismisses many viable and useful trajectories enabled by three body dynamics. The argument
is made in this research that if three body problem collision trajectories are considered, an
array of trajectories are available for landing and impact missions.
Unique three body collision trajectories have not seen use for a number of reasons. The
critical decision to initiate a landing or impact is usually considered irreversible. A lander
or impactor in a parking orbit provides astronauts or mission controllers space and time
for a methodical GO/NO GO decision process whereas a three body trajectory does not
have a discrete point in time at which it can be temporarily stopped. A greater obstacle
to employing three body collision trajectories is the complexity of the three body problem
and its six dimensional phase space. Three body trajectories are not obvious to the casual
observer–the CR3BP is not analytically solvable; however, special solutions such as periodic
and quasiperiodic trajectories are known and have been applied with great success to real
space missions.
The bridge that must be made is an understanding of groups of trajectories and their
common characteristics. A method of comprehending the behaviour of groups of collision
trajectories is introduced in this research called collision maps. Valuable collision trajectories
would be available to the mission designer for purposes such as reconnaissance of landing
sites before landing, repeated overflights of specific regions, disposal options that require
little to no fuel budget, and close approaches to the surface.
1.2 Aims & Objectives
The overall aims of this research are to explore the structure of subsets of collision trajectories
in the three body problem with the goal of providing mission designers with tools to narrow
the search for collision trajectory options that can provide a number of desired traits. It
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is argued that the dynamics of the three body problem provide unique options which are
ignored as most researchers specifically design trajectories to avoid collision.
The objectives of this research, which assist in the achievement of the aims listed above
are to:
• Explain how the motion of different sets of collision trajectories and energies are
related.
• Provide a method to accurately determine impact conditions with the secondary.
• Investigate critical structure between the bound region and the collision region.
• Describe characteristics of collision trajectories in motion maps.
• Develop a model that predicts if a trajectory will collide with the secondary and
describes what determines whether a trajectory will collide or not.
• Place an emphasis on results that do not require numerical integration of each trajectory
to describe behaviour.
1.3 Contributions of this Research
This research provides a crucial and clear link between CR3BP motion map trajectories and a
perturbation model describing the trajectories. Critical structure among collision trajectories
is identified for potential use for mission planning. The contributions developed in the work
are summarised by the following items:
1. A generalisation of motion maps. It was shown that motion maps of various systems
are generic; they receive their key characteristics from the volume the secondary fills
relative to the distance to the libration points. A simple relationship was created to
normalise maps of different systems.
2. An exploration and survey of motion map collision trajectories. Collision maps are
developed as a tool to investigate the structure of collision trajectories. The structure
takes the form of discrete bubbles with the same number of periapsis passages prior to
impact; however, other characteristics are grouped relative to the bubbles including
impact angle, impact latitude and longitude, and impact velocity.
3. The derivation of a model of the motion map. Critical characteristics of motion maps
and collision maps are explained with a perturbation model; analytical expressions
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are derived for curves which partition motion maps into regions of similar types of
motion. The regions explain the shape of the bound region as well as the formation of
the collision boundary and the origin of the bubbles in the collision maps.
4. An assessment of the necessity of fitting the constants of motion in the model. The
constants of motion in the perturbation model can be determined from osculating initial
conditions in the CR3BP, which do not necessarily represent the average motion. The
constants can also be fitted against the CR3BP data. Trade-offs between the two sets
of constants are identified. The overall conclusion is that the constants defined by
the osculating initial conditions are desirable for most purposes as they qualitatively
describe the average motion of trajectories but do not require numerical integration or
nonlinear least squares to produce.
5. The contribution of tools to narrow the search for collision trajectories and trajec-
tories near the collision boundary. The link between CR3BP collision maps and
the analytical double average model curves provides a means to identify trajectories
with behaviours described by both models. Likewise, CR3BP trajectories that are not
described by the model are easily identified. Trajectories near the boundary that do
not collide or trajectories within the boundary can be chosen to meet various criteria.
These tools also remove unnecessary conservatism from the two body approach to de-
signing high inclination trajectories that do not collide with the secondary; conversely,
trajectories are made available that orbit the secondary for extended durations relative
to neighbouring trajectories but still end with a predictable impact at end-of-life.
1.4 Thesis Structure
The structure of the thesis is as follows:
Chapter 2 provides a topical review of literature that informs this research. The CR3BP is
addressed, to include example missions to the Lagrange points. An emphasis is placed
on numerical surveying and mapping methods used to leverage the CR3BP design
space. Trajectories that end in landing or collision are given attention as well missions
that have utilised them. The chapter concludes with discussion on perturbation theory
and its applications.
Chapter 3 reviews the basics of the CR3BP including an introduction to the equations of
motion and the equilibrium points. Coordinate transformations between the rotating
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barycentred frame used in three body analysis and inertial frames about the primary
and secondary are detailed.
Chapter 4 introduces the concept of motion maps which are initial condition maps in
the CR3BP previously developed at the Surrey Space Centre (SSC) by Utku (2013).
Motion maps are used to gain a qualitative view of subsets of the phase space and
some applications to date include planning manoeuvres, low ∆V temporary capture,
and searching for initial guesses of periodic orbits. The transition to work associated
with this research begins with the generalisation of motion maps across systems.
Collision maps are developed and defined to provide further insight into the properties
of trajectories that end on the secondary body’s surface. Finally, collision trajectories
are subjected to two body analysis in initial steps of this research.
Chapter 5 shows the derivation of a perturbation model to describe three body trajectories.
The chapter concludes by demonstrating the need to estimate or refine the constants of
the motion in the model to better match CR3BP trajectories. A method to appropriately
adjust the constants of motion is derived.
Chapter 6 seeks to extend the perturbation approach of Chapter 5 from single trajectories
to entire maps (or initial condition grids). A low energy motion map is considered
to provide a foundational understanding for further investigation into motion maps
of higher energy. It is observed that even the knowledge that some trajectories of the
motion map cannot be described by the perturbation model provides insight into the
character of some motion map trajectories.
Chapter 7 views the model of the motion map as an opportunity to reduce the collision
trajectory search space for mission designers. The necessity of using the fitted constants
of motion is evaluated by comparing the model expressed with both sets of constants.
Additionally, regions in which the fitting process adjusts the constants by a large
percentage are identified to describe where more detailed searches must be performed.
Empirical expressions predicting the location of the collision boundary are produced
and boundaries for minimum periapsis radius on a map are introduced, as examples of
the model guiding trajectory selection.
Chapter 8 concludes with a summary of the research, highlighting key contributions and
novelty exposed with respect to motion maps, collision maps, and collision trajectories.
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Chapter 2
Literature Review
At first glance, the circular restricted three body problem (CR3BP) can appear to some
to be an abstract mathematical problem with little significance to the “real world”. But
even a cursory search reveals literally thousands of publications spanning several centuries.
The CR3BP has stood the test of time as generations of researchers have advanced the
understanding of the problem and applied it to critical space missions with objectives varying
from the monitoring of the Sun to spying into the depths of the galaxy and beyond.
The appeal of the CR3BP problem is two-fold. First, it can be argued that after the two
body problem, logically it is next problem to attempt to understand and apply to explain the
motion of bodies observed in our solar system. It may be tempting to believe the CR3BP’s
relation to the two body problem is merely a small jump in complexity. In fact, the difference
in complexity between the two problems is vast. Unlike the two body problem, the CR3BP
is not analytically solvable except for some special solutions.
The second appeal to the CR3BP is that the dynamics it describes can and have been
used to accomplish missions in space that could not be accomplished in any other way
with the technology available today. The CR3BP dynamics are utilised to provide unique
vantage points to observe astronomical phenomenon or to provide exotic trajectories that
visit multiple planetary bodies at a relatively low cost in terms of fuel. Finally, the CR3BP is
ubiquitous because its dynamics closely describes the three body systems found in the solar
system ranging from an artificial satellite orbiting small planetary moon or the motion of an
asteroid under the influence of both the Sun and Jupiter.
2.1 The Three Body Problem
The CR3BP admits five equilibrium points, all of which are in the X-Y plane. These
equilibrium points are called Lagrange points or libration points; they remain fixed in the
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rotating coordinate frame attached to the two massive bodies in a CR3BP system, for example
the Sun and Earth. The five Lagrange points are shown relative to the primary and secondary
in Figure 3.2 in Chapter 3. The L1 and L2 Lagrange points – sometimes called the collinear
Lagrange points as they lie on a line defined by the primary bodies – in particular offer unique
vantage points for a variety of missions. The Sun-Earth L1 Lagrange point is located between
the Sun and the Earth and offers a continuous, unobstructed view of the Sun. Conversely, the
Sun-Earth L2 Lagrange point is located on the far-side of the Earth.
The periodic orbits associated with the L2 Lagrange point are shown in Figure 2.1. The
blue trajectory is the horizontal lyapunov orbit, which experiences motion only in the X-Y
plane. The Halo orbit, in red, is the three-dimensional version of the horizontal lyapunov
orbit. In green is the vertical lyapunov orbit. Note that in this figure, the sun is located on the
X-axis near X = 0 (not shown).
Figure 2.1: Periodic orbits about the Sun-Earth L2 Lagrange point (Kolemen et al., 2012).
The orbits in Figure 2.1 only exist in the mathematical model that is the CR3BP; however,
the difference between the CR3BP and the full problem is essentially a perturbation which
gives rise to the quasiperiodic orbits which are tori about the periodic orbits (Kolemen et al.,
2012). The quasiperiodic orbits are shown in Figure 2.2.
The number and range of missions to Lagrange points demonstrate the utility and ver-
satility of this class of three body trajectories. In general, the goals of missions sent to the
Lagrange points could not be achieved in any other type of trajectory. Below, a few key
Lagrange point missions are highlighted to give a sense of the importance the scientific
community places on these types of trajectories and their associated missions. Many other
successful Lagrange point missions have occurred and at least a half-dozen more are currently
in the planning phases.
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Figure 2.2: Quasiperiodic orbits about the Sun-Earth L2 Lagrange point (Kolemen et al., 2012).
2.1.1 Missions
2.1.1.1 Sun-Earth System
ISEE-3 In 1978, the NASA spacecraft International Sun-Earth Explorer-3 (ISEE-3) was
the first space mission to be placed in a Lagrange point orbit. The Halo orbit, around the
Sun-Earth L1 equilibrium point (Richardson, 1980), allowed the spacecraft to make scientific,
long-term measurements of the solar wind heading toward the Earth. The trajectory flown
by the spacecraft is shown in Figure 2.3. The spacecraft remained at L1 for more than three
years.
Figure 2.3: Depiction of ISEE-3 trajectory from Earth to Halo orbit about Sun-Earth L1 Lagrange
point (NASA Goddard Space Flight Center, 2010).
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After accomplishing its primary mission, ISEE-3 was redirected to fly through the
geomagnetic tail while in transit to the comet Giacobini-Zinner, to which it came closer
than 8,000 km (Farquhar et al., 1980), (Siddiqi, 2002). In 2014, ISEE-3 flew by the Earth
on an uncontrolled but planned trajectory. The spacecraft was contacted by a group of
volunteer scientists (not NASA) and performed several manoeuvres in preparation for a
possible injection into a Halo orbit to continue its original mission. Unfortunately the thruster
system failed and the spacecraft again left the Earth (Chang, 2014). The story of ISEE-3
even reached a national audience when it was covered on National Public Radio (NPR) in
the United States (Greenfieldboyce (2014)).
SOHO Like ISEE-3, the Solar and Heliospheric Observatory (SOHO) spacecraft was sent
to a Halo orbit around the Sun-Earth/Moon L1 point to study the Sun. The original mission
was slated to last just two years (Canalias et al., 2004), but as of the date of this report, SOHO
is operational – launched in December 1995, SOHO as been operational for more than 20
years! The longevity of this mission is in part a testament to the low amount of fuel required
for station keeping in periodic orbits. SOHO is well known for the imagery of the Sun it
produces. Example images are shown in Figure 2.4.
(a) (b)
Figure 2.4: Solar images from the SOHO spacecraft on 2014-09-18: a) Extreme Ultraviolet Imaging
Telescope, 304 Angstrom; b) Large Angle Spectrometric Coronagraph (European Space Agency,
2014).
Herschel & Planck Space Observatories The European Space Agency (ESA) put two
separate spacecraft into periodic orbits about the Sun-Earth/Moon L2 point in 2009. The
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orbit about the equilibrium point on the far side of the Earth allows the observatories to
have better visibility of the sky as the L2 point, the Earth, and the Sun maintain positions
on a line–meaning that if the observatories viewed the sky in the opposing direction, they
would not view the Earth, Moon, or Sun. The Herschel Space Observatory was designed to
observe energy in the far infrared and sub-millimeter wavelengths while the Planck Space
Observatory carried instruments to measure the temperature of the Cosmic Microwave
Background (European Space Agency, 2009a), (European Space Agency, 2009b).
Genesis The Genesis spacecraft was developed to collect samples of the solar wind and
return them to Earth for analysis. In order to achieve this goal, the spacecraft was injected
into a Halo orbit about the L1 point for a collection phase exceeding two years in duration.
After the collection phase, the spacecraft transitioned to a trajectory that took it around the
L2 point in order to allow for a daylight return to the surface of the Earth at a test range in the
state of Utah in the United States (Lo et al., 1998).
2.1.1.2 Earth-Moon System
ARTEMIS The original mission, Time History of Events and Macroscale Interactions
During Substorms (THEMIS), was a set of five spacecraft that studied magnetic substorms
in the Earth’s magnetosphere beginning in 2007. After completion of THEMIS’ objectives,
two of the spacecraft were redirected to study the Moon in the ARTEMIS mission beginning
in 2008. The two satellites were transferred from their Earth-centred orbits to Lissajous
orbits (essentially a vertical lyapunov orbit that is not periodic but rather is quasiperiodic)
around the Earth-Moon Lagrange points L1 and L2 (Sweester et al., 2011). The ARTEMIS
spacecraft were the first to orbit Earth-Moon Lagrange points. After several months the
spacecraft manoeuvred to two different lunar orbits: both were elliptical but one orbit was
prograde while the other was retrograde. The chosen orbits allowed ARTEMIS to measure
magnetic anomalies in the lunar crust at perilune and the lunar wake in the solar wind at
apolune (Sweester et al., 2011). The transfers between the Lissajous orbits and the elliptical
lunar orbits are shown in Figure 2.5.
2.1.2 Numerical Surveying and Mapping Methods
The purpose of this section is to suggest the prevalence of CR3BP mapping methods in recent
research and to highlight some of the key contributors in this research area. The dynamics
of the CR3BP offer enormous opportunity in terms of unique spacecraft trajectories within
and between systems of two large bodies in our solar system, such as, but not limited to
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Figure 2.5: Trajectories of the ARTEMIS spacecraft from Lissajous orbits about L1 to lunar elliptical
orbits (Sweester et al., 2011).
the Earth-Moon, Sun-Earth, and Jupiter-Europa systems. It is safe to say that the French
mathematician Henri Poincaré is the father of the mapping methods applied to the CR3BP. He
envisioned the Poincaré map before the tools existed to produce one. It is with the Poincaré
map this section begins.
The Poincaré map, or surface of section, begins with a plane slicing through a subset
of the CR3BP phase space at a specified Jacobi constant. The phase space of the CR3BP
consists of three dimensions of position in physical space and the velocities in the associated
directions; the Jacobi constant, computed from these states, is an energy term in the CR3BP
similar to the two body energy. In the rotating frame, the sum of a rotating velocity term
and the potential are constant; reference Section 3.2 and Equations 3.36 and 3.35 for more
details. As a set of trajectories are numerically integrated, they are tracked and marked as
they cross the plane. The footprint left on the plane quickly identifies periodic orbits as
points, quasiperiodic orbits as closed curves, and unstable periodic orbits between the closed
curves. In the planar CR3BP, the solution space is four dimensional; however, the Jacobi
constant and the Poincaré map or surface of section reduces the space to two dimensions.
The spatial CR3BP is likewise reduced from six dimensions down to four, which is much
more complex than the planar case. An example Poincaré map for the centre manifold of L1
in the Sun-Earth system is shown in Figure 2.6.
Not only can Poincaré surface of sections be used to identify periodic orbits, but re-
searchers have shown that surface of sections are invaluable tools for identifying and planning
transit trajectories between libration point periodic orbits and even to patch between two
different three body systems. Koon et al. (2000a) use surface of sections to locate homoclinic
and heteroclinic connections in the planar CR3BP, and discuss how a tour of Jupiter’s moons
could be planned using a series of patched three body problems. A trajectory like that
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Figure 2.6: Poincaré map for the centre manifold of L1 in the Sun-Earth system when
C=3.00078515837634 (Gómez and Masdemont, 2000).
employed by Hiten is designed in the planar CR3BP using the same methodology (Koon
et al., 2000b). Gómez et al. (2001) extended the patched planar CR3BP approach used
previously for the “Petit Grand Tour” of Jupiter’s moons to the spatial CR3BP. Gómez et al.
(2004) and Gómez et al. (2005) used Poincaré surface of sections to help identify homoclinic
and heteroclinic connections in the spatial CR3BP. A very thorough coverage of these topics
and more is provided by Koon et al. (2011).
2.1.2.1 Periapsis Poincaré Maps
Periapsis Poincaré maps were developed by Villac and Scheeres (2003), where the “Periapsis”
terminology implies that at least one of the conditions for the map is a periapsis condition.
The map considered by Villac and Scheeres (2003), was defined by a cross section of physical
space at L2 with an escaping condition such that the velocity of the trajectory was greater than
zero at the cross section. The trajectories meeting this condition were then propagated back
to their first periapsis. This provided a method to identify low energy escapes in terms of the
periapsis longitude, inclination, and radius. Villac and Scheeres (2003) concluded that this
method provided escape trajectory options from circular orbits that provided ∆V savings as
compared to two body trajectory departures. Paskowitz and Scheeres (2006b) considered the
same escape trajectories but in reverse, such that they now represented capture trajectories.
After the first periapsis, the future state of the trajectory was categorised as safe zone, impact,
or escape. The safe zone trajectories, defined as those that did not escape or impact for a
period of a week (in a Europa orbit), were then considered for transition to circular or elliptic
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frozen orbits in the third body perturbation problem. Figure 2.7 is an example of a periapsis
Poincaré map, showing the location of periapses for trajectories incoming from L2.
Figure 2.7: Periapsis Poincaré map showing trajectories around Europa (denoted by black circle);
regions of periapses passage: first–black, second–blue, third–red, fourth–green (Paskowitz and
Scheeres, 2006b).
Paskowitz and Scheeres (2006b) also provide an example of a three dimensional periapsis
Poincaré map in which the periapsis condition was represented by arrows: the base of the
arrow represented the physical location and the direction and size of the arrow depicted the
direction and magnitude of the velocity.
While Villac and Scheeres (2003) and Paskowitz and Scheeres (2006b) focused on
near term properties of periapsis Poincaré maps, Davis and Howell (2011) and Davis and
Howell (2012) consider long term end states of each trajectory. They parameterise the initial
conditions as a periapsis condition in polar coordinates; the planar problem is considered
followed by the three dimensional problem through the introduction of a velocity angle.
The end states are defined as escapes through L1 or L2, impact with the secondary, or the
trajectory does not achieve one of the other states during the integration time and is termed
as remain captured. An example map by Davis and Howell (2012) is shown in Figure 2.8.
An important consequence of these maps is that a trajectory will continue to have all of
its periapses in the same region until its end state is reached. For example, in the right-hand
side of Figure 2.8, if a trajectory has 5 periapsis passages but begins in the blue region, each
of the passages will occur in the blue region and then it will escape through L1. Davis and
Howell (2012) noted that this approach provides an invaluable tool to mission designers as
they can easily visualise large sets of initial conditions and their long term outcomes. Howell
et al. (2012) provided specific examples on applying periapsis Poincaré maps to transits
through L1 and L2 neck regions, Earth-Moon Transfers, and arrival at the secondary after
passing through the L1 gateway – the final emphasis was that the periapsis Poincaré maps are
another tool to navigate the extensive design space of the CR3BP.
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Figure 2.8: Periapsis Poincaré initial condition map showing trajectories around P2 in Sun-Saturn
system; end states after (left) one perigee passage and (right) six perigee passages (Davis and Howell,
2012).
Periapsis Poincaré maps were used by Haapala and Howell (2013) to explain the tem-
porary satellite capture (TSC) of Jupiter family comets. It was shown that the motion of
specific comets occurred in the planar CR3BP and that their actual transit trajectories per
real ephemeris data could be represented with periapsis Poincaré maps of the appropriate
energy. Three dimensional periapsis Poincaré maps are briefly introduced for the study of
a comet in the spatial CR3BP – this map approach is furthered by using glyphs to display
higher dimensions of data in Haapala and Howell (2014). The glyph approach is used to plan
a variety of spatial CR3BP trajectories including heteroclinic connections between northern
and southern Halo orbits about L1 and L2 (see example in Figure 2.9), and an assortment
of homoclinic connections. The glyph Haapala and Howell (2014) selects for the higher
dimensional Poincaré maps is a vector – the base is defined by two coordinates from which
the velocity vector is measured.
(a) Intersecting manifolds
(b) Glyphs showing how manifolds’ states
nearly match
Figure 2.9: The glyph approach to higher dimensional Poincaré maps (Haapala and Howell, 2014).
Haapala and Howell (2014) also introduce an alternative glyph for use with periapsis
Poincaré maps termed a vector chain which is a series of vectors referenced to each other
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allowing the presentation of multiple dimensions of data or state. This glyph representation
is then used to identify initial guesses for periodic orbits.
2.1.2.2 Ballistic Lunar Transfer Maps
The ballistic lunar transfer (BLT) map provides an algorithm and a graphical tool for mission
designers to plan low energy transfers from a low earth orbit (LEO) parking orbit to a
libration point orbit about the Earth-Moon L1 or L2, such as Halo orbits or distant prograde
orbits (Parker, 2007), (Parker and Anderson, 2014). The transfers are planned in either the
patched three body problem (two three body problems, Sun-Earth and Earth-Moon) or the
full emphemeris model, both of which allow the perturbation due to the Sun’s gravity to be
leveraged for lower cost transfers.
The algorithm for the BLT in the three body patched model depends on several parameters
characterising the transfer, including the desired three body orbit (north or south Halo at L1
or L2), the Jacobi constant, the Sun-Earth-Moon angle, the arrival state on the Halo orbit,
and perturbation information with which to construct the transfer on stable manifold of the
Halo orbit. The algorithm for the full ephemeris model is similar to the patched model but
utilises the desired Halo amplitude instead of the Jacobi constant and the reference epoch
time instead of the Sun-Earth-Moon angle.
Thus far, the creation of a single trajectory has been described, but two of the parameters
can be selected in order to provide a two dimensional map that reflects a third piece of
information in the colour dimension such as in the example depicted in Figure 2.10. The
BLT map in this example (Parker, 2007) illustrates the trade off between the reference epoch
(time at specified state on Halo orbit) and the arrival location on the Halo orbit in terms of
perigee altitude.
Because these BLTs contain many free variables, the BLT map offers a succinct way to
consider or constrain a variety of different options or trade-offs that are often important in
mission design and planning. Some types of information Parker and Anderson (2014) reflects
in the colour dimension of the BLT maps are departure characteristics such as injection
energy, inclination and altitude as well as transfer characteristics such as duration, lunar
flybys, month in which the transfer occurs.
2.2 Collision Missions
The wide spectrum of missions that have employed collision trajectories demonstrates the
potential to leverage these types of trajectories to achieve future missions. Currently, there
are five categories of collision trajectory purposes: manned landings, unmanned landings,
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Figure 2.10: BLT map for perigee altitude considering reference epoch and arrival location (Parker,
2007).
impactors, atmospheric probes, and spacecraft disposal. Manned landings were of course
pioneered (and not accomplished since) by the Apollo program in the 1960s. Several nations
and associated space agencies have future plans for humans to revisit the Moon or to visit
other bodies such as Mars or asteroids. There have been dozens of unmanned soft landings, or
landings in which the spacecraft survives contact with the surface. Destinations of unmanned
landings have been the Moon, Venus, Mars, and Jupiter’s moon Titan. Spacecraft have
impacted the surfaces of the Moon and the comet Tempel 1 and closely related, atmospheric
probes have been sent to Venus and Jupiter (Siddiqi, 2002). A select few of these missions
are discussed below to highlight their scientific value, discuss how their trajectories were
determined, or identify the impact constraints which were imposed.
2.2.1 Missions
2.2.1.1 Impactors
Luna 2 The Soviet Union’s Luna 2 was the sixth spacecraft used in a series of attempts
to become the first spacecraft the impact the Moon and of the six was the first to succeed.
In fact, Luna 2 was the first spacecraft to impact not only the Moon, but any celestial body.
Its primary payload was a magnetometer but it also carried a cosmic radiation detector,
Geiger counters, a micrometeoroid detector, and ion trap detectors (Huntress and Marov,
2011). Luna 2 was launched on 12 September 1959 and impacted 2 days later on the 14th of
September, 1959. The spacecraft did not detect a magnetic field nor radiation that would be
associated with a radiation belt Siddiqi (2002).
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Ranger 7, 8 & 9 After NASA’s Ranger missions 3-6 failed at some point in their missions
to impact the Moon, Ranger 7 was finally successful, impacting the Moon on 31 July 1964;
Ranger 7 was closely followed by Ranger 8 on 20 February 1965, and Ranger 9 on 24
March 1965. The Ranger missions were equipped with TV cameras and took thousands
of photographs of the Moon’s surface as they descended toward impact. The photographs
were used by scientists to study potential landing sites and strategies for the Apollo moon
landing program (Siddiqi, 2002). The impact phase of the mission was constrained by
several payload requirements. A seismology experiment and its associated communications
constraints required an impact location as near to the Earth-Moon line on the Moon’s surface
as possible with a maximum latitude of 45° while the video camera experiment was to impact
vertically but also have a Sun-Moon-probe angle between 30° and 60°. These two conflicting
requirements were reconciled as an overall requirement for a 14° latitude angle with the
Earth-Moon line – this also took into account the libration of the Moon (Clarke, 1963).
Deep Impact In July 2005, NASA’s Deep Impact spacecraft sent an impactor into the
surface of the comet Tempel 1. An incredible amount of information was gained about
comets and Tempel 1 in particular. The impact caused a crater that was tens of meters wide
and ejected a large volume of particles, so much so that the view of the crater was obscured
from the observer spacecraft. Scientists were able to determine the comet’s mass and density
by observing how the particles distributed around the comet after impact. It was determined
that the comet was extremely porous, with about 80 percent of its volume empty. The
material ejected from the comet contained water and organic materials. Overall, the Deep
Impact mission was a huge success and redefined the scientific community’s understanding
of comets, and would not have been possible without an impactor mission (A’Hearn et al.,
2005).
LCROSS The purpose of the Lunar Crater Observation and Sensing Satellite (LCROSS)
mission, a secondary payload of the Lunar Reconnaissance Orbiter (LRO), was to observe
the ejecta plume created by an impactor hitting the Moon at high velocity and impact angle.
This objective was achieved on 9 October 2009 by sending the upper stage of the launch
vehicle into the Cabeus crater which is close to the Moon’s south pole. Ultimately water-ice
was discovered (Cooley et al., 2010). A photograph the plume is shown in Figure 2.11.
The trajectory of the impactor was required to target craters near the lunar North or
South pole with latitude greater than 70° as these were suspected to contain frozen water; the
trajectory was also required to have a steep impact angle of at least 60° (Tompkins et al., 2010)
to maximise the amount of material ejected from the crater on impact. There were numerous
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Figure 2.11: Impact plume in Cabeus crater caused by LCROSS impactor (Cooley et al., 2010).
other constraints such as the geometry relative to the Sun and Earth to allow for Earth-based
viewing and communications. The trajectory to meet these constraints was called the lunar
gravity assist, lunar return orbit (LGALRO) and functioned both to the get spacecraft to the
impact site (mainly to change the inclination from LRO) as well as to give the LRO time to
complete on-orbit checkout prior to attempting to observe the impact (Galal et al., 2007).
Sets of trajectories were designed for four-day launch windows over the period of 10 months.
For each target crater, dates with favorable viewing angles were selected and for a given
launch day a nominal trajectory was developed within Analytic Graphics, Inc. Systems Tool
Kit (STK) software. The nominal trajectory was then passed to a trajectory optimisation
software with a primary goal being to reduce the required ∆V . The optimised trajectory
was then reanalyzed in STK to ensure it met all mission requirements and constraints. An
interesting note is that three body trajectories were considered for this mission, but were
likely not implemented due to the increased mission duration and the subsequent impact to
program cost. The proposal was to expose the trajectory to a Sun-perturbed lunar flyby in
the Sun-Earth system which would result in an increase in impact velocity from 2.5 km/s to
3.2 km/s with the penalty of at least three months in mission duration (Chung et al., 2006).
Rosetta & Philae Rosetta was an ambitious mission by ESA to rendezvous with a comet
and send a lander to its surface. The probe was launched on 2 March 2004, targeting the
comet 67P/Churyumov-Gerasimenko. The trajectory required four gravity assists and ten
years to arrive at the comet (European Space Agency, 2015b). Rosetta arrived at the comet
on 6 August 2014 and shortly after, on 12 November 2014 released Philae for its landing
attempt. The descent alone took seven hours and was performed as a free-fall maneuver using
no propulsion with a velocity of approximately 1 m/s at impact (European Space Agency,
2015a). Philae’s landing gear was designed to dissipate energy due to this landing velocity
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and it was intended the landing would be followed by either anchoring to the surface via
harpoons or a thrust to remove any remaining energy from the lander and allow it to remain
on the surface of the comet. Because both mechanisms failed, Philae is believed to have
bounced several times over approximately two hours before coming to rest on the surface
of the comet (Biele et al., 2015). It took almost two more years to locate Philae on the
surface of the comet, though its final resting placed had been theorised almost a year prior
(O’Rourke, 2016). After 786 days of operations around the comet, Rosetta concluded its
mission by purposeful impact on the surface of the comet on 30 September 2016. Rosetta
captured incredible imagery of the comet and accomplished many firsts, including being the
first spacecraft to orbit a comet and the first spacecraft to deploy a lander to a comet’s surface
(European Space Agency, 2016). The Rosetta mission will continue to inspire even more
challenging space exploration missions for decades to come.
2.2.1.2 Moon Landings
Early in spaceflight, the Soviet Union and the United States pursued landings of spacecraft
on the surface of the Moon. The Soviet Union’s Luna 9 mission landed on the Moon on
31 January 1966 and sent panoramic images of the landing site back to the Earth, the first
spacecraft to capture and transmit images from the surface of a moon or planet other than
Earth (Siddiqi, 2002). The United States followed on 2 June 1966 with the landing of
Surveyor 1 (Siddiqi, 2002) and like the Luna 9 mission sent back images of the lunar surface
back to Earth, in addition to temperature and bearing strength of the lunar soil. The Surveyor
spacecraft employed a direct ascent approach that required required a large ∆V right before
landing to slow the spacecraft (Harland, 2016).
When NASA was directed to land men on the Moon, it had always been assumed that
lunar landings would employ the direct descent and ascent strategy–a single rocket would
leave Earth orbit, travel to, land, and leave the Moon, and return to Earth orbit. An alternative
concept, lunar orbit-rendezvous (LOR) (Hansen, 1999), which utilised a spacecraft designed
in stages or modules, was developed by several engineers as they began to consider problems
with the favoured direct ascent approach. LOR envisioned the astronauts entering a parking
orbit around the Moon followed by a lander module separating for landing. The LOR
approach did not immediately gain acceptance over the direct descent and ascent strategy
but was eventually chosen for two primary reasons. First, the rocket required for direct
descent/ascent and return back to Earth would be very large and would need to be designed
and built. Second, it was determined that astronauts would be active participants in landing
their craft on the Moon. The challenges associated with an astronaut performing a soft
landing of a large rocket on the Moon would be hard to overcome (Hansen, 1999). The LOR
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featured a lunar parking orbit, shown in Figure 2.12, that allowed the time and space for the
command module and lunar module to separate and for mission controllers on the Earth to
make GO/NO GO decisions.
(a)
(b)
Figure 2.12: Phases of lunar descent (Bennett, 1970): a) lunar module descent; b) powered descent.
2.2.2 Collision Orbits
Collision orbits, or collision trajectories, are simply when two or more bodies impact each
other; near this condition, the equations of motion become difficult to numerically evaluate
due to singularities. A double collision in the CR3BP is defined as when two of the bodies
are located in the same position and likewise, a triple collision is defined as when all three
bodies are located at the position. For this research, triple collisions and double collisions
between the primary and secondary are not of interest; however, the double collision between
the secondary and the particle is the concern of this research.
There have been two main approaches to evaluating the CR3BP equations of motion near
singularities. The original approach to collision orbits in the two body problem (2BP) and
3BP is highly mathematical and involves regularising the equations of motion to remove
one or more of the singularities. Szebehely (1967) addresses two types of regularisations,
local and global. In the context of the CR3BP, local regularisation is defined as removing
the singularity associated with either the primary or the secondary, not both. On the other
hand, a global regularisation means that both singularities are removed. The consequence
of regularisation is that the independent variable becomes something other than time, the
equations of motion become more complicated, and the phase space has components in the
complex plane.
Easton (1971) described another method of dealing with the singularities called, “Regu-
larization of Vector Fields by Surgery,” which in simplistic terms removes the chunk of phase
space near the singularity. This method has been specifically employed by Anderson and
21
Literature Review
Lo (2005)–in the planar CR3BP the singularity of P2 is removed simply by not integrating
trajectories once they touch or cross the surface of the secondary–a circle in the planar
CR3BP or a sphere in the CR3BP. The surgery approach used by Anderson and Lo (2005) is
later used by other researchers without discussion.
2.2.3 Mapping Collision Trajectory Parameters
Researchers addressing the problem of three body trajectories impacting the surface of the
primary or secondary have fewer tools at their disposal than those available for trajectory
planning via manifold tubes (see Figure 2.9 in Section 2.1.2.1). While the manifolds do
intersect with the secondary’s surface (Von Kirchbach et al., 2005), there are many more
impact trajectories that are not included in the manifold framework such as trajectories
originating at the secondary’s surface or orbiting the secondary. Thus, researchers turn to
maps to concisely address large sets of collision trajectories at once. Any number of desired
features or parameters can be considered.
Anderson and Lo (2005) considered planar CR3BP trajectories with velocities perpen-
dicular to the surface of Europa, one of Jupiter’s moons. These trajectories were integrated
backward in time and displayed on a figure including Europa and the zero velocity curves
for the Jacobi constant used in the numerical integration. Each trajectory was colour-coded
to represent its origin: through the L1 neck, through the L2 neck, or from Europa itself.
Examples of the neck regions are shown in Figure 3.2d in Chapter 3; while the example is
for the Earth-Moon system, the neck region is similar in appearance for the Jupiter-Europa
system. These same trajectories were integrated using the Jet Propulsion Laboratory (JPL)
ephemerides for Jupiter and its four primary moons. Qualitatively, the results between the
two models were nearly the same – trajectories starting nearest the neck of the zero velocity
curves originate at Europa, while those nearest the inner region proceed toward Jupiter and
those on the far side of Europa proceed to the outer region. Trajectories in the spatial CR3BP
but still normal to Europa’s surface were considered as well for a range of Jacobi constants.
The general trends observed were the following: 1) low latitude impacts in the spatial CR3BP
resemble the planar CR3BP impacts; 2) as Jacobi constant increases, the trajectory origin
associated with Europa grows larger as it covers lower values of latitude and increasing
bands of longitude. Anderson and Lo (2005) also consider other map configurations such as
tangential impacts from the north or south as well as the period of the impacting trajectory.
They observed that these maps provide options for the mission designer, but typically more
details are required for actual mission planning.
Von Kirchbach et al. (2005) begin with a parameterisation similar to that of Anderson
and Lo (2005); in the planar case the initial conditions are described in terms of a location
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angle similar to longitude and a launch angle which is defined relative to the tangent line on
the sphere. Four angles are presented to describe the initial conditions on a three-dimensional
sphere as well but are later reduced to consider only velocity vectors tangent or perpendicular
to the surface. Three colours are used to communicate the possible end states which are
impact with Jupiter, impact with Europa, and no impact over the time span. An example is
shown in Figure 2.13, where only two end states appear to be reached: impact with Europa
and no impact. It is likely that there are Jupiter impact end states in this example that are not
visible due to the prevalence of the other end states. It is shown that for a low Jacobi constants
there are linear bands of Jupiter impacts separated by large swaths of no impacts. Along
the border between Jupiter impacts and no impacts are scattered dots of Europa impacts.
The Europa impacts become more prominent as the integration time increases while Jacobi
constant is held constant. As the Jacobi constant is increased, the impacts with Europa
become distinct regions. Von Kirchbach et al. (2005) conclude by demonstrating that the
boundaries seen in the Poincaré maps are governed by intersections of the stable manifolds
with the surface of Europa.
Figure 2.13: Three body launch trajectories from the surface of Europa: blue–impact with Europa,
white no impact (left); zero velocity curve for Jacobi constant used for map (Von Kirchbach et al.,
2005).
The approaches of Anderson and Lo (2005) and Von Kirchbach et al. (2005) are con-
sidered by Anderson and Parker (2012) but applied to the Earth-Moon system. Beginning
with the planar case, trajectories are examined departing the lunar surface in backward
time at varying angles. Qualitatively, the plots are the same as those for Jupiter-Europa by
Von Kirchbach et al. (2005). Additionally it is demonstrated that if instead of the CR3BP, the
maps are generated using a) Earth and Moon ephemeris data, and b) Earth, Moon, and Sun
ephemeris data that the results are again qualitatively the same but with some differences,
notably in case b) that includes the effects of the Sun. New bands of trajectories are found
that originate at the Earth and these bands are dependent on the period of the Moon’s elliptical
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orbit. It is noted that C = 3.16 appears to be an upper bound for trajectories beginning on the
lunar surface and originating at the Earth.
Anderson and Parker (2012) proceed to consider the spatial Earth-Moon case, again by
selecting only those trajectories that leave the Moon’s surface normally. Various parameters
such as origin, minimum periapsis distance relative to Earth, time of flight, and launch energy
at Earth are observed over a range Jacobi constants (approximately 2.2≥C ≥ 3.1). Several
key observations are made:
• Minimum time of flight (between the Earth and Moon) generally increases with an
increasing Jacobi constant.
• At each Jacobi constant initial condition, longer time of flight trajectories are associated
with low energy Sun-perturbed trajectories.
• The CR3BP well represents the Earth-Moon problem; however, when perturbations
from the Sun are included, additional trajectories become available, most of which are
characterised by low velocities.
Finally, Anderson and Parker (2013) investigated the previous result by Von Kirchbach
et al. (2005) that a delineation between the origins of impacting trajectories was determined
by invariant manifolds and extended the result to the three-dimensional case. This is predicted
by the work Conley (1968) in which it was proved that trajectories that transit through the
neck region must travel through these manifolds. It was found by Anderson and Parker (2013)
that while the boundaries generally divide the trajectory origin, there are some exceptions
due to integration time and the radius of the Moon.
2.3 Perturbation Due to a Third Body
An alternative approach to evaluating the motion of satellite under the influence of two
massive bodies is through the application of general perturbation theory. Perturbation theory,
which is the consideration of how a two body orbit is changed due to small perturbations,
has two forks. The first fork is special perturbation theory in which various perturbing
accelerations are incorporated into the equations of motion. Then a trajectory is numerically
integrated to determine its characteristics. While special perturbation theory can be very
accurate, its downside is that it doesn’t provide additional insight into the dynamics of the
particular trajectory or those around it. The second fork is general perturbation theory which
is composed of methods to understand the long term effects of a perturbation or group of
perturbations. This approach focuses on the long term, or secular effects of perturbation.
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General perturbation theory often begins with Lagrange’s planetary equations, which
describe how the satellite’s orbital elements evolve over time. The orbital elements are six
parameters that define the size, shape, and orientation of an orbit. The size and shape are
specified by the semi-major axis (a) and eccentricity (e). The orientation of the orbit with
reference to an inertial frame is likewise specified by the inclination (I), right ascension
of the ascending node (Ω), and argument of periapsis (ω). Specifically, inclination is the
angle between the inertial z-axis and the z component of the angular momentum, right
ascension of the ascending node is the angle between the inertial x-axis and the nodal vector,
and the argument of periapsis is the angle between the nodal vector and the eccentricity
vector. Finally, the mean anomaly (M) specifies the current location of the satellite on the
ellipse as an angle relative to the eccentricity vector. More detail on orbital elements can be
found in any introductory astrodynamics text, for example Bate et al. (1971). The Lagrange
planetary equations are found in many astrodynamics texts such as listed by Battin (1999).
The equation of motion of each orbital element is determined by an expression of partial
derivatives of a disturbing function, R, which represents how a potential of a given problem
differs from that of Kepler’s two body problem.
Traditionally, the nonuniform distribution of a primary’s mass is treated in this manner,
such as the Earth’s oblateness term, J2, to tease out the secular effects on the orbital elements
while ignoring short term periodic motion. By substituting the disturbing function into the
Lagrange’s planetary equations, expressions are gained that describe how the classical orbital
elements change with time – in the unperturbed two body problem, recall that five of the six
classical orbit elements are constant. In the same manner, the change in the orbital elements
of a two body orbit due to the perturbation of a third body can be described. The disturbing
function is developed specifically for the three body case and depending on the needs and
purpose of the analysis, can vary greatly in terms of complexity and/or assumptions applied.
The derivation of a disturbing function for the three body problem has been treated by
many researchers. A common approach is to average the disturbing function twice over the
motion. The first average, described by Kaufman and Dasenbrock (1973), is performed over
a complete cycle of the primary motion around the secondary; likewise, the second average
is performed over a complete cycle of the satellite around the secondary. Broucke (2003) and
Prado (2003) detail this process, producing what is termed the third body double averaged
disturbing function. A primary assumption made during the averaging is that the period of
the primary and secondary about their common barycentre is loosely a magnitude greater
than the period of the satellite about the secondary.
After the Lagrange planetary equations have been applied to the double averaged three
body disturbing function, it is notable that the semi-major axis is constant and the five other
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orbital elements depend only on eccentricity, inclination, and argument of periapsis; therefore,
within these equations a set of three coupled differential equations can be chosen. Normally
the three equations of motion chosen for further analysis are de/dt, dI/dt, and dω/dt, as
the change in the node or initial mean anomaly are usually of less interest.
As early as the 1960s, researchers such as Kozai (1962) and Lidov (1963) considered
the effects of the third body perturbation. Kozai sought to explain the motion of asteroids
with high inclination and eccentricity. Kozai determined that because variations in the
orbital elements are not assumed to be small, then the conventional method of developing
the disturbing function – expansions in eccentricity – is not valid. Thus, an alternative
expansion, about the ratio of semi-major axis was utilised. Kozai observed that the quantity(
1− e2)cos2 I is a constant of the motion and when its value is below 0.6, there are libration
solutions as well as a stationary solution.
Lidov (1963) explained that until the Vanguard I satellite program, the change in orbital
elements of an Earth satellite was explained only in terms of the Earth’s mass distribution
and atmospheric drag. Vanguard I, which was launched in 1958, provided data such that
an explanation of the evolution of the orbital elements could only be explained by taking
into account the effects of the Moon and Sun. The second constant of motion is a form of
the disturbing function which is in terms of eccentricity, inclination, and the argument of
periapsis, allows a description of all possible motions. Lidov (1963) developed expressions
that gave estimates for the change in orbital elements over one orbital period as well as for
several revolutions of the satellite and observed that errors between numerical integration
and the averaged model amounted to several percent.
As research continued into third body perturbations, Williams and Lorell (1966) described
that while trajectories could be completely described in phase space using elementary
functions, elliptic integrals could be used to develop equations describing the behaviour of
the coordinates in terms of time (this result is also seen in Šidlichovský (1983)). Williams
and Lorrell suggest that the primary usages of their work would be as an aid in obtaining
non-averaged solutions of the CR3BP, as well as to guide the choice of initial conditions for
the numerical study of orbital lifetimes – the latter of which becomes the primary application
of the third body perturbation approach.
Nearly all of the works regarding the third body perturbation from the 1960s and 1970s
emphasise the special solutions in the problem, in particular the three body critical inclination
(Icrit = 39.23°) which delineates the motion between a circulating argument of periapsis
when I < 39.23° and a librating periapsis when I > 39.23° (Lidov and Ziglin, 1974). Broucke
(2003) provides a particularly clear analysis of all possible solutions in terms of the two
constants motion – highlighting that below the critical inclination are families of stable
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circular and elliptical orbits while above the critical inclination the circular orbits are no
longer stable. However, above the critical inclination exist the frozen orbits. These orbits are
characterised by nearly constant eccentricity, inclination, and argument of periapsis.
Broucke (2003) and Russell and Brinckerhoff (2009) both suggest a comprehension of the
solution space through contour plots with axes ecosω and esinω , which effectively illustrate
both circulating and librating behaviour of the argument of periapsis, as well as highlighting
the presence of the frozen orbits. Figure 2.14 shows the contour plots for select values of
C1 where C1 =
(
1− e2)cos2 I, the same constant identified by Kozai (1962), with the curves
of each contour plot representing different values of C2, and the shading representing the
inclination. Within the figure, it is clearly demonstrated that C1 = 0.6 is the dividing line
between exclusively circulating periapsis (ovals only) when C1 > 0.6 and the possibility of a
librating periapsis (ovals with figure eights in the centre) when C1 < 0.6 and C2 > 0.
Figure 2.14: Types of possible motion in the double averaged third body perturbation model for
select values of C1 (Russell and Brinckerhoff, 2009).
An advantage of the presentation of the solutions in Figure 2.14 is that the equilibrium
points and their stability are visible. In the subfigures with C1 < 0.6, the centers of the ovals
at ecosω = 0 are the stable frozen orbits when ω = 90° or ω = 270°. At the origin exists the
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unstable circular orbits. For values C1 > 0.6, the origin is the location of the stable circular
orbits.
Prado (2003) showed the development of the double average disturbing function for
the Legendre polynomials up to 4th order. After simplification, the 3rd order term of the
disturbing function vanished1, leaving only the 2nd and 4th order terms. Through numerical
simulation, Prado demonstrates that the 4th order disturbing function provides numerical
solutions with accuracies between the 2nd order disturbing function solutions and the CR3BP
solutions – though it is unclear what portion of the error is due to the differing models and
which portion is due to initial condition mismatch. Prado (2005) showed that previous results
regarding the 2nd and 4th order disturbing function extended to retrograde orbits.
Other works provide numerical investigations of the equations of motion developed
using a single averaged disturbing function against the CR3BP (Solórzano and Prado, 2003),
(Solórzano and Prado, 2013), or the elliptic three body problem (Domingos et al., 2013). Each
have an overall conclusion that the perturbation models all exhibit comparable differences
relative to the CR3BP. Domingos et al. (2013) concludes that for disturbing body eccentricities
above 0.3, the use of second-order averaged (single or double) models are not recommended.
The incorporation of the central body’s mass distribution has received much interest
and attention, especially as it has important implications for the frozen orbits of the double
average problem. A common approach has been to include a variety of additional terms in
the disturbing function and allow a computer to perform all the expansions to a specified
order, followed by numerical integration of the equations of motion. Kaufman (1970) and
Kaufman and Dasenbrock (1973) took this approach to include mass distribution terms for
both bodies (J2, J22 , J3, and J4), air drag in a nonrotating atmosphere, as well the third body
perturbation averaged only over the satellite’s mean motion. The primary motivation of this
line of research at the time was that numerical integration of the full equations of motion was
computational expensive. These equations were more efficient to numerically integrate and
still provided accurate secular information.
Other researchers add additional terms to the disturbing function while also maintaining
the ability to manipulate and understand the equations of motion analytically. Scheeres et al.
(2001) considered the case of a low-altitude orbiter about Europa and sought to explain why
it experienced impact with Europa’s surface in weeks or less. While a J2 term was added
to the disturbing function, additional simplifications were made with the assumption that
eccentricities were small so that second orders of eccentricity could be approximated as
zero. This allowed Scheeres et al. (2001) to determine that unstable inclinations in the three
1The 3rd order term only vanishes when the disturbing function is subjected to the double average: the
average of the satellite’s mean motion and the average of the primary and secondary’s mean motion. If the
disturbing function is only “singly” averaged, the 3rd order term remains.
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body perturbation only range between the three body critical inclinations (Icrit = 39.23° and
Icrit = 140.77°) while for the three body perturbation plus central body mass J2 perturbation,
the unstable inclinations are centred about the J2 critical inclinations of I = 63.43° and
I = 116.56°. The analytical expressions also allowed Scheeres et al. (2001) to provide
characteristic times of instability, defined as the time it takes for the eccentricity to increase
by an order of magnitude, for most of the moons in the solar system. This instability time
ranges from less than a day for some moons to more than 800 days for the Earth’s Moon.
As a way to mitigate the results found by Scheeres et al. (2001) that a low altitude
Europa orbiter would impact with Europa’s surface in a period on the order of a few weeks,
Paskowitz and Scheeres (2006b) consider frozen orbits of Europa under the double average
model which incorporates third body, J2, and J3 perturbations. They develop a systematic
approach to extrapolating the frozen orbit initial conditions from the double average system
back to a system with three degrees of freedom. This is basically a question of getting the
correct initial conditions: which initial conditions in the three degree of freedom system will
best match the trajectory in the one degree of freedom system. In the end, for a science orbit
about Europa the time before impact is increased to approximately 150 days compared to the
approximately 40 days yielded by the low-altitude circular orbits considered by Scheeres
et al. (2001).
Ely (2005) and Ely and Lieb (2005) have also considered the three body double average
problem for trajectory design, in this case to design a constellation of three relay satellites
to support unmanned and manned exploration of craters near the Moon’s south pole. The
mission requirements lead to the following design requirements (Ely, 2005): 1) large semi-
major axis to enable continuous coverage with few satellites; 2) large eccentricity to allow a
long dwell time at apolune; 3) high inclinations; and 4) ω = 90° or ω = 270°. Ely picks a
trajectory in the double average problem such that the argument of periapsis librates between
two small values which is also equivalent to a small oscillation in eccentricity and inclination.
Families of frozen orbits also arise from the mass distribution of the Moon. Elipe and Lara
(2003) showed that for the Moon, stable frozen orbits exist up to inclinations of about 63°,
and Ely (2005) incorporates these results in the choice of inclination so that the selected orbit
is a frozen type from the perspective of both three body perturbations and mass distribution
perturbations.
Ely (2005) makes a series of comparisons between the double average trajectory and the
trajectory in higher fidelity models, the most detailed model including actual ephemeris data
for the Earth and Moon (includes geometry between ecliptic, the Moon’s orbital plane, and
the Moon’s rotation axis, as well as the Moon’s orbit’s eccentricity) and a detailed gravity
model for the Moon. In terms of the e-ω motion, the differences are that the extreme values of
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eccentricity and argument of periapsis change. For eccentricity the maximum stays the same
while the minimum moves from e = 0.6 to e = 0.55 and the range of argument of periapsis
moves from 83° > ω > 97° to 76° > ω > 106°. As Ely highlights, a major contribution to
these changes is the transition between the planes defined by the Moon’s rotation axis tilt
relative to the orbital plane.
At this point, the state of the art in perturbation theory seems to heading toward a method
that includes increasingly higher orders of the disturbing function and recovers the short- and
long-period terms using explicit transformations determined from Lie-Deprit perturbation
theory. This is described in detail by Lara (2008) (2nd order) and Lara et al. (2010) (6th
order). The primary motivation demonstrated in Lara et al. (2010) is that the region of
acceptable orbits can be severely limited by the assumptions/requirements of perturbation
theory and an extreme case is considered: orbits about Saturn’s moon, Enceladus. For this
moon, Lara et al. (2010) are able to extend the region of possible orbits to two moon-radii for
inclined orbits, as opposed to the first order averaging that results in the region existing below
the moon’s surface. Lara et al. (2010) provides a key reminder that perturbation theory seeks
to provide the mean elements of an orbit that resembles a conic section – there are trajectories
that exist that will not be represented in this framework. Finally, Lara et al. (2012) considers
high-altitude orbits, such as those of global navigation satellite system (GNSS) spacecraft
in medium Earth orbit (MEO). The same Lie transform method is utilised, this time for J2
and third body perturbations to high enough order of expansions as to capture the coupling
between the two. It is observed that the double average model faithfully represents the full
problem as posed – simplified by considering the Moon’s orbit as circular and ignoring the
Earth’s mass distribution other than J2.
2.4 Summary
The work addressed above shows that space missions critical to scientific progress are made
possible through the application of the dynamics of the CR3BP. Thus far, missions have
made use of periodic orbits about Lagrange points in the Sun-Earth and Earth-Moon systems.
The solution space in the CR3BP is vast, leading researchers to consider numerical and
graphical methods to limit the search for optimal trajectories. The fundamental tool is the
surface of section envisioned by Poincaré which has been applied to understand and identify
periodic and quasiperiodic orbits and the heteroclinic and homoclinic connections between
these orbits.
Space missions with a collision phase are common and have been considered and utilised
since the Soviet Union and the United States began exploring the Moon. Traditionally the
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collision phase has been planned from a two body perspective but three body dynamics have
been considered, for example for the LCROSS mission (Chung et al., 2006). Researchers
have used numerical surveys and maps to investigate three body collision trajectories as well,
though primarily to characterise transit orbits between the primary and secondary that end in
collision.
Finally, perturbation theory and its application to the three body problem is an approach
used to describe the long term behaviour of trajectories. It has seen primary use to design
orbits about planetary moons for scientific research. A key challenge in perturbation theory
is to extrapolate initial conditions from the perturbation model back to higher fidelity models
and this issue has been specifically addressed by Paskowitz and Scheeres (2006b), Lara
(2008), and Lara et al. (2010).
31

Chapter 3
Background
The identification and solution of the two body problem was one of the greatest advancements
of science of all time. Through the ages, people wondered why the Moon and the stars moved
relative to the Earth. It took the likes of Galileo, Brahe, Kepler, and finally Newton to solve
the puzzle through feats of observation, logic, and mathematics. Fundamentally, the problem
is reduced to the idea that the gravitational force between two point masses is,
¯
F =−GMm
r3 ¯
r (3.1)
where G is the gravitational constant, M and m are the masses of the two bodies, and
¯
F
and
¯
r are the force and position vectors between the two bodies. The beauty of this equation
is that it predicts the motion of everything from cannon balls to spacecraft to Moons and
planets. This equation is called Newton’s law of universal gravitation. It forms the foundation
of the circular restricted three body problem as a satellite can be modeled as a massless
particle being accelerated by two large masses where the acceleration due to each mass is
computed as a two body potential.
3.1 Circular Restricted Three Body Problem
The full three body problem concerns the motion of three point masses with no other
restrictions. Each mass has three coordinates in three dimensional space and velocity
components in each direction. Thus the full three body problem begins as 18th order but is
reduced to 8th order through the identification of 10 integrals of motion. The integrals of
motion which reduce the full three body problem are summarised as (Whittaker, 1947):
6 integrals of motion the centre of mass of the three particles moves in a straight line at a
constant velocity because there are no external forces acting on the system.
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3 integrals of motion the total angular momentum about each coordinate axis is constant.
1 integral of motion the total energy of the system is constant.
If instead one of the bodies is considered massless and it is assumed the other two masses
orbit their common barycentre in circles, the problem is called the circular restricted three
body problem (CR3BP). Yet even with these simplifications, the problem remains 5th order
and is not analytically solvable except for special solutions. When the CR3BP is considered
in a rotating frame, the time dependence is removed as the positions of the primary and
secondary are stationary, leaving three coupled, nonlinear, second order differential equations.
After the two body problem, it can be argued that the CR3BP is the next most “simple”
problem in astrodynamics; however, it is an extremely complex and rich problem.
There is a great appeal to the CR3BP beyond that it is a challenge and interesting in
mathematical terms and that appeal is that it actually represents situations frequently found in
the solar system. The planets orbit the Sun in near-circular paths. Likewise, most moon orbits
are nearly circular about their planet. As a result, the motion of small satellites amongst these
systems, such as asteroids or artificial satellites, is well described by the CR3BP.
3.2 Equations of Motion
The primary coordinate system used in this work is a rotating frame that has its origin at the
barycentre of the two large masses, examples being the Sun and Earth or the Earth and Moon.
The larger mass and smaller mass are referred to as the primary and secondary, and this
terminology is employed throughout this research. The primary and secondary are denoted
by P1 and P2. The Z-axis points out of the plane defined by the rotation of the primary and
secondary about their barycenter, such that the direction of the axis is parallel to the angular
momentum vector. The X-axis points to the secondary mass and the Y -axis completes the
right-hand rule. The rotating coordinate frame is shown in Figure 3.1.
P1
P2x
y
a bbarycenter
Figure 3.1: Rotating coordinate frame of the CR3BP.
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The equations of motion are derived from the simple relationship shown:
Id2
¯
r
dt2
= ∇U (3.2)
where I indicates derivatives are being taken in an inertial frame and
¯
r is the position
vector of a massless particle. The potential function, U , is defined by the potentials caused
by the gravitation of the primary and secondary.
U(x,y,z) =−GM1
r1
− GM2
r2
(3.3)
where
r1 =
√
(x+a)2+ y2+ z2 (3.4)
r2 =
√
(x−b)2+ y2+ z2 (3.5)
in the rotating reference frame so that the position vectors of the primary and secondary,
and therefore their potentials, are not a function of time. Here, x, y, and z are the coordinates
in the rotating frame and a and b are the distances from the barycentre to the primary and
secondary, respectively. r1 is the distance from the primary to the satellite, and likewise
r2 is the distance from the secondary to the satellite. Next, the left side of Equation 3.2 is
developed for the rotating frame using the Transport Theorem (Kunz, 2014).
Id
¯
r
dt
=
Rd
¯
r
dt
+
¯
ωR/I× ¯r (3.6)
and
Id2
¯
r
dt2
=
Rd
dt
(Rd
¯
r
dt
+
¯
ωR/I× ¯r
)
+
¯
ωR/I×
(Rd
¯
r
dt
+
¯
ωR/I× ¯r
)
(3.7)
which expands to
Id2
¯
r
dt2
=
Rd2
¯
r
dt2
+
Rd
¯
ωR/I
dt
×
¯
r+2
(
¯
ωR/I×
Rd
¯
r
dt
)
+
¯
ωR/I× ¯ωR/I× ¯r (3.8)
Now, Equation 3.8 is reduced by breaking
¯
r into its x, y, and z components, computing
the cross products, and noting that d
¯
ω/dt =
¯
0 and
¯
ω = [0 0 ω]⊺. In addition, the subscripts
on ω are dropped as they are no longer necessary.
Id2x
dt2
=
Rd2x
dt2
−2ω
Rdy
dt
−ω2x (3.9)
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Id2y
dt2
=
Rd2y
dt2
+2ω
Rdx
dt
−ω2y (3.10)
Id2z
dt2
=
Rd2z
dt2
(3.11)
Now all that remains in the pursuit of the equations of motion in the CR3BP is the
gradient of the potential function described in Equation 3.3:
∇U =
[
∂U
∂x
∂U
∂y
∂U
∂ z
]⊺
(3.12)
∂U
∂x
=−GM1
r31
(x+a)− GM2
r32
(x−b) (3.13)
∂U
∂y
=−GM1
r31
y− GM2
r32
y (3.14)
∂U
∂ z
=−GM1
r31
z− GM2
r32
z (3.15)
Equations 3.9-3.15 are then substituted into Equation 3.2 to provide the equations of
motion in the rotating frame. The rotating frame superscripts on the derivatives are dropped
in favor of simplicity.
d2x
dt2
−2ω dy
dt
−ω2x =−GM1
r31
(x+a)− GM2
r32
(x−b) (3.16)
d2y
dt2
+2ω
dx
dt
−ω2y =−GM1
r31
y− GM2
r32
y (3.17)
d2z
dt2
=−GM1
r31
z− GM2
r32
z (3.18)
A more simple form of the differential equations is obtained through the use of dimen-
sionless variables, as performed by Szebehely (1967). The process to nondimensionalise
requires characteristics of the CR3BP system, specifically the distance between primary and
the secondary denoted l and angular velocity ω of the system computed with the masses of
primary and secondary, M1 and M2, respectively. Throughout the rest of this work, nondi-
mensional units are utilised. The nondimensional coordinates are denoted X , Y , and Z, and
the nondimensional velocities denoted VX , VY , and VZ:
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X = x/l (3.19)
Y = y/l (3.20)
Z = z/l (3.21)
T = ωt → dT = ωdt → 1/dt = ω/dT (3.22)
where l is the distance between the primary and secondary, l = a+b. The units of these
terms are denoted nondimensional distance or velocity units (ND) and nondimensional time
units (TU). Next, using the relationship of Kepler’s Third Law, equating gravitational force
between P1 and P2 (of mass M1 and M2) with centripetal force:
GM1M2
l2
= M2aω2 = M1bω2 → G(M1+M2) = ω2l3 (3.23)
Next, addressing the masses of the system:
µ1 =
M1
M1+M2
(3.24)
µ2 =
M2
M1+M2
(3.25)
Based on the dimensionless definitions of µ1 and µ2,
µ1+µ2 = 1 (3.26)
Since the value of µ1 is dependent on µ2, reduce the relationship to one variable:
µ2 = µ → µ1 = 1−µ (3.27)
With these new definitions for mass, the variables a and b, which are related to the
system’s center of mass can be transformed as well.
a =
M2l
M1+M2
→ a = µ2l → a = (µ)l (3.28)
b =
M1l
M1+M2
→ b = µ1l → b = (1−µ)l (3.29)
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Utilising Equations 3.19-3.29, the dimensionless equations of motion in the rotating
frame are produced:
d2X
dT 2
−2dY
dT
−X =−1−µ
R31
(X +µ)− µ
R32
(X−1+µ) (3.30)
d2Y
dT 2
+2
dX
dT
−Y =−
(
1−µ
R31
+
µ
R32
)
Y (3.31)
d2Z
dT 2
=−
(
1−µ
R31
+
µ
R32
)
Z (3.32)
with the position of the particle with respect to P1 and P2 being
R1 =
√
(X +µ)2+Y 2+Z2 (3.33)
R2 =
√
(X−1+µ)2+Y 2+Z2 (3.34)
If a pseudo-potential function is defined to account for the centripetal acceleration in the
rotating frame, U¯ =U +(X2+Y 2)/2:
U¯ =
X2+Y 2
2
+
1−µ
R1
+
µ
R2
(3.35)
an integral of the motion is defined, known as the Jacobi constant:
C = 2U¯−V 2 (3.36)
Arbitrary constants can be added to the potential function without affecting the equations
of motion. The result will only be a change in the Jacobi constant, C. Researchers investigat-
ing motion in only the X and Y coordinates of the CR3BP – the planar CR3BP – often add
the term, µ(1−µ)/2, which allows the potential function
U¯(X ,Y,Z) =
X2+Y 2
2
+
1−µ
R1
+
µ
R2
+
µ(1−µ)
2
(3.37)
to reduce to a more symmetrical form in the planar case:
U¯(X ,Y ) =
(1−µ)R21+µR22
2
+
1−µ
R1
+
µ
R2
(3.38)
A direct implication of using Equations 3.37 and 3.38 as the form of the potential function
is that the value of the Jacobi constant at L4 and L5 is JL4/L5 = 3.0 for any value of the mass
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parameter, µ . This research considers the spatial CR3BP – motion in all three dimensions –
so while there is no motivation to add the additional term to the potential function for the
purpose of gaining the form in Equation 3.38, the potential function utilised will be Equation
3.37 in order to preserve the equivalency of some values in previous planar research to values
in the spatial case, such as Jacobi constants of the equilibrium points.1
3.3 Lagrange Points & Stability
The Lagrange points, or equilibrium points, are states in the phase space where all of the
forces acting on a particle resolve to zero. There are five of these points and they can be
found by setting all the velocities and accelerations equal to zero in the equations of motion
in Equations 3.30 through 3.32 which reduce to:
X− 1−µ
R31
(X +µ)− µ
R32
(X−1+µ) = 0 (3.39)
(
1− 1−µ
R31
− µ
R32
)
Y = 0 (3.40)
(
1−µ
R31
+
µ
R32
)
Z = 0 (3.41)
Euler (1767) and Lagrange (1772) were first to identify the existence of equilibrium
points in the CR3BP. The first step in solving for the equilibrium points is to note that any
equilibrium point requires that Z = 0. Secondly, in the case of the Y coordinate, either
Y = 0 or R1 = R2. The equilibrium points in the case that Y = 0 and Z = 0 are the collinear
equilibrium points, L1, L2, and L3, and in the case that R1 = R2 and Z = 0 are the equilateral
equilibrium points, L4 and L5. The general placement of these points is seen in Figure 3.2
and values for the equilibrium points used in this research are listed in Table 3.1.
The stability of the equilibrium points is determined by linearising the CR3BP equations
of motion about the equilibrium point and observing the eigenvalues of the linearised system.
If the real parts of the eigenvalues are negative, the equilibrium point is stable, otherwise if
just one of the real parts of the eigenvalues is positive, the equilibrium point is unstable. A
subcase is when the the real part of an eigenvalue is zero, implying marginal stability. Through
this analysis, it is seen that the collinear equilibrium points are unstable and the equilateral
equilibrium points’ stability are dependent on the mass parameter µstable < 0.0385209
1For example, the majority of “Theory of Orbits: The Restricted Problem of Three Bodies” (Szebehely,
1967) considered the planar CR3BP.
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(Schaub and Junkins, 2009); note that all CR3BP systems in the solar system meet this
condition.
Table 3.1: Lagrange point locations for the Earth-Moon and Sun-Earth/Moon systems.
System L1x L2x L3x L4/5x,y
Earth-Moon 0.83691462 1.15568256 -1.00506269 0.48784931, ±0.86602540
Sun-Earth/Moon 0.98998602 1.01007517 -1.00000127 0.49999696, ±0.86602540
3.4 Regions of Motion
As a consequence of the energy integral, or the Jacobi constant C, physical space in the three
body problem is divided into regions where motion can and cannot occur. The surface that
defines these regions is called the zero velocity surface and is found by setting the velocities
in Equation 3.36 equal to zero. At high Jacobi constants, the zero velocity surfaces enclose
the primary and secondary separately, effectively creating a barrier between the two that
cannot be crossed without a change in energy. At higher energies, the regions about the
primary and secondary enlarge until they touch at the L1 Lagrange point, allowing motion
between the primary and secondary. Another increase in energy results in the neck at the
L2 Lagrange point opening as well. The two dimensional projections of the zero velocity
surface is called zero velocity curves and are shown in Figure 3.2 for three different Jacobi
constants in the Earth-Moon system.
Figure 3.2a is an example of the L1 and L2 gates being closed, or sealed off from the areas
of possible motion. The gray region in the figures is called the forbidden region because
motion is not allowed in that area. As the Jacobi constant is decreased, the L1 gate is the
first to open, representing the configuration in Figure 3.2b. The L2 gate opens next (Figure
3.2c), allowing motion to pass back and forth between the inner region near the primary, P1,
through the neck region past P2, and to the outer region. Further decreases in Jacob constant
cause the forbidden region to shrink and split into two forbidden regions at the L3 Lagrange
point.
Figure 3.2d shows a zoomed in view of the neck region. The complex dynamics in the
neck region allow for truly unique trajectories as compared to two body orbits. While the L1
and L2 Lagrange points are unstable, families of periodic and quasiperiodic orbits are located
about them. These include horizontal and vertical Lyapunov orbits, Halo orbits, Lissajous
orbits, and quasi-Halo orbits. Additionally, because of the dynamics in the neck region, small
changes in initial conditions can result in very different outcomes for a trajectory.
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(a) C = 3.22. (b) C = 3.19.
(c) C = 3.17. (d) C = 3.17, neck region.
Figure 3.2: Zero velocity curves for the Earth-Moon system on the X-Y plane for three different
Jacobi constants.
There are important symmetries in the CR3BP that should be considered. Miele (1960)
introduced two key theorems regarding trajectories in the CR3BP. The Irreversibility Theorem
states that a given trajectory going from P1 to P2 cannot also go from P2 to P1 following the
same path in physical space. This result stems from the coriolis terms in the equations of
motion. The second theorem, the Theorem of Image Trajectories, states that given a trajectory
X(T ), Y (T ), and Z(T ), there are three other trajectories that are immediately known based
on symmetry, which are summarised below:
• The reflection about the X-Y plane: X(T ), Y (T ), and −Z(T ).
• The reflection about the X-Z plane, backward in time: X(−T ), −Y (−T ), and Z(−T ).
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• The reflection about the X-axis, backward in time: X(−T ), −Y (−T ), and −Z(−T ).
The Theorem of Image Trajectories describes “free return” trajectories as used by the
Apollo program if an additional caveat is added (Miele, 2010). If considering the original
trajectory and the trajectory which is an image about the X-Z plane in backward time, the
link between the two trajectories is formed by ensuring the trajectory is normal to the X-Z
plane at its farthest point from the Earth.
3.5 CR3BP Systems in the Solar System
The assumptions made in the formulation of the CR3BP are a good fit for nearly all Sun-
planet and planet-moon systems in the solar system. A main assumption made was that
the orbits of the primary and secondary are circular about their common barycentre. This
assumption is evaluated in terms of the eccentricity of the secondary’s orbit about the primary.
The objective is not to establish specific criteria to classify which systems are and are
not well represented by the CR3BP, especially as that decision must be driven by the needs
and goals of the particular analysis. However, it is worth highlighting the key CR3BP
properties of the planets and their moons in Tables A.3 and A.4–most eccentricities are small,
agreeing with the circular assumptions of the CR3BP. While not all planet-moon systems are
considered in the Table A.2, the largest moons of each planet are listed.
Some extremes are worthy of note, however. Of the planets, Mercury has the largest
eccentricity at e = 0.206; Pluto’s orbit is also highly eccentric at e = 0.249. The rest of the
planets have eccentricity less than 0.1. Of the planetary moons listed in Table A.4, the Earth’s
Moon has the highest eccentricity at e = 0.055 and the other moons have eccentricities of
less than one half of the Moon’s.
In terms of the mass parameter, µ , the Moon is the largest secondary relative to its
primary, with µ = 0.01215. The next largest secondaries are of the Sun-Jupiter, Sun-Saturn,
Saturn-Titan, and Triton-Neptune systems, each with mass parameters on the order of 10−4,
though the Sun-Jupiter system’s parameter is approaching 10−3. Of the Sun-Planet systems,
the smaller secondaries are Mercury and Mars, with mass parameters on the order of 10−7
while Pluto’s is 10−9.
With the exception of the mass parameter, the quantities of each three body system
captured in Tables A.1-A.4 are not all that critical as the CR3BP is usually posed in terms
of nondimensional variables as described in Section 3.2. However, these values do become
important when the relationship with dimensional times and distances are required.
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3.6 Reference Frames
Numerous transformations are required between rotating and inertial coordinate frames with
origins at P1, the barycentre, and P2. This section describes how to transform states between
each of these coordinate frames. The frame most frequently employed in the CR3BP is the
rotating frame centred at the barycentre but there is frequently the need to express the state
in an inertial frame centred about either the primary or the secondary.
In this work, the rotating coordinate frame is always considered to have its origin at the
mass barycenter of the system. The process to gain an inertial state about any point begins
with transforming from the rotating frame to the inertial frame, both with origins at the
barycentre.
3.6.1 Rotating & Inertial
Figure 3.3 shows the relationship between the inertial and rotating barycentred frames. In
dimensional coordinates, the angle between the frames is ωt, which becomes simply T in
nondimensional coordinates.
x
y
X
Y
T
P1
P2
Figure 3.3: Rotating frame, X-Y , and inertial frame, x-y, both at the system barycentre.
The relationship between the frames is captured by the rotation matrix, CIR.
CIR =
cosT −sinT 0sinT cosT 0
0 0 1
 (3.42)
so that a vector expressed in the rotating frame,
¯
QR, can be expressed in the inertial frame
as
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¯
QI = CIR
¯
QR (3.43)
The equations of motion of the CR3BP, Equations 3.30-3.32, utilise the rotating velocity
in the rotating frame, verbosely written as R
¯
V Rp/BC, where the pre-superscript denotes whether
the velocity is inertial or rotating, and the post-superscript denotes which frame the vector
is measured in. The subscript “p/BC” describes p with respect to BC. To gain the inertial
velocity in the rotating frame, I
¯
V Rp/BC, the Transport Theorem must be considered:
I
(
d
¯
RR
dT
)
= R
(
d
¯
RR
dT
)
+
¯
ωR/I× ¯R
R (3.44)
which combined with
¯
ωR/I = [0 0 ω]
⊺ gives
I
¯
V R = R
¯
V R+
−ωYωX
0
 (3.45)
and because ω = 1 in the nondimensional coordinates the expression simplifies to
I
¯
V R =
VX −YVY +X
VZ
 (3.46)
Now, the transformation from the rotating frame to the inertial frame produces
¯
RI = CIR
¯
RR (3.47)
I
¯
V I = CIR I
¯
V R (3.48)
which provides the position and inertial velocity vectors in the inertial frame with the
origin at the system barycentre as a function of the rotating vectors and the elapsed time.
¯
RI =
X cosT −Y sinTX sinT +Y cosT
Z
 (3.49)
I
¯
V I =
(VX −Y )cosT − (VY +X)sinT(VX −Y )sinT +(VY +X)cosT
VZ
 (3.50)
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3.6.2 Barycentre & Secondary
The transformation from a barycentred inertial frame to a secondary-centred inertial frame is
relatively simple to accomplish by translating the origin and subtracting the velocities of the
secondary from the velocities of the particle. Figure 3.4 shows the frames under discussion.
x
y
X
Y
T
P1
P2
xP2
yP2VP2
Figure 3.4: Rotating frame, X-Y , and inertial frame, x-y, at barycentre and inertial frame centred on
P2, xP2-yP2.
The position vector of the particle is transformed simply by
¯
RIp/P2 = ¯
RIp/BC− (1−µ)
cosTsinT
0
 (3.51)
while the velocity vector of the particle is adjusted by subtracting the velocity due to the
secondary’s rotation about the barycentre
I
¯
V Ip/P2 =
I
¯
V Ip/BC− (1−µ)
 sinT−cosT
0
 (3.52)
3.6.3 Barycentre & Primary
Using the same approach as provided in §3.6.2, expressions are derived for the inertial
position and velocity vectors with respect to the primary.
¯
RIp/P1 = ¯
RIp/BC +µ
cosTsinT
0
 (3.53)
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I
¯
V Ip/P1 =
I
¯
V Ip/BC +µ
 sinT−cosT
0
 (3.54)
3.6.4 From Barycentre Rotating Frame to Secondary Inertial Frame
Combining the results from Sections 3.6.1 and 3.6.2 the following expressions are obtained
for transforming the state from the rotating frame about the barycentre directly to the inertial
frame about the secondary:
¯
RIp/P2 = C
IR
X− (1−µ)Y
Z
 (3.55)
I
¯
V Ip/P2 = C
IR
 VX −YVY +X− (1−µ)
Z
 (3.56)
which expand to:
¯
RIp/P2 =
(X− (1−µ))cosT −Y sinT(X− (1−µ))sinT +Y cosT
Z
 (3.57)
I
¯
V Ip/P2 =
(VX −Y )cosT − (VY +X− (1−µ))sinT(VX −Y )sinT +(VY +X− (1−µ))cosT
VZ
 (3.58)
3.7 Summary
This chapter showed a derivation of the CR3BP equations of motion and briefly discussed
the existence of the collinear and triangular equilibrium points. The CR3BP is ordinarily
posed in a barycentred rotating frame and expressed in nondimensional coordinates and these
transitions are detailed.
The chapter concluded with a presentation on the transformations between rotating and
inertial frames centred at the barycentre, primary, and secondary. While these transitions
between coordinate frames are elementary, it is crucial to perform them correctly to ensure
further analysis is accurate.
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Collision Maps
4.1 Motion Maps
As was illustrated in Chapter 2, approaching the circular restricted three body problem
(CR3BP) with numerical and graphical methods is a method prevalent among researchers in
the field of libration point orbits and transfers. Visualising large sets of data allows general
trends to be identified for further investigation and also provides an efficient way to survey
options for specific types of trajectories.
A “motion map” is simply a plot of a CR3BP initial conditions grid with a third dimension
of information provided by colour reflected onto each initial condition. Utku (2013) pioneered
the motion map in post-graduate research performed at the SSC. Her thesis explored low-cost
capture in the CR3BP and she developed motion maps as an analysis tool to address the
problem. A brief overview of Utku’s motion map is provided in this section.
Motion maps can be defined in a variety of configurations, but the configuration used
primarily to date is shown in Figure 4.1. Within a motion map, the initial conditions are
defined in the rotating, barycentred frame as X0, Y0, and Z0 for position, and VX0, VY 0, and
VZ0 for velocity. The configuration of this motion map entails Y0 = 0 and VX0 = VZ0 = 0,
while the grid is composed of varying X0 and Z0. From these parameters, VY 0 is fixed when
the Jacobi constant, C, is chosen. The third dimension of data represented by colour is one of
four end states: escape from L1 (red) or L2 (yellow), impact into P2 (blue), or bound (green),
meaning that any of the other end states are not achieved after a fixed interval of time.
Figure 4.1 shows the motion maps for two different three body systems: a) Earth-Moon;
and b) Jupiter-Europa. In terms of developing the motion maps, the only differences between
the two systems are the masses of the primaries and secondaries, the radii of the secondaries,
and the distance between the primary and secondary. The masses of the bodies determine the
mass parameter, µ = M2/(M1+M2), a dimensionless quantity. The mass parameter alone
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Figure 4.1: Examples of X0-Z0 motion maps: a) Earth-Moon system; b) Jupiter-Europa system. Red:
L1 escape, Yellow: L2 escape, Blue: Impact, Green: Bound (Utku, 2013).
then determines the location the five Lagrange points in the dimensionless coordinates. The
masses of each system along with the distance between the primary and secondary then
determine the relationship between dimensionless and dimensioned time.
There are critical boundaries between the red, yellow, green, and blue regions. First,
the motion map is split into three distinct regions, divided radially from the centre of the
secondary, P2. The left-most region is characterised by regions of L1 escapes and L2 escapes
separated by bands of collisions trajectories. In this region, L1 escape trajectories are toward
the left while the L2 escape trajectories are toward the right. The bound region appears in the
general shape of a segment, there is a critical boundary between it and the collision region
which seems dependent on initial inclination. The white area at the top of both maps is
defined by the zero velocity curves – initial conditions here do not produce valid trajectories.
In this configuration, visible in Figure 4.1b, the secondary is centred on the bottom-right
corner. The secondary appears as a quarter circle in the map, but in the determination of
whether or not a trajectory impacts, the secondary is described by a sphere. If a trajectory
enters the volume of the sphere, the trajectory is classified as an impact trajectory.
The motion map in Figure 4.1a is for the Earth-Moon system and was integrated for
Tf = 50 TU. The Jupiter-Europa system was used for the motion map in Figure 4.1b and
was integrated for Tf = 500 TU. The nondimensional time in any CR3BP system is defined
by the dimensional time required for a complete revolution of the primary and secondary
about their common barycentre. Thus, consider one complete revolution, T = 2π TU. In the
Earth-Moon and the Jupiter-Europa systems, this time is equivalent to t = 27.29 days and
t = 3.55 days, respectively. Likewise, Tf = 50 TU in the Earth-Moon system is equivalent
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to t f = 217.1 days or 7.96 revolutions while Tf = 500 TU in the Jupiter-Europa system is
equivalent to t f = 282.7 days or 79.6 revolutions.
In both maps, the L1 and L2 necks are both open, based on the choice of Jacobi constant
(see Figure 3.2). While these maps extend only in the positive Z0 direction, the maps in
the negative Z0 directions are simply reflections about the X-axis. Additionally, the X-Z
map between the secondary and L2 has similar characteristics to the X-Z map between the
secondary and L1.
4.1.1 Construction of Motion Maps
4.1.1.1 End State Definition
Motion maps can be considered in a variety of configurations, but before the variations and
other considerations are discussed, it is important to provide a more explicit definition of the
end states of motion map trajectories. Trajectories begin in the neck region within the zero
velocity curve surrounding the secondary and are propagated via numerical integration until
an end state is reached. These end states have previously been defined by Davis and Howell
(2012), Utku (2013), and Utku et al. (2015):
1. Escape via L1 – the trajectory passes L1 on its way to the primary (P1) and motion in
the inner region of the zero velocity surface with the condition that T < Tf , where Tf
is the maximum integration time.
2. Escape via L2 – the trajectory passes L2 as it departs the secondary (P2) and toward
motion in the outer region of the zero velocity surface with the condition that T < Tf .
3. Impact with Secondary – the trajectory is propagated to a position below the surface of
the secondary (P2).
4. Bound – the trajectory remains in the neck region and does not impact P2 for the
duration of the numerical integration. A “bound” trajectory is not necessarily bound
for all time, just the duration of the numerical integration.
The boundaries of the neck region are defined only by L1 and L2 (see Figure 3.2d). The
locations of L1 and L2 are functions of the mass parameter, µ . The locations of the L1 and
L2 Lagrange points of the CR3BP systems in this work – the Earth-Moon system and the
Sun-Earth/Moon system – are summarised in Table 4.1. The Sun-Earth/Moon system is
approximated as a three body system with the Earth and Moon’s combined mass centred at
their common barycentre to represent the secondary.
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Table 4.1: Location of Earth-Moon and Sun-Earth/Moon collinear equilibrium points, L1 and L2.
System L1X [ND] L2X [ND]
Earth-Moon 0.83691462 1.15568256
Sun-Earth/Moon 0.98998602 1.01007517
During the process of generating a motion map, the numerical integration of a trajectory is
stopped once an end state is reached; therefore, though a trajectory that departs the secondary
past the L2 Lagrange point may at some later time return to the secondary, this situation is not
considered as this trajectory would be labeled as an “L2 escape” and not considered further.
4.1.1.2 Numerical Integration of Trajectories
Utku (2013) used a Time Transformed Leapfrog (TTL) scheme combined with a sixth order
symplectic leapfrog integrator to numerically integrate trajectories. As part of the effort to
independently verify and recreate Utku’s results, two adaptive step-size numerical integration
algorithms, RKF45 and RKF78, developed by (Fehlberg, 1969) and (Fehlberg, 1968) were
implemented for this research. RKF algorithms were chosen for their error control properties
and their relative simplicity. As described in Equation 3.36 in Section 3.2, a constant of
the motion should be the Jacobi constant. The Jacobi constant was monitored throughout
the integration of each trajectory in the motion map and the maximum difference from the
nominal value was recorded. In percent error, these results were same order as the tolerance
selected in the algorithms, which helps to justify the “regularization by surgery” (Easton,
1971) discussed in Section 2.2.2. Overall, RKF78 was implemented for most analyses, as
in general it reduced motion map run time by a little more than half, likely because the
algorithm converges more quickly due to less truncation error.
4.1.1.3 Integration Time, Grid Size, & Resolution
While motion maps across the range of mass parameters are similar, integration time and
grid size play key roles in determining the appearance of a motion map, especially in terms
of boundaries between regions and the appearance of the impact region. In addition, varying
the integration time or adjusting the grid size allows different features to become visible.
The selection of the grid size and resolution affects both computation time and granularity
of the motion map while the integration time affects not only computation time but also the
character of the bounded region.
The chosen numerical integration time determines which features develop on the motion
map. Some features happen quickly, namely the parts of the red and yellow regions that
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are associated with escapes that experience few periapsis passages prior to departing to one
of the Lagrange points. Also, some impacts occur either at the first periapsis or soon after.
On the other hand, some end states only occur after many periapsis passages. Trajectories
that have already reached an escape or collision end state cannot change; therefore, as time
progresses the only changes in the motion map possible are for green initial conditions to
change to escapes or collisions. Utku (2013) observed that motion maps of longer numerical
integration had fuzzier boundaries between the bound and escape regions (green against
yellow/red). The border between the collision region and bound region becomes more clear
and approximates a line.
With respect to the grid, there are two choices to make. First, the region that the grid
covers must be selected. Of primary interest is the motion near the secondary, so the grid
usually includes some portion of the secondary. Features of the CR3BP and the definitions
of the end states also provide obvious guidelines for grid selection. The area outside the zero
velocity surface represents invalid CR3BP trajectories, so limiting one or more dimensions to
a zero velocity curve is sensible. Additionally, any trajectory beginning closer to the primary
than the L1 Lagrange point or past the L2 Lagrange point on the far-side of the secondary will
automatically be classified as an escape trajectory – so grid points in those regions would
provide no additional information. Smaller regions can be selected based on the need of the
analysis being performed.
The grid resolution determines how many different trajectories, or initial conditions, are
considered. In practice, a grid of 500×500 initial conditions seems to be the right balance
between level of detail of a motion map and the amount of data that can be efficiently handled
with a consumer-level computer and mathematical software. A simple text file storing all
the outputs of motion map is approximately 40 megabytes in size. Of course, if a smaller
region in physical space is selected but the number of initial conditions remains the same,
the resulting motion map will include finer detail, which may be especially important near
boundaries.
4.1.2 Motion Map Applications
Motion maps may be considered in a variety of configurations, but it is implied that however
the initial conditions are described, the trajectories originate in the neck region, between L1
and L2. The other physical space motion map grid considered by Utku (2013) is the Y0-Z0
grid. This grid does not experience the same symmetries as the X0-Z0 grid – some forward
time and reverse time have different end state outcomes. An example of the Y0-Z0 motion
map for the Earth-Moon system is shown in Figure 4.2.
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Figure 4.2: Earth-Moon system motion map in the Y0-Z0 configuration. Red: L1 escape, Yellow: L2
escape, Blue: Impact, Green: Bound (Utku, 2013).
As in the X0-Z0 configuration, the regions of the Y0-Z0 motion map are divided approx-
imately by radial lines corresponding to initial inclinations. High inclinations tend to be
impact trajectories and as the inclination declines to some level, the boundary with the
bound trajectories is located. At a further lower inclination, is the boundary between bound
trajectories and L1/L2 escape trajectories.
More complicated map configurations were also considered by Utku (2013) such as
an invariant manifold tube originating from a Halo orbit about L1 which is divided into a
number of discrete trajectories. Each trajectory was propagated forward until an end state
was achieved. A variation of the invariant manifold motion map was to consider a small
velocity change in the direction of motion at each time step. After the velocity change is
applied, the trajectory was integrated forward until an end state was reached; therefore, each
point on the grid (time versus manifold number) receives only one change in velocity.
Utku (2013) also determined that motion maps are useful for determining an initial guess
for identification of periodic orbits. The locations on the motion map where L1 escapes
transition to L2 escapes are characterised by increasingly long times for those end states to be
achieved. If the initial conditions grid is reduced by another dimension so that the trajectories
under consideration are Y0 = Z0 = 0 for example, the only parts of the initial conditions that
vary are X0 and VY 0. Utku (2013) found multiple peaks where the time has increased rapidly,
and it was shown that these correspond to nearly periodic orbits.
One of the primary applications suggested by Utku (2013) is that simple mission planning
can be achieved by slightly varying the Jacobi constant of two motion maps of the same grid
configuration. The ramification of this approach is that each grid point representing the initial
condition for a single trajectory will have the same coordinates, X0 and Z0 for instance, but
52
4.1 Motion Maps
since the Jacobi constant is different, VY 0 will be slightly different as well. The difference in
velocity between the two maps represented a manoeuvre, or ∆V , performed by the spacecraft.
Depending on the grid point selected, the end state may or may not be different between
the two maps, allowing for example, a transition from a bound trajectory to an L1 escape
trajectory.
4.1.3 Generalisation of Motion Maps to Arbitrary Systems
In the work of Utku (2013), motion maps were only applied to the Earth-Moon and Jupiter-
Europa systems, and of the two, the Earth-Moon system was used nearly exclusively. These
two systems were adequate for developing the conceptual aspects of motion maps, but the
two systems are not necessarily representative of all CR3BP systems. In fact, the Earth-Moon
system is unique in that it has the largest mass parameter of all CR3BP systems in the solar
system.
Additionally, the Earth-Moon and the Jupiter-Europa systems’ secondaries have relatively
large diameters compared to the distances between their L1 and L2 equilibrium points.
Generating motion maps for some of the CR3BP systems of the solar system, listed in Tables
A.1 and A.2, was an option to understand how motion maps vary by system, but it is noted
that many systems have similar mass parameters and would result in essentially a duplication
of effort. Instead, generating motion maps for a range of mass parameters offers a better
opportunity to systematically understand the effect of mass parameter motion maps. When
the mass parameter is for an arbitrary but realistic system the next question to arise is what
P2 radius should be used for an arbitrary system? This question led directly to the results in
the next section which will be followed by discussion on the effect of mass parameter.
4.1.3.1 Effect of Secondary’s Radius on a Motion Map
Utku et al. (2015) investigated the effect of the secondary’s radius on the appearance of
motion maps. It was determined that the key differences in the motion maps seen in Figure
4.3, which shows the X0-Z0 motion maps for the Earth-Moon and Sun-Earth/Moon systems,
are related to the size of the secondaries. The size of the secondary relative to the distance
from the secondary to a collinear Lagrange point is responsible for key characteristics of
the motion map. Larger secondaries are associated with larger collision regions and the
boundary between the bound and collision region appears more clear. Smaller secondaries
tend to exhibit green strings protruding from the bound region into the collision region. These
discrepancies were not previously seen because the Earth-Moon and Jupiter-Europa systems
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studied by Utku (2013) have similarly sized secondary radii relative to the distances between
L1 and L2.
(a) Earth-Moon. (b) Sun-Earth/Moon.
Figure 4.3: Motion maps for Earth-Moon and Sun-Earth/Moon systems at C = 3.1675929 and
C = 3.0008049, respectively, resulting in the equal gate width of L1 and L2 in the Y -direction:
Tf = 50. Red: L1 Escape, Yellow: L2 Escape, Blue: Impact, Green: Bound (Utku et al., 2015).
To demonstrate the dependence on secondary size, Utku et al. (2015) produced two
motion maps with a mass parameter of µ = 0.01 while the radius of the secondary was set to
0.01 and 0.001 ND. These two maps are shown in Figure 4.4.
(a) RP2 = 0.01 ND. (b) RP2 = 0.001 ND.
Figure 4.4: X0-Z0 motion maps for an arbitrary systems with the same mass parameters, µ = 0.01,
and Tf = 50. Red: L1 Escape, Yellow: L2 Escape, Blue: Impact, Green: Bound (Utku et al., 2015).
For the larger radius map, Figure 4.4a, the collision boundary is well-defined and the
bands of collision trajectories are more thick and defined as well. Likewise, in the smaller
radius map seen in Figure 4.4b, the green strings are much more prominent and the boundaries
formed by the collision trajectories are not as well defined.
The effect of the secondary’s radius, demonstrated in Figure 4.4 implies that the dif-
ferences seen between Figure 4.3a and Figure 4.3b are due primarily to the size of the
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secondary’s radius relative to the distance between L1 and the secondary rather than another
aspect such as mass parameter. In order to relate motion maps of two different systems to
each other, a ratio between two distances in the systems is considered:
RP2b =
[
(1−µb)−L1Xb
(1−µa)−L1Xa
]
RP2a (4.1)
where RP2a and RP2b are the nondimensional radii of the two systems, µa and µb are the
mass parameters of the two systems, and L1Xa and L1Xb are the distances from each system’s
barycentre to the interior Lagrange point in nondimensional units. The term 1−µ in both
cases is the distance from the systems’ barycentres to their secondaries. The relationship
described in Equation 4.1 is utilised in the next section in the study of the effect of mass
parameter on motion maps.
4.1.3.2 Effect of Mass Parameter on a Motion Map
With the effect of RP2 addressed, efforts return to understanding the effect of changing the
mass parameter. The range of possible relative mass sizes for the CR3BP represents quite
varied systems. At the low end, a very small secondary approximates µ = 0 and on the
opposite end µ = 0.5 reflects the situation when the primary and the secondary are the same
mass. One might assume the dynamics between those extremes would be quite varied, but
motion maps show that except for the situation when the primary and secondary are nearly
the same mass, the dynamics are qualitatively the same. This equivalence is demonstrated in
Figure 4.5 which includes three motion maps of three different mass parameters. For each
map, the secondary radius was normalised via Equation 4.1.
The mass parameters chosen represent extremes in CR3BP systems. A very small mass
parameter, such as µ = 1×10−10 is closest to a system such as Mars-Phobos or Sun-Pluto.
A mass parameter of µ = 0.1 is beyond the high end of mass parameters found in the solar
system – the Earth-Moon system, which is the has the largest mass parameter is an order
of magnitude smaller. Finally, mass parameters nearing µ = 0.5 are not found in our solar
system; however, there are systems such as these throughout the galaxy.
The motion map for µ = 0.5, as in Figure 4.5c, being the exception, the qualitative
similarities between maps of different mass parameter are broad. The various regions within
the maps are almost the exact same shape, with very similar boundaries. The main difference
is driven by an effect of the mass parameter already known–µ determines the size of the
zero velocity curves and the locations of L1 and L2. Other minor differences between the
motion maps are visible, such as when the mass parameter is close to µ = 0.1, the green
bound region is less defined than when µ is smaller. In addition, as seen in Figure 4.5a, the
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blue impact bands become less distinct as µ decreases, interrupted by L1 escapes (red) and
L2 escapes (yellow).
(a) µ = 1×10−10. (b) µ = 1×10−1.
(c) µ = 5×10−1.
Figure 4.5: X0-Z0 motion maps for three generic systems such that the L1 and L2 gates are open an
equal width and the radius of each secondary is normalised relative to the distance from L1 to the
secondary. Red: L1 Escape, Yellow: L2 Escape, Blue: Impact, Green: Bound (Utku et al., 2015).
4.1.4 Summary
As discussed earlier, motion maps appear qualitatively the same regardless of the system.
Once motion map features are identified for one system, those features are directly translat-
able to another system. In previous research by Utku (2013), Earth-Moon and Jupiter-Europa
motion maps were exclusively considered. In order to demonstrate that motion maps gen-
eralise across different systems, it was first shown that the radius of the secondary largely
affects the appearance of a motion map, specifically in terms of the size of the collision
region, the angle of its boundary with the bound region, and the definition of the bands
separating regions of L1 and L2 escapes. Second, it was determined that for systems of
different mass parameter, similar motion maps are gained if the radius of the associated
secondary is scaled relative to the distance between L1 and the secondary. Of particular note
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are the green streaks that proceed from the bound region into the collision region – they
become more prevalent as the relative secondary radius size decreases.
4.2 Collision Maps
The work on motion maps by Utku (2013) and Utku et al. (2015) focused on establishing
the concept of a motion map, investigating the properties and applications of an Earth-
Moon motion map, and demonstrating that motion maps are essentially generic but slightly
modified by mass parameter and the size of secondary relative to the location of the Lagrange
points (also a function of mass parameter). The properties of collision trajectories and their
appearance on motion maps have not been addressed or explained. The boundary between
bound trajectories and collision trajectories is a critical boundary. Fundamentally, the problem
at hand is to combine the dynamics of the three body problem with the geometry of the
sphere of the secondary to explain the characteristics observed. Within the motion map, there
are hints that additional structure exists within and around the collision boundary. Typically
the boundary is linear and exhibits distinct edgessharp corners. The green strings which
sometimes break the boundary, proceeding into the collision region, occur near trajectories
that begin as nearly circular orbits. These changes depend on a multitude of factors such
as the size of the secondary, integration time, grid resolution, mass parameter, and Jacobi
constant.
Explaining the origin of the green strings identified in Figures 4.3a and 4.4b is of
primary interest. The green strings are present to a degree in all motion maps but are more
prominent in motion maps with smaller RP2 values. A physical mechanism must be behind
their existence. As the strings extend from the bound region into the collision region, the
place to start is to pursue a better understanding of the qualities of the collision trajectories
surrounding the strings.
There are various characteristics of collision trajectories that may be considered, but
the ones addressed in this section are number of periapsis passages before impact, impact
angle, impact latitude and longitude, and impact velocity. These quantities are reflected back
onto the initial condition grid, just as with motion maps, though a range of colour is need to
represent a range of values. The new maps are termed collision maps as they pertain only
those trajectories that collide with the secondary.
Ultimately, collision maps have a dual purpose. Initially that purpose is identifying and
explaining structure in the collision (blue) region of a motion map. Currently, all that is
known about the blue region is that the trajectories that make it up collide with the secondary.
Following behind that purpose is to seek properties of collision trajectories that can be
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exploited for missions such as landing gracefully on the surface of a moon or planet after
many orbits or conversely impacting quickly and directly.
4.2.1 Number of Periapsis Passages Before Impact
The first collision map to be considered is one that presents how many orbits each collision
trajectory makes before impacting on the secondary’s surface. Just like for motion maps,
it is important to realise each point on the initial condition grid represents only where the
trajectory begins – there is no information regarding how the trajectory crosses the plane in
the future. Further information is presented based on the colour of each point, as well as
whatever structure may be visible regarding how the trajectories are grouped.
Two collision maps for periapsis passages are shown in Figure 4.6. A periapsis passage
is determined simply by observing the sign of
¯
r ·
¯
v during the numerical integration of each
trajectory. As a trajectory is descending from apoapsis to periapsis,
¯
r ·
¯
v < 0, while ascending
from periapsis to apoapsis the same dot product is positive.
(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.6: Collision maps of periapsis passages for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration with a subregion identified in orange dashed square: a) normal size and b) artificially
small size.
As is visible in Figure 4.6, distinct bubbles of trajectories form, implying that large
regions of trajectories in the collision map all have the same number of periapsis passages
prior to impacting the surface. The secondary’s radius for Figure 4.6b was artificially reduced
by an order of magnitude simply to demonstrate how collision maps differ when changing
the secondary radius. An Earth-Moon motion map or collision map with a reduced radius
simulates other three body systems that are encountered within the solar system, for example
the Sun-Earth system.
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For the collision map with the larger secondary radius, the bubbles with few periapsis
passages are concentrated near the top, close to the zero velocity curve and near the secondary.
As the trajectory initial conditions move toward the centre of Z0-axis, the number of periapsis
passages increase drastically until reaching an arc representing initially circular trajectories.
Generally, the collision map with the smaller radius has similar characteristics in that the
clear bubble structure remains, but the distribution of the number of periapsis passages is
more spread out. The yellow bubbles are interspersed throughout the collision region rather
than being restricted to the arc as in the large radius collision map.
In order to ensure the appearance of fixed number periapsis passages in the bubbles is not
just a graphical artifact of the collision maps, the number of periapsis passages for the line
of initial conditions defined by X0 = 1−µ and varying Z0 are shown in Figure 4.7. These
views show that indeed the bubbles represent regions of fixed numbers of periapsis passages.
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(b) rP2 = 173.8 km.
Figure 4.7: Number of periapsis passages for sections of Figures 4.6a and 4.6b when X0 = 1−µ ≈
0.988.
For the larger radius, there are clear steps when the number of periapsis passages jumps
by one or more. The peak near Z0 = 0.055 ND is located at the yellow arc in Figure 4.6a.
The smaller radius plot in Figure 4.7b confirms that the regions with an increased number of
periapsis passages are spread throughout the respective collision map. Additional structure is
visible in Figure 4.7b. The appearance is that if a trajectory fails to collide when surrounding
trajectories do, the trajectory will not collide with the secondary for ten or more further
periapsis passages. And if it does not impact at that opportunity, there is yet another passage
of time until the next chance for a collision.
Two additional collision maps are presented in Figure 4.8, with initial condition grids
defined as the subregion in the orange, dashed boxes in Figures 4.6a and 4.6b. This initial
condition grid is retained throughout the remainder of the section as it offers a more detailed
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view of the bubbles and features in question. At this resolution, even smaller bubbles are
visible in both maps.
(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.8: Collision maps of periapsis passages for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration: a) normal size and b) artificially small size.
At this point, it is seen that the green strings in the motion maps in the previous section
are formed by regions not covered by bubbles. The trend implies that as the secondary’s
radius decreases, less trajectories impact the secondary, and the bubbles become smaller and
less grouped by the number of periapsis passages; therefore, green strings are more prevalent
in motion maps with smaller secondaries. While the normal radius collision map is more
orderly, it is noted that the left edge of the main collision region, which forms a boundary
with the bound region, exhibits small varied bubbles, which experience additional periapsis
passages and also cause the collision boundary to become more defined. If a similar collision
map were to be shown, but formed with a longer integration time, groups of previously bound
trajectories would become collision trajectories and additional bubbles would form along
the collision boundary, making the boundary more defined and linear. This circumstance
is shown in Figure 4.9, where the integration time has been increased from Tf = 50 TU to
Tf = 200 TU. The figure appears darker than the previous collision maps but this is only an
artifact of the scale changing – the majority of the collision map still has 90 periapsis passages
or fewer, but there are now regions with more than 200 – previously “bound” trajectories
have impacted after many periapsis passages.
In the larger radius collision map of Figure 4.8a, two initial conditions are selected and
denoted “A” and “B” to demonstrate the appearance trajectories with few periapsis passages
and many periapsis passages as selected from the collision map. Trajectories A and B are
presented in Figure 4.10.
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Figure 4.9: Collision map of periapsis passages for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration, Tf = 200 TU.
(a) Trajectory “A”, few periapsis passages. (b) Trajectory “B”, many periapsis passages.
Figure 4.10: Two collision trajectories identified in collision map of periapsis passages in Figure 4.8a
plotted in three dimensional inertial space.
It is also noted that in motion maps beyond the primary region of collision trajectories,
there are the smaller band-like regions which separate groups of trajectories that escape
through L1 or L2 gates. Since those escape regions experience few periapsis passages prior
to escaping past one of the collinear Lagrange points, the bands themselves only experience
few periapsis passages as well. These bands also shrink and in some cases disappear as the
secondary’s radius is decreased.
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Knowing that the collision trajectories are grouped by the number of periapsis passages in
bubbles, in the following sections, additional features of these sets of trajectories in bubbles
are sought to characterise and explain their development.
4.2.2 Collision Trajectory Impact Angle
The second characteristic under consideration for collision maps is impact angle. To deter-
mine the impact angle of the trajectory at the surface of the secondary, the state at impact
must be transformed from the rotating frame at the barycentre to the inertial frame centred
on the secondary. Then, the impact angle, γ is calculated as
γ =
π
2
− arccos
(−
¯
v ·
¯
r
|
¯
v||
¯
r|
)
(4.2)
where γ is the angle between the tangent to the incoming trajectory and the plane tangent
to the surface of the secondary at that point.
¯
r and
¯
v are the secondary-centered inertial
position and velocity vectors, respectively. The measurement of the angle γ is depicted in
Figure 4.11:
Figure 4.11: Definition of the impact angle, γ , relative to the incoming trajectory and the surface
tangent plane.
The first sets of impact trajectories considered are the same as those in Figure 4.6. Again,
two cases are considered: 1) the Moon with its actual radius; and 2) the Moon with an
artificially reduced radius. Reflecting the impact angle onto the collision trajectory initial
conditions reveals structure within each individual bubble, as shown in Figure 4.12.
The dark blue edges of the bubbles represent trajectories that hit the secondary in a nearly
tangential manner. As trajectories are located closer to the centre of the bubbles, the impact
angle of the trajectories increase toward 90 degrees, in most bubbles. As the bubbles move
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(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.12: Collision maps of impact angle for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration: a) normal size and b) artificially small size.
toward the middle of the Z0 initial conditions, or the circular band, they become smaller and
more distorted as if being pulled toward the center of the map.
Two sets of initial conditions are indicated in Figure 4.12a; the trajectory marked “A” is
in the centre of a bubble in a red region which represents a trajectory that impacts nearly
vertically with the secondary. This trajectory is shown in Figure 4.13. The overall trajectory
begins somewhat circular, evolving to become more eccentric until it impacts with the
secondary. In the zoomed view, it is evident that the trajectory made three close periapsis
passages before the nearly normal impact.
The trajectory marked “B”, is located in the same bubble as “A” and therefore has the
same number of periapsis passages before impact. But this time the trajectory is located
on the edge of the bubble in the blue region which corresponds to a near tangential impact.
The overall and zoomed three dimensional plot of this trajectory is shown in Figure 4.14.
Qualitatively it has the same appearance as trajectory “B” but in the zoomed view it is seen
to impact tangentially (as was chosen from the collision map).
4.2.3 Impact Latitude & Longitude
A discussion on collision trajectories certainly is not complete without addressing where the
trajectory impacts the surface of the secondary. Normally the measurement of latitude and
longitude is dependent on the rotation axis of the body, in this case the secondary. It is not
possible to account for the rotation axes of specific bodies without losing the generality of
the approach; therefore, latitude is measured as the angle between the plane formed by the
primary and secondary’s orbit about their common barycentre and the position vector in a
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(a) Entire trajectory. (b) Zoomed view of trajectory.
Figure 4.13: Collision trajectory that impacts perpendicularly with the Moon’s surface; marked “A”
in collision map of impact angle of Figure 4.12a, plotted in the inertial frame.
(a) Entire trajectory. (b) Zoomed view of trajectory.
Figure 4.14: Collision trajectory that impacts tangentially with the Moon; marked “B” in collision
map of impact angle of Figure 4.12a, plotted in the inertial frame.
secondary-centred frame. Longitude is a measurement of an angle in the direction of rotation
between a fixed point on the equator of a body and the projection of a position vector onto
the equatorial plane. Again, including system- or body-specific rotation axes and rates would
result in loss of generality. A modified longitude is instead measured, defined as the angle
between the rotating, secondary-centred coordinate frame X-axis and the rotating position
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vector projected onto the X-Y plane. The latitude Λ and longitude Φ are computed as in
Equations 4.3 and 4.4, respectively.
Λ= arctan
Z2√
X22 +Y
2
2
(4.3)
Φ= arctan
Y2
X2
(4.4)
where X2, Y2, and Z2 are the secondary-centred, rotating coordinates. The impact latitude
information is reflected on the initial conditions in Figure 4.15. In the normal and small radius
collision maps, the impact latitude is distributed again by location within the bubble. Centres
of the bubbles are associated with impacts at latitudes nearing Λ = 90° and Λ = −90°.
Moving outward from the centre of the bubbles, the latitude approaches Λ = 0°, then
continues to small rings around the bubbles, approaching latitudes of nearly 45° in the other
direction.
(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.15: Collision maps of impact latitude for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration: a) normal size and b) artificially small size.
Viewing the collision map for impact latitude on the larger grid (such as in Figure 4.16)
it is seen that in general, the bubbles above the circular band enjoy predominately northern
hemisphere impacts, while the bubbles below the circular band are composed of mostly
southern hemisphere impacts. This distribution is due to the trajectory being perturbed
predominately while near apoapsis; if the trajectory has lost enough angular momentum it
will impact before making it to the periapsis. This implies that with the exception of the near
tangential impacts, the impacts normally occur in the northern hemisphere when the apoapsis
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is in the positive Z-axis direction. The bubble centres, which here are associated high/low
latitudes, were previously associated with impact angles around 90°.
Figure 4.16: Collision map of impact latitude with larger grid for the Earth-Moon system, C = 3.17,
in X0-Z0 grid configuration for rP2 = 1738 km.
The collision maps of impact longitude are more challenging to visualise. The range of
possible values is between −180° and 180°, where 0° is located on the rotating coordinate
frame’s X-axis (the far-side of the secondary). Where −180° and 180° meet in the same
bubble in Figure 4.17 it appears as a distinct boundary but this should actually be considered
a smooth transition – if the longitude were represented between 0° and 360° the current
boundary would be smooth but a new boundary would arise between 0° and 360°.
(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.17: Collision maps of impact longitude for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration: a) normal size and b) artificially small size.
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Some bubbles experience the entire range of longitude values meaning a trajectory could
be picked in that bubble to land on the near-side of the secondary, the far-side, or anywhere
in between. But, there are other bubbles that are severely constrained in terms of possible
longitudes, such as the large orange bubble in Figure 4.17a.
Combining the information used to produce Figures 4.15 and 4.17, the global coverage
can be assessed for this grid of initial conditions in Figure 4.18. While no colour is reflected
on these plots, there is useful information to glean. First, for the normal radius case, impacts
near −90° latitude are restricted. This can be traced back to the observation earlier that in
Figure 4.16 the northern hemisphere impacts are trajectories with initial conditions primarily
above the circular band, which is the region of focus in Figure 4.18a. Similar results are
observed in Figure 4.18b, though it appears the smaller secondary radius allows for more
trajectories to reach impact in the southern hemisphere. The smaller radius also appears to
result in a more equal distribution of impacts across the entire range of latitude and longitude
while the normal radius seems to cause the impacts to be concentrated in particular regions.
The concentrated regions are associated with the large bubbles in that have few periapsis
passages.
Figures of similar appearance to that of Figure 4.18 are demonstrated by Alessi et al.
(2009). They represented regions of the Moon’s surface in terms of longitude and latitude
in which there are opportunities for departure from the lunar surface and proceeding to a
Halo orbit about L1 or L2 after the trajectory loops around the Moon for a maximum number
of times. It is observed that Halo orbits are not directly accessible from some regions of
the lunar surface and that the Halo orbits become accessible from more regions of the lunar
surface as the number of loops around the Moon is increased.
(a) rP2 = 1738 km. (b) rP2 = 173.8 km.
Figure 4.18: Latitude and longitude of impacts for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration: a) normal size and b) artificially small size.
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4.2.4 Impact Velocity
The secondary-centred inertial velocity when each trajectory impacts the surface of the Moon
is shown in Figure 4.19. Those trajectories near the collision boundary tend to have the
smaller velocities while the higher velocity trajectories are located well within the collision
region. The velocities, like all the other characteristics previously discussed are grouped
within bubbles. In general, impact velocity is greater in the right of a bubble and lesser in the
left side.
Figure 4.19: Collision map of impact velocity for the Earth-Moon system, C = 3.17, in X0-Z0 grid
configuration for rP2 = 1738 km.
The range of the impact velocities is from 2.327 km/s to 2.333 km/s, which is a differ-
ence of only 6 m/s. The associated plot for the smaller radius Moon is omitted here as the
impact velocity varies even less, on the order of just 1 m/s.
The small variations in impact velocities are confirmed by Alessi et al. (2009) and
Anderson and Parker (2012). Alessi et al. (2009) shows that departure velocities from the
surface of the Moon to target L1 and L2 Halo orbits are on the order of 2.330 km/s to
2.344 km/s for Jacobi constants ranging from 3.14 to 3.19. In Anderson and Parker (2012)
it is stated that inertial velocities at the Moon’s surface will vary only at the m/s level for a
given Jacobi constant. The velocity in the CR3BP is only a function of positions relative to
the primary and the secondary and the Jacobi constant. As the Jacobi constant is the same for
each trajectory in a collision map, and the positions relative to the primary and secondary are
relatively constant at impact with the secondary, approximately 1 ND and 0 ND, respectively,
the rotating velocity is nearly constant. Of course this rotating velocity must be transformed
into the inertial velocity, but as the rotating frame has a relatively slow rotation rate (period
of 27.3 days for the Moon), this does not cause a large change in the velocity magnitude.
The even smaller variation in impact velocity for the smaller radius case is explained by this
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as well, as the position at impact relative to the primary and secondary are even closer to
constant.
4.2.5 Summary
The collision maps developed in this section have uncovered a rich structure present in
the collision region of a motion map. Each trajectory that collides with the secondary is
represented on the map by its initial conditions. Various parameters are then available to
reflect onto the map. It was found that a bubble-like structure exists regardless of which
parameter is selected for the map. The bubbles are logically larger when the secondary’s
radius is larger relative to the distance between the secondary and the collinear Lagrange
points.
Mission designers can employ variations of these collision maps either singly or as a set,
to narrow the search for a collision trajectory with a profile that satisfies specific mission
requirements. Many mission choices are available just through observation. Trajectory
design is by nature an iterative process both at the systems engineering level and at the
astrodynamics level and in each of these cases collision maps may be used differently. As
discussed by Chung et al. (2006) and Tompkins et al. (2010), the parameters presented in the
collision maps are exactly those leveraged as direct requirements for the LCROSS mission.
As discussed in Section 2.2.3, Anderson and Lo (2005), Von Kirchbach et al. (2005), and
Anderson and Parker (2012) considered the origin of collisions with initial conditions on the
surface of the secondary in the Jupiter-Europa and Earth-Moon systems. The primary aim
was to identify transit orbits between the primary and secondary with desirable characteristics
and to offer mission designers choices among these characteristics.
The approach taken in this research considers initial condition grids not on the surface
of the secondary, but planar grids near the secondary. The emphasis is placed on finding
trajectories with particular profiles as they evolve toward collision rather than the focus
on transit trajectories. It should be noted that the X0-Z0 initial condition grid represents
trajectories that have the same end states in both backward and forward time; therefore,
a collision trajectory in this initial condition grid also had its origin on the surface of the
secondary. This implies that the collision trajectories in this grid would be utilised either in
conjunction with a manoeuvre or as a launch-impact type mission. Conversely, the Y0-Z0 grid
does not share the same symmetry properties as the X0-Z0 grid. Collision maps in the Y0-Z0
configuration are not presented in detail here as they contain similar features to the X0-Z0
configuration. An example motion map and its corresponding periapsis passage collision
map is shown in Figures 4.20a and 4.20b, respectively.
69
Collision Maps
(a) (b)
Figure 4.20: Motion map (a) and collision map of periapsis passages (b) for the Earth-Moon system,
C = 3.17, in Y0-Z0 grid, VX0 chosen positive. For (a), Red: L1 escape, Yellow: L2 escape, Blue:
Impact, Green: Bound.
The common features between the two grid configurations include the blue segment of
collision trajectories, the green triangle of bound trajectories, and the regions of escaping
trajectories. The shape of the overall map is different as this cross-section of the zero velocity
surface does not include the necks at collinear Lagrange points.
The properties of collision maps are computed from the state determined by the numerical
integration when it reaches the stopping condition. Conceptually, the stopping condition
occurs when the position vector relative to the secondary dips below the surface of the
secondary. Two concerns arise at this point. First, it must be ensured that the integration steps
near periapsis are not so large that a collision is overlooked. Second, it cannot be assumed
that the stopping condition occurs on the surface – the integration step that results in the
stopping condition may mean the position of the trajectory is well within the secondary’s
surface. Finally, it is expected that the numerical integration will be the most challenged in
terms of error near the singularity at the centre of the secondary. Each of these concerns are
further addressed in the next section.
4.3 Two Body Problem Analysis in the Three Body Prob-
lem
The purpose of this section is pursue insight into collision trajectories in the CR3BP by
analysing them in terms of two body problem quantities such as angular momentum and
energy. Because the collision trajectories are generated in the CR3BP, the two body problem
70
4.3 Two Body Problem Analysis in the Three Body Problem
only applies instantaneously or within certain regions where the perturbation due to the
primary is minimal.
It is observed that collision trajectories spend a portion of some orbits very close to the
secondary, at which time they should follow a nearly Kepler orbit. It may be possible to de-
velop a mapping to show a trajectory’s evolution between periapsis passages. Ideally, a model
can describe the collision trajectories such that the impact time can be analytically predicted
rather than depending on numerical integration to supply that information. Additionally, a
model should provide information about the trajectories in the impact region.
4.3.1 Sphere of Influence
A common method of planning interplanetary spacecraft trajectories is called patched conics.
In patched conics, the trajectory is broken into multiple two body, or conic, orbits. For
example, a mission from Earth to Mars would be composed of an Earth-centred hyperbolic
departure orbit, a Sun-centred elliptical transfer orbit, and a Mars-centred hyperbolic arrival
orbit. The question that next arises is when should the transition between the Earth-centred,
Sun-centred, and Mars-centred perspectives occur? The sphere of influence (SOI) is the
concept that addresses this question. The SOI is computed with Equation 4.5,
rSOI = R
(m
M
)2/5
(4.5)
where rSOI is the radius of the SOI, m is the mass of the body surrounded by the SOI,
M is the mass of the other body, and R is the distance between the two bodies. The SOI is
commonly misunderstood and incorrectly interpreted as describing where the influence of
one body ends and the other begins. But rather, the SOI provides a reasonable boundary at
which to switch perspectives. In fact, there are other definitions of the SOI (Battin, 1999) than
that of Equation 4.5, but conceptually the idea is the same. Mathematically, the SOI is the
computation of the boundary at which the ratios between the two body acceleration and the
disturbing acceleration are equal from both perspectives. The derivation of this relationship
is discussed in almost any astrodynamics text but a particularly clear and detailed coverage is
found in Battin (1999) or Wiesel (2010a).
The subjective nature of the SOI is effectively demonstrated by showing the location of
the Moon’s SOI relative to an Earth-Moon motion map. The expression for the SOI about
the secondary in the CR3BP, R2SOI , can be written as,
R2SOI =
(
µ
1−µ
)2/5
(4.6)
71
Collision Maps
because in the CR3BP, R = 1, m = µ and M = 1− µ in Equation 4.5. With the mass
parameter for the Earth-Moon system, µ = 0.01215, Equation 4.6 gives R2SOI = 0.172 ND.
This SOI is shown with the Earth-Moon system, C = 3.17 motion map in Figure 4.21. The
SOI curve encompasses the entire motion map, including the L1 Lagrange point. The size
of the motion map is determined by the location of the L1 point and the zero velocity curve
defined by the mass parameter, µ , and the Jacobi constant, C.
Figure 4.21: Earth-Moon system, C = 3.17, motion map with the Moon’s sphere of influence and L1.
Red: L1 escape, Yellow: L2 escape, Blue: Impact, Green: Bound.
The location of the SOI relative to the Lagrange point L1 is a function only of the mass
parameter. Unlike the Earth-Moon case, the SOI of the Earth in the Sun-Earth system is
nearly midway between L1 and the Earth. Despite this, it has been established that the SOI
does not provide a boundary that delineates between kepler and non-kepler motion. Thus, it
is not an appropriate tool for investigating how motion map trajectories, and in particular
collision trajectories, evolve with time.
4.3.2 Kepler Region
The concept of collision maps are dependent upon firstly identifying if a collision has
occurred and secondly obtaining the state at the exact moment when the collision occurs. In
the process of creating motion maps, thousands of trajectories are being integrated without
human intervention; therefore, it is necessary to have a way to ensure the collisions are being
identified when they occur and that they are being established at the right time and the right
place on the surface of the secondary. If the algorithm depends solely on the numerical
integration, it is possible that a time step is chosen that propagates the trajectory from one
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side of the secondary to another, through the secondary without identifying that an impact
should have been recorded. In that case, the simple test of comparing the distance from the
centre of the secondary, at each time step, is not adequate.
The potential inadequacy of checking the distance from the secondary at every time step
leads to the consideration of a concept inspired by the SOI. It has been observed that when a
trajectory approaches periapsis around the secondary, the energy and angular momentum
appear relatively constant. For example, the periapsis passage of a trajectory orbiting the
Moon is shown in Figure 4.22 in terms of the distance from the Moon to the trajectory, and
the associated energy and angular momentum. The trajectory has a radius less than 10000 km
for about 0.1 time units (10.4 hr). The angular momentum and energy are shown for this
duration only and the range of the vertical axis of each plot is determined by the minimum
and maximum values over the entire trajectory to provide a sense of scale.
(a)
(b) (c)
Figure 4.22: A portion of a trajectory with a periapsis passage at less than 5000 km: a) radius; b)
angular momentum; and c) energy.
The trajectory is much less Kepler-like when the distance from the secondary increases.
Especially near apoapsis, the energy and angular momentum relative to the secondary can
change drastically, as is shown in Figure 4.23, in which the angular momentum and energy
are shown plotted against the distance from secondary for the range 7 TU > T > 11 TU. The
range has been chosen to cover 4 TU and includes the time period shown in Figure 4.22;
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including a wider time range than 4 TU results in an unnecessarily cluttered figure in which
the features associated with individual orbits are masked by too much data.
(a) (b)
Figure 4.23: A portion of a trajectory with a periapsis passage at less than 10000 km: a) radius; b)
angular momentum; and c) energy.
In Figure 4.23a, the periapsis passages all occur at a radius less than 10000 km. Near the
periapsis, the angular momentum is nearly constant but as the radius increases the angular
momentum makes large jumps before settling at a new value as the trajectory approaches
the next periapsis passage. The total energy relative to the secondary behaves differently
than the angular momentum; the energy at periapsis evolves less discretely than the angular
momentum. The range of semi-major axis represented by the two body energy in Figure
4.23b is from 23800 km to 26360 km.
The radius of a sphere within which the trajectories behave in a Kepler manner is sought
numerically. If it can be shown that within this sphere the two body problem represents the
motion, then once a collision map trajectory enters this sphere the two body problem can
be used to accomplish the final propagation from the Kepler sphere to the surface of the
secondary. Alternatively, once the trajectory has entered the surface of the secondary after
an integration step, the two body problem can be used to propagate backward to the time
and state at the surface of the secondary. Referring again to Figure 4.23, it is observed that
between entry and exit of the Kepler sphere, the energy changes to a greater degree than does
the angular momentum; however, once outside the Kepler sphere the angular momentum
changes more drastically than the energy.
An algorithm has been employed to test each trajectory in a motion map against the
Kepler sphere of a specified radius. As each trajectory evolves with time, the two body
centric state is captured whenever the trajectory enters and exits the sphere. The percent
change continues to be calculated for each passage through the sphere but only the maximum
percent change is recorded. In this manner, the sphere is evaluated for its closeness to a
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Kepler-like environment, with the goal of obtaining a 1% change maximum, or less, for all
periapsis passages, of each trajectory, for the entire motion map.
Figure 4.24 displays the maximum percent change in angular momentum and energy
for a C = 3.17 X0-Z0 motion map when the Kepler sphere is assumed to have a radius of
10000 km. A radius of 10000 km was chosen because a trajectory near the collision boundary
has many (but not all) periapsis passages that will enter a sphere of this size.
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Figure 4.24: Maximum percent change for each trajectory entering and exiting a 10000 km sphere in
a C = 3.17, X0-Z0 motion map.
Though the grid chosen was 500×500, just over 90000 trajectories are represented by
the data as some number of grid points are outside the zero velocity curve while another
number of grid points represent trajectories that depart the region of the secondary in one
or less periapsis passage. The majority of the trajectories were acceptable when evaluated
against the goal of 1% of maximum change within the 10000 km sphere; however, some
number of trajectories did break the 1% goal for energy.
This research has a focus on generalising results across motion maps. As such, a range
of Jacobi constants has been selected. The lower bound on Jacobi constant is C = 3.13.
At this energy, not only does the collision boundary become less defined between green
and blue regions, but red regions of L1 escapes become prominent in the boundary as well.
The Jacobi constant upper bound is C = 3.21 because at this point both the L1 and L2 gates
are closed. The other variation is grid configuration – the two grids selected are X0-Z0 and
Y0-Z0 in the neck region, with a corner of the grid located in the centre of the secondary.
Each combination of Jacobi constant and grid configuration was tested and the results are
summarised in Table 4.2.
For each combination of Jacobi constant and grid, the maximum change in energy was
violated but only by less than 0.6%. The histogram (representing the C = 3.17, X0-Z0 case)
suggests that the majority of trajectories met the requirement and only a small number did
not. The cases were rerun for a smaller radius, this time 5000 km, to determine if a smaller
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Table 4.2: Mean and maximum percent changes of angular momentum and energy within a 10000 km
sphere for six Earth-Moon motion map configurations.
Angular Momentum Energy
C Grid Mean Maximum Mean Maximum
3.13
X0-Z0 0.066 0.129 0.725 1.599
Y0-Z0 0.066 0.129 0.758 1.511
3.17
X0-Z0 0.075 0.133 0.677 1.219
Y0-Z0 0.077 0.133 0.691 1.214
3.21
X0-Z0 0.092 0.137 0.652 1.023
Y0-Z0 0.095 0.137 0.676 1.024
sphere would yield drastically better or similar results. Also, because the average distance
from the Moon’s centre to its surface is 1738 km, a 5000 km sphere still offers a region
where a significant amount of periapsis passages will occur prior to a collision trajectory’s
impact with the surface. The results for this second test are shown in Table 4.3.
Table 4.3: Mean and maximum percent changes of angular momentum and energy within a 5000 km
sphere for six Earth-Moon motion map configurations.
Angular Momentum Energy
C Grid Mean Maximum Mean Maximum
3.13
X0-Z0 0.006 0.015 0.161 0.356
Y0-Z0 0.006 0.015 0.165 0.320
3.17
X0-Z0 0.007 0.015 0.141 0.289
Y0-Z0 0.007 0.015 0.147 0.288
3.21
X0-Z0 0.008 0.016 0.133 0.236
Y0-Z0 0.008 0.016 0.138 0.236
A reduction in the sphere radius by half made a significant improvement on the Kepler-
like qualities of the sphere. Now the maximum percent change for any periapsis of all the
motion map trajectories in each combination of energy and grid is just 0.356%.
The Kepler sphere concept is now utilised in two ways within this research:
Periapsis Mapping A mapping can be produced showing how two body quantities change
between periapsis passages. This mapping is described in the next section.
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Propagation to Impact State The Moon’s sphere, with a radius of 1738 km is well within
the 5000 km sphere. When a collision trajectory enters the 5000 km Kepler sphere,
the two body problem can be used to determine if the trajectory will intersect with
the Moon’s sphere. The trajectory will continue to be integrated numerically until the
position vector is within the Moon’s surface. At this point, the two body problem is
used to propagate the state back to the Moon’s surface.
4.3.3 Boundaries from the Kepler Sphere
Each passage close to the secondary is a Keplerian elliptic orbit, based on the results from
the previous section on the Kepler sphere. A mapping can be produced to show how the
angular momentum and energy change between periapsis passages. The mapping may allow
the prediction of if and when a collision will occur. Boundaries formed by the relationship
between angular momentum and energy for a specific radius of periapsis are derived. These
boundaries break the mapping into regions allowing a more fundamental comprehension of
how the trajectory is evolving over time.
Expressions for the boundaries for elliptical orbits as well as circular orbits are derived
as follows. Start with the angular momentum, J, and energy, E , for a Kepler orbit:
J2 = GMa
(
1− e2) (4.7)
E =−GM
2a
(4.8)
where G is the gravitational constant, M is the mass of the body being orbited, a is the
semi-major axis, and e is the eccentricity. First, for the circular case, of course e = 0 so
Equation 4.7 reduces to
J2circ = GMa→ a =
J2circ
GM
(4.9)
where Jcirc is the angular momentum of a circular orbit. Now, Ecirc, the energy of a
circular orbit, is written directly in terms of Jcirc in Equation 4.10. On a plot of angular
momentum versus energy, the expression defines a curve showing where circular orbits are
located.
Ecirc =−(GM)
2
2J2circ
(4.10)
For the elliptical case where e ̸= 0, Equation 4.7 is expanded to
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J2ell = GMa(1− e)(2− (1− e)) (4.11)
where Jell is the angular momentum of an elliptic orbit. Next, use the following expression
for the radius of periapsis, rp = a(1− e), and add in an energy term by replacing µ with the
relationship E =−GM/(2a):
J2ell =−2aEellrp (2− (1− e)) (4.12)
which reduces to
J2ell =−2rpEell (2a−a(1− e)) (4.13)
Now, substitute in rp and 2a in terms of energy and simplify to gain:
J2ell = 2rp (GM+ rpEell) (4.14)
Finally, solve for Eell:
Eell =
J2ell
2r2p
− GM
rp
(4.15)
Equation 4.15 is now used to produce curves that represent orbits with combinations of
angular momentum and energy resulting in a specific radius of periapsis. If the radius of
periapsis is set as the radius of the Moon, then the boundary produced determines whether or
not a trajectory will collide at the next periapsis passage. Figures are produced to enable the
visualisation of E vs J displaying boundaries for periapsis at specific radii as well as circular,
such as in Figure 4.25.
The regions identified in Figure 4.25 are each defined as:
Region 1 In this region, the combinations of J and E are not valid for elliptical orbits. For
a given E , moving left to right represents decreasing eccentricity. The black curve
represents circular orbits, or e = 0.
Region 2 This region is defined by zero angular momentum on the far left, zero energy on
the top, the red curve representing perilunes at the Moon’s surface on the right, and
the blue curve representing perilunes at 10000 km on the bottom. A trajectory in this
region has a periapsis passage under 10000 km as defined by the blue curve, but also
under the surface of the Moon and will impact.
78
4.3 Two Body Problem Analysis in the Three Body Problem
Figure 4.25: Curves in the angular momentum-energy space for circular orbits, orbits with perilune
at the Moon’s surface, and orbits with perilune at 10000 km.
Region 3 Formed by the blue curve on the top, zero angular momentum on the left, the
red curve on the right, trajectories in this region collide with the Moon and have a
semi-major axis less than 10000 km.
Region 4 Trajectories with periapsis above the Moon’s surface but within the 10000 km
Kepler region.
Region 5 The periapsis is above the 10000 km Kepler region.
Region 6 Similar to Region 3, these trajectories have a semi-major axis less than 10000 km,
but the periapsis is above the Moon’s surface.
The black curve represents circular orbits at each combination of angular momentum and
energy. As can be seen with the curves for elliptical orbits, the blue and red curves, for a
given perilune distance there is exactly one combination of angular momentum and energy
that is circular – at this point, the elliptical orbit curve touches the circular curve tangentially.
If the angular momentum-energy state is left of a boundary, then the radius of perilune
will be smaller than the radius of periapsis used to define the boundary. For example, a state
with J = 2000 km2/s and E = −0.25 km2/s2, is located to the left of both the blue curve
and red curve. It has a radius of perilune less than 10000 km and less than the radius of the
Moon Likewise, a point above the blue curve but to the right of the red curve has a perilune
below 10000 km but above the surface of the Moon.
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4.3.4 Mapping of Kepler Passages
In this section, two trajectories are submitted to the Kepler sphere mapping to determine what
can be learnt about how trajectories near the collision boundary evolve with time, especially
in terms of the two body energy and angular momentum when the trajectory passes near the
secondary. The goals are to predict if a trajectory will impact with the secondary and if it
does impact the next question is when the impact will occur.
Many trajectories were observed during the research, but only two are presented here to
highlight the results and identify key observations. The first trajectory is a bound trajectory
near the collision boundary and the second trajectory is a collision trajectory.
4.3.4.1 Bound Trajectory
An example trajectory is represented in Figure 4.26. The selected trajectory is from the bound
region of the motion map, so the trajectory is integrated until Tf = 50 TU. If E is plotted
against J each time the trajectory enters the 10000 km Kepler sphere only six data points
are collected as this trajectory remains fairly circular so that the periapsis only dips below
10000 km on occasion. Though the other periapses are outside the 10000 km Kepler sphere,
their associated osculating energy and angular momentum have been computed and included
on the plot (right of the blue boundary in Figure 4.26a) to supply additional qualitative
information.
To provide perspective, Figure 4.26b shows how the trajectory fits in with the overall
boundaries established earlier; the entirety of Figure 4.26a is the small rectange/line above
the black boundary and crossing the blue boundary. In order to better understand how these
quantities evolve with time, the energy and angular momentum time histories are presented
in Figures 4.26c and 4.26d, with the periapses identified by red dots. The energy fluctuates
between -0.102 and −0.088 km2/s2; however at periapsis the fluctuation is limited to -0.097
and -0.093 which are equivalent to semi-major axes of approximately 25270 km and 26350
km, respectively.
The angular momentum has a periodic type behaviour, and unlike the energy, the angular
momentum at periapsis passage is representative of the overall trend of the osculating angular
momentum. If only the Kepler sphere entries and exits were considered, only six of the
seven points below 9000 km2/s would be included. Based only on the data collected for the
trajectory over 50 time units, it seems likely the trajectory will not collide with the Moon
as the angular momentum would need to reach about 4000 km2/s but it only approaches a
minimum of 7000 km2/s. If it were to collide it appears the opportunities to do so are spread
out every 20 time units.
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(a) (b)
(c) (d)
Figure 4.26: Bound trajectory: a) evolution of angular momentum versus energy at periapsis – blue
line is periapsis at 10000 km; b) highlighted box represents region of a); c) energy time history (red
dots depict periapsis); d) angular momentum time history (red dots depict periapsis)
4.3.4.2 Collision Trajectory
The next example is a trajectory that impacts with the Moon at about 30 time units. It has
essentially the same characteristics as the bound trajectory of Figure 4.26, but there are
some clear differences, the most important being that the angular momentum decreases
toward the red curve that represents the periapsis being at the surface of the Moon. Note
that while the red, blue, and black curves are actually curves (reference Figure 4.27b), the
curves appear as straight lines in this figure because the energy is varying only slightly; the
range of semi-major axes is from 23800 km to 24760 km for Figure 4.27a. Unlike the bound
trajectory, this collision trajectory enters the 10000 km Kepler sphere prior to almost every
periapsis passage.
For this trajectory, the angular momentum reaches extreme minimum values three differ-
ent times, at approximately 7, 17, and 29 time units, the last of which is when the impact
occurs. As with the bound trajectory, there is evident periodic behaviour but beyond knowing
that the Earth-Moon system has a period of 2π TU and the spacecraft has a period changing
with time, a description of the periodic-like behaviour of the angular momentum has not
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(a) (b)
(c) (d)
Figure 4.27: Collision trajectory: a) evolution of angular momentum versus energy at periapsis – red
line is periapsis at lunar surface, blue line is periapsis at 10000 km, and black line is circular orbits; b)
highlighted box represents region of a); c) energy time history (red dots depict periapsis); d) angular
momentum time history (red dots depict periapsis).
been identified. What is clear is that the angular momentum is descriptive of when an impact
may happen, so the next topic to address is how the angular momentum changes over time
and why.
4.3.5 Angular Momentum
The objective is to gain an expression for the time rate of change of the secondary-centred
inertial angular momentum of a particle under the influence of two large masses, P1 and
P2, but primarily in a two body orbit about P2. Because the angular momentum of a two
body orbit is a constant, it is expected that a non-zero time rate of change of the angular
momentum is caused only by the influence of the primary. The diagram in Figure 4.28 shows
the three bodies and their locations in terms of the following vectors:
¯
R1 from the origin to
the primary,
¯
R2 from the origin to the secondary, ¯
R from the origin to the satellite,
¯
∆ from the
secondary to the primary,
¯
s from the primary to the satellite, and
¯
r from the secondary to the
satellite.
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Figure 4.28: Three body problem in an inertial frame.
Begin with
¯
J =
¯
r× ˙
¯
r, the angular momentum of P relative to P2. The time derivative
yields ˙
¯
J =
¯
r× ¨
¯
r. With the aim of expressing ¨
¯
r in terms of positions and masses, it is observed
that
¯
r =
¯
R−
¯
R2. The second derivative of this expression provides ¨¯
r = ¨
¯
R− ¨
¯
R2. Substitution
results in
˙
¯
J =
¯
r× ( ¨
¯
R− ¨
¯
R2
)
(4.16)
The position of the barycentre of the system (not drawn in Figure 4.28) is determined by
¯
RG =
M1 ¯
R1+M2 ¯
R2
M1+M2
(4.17)
¯
R1 = ¯
R2+ ¯
∆ (4.18)
Substitute Equation 4.18 into Equation 4.17 to gain,
¯
RG =
M1 (¯
R2+ ¯
∆)+M2 ¯
R2
M1+M2
(4.19)
¯
RG = ¯
R2+
M1
M1+M2 ¯
∆ (4.20)
Take the second derivative with respect to time to obtain
0 = ¨
¯
R2+
M1
M1+M2
¨
¯
∆→ ¨
¯
R2 =− M1M1+M2
¨
¯
∆ (4.21)
83
Collision Maps
which reduces Equation 4.16 to
˙
¯
J =
¯
r×
(
¨
¯
R+
M1
M1+M2
¨
¯
∆
)
(4.22)
Because the acceleration of the particle is only a function of P1 and P2, it can be written
that
¨
¯
R =−GM1
s3 ¯
s− GM2
r3 ¯
r (4.23)
Additionally, from relationships described above,
¨
¯
∆= ¨
¯
R1− ¨¯R2 =−
GM2
∆3 ¯
∆− GM1
∆3 ¯
∆ (4.24)
Now, placing Equations 4.23 and 4.24 into Equation 4.22,
˙
¯
J =
¯
r×
(
−GM1
s3 ¯
s− GM2
r3 ¯
r
)
+
¯
r× M1
M1+M2
(
−G(M1+M2)
∆3 ¯
∆
)
(4.25)
Furthermore consider that
¯
r×
¯
r =
¯
0 and simplify to gain the expression,
˙
¯
J =
¯
r×
(
−GM1
s3 ¯
s
)
+
¯
r×
(
−GM1
∆3 ¯
∆
)
(4.26)
Observe that
¯
s =
¯
r−
¯
∆ and rewrite,
˙
¯
J =−GM1
s3
(
¯
r× (
¯
r−
¯
∆))− GM1
∆3
(
¯
r×
¯
∆) (4.27)
Further simplify to gain the final expression:
˙
¯
J = GM1
(
1
s3
− 1
∆3
)
(
¯
r×
¯
∆) (4.28)
With
¯
J =
¯
r×
¯
v and Equation 4.28 the angular momentum and its associated time rate
of change is available for analysis. As expected, the time rate of change of the angular
momentum is due entirely to the torque from the primary, P1. In general, trajectories near
the collision boundary have angular momentum time histories with long and short periodic
frequencies. In fact, as seen in Figure 4.29a, the magnitude of angular momentum reaches a
nearly constant minimum every 20 time units.
Based on Figure 4.29b, it is expected that the Z-component of angular momentum has
a small time derivative or over time averages to zero. The components of the angular
momentum time derivative are shown in Figure 4.30. While the fine detail is masked by
viewing the data for all three components at once for the entire time period, it is useful to
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Figure 4.29: Two body angular momentum for a trajectory in the bound region, near the impact
region.
observe that the Z-component time derivative quickly oscillates about zero while the other
two time derivatives show both short and long period frequencies which coincides with the
view of the angular momentum magnitude – JX and JY exhibit both short and long-periodic
behaviour. The long period in this example is approximately 40 time units which is more
than 6 periods of the Earth-Moon system.
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Figure 4.30: Angular momentum time rate of change vector components for a trajectory in the bound
region, near the impact region.
When viewed for a shorter time duration in Figure 4.30b, it is apparent that the X-
component and Y -component change more rapidly. Also visible is that all three time
derivatives approach zero at the same time. Per Equation 4.28, the derivatives becoming
zero is due to the term 1/s3−1/∆3 where s is the distance from the primary to the particle
and ∆ is the distance between the primary and secondary. These two distances, s and ∆ are
approximately the same value when the particle nears the secondary. This is compounded
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by the term
¯
r×
¯
∆ which approaches zero when the two vectors are parallel, which can also
occur when the particle nears the secondary. Otherwise, both terms have the possibility to be
maximised when the particle nears apoapsis, especially when the particle’s orbital plane is
not aligned with the direction of
¯
∆, the vector from the secondary to the primary.
A key observation in this section is that there is a long term periodic behaviour which
drives certain trajectories toward collision. While there are short period oscillations in each
of the time derivatives of angular momentum, the X and Y components also have the slow
periodic characteristics.
4.4 Summary
This chapter began by introducing motion maps as developed by Utku (2013). These initial
condition grids are a useful way of planning certain types of trajectories within the CR3BP.
Motion maps provide information regarding hundreds if not thousands of trajectories all at
one time – though necessarily a motion map of any configuration only covers a small subset
of what is possible. An entirely new motion map is generated by changing just one or more
of the following: three body system, Jacobi constant, grid configuration, and integration time.
The new work introduced in this chapter is summarised as the generalisation of motion
maps, the identification of structure in motion map collision trajectories, the introduction
of collision maps and their characteristics and uses, and the analysis of trajectories near the
collision boundary through the lens of two body dynamics.
Motion maps for two different systems can appear to have significant differences at first
glance. In this chapter it was determined that these differences are a consequence of the
volume of the secondary relative to the collinear Lagrange points. The implication is that
what is learned from the motion map of one system can be applied to another system.
The inspiration for this research began with the observation that critical structure must
exist in the region of the motion map where bound trajectories meet with collision trajectories.
The boundary between the two end states seemed well-defined but with notable exceptions.
Collision maps were developed to allow the analysis of motion map collision trajectories;
collision maps are initial condition maps just like motion maps but because the trajectories
are limited to only those that collide with the secondary, the colour dimension (red, yellow,
blue, and green in motion maps) is available to represent other types of information specific
to the collision trajectories.
Collision maps for various parameters were introduced. The collision map of periapsis
passages prior to impact identified that collision trajectories are grouped as bubbles. Within
a bubble, each trajectory has the same number of periapsis passages prior to impact. When
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impact angle is reflected onto the collision map, the same bubbles exist and it is seen
that trajectories near the edge of a bubble impact the secondary nearly tangentially while
trajectories near the centre of a bubble experience more direct impacts. Collision maps of
latitude, longitude, and impact velocity also have their respective properties grouped within
and by the bubbles. The latitude and longitude maps showed that nearly every location on
the secondary’s surface is accessible, though of course this is dependent on the grid selected.
Impact velocities do not vary by much, as expected, as the rotating velocity is a function of
the Jacobi constant and the position relative to the primary and secondary.
Mission designers contemplating landing or impact type trajectories could use collision
maps to narrow their search; the way in which the maps would be used would depend on
a variety of factors including the stage of the planning. In conceptual design a wide range
of maps could be consulted while in preliminary design stages constraints may already
exist which can help to narrow the map configurations under consideration. Ultimately, the
collision map would provide initial estimates for trajectories with desired characteristics that
would then have to be refined with the very specific parameters of the mission and the bodies
involved.
The remainder of the chapter focused on developing methods in the two body framework
to explain the behaviour of collision trajectories. Key questions remaining were what deter-
mines if a trajectory collides, why is the boundary between bound and collision trajectories
nearly a straight line, and how can the time to impact be predicted? The concept of a Kepler
sphere – a sphere surrounding the secondary in which two body elements remain constant –
was established. The motivation for the Kepler sphere was twofold: 1) provide a method to
propagate the trajectory exactly to the impact state; and 2) to provide a tool for looking at
how collision trajectories evolve between periapsis passages.
The mapping of passages through the Kepler sphere demonstrated that the net evolution
of angular momentum is a reduction toward a minimum value. If the trajectory does not
collide near this minimum value, the trajectory must wait a fixed amount of time for the
angular momentum to proceed to a near maximum value then back to the minimum in a
periodic-like behaviour. Determination of how to compute this period remained an open
question.
Finally, the torque on a secondary-centred trajectory due to the primary, which is equiva-
lent to the time rate of change of the angular momentum, was derived. The geometry between
the vectors explained why at certain configurations of the primary-secondary-spacecraft in
three dimensional space the torque goes to zero, and in other configurations the torque is
maximised.
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Up to this point, it is succinctly summarised that collision trajectories in the motion map
have a certain and useful structure. To understand the structure, it is necessary to know what
drives and defines when a collision occurs. Collision trajectories do not impact the secondary
randomly – their impact appears to be governed by long periodic behaviour in the angular
momentum. The two body angular momentum about the secondary is only changed by the
torque applied by the primary. These conclusions provide clear direction to evaluate collision
trajectories using perturbation theory.
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Perturbation Theory: Third Body
The objective of this chapter is to investigate what insights perturbation theory can offer into
motion map trajectories as a whole, but especially those trajectories that impact with the
secondary. Chapter 4 concluded with the concept of the Kepler mapping, which showed that
trajectories near the collision boundary evolve in terms of their angular momentum. In the
plots of angular momentum against energy, the state moved toward the boundary defining
periapsis passage at the Moon’s surface. If a collision did not occur, the movement reversed
directions denoting that the trajectory was becoming less eccentric and in extreme cases
approached the curve representing circular orbits. The magnitude of the angular momentum
had a long periodic nature and the value hovered near its maximum with brief excursions to
the minimum. The next question to address is what drives this period and what determines if
a collision occurs or does not occur at the angular momentum minimum?
General perturbation theory is used to create an alternative model to provide additional
tools to probe trajectories of the motion map. The model consists of a double average
disturbing function that is substituted into Lagrange’s planetary equations. The approach
taken in this work is to preserve the coordinates’ relationship to the classical orbital elements
to enable an intuitive appreciation of the results. The simplified coordinates also offer a less
complicated analytical solution which can be subjected to an algorithm to refine the values
of the three constants of the motion such that the motion described by the perturbation model
and the CR3BP are more aligned.
A key emphasis is that the alternative model is applied to CR3BP trajectories within the
motion map to enable the capture of general characteristics or trends of groups of trajectories.
Balancing model complexity with the ability to extract knowledge of the system is of primary
concern. The end goal of this research is to explain key characteristics of motion maps and
collision maps and their trajectories, such as the pronounced boundaries between the bound
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and impact regions as well as the bubble-like structure denoting the number of periapsis
passages prior to impact.
5.1 Development of Equations of Motion
In general perturbation theory, a common technique to describe the effect of a perturbation on
an orbit is to use Lagrange’s planetary equations to explain how the classical orbital elements
change with time. This approach requires a disturbing function which describes how the
potential differs from the two body problem. The derivation of the disturbing function used
in this research is detailed in works such as Broucke (2003) and Prado (2003), but the process
is outlined here to emphasise the simplifying assumptions that were made. The disturbing
function of a third body perturbation, R, begins as (Jackson, 1962),
R=
(1−µ)(µ1+µ2)√
r2+ r21−2rr1 cosS
(5.1)
where µ is the CR3BP mass parameter, µ1 and µ2 are the gravitational parameters of the
disturbing body and the central body, r1 and r are the magnitudes of the satellite’s position
vector relative to the disturbing body and the central body, and S is the angle formed by the
satellite, central body, and disturbing body with the central body at the vertex.
The disturbing function,R, is expanded with Legendre polynomials with the assumptions
that r1 ≫ r and that only the second order term needs to be retained, and thus now denoted
as R2. The angle S is written in terms of the classical orbit elements. Finally, the disturbing
function is averaged over the motion of the satellite about the central body followed by an
average of the motion of the disturbing body around the central body. The resulting double
average disturbing function is denoted, R2da:
R2da =
(1−µ)n212a2
16
[
15e2 sin2 I cos2ω+
(
3cos2 I−1)(3e2+2)] (5.2)
where a, e, I, and ω are orbital elements of the satellite about the central body. n12 is the
mean motion of the disturbing body and central body about their common barycentre, and is
calculated as,
n12 =
√
µ1+µ2
l3
(5.3)
where l distance between the primary and the secondary.
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5.1.1 Classical Orbital Elements Equations of Motion
With the disturbing function in hand, Lagrange’s planetary equations are applied, providing
equations of motion in terms of the classical orbital elements. Lagrange’s planetary equations
listed by Battin (1999), are here slightly modified to write all occurrences of the semi-minor
axis (b), in terms of the semi-major axis (a) and eccentricity (e):
da
dt
=
2
na
∂R
∂M0
(5.4a)
de
dt
=
1
na2e
[(
1− e2) ∂R
∂M0
−
√
1− e2∂R
∂ω
]
(5.4b)
dI
dt
=
1
na2
√
1− e2 sin I
(
cos I
∂R
∂ω
− ∂R
∂Ω
)
(5.4c)
dΩ
dt
=
1
na2
√
1− e2 sin I
∂R
∂ I
(5.4d)
dω
dt
=
√
1− e2
na2e
∂R
∂e
− cos I
na2
√
1− e2 sin I
∂R
∂ I
(5.4e)
dM0
dt
=− 2
na
∂R
∂a
− 1− e
2
na2e
∂R
∂e
(5.4f)
Applying Lagrange’s planetary equations to the disturbing function R2da, the equations
of motion become,
da
dt
= 0 (5.5a)
de
dt
= ΓD e
√
1− e2 sin2 I sin2ω (5.5b)
dI
dt
=− ΓDe
2
2
√
1− e2 sin2I sin2ω (5.5c)
dΩ
dt
=
ΓD√
1− e2
(
5e2 cos2ω−3e2−2)cos I (5.5d)
dω
dt
=
ΓD
5
√
1− e2
[(
5cos2 I−1+ e2)+5(1− e2− cos2 I)cos2ω] (5.5e)
dM0
dt
=−ΓD
15
[(
3e2+7
)(
3cos2 I−1)+15(e2+1)sin2 I cos2ω] (5.5f)
where
ΓD =
15(1−µ)n212
8n
(5.6)
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The resulting equations of motion depend only on eccentricity, inclination, and argument
of periapsis. Notably, the semi-major axis is identified to be a constant of the motion per
Equation 5.5a.
5.1.2 Delaunay Variable Equations of Motion
Before returning to the equations of motion in terms of the orbital elements, it is informative
to consider a subset of the canonical equations of motion in Delaunay’s variables. The
Delaunay variables are defined as L =
√µa, G = L√1− e2, H = Gcos I, l = M, g = ω , and
h = Ω (Brouwer and Clemence, 1961). The equations of motion of G and H, which are
related to the angular momentum magnitude and the Z-component of the angular momentum,
respectively, are derived from:
dG
dt
=
∂R
∂g
(5.7a)
dH
dt
=
∂R
∂h
(5.7b)
The disturbing function, R2da, can be expressed in terms of Delaunay variables, so the
disturbing function is rewritten as:
R2da =
(1−µ)n212
16µ22
L2
[
15
(
L2−G2)(1− H2
G2
)
cos2g
+
(
3
(
H2
G2
)
−1
)(
3
(
L2−G2)+2L2)] (5.8)
therefore,
dG
dt
=
∂R2da
∂g
=−15(1−µ)n
2
12
8µ22
L2
(
L2−G2)(1− H2
G2
)
sin2g (5.9)
dH
dt
=
∂R2da
∂h
= 0 (5.10)
Equation 5.10 explains and confirms the observations in Section 4.3.5 that the Z-
component of angular momentum approximately remains constant. Since g = ω , the time
rates of change of eccentricity, inclination, and angular momentum magnitude, de/dt, dI/dt,
and dJ/dt, all depend on the term sin2ω . The other Delaunay variables in the expression for
dJ/dt infer that its time rate of change also depends on eccentricity and inclination, just as
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de/dt and dI/dt do. While H =
√µa is present as well, it has already been established that
the semi-major axis is a constant.
5.2 Integration of the Equations of Motion
In this section, the integration of the COE equations of motion from Section 5.1.1 is shown.
The first integral is straightforward while the second requires more effort to retrieve. The
end goal is to describe the evolution of the system in terms of one variable only, time. Once
the two integrals of motion are in hand, the final task is to perform the definite integral.
Throughout the integration, the coordinates are formed to be COE-like, in order to simplify
the equations but also retain a clear relationship to physical reality.
Start with the equations of motion for eccentricity, inclination, and argument of periapsis,
Equations 5.5b, 5.5c, and 5.5e and write in terms of the nondimensional time, T , used in the
CR3BP. Note that the equations for de/dT and dI/dT have the term sin2ω . This means that
if ω is monotonic, then eccentricity and inclination will oscillate 180 degrees out of phase
from each other as they have opposite signs. Additionally, if e= 0, then de/dT = dI/dT = 0.
de
dT
= Γe
√
1− e2 sin2 I sin2ω (5.11a)
dI
dT
=− Γe
2
2
√
1− e2 sin2I sin2ω (5.11b)
dω
dT
=
Γ
5
√
1− e2
[(
5cos2 I−1+ e2)+5(1− e2− cos2 I)cos2ω] (5.11c)
where
Γ=
ΓD
n12
=
15(1−µ)n12
8n
(5.12)
First, note that the equations of motion for eccentricity and inclination depend only on
each other and sin2ω . In the derivation of the equations of motion, it was shown that the
semi-major axis is a constant and here it is observed that it is embedded in the constant Γ
because it is used to calculate the mean motion of the satellite, n. To simplify the equations
of motion with a change of variables, define:
ι = cos2 I (5.13)
η = 1− e2 (5.14)
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Since the eccentricity ranges from 0 to 1, the value of η varies from 1 to 0, respectively.
Likewise, the inclination ranges from 0 to π , resulting in ι with a value beginning at 1,
decreasing to 0 when the inclination is π/2, then increasing back to 1 as the inclination
approaches π .
5.2.1 Eccentricity Integral of Motion
Take Equations 5.13 and 5.14 and differentiate both with respect to time,
dι
dT
=−2sin I cos I dI
dT
(5.15a)
=
2Γ√
η
(1−η)(1− ι) ι sin2ω (5.15b)
dη
dT
=−2e de
dT
(5.16a)
=−2Γ√η (1−η)(1− ι)sin2ω (5.16b)
In this form, both equations depend on ι , η , and sin2ω . Divide Equation 5.16b by
Equation 5.15b to eliminate the sin2ω term:
dη
dι
=−η
ι
(5.17)
Equation 5.17 is easily integrated and rewritten to define the first constant of motion, A.
A = ιη (5.18)
Contours of constant A are shown in Figure 5.1. Motion of the system is confined to these
curves. Additionally, it is quite clear that the value of A limits the possible ranges of ι and η
– small values of A allow for a wide range of ι and η values, while a large A noticeably limits
the possible motion in these coordinates.
Because ι and η are both limited to values between zero and one, then 0≥ A≥ 1, and
based on Equation 5.18, as ι increases then η decreases and vice versa. Explained in terms of
eccentricity and inclination, as inclination decreases then eccentricity increases. The angular
momentum magnitude is visible in this figure, as J =
√µaη; therefore, as ι increases, J
decreases toward a potential collision.
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A=0.9
A=0.8
A=0.7
A=0.6
A=0.5
A=0.4
A=0.3
A=0.2
A=0.1
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
ι [ND]
η[ND
]
Figure 5.1: Ranges of the eccentricity integral of motion, A, in the ι-η space.
5.2.2 Argument of Periapsis Integral of Motion
The first step in determining the argument of periapsis integral of motion is to let ψ = 2sin2ω .
Following a similar process to that above, an expression for the time derivative of ψ in terms
of ι , η , and ω is derived.
dψ
dT
= 2sin2ω
dω
dT
(5.19a)
=
2Γ
5
√
η
[(5ι−η)+5(η− ι)cos2ω]sin2ω (5.19b)
Again, divide dψ/dT by dι/dT :
dψ
dι
=
1
5ι (1−η)(1− ι) [(5ι−η)+5(η− ι)cos2ω] (5.20)
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Next, substitute in the expression η = A/ι and remove the cos2ω term with the definition
ψ = 2sin2ω = 1− cos2ω .
dψ
dι
=
1
5ι
(
1− A
ι
)
(1− ι)
[(
5ι− A
ι
)
+5
(
A
ι
− ι
)
(1−ψ)
]
(5.21a)
=
1
5(1− ι)(ι−A)
[
4A
ι
+5ψ
(
A
ι
− ι
)]
(5.21b)
=
4A
5ι (1− ι)(ι−A) −
ψ
(
A− ι2)
ι (1− ι)(ι−A) (5.21c)
This results in the differential equation
dψ
dι
+
(
A− ι2)
ι (1− ι)(ι−A)ψ =
4A
5ι (1− ι)(ι−A) (5.22)
which can be converted into standard form
1
f(ι)
d
dι
[ψ f(ι)] =
dψ
dι
+
1
f(ι)
d f(ι)
dι
ψ (5.23)
Once f(ι) is determined, the integration is completed with simple algebra. Equate the
lefthand side of Equation 5.22 with the righthand side of Equation 5.23,
1
f(ι)
d f(ι)
dι
=
A− ι2
ι (1− ι)(ι−A) (5.24)
which is rewritten as,
ln f(ι) =
∫ A− ι2
ι (1− ι)(ι−A)dι (5.25)
Following several steps of integration and algebra, an expression for f(ι) is gained,
f(ι) =
(1− ι)(ι−A)
ι
(5.26)
Now, returning to Equations 5.22 and 5.23, equate them and let
1
f(ι)
d
dι
[f(ι)ψ] =
4A
5ι (1− ι)(ι−A) (5.27)
Rearrange, and integrate
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∫
d [f(ι)ψ] =
4A
5
∫ f(ι)
ι (1− ι)(ι−A)dι (5.28)
which becomes
f(ι)ψ− f(ι0)ψ0 = 4A5
∫ f(ι)
ι (1− ι)(ι−A)dι (5.29)
Now substitute the expression for f(ι) into the right hand side of the equation:
f(ι)ψ− f(ι0)ψ0 = 4A5
∫ dι
ι2
(5.30)
and integrate the right hand side:
f(ι)ψ− f(ι0)ψ0 =−4A5
(
1
ι
− 1
ι0
)
(5.31)
Finally, isolate ψ .
ψ =
1
f(ι)
[
f(ι0)ψ0− 4A5
(
1
ι
− 1
ι0
)]
(5.32)
Define the constant of the motion:
B =
5
4
f(ι0)ψ0+
A
ι0
(5.33a)
=
5
4
[
(1− ι0)(ι0−A)
ι0
]
ψ0+
A
ι0
(5.33b)
=
5
4
(1− ι0)(1−η0)ψ0+η0 (5.33c)
Since the initial conditions can occur at any time, the subscript from Equation 5.33c is
dropped, leaving:
B =
5
4
(1− ι)(1−η)ψ+η (5.34)
The range of acceptable values for the constant B are determined by writing Equation
5.34 in terms of e, I, and ω:
B = e2
(
5
2
sin2 I sin2ω−1
)
+1 (5.35)
When e = 1, I = 0°, and ω = 0°, the minimum is found to be Bmin = 0. Likewise, when
e = 1, I = 90°, and ω = 0°, the maximum is Bmax = 2.5. This research considers only closed
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orbits but the eccentricity of some orbits closely approach the parabolic eccentricity. The
constant A plays a critical role in determining the motion of ψ; this criticality is apparent
when Equation 5.34 and Equation 5.26 are used to simplify Equation 5.32 as,
ψ =
4(Bι−A)
5(1− ι)(ι−A) (5.36)
The expression sought, ψ as a function of ι only, has now been gained. The possibilities
for the motion of ψ are much more complicated than the motion seen for η in Figure 5.1.
Based on Equation 5.36, the motion will be defined by asymptotes at ι = 1 and ι = A, a
zero at ι = A/B, and a special solution when B = 1 which results in the expression for ψ
collapsing to
ψB=1 =
4
5(1− ι) (5.37)
The possibilities of ψ motion are best explored through Figures 5.2a and 5.2b showing
the ι-ψ space for two different values of A, each with several contours of constant B values.
B=0.9 B=0.7 B=0.5B=0.9B=0.7B=0.5 B=1.1B=1.05
B=1.1 B=1.05
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
ι [ND]
ψ[ND
]
(a) A = 0.3.
B=0.95 B=0.85B=0.75B=0.95B=0.85B=0.75
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
ι [ND]
ψ[ND
]
(b) A = 0.7.
Figure 5.2: Ranges of the constant of motion, B, in the ι-ψ space for two values of A: a) representative
of cases when 0 < A < 0.6 and b) representative of cases when 0.6 < A < 1.
First, the commonalities of Figures 5.2a and 5.2b are addressed. The blue line is the
asymptote formed by ι = A and this blue line divides the figures into two parts. To the right
of the blue line is the area of possible motion. Though constant curves are shown left of the
blue line, motion is not allowed in this region which has been coloured gray. The double
average model as defined here is constrained by the constant of motion A = ιη . If a value of
ι is chosen from the gray region, then A > ι which means that η = A/ι > 1. Only elliptic
orbits are under consideration so there is not a value of eccentricity yielding a value of η
greater than one. The red curve is formed by B=1 as described in Equation 5.37.
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Now focusing on the motion in Figure 5.2a, because A< 0.6, the blue asymptote intersects
with the red curve. When B > 1, the contours exist in the region right of the blue asymptote
and above the red curve and the range of possible values for ψ are 0.8 < ψ < 2.0. This
restriction on the value of ψ means that the argument of periapsis librates about 90° or 270°.
Minimum and maximum values for ι occur when ψ = 2. The other motion possibility when
A < 0.6 (still in Figure 5.2a) also requires that B < 1. For this motion, ψ takes all possible
values while ι has a maximum when ψ = 2 and a minimum when ψ = 0. When ψ takes all
values between zero and two, this motion is the circulation of the argument of periapsis as it
is continuously cycling from 0° to 360°.
The possible motions when A > 0.6 are represented by Figure 5.2b. Because the blue
asymptote and the red curve do not cross in this scenario, motion can only occur as circulation
of the argument of periapsis as is demonstrated by the curves sweeping from ψ = 0 to ψ = 2.
For any valid value of A, the solutions for ι when ψ = 2 are found by equating Equation
5.36 to two:
ψ = 2 =
4(Bι−A)
5(1− ι)(ι−A) (5.38)
which leads to the quadratic, Q, defined as
Q =−2[5ι2+(2B−5A−5) ι+3A]= 0 (5.39)
with roots,
ι1,2 =
−(2B−5A−5)±
√
(2B−5A−5)2−60A
10
(5.40)
ι1 is associated with the positive root and is the maximum value of ι for any set of A and
B. On the other hand, ι2 is associated with the negative root and is the minimum value of ι
only when B > 1. When B < 1, the minimum value of ι , ιAB = A/B is found at ψ = 0.
A special solution occurs when the roots of Q, Equation 5.40, are equal – this can occur
in the B > 1 region in Figure 5.2a. To have double roots, the term inside the square root must
vanish so that,
(2B−5A−5)2 = 60A (5.41)
which becomes
(2B−5A−5) =±
√
60A (5.42)
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Now, considering the result in Equation 5.42 into Equation 5.40, the expression for the
double roots is,
ι∗ =
√
3
5
A (5.43)
where ι∗ is the double root. The implication of ι having double roots is that all three
coordinates (ι , η , ψ) which are equivalent to inclination, eccentricity, and argument of
periapsis are all constant. These types of orbits in the double average model are termed
frozen orbits (Broucke, 2003).
5.2.3 Time Given ι
The next objective is to obtain an expression relating ι and time. As the other two coordinates,
η and ψ , are functions of only ι and the constants A and B, ι as a function of time will
provide complete knowledge of a double average model trajectory. To develop an expression
for ι(T ), the next step is to integrate dι/dT . First, return to Equation 5.15b and rewrite η in
terms of ι ,
dι
dT
=
2Γ√
η
(1−η)(1− ι) ι sin2ω (5.44a)
= 2Γ
√
ι
A
(1− ι)(ι−A)sin2ω (5.44b)
The next goal is to rewrite the sin2ω term as a function of the constants A and B, and ι .
Return to the definition, ψ = 2sin2ω , and expand sin2ω with trigonometric identities:
sin2ω = 2sin2ω cotω (5.45a)
= ψ
√
csc2ω−1 (5.45b)
= ψ
√
2
ψ
−1 (5.45c)
=
√
ψ (2−ψ) (5.45d)
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Now, expand the argument of the square root in Equation 5.45d with the expression for
ψ that was developed as Equation 5.36:
ψ (2−ψ) = 4(Bι−A)
5(1− ι)(ι−A)
[
10(1− ι)(ι−A)
5(1− ι)(ι−A) −
4(Bι−A)
5(1− ι)(ι−A)
]
(5.46a)
=
4(Bι−A)
25(1− ι)2 (ι−A)2 [10(1− ι)(ι−A)−4(Bι−A)] (5.46b)
Take the square root of Equation 5.46b to get
√
ψ (2−ψ) = 2
5(1− ι)(ι−A)
√
(Bι−A) [10(1− ι)(ι−A)−4(Bι−A)] (5.47)
Substitute in the expression above into Equation 5.44b and the equation of motion
becomes
dι
dT
=
4Γ
5
√
A
√
ι (Bι−A) [10(1− ι)(ι−A)−4(Bι−A)] (5.48)
which depends only on the three constants, Γ, A, and B, and the variable ι . Now, separate
the differential so that
dT =
5
√
A
4Γ
dι√
ι (Bι−A) [10(1− ι)(ι−A)−4(Bι−A)] (5.49)
Equation 5.49 is close to the form of an elliptic integral. All that remains is to reduce the
quadratic to two roots. Return to the quadratic Q, defined in Equation 5.39 and rewrite in
terms of the roots identified in Equation 5.40.
Q =−10(ι− ι1)(ι− ι2) = 10(ι1− ι)(ι− ι2) (5.50)
and the differential equation becomes
dT =
5
√
A
4Γ
dι√
10ι (Bι−A)(ι1− ι)(ι− ι2)
(5.51)
Gradshteyn and Ryzhik (1980) provide the integrals of expressions of square roots of
third- and fourth-degree polynomials in terms of elliptic integrals. The forms most closely
resembling Equation 5.51 are
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∫ u
b
dx√
(a− x)(x−b)(x− c)(x−d) =
2√
(a− c)(b−d) F(λ ,r) (5.52)
for
a≥ u > b > c > d (5.53)
and ∫ a
u
dx√
(a− x)(x−b)(x− c)(x−d) =
2√
(a− c)(b−d) F(µ,r) (5.54)
for
a > u≥ b > c > d (5.55)
F(λ ,r) and F(µ,r) are elliptic integrals of the first kind. The arguments of the elliptic
integrals are defined as the elliptic modulus, k, and the amplitude, φ . The forms of solutions
provided by Gradshteyn and Ryzhik (1980) define the modulus as r and the amplitudes as λ
and µ . For the remainder of this work, the elliptic modulus is denoted r, and the amplitudes
denoted φλ and φµ to clearly indicate which form is being used. For the forms of the elliptic
integrals in Equations 5.52 and 5.54, the elliptic modulus and the amplitudes are calculated
as follows:
r =
√
(a−b)(c−d)
(a− c)(b−d) (5.56)
φλ = arcsin
√
(a− c)(u−b)
(a−b)(u− c) (5.57)
φµ = arcsin
√
(b−d)(a−u)
(a−b)(u−d) (5.58)
Now, manipulate Equation 5.51 to place it in the form of Equations 5.52 and 5.54. To
simplify the notation, let
ιAB =
A
B
(5.59)
then,
102
5.2 Integration of the Equations of Motion
dT =
5
√
A
4Γ
√
10B
dι√
ι (ι− ιAB)(ι1− ι)(ι− ι2)
(5.60)
To finish the integration, the relative sizes of the zeros must be determined. The pa-
rameters A and B are always positive; therefore, ι = 0 corresponds to d, the smallest zero,
in Equations 5.52 and 5.54. From inspection of Figures 5.2a and 5.2b, the largest zero is
ι = ι1, and corresponds to a. The assignment of the other two zeros for b and c requires
more attention. In Figure 5.2a, two scenarios are present. The first case is when ψ librates
(B > 1) and the next largest zero is due to the quadratic. The other case is characterised by
circulation of ψ (B < 1) and the next largest zero is due to the A/B term. Simply let
ιmin =
ιAB B < 1ι2 B > 1 (5.61)
ιc =
ι2 B < 1ιAB B > 1 (5.62)
Now, Equation 5.60 is rewritten
dT =
5
√
A
4Γ
√
10B
dι√
ι (ιmax− ι)(ι− ιmin)(ι− ιc)
(5.63)
where ιmax > ιmin > ιc. Integrate both sides for both integration limit cases described in
Equations 5.52 and 5.54:
T −T0 = 5
√
A
4Γ
√
10B
∫ ιu
ιmin
dι√
ι (ιmax− ι)(ι− ιmin)(ι− ιc)
(5.64)
T −T0 = 5
√
A
4Γ
√
10B
∫ ιmax
ιu
dι√
ι (ιmax− ι)(ι− ιmin)(ι− ιc)
(5.65)
There are two main intents in integrating Equation 5.63. First, given either the minimum
or the maximum values of ι and the current ι , the elapsed time can be calculated. Second,
given a time, T , the value of ι , and therefore η and ψ , can be calculated. The first intent
is approached next, and the second intent follows in the next section. Now, complete the
definite integrals on the right hand sides of Equations 5.64 and 5.65.
T −T0 = 5
√
A
4Γ
√
10B
2√
ιmin (ιmax− ιc)
F(φλ ,r) (5.66)
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T −T0 = 5
√
A
4Γ
√
10B
2√
ιmin (ιmax− ιc)
F(φµ ,r) (5.67)
The elliptic amplitudes, traditionally denoted by φ , are now defined as
φλ = arcsin
√
(ιmax− ιc)(ιu− ιmin)
(ιmax− ιmin)(ιu− ιc) (5.68)
φµ = arcsin
√
ιmin(ιmax− ιu)
ιu(ιmax− ιmin) (5.69)
and the modulus, r, is a constant, per Equation 5.56, defined as
r =
√
ιc(ιmax− ιmin)
ιmin(ιmax− ιc) (5.70)
Due to the nature of the elliptic integrals and the two sets of integration limits, two
separate cases must be considered: 1) motion is from the minimum to the maximum, ιmin to
ιmax; or 2) motion is from the maximum to the minimum, ιmax to ιmin.
5.3 Elliptic Periods
First, consider the time it takes to go from ιmin to ιmax. This scenario is represented by
Equations 5.64 and 5.66, where ιu = ιmax.
φλ = arcsin
√
(ιmax− ιc)(ιmax− ιmin)
(ιmax− ιmin)(ιmax− ιc) =
π
2
(5.71)
An elliptic amplitude of π/2 is a special case in which the incomplete elliptical integral
of the first kind becomes a complete elliptic integral of the first kind denoted K(r):
F(π/2,r) = K(r) (5.72)
So the elliptic period, Tper is
Tper = T −T0 = 5
√
A
4Γ
√
10B
2√
ιmin (ιmax− ιc)
K(r) (5.73)
Similarly, consider the case from ιmax to ιmin, represented by Equations 5.65 and 5.67,
where ιu = ιmin.
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φµ = arcsin
√
ιmin(ιmax− ιmin)
ιmin(ιmax− ιmin) =
π
2
(5.74)
Resulting in
Tper = T −T0 = 5
√
A
4Γ
√
10B
2√
ιmin (ιmax− ιc)
K(r) (5.75)
Now it has been shown that the time for ι to move from the minimum value to the
maximum value is the same as from the maximum value to the minimum value. Finally, the
period of inclination and eccentricity, Pι , regardless of whether the periapsis is librating or
circulating is,
Pι = 2Tper =
5
√
A
Γ
√
10B
K(r)√
ιmin (ιmax− ιc)
(5.76)
as one elliptic period is a half cycle of ι /η . The period of the motion of the argument of
periapsis depends on whether it is librating or circulating. The clearest way to visualise the
reason for this is to return to Figure 5.2a. The librating periapsis occurs when B > 1. For
these trajectories, it is seen that as ι proceeds from the minimum to the maximum, ψ begins
at 2, decreases to a value no less than 1.25, then returns to 2; therefore, for example, as ι
goes from minimum to maximum to minimum, ω completes a full period about 90° or 270°
(ψ = 2). Likewise, for circulating trajectories, determined by B < 1, the movement from
ιmax to ιmin is associated with ψ traveling from ψ = 2 to ψ = 0; 2 units of ψ is equivalent
to ω transiting through just 90°, which is of course a quarter of the time required for a full
cycle. Summarising with equations:
Pω,lib = Pι (5.77)
Pω,cir = 2Pι (5.78)
where Pω,lib is the period of the librating argument of periapsis and Pω,cir is the period
of the circulating argument of periapsis. The relationship between the various periods is
clarified by Figure 5.3.
For both trajectory types in Figure 5.3, Pι = PI . Though not shown in the figure, the
period of the eccentricity and η are also the same as the period of ι for both librating and
circulating trajectories due to the simple inverse relationship between ι and η . For the
librating trajectory, Pω,lib = Pι and Pψ,lib = 12Pι . The argument of periapsis of the circulating
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Figure 5.3: Coordinate time histories of a librating trajectory and a circulating trajectory in the double
average model: a) Inclination; b) Inclination-like term, ι ; c) Argument of periapsis; d) Argument of
periapsis-like term, ψ .
trajectory has a much longer period as it is cycling from 0° to 360°; as described above,
a complete cycle of argument of periapsis occurs while the inclination completes two full
cycles, thus Pω,cir = 2Pι and Pψ,cir = Pι .
5.4 Full Solution in Terms of Time
A set of explicit, analytical expressions which provide the values of ι , η , and ψ for any
time, T , are the objectives of this section. The benefit of developing these expressions is that
characteristics of a trajectory can be considered at any time without requiring the numerical
integration of the equations of motion.
Returning to Equations 5.65 and 5.66, it is noted that the variable sought, ιu, is embedded
within the elliptic integral amplitudes φλ and φµ defined in Equations 5.68 and 5.69. To
recover ιu is a two step process. First, the amplitude is computed as a function of the elliptic
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modulus and the value of the elliptic integral, both of which are known. Second, ιu is
extracted from the expression for the amplitude. First, rearrange Equations 5.65 and 5.66 to
isolate the elliptic integral and define its value as D:
D =
2Γ
√
10B
5
√
A
T
√
ιmin (ιmax− ιc) = F(φλ ,r) = F(φµ ,r) (5.79)
Care must be taken with the time term to consider the more general case that involves
more than one elliptic period. Let nper represent the number of complete elliptic integral
periods that have passed at time T .
nper =
⌊
T
Tper
⌋
(5.80)
Therefore, Equation 5.79 becomes
D =
2Γ
√
10B
5
√
A
(T −nperTper)
√
ιmin (ιmax− ιc) = F(φλ ,r) = F(φµ ,r) (5.81)
and can be simplified as,
D =
2Γ
√
10B
5
√
A
T
√
ιmin (ιmax− ιc)−nper K(r) = F(φλ ,r) = F(φµ ,r) (5.82)
Again, the elliptic modulus, r (Equation 5.70), is a constant for a given A and B, so
provided a T , the amplitude (φλ or φµ ) can be computed using the Jacobi amplitude function:
φ = am(D,r) (5.83)
At this point, the two separate but related cases must be entertained.
5.4.1 ι as a Function of Time
5.4.1.1 ι Evolving Toward ιmax
Having calculated φλ , return to the definition of the elliptic integral amplitude in Equation
5.68 and solve for ιu.
sin2φλ =
(ιmax− ιc)(ιu− ιmin)
(ιmax− ιmin)(ιu− ιc) (5.84)
Further rearrangement yields
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ιu =
ιc (ιmax− ιmin)sin2φλ − ιmin (ιmax− ιc)
(ιmax− ιmin)sin2φλ − (ιmax− ιc)
(5.85)
5.4.1.2 ι Evolving Toward ιmin
Take the expression for φµ (Equation 5.69), the amplitude of the elliptic integral and again
solve for ιu.
sin2φµ =
ιmin (ιmax− ιu)
ιu (ιmax− ιmin) (5.86)
And again, as above, further rearrangement yields
ιu =
ιmaxιmin
(ιmax− ιmin)sin2φµ + ιmin
(5.87)
5.4.2 Eccentricity (η) and Argument of Periapsis (ψ) Terms
Now, for a given time, T , η and ψ are immediately available from Equations 5.18 and 5.36,
repeated here after being rewritten to emphasise their use for any time step (denoted by the
“u” subscript):
ηu =
A
ιu
(5.88)
ψu =
4(Bιu−A)
5(1− ιu)(ιu−A) (5.89)
It’s important to note that these equations are problematic when ι approaches its extreme
values, 0 and 1, which are associated with polar and equatorial orbits, respectively. Practically,
this is not a concern as orbits with initial conditions that are nearly polar or equatorial can
be avoided. Within an algorithm, if a trajectory nears one of these conditions within certain
bounds, it can simply be caught and aborted as an exception.
5.5 Numerical Examples of Double Average Problem
Now, given just Γ, A, and B, or some state of ι , η , and ψ from which the constants A and B
can be determined, the key characteristics of any trajectory described by the double average
model are easily determined. A and B alone specify minimum and maximum values for
inclination and eccentricity. Additionally the two constants establish whether the argument
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of periapsis circulates or librates; if the behaviour is libration, the libration occurs about
ω = 90° or ω = 270° and the amplitude of the libration is also computed from A and B.
The time histories of ι , η , and ψ for a librating trajectory are shown in Figure 5.4.
The green curves are produced with the analytical expressions and the blue dots are pro-
duced from numerical integration of the double averaged differential equations. This figure
demonstrates that the equations of motion have been properly integrated analytically as the
states determined by the numerical integration of the double average differential equations
exactly match the states produced by the analytical expressions. The example trajectory has
a librating argument of periapsis, which in terms of ψ , means values that oscillate between
some value greater than 1.25, in this case about ψmin = 1.88, and ψmax = 2.
(a) ι . (b) η .
(c) ψ .
Figure 5.4: The double average model coordinates for an example three body trajectory with a
librating periapsis: green lines are analytical solutions; blue points are numerically integrated double
average differential equations.
As is the case for all librating trajectories in the double average model, a full period of
inclination/eccentricity (ι/η) sees a full period of argument of periapsis (ω). A final check
to determine the consistency of the analytical solutions with the differential equations is to
calculate the period. Evaluating Equation 5.76 with the following constants: Γ= 0.07425,
A = 0.18700, and B = 1.25046 gives Tper = 52.78, which is seen to be the period of ι and η
in Figures 5.4a and 5.4b, respectively.
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Similarly, circulating trajectories in the double average model experience two full in-
clination/eccentricity periods for one complete circulation of the periapsis. This behaviour
is evident in Figure 5.5 which shows a circulating periapsis trajectory, again in terms of
the time histories of ι and ψ (η omitted for brevity). The only substantial difference is the
relationship between ι and ψ , in that as described above, as inclination or ι experiences a
complete oscillation, the periapsis has only transited 180°.
(a) ι . (b) ψ .
Figure 5.5: The double average model coordinates ι and ψ , for an example three body trajectory
with a circulating periapsis: green lines are analytical solutions; blue points are numerically integrated
double average differential equations.
Now that it has been demonstrated that the analytical solutions are correct, the next
question to address is how well the double average model represents trajectories in the
CR3BP. This is addressed in the next section.
5.6 Differential Correction
As is often the problem when comparing trajectories between two different models, translating
the initial conditions between models is not trivial. Transforming CR3BP initial conditions
into double average model initial conditions is not straight forward and becomes more
important for smaller values of the Jacobi constant. In fact, even for a motion map with
relatively low energy (high Jacobi constant) such that C = 3.43, the difference between the
CR3BP trajectory and the double average trajectory formed from initial conditions in the
CR3BP, can be significant. Consider the trajectory represented in Figure 5.5. The double
average model initial conditions for the trajectory were determined simply by picking a
point on the motion map. Based on that point on the X0-Z0 grid, the corresponding velocity
in the rotating frame was calculated using the relationship between position and Jacobi
constant. The initial state was then transformed from the rotating barycentre frame to the
inertial secondary-centred frame. Finally, from this initial, inertial state, the associated initial
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orbital elements were calculated, followed by the osculating double average coordinates at
T = 0, ι0, η0, and ψ0. Similarly, the osculating values for ι , η , and ψ can be computed by
numerically integrating the CR3BP trajectory and performing the coordinate frame shifts and
COE calculations at each time step. With this information, the CR3BP trajectory is compared
with the double average trajectory in Figure 5.6.
(a) ι . (b) η .
(c) ψ .
Figure 5.6: The double average model coordinates for an example three body trajectory with a
circulating periapsis: green lines are analytical solutions; blue points are numerically integrated
double average differential equations; black lines are the osculating double average coordinates
computed from the numerically integrated CR3BP trajectory
The double average trajectory and the CR3BP trajectory, while similar, exhibit important
differences, especially as the relationship between the two trajectories is to be used to
explain the characteristics of one model against the other. First, the long period frequency
does not match. In terms of understanding when trajectories impact, matching the long
period frequency is crucial. Second, the minimum and maximum values, especially of the
inclination- and eccentricity-like terms need to be adjusted. The differences seen here are
an artifact of using the initial osculating orbital elements from the CR3BP to determine
the constants Γ, A, and B. Better choices for these constants can result in a better match
between the two trajectories described in the two models. Again, since the task at hand is to
explain the motion/collision map in terms of the double average model, better estimates for
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the double average constants are sought to match the double average time histories with the
osculating time histories. The uses are threefold: 1) visualisation of the more complicated
CR3BP in the more simple terms of the double average model; 2) ability to make statements
about where the double average model is and is not a good descriptor of the motion rather
than the usual general guidelines; and 3) the dual-representation of the trajectories can be
utilised to analyse collision trajectories specifically.
Traditionally, the two models are related to each other in the opposite direction from
that in this research. Researchers analyse the double average model, identify trajectories of
interest, then attempt to export or extrapolate those trajectories into higher fidelity models.
Prime examples are the work by Paskowitz and Scheeres (2006a) and Lara (2008). Both
match an initial condition in the double average (3BP and mass distribution) problem to
the best initial conditions in the CR3BP plus varying degrees of mass distribution terms.
Additional details are available in Section 2.3 regarding these approaches. This research
seeks a double average model representation to a known CR3BP trajectory.
Regarding the inclusion of mass distribution terms, while certainly making models more
descriptive, this research seeks to explain collision trajectories and their properties in the
CR3BP in terms of motion maps. Motion maps in the configuration used do not include mass
distribution. The effect of mass distribution terms is discussed in Section 2.3. Considering
only the perturbations due to the CR3BP is a valid and insightful approach – to understand
complex problems, a common method is to break the problem into smaller pieces. When
mass distribution terms are dominant, such as when an orbit is close to the surface of a planet,
the dynamics due to the CR3BP become less important, and may even be safely ignored,
depending on the circumstances of the problem.
5.6.1 Nonlinear Least Squares
Using nonlinear least squares and differential correction to accurately describe a perturbed
Earth orbit in terms of orbital elements or some other state representation is a common tech-
nique that has been investigated by many researchers Wiesel (2010b). Vallado and Crawford
(2008) in particular describe how two-line elements can be generated from observations to
describe orbits in the widely used Simplified General Perturbations model (SGP4) (Vallado
et al., 2006).
Linear least squares is a fundamental optimisation technique in which the observation data
is matched to a linear function or solution. Because the solution is linear, the optimisation
occurs in just one iteration. On the other hand, if the solution or model is nonlinear, then
nonlinear least squares must be used.
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In practice this means that several iterations are required to converge on a best fit.
Additionally, nonlinear least squares is dependent on the initial guess or initial conditions to
help ensure convergence. The residuals, which are the difference between each observation
and model prediction must be monitored to ensure they are decreasing. If the sum of the
square of the residuals is increasing after several iterations then convergence has failed. There
are special techniques available to encourage convergence, but those were not implemented
for this research. The interested reader is directed Wolberg (2006) and Madsen et al. (2004)
for additional information.
Define
¯
Q as the array of observation data,
¯
P as the array of model data,
¯
a as the parameters
to be estimated, and
¯
aˆ as the previous estimate of the parameters. The Taylor series is used to
form a relationship between the last and current iteration model data and the last and current
estimate of the parameters:
¯
P = ˆ
¯
P+
∂ ˆ
¯
P
∂ ˆ
¯
a
(
¯
a− ˆ
¯
a)+
1
2
(
¯
a− ˆ
¯
a)⊺
∂
∂ ˆ
¯
a
∂ ˆ
¯
P
∂ ˆ
¯
a
(
¯
a− ˆ
¯
a)+ ... (5.90)
Retain only the first order term of the Taylor series expansion in Equation 5.90, negate
both sides of the equation, and add the observation vector to both sides:
¯
Q−
¯
P =
(
¯
Q− ˆ
¯
P
)− ∂ ˆ¯P∂ ˆ
¯
a
(
¯
a− ˆ
¯
a) (5.91)
Next, to define the cost function, consider the square of the difference between the
observation vector,
¯
Q, and the model prediction,
¯
P.
C =
1
2
(
¯
Q−
¯
P
)⊺ (
¯
Q−
¯
P
)
(5.92a)
=
1
2
(
¯
Q⊺
¯
Q−2
¯
Q⊺
¯
P+
¯
P⊺
¯
P
)
(5.92b)
To minimise the cost function, take the partial derivative with respect to
¯
a, noting that
¯
Q
does not depend on
¯
a, and set equal to zero:
∂C
∂
¯
a
=−
¯
Q⊺
∂
¯
P
∂
¯
a
+
¯
P⊺
∂
¯
P
∂
¯
a
= 0 (5.93)
Which is rearranged to yield (
∂
¯
P
∂
¯
a
)⊺ (
¯
Q−
¯
P
)
=
¯
0 (5.94)
Returning to Equation 5.91, substitute in
(
¯
Q−
¯
P
)
=
¯
0,
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¯
0 =
(
¯
Q− ˆ
¯
P
)− ∂ ˆ¯P∂ ˆ
¯
a
(
¯
a− ˆ
¯
a) (5.95)
For simplicity of notation, let
F =
∂ ˆ
¯
P
∂ ˆ
¯
a
(5.96)
Realising
¯
a is the variable sought and observing that F is not square, premultiply by F⊺:
F⊺
(
¯
Q−
¯
Pˆ
)−F⊺F(
¯
a−
¯
aˆ) =
¯
0 (5.97)
Lastly, premultiply by (F⊺F)−1 and solve for
¯
a,
(F⊺F)−1 F⊺
(
¯
Q−
¯
Pˆ
)− (
¯
a−
¯
aˆ) =
¯
0 (5.98)
Then
¯
a = ˆ
¯
a+(F⊺F)−1 F⊺
(
¯
Q−
¯
Pˆ
)
(5.99)
Lastly, should the desire be to weight the observations in
¯
Q, the derivation above proceeds
similarly to produce:
¯
a = ˆ
¯
a+(F⊺WF)−1 F⊺W
(
¯
Q−
¯
Pˆ
)
(5.100)
where W is a diagonal matrix composed of the individual weights.
5.6.2 Implementation of Nonlinear Least Squares
Let
¯
a denote the new estimate of the constants, while
¯
aˆ is the previous estimate used to
calculate the new estimate.
¯
a = [Γ A B]⊺ (5.101)
or more specifically, ΓA
B
=
ΓˆAˆ
Bˆ
+(F⊺F)−1 F⊺ (
¯
Q−
¯
Pˆ
)
(5.102)
where
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F =
∂ ˆ
¯
P
∂ ˆ
¯
a
=

∂ ˆ
¯
ι
∂ Γˆ
∂ ˆ
¯
ι
∂ Aˆ
∂ ˆ
¯
ι
∂ Bˆ
∂ ˆ
¯
η
∂ Γˆ
∂ ˆ
¯
η
∂ Aˆ
∂ ˆ
¯
η
∂ Bˆ
∂ ˆ
¯
ψ
∂ Γˆ
∂ ˆ
¯
ψ
∂ Aˆ
∂ ˆ
¯
ψ
∂ Bˆ

3N×3
(5.103)
and
¯
Q−
¯
Pˆ =
 ¯ι3BP− ˆ¯ιda
¯
η3BP− ˆ
¯
ηda
¯
ψ3BP− ˆ
¯
ψ
da

3N×1
(5.104)
where N is the number of observations. Now, the main effort is to compute F. This matrix
is filled with the partial derivatives of the solutions (ι , η , ψ) with respect to the constants
(Γ, A, B) at every time step, and for every iteration of the NLLSQ algorithm. These partial
derivatives are not immediately available as they are imbedded within the elliptic integrals,
F(φλ ,r) and F
(
φµ ,r
)
. The partial derivatives are computed implicitly from Equation 5.82.
∂D
∂Γ
=
∂
∂Γ
F(φ ,r) (5.105)
∂D
∂A
=
∂
∂A
F(φ ,r) (5.106)
∂D
∂B
=
∂
∂B
F(φ ,r) (5.107)
The computation of the partial derivatives is quite involved and is included in Appendix
B for reference.
5.6.3 Estimating Constants of a Trajectory
Returning to the example in Figure 5.6, in which the CR3BP osculating time histories did not
match the analytical double average time histories per the constants defined by the CR3BP
initial conditions, NLLSQ is employed to better estimate the constants.
In this case, convergence was reached in just 3 iterations (with a 4th iteration provided for
reference), as defined by the square of the residuals not changing by more than 10% between
iterations. Visibly in Figure 5.7, ι , η , and ψ are matched much more closely, both in terms
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Figure 5.7: The double average model coordinates for an example three body trajectory with a
circulating periapsis showing CR3BP osculating data, analytical solution with constants determined
with initial conditions, and the analytical solution with fitted constants.
of minmimum and maximum values but also the period. The changes made to the constants
by the algorithm are tabulated in Table 5.1.
Table 5.1: The results of fitting the trajectory in Figure 5.7 with NLLSQ for 4 iterations: constants Γ,
A, B; cost function value, C, and percent change in cost function, %chg.
Iteration Γ A B C %chg
0 0.07788 0.49383 0.70221 0.05628 –
1 0.08522 0.53592 0.73422 0.00711 87.370
2 0.08716 0.53084 0.72895 0.00136 80.881
3 0.08724 0.53021 0.72834 0.00135 0.652
4 0.08725 0.53021 0.72833 0.00135 0.012
On it’s own, the data in Table 5.1 does not provide much insight about the trajectory.
But the data does give an example of what the fitting process seeks to accomplish. The first
iteration performs the majority of the change to the constants while the following iterations
fine tune the result.
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It has been observed that when it comes to fitting trajectories of lower Jacobi constant
motion maps, the fitting process is more challenging resulting in more iterations required and
larger residuals, as expected. In fact, the fitting process doesn’t always complete successfully,
which is discussed in the next chapter regarding fitting sets of trajectories by applying the
process to entire motion maps, one trajectory at a time. A librating trajectory from a C = 3.21
motion map is shown in Figure 5.8 and has been subjecting to the fitting process. It is noted
that again, the period of the system has been matched.
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(a) ι .
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(b) η .
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Figure 5.8: The double average model coordinates for an example C = 3.21 three body trajectory
with a librating periapsis.
In this specific instance, the ι curve has been shifted such that it tracks through the centre
of most of CR3BP data; additionally, the minimum and maximum are matched to a greater
degree. The fit for η has a slightly different character. While the minimum value is more
closely matched, the penalty for the better fits in other areas is that the maximum is less
closely matched, and the curve doesn’t track through the center of the majority of CR3BP
data. This situation for the η fit is acceptable if not desirable – a primary objective of this
research is to describe collision trajectories of which maximum eccentricity (minimum η) is
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a key factor. Finally, the fit for ψ tracks through the CR3BP data more closely at the penalty
of not matching the minimum as closely.
5.7 Summary
In this chapter, the development of a perturbation model which addresses the long term
evolution of an orbit’s classical orbital elements when being perturbed by a third body was
outlined. The resulting equations of motion are dependent only on eccentricity, inclination,
and argument of periapsis. The equations of motion were rewritten in terms of the coordinates
ι , η , and ψ which are defined as:
ι = cos2 I (5.108)
η = 1− e2 (5.109)
ψ = 2sin2ω (5.110)
The coordinate transformation was performed to simplify the equations of motion while
also retaining a link to the physical meaning of the original coordinates. The equations of
motion were integrated and yielded two constants of motion, reducing the problem to one
dimension. The constants of motion are
A = ιη (5.111)
B =
5
4
(1− ι)(1−η)ψ+η (5.112)
Note that constants of motion of this double average model have been identified in various
forms by others – their work is described in Chapter 2. The constant defined as A in this
research was identified by Kozai (1962) as
(
1− e2)cos2 I and has been used ever since,
identified as the critical inclination of the three body problem. Notably, the second constant
of motion, B, is related to the constant C2 provided by Broucke (2003); the two are related
by:
B = 1− 5
2
C2 (5.113)
Explicit expressions were developed for the evolution of ι , η , and ψ in terms of time.
The expression of ι requires the evaluation of an elliptic integral of the first kind. The use
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of the elliptic integral to write explicit expressions was described by Williams and Lorell
(1966) in terms of eccentricity (this research uses ι). Once ι(T ) has been determined, it is
a simple matter to compute the associated coordinates η and ψ as functions of ι , A, and
B. Additionally, this model is characterised by periodic-like behaviour of inclination and
eccentricity. The time it takes for one of these coordinates to evolve from a minimum to a
maximum is an expression which includes a complete elliptic integral, and is comparable to
the form in Williams and Lorell (1966) and Russell and Brinckerhoff (2009) (integration by
quadrature), both of which showed the integral in terms of eccentricity.
The examples provided in Figures 5.7 and 5.8 illustrated the necessity and capability to
adjust the double average model constants of motion to fit the CR3BP trajectory. While the
examples presented were not exhaustive, the method utilising NLLSQ was demonstrated and
provided several important observations regarding the process.
Determining the constants of motion describing the double average model, Γ, A, and B,
via initial conditions in the osculating CR3BP data is not adequate for analysis of trajectories
in the motion map. Better estimates for the constants can be obtained by using NLLSQ which
requires partial derivatives of the analytical solutions. While the ability to fit any trajectory
is not guaranteed, it has been shown that both librating and circulating trajectories can be
fit, and at different Jacobi constants. There are several advantages to better estimating the
constants: 1) the period of the motions is better predicted; 2) the maximum eccentricity is
better described; and 3) in general, the overall double average description of motion of the
CR3BP trajectory is improved.
The next chapter models the motion map with the perturbation theory described in
this current chapter with the end goal being to provide further structure to a motion map
describing how motion can be characterised within specific regions.
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Chapter 6
A Model of the Motion Map
Many of the CR3BP trajectories integrated in the motion map can be described using a
perturbation model. In this model the trajectories are considered as largely trajectories
about the secondary while the primary is considered a perturbing body. The perturbations
are averaged over the two body period of the trajectory about the secondary and are then
averaged over the period of the secondary about the primary. This leads to a double averaged
model. The double average model is formed by determining a disturbing function for use in
Lagrange’s planetary equations. The disturbing function describes how the potential in the
three body problem differs from the two body problem. Assumptions and simplifications
are applied to the disturbing function to write it in terms of the orbital elements as well as to
remove the short periodic terms.
As was shown in Chapter 5, the double average model does describe the motion of CR3BP
trajectories. Initially, the initial conditions in the three body problem were directly translated
to the double average model. Depending on the trajectory selected, this approach may or
may not be adequate. Based on this observation, a method to refine the initial conditions
provided by the three body problem was developed.
The objective of this chapter is to characterise entire motion maps in terms of the double
average model and to use this characterisation to explain key features of collision maps such
as the location of the collision boundary and the bubble structure within the collision region.
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6.1 Double Average Curves on a Motion Map
6.1.1 Semi-Analytical Expressions for Orbital Elements
First, curves for the constants A and B are sought. These constants are formed from the
orbital elements e, I, and ω , and to compute the orbital elements the inertial state with respect
to the secondary is required. In terms of an X0-Z0 motion map the initial state is described as
¯
R0 = [X0 0 Z0]
⊺ (6.1)
¯
V0 = [0 VY 0 0]
⊺ (6.2)
where
VY 0 =±
√
X20 +
2(1−µ)
R1
+
2µ
R2
+µ (1−µ)−C (6.3)
These positions and velocities,
¯
R0 and ¯
V0, are with respect to the rotating, barycentred
frame. Because the X0-Z0 initial condition grid is a plane in physical space which is per-
pendicular to the Y -axis, three of the six initial conditions are zero, while the fourth, VY 0,
is provided as a function of the non-zero spatial initial conditions and the Jacobi constant.
The initial velocity, VY 0, can be chosen as either positive or negative, but in this research the
negative solution is chosen as it represents prograde trajectories about the secondary.
The state now needs to be described in the inertial frame about the secondary which
is accomplished with Equations 3.57 and 3.58. At T = 0, the rotating frame about the
barycentre is aligned with the inertial frame about the barycentre. Essentially, all that needs
to be accomplished is to convert from a rotating velocity to the inertial velocity and to adjust
the X-coordinate as the Z-coordinate is the same in both coordinate systems. Therefore, the
initial inertial state about the secondary,
¯
r0 and ¯
v0, is written in terms of the barycentred
rotating position and velocity:
¯
r0 = [x0 y0 z0]
⊺ = [X0−1+µ 0 Z0]⊺ (6.4)
¯
v0 =
[
vx0 vy0 vz0
]⊺
= [0 VY 0+X0−1+µ 0]⊺ (6.5)
Now with the secondary-centred inertial state established, expressions for the required
orbital elements are developed. Vectors defining the orbital elements are first deliberately
122
6.1 Double Average Curves on a Motion Map
derived to make clear the trajectory’s initial orientation. First, the angular momentum vector
is required to define the nodal vector:
¯
J0 = ¯
r0× ¯v0 = vy0 [−z0 0 x0]
⊺ (6.6)
so that
¯
n = [−Jy Jx 0]⊺ =
[
0 − z0vy0 0
]⊺ (6.7)
The right ascension of the ascending node, Ω is defined mathematically as the angle
between the inertial X-axis and the nodal vector which provides the simple expression:
Ω=
arccos
nx
n
ny > 0
360°− arccos nx
n
ny < 0
(6.8)
In the case of this motion map, Ω= 90° because ny > 0. Next, the argument of periapsis
is sought. It has already been mentioned that each initial condition on the motion map is
at either periapsis or apoapsis because the velocity is perpendicular to the position vector.
However, an expression is sought to explain which initial conditions are at periapsis and
which are at apoapsis so the formal computation of argument of periapsis is continued. The
eccentricity vector is defined as,
¯
e =
1
µ
(
v2
¯
r− (
¯
r ·
¯
v)
¯
v
)− ¯r
r
(6.9)
Again, the velocity is normal to the plane, so
¯
r0 · ¯v0 = 0, reducing the expression to
¯
e0 =
(
v2y0
µ
− 1
r0
)
¯
r0 (6.10)
The argument of periapsis is defined as the angle between the nodal vector and the
eccentricity vector:
ω =
arccos ¯
n ·
¯
e
ne
ez > 0
360°− arccos ¯n · ¯e
ne
ez < 0
(6.11)
It is the third component of the eccentricity vector that determines which of the two
solutions to use for ω . The choice between the two solutions will switch when ez = 0:
ez = z0
(
v2y0
µ
− 1
r0
)
= 0 (6.12)
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which means that the division between trajectories at periapsis and at apoapsis is defined
by,
v2y0
√
x20+ z
2
0 = µ (6.13)
Likewise, of interest is the “circular band” visually identified by Utku (2013) in motion
maps which is formed by initial zero eccentricity. An implicit function for the magnitude of
eccentricity can be developed using the eccentricity vector described in Equation 6.10,
e0 =
v2y0r0
µ
−1 (6.14)
and setting it equal to zero, which again provides the expression in Equation 6.13. These
two results mean that v2y0r0 = µ describes both where trajectories begin as nearly circular
and the division between trajectories currently at apoapsis and periapsis.
Figure 6.1 shows the position vector
¯
r, nodal vector
¯
n, and eccentricity vectors
¯
e1 and ¯
e2,
and the orbital elements right ascension of the ascending node Ω and arguments of periapsis
ω1 and ω2 computed for the X0-Z0 motion map.
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Figure 6.1: Orbital elements Ω and ω for an X0-Z0 motion map at T = 0.
Next, the inclination is determined, using the angular momentum relative to the secondary.
The magnitude of the angular momentum is described by,
J0 = vy0
√
x20+ z
2
0 (6.15)
so that,
cos I0 =
x0√
x20+ z
2
0
(6.16)
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With the information collected and computed in this section and Equations 6.14 and 6.16,
the initial double average coordinates are determined as:
ι0 =
x20
x20+ z
2
0
(6.17)
η0 =−
v2y0
µ
(
v2y0
(
x20+ z
2
0
)
µ
−2
√
x20+ z
2
0
)
(6.18)
ψ0 = 2 (6.19)
Of these three coordinates, ι0, η0, and ψ0, only η0 is dependent on vy0 and therefore
the Jacobi constant whereas ι0 depends only on position. Ideally, explicit expressions for A
and B would be obtained such that given a value for X0, the corresponding Z0 is the output.
Unfortunately, the expression for V0 for any grid configuration in the CR3BP is in the form
of Equation 6.3, which has two separate square roots involving X20 , Y
2
0 , and Z
2
0 both within
another square root; therefore, the expressions A(C,X0) and B(C,X0) are not obtainable
and the relationships between the double average constants and the initial conditions in the
motion map remain necessarily implicit. While this exercise was carried out specifically for
the X0-Z0 initial condition grid, the Y0-Z0 grid follows a similar process.
6.1.2 Application to High Jacobi Constant Motion Maps
In this section, the double average model is applied to a high Jacobi constant motion map to
provide a foundational comprehension that can then be extended to motion maps of lower
Jacobi constant which require the constants A and B to be fitted using nonlinear least squares.
A motion map with the Jacobi constant C = 3.43 was chosen because both the L1 and L2
gates are closed and the zero velocity surface is nearly a sphere with a radius of about 20000
km centred on the secondary. In this instance, the osculating initial conditions from the
motion map adequately represent the average initial conditions (or the constants A and B).
Because the double average problem represents a perturbation to the Kepler problem, it is
expected that when the region of possible motion approximates a sphere (L1 and L2 gates are
closed), the double average model will be more applicable than when one or two of the necks
are open. In Chapter 7 the applicability to lower Jacobi constants is assessed in more detail.
The double average model applied to the high Jacobi constant case will be of great use when
lower Jacobi constant motion maps are approached, mostly as a baseline to compare against.
But the development of this section also provides key insights into how the double average
model is overlaid onto the motion map.
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Since the L1 and L2 gates are closed, the only end state possibilities are bound (green)
or impact (blue) type. The motion map for this Jacobi constant is displayed in Figure 6.2.
The boundaries between the green and blue regions are surprisingly distinct and even sharp,
exhibiting straight lines and abrupt corners. For this C, a typical value for semi-major axis is
a = 10500 km.
Figure 6.2: Earth-Moon motion map with L1 and L2 necks closed (C = 3.43): Blue: Impact, Green:
Bound.
6.1.2.1 Constants of Motion
With the expressions for the orbital elements developed in the previous section, the constants
of the double average model are determined using Equations 5.18 and 5.34:
A = ι0η0 (6.20)
B =
5
2
(1− ι0)(1−η0)+η0 (6.21)
Fundamentally, the key parameters in the double average model are A and B, because as
discussed in Sections 5.2.1 and 5.2.2, A and B alone determine the behaviour of inclination,
eccentricity, and argument of periapsis, while Γ primarily affects the time scale. Γ or a
also determines how effectively the double average model describes the CR3BP model.
Traditionally, it has been stated that for the double average model to be valid, the following
should be true: (Ns/n)≫ 1 where Ns is the mean motion of the system and n is the mean
motion of the spacecraft (Scheeres et al., 2001).
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The integration constants A and B are shown as contours of constant values in Figure 6.3.
A, which is associated with the Z-component of angular momentum, is maximised at low
inclinations and near circular eccentricities; the curves radiate outward from the maximum
as initial inclination and eccentricity increase. By definition, A can take values between 0
and 1, and this entire range is present in Figure 6.3a. The minimum values are concentrated
near the zero velocity curves and at near polar inclinations. Within the double average model,
A = 0.6 is a critical value in that for a trajectory to be librating, A < 0.6. The criticality of
this point is not visible when observing A on its own.
(a) A. (b) B.
Figure 6.3: Contours for integration constants A and B calculated from osculating COEs at T = 0 for
the C = 3.43, X0-Z0 motion map
For the integration constant B, depicted in Figure 6.3b, the distribution of the values is
characterised particularly by the straight line, B= 1, which proceeds from the bottom right of
the figure to the top left. This line represents the separation between the circulation type and
libration type trajectories. While not directly visible in these figures, the line B = 1 is tangent
to the A = 0.6 curve. Below the B = 1 line, the argument of periapsis of the trajectories
circulates from 0° to 360°. Above the B = 1 line, the argument of periapsis of the trajectories
librates, or oscillates, about either ω = 90° or ω = 270°. B can range from 0 to 2.5, and the
entire range is represented in this motion map. Maximum values of B are located in the polar
regions of the zero velocity curve as well as just above the line B = 1 near the secondary.
Likewise, minimum values are found below B = 1, again near the zero velocity curve and the
secondary. B is determined by the disturbing function which can be described as a function
of eccentricity, inclination, and argument of periapsis.
Previously in Section 5.2.2, it was established that there are unique combinations of A
and B that are associated with frozen orbits in which eccentricity, inclination, and argument
of periapsis remain nearly constant. Returning to Equation 5.41,
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(2B∗−5A∗−5)2 = 60A∗ (6.22)
which is rearranged as,
A∗ =
1
5
[
(2B∗+1)±2
√
6(B∗−1)
]
(6.23)
or
B∗ =
1
2
[
5(A∗+1)±2
√
15A∗
]
(6.24)
Equations 6.23 and 6.24 are interpreted as providing the value of A (B), given a value of
B (A), such that the associated trajectory is a frozen orbit. For Equation 6.23, when B > 1
the solutions associated with the negative root term are those that provide valid values of A
(A≥ 0.6) and the positive root term solutions are associated with invalid values of A (A > 1).
Likewise, Equation 6.24 has two solutions as well, but only the solution with the negative
root term results in allowable values of B. The positive root term solution yields B > 2.5,
which is invalid in the double average model.
To further investigate the presence of frozen orbits in the motion map contour plots, a
range of values are chosen in the librating region, A = {0.6,0.5,0.4,0.3,0.2,0.1}, resulting
in the associated values from Equation 6.24, B = {1.00,1.01,1.05,1.13,1.27,1.53}. The
contours for the sets of A and B are shown in Figure 6.4. Each A contour touches its associated
B contour twice, with the exception of the special case when A = 0.6 and B = 1 which only
touches once.
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Figure 6.4: Contours of A (blue) and B (red); where curves touch tangentially corresponds to location
of frozen orbits.
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An additional question raised by Figure 6.4 is that on the motion map, there is more than
one intersection of a given set of A and B curves which implies from the double average
perspective that each intersection is the same trajectory. In fact, this statement is better
articulated if the combination of A and B needed for a frozen orbit are denoted A∗ and
B∗. Then, if a specific A∗ is considered, there are three cases possible on the motion map,
depending on the value of B:
Case 1: B = B∗ There are two places on the motion map where the A and B curves touch
tangentially, representing frozen orbits (again, with the exception of A= 0.6 and B= 1.
Case 2: B < B∗ The A and B curves intersect in four places on the motion map.
Case 3: B > B∗ There are no trajectories with this combination of A and B – the curves do
not intersect or touch.
The contours for the combinations of A and B resulting in frozen orbits are overlaid
onto the motion map in Figure 6.5. In order to address what it means for A and B curves
to intersect multiple times on the motion map, the intersection of the curves A = 0.2 and
B = 1.13 were marked on Figure 6.5a and labeled I, II, III, and IV. The three dimensional
plots of trajectories I, II, and III are shown in Figures 6.5b through 6.5d. There is another
intersection of the A = 0.2 and B = 1.13 curves, labeled IV in the bottom-right of the motion
map, but as several contours converge in this region it is difficult to visually select the exact
intersection at this scale.
Each of the three dimensional plots share the same general characteristics; the only clear
difference between the trajectories is their orientations in the inertial, secondary-centred
frame. The double average problem describes primarily the motion of eccentricity, inclination,
and argument periapsis and how those three characteristics are interrelated. Two of these
parameters, ι(T ) and ψ(T ) provide the evidence needed to determine what different A and B
intersections mean and are shown in Figure 6.6.
These figures shed light on the A-B intersections. The difference between trajectories I
and II is that trajectory I begins at Imax while trajectory II begins at Imin. Trajectories I and II
both librate about ω = 270°, though they are out of phase based on their inclination. In terms
of the motion map, trajectory I is located left of the frozen orbits while trajectory II is located
right of the frozen orbits. This pattern holds for intersections of other A and B curves as well.
Now, consider the trajectories II and III. Both trajectories are located on the right of
the frozen orbits; therefore, their inclination begins at Imax. The difference between the
two trajectories is that trajectory II’s argument of periapsis librates about ω = 270°, while
trajectory III librates around ω = 90°. On the motion map, the difference between trajectory
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(a) Motion map.
(b) Trajectory I.
(c) Trajectory II. (d) Trajectory III.
Figure 6.5: Motion map with A and B contours from Figure 6.4 overlaid. Four trajectories having
the same A and B are selected and marked; Trajectories I-III are plotted in three dimensions in the
secondary-centred inertial frame. For a), Blue: Impact, Green: Bound.
II and trajectory III is that II is located above the e0 = 0 curve whereas III is located below
the curve.
In the terminology of the double average problem as developed in Chapter 5, trajectories
located left of the frozen orbits on the motion map have ιmax and ηmin as initial conditions.
Likewise, trajectories right of the frozen orbits have initial conditions of ιmin and ηmax.
The implication especially for collision trajectories (blue on the motion map) is that those
beginning with an initial condition of ηmin will impact at the next periapsis, while those with
ηmax must wait for a time for η to evolve toward the minimum for an impact. This time
will be the elliptic period if the trajectory’s initial condition is near the collision boundary as
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Figure 6.6: Time histories of trajectories I, II, and III for inclination and argument of periapsis.
the trajectory must evolve to ηmin for the impact to occur. However, if the trajectory is well
within the collision region, ηmin will be smaller than the requirement for a collision, so the
impact will occur before a full elliptic period can be accomplished.
An explanation is required regarding the minima and maxima of inclination seen in Figure
6.6a as they are similar but not the same. Each trajectory was chosen by the intersection of
two specific A and B curves; therefore, the extreme values of inclination should be the same.
Instead, the blue curve has a smaller maximum inclination than the other two curves, yellow
and green. This discrepancy is explained simply by the accuracy with which the intersections
were identified visually on the plot.
6.1.2.2 Coordinates
For any combination of A and B, it has been shown that there is a minimum and maximum
inclination which is directly relatable to eccentricity with the A constant of motion. Given
the distribution of the constants of motion in Figures 6.3a and 6.3b, contours of constant ιmax,
ιmin, ηmin, and ηmax are sought to place over the motion map.
Given A and B, the minimum and maximum values for the inclination-like term, ι , can
be computed directly from Equation 5.40. The term ιmax is defined by the largest root of
the quadratic. Due to the relationship ι = cos2 I, ιmax is equivalent to minimum inclination,
Imin. Both variables are presented in Figure 6.7. The dependency on B is visible – if B < 1,
minimum inclination is simply the initial inclination while if B > 1 the initial inclination
may or may not be the minimum inclination. In both figures, there are distinct turning points
in the contours.
These turning points, or corners, are due to the distribution of A and B over the motion
map and the quadratic, Q, that defines ι1 and ι2. The cause of these turning points is
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(a) ιmax (b) Imin
Figure 6.7: Contours for the maximum of the inclination-like parameter, ιmax, and the associated
minimum inclination, Imin, calculated from osculating COEs at T = 0 for the C = 3.43, X0-Z0 motion
map.
more clear if Q is split into its two components and defining Q1 =−(2B−5A−5)/10 and
Q2 =
√
(2B−5A−5)2−60A/10. Consider a radial line on a motion map, Figure 6.8a, from
the centre of the secondary at an inclination I0 = 48°. Starting in the centre of the light
green area, e ≈ 0, and increases following the line radially outward until the eccentricity
approaches e = 1. ι0 is a constant, and η0 is decreasing. With this simple experiment, how
ιmax, ιmin, and ιAB change as the radial line approaches the zero velocity curve can be tracked.
When comparing against the motion map contour plot for ιmax, the white radial line begins by
crossing constant contours until at some point it transitions to following a constant contour.
Looking at the components Q1 and Q2 in Figure 6.8b, Q1 is always larger than Q2
until they become equal at e0 = 1. While Q1 is a smooth curve, Q2 has a discontinuity
at approximately e0 = 0.5. When Q1 and Q2 are combined to form ι1 = Q1 +Q2 and
ι2 = Q1−Q2 in Figure 6.8c, the behaviour of the roots over a constant I0 is visible. Up
until the critical point, e0 = 0.5, ι1 decreases while ι2 remains constant. The behaviour
switches after the critical point so that ι1 remains constant while ι2 decreases. ιAB is always
the smallest of the three except at the end points; ι1 is always the maximum except at the
critical point when ι1 = ι2. The behaviour of ι1 in Figure 6.8c directly describes what is seen
with the white line in Figure 6.8a: progressing outward along the radial line, ιmax crosses
constant contours until the critical point at which it follows a constant contour.
The point at which the switching behaviour occurs is governed by the location of the
double root, or the frozen orbit, when ι∗ =
√
3/5A, and is rewritten as
e∗ =
√
1− 5
3
cos2 I (6.25)
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(a)
(b) (c)
Figure 6.8: ιmax contours on motion map: a) white line identifying I0 = 48° and eccentricity from
zero to one; b) components of the quadratic, Q, over the range of the white line; and c) associated ι1,
ι2, and ιAB.
which provides an eccentricity for a given inclination such that the trajectory is a frozen
orbit. In this case an orbit with I0 = 48° is frozen only when e = 0.504, which is the critical
point seen in Figures 6.8b and 6.8c.
Recalling the definition of the constant A= ιη , η is inversely proportional to ι ; therefore,
the data from Figures 6.3a and 6.7 can be used to compute ηmin from ιmax. ηmin is equivalent
to emax as ηmin = 1− e2max, and both are displayed in Figure 6.9. Here the dependency of
maximum eccentricity on initial inclination is clearly visible: large initial inclinations are
associated with large maximum eccentricities; however, note that the maximum eccentricity
does not happen at the same time as the maximum inclination. The constant contours for
small values of ηmin begin at the secondary, follow a line of constant initial inclination, then
proceed to follow the zero velocity curve. The abrupt corners, representing the frozen orbits,
seen in the figures for ιmax and Imin are also present in these figures.
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(a) ηmin. (b) emax.
Figure 6.9: Contours for the minimum of the eccentricity-like parameter, ηmin, and the associated
maximum eccentricity, emax, calculated from osculating COEs at T = 0 for the C = 3.43, X0-Z0
motion map.
The contours for ιmin and Imax, visible in Figures 6.10a and 6.10b have a noticeable
composite character, which derives from the fact that circulating trajectories have a maximum
inclination determined by the root ι = A/B, while the librating trajectories’ maximum
inclination is determined by the smaller root of the quadratic, Q (Equation 5.50). Again, the
dependence on initial inclination is visible primarily when B > 1.
(a) ιmin. (b) Imax.
Figure 6.10: Contours for the minimum of the inclination-like parameter, ιmin, and the associated
maximum inclination, Imax, calculated from osculating COEs at T = 0 for the C = 3.43, X0-Z0 motion
map.
Similar to Figure 6.9, ηmax and the minimum eccentricity are computed directly from
each trajectory’s ιmin value and the integration constant A. The contours for ηmax and emin
are shown in Figure 6.11. Minimum eccentricity approaches zero along the B = 1 line, as
well as along the arc in the centre of the figure.
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(a) ηmax. (b) emin.
Figure 6.11: Contours for the maximum of the eccentricity-like parameter, ηmax, and the associated
minimum eccentricity, emin, calculated from osculating COEs at T = 0 for the C = 3.43, X0-Z0 motion
map.
After having addressed the two integration constants, the remaining constant to consider
is Γ, defined in Equation 5.12. Γ is directly associated with the semi-major axis. Similar
to the distribution of the constant A, Γ and a are maximised at zero initial inclination and
eccentricity, which occurs on the X0 axis at approximately 0.955. From this maximum,
radiating outward in all directions, the value for Γ or a decreases, as shown in Figures 6.12a
and 6.12b.
As discussed in Section 5.3, the time it takes for the inclination or eccentricity to proceed
from the maximum to minimum or minimum to maximum is called the elliptic period and
is defined in Equation 5.73. Note that regarding the white space within Figure 6.12c, there
are elliptic periods not represented on the plot that exceed Tper = 90 TU, but have been
excluded to allow the lower values to be seen more clearly. The maximum elliptic period for
this motion map is Tper ≈ 1362 TU, which would obscure the detail of the more reasonable
values of the majority of the plot. As a trajectory’s initial conditions approach e0 = 0, the
elliptic period increases greatly. The reason for this increase is seen directly in the original
differential equations: de/dT and dI/dT approach zero. On the other hand, Figures 6.11b
and 6.9b identify clearly that though eccentricity starts out near zero (in particular the blue arc
in Figure 6.11b) it proceeds toward a maximum value over time, primarily for the librating
trajectories, again which are identified when B > 1.
The sharp corners in Figures 6.7-6.11 are prominent features and in the previous and
current sections it has been established that these corners occur when the roots of Q are
double. A trajectory originating in one of these corners is shown in Figure 6.13 in which a
trajectory is chosen from a plot of constant contours of ιmax. The three dimensional trajectory
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(a) Γ. (b) a.
(c) Tper.
Figure 6.12: Contours for the constant Γ, the associated semi-major axis, a, and the elliptic period,
Tper, calculated from osculating COEs at T = 0 for the C = 3.43, X0-Z0 motion map.
is displayed in Figure 6.13b. Observing the time history of ι in Figure 6.13c, little variation
is evident between the minimum and maximum. In terms of the double average problem, it
is then implied that the eccentricity-like term, η and the argument of periapsis-like term, ψ ,
follow a similar pattern.
6.1.2.3 Double Average Motion on a Map
In the previous sections, several figures were presented depicting constant contours of the
constants of motion and minimum and maximum values of ι and η . These results combined
give a picture of how motion on the low energy motion map is distributed.
The analysis of the four trajectories at the intersections of the A and B curves leads to a
framework for classifying the types of motion for the trajectories of a motion map. One of
the primary disadvantages of motion maps to date has been the inability to understand the
motion, or general appearance of, a trajectory without numerically integrating it. Utku (2013)
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(a) (b)
(c)
Figure 6.13: Example of frozen orbit chosen by selecting a corner of a constant ιmax contour: a) ιmax
contours on a motion map with an initial condition marked with a black dot; b) three dimensional
view of trajectory; and c) ι time history of trajectory.
showed examples of northern- and southern-coverage trajectories delineated by the initial
zero eccentricity curve, but double average theory provides an explanation or prediction that
can be overlaid on the motion map, as shown in Figure 6.14.
The orange line is the zero velocity curve which divides regions of possible (coloured) and
not possible (white) motion. The brown curve represents trajectories in which the inclination
and eccentricity remain constant – the frozen orbits of the three body problem. The red
curve is a contour of constant ηmin, which defines the collision boundary on the motion map
and so is denoted ηimp for the impact condition. As the size of the secondary increases or
decreases, the segment defined by the red curve grows or shrinks such that the two corners
slide along the brown curve. As the size of the secondary increases, the red corners slide
inward along the brown curve, making the impact (blue) region larger both in terms of the
segment between the Z0 axis and the collision boundary and the band that follows the zero
velocity curve. The opposite is true if the secondary size is decreased.
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Figure 6.14: Characteristic curves of a closed gate motion map.
The consequence is that left of the brown curve η begins at its maximum and as time
progresses, η will proceed to its minimum in an elliptic period. The pink line represents
the well known critical inclination of the three body problem (Kozai, 1962), Icrit = 39.23°,
which in terms of the integration constant B defined in this section, occurs at B = 1. Below
the pink line argument of periapsis circulates while above the pink line it librates. Finally, the
black line represents e0 = 0 and separates northern-coverage trajectories from the southern-
coverage trajectories.
If a trajectory is both left of the brown curve and in the collision region, it will impact in
approximately half of an orbit. If the trajectory is instead left of the brown curve but right
of the ηmin curve, it begins at its maximum eccentricity and evolves toward the minimum
eccentricity in an elliptic period.
6.1.2.4 Drawing the Curves
Determination of these curves cannot be done explicitly even for high Jacobi constant
cases, as was demonstrated in Section 6.1.1 when explicit expressions for A and B were
sought. While the restriction to two position coordinates (Y = 0) and one velocity coordinate
(VX = VZ = 0) provided by the definition of the motion map simplifies the expressions in
question, the relationships are still implicit, mainly due to the relationship between the Jacobi
constant, position, and velocity. However, the implicit expressions are still useful – the curves
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can be produced for a motion map without requiring numerical integration or calculating
each set of initial condition values at each grid point. These expressions are summarised
in Table 6.1 in terms of the mass parameter (µ), Jacobi constant (C), position (X0/x0 and
Z0/z0), and velocity (vy0).
Table 6.1: Double average model coordinates, constants, and curves expressed in initial conditions of
a X0-Z0 motion map.
Coordinates
Inclination ι0 =
x20
r20
Eccentricity η0 =− v
2
y0r0
µ2
(
v2y0r0−2µ
)
Periapsis ψ0 = 2
Constants
Angular Mom Z A =− v
2
y0x
2
0
r0µ2
(
v2y0r0−2µ
)
Energy/Potential B = 52
r20−x20
r20µ2
(
µ− r0v2y0
)2− v2y0r0µ2 (v2y0r0−2µ)
Semi-Major Axis Γ= 158 (1−µ)n12
√
−µ2r30
(v2y0r0−2µ)3
Curves
Zero Eccentricity µ = v2y0r0
Collision Boundary ηmin = 10A/
[
−(2B−5A−5)+
√
(2B−5A−5)2−60A
]
Frozen Orbits 35 =
v2y0r
3
0
µ2x20
(
v2y0r0−2µ
)
Critical Inclination (B = 1) z0 =−x0
√
2
3
Zero Velocity Curve C = X20 +
2(1−µ)
R1
+ 2µR2 +µ(1−µ)
These expressions have been generated for the X0-Z0 motion map, but are very similar for
the Y0-Z0 motion map, and the derivation follows the description presented in the previous
sections.
6.1.3 Summary
The double average model allows a deeper level of comprehension of the motion map and
its trajectories. Fundamentally, this new level of understanding begins with the division
of motion between librating and circulating argument of periapsis. Additionally, just two
constants of integration which are simple functions of eccentricity, inclination, and argument
of periapsis provide the minimum and maximum values of eccentricity and inclination.
Constant contours of these parameters are overlaid onto motion map grids in Figures 6.7-
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6.11. The general character of trajectories and how that character changes along the initial
condition grid is available at a glance.
A prominent feature in the contours of ιmax, ιmin, ηmin, and ηmax are the two abrupt
corners present in each contour. Further investigation revealed these corners across contours
identified the frozen orbits. Frozen orbits in the double average model have eccentricity,
inclination, and argument of periapsis that remain constant (Broucke, 2003).
Finally it was observed that contours of A and B intersect two or four times. Two
intersections identify the frozen orbits for that specific A and B combination. In the case of
four intersections, each intersection represents essentially the same trajectory but differing
by combinations of I0 (Imin or Imax) and ω0 (ω0 = 90° or ω0 = 270°). The intersections left
of frozen orbit curve are trajectories that begin at emax and Imin and evolve toward emin and
Imax. Right of the frozen orbit curve, trajectories begin at emin and Imax and evolve toward
emax and Imin. Likewise, A and B intersections above the e0 = 0 have apoapsis in the northern
hemisphere and intersections below have apoapsis in the southern hemisphere. The overall
summary of motion based on the frozen orbit curve and the intersections of A and B curves
is shown in Figure 6.14.
The motion as summarised thus far is valid for low energy motion maps in which the L1
and L2 gates are closed. It was assumed that the osculating initial conditions in the CR3BP
provide reasonable estimates for the constants A and B. The next task at hand is to submit
each trajectory of the motion map to a fitting process. The purpose of the fitting process
to fine tune the values of Γ, A, and B to ensure the double average model represents the
CR3BP motion. After an entire map has fitted constants, it can be assessed whether or not the
framework developed in this section can be applied to motion maps of lower Jacobi constant.
6.2 Refining Double Average Constants for Entire Map
Each point on the initial condition grid can be subjected to a refining process to better
match the double average description to the actual CR3BP osculating data. The reason for
doing this is threefold. First, it cannot be assumed that the double average contours formed
with the CR3BP initial osculating values are representative of the CR3BP. Second, if the
refinement process fails for regions on the motion map there is knowledge to be gained such
as the characteristics and locations of trajectories that are not well represented by the double
average model. Third, if motion maps, collision maps, and their associated double average
representations are to be used for analysis and mission planning, it is important to refine the
double average constants to faithfully represent the CR3BP trajectory.
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6.2.1 Algorithm for Refinement Process
As described in Chapter 5, nonlinear least squares is used to provide better estimates for
A and B so that the double average model more faithfully represents the CR3BP motion.
This process has been implemented in the motion map algorithm so that every trajectory in
the motion map is automatically subjected to the fitting process. A brief description of the
overall algorithm follows:
Motion Map and Trajectory Fitting Process
1. Motion map configuration choices are made (grid variables, resolution, and size;
integration time, Jacobi constant).
2. Each trajectory is numerically integrated.
(a) 3BP data temporarily retained, converted to ι , η , and ψ , passed to NLLSQ
algorithm.
(b) Γ, A, B computed at T = 0.
(c) For every time step of 3BP data, associated model data computed ι(T ), η(T ),
ψ(T ).
(d) New estimate for Γ, A, B produced.
(e) Stopping conditions evaluated; exit NLLSQ or return to Step 2.c.
3. Return to Step 2 with the next trajectory.
The NLLSQ algorithm may fail to converge as indicated by the value of the cost function
increasing over multiple iterations. Additionally, there are several reasons why the NLLSQ
algorithm may need to be aborted prematurely. When the mathematical double average
model is violated during NLLSQ, it is likely that the trajectory exhibits motion that cannot
be described by the double average model. The model can be violated either initially before
the NLLSQ begins or during execution.
As the nonlinear least squares fit of each trajectory is performed by the algorithm, several
quit conditions have been established to stop the fitting process automatically, either when it
has been successful or when something has gone wrong. The following are the reasons the
fitting process is stopped, ordered by priority:
141
A Model of the Motion Map
Stopping Conditions for NLLSQ
1. The value of the cost function has stopped decreasing as desired.
2. The current estimate,
¯
a, results in A > 1, B > 2.5, or Γ> 1.
3. After 20 iterations, the cost function value hasn’t decreased enough.
4. After 5 iterations, the cost function value is increasing.
5. The elliptic integral parameter or modulus have values such that, m< 0, or r is complex.
6. The roots of the quadratic, Q, which determines ι1 and ι2 are complex.
7. The modulus results in complex result for elliptic integral (r > 1).
6.2.2 Applying NLLSQ to Motion Map Trajectories
In order to evaluate the ability to fit the trajectories of the motion map and to understand why
some trajectories cannot be fitted, the first motion map to be subjected to the fitting process
is the Earth-Moon system, X0-Z0, C = 3.43 motion map, shown in Figure 6.15a. This is the
same motion map considered in Section 6.1.2 and specifically described in Figure 6.14.
(a) Motion map. (b) Completion status.
Figure 6.15: Earth-Moon system X0-Z0, C = 3.43 motion map: a) motion map with L1 and L2
gates closed – Blue: Impact, Green: Bound; b) nonlinear least squares completion status – gray are
successfully fit trajectories, white are trajectories that were not fitted.
Prominent in the completion status results summarised in Figure 6.15b are curves that
appear to be those previously identified as e0 = 0 and the frozen orbits. There is a hint of the
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B = 1 line which divides the trajectories in the motion map between circulating and librating
periapses. Additionally, there are scattered trajectories concentrated along the X0-axis and the
e0 = 0 curve. Demonstrating that the e0 = 0 and frozen orbit curves and the B = 1 line are
indeed associated with the trajectories that did not complete the fitting process, these curves
and line are overlaid on the completion status plot and displayed in Figure 6.16. For this
map, the majority of trajectories were successfully fitted and represented 97.6% of 154,616
trajectories. The initial condition grid was 250,000 initial conditions, but about 95,000 of
them were outside the zero velocity curve and therefore were not processed.
Figure 6.16: Nonlinear least squares completion status for C = 3.43 motion map. Gray are success-
fully fit trajectories, white are trajectories that were not fit, yellow line is B = 1, red curve is e0 = 0,
and blue curve is frozen orbits.
The trajectories near the B = 1 line are problematic to fit because the line provides a
boundary between the librating periapsis trajectories and the circulating periapsis trajectories.
Near the boundary, a given CR3BP trajectory can exhibit both librating and circulating
characteristics. For the NLLSQ fit to work, the trajectory must be describable by the double
average model, i.e. it cannot exhibit multiple behaviours that would require different sets of
A and B constants. A trajectory that both librates and circulates would require B > 1 for the
libration phase and B < 1 for the circulation phase.
Regarding the fitting of trajectories near the frozen orbit curve, the source of that difficulty
is mathematical in nature and is present in the partial derivatives required by NLLSQ. The
computation of the partial derivatives is described in Section 5.6.2. The partial derivatives that
cause the numerical difficulty are ∂ ι2/∂A, ∂ ι1/∂A, ∂ ι2/∂B, and ∂ ι1/∂B. In the librating
region, ιmax = ι2 and ιmin = ι1, and when ιmax = ιmin the frozen orbits are present. The
repeated roots of the quadratic, Q, are found when (2B−5A−5)2 = 60A. The equation for
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∂ ι2/∂A is repeated here to serve as one example. Note the denominator of the second term,
which will approach zero when the quadratic has repeated roots.
∂ ι2
∂A
=
1
2
1− (2B−5A+1)√
(2B−5A−5)2−60A
 (6.26)
This difficulty can occur either for initial conditions on the frozen orbit curve or in the
case that the NLLSQ algorithm modifies A and B to match a CR3BP trajectory that is best
matched by a frozen orbit in the double average problem.
While there are regions of the motion map where the fitting process is more difficult, the
region where collision trajectories occur is fit the most successfully. With the exception of
the e0 = 0 curve, the collision boundary is not near the B = 1 line or the frozen orbit curve
(except near the zero velocity curves). The C = 3.43 map shows that there are differences in
ιmax across the map. Comparing the parameter ιmax which is a function of A and B, Figure
6.17 shows that the contours overlap in some places but not in others. The contours for ιmax,
as well as the other coordinates, differ even more as Jacobi constant decreases. Where the
curves formed from the initial conditions and the curves formed from the fitted constants
increasingly differ, this is an indication of the description provided by the double average
model degrading or diverging from the actual behaviour in the CR3BP.
(a) Overall map. (b) Subregion of map.
Figure 6.17: Contours of constant ιmax determined from CR3BP initial conditions (black) and NLLSQ
fitted constants (red) for an Earth-Moon system X0-Z0, C = 3.43 motion map: a) entire map, subregion
denoted by shaded box; b) subregion.
The insight provided by the motion map and its semi-analytical double average curves at
the Jacobi constant of C = 3.43 provides a framework to understand the results in the next
chapter in which motion maps of lower Jacobi constant are considered. It is crucial to note
that as the Jacobi constant is reduced, the semi-analytical curves based on the osculating
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CR3BP initial conditions will represent the motion in the CR3BP to a lesser degree. The
fitting process will have to adjust Γ, A, and B more significantly for the double average to
represent the CR3BP trajectories.
Relative to the motion map and fit completion status of C = 3.43, the figures for C = 3.23
are similar and are shown in Figure 6.18. At both Jacobi constants, the L1 and L2 gates are
closed. The cross-section of the zero velocity surface has nearly doubled from 0.05 ND to
0.09 ND. This growth of the zero velocity surface implies that the semi-major axes of the
trajectories are larger by approximately that same factor. Despite this growth, it is seen that
the motion maps look alike. Both are dominated by a large segment of bound trajectories but
also have a smaller segment of collision trajectories. From higher to lower Jacobi constant,
the band of collision trajectories following the zero velocity curve has lessened in prominence,
and the angle at which the collision boundary occurs as increased – the portion of the motion
map that is green is larger for the lower Jacobi constant (at least while the L1 and L2 gates
are closed). With regard to the ability to fit the trajectories of the maps, the features again
look the similar. The region where e0 = 0, B = 1, and ιmax = ιmin all meet sees an increase in
trajectories that cannot be fitted. The majority of the trajectories that could not be fitted were
located on the initial zero eccentricity and frozen orbit curves and the B = 1 line. 96% of
185,080 trajectories were successfully fitted.
(a) Motion map. (b) Completion status.
Figure 6.18: Earth-Moon system X0-Z0, C = 3.23: a) motion map with L1 and L2 gates closed – Blue:
Impact, Green: Bound; b) nonlinear least squares completion status – gray are successfully fitted
trajectories, white are trajectories that were not fitted.
When translating between two different models, it is expected that a distinct condition
separating types of motion will have a less defined character in the other model, and this is
certainly the case regarding the double average line B = 1 which divides motion between
145
A Model of the Motion Map
librating and circulating periapsis motion. In fact, the largest white region in Figure 6.18b is
due to the double average constants predicting librating motion while the CR3BP motion is
actually circulating.
Moving to a motion map of even lower Jacobi constant, such that both the L1 and L2
necks are open, the regions of unfittable trajectories expand. Figure 6.19 displays the motion
map and the fit completion status for C = 3.18. At first glance, it may seem surprising that so
many of the L1 and L2 escape trajectories were able to be fit within the double average model.
The reason for that goes back to the method used to generate the motion map. Recall that
propagation of the state is terminated as soon as a trajectory reaches any of the end states.
The implication in this case is that the NLLSQ algorithm is only fitting an escape trajectory
from the start until it reaches one of the Lagrange points. Similar to the two previous motion
map fitting results, the region near the collision boundary is fit well. Problems with fitting
occur near the frozen orbits, the B = 1 line, and the initial zero eccentricity curve.
(a) Motion map. (b) Completion status.
Figure 6.19: Earth-Moon system X0-Z0, C = 3.18: a) motion map with L1 and L2 gates open – Red:
L1 escape, Yellow: L2 escape, Blue: Impact, Green: Bound; b) nonlinear least squares completion
status – gray are successfully fitted trajectories, white are trajectories that were not fitted.
6.2.3 Regions of the Map that Fail to Fit
Returning to the question of why some trajectories are not able to be fitted using the NLLSQ
algorithm, three trajectories labeled I, II, and III are selected in Figure 6.20 to investigate this
question further. Trajectory I is in the frozen orbit curve, trajectory II is in the e0 = 0 curve,
and trajectory III is below the e0 = 0 curve and near the B = 1 line.
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Figure 6.20: Nonlinear least squares completion status for C = 3.23 motion map; trajectories I, II,
and III are from regions of the map which cannot be fitted using the NLLSQ algorithm.
Each of the three selected trajectories are viewed through the lens of the ι-ψ space.
Viewing the osculating coordinates relative to the double average model provides insight
into how or why the trajectory cannot be represented by the double average model. All three
trajectories are from the same motion map and have the same Jacobi constant. But, as has
been briefly demonstrated, the distribution of trajectories that can and cannot be fit is similar
across motion maps of varying energy. Even when the Lagrange point gates are open, the
regions of interest near the collision boundary have the same qualitative completion qualities
as the closed gate maps.
6.2.3.1 Frozen Orbits
Trajectory I is selected from the curve representing frozen orbits – that is, the eccentricity,
inclination, and argument of periapsis remain nearly constant. Figure 6.21b informs further
on the difficulties with fitting these types of trajectories. The motion in this figure is limited
to the region near ι = 0.22 and ψ = 2.
If the region were viewed at a higher resolution, the CR3BP osculating data would be
seen to be scattered about a small double average curve. In the double average problem, the
actual frozen orbit is just a point in the ι-ψ space, but trajectory I was selected simply as an
initial condition in a white region of Figure 6.20 that has been shown to be described by the
frozen orbit curve. The most simple way to comprehend frozen orbits in the ι-ψ space is that
ιmax = ιmin which can only happen for a point above the red curve and right of the blue curve
and at ψ = 2. While the CR3BP motion does not violate the double average model, i.e. cross
the red or blue asymptotes, as the problem is currently described, fitting is difficult.
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(a) Three dimensional orbit.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
ι [ND]
ψ[ND
]
(b) Trajectory in ι-ψ space.
Figure 6.21: Trajectory that cannot be refined using double average fitting process; trajectory I from
Figure 6.20.
6.2.3.2 Initially Circular Orbits
When orbits are described in terms of the classical orbital elements, it is common to encounter
mathematical difficulties when the eccentricity approaches zero. This is just such a case
represented by trajectory II in Figure 6.20. Evidence of zero eccentricity becoming a problem
is seen in Figure 6.22b.
(a) Three dimensional orbit.
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(b) Trajectory in ι-ψ space.
Figure 6.22: Trajectory that cannot be described using double average theory; trajectory II from
Figure 6.20.
Even though trajectory II is located in the librating region (well to the right of the B = 1
line), the argument of periapsis is circulating. A full cycle of ω is represented by ψ moving
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from 2 to 0 and from 0 to 2, twice. Because ω is defined as the angle between the orbit’s
ascending node and the periapsis, when eccentricity is nearly zero a small perturbation results
in circulation of the periapsis.
In terms of the double average model, there is no way to represent this trajectory. For
circulating motion, when ψ = 2, ι must be greater than ι = 0.6. Graphically, this means that
circulating motion must occur to the right of the red curve. The other issue with this motion
which prevents it from being fit is that at some point it transitions from circulating motion to
librating motion. In the double average model, the motion is determined simply by the values
of A and B – if these integrals of motion remain constant, then the motion cannot transition
between regions (cross the red curve). The trajectory stops as it approaches ι = 0.5 at which
point it impacts with the secondary.
6.2.3.3 Orbits Near the Libration/Circulation Boundary
The largest region of trajectories that cannot be successfully fit to the double average model
is where three key boundaries meet: the B = 1 line, the frozen orbit curve, and the zero
eccentricity curve. Trajectory III was selected from this region and its motion is shown in
Figure 6.23. Again, like trajectory II, the osculating CR3BP motion is located in a region of
the ι-ψ space where the double average model cannot describe the motion. The motion in ψ
crosses the red curve which is not a valid motion in the double average problem.
(a) Three dimensional orbit.
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(b) Trajectory in ι-ψ space.
Figure 6.23: Trajectory that cannot be described using double average theory; trajectory III from
Figure 6.20.
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6.2.4 Summary
As the desire is to better describe the characteristics of groups of trajectories in the motion
map, in particular near the collision boundary, it is important to be able to determine the
constants A and B that best fit each trajectory. The A and B formed from each trajectory’s
osculating initial condition in the CR3BP may not provide reasonable estimates, especially
for lower Jacobi constants when the influence of the primary is greater due the increased
semi-major axis of the satellite orbiting the secondary.
When the process or algorithm is applied to every trajectory in the motion map, some
trajectories violate constraints of the double average model and cannot be fit. While only
three cases were shown in this section, many “unfittable” trajectories were considered in this
research – for various Jacobi constants and in multiple locations – they all confirmed the
results that the unfittable trajectories run into numerical problems inherent in the equations of
motion, the CR3BP motion straddles two types of behaviour in the double average model, or
the CR3BP motion exhibits behaviour not allowed in a certain region of the double average
model. For the maps discussed in this section, more than 90% of the trajectories were
successfully fit by the NLLSQ algorithm. Of the trajectories that abort the fitting process
early, they are grouped around known boundaries which delineate specific behaviours or
characteristics in the double average model. In particular, those trajectories near the collision
boundary are in regions where the NLLSQ fitting process is the most successful.
With the tools developed and the insight gained in the last two chapters, leveraging of
collision trajectories can now be considered. Specifically, it has been established that the
double average model describes trajectories near the collision boundary and provides a means
to predict the amount of time before a trajectory reaches an impact opportunity and why.
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Collision Trajectories in the Model
A realistic mission utilising a collision trajectory, whether it be to the Moon’s surface or
the surface of any other body, would require numerical integration with all perturbation
sources included. Because there is no analytical model that includes even a portion of these
perturbations, a broad, exhaustive search is required to find advantageous trajectories that
meet mission requirements.
The application of the perturbation theory model to the collision maps provides a way to
narrow the search to a specific region of interest where trajectories of the most relevance are
likely to exist. In this chapter, the model formulated from the osculating initial conditions
is compared against the same model formulated with the fitted constants to evaluate the
necessity of the fitting process. Examples of utilising the model to determine the location of
the collision boundary and to identify trajectories with a minimum radius of periapsis are
explored.
7.1 The Model at Different Jacobi Constants
The purpose of fitting the double average model to motion maps is to provide knowledge
about the average motion of trajectories. In the previous chapter, it was established that
the fitting algorithm can successfully fit trajectories with some notable exceptions. But no
assessment of what could be learned from the fit was made.
Ideally, there is a range of Jacobi constants in which the double average model is valid
without the necessity of fitting the constants. If the constants do need fitting to accurately
represent the motion over the map, it is desired that the fitted curves resemble the curves
determined by the initial conditions. In Chapter 6, it was briefly shown that for a C = 3.43
motion map, the two sets of ιmax curves were quite close to each other. From this point
forward, curves are assumed to be formed from the osculating initial conditions unless
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denoted with a tilde, such as A˜, B˜, ι˜max, and η˜min, which means the curves are determined
with values from the fitting process.
7.1.1 Low Jacobi Constants
To explore to limits of the double average model description of motion maps, the fitting
process has been applied to three maps of lower Jacobi constant. The first motion map has
both the L1 and L2 gates open, the second has only the L1 gate open, and for the third the
Jacobi constant is just high enough to have both gates closed. For each map the fitting process
as described in Section 6.2.1 was applied and ηmin was computed for each trajectory. The
constant contours of ηmin = {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9} were then overlaid onto
each motion map, shown in Figures 7.1a-7.1c.
The orange curves are those formed by the values of A and B defined by the osculating
initial conditions while the black curves are produced from the fitted constants, A˜ and B˜.
There are several important observations to make from these figures. First, as expected, in the
red and yellow regions the differences between the curves are drastic. The perturbation theory
describes how an orbit changes under small perturbations but a trajectory beginning near
the Moon that proceeds toward one of the Lagrange points cannot be described as slightly
perturbed.
The other difficulty in obtaining smooth contours for the fitted data in these low Jacobi
constant maps is that many of the trajectories in the middle of the map cannot be represented
with the double average model, as described in Section 6.2.3. Each trajectory that cannot be
described by the double average model results in an empty data point that makes constant
contours less continuous and clear. In Figure 7.1a the region around the collision boundary
is modeled well, including a portion of the green area near the collision boundary. Here,
orange and black curves have the same shape and are relatively close to each other. These
ηmin curves near the collision boundary are considered in the next section.
Lastly, regarding the objective of understanding the motion map in terms of the double
average model, these figures make the limits in terms of Jacobi constant quite clear. For
motion maps above C = 3.21, when the zero velocity curves have closed off access to the
collinear Lagrange points, the fitted constant contours provide reliable information about
the average motion. For motion maps at energies where one or both of the Lagrange points
are accessible, insight has still been gained into the behaviour of trajectories in the regions
above B = 1 and near the collision boundary – the trajectories have a librating periapsis and
are continuously moving between the high eccentricity, low inclination and low eccentricity,
high inclination states. At high eccentricities and low inclinations trajectories can experience
a homoclinic or heteroclinic behaviour. Homoclinic means that a trajectory begins near L1 or
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(a) C = 3.17. (b) C = 3.19.
(c) C = 3.21.
Figure 7.1: ηmin constant contours (orange) and η˜min constant contours (black) overlaid onto three
motion maps: a) L1 and L2 gates open; b) L1 gate open and L2 gate closed; and c) both gates closed.
Red: L1 escape, Yellow: L2 escape, Blue: Impact, Green: Bound.
L2, proceeds to orbit the secondary, and following some number of revolutions returns to the
same equilibrium point. The heteroclinic description is nearly the same, but instead ends and
begins at different equilibrium points. For example, the trajectory begins at L1, orbits the
secondary for some time, then ends up at L2. These homoclinic and heteroclinic trajectories
provide a possible mechanism to explain the boundary between the bound region and the
escape region when one or both of the necks are open.
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7.1.2 High Jacobi Constants
High Jacobi constant motion maps, defined here as when the L1 and L2 gates are closed,
have fitted double average curves that resemble the curves determined by the osculating
initial conditions. Not only does this offer the opportunity to understand the general, average
motion of trajectories on the map, but the constant contours allow trajectories to be easily
selected visually such that a specified minimum or maximum eccentricity is experienced,
for example. When the trajectories of a motion map are fitted with NLLSQ, the Γ, A and
B for each trajectory is fine-tuned so that the double average model represents the CR3BP
trajectory as best as possible. The adjustments made to the double average constants of
motion are shown for a C = 3.25 motion map in Figure 7.2 where the coloured contours are
due to the initial conditions and the white contours are the result of the fitting process.
(a) Constant A. (b) Constant B.
(c) Constant Γ. (d) Tper.
Figure 7.2: Contours of the constants for a C = 3.25 motion map; coloured curves are A, B, Γ, and
Tper, and white curves are A˜, B˜, Γ˜, and T˜per.
The effect of the fitting process on A is most evident at lower inclinations. The white
fitted curves appear to be stretched outward along the X-axis, both toward and away from
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the primary. This stretching is also visible in the B constant. For both A and B, the initial
value contours and the fitted contours nearly overlap above the critical inclination. The
constant contours of Γ in Figure 7.2c are more difficult to interpret and may not be reliable
as they differ to such a great degree. Below the B = 1 line, the white contours are Γ˜= 0.2
or Γ˜ = 0.19 while above the B = 1 line the white contours Γ˜ = 0.15 or Γ˜ = 0.16. Unlike
inclination and eccentricity, the Γ˜ curves seem to have a different shape than the Γ curves.
This difference is considered further later. Finally, the elliptic period is shown in Figure 7.2d,
which is a function of the three constants. Again, at high inclinations the contours nearly
overlap but below the critical inclination the contours are related but show some variation.
The time difference between two contours is 5 TU or 21.7 days.
In an effort to further investigate the differences between Γ and Γ˜, rather than constant
contours, Γ˜ is presented in heat maps in Figure 7.3 for C = 3.43 and C = 3.25.
(a) C = 3.43. (b) C = 3.25.
Figure 7.3: Γ˜ for two motion maps.
In these figures, it is more clear how Γ˜ is distributed over the map. Extreme values of Γ˜,
located near the intersection of the frozen orbit and zero eccentricity curves and the critical
inclination line, were excluded as they overwhelm the range of the heatmap and obscure the
detail in the rest of the map. In both Figures 7.3a and 7.3b the blue bubbles along the Z-axis
are associated with fits to trajectories that were stopped prematurely because they entered the
sphere defined by RP2 = Rmoon/10. The distribution of Γ over the maps predicted by a0 was
previously shown in Figures 6.12a and 7.2c – this distribution resembles concentric rings
centred about the X-axis. However, after the fitting process has occurred, Γ˜ has a bimodal
characteristic separated by the critical inclination line. In both maps, larger Γ values are
located in the segment below the critical inclination. Within each segment, Γ increases as
initial conditions move from the edges of the map inward toward the zero eccentricity curve.
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This distribution explains why in Figure 7.2c the fitted curves do not overlap the osculating
initial condition curves.
Another way to assess what the fitting process is actually doing to the double average
model constants is to observe how much the constants are changing for each trajectory from
the initial conditions to the fit. The percent change to each constant is shown in Figure 7.4 for
motion maps with Jacobi constants of C = 3.43 and C = 3.25. Any percent change greater
than 50% was removed from the figures, again to prevent the obscuration of the rest of the
data and its character. The data that was removed is predominately located near the frozen
orbit and zero eccentricity curves and the critical inclination line.
For the percent change in A, the majority of the map areas experience minimal change.
Along the zero velocity curves the most change is seen at approximately 50%. Near the
premature stops at high inclination, the change approaches a reduction of about 20%. The
percent change in B is nearly zero in the librating region and in the circulation region near the
zero eccentricity curve; moving outward from zero eccentricity, the percent change increases
to about 10%, with extremes at the zero velocity curve at low inclinations of about 40−50%.
Finally, in the case of Γ, the constant sees the most adjustment in the circulating region,
with changes near 20% and about 40−50% when approaching the critical inclination and
frozen orbit intersection. In the librating region, the change is limited to about 10%, with
the exception being near the frozen orbit curve and critical inclination intersection where
the change approaches a 40% reduction. Overall, the figures show that the constants are
changed to a small degree nearly everywhere on the map; however, the changes are much
more significant in the circulating region, near the zero velocity curves, and around the
intersection of the frozen orbits, critical inclination, and zero eccentricity. This hints that the
fitting process is more important in these regions, especially for Γ which experiences large
changes in the circulating region.
The minimum and maximum of the coordinates formed from A & B and A˜ & B˜ are shown
in Figure 7.5. In all four cases the white curves nearly overlap the coloured curves. The
stretching previously identified in the A and B contours is also visible in the ηmin and ηmax
contours. Of particular interest to the collision boundaries is that there is a significant but
clearly defined difference between values of ηmin and η˜min. Because this data is calculated
directly from A and B, it is also expected that the fitted curves are disrupted along the B = 1
line and the e0 = 0 curve. The corners of the contour curves, located where the frozen orbits
exist, also are slightly affected. With those exceptions, the constant contours formed from
the fits better represent the average motion of the trajectories.
In the circulating region, the fitted η curves are pulled outward which corresponds to a
lessening of the eccentricity predicted by the osculating initial conditions. In the librating
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(a) Percent change in A, C = 3.43. (b) Percent change in A, C = 3.25.
(c) Percent change in B, C = 3.43. (d) Percent change in B, C = 3.25.
(e) Percent change in Γ, C = 3.43. (f) Percent change in Γ, C = 3.25.
Figure 7.4: Percent change from double average model constants computed from osculating initial
conditions to fitted constants for two motion maps.
region the opposite occurs for ηmin, in particular near the collision boundary, where the white
curves are being pulled such that the eccentricity is increasing over the osculating prediction.
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(a) ιmax contours. (b) ηmin contours.
(c) ιmin contours. (d) ηmax contours.
Figure 7.5: Contours of the double average coordinates for a C = 3.25 motion map; coloured curves
are ιmax, ηmin, ιmin, and ηmax, and white curves are ι˜max, η˜min, ι˜min, and η˜max.
The differences between the osculating curves and the fitted curves are minimal. The final
conclusion is that for low energy maps, the initial condition contours are just as descriptive
as the fitted contours, at least if the objective is a general comprehension of the motion or to
help narrow the search for specific types of trajectories. For higher energy maps when the
L1 and/or L2 gates are open, the osculating curves provide good estimates for the librating
region near the collision boundary. If specific values are need for analysis, the fitted curves
are more appropriate for use. If the search space is near the regions where the constants are
changed the most, such as near the zero velocity curves, frozen orbit and zero eccentricity
curves, and the critical inclination line, the search may need to include a wider area as this is
where the two descriptions of the double average model diverge the most.
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7.2 The Collision Boundary
All the tools needed to identify the boundary in the motion map between the segment of bound
trajectories and the segment of collision trajectories have now been developed. The collision
boundary is in a region that is particularly well fitted as demonstrated above; therefore, the
double average model can now be used to analyse the collision boundary and trajectories.
7.2.1 Identification in Terms of ηmin
As seen in Figure 7.5b, contours of constant ηmin resemble the outline of the collision
boundary, including the band or arc that follows the zero velocity curve in some motion
maps. The reason ηmin informs on the collision boundary is that it is directly related to the
maximum eccentricity a trajectory will reach:
emax =
√
1−ηmin (7.1)
The A and B of each trajectory determines the value of ηmin; computation of the time it
takes for the trajectory to go from minimum to maximum eccentricity or vice versa, requires
Γ as well as A and B. The final factor that determines how long it takes for a trajectory on the
collision boundary to impact is the placement of the initial condition relative to the frozen
orbit curve. Trajectories beginning to the right of the frozen orbit curve begin at ιmin and
ηmax and therefore require an elliptic period to evolve to the possible impact condition at
ηmin. If the trajectory’s initial condition lies left of the frozen orbit curve, then it begins at
ηmin and may impact with the secondary near the next periapsis.
When a trajectory in the collision region reaches its ηmin it may impact but may not,
especially if it is near the collision boundary. This is due to the osculating nature of the
three body problem. The double average theory, including the results provided by the fitting
process, provides the average evolution of eccentricity and inclination. In the averaging
process, the short period variations due to the motion of the trajectory around the secondary
and the motion of the three body system around its barycentre, have been removed. When
ηmin is reached, these short period terms become important and determine whether or not an
impact occurs. On the other hand, when the trajectory is not at ηmin the short period terms
are not as important and do not affect the overall description of the motion. Within this
research, the link between the averaged model and the CR3BP model is the motion map with
the double average curves overlaid.
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An implication of this overlap between the two models is that the traditional method of
determining whether or not a trajectory will impact with the secondary is not adequate. The
simple two body geometry to determine a collision is,
rP = r2 = a(1− e) (7.2)
where rP is radius of periapsis, r2 is the radius of the secondary, a is the semi-major axis
of the secondary-centred trajectory, and e is the eccentricity. Thus far, the collision condition
on a motion map has be defined by the border formed by the green region and the blue region,
as is seen in the low energy motion maps in Figure 7.6.
(a) ηmin = 0.36 (orange). (b) η˜min = 0.36 (black).
Figure 7.6: Earth-Moon C = 3.43 motion maps with the collision boundary identified by ηmin – Blue:
Impact, Green: Bound.
Referencing Figure 7.5b, the constant contour curves for ηmin resemble the form of the
collision boundary in Figure 7.6. If the correct constant contour is chosen, it lies directly over
the collision boundary. In both cases in the figure, the ηmin curve that lies on the collision
boundary is ηmin = 0.36. In this case, the curve formed with the initial conditions is the same
as the curve formed by the fitted constants because this is a low energy motion map.
As expressed above in Equation 7.1, ηmin is directly relatable to emax. This seems to infer
that curves of constant eccentricity define the collision boundary, but the two body condition
(Equation 7.2) depends on semi-major axis. The semi-major axis varies over the motion map
(Figure 6.12b) which in turn implies that the collision boundary should be formed by
r2−a(1− emax) = 0 (7.3)
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There are two factors which result in the collision boundary being definable by ηmin
instead of the Equation 7.3: First, though the semi-major axis varies over the motion map,
it does not vary by much and it varies even less following the collision boundary. Second,
since the radius of the Moon is fixed, the eccentricity required for a collision varies only
by semi-major axis. The eccentricity and ηmin required for a collision are plotted against
semi-major axis in Figure 7.7. Up until about a = 10000 km, eccentricity changes rapidly.
After a= 10000 km, eccentricity changes much more slowly. The lowest energy motion map
under consideration in this research, the Earth-Moon system with C = 3.43 has semi-major
axis values of about a = 10000 km, and any Jacobi constant less than this will result in even
larger semi-major axes and less variation in the eccentricity required for a collision.
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(b) Eccentricity-like term, η .
Figure 7.7: Orbit eccentricity and eccentricity-like term, η , for radius of perilune at the Moon’s
surface as a function of semi-major axis.
The semi-major axis contours surrounding the collision boundary are 10200, 10300,
and 10400 km and are shown in Figure 7.8 overlaid on a motion map. Computing the
eccentricities due to these values utilising Equation 7.2 produces emax = 0.830, 0.831, and
0.833. This brief demonstration shows that the variation of the semi-major axis over the
motion map does not affect eccentricities by much and reflects what is seen in Figure 7.7 –
little variation is expected in eccentricity along the collision boundary.
The other way to calculate the eccentricity resulting in the collision boundary is directly
from ηmin as in Equation 7.1. Using the value ηmin = 0.36 results in emax = 0.8. This
discrepancy between eccentricity calculated from the two body perspective and from the
double average perspective is expected. Even in this low energy motion map case when it
is assumed that the constant (for a given trajectory) semi-major axis in the double average
model is equal to the osculating semi-major axis in the three body problem there is a
significant difference in the eccentricities calculated to result in a collision. The challenges
are two-fold: 1) for the osculating case knowing when the maximum eccentricity occurs is
difficult to predict and 2) in the double average case, at emax the short period terms will be
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Figure 7.8: Constant contours of semi-major axis surrounding the Earth-Moon C = 3.43 collision
boundary – Blue: Impact, Green: Bound.
responsible for an unknown contribution to the eccentricity. This demonstrates that using the
two body problem to determine maximum eccentricity and therefore bounds on inclination is
problematic, especially for trajectories with larger semi-major axes.
Now, consider a trajectory in both the bound region and the librating region, as well as
right of the frozen orbit curve. It begins at ηmax/emin and evolves to ηmin/emax in an elliptic
period as described in Section 5.3. When the maximum eccentricity is reached, there is no
collision (otherwise the trajectory would be in the blue region). Thus, the trajectory proceeds
to evolve from ηmin/emax back to ηmax/emin in yet another elliptic period.
Logically then, the formation of the collision boundary must be associated with a par-
ticular value of ηmin that results in periapses passages at the surface of the secondary. This
understanding agrees with the collision map of impact angle in Figure 4.12a, where the colli-
sion boundary is characterised by trajectories that collide with the Moon tangentially. The
trajectories that begin within the collision region follow a similar evolution of η /eccentricity,
but will reach an η resulting in an impact before reaching the ηmin determined by each
trajectory’s A and B.
7.2.2 Boundary by Jacobi Constant
The fact that a given motion map’s collision boundary can be represented by a value of ηmin
is useful in describing how and why the collision boundary forms. However, the process of
manually determining which ηmin curve best matches the collision boundary by overlaying a
range of ηmin curves over the collision boundary and selecting the closest match is unwieldly
and time consuming. Instead, the determination of the ηmin can be accomplished by fitting
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several maps across a range of Jacobi constant and determining an empirical relationship that
provides ηmin at the collision boundary as a function of Jacobi constant. Figure 7.9 shows
the data points and fitted curves for the collision boundaries for motion maps with Jacobi
constants ranging from C = 3.17 to C = 3.41.
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Figure 7.9: Collision boundaries in terms of ηmin (blue) and η˜min (orange) for motion maps by Jacobi
constant.
The data was determined by generating 15 motion maps and subjecting each to the
NLLSQ algorithm. ηmin curves in increments of 0.005 were overlaid on each motion map.
Then, for each map the curve most closely modeling the collision boundary without crossing
into the collision region was selected. This process was accomplished for ηmin curves as
well as η˜min. An example of the curves fit onto a motion map are shown in Figure 7.10. The
motion map is for C = 3.21. Though the ηmin curves look the same, ηmin = 0.275 while
η˜min = 0.305. At low Jacobi constants the difference between the estimates is greatest while
as Jacobi constants increase the estimates converge to the same value. In general, the ηmin
curve formed with A and B is a smooth curve with abrupt corners. It represents the collision
boundary well except near the zero velocity curves and near the secondary’s surface. The
η˜min curve can be bumpy (more prevalent at lower Jacobi constants) and is unreliable near
e0 = 0 as many trajectories fail the NLLSQ algorithm there; however, it does follow the zero
velocity curve better than the ηmin curve.
The data gathered from overlaying the ηmin curves onto the motion maps, shown in
Figure 7.9, was modeled and fit to quadratics yielding the expressions:
ηmin(C) = 2.1098C2−13.7000C+22.5447 (7.4)
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(a) ηmin = 0.275. (b) η˜min = 0.305.
Figure 7.10: Example of identification of the collision boundary with ηmin curves – Blue: Impact,
Green: Bound.
η˜min(C) = 1.5379C2−9.8032C+15.9000 (7.5)
where ηmin(C) computes the value of ηmin describing the collision boundary in terms of
initial conditions and η˜min(C) computes the value of η˜min describing the collision boundary
in terms of the fitted constants. These expressions allow for the computation of estimates
for the ηmin modeling the collision boundary without having to produce a motion map and
visually determine which curves lay on the collision boundary. Two examples of predictions
are shown in Figure 7.11 for the energies C = 3.185 and C = 3.22.
At first glance, the results for the boundaries defined by η˜min look questionable as they
are nearly the same value. But returning to Figure 7.9, it is seen that until C = 3.23 the
curve is nearly a straight line. There is more of a difference in the values ηmin(C). Example
estimates are not shown here for higher Jacobi constants but the values become even more
predictable and approach the same values as the perturbation from the primary becomes less
significant.
For the range, 3.17≥C≥ 3.43, the relationship between Jacobi constant and ηmin is well
described by the empirically calculated quadratic expression. This range covers motion maps
with the L1 and L2 gates open, the L1 gate open but the L2 gate closed, and both gates closed.
This approach is no longer viable at Jacobi constants near C = 3.15 and lower as L1 escape
trajectories suddenly appear in the bound and collision regions near the collision boundary
as shown in Figure 7.12.
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(a) C = 3.185, ηmin = 0.313. (b) C = 3.185, η˜min = 0.278.
(c) C = 3.22, ηmin = 0.306. (d) C = 3.22, η˜min = 0.279.
Figure 7.11: Collision boundaries predicted by Equations 7.4 and 7.5 for C = 3.185 (top row) and
C = 3.22 (bottom row) motion maps – Red: L1 escape, Yellow: L2 escape, Blue: Impact, Green:
Bound.
The use of ηmin and η˜min to identify the collision boundary each have advantages and
disadvantages. ηmin can immediately be plotted using the implicit equations of Chapter 6
(numerical integration and NLLSQ is not required); it is also more clear and smooth. On the
other hand, η˜min is a more true representation of the actual CR3BP trajectory. Finally, the
empirical equations give access to both perspectives: given a C, ηmin can be drawn on the
map while η˜min can be used for analysis purposes if needed.
Beyond providing a general idea of the average eccentricity at the collision boundary
via the ηmin curves, this is also a more realistic way of choosing emax for analysis in the
double average model, especially in conjunction with the motion map where the orbital
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Figure 7.12: Motion map at C = 3.15 with L1 escape trajectories near collision boundary – Red: L1
escape, Yellow: L2 escape, Blue: Impact, Green: Bound.
elements are osculating. Researchers such as Paskowitz and Scheeres (2006a) and Russell
and Brinckerhoff (2009) use two body relationships to compute bounds on eccentricity for
non-collision orbits and these bounds are translated into a maximum inclination below which
a trajectory will not impact with the secondary. As has been seen with collision maps, there
is another dimension to consider regarding collision trajectories – the areas in the collision
region around the smaller bubbles where the gaps are filled with bound trajectories.
An alternative method for selecting high inclination, non-impacting trajectories, is pro-
vided by this research. Overall the idea is to combine knowledge of the collision boundary
with the constant contours of ιmax. A set of initial conditions can be chosen from the mo-
tion map that can be described by the double average model and does not impact with the
secondary:
1. Choose an ηmin greater than that of the collision boundary for a trajectory that does
not collide. Avoid the frozen orbit curve and the B = 1 line, i.e., choose only in the
region where the NLLSQ fit is successful.
2. Using constant contours, select a valid ιmax, which establishes the minimum inclination.
Near the collision boundary (B > 1), 0 < ιmax < 0.6.
3. Compute A = ιmaxηmin and B = 5/2(1− ιmax)(1−ηmin)+ηmin.
4. If time information is desired, the Γ for the selected point can be recovered from the
associated constant contour plot. Alternatively, with A, B, and Γ or a, the elliptic period
can be computed directly.
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The complete motion in the double average model is now known, if chosen carefully as
described, because regardless of Jacobi constant, it is certain that the selected trajectory is
describable in both the CR3BP and the double average model – this cannot be said for any
trajectory on the motion map, especially as the Jacobi constant decreases.
7.2.3 Boundary by Radius of Periapsis
The identification of the collision boundary as a constant contour of ηmin leads to another
view of the motion map that allows trajectory planning in terms of minimum periapsis
distance. A series of motion maps are generated with different radii. Instead of setting the
radius of Moon as the impact condition, a desired altitude of periapsis is added to the radius
of the Moon, for example rp = rmoon+1600 km. The resulting map has blue regions that are
trajectories that at some point enter the sphere defined by the minimum periapsis altitude.
All the trajectories that are not blue, are those that have periapses greater than the selected
radius. An example is shown in Figure 7.13 in which the ηmin curves have been determined
for periapsis passages at altitudes of 800 km, 1600 km, 3200 km, and 6400 km in a C = 3.25
motion map.
There is a trade off between using the initial condition curves (Figure 7.13a) or the fitted
curves (Figure 7.13b). Both approaches require multiple motion maps to be created. The
fitted curves best represent the CR3BP motion map but require much more effort to generate
because each trajectory is submitted to the NLLSQ process, though the NLLSQ process
need only occur once for a given Jacobi constant. The initial condition curves are easier to
produce as no NLLSQ is needed but the curves are over-conservative. Near the secondary,
(X0 ≈ 0.988, Z0 ≈ 0), the fitted curve is much closer to the actual 800 km.
While similar curves to these could be developed by simply tracking the minimum
periapsis altitude of each trajectory during numerical integration, there is an advantage
to defining the curves based on the double average model. The advantage is that other
characteristics of the motion from the double average model are known as well. The curves
themselves represent the maximum of the averaged eccentricity and the other characteristics
of the trajectory’s behaviour are accessible via Γ, A, and B.
7.3 Collision Maps Revisited
In this chapter thus far, trajectories that do not collide but are near the collision boundary have
been the focus of the attention. In this section, the attention returns to collision trajectories and
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(a) η˜min. (b) ηmin.
Figure 7.13: Curves of ηmin defining minimum periapsis altitudes for a C = 3.25 motion map – Blue:
Impact, Green: Bound.
their maps which were introduced in Chapter 4. The primary addition to the understanding
of collision maps is the contribution of the double average model elliptic period.
Collision maps are used to visually select a number of characteristics for a trajectory
that ends in collision. As discussed in Chapter 4, parameters available are the number of
periapsis passages prior to impact, impact angle, impact latitude and longitude, and impact
velocity. Each of these parameters are grouped within bubble-like structures. Merging the
information presented in collision maps with the knowledge of the dynamics gained from the
double average model provides an efficient way to plan collision missions.
7.3.1 Collision Trajectories with Multiple Elliptic Periods
Near the collision boundary, the trajectories are governed by the exchange between eccen-
tricity and inclination as described by the double average model. Because these trajectories
begin at ιmin and ηmax, they will evolve for about an elliptic period at which time there is an
opportunity for an impact. Especially near the boundary, the short periodic terms may mean
that the trajectory does not collide with the secondary, though the double average model
predicts it will (a trajectory inside the collision boundary reaches ηmin). If the impact does
not occur, then the trajectory must complete two additional elliptic periods before the next
opportunity to collide. This type of behaviour was observed but not understood in Chapter 4
in Figure 4.7b when the number of periapsis passages was considered for initial conditions
of polar orbits. In the normal-sized Moon case, the number of periapsis passages steadily
increases until the middle of plot where e0 = 0 is reached. But in the reduced radius case,
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some trajectories did not impact after their first or sometimes third elliptic periods. This gave
rise to the abrupt step-like structure depicting a wide variation in the number of periapsis
passages before impact between adjacent bubbles.
This scenario in which a collision trajectory takes more than one elliptic period to impact
with the secondary is called a multi-pass collision trajectory. The term “multi-pass” refers to
multiple elliptic periods rather than multiple periapsis passages. During one elliptic period –
the time it takes to go from minimum eccentricity to maximum eccentricity – the trajectory
will have gone through a number of periapsis passages. At the end of this elliptic period,
the orbit will be at its maximum eccentricity; if the collision does not occur at periapsis
when the eccentricity is at a maximum, the eccentricity will decrease to a minimum in an
elliptic period, and after yet another elliptic period return to the maximum eccentricity. The
dynamics described by the double average problem still apply, and in fact after the fitting
process, provides the correct elliptic period which predicts collision opportunities as odd
multiples of the elliptic period.
Multi-pass collision trajectories are briefly explored below. This is accomplished for the
Earth-Moon system as well as a system with a relatively smaller secondary. The smaller sec-
ondary system is simulated using the Earth-Moon system and an artificial radius, specifically
a radius smaller by a factor of ten.
7.3.1.1 Large Secondary Radius
The groupings of trajectories in collision maps are further informed by the number of elliptic
periods that occur before impact. The double average model framework goes a long way
to explain the characteristics of collision maps, but there are some features that are only
explained by considering the short periodic behaviour removed from the dynamics by way of
the development of the disturbing function as described in Chapter 5.
There are some bubbles in collision maps that experience many more periapsis passages
than other nearby bubbles. Figure 7.14 is at a Jacobi constant of C = 3.21 (L2 gate is closed
with the L1 gate is open) but is representative of collision maps with lower Jacobi constants.
In the figure, the light green and the yellow bubbles are those with a relatively high number
of periapsis passages. These bubbles are formed by trajectories that do not collide with the
secondary after the first elliptic period, but rather collide after an additional number of cycles,
where one cycle is composed of two elliptic periods.
Larger, more significant bubbles manifest themselves in T < 50, while additional smaller
bubbles are formed when the integration time is increased (see Figure 4.9 in Chapter 4).
For the trajectories labeled A through E in Figure 7.14, the number of elliptic periods and
the length of the elliptic periods are summarised in Table 7.1. The other two columns of
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Figure 7.14: Earth-Moon Collision Map, X0-Z0, C = 3.21 with specific multi-pass bubbles identified.
data are the product of the elliptic periods and their associated durations and the actual time
at which each trajectory impacted the secondary. In most cases, the time predicted by the
elliptic periods is slightly longer than the time for actual impact. This is expected as with
the exception of trajectories on the collision boundary that just only skim the surface of the
secondary, most collision trajectories intersect with the secondary’s surface before reaching
their maximum eccentricity.
Table 7.1: Elliptic period and time to impact information for trajectories identified in Figure 7.14.
Bubble nper Tper [ND] nper× Tper [ND] Timp [ND]
A 3 7.98 23.95 23.25
B 5 9.29 46.46 45.33
C 3 10.87 32.61 32.49
D 3 12.30 36.90 36.02
E 3 14.16 42.49 41.93
In Table 7.1, the impact time (Timp) is approximated by the trajectory’s elliptic period
(Tper) times the number of elliptic periods before impact, nper. It should be noted that the
elliptic period is computed using the A˜ and B˜ for each trajectory. Without the fitting process,
the elliptic period is not as close of a predictor of the impact time.
Collision maps of lower Jacobi constants exhibit a more varied distribution of bubbles.
Despite the distribution, the trajectories in these bubble groupings are still well-described
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by the double average model. A collision map with C = 3.17 for a region similar to that of
Figure 7.14 is shown in Figure 7.15. Very large groupings are present and these groupings
form gaps in which bound trajectories exist as well as bubbles with additional elliptic cycles.
Figure 7.15: Earth-Moon Collision Map, X0-Z0, C = 3.17 with specific multi-pass bubbles identified.
These trajectories have fewer periapsis passages prior to impact because the smaller
Jacobi constant implies larger semi-major axes and periods. The elliptic period and impact
information for these bubbles is summarised in Table 7.2.
Table 7.2: Elliptic period and time to impact information for trajectories identified in Figure 7.15.
Bubble nper Tper [ND] nper× Tper [ND] Timp [ND]
A 5 8.47 42.33 41.83
B 3 9.02 27.05 26.36
C 3 9.00 26.99 26.41
D 5 9.07 45.36 44.81
E 5 9.41 47.05 47.47
F 3 9.82 29.47 29.25
G 3 12.30 36.90 35.48
H 3 10.04 30.11 29.38
Collision maps such as these provide unique opportunities for missions. In the white
gaps between the bubbles are ideal places for temporary missions such as research cube
sats. Missions in these areas would experience a librating periapsis and predominately
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high inclinations. Being inside the collision boundary, the satellite would impact with the
secondary in an automatic disposal at some predictable, later time, described by odd integers
of the elliptic period.
7.3.1.2 Small Secondary Radius
As was previously described in Chapter 4, motion maps are qualitatively generic and therefore,
a system with a smaller radius secondary can be simulated with the Earth-Moon system by
supplying an artificially reduced radius for the Moon (RP2 = RP2moon/10) while holding the
mass constant. When the secondary is not as large relative to the distance to the Lagrange
point L1, the bubble structure seen in the Earth-Moon system becomes much less structured,
or at least structure occurs at a finer resolution.
With respect to the collision map, one of the main observations when the secondary is
relatively smaller is that additional trajectory options become available. Described previously,
for a smaller secondary a higher eccentricity is required for a collision. So, a smaller
secondary results in the collision boundary angle increasing. This change of angle is plain
to see when comparing Figures 7.16a and 7.16b with Figures 7.14 and 7.15, respectively.
All four figures are produced on the same scale to highlight how the radius of the secondary
changes the size and angle of the collision region. The gaps between the bubbles become
more prevalent for the smaller radius map, and especially at higher energies.
(a) C = 3.21 (b) C = 3.17
Figure 7.16: Collision maps of number of periapsis passages for Earth-Moon system, RP2 =
RP2moon/10.
The individual bubbles are not sampled as in Section 7.3.1.1, but the results are similar.
Those bubbles with many periapsis passages are associated with either three or five elliptic
periods. The bubbles with few periapsis passages, the dark green bubbles, are those that
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impact immediately upon the completion of one elliptic period. Seven complete elliptic
periods or more require an integration time more lengthy than Tf = 50 TU. For the lower
Jacobi constant case, less trajectories are collision trajectories again due to the two body
relationship between eccentricity, radius of periapsis, and semi-major axis. Smaller Jacobi
constants result in larger semi-major axes. If the radius of periapsis remains constant, then a
larger semi-major axis yields a larger value of eccentricity required for collision.
7.3.2 Origin of the Bubbles
The bubbles of collision maps have been of interest since the beginning of this research and
their origins are now explainable in terms of ηmin and Tper. Two simple cases are described:
Crossing Bubbles from Left to Right Along a horizontal line, the elliptic period is nearly
constant in the collision region. As initial conditions move inward toward the right,
ηmin decreases. Selecting two trajectories on the horizontal line, ηmin1 > ηmin2, where
the first trajectory is to the left of the second trajectory, the trajectory with the smaller
ηmin will reach the η required for a collision first, before completing a full elliptic
period. If the trajectories are just far enough apart, the time between the collisions will
be equal to approximately one orbital period, allowing the left-most trajectory enough
time for another periapsis passage.
Crossing Bubbles Vertically Moving along a constant contour of ηmin upward (beginning
above the zero eccentricity curve), the elliptic period is decreasing. The transition from
one bubble to another occurs when the difference between the two elliptic periods is
approximately one orbit, again allowing trajectories in the lower bubble to accomplish
an additional periapsis passage.
This pattern is generally true; it becomes more complex when crossing both ηmin and Tper
contours simultaneously. Furthermore, as the Jacobi constant decreases the short periodic
terms play greater roles and result in more multi-pass trajectories.
7.3.3 Other Perturbations
As was discussed at the beginning of the chapter, a collision trajectory used for a mission
would have to be numerically integrated with all the perturbations included; however, ana-
lytical models give the opportunity to narrow the search to smaller regions of the solution
space. In this section it is briefly shown that when an additional perturbation is included
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in the generation of a collision map, the solutions do not vary by much, thus validating the
concept of narrowing the search space with analytical models.
Most researchers leveraging the double average model to find frozen orbits or other special
solutions include the mass distribution term J2, the first zonal harmonic, and sometimes the
sectoral harmonic, J22 . There are many factors that determine the relative importance of a
given perturbation – for the oblateness perturbation some of these factors include the size,
shape, and orientation of the orbit, and of course the magnitude of the body’s J2 coefficient.
Previously, Utku (2013) determined that the Moon’s oblateness did not have a qualitative
affect on an Earth-Moon motion map trajectory.
In order to demonstrate the affect on collision maps of a small perturbation, the first zonal
harmonic mass distribution term was added to the dynamics used to generate collision maps,
specifically in the case of an Earth-Moon collision map with a Jacobi constant of C = 3.17.
Initially, the Moon’s J2 coefficient was used; however, there was not a notable change in the
appearance of the collision map. The value of the oblateness coefficient was increased by
approximately 50 times to a magnitude to J2 = 0.01 to obtain a visible change in the map.
The resulting differences are visible when comparing Figure 7.17a with Figure 7.17b. The
overall characteristics of the maps are the same. However, the inclusion of oblateness has
reduced the maximum number of periapsis passages. The oblateness term has also caused
additional small bubbles to form on the collision boundary which means that previously
bound trajectories in the motion map have transitioned to impact trajectories – a similar result
is seen when the integration time is increased (reference Figure 4.9).
(a) With exaggerated J2. (b) Without J2
Figure 7.17: Collision maps of periapsis passages with and without an exaggerated oblateness term,
J2.
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The relatively minor changes in the two maps are explained by the expressions for the
secular affects in the orbital elements due to J2, listed in many astrodynamics texts such as
Wiesel (2010a):
ω˙ =− 3nJ2R
2
2a2(1− e2)2
(
5
2
sin2 I−2
)
(7.6)
Ω˙=− 3nJ2R
2
2a2(1− e2)2 cos I (7.7)
M˙0 =− 3nJ2R
2
2a2(1− e2)2
(
3
2
sin2 I−1
)
(7.8)
where R is the equatorial radius of the body. In the double average model, collision
trajectories have a well-defined relationship between eccentricity, inclination, and argument
of periapsis which drives the trajectory toward a maximum eccentricity. In terms of the
secular affects due to oblateness, the key effect in this context is seen in the time rate of
change of the argument of periapsis, because the double average model eccentricity and
inclination equations of motion depend on sin2ω .
The point here is to highlight that an additional perturbation incurs small changes to
bubble structure of collision maps. The trajectories that impact the secondary quickly
with few periapsis passages have little time to be affected by the perturbation while those
trajectories that spend more time before collision have more time for the results of the
perturbation to build up.
Any perturbation could have been included to develop a more detailed model. However,
the trade off is that as specific traits of individual systems are incorporated in models, it
becomes more and more difficult to determine results that apply to a range of systems rather
than just one. Detailed models can obscure fundamental results, even if these results are
qualitative. Of course, to implement a trajectory for a real mission, trajectories developed
with simple models must be further refined by more detailed models and further analysis.
7.4 Summary
In this chapter, the double average curves were overlaid onto motion maps of various Jacobi
constants. It was determined that the model can be applied to a wide range of Jacobi constants
near the collision boundary. Entire motion maps are well described when the L1 and L2
gates are closed. The difference between the fitted and initial condition curves is minimal.
Primarily the differences in the curves that are seen are mostly at lower inclinations where
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the curves tend to be pulled outward toward and away from the primary. This is visible
especially in the contours for A, B, ηmin, and ηmax.
The collision boundary can be modeled with a contour of ηmin. The ηmin curve derived
from the osculating initial conditions does not require numerical integration or nonlinear least
squares, and provides analytical equations resulting in smooth, unbroken curves. The curve
derived from the fitted initial conditions, η˜min provides a better description of the average
motion of the system; however, to gain the curve, nonlinear least squares must be performed
over the entire motion map.
The value of ηmin for a motion map with a Jacobi constant of 3.17 or greater can be
determined through the use of empirical equations. The empirical equations were developed
by manually determining the ηmin which overlaps the collision boundary for a range of
motion maps. The data were then modeled as two quadratics: one for the osculating initial
conditions and one for the fitted initial conditions. Curves of constant ηmin can also be used
to delineate motion map regions with minimum periapses distances. To determine these
curves, the motion map is produced with volume constraint of sphere of radius greater than
the secondary’s. Any blue region then represents trajectories with periapsis less than the
sphere; otherwise, the other trajectories periapses remain above the radius for the period of
the simulation.
The chapter concluded by revisiting collision maps. An explanation was provided for
bubbles in collision maps that have a far greater number of periapsis passages than their
neighbouring bubbles. These bubbles occur near the collision boundary for higher energy
maps but as Jacobi constant decreases the bubbles with many periapsis passages move further
into the collision region.
The final conclusions are as follows. First, the double average model of the motion map
provides insight into the average motion of trajectories in motion maps and collision maps
that can help limit the search space for the selection of a collision trajectory in a mission
design process. Second, the fitting process utilising nonlinear least squares was used to show
that in most cases the double average model of the motion map formed with the osculating
initial conditions is qualitatively representative of most trajectories in motion maps and
collision maps in particular. The fitted curves describe the CR3BP trajectories to a greater
degree but are more time intensive to obtain; furthermore, once obtained, the fitted curves
are still an approximation of the CR3BP trajectory. Finally, the use of a combination of
the double average motion map model and the collision map offers a unique perspective on
trajectory options. The perspective provides a clear way to select trajectories that do not
collide with the secondary without having to estimate a collision condition based on the two
body problem. The other opportunity is to select a trajectory inside the collision region that
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is associated with a bubble of multiple elliptic periods thus extending the mission duration
by a multiple of two elliptic periods followed by an impact with the secondary.
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Chapter 8
Conclusions
The research began with an effort to understand the mechanisms in the three body problem
that determine the appearance of the motion map, as described by Utku (2013) and Utku
et al. (2015). Of particular interest was the observation that the critical boundary between
trajectories that impact with the secondary and trajectories that orbit the secondary is unex-
pectedly distinct and linear, even at low values of the Jacobi constant such that the L1 and L2
gates are open. From this baseline flowed the Aims and Objectives of the current research.
The objectives are each addressed below, followed by a summary of the contributions to the
state of the art and opportunities for future work.
8.1 Assessment of Aims & Objectives
The aims and objectives discussed in Chapter 1 provided a guide for how the research
contained in this thesis unfolded. The overall aim was to investigate the structure of collision
trajectories in motion maps in order to provide collision trajectory options possible only
through the dynamics of the CR3BP. The aims were accomplished as each objective was
addressed throughout this thesis. The objectives and their completion are summarised below:
• The first objective was to explain how motion maps of different systems are related.
Within Chapter 4, it was shown how the radius of the secondary drives the character of
motion maps to a great degree. In previous research, motion maps were considered
for the Earth-Moon and Jupiter-Europa systems. Both systems have secondaries with
large radii relative to their distance to their L1 Lagrange points. It was shown that if
the secondary radius was normalised, the motion maps of two systems look the same.
• The second objective was to provide a method to accurately determine the impact
conditions when a trajectory collides with the secondary. This was achieved through
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the definition of the Kepler sphere in Chapter 4, which allowed the two body problem to
be used to propagate the trajectory state to the surface of the secondary after a collision
had been identified. A similar process was used to ensure that a large numerical
integration step-size did not propagate through one side of the secondary and out the
other in one time step.
• The third objective was to investigate the critical structure between the bound region
and the collision region and the fourth objective was to describe characteristics of
collision trajectories. Addressing these two objectives began with the development
of collision maps in Chapter 4 which showed that collision trajectories were grouped
together in bubbles. The bubbles tend to fill the entire space to the right of the collision
boundary when the secondary and the Jacobi constant are large. If the secondary is
smaller by volume/area in the motion map or the Jacobi constant is decreased, gaps
form in the collision map between the bubbles; in the motion map the gaps are the
green strings that protrude from the bound region. The bubbles in collision maps were
found to describe the collision trajectories in terms of several parameters at impact
including number of periapsis passages prior to impact, impact angle, impact latitude
and longitude, and impact velocity.
• The fifth objective was to develop a model that predicts whether or not a motion map
trajectory will collide and why. The fulfillment of this objective began in Chapter 5 with
the derivation of the third body perturbation model. This model is commonly called
the third body double average model and describes an exchange between eccentricity
and inclination. The minimum and maximum values are determined by two constants
of the motion only. Using these two constants of motion and a third constant related
to the semi-major axis, the time required for a possible collision can be computed.
However, toward the end of Chapter 5 it was shown that the common approach of
determining the model’s constants of motion from osculating initial conditions may
not be adequate; therefore, a process to fit the constants of motion to the CR3BP data
was described for a single trajectory.
• The sixth objective was to place an emphasis on results that do not require numerical
integration of each trajectory to describe the behaviour in a motion map. Chapter 6
took the model in Chapter 5 and applied it to entire motion maps. The double average
constant contours of key descriptors, such as the constants of motion and minimum
and maximum inclinations and eccentricities, were overlaid onto motion maps to
provide a foundational understanding of the motion map in terms of the perturbation
theory. The double average curves were first placed over the top of a low energy
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motion map to provide a baseline understanding as the osculating initial conditions
provide a good approximation of the constants of motion when the energy is low.
Then, the fitting process was applied to entire motion maps of various energies to
determine the feasibility of the approach. It was found that the fitting of maps was
largely successful; however, certain regions could not be fit and the reasons for the
failure of some fits was addressed. Finally in Chapter 7, it was discussed how the
constant contours vary between the constants formed from osculating initial conditions
and the fitted constants, and how the Jacobi constant influences these relationships. It
was shown for many applications that the constants formed from the osculating initial
conditions were adequate or in some cases advantageous. For example, the collision
boundary is describable by a curve of constant ηmin, an eccentricity-like term. Either
the osculating initial conditions or the fitted curves can describe the collision boundary,
but the osculating curve can be formed with an implicit function of position coordinates,
Jacobi constant, and the mass parameter. The general and visual comprehension of
average motion on a motion map is adequately described without the fitting process.
If specific and accurate analysis is desired, such as computation of the elliptic period,
then the fitted values need to be computed and used.
8.2 Contributions to the State of the Art
• A generalisation of motion maps. It was shown that motion maps of various systems
are generic; they receive their key characteristics from the volume the secondary fills
relative to the distance to the libration points. A simple relationship was created to
normalise maps of different systems.
• An exploration and survey of motion map collision trajectories. Collision maps are
developed as a tool to investigate the structure of collision trajectories. The structure
takes the form of discrete bubbles with the same number of periapsis passages prior to
impact; however, other characteristics are grouped relative to the bubbles including
impact angle, impact latitude and longitude, and impact velocity.
• The derivation of a model of the motion map. Critical characteristics of motion maps
and collision maps are explained with a perturbation model; analytical expressions
are derived for curves which partition motion maps into regions of similar types of
motion. The regions explain the shape of the bound region as well as the formation of
the collision boundary and the origin of the bubbles in the collision maps.
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• An assessment of the necessity of fitting the constants of motion in the model. The
constants of motion in the perturbation model can be determined from osculating initial
conditions in the CR3BP, which do not necessarily represent the average motion. The
constants can also be fitted against the CR3BP data. Trade-offs between the two sets
of constants are identified. The overall conclusion is that the constants defined by
the osculating initial conditions are desirable for most purposes as they qualitatively
describe the average motion of trajectories but do not require numerical integration or
nonlinear least squares to produce.
• The contribution of tools to narrow the search for collision trajectories and trajec-
tories near the collision boundary. The link between CR3BP collision maps and
the analytical double average model curves provides a means to identify trajectories
with behaviours described by both models. Likewise, CR3BP trajectories that are not
described by the model are easily identified. Trajectories near the boundary that do
not collide or trajectories within the boundary can be chosen to meet various criteria.
These tools also remove unnecessary conservatism from the two body approach to de-
signing high inclination trajectories that do not collide with the secondary; conversely,
trajectories are made available that orbit the secondary for extended durations relative
to neighbouring trajectories but still end with a predictable impact at end-of-life.
8.3 Future Work
• Implement regularised equations of motion. The process of fitting the perturbation
model constants of motion to provide average coordinates requires at least a cycle
of data. In this research, trajectories colliding in less than one cycle were integrated
through collision in order to harvest the data required for the fitting process. Nearly
polar, highly eccentric trajectories approach the singularity which calls into question
the ability to numerically integrate the equations of motion without error accumulation.
• Describe the perturbation theory with higher orders of the Legendre polynomials.
Higher order theory might predict succinctly when collision does and does not occur at
a collision opportunity. Alternatively, averaging the second order disturbing function
over only the spacecraft mean anomaly (“single average”) may be the predictor as the
medium-term periodic behaviour would remain in the equations of motion.
• Design trajectories that link to the trajectories in the collision map. Develop trajec-
tories from other regions of the CR3BP that can be linked or patched to the collision
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trajectories. Evaluate the sensitivity of the initial conditions to address how much error
in velocity or velocity angle can be tolerated such that the trajectory represented by the
bubble in the collision maps is maintained.
• Consider alternative initial condition sets and their associated motion and collision
maps. The initial condition sets considered in this work were all planes in physical
space centred on the secondary. Other initial condition sets could be chosen, such as
initial conditions beginning on the surface of the secondary or near a Lagrange point.
These alternative initial condition sets may provide additional insight into the problem
and may have maps with vastly different characteristics than those considered in this
research.
• Evaluate the inclusion of mass distribution terms in the production of collision maps
and the perturbation theory. While it is unlikely the perturbation equations of motion
could be analytically integrated when mass distribution is included, integration by
quadrature may possibly be used to predict collisions in motion map trajectories to a
specific elliptic period (if the elliptic period construct is maintained when additional
terms are incorporated).
• Development of a software tool to compare generalised motion as described in this
work with real systems. A number of specific characteristics of three body systems
in the solar system could be included in the tool to include mass distribution of the
secondary, the tilt of the secondary’s rotation axis relative to the CR3BP X-Y plane,
and the eccentricities of the primary and secondary about their barycentre.
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Appendix A
Three Body Parameters & Properties
Found in the Solar System
Table A.1: CR3BP system parameters of the Sun-Planet and Sun-Pluto systems. Mass parameters, (µ),
computed from planetary gravitational parameters given by NASA Jet Propulsion Laboratory (2014a);
semi-major axes calculated as in NASA Jet Propulsion Laboratory (2014b); system frequencies are
functions of only gravitational parameters and semi-major axes.
Secondary µ [ND] a [km] ω [rad/s]
Mercury 1.6601372362235E-07 5.7909235396961E+07 8.2667367309891E-07
Venus 2.4478325822191E-06 1.0820956787846E+08 3.2363676730691E-07
Earth 3.0404234226407E-06 1.4959839565734E+08 1.9909761848358E-07
Mars 3.2271493286638E-07 2.2794426448138E+08 1.0585536736222E-07
Jupiter 9.5368370966752E-04 7.7833803871843E+08 1.6784585556195E-08
Saturn 2.8573334630184E-04 1.4266364828055E+09 6.7615752136357E-09
Uranus 4.3656141473774E-05 2.8706112186542E+09 2.3686654775677E-09
Neptune 5.1500484706005E-05 4.4984027093953E+09 1.2074787665282E-09
Pluto 6.5736112906182E-09 5.9064330344649E+09 8.0254222539222E-10
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Table A.2: CR3BP system parameters of the planet-moon systems. Planets/primaries are identified
by (1) Earth, (2) Mars, (3) Jupiter, (4) Saturn, (5) Uranus, (6) Neptune. Mass parameters, (µ),
computed from planetary gravitational parameters given by NASA Jet Propulsion Laboratory (2014a),
semi-major axes from same source; system frequencies are functions of only gravitational parameters
and semi-major axes.
Secondary µ [ND] a [km] ω [rad/s]
(1) Moon 1.2150579074164E-02 3.8440000E+05 2.6653143871408E-06
(2) Phobos 1.6826361016243E-08 9.3772000E+03 2.2792654292353E-04
(3) Ganymede 7.8070748534119E-05 1.0700428E+06 1.0168715615467E-05
(3) Callisto 5.6684157978959E-05 1.8830000E+06 4.3559982946216E-06
(3) Io 4.7059893758431E-05 4.2176900E+05 4.1091226763687E-05
(3) Europa 2.5271602957230E-05 6.7107900E+05 2.0473678847108E-05
(4) Titan 2.3670007741160E-04 1.2218700E+06 4.5603469515022E-06
(4) Iapetus 3.1776066989843E-06 3.5608400E+03 2.8983843984792E-02
(5) Titania 4.0627168757346E-05 4.3580000E+05 8.3666481810189E-06
(6) Triton 2.0960355250198E-04 3.5476000E+05 1.2373786793106E-05
Table A.3: Key CR3BP properties of the Sun-Planet and Sun-Pluto systems. Dimensional radii given
by NASA Jet Propulsion Laboratory (2014a); eccentricities and inclinations calculated as in NASA
Jet Propulsion Laboratory (2014b).
Secondary Eccentricity Inclination [deg] Radius [ND]
Mercury 0.20563898 7.00402750 4.21349E-05
Venus 0.00677015 3.39454984 5.59267E-05
Earth 0.01670420 -0.00208660 4.25874E-05
Mars 0.09340671 1.84839052 1.48716E-05
Jupiter 0.04836504 1.30410303 9.18521E-05
Saturn 0.05378021 2.48630162 4.22448E-05
Uranus 0.04725041 0.77224916 8.90368E-06
Neptune 0.00859865 1.77010006 5.50551E-06
Pluto 0.24883557 17.1400198 2.02322E-07
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Table A.4: Key CR3BP properties of the planet-moon systems. Planets/primaries are identified by
(1) Earth, (2) Mars, (3) Jupiter, (4) Saturn, (5) Uranus, (6) Neptune. Eccentricities, inclinations, and
dimensional radii given by NASA Jet Propulsion Laboratory (2014a).
Secondary Eccentricity Inclination [deg] Radius [ND]
(1) Moon 0.0549000 5.145 4.52011E-03
(2) Phobos 0.0151000 1.082 1.18372E-03
(3) Ganymede 0.0006000 0.186 2.46158E-03
(3) Callisto 0.0070000 0.281 1.27616E-03
(3) Io 0.0041000 0.036 4.31824E-03
(3) Europa 0.0101000 0.464 2.33207E-03
(4) Titan 0.0288000 0.280 2.10783E-03
(4) Iapetus 0.0283000 7.489 2.06272E-01
(5) Titania 0.0022000 0.100 1.81023E-03
(6) Triton 0.0000160 156.834 3.81272E-03
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Appendix B
Double Average Three Body Problem
Partial Derivatives
The effort is to compute F, as it is required for the implimention of nonlinear least squares as
described in Chapter 5. This matrix, F, or the Jacobian, is filled with the partial derivatives
of the solutions (ι , η , ψ) with respect to the constants Γ, A, and B, at every time step. These
partial derivatives are not immediately available as they are imbedded within the elliptic
integrals, F(φλ ,r) and F
(
φµ ,r
)
. The partial derivatives are computed implicitly per Equation
5.82.
∂D
∂Γ
=
∂
∂Γ
F(φ ,r) (B.1)
∂D
∂A
=
∂
∂A
F(φ ,r) (B.2)
∂D
∂B
=
∂
∂B
F(φ ,r) (B.3)
where the expression for D is
D =
2Γ
√
10B
5
√
A
T
√
ιmin (ιmax− ιc)−nper K(r) = F(φλ ,r) = F(φµ ,r) (B.4)
For bookkeeping purposes, break into three pieces such that:
D1 =
Γ
√
10B√
A
(B.5)
D2 =
√
ιmin (ιmax− ιc) (B.6)
197
Double Average Three Body Problem Partial Derivatives
then
D =
2
5
T D1D2−nper K(r) (B.7)
So, the partial derivatives are:
∂D
∂Γ
=
2
5
T
(
∂D1
∂Γ
D2+
∂D2
∂Γ
D1
)
−nper ∂∂ΓK(r) (B.8)
∂D
∂A
=
2
5
T
(
∂D1
∂A
D2+
∂D2
∂A
D1
)
−nper ∂∂A K(r) (B.9)
∂D
∂B
=
2
5
T
(
∂D1
∂B
D2+
∂D2
∂B
D1
)
−nper ∂∂B K(r) (B.10)
Taking the needed partials one at a time:
∂D1
∂Γ
=
√
10B√
A
(B.11)
∂D1
∂A
=−Γ
√
10B
2
A−3/2 (B.12)
∂D1
∂B
=
5Γ√
10AB
(B.13)
∂D2
∂Γ
= 0 (B.14)
∂D2
∂A
=
1
2
√
ιmin (ιmax− ιc)
[
∂ ιmin
∂A
(ιmax− ιc)+ ιmin
(
∂ ιmax
∂A
− ∂ ιc
∂A
)]
(B.15)
∂D2
∂B
=
1
2
√
ιmin (ιmax− ιc)
[
∂ ιmin
∂B
(ιmax− ιc)+ ιmin
(
∂ ιmax
∂B
− ∂ ιc
∂B
)]
(B.16)
For clarity, the partial derivatives ∂ ιmin/∂A, ∂ ιmin/∂B, ∂ ιc/∂A, and ∂ ιc/∂B are com-
puted from ι2 and ιAB. This is necessary as the solution utilising the elliptical integral depends
on the relative sizes of the poles. The choices are easily made based on the value of B, as
described in Equations 5.61 and 5.62.
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∂ ι1
∂A
=
1
2
1− (2B−5A+1)√
(2B−5A−5)2−60A
 (B.17)
∂ ι2
∂A
=
1
2
1+ (2B−5A+1)√
(2B−5A−5)2−60A
 (B.18)
∂ ιAB
∂A
=
1
B
(B.19)
∂ ι1
∂B
=−1
5
1− (2B−5A−5)√
(2B−5A−5)2−60A
 (B.20)
∂ ι2
∂B
=−1
5
1+ (2B−5A−5)√
(2B−5A−5)2−60A
 (B.21)
∂ ιAB
∂B
=− A
B2
(B.22)
Now, addressing the last term in the expression of D, the complete elliptic integral. Byrd
and Friedman (1971) provide the partial derivative of the complete elliptic integral of the
first kind with respect to the modulus as,
∂
∂k
K(k) =
E(k)−m′K(k)
km′
(B.23)
where
m′ = 1− k2 (B.24)
∂
∂Γ
K(r) =
∂ K(r)
∂ r
∂ r
∂Γ
(B.25)
∂
∂A
K(r) =
∂ K(r)
∂ r
∂ r
∂A
(B.26)
∂
∂B
K(r) =
∂ K(r)
∂ r
∂ r
∂B
(B.27)
Recall from Equation 5.70, that r is a function of ιmax, ιmin, and ιc, none of which are
dependent on Γ:
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∂ r
∂Γ
= 0 (B.28)
Let w denote the argument of the square root in r, again to aid in bookkeeping:
w =
ιc (ιmax− ιmin)
ιmin (ιmax− ιc) (B.29)
then,
∂ r
∂A
=
∂ r
∂w
(
∂w
∂ ιmax
∂ ιmax
∂A
+
∂w
∂ ιmin
∂ ιmin
∂A
+
∂w
∂ ιc
∂ ιc
∂A
)
(B.30)
∂ r
∂B
=
∂ r
∂w
(
∂w
∂ ιmax
∂ ιmax
∂B
+
∂w
∂ ιmin
∂ ιmin
∂B
+
∂w
∂ ιc
∂ ιc
∂B
)
(B.31)
where
∂ r
∂w
=
1
2
√
w
(B.32)
and
∂w
∂ ιmax
=
ιc (ιmin− ιc)
ιmin (ιmax− ιc)2
(B.33)
∂w
∂ ιmin
=− ιmaxιc
ι2min (ιmax− ιc)
(B.34)
∂w
∂ ιc
=
ιmax (ιmax− ιmin)
ιmin (ιmax− ιc)2
(B.35)
Now that all the partial derivates needed for D have been computed, attention is turned to
the elliptic integral derivatives, where the actual partial derivatives needed for the NLLSQ
are located. Consider that φ = φ (ιu, ιmax, ιmin, ιc), and r = r (ιmax, ιmin, ιc).
∂ F
∂Γ
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂Γ
+
∂φ
∂ιmax
∂ ιmax
∂Γ
+
∂φ
∂ιmin
∂ ιmin
∂Γ
+
∂φ
∂ιc
∂ ιc
∂Γ
)
+
∂ F
∂ r
(
∂ r
∂ ιu
∂ ιu
∂Γ
+
∂ r
∂ ιmax
∂ ιmax
∂Γ
+
∂ r
∂ ιmin
∂ ιmin
∂Γ
+
∂ r
∂ ιc
∂ ιc
∂Γ
) (B.36)
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∂ F
∂A
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂A
+
∂φ
∂ιmax
∂ ιmax
∂A
+
∂φ
∂ιmin
∂ ιmin
∂A
+
∂φ
∂ιc
∂ ιc
∂A
)
+
∂ F
∂ r
(
∂ r
∂ ιu
∂ ιu
∂A
+
∂ r
∂ ιmax
∂ ιmax
∂A
+
∂ r
∂ ιmin
∂ ιmin
∂A
+
∂ r
∂ ιc
∂ ιc
∂A
) (B.37)
∂ F
∂B
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂B
+
∂φ
∂ιmax
∂ ιmax
∂B
+
∂φ
∂ιmin
∂ ιmin
∂B
+
∂φ
∂ιc
∂ ιc
∂B
)
+
∂ F
∂ r
(
∂ r
∂ ιu
∂ ιu
∂B
+
∂ r
∂ ιmax
∂ ιmax
∂B
+
∂ r
∂ ιmin
∂ ιmin
∂B
+
∂ r
∂ ιc
∂ ιc
∂B
) (B.38)
These three equations can be simplified with the knowledge that ∂ r/∂ ιu = ∂ ιmax/∂Γ=
∂ ιmin/∂Γ= ∂ ιc/∂Γ= 0:
∂ F
∂Γ
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂Γ
)
(B.39)
∂ F
∂A
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂A
+
∂φ
∂ιmax
∂ ιmax
∂A
+
∂φ
∂ιmin
∂ ιmin
∂A
+
∂φ
∂ιc
∂ ιc
∂A
)
+
∂ F
∂ r
(
∂ r
∂ ιmax
∂ ιmax
∂A
+
∂ r
∂ ιmin
∂ ιmin
∂A
+
∂ r
∂ ιc
∂ ιc
∂A
) (B.40)
∂ F
∂B
=
∂ F
∂φ
(
∂φ
∂ιu
∂ ιu
∂B
+
∂φ
∂ιmax
∂ ιmax
∂B
+
∂φ
∂ιmin
∂ ιmin
∂B
+
∂φ
∂ιc
∂ ιc
∂B
)
+
∂ F
∂ r
(
∂ r
∂ ιmax
∂ ιmax
∂B
+
∂ r
∂ ιmin
∂ ιmin
∂B
+
∂ r
∂ ιc
∂ ιc
∂B
) (B.41)
The unknowns sought in these expressions are ∂ ιu/∂Γ, ∂ ιu/∂A, and ∂ ιu/∂B. These
quantities are isolated by equating the partials of F with the partials of D, with respect to
each of the constants Γ, A, and B. The result is,
∂ ιu
∂Γ
=
∂D
∂Γ
∂ F
∂φ
∂φ
∂ιu
(B.42)
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∂ ιu
∂A
=
∂D
∂A
− ∂ F
∂ r
(
∂ r
∂ ιmax
∂ ιmax
∂A
+
∂ r
∂ ιmin
∂ ιmin
∂A
+
∂ r
∂ ιc
∂ ιc
∂A
)
∂ F
∂φ
∂φ
∂ιu
−
(
∂φ
∂ιmax
∂ ιmax
∂A
+
∂φ
∂ιmin
∂ ιmin
∂A
+
∂φ
∂ιc
∂ ιc
∂A
)
∂φ
∂ιu
(B.43)
∂ ιu
∂B
=
∂D
∂B
− ∂ F
∂ r
(
∂ r
∂ ιmax
∂ ιmax
∂B
+
∂ r
∂ ιmin
∂ ιmin
∂B
+
∂ r
∂ ιc
∂ ιc
∂B
)
∂ F
∂φ
∂φ
∂ιu
−
(
∂φ
∂ιmax
∂ ιmax
∂B
+
∂φ
∂ιmin
∂ ιmin
∂B
+
∂φ
∂ιc
∂ ιc
∂B
)
∂φ
∂ιu
(B.44)
From Byrd and Friedman (1971), the partial derivatives of the elliptic integral of the first
kind with respect to the amplitude and the elliptic modulus are retrieved:
∂
∂φ
F(φ ,k) =
1√
1− k2 sin2φ
(B.45)
and
∂
∂k
F(φ ,k) =
E(φ ,k)− k′2 F(φ ,k)
kk′2
− k sinφ cosφ
k′2
∂
∂φ
F(φ ,k) (B.46)
The only remaining partial derivatives needing calculation are the partial derivatives of
the elliptic integrals’ amplitude with respect to ιu, ιmax, ιmin, and ιc. Because the solution
ιu = f (T ) requires the same elliptic integral evaluated at two different limits of integration,
two sets must be computed. While φλ and φµ are defined in Equations 5.68 and 5.69, it is
convenient to return to Equations 5.84 and 5.86. Define
sin2φ = v (B.47)
so that
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∂φ
∂ιu
=
1
sin2φ
∂v
∂ ιu
(B.48)
∂φ
∂ιmax
=
1
sin2φ
∂v
∂ ιmax
(B.49)
∂φ
∂ιmin
=
1
sin2φ
∂v
∂ ιmin
(B.50)
∂φ
∂ιc
=
1
sin2φ
∂v
∂ ιc
(B.51)
where
vλ =
(ιmax− ιc)(ιu− ιmin)
(ιmax− ιmin)(ιu− ιc) (B.52)
vµ =
ιmin (ιmax− ιu)
ιu (ιmax− ιmin) (B.53)
Finally, the partial derivatives of v with respect to ι :
∂vλ
∂ ιu
=
(ιmax− ιc)(ιmin− ιc)
(ιmax− ιmin)(ιu− ιc)2
(B.54)
∂vλ
∂ ιmax
=
(ιu− ιmin)(ιc− ιmin)
(ιmax− ιmin)2 (ιu− ιc)
(B.55)
∂vλ
∂ ιmin
=
(ιmax− ιc)(ιu− ιmax)
(ιmax− ιmin)(ιu− ιc)2
(B.56)
∂vλ
∂ ιc
=
(ιu− ιmin)(ιmax− ιu)
(ιmax− ιmin)2 (ιu− ιc)
(B.57)
and
∂vµ
∂ ιu
=− ιmaxιmin
ι2u (ιmax− ιmin)
(B.58)
∂vµ
∂ ιmax
=
ιmin (ιu− ιmin)
ιu (ιmax− ιmin)2
(B.59)
∂vµ
∂ ιmin
=
ιmax (ιmax− ιu)
ιu (ιmax− ιmin)2
(B.60)
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∂vµ
∂ ιc
= 0 (B.61)
Equations B.42-B.44 are now computed with all the partial derivatives described above.
Now that the partial derivatives of the ι solution with respect to the constants are known,
the partial derivatives of the other two solutions, η and ψ , are developed. This requires the
expressions for η and ψ in terms of ι , A, and B:
ηu =
A
ιu
(B.62)
ψu =
4
5
(Bιu−A)
(1− ιu)(ιu−A) (B.63)
Applying the chain rule to the expressions for ηu and ψu,
∂
∂Γ
ηu =
∂
∂Γ
A
ιu
=− A
ι2u
∂ ιu
∂Γ
(B.64)
∂
∂A
ηu =
∂
∂A
A
ιu
=
ιu−A∂ ιu∂A
ι2u
(B.65)
∂
∂B
ηu =
∂
∂B
A
ιu
=− A
ι2u
∂ ιu
∂B
(B.66)
and
∂
∂Γ
ψu =
∂
∂Γ
4
5
(Bιu−A)
(1− ιu)(ιu−A)
=
4
5
B(1− ιu)(ιu−A)− (Bιu−A) [(1− ιu)− (ιu−A)]
(1− ιu)2 (ιu−A)2
∂ ιu
∂Γ
(B.67)
∂ψu
∂A
=
∂
∂A
4
5
(Bιu−A)
(1− ιu)(ιu−A)
=
4
5
(1− ιu)(ιu−A)
(
B
∂ ιu
∂A
−1
)
− (Bιu−A)
[
(1− ιu)
(
∂ ιu
∂A
−1
)
− ∂ ιu
∂A
(ιu−A)
]
(1− ιu)2 (ιu−A)2
(B.68)
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∂ψu
∂B
=
∂
∂B
4
5
(Bιu−A)
(1− ιu)(ιu−A)
=
4
5
(1− ιu)(ιu−A)
(
ιu+B
∂ ιu
∂B
)
− (Bιu−A)
(
∂ ιu
∂B
)
[(1− ιu)− (ιu−A)]
(1− ιu)2 (ιu−A)2
(B.69)
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