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BOOLEAN ULTRAPOWERS, THE BUKOVSKY´-DEHORNOY
PHENOMENON, AND ITERATED ULTRAPOWERS
GUNTER FUCHS AND JOEL DAVID HAMKINS
Abstract. We show that while the length ω iterated ultrapower by a normal
ultrafilter is a Boolean ultrapower by the Boolean algebra of Prˇ´ıkry´ forcing,
it is consistent that no iteration of length greater than ω (of the same ultra-
filter and its images) is a Boolean ultrapower. For longer iterations, where
different ultrafilters are used, this is possible, though, and we give Magidor
forcing and a generalization of Prˇ´ıkry´ forcing as examples. We refer to the
discovery that the intersection of the finite iterates of the universe by a nor-
mal measure is the same as the generic extension of the direct limit model by
the critical sequence as the Bukovsky´-Dehornoy phenomenon, and we develop
a sufficient criterion (the existence of a simple skeleton) for when a version
of this phenomenon holds in the context of Boolean ultrapowers. Assuming
that the canonical generic filter over the Boolean ultrapower model has what
we call a continuous representation, we show that the Boolean model consists
precisely of those members of the intersection model that have continuously
and eventually uniformly represented codes.
1. Introduction
There are two conspicuous features of Prˇ´ıkry´ forcing ([12]) that we want to
elucidate in this paper. Let µ be a normal measure on the measurable cardinal κ,
and let P = Pµ be Prˇ´ıkry´ forcing with respect to that measure. Then
(1) if one iterates the measure µ through the natural numbers, then the critical
sequence is generic over the limit model for that model’s version of the
Prˇ´ıkry´ forcing,
(2) the intersection of the finite iterates is the generic extension of the limit
model by the critical sequence.
We analyze these features through the lens of Boolean ultrapowers. Our initial
observation regarding 1. was the rediscovery of a fact that was already observed by
Bukovsky´ in [2], namely that the limit model can be realized as the Boolean ul-
trapower of the universe by the ultrafilter on the Boolean algebra of Prˇ´ıkry´ forcing
which results from pulling back the generic filter over the limit model that is gen-
erated by the critical sequence. It is very natural to think that this should be the
case, because a Boolean ultrapower always comes with a filter that is generic over
the model produced. Letting B be the Boolean algebra and U the ultrafilter on it,
we write j : V −→ VˇU for the Boolean ultrapower and the elementary embedding.
We will mostly be interested in the case where it is well-founded, and in that case,
2010 Mathematics Subject Classification. 03E35, 03E40, 03E45, 03E55, 03C20.
Key words and phrases. Boolean ultrapowers, iterated ultrapowers, Prikry forcing, Magidor
forcing, large cardinals.
The research of the first author has been supported in part by PSC CUNY research grant
68604-00 46.
1
2 FUCHS AND HAMKINS
we take VˇU to be transitive. The model VˇU sits inside the model V
B/U , the full
Boolean model. So in our notation, VB/U consists of the equivalence classes [σ]U
of B-names σ, with respect to the equivalence relation ∼ defined by letting σ ∼ τ
iff the Boolean value Jσ = τK ∈ U . The structure VB/U is equipped with a pseudo
epsilon relation E, where [σ]UE[τ ]U iff Jσ ∈ τK ∈ U . Again, in the case we are
mostly interested in, E is well-founded and extensional, so we can take (VB/U,E)
to be transitive, and E becomes the ∈ relation. There is a special element in VB/U ,
namely G = [G˙]U , where G˙ is the canonical name for the generic filter. The filter
G is generic over the inner model of VB/U which consists only of the equivalence
classes of those names σ with Jσ ∈ VˇK ∈ U . This is the Boolean ultrapower of V
by U , and we write VˇU for this model. There is an obvious elementary embedding
from V to VˇU , the Boolean ultrapower map defined by j(x) = [xˇ]U . Then G is
j(B)-generic over VˇU , and VˇU [G] = V
B/U . An in-depth exploration of this con-
struction is undertaken in [8], and we will refer to this paper frequently and use the
terminology used there.
There are other forcing notions that are “accompanied” by an appropriate it-
eration, in the sense that the critical sequence is generic over the limit model for
the limit model’s version of the forcing itself, and it is natural to expect the same
situation to arise again: the limit model can be realized as a single Boolean ultra-
power, and the forcing extension is the corresponding Boolean model. We show
in Section 2 that this occurs in the case of Prˇ´ıkry´ forcing, Magidor forcing and a
generalization of Prˇ´ıkry´ forcing. We also show that it is consistent that no longer
iterations of one measure can be realized as a single Boolean ultrapower.
Regarding 2., there is an enticing scenario for a connection to Boolean ultra-
powers. The Boolean ultrapower can be regarded as a direct limit of models MA,
indexed by maximal antichains in B. The model MA is the ultrapower of V by the
ultrafilter UA on A which consists of those subsets X of A whose join is in U . If
B refines A, then there is an embedding πA,B : MA −→ MB, and the maximal
antichains are directed under refinement. The Boolean ultrapower VˇU is the di-
rect limit of these models and embeddings. So the Boolean ultrapower naturally
is situated inside a forcing extension of itself, and it comes with a directed system
of models whose limit it is. The question is whether the phenomenon in 2., which
we call the Bukovsky´-Dehornoy phenomenon, holds in greater generality. That is,
under which circumstances is the Boolean model VB/U (which is the same as the
forcing extension VˇU [G]) equal to the intersection of the models MA? We inves-
tigate this in Section 3. We develop a sufficient criterion there: the existence of
a simple skeleton. We also develop a version of this phenomenon that applies to
ill-founded Boolean ultrapowers. A simple skeleton consists of a directed collection
A of maximal antichains of B that generates the limit model, such that each A ∈ A
is simple, meaning that π−1A,∞“G ∈ MA, and satisfies the smallness assumption
that j“A ∈ VB/U . In Section 4, we develop the concept of continuous, eventually
uniform representations, resulting, among other things, in a sufficient criterion for
when the Bukovsky´-Dehornoy phenomenon holds, without a smallness assumption,
but with a slightly strengthened simplicity assumption.
Here is an overview of notations and facts around the Boolean ultrapower con-
struction we use. For more information, we refer to [8].
(1) VB/U is the model of equivalence classes of B-names, according to the
equivalence relation which identifies two B-names σ and τ if the Boolean
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value Jσ = τK belongs to U . This model is equipped with a pseudo-epsilon
relation E, according to which [σ]UE[τ ]U holds iff Jσ ∈ τK ∈ U .
(2) VˇU is the Boolean ultrapower of V by U . It can be viewed as a submodel
of VB/U , and consists only of the equivalence classes of names σ such that
Jσ ∈ VˇK ∈ U . Note that the class of such names is much richer than just
names of the form xˇ, since it includes mixtures of such names, and if U
is not generic, then these mixtures will not be equivalent to any xˇ. The
model consisting only of equivalence classes of names of the latter form
would clearly be isomorphic to V itself!
(3) There is a canonical embedding j : V −→ VˇU , defined by j(x) = [xˇ]U . To
indicate that j is that particular embedding, we may write j : V −→U VˇU .
(4) If A ⊆ B is a maximal antichain, then UA is the ultrafilter on A consisting
of subsets X of A such that
∨
X ∈ U .
(5) MA = V
A/UA is the ultrapower of V by UA, and π0,A : V −→UA VA is the
ultrapower embedding. Even though U is not mentioned in the notation
MA, it will be clear from the context which ultrafilter is used.
As usual, if (VB/U,E) is well-founded, which we assume below, then we take it to
be transitive.
(6) If A ∈ VˇU is a maximal antichain in j(B), then A intersects G = [G˙]U in
exactly one condition which we denote by bA. So bA is defined by A∩G =
{bA}.
(7) VˇU is the direct limit of all MA, where A is a maximal antichain in B.
These maximal antichains are ordered by refinement: B ≤∗ A if B refines
A, meaning that for every b ∈ B, there is an a ∈ A (which is unique)
such that b ≤ a. This partial ordering makes the collection of maximal
antichains of B a (downward) directed partial order, and there are canonical
embeddings πA,B : MA −→ MB which make this collection of ultrapowers
and embeddings a directed system. Denote the direct limit embeddings by
πA,∞ : MA −→ VˇU .
Otherwise, our notation should be standard. It may be worth pointing out that
in the context of a partial order 〈P,≤〉, for p, q ∈ P, we write p||q to express that p
and q are compatible, meaning that there is an r ∈ P with r ≤ p and r ≤ q. If the
partial order is a Boolean algebra B, then we often tacitly work with B \ {0}. So in
that case, p||q would mean p ∧ q 6= 0, and an antichain in B is really an antichain
in B \ {0}. Similarly, p ⊥ q means that p and q are incompatible. In the context
of forcing, the symbol || is used with a different meaning: if ϕ is a formula in the
forcing language of P, and p is a condition in P, then p||ϕ means that p decides ϕ,
that is, either p forces ϕ, or p forces ¬ϕ.
The paper is organized as follows. In Section 2, we give three examples of
canonical iterated ultrapowers that can be presented as single Boolean ultrapowers.
The Boolean algebras here are those associated to Prˇ´ıkry´ forcing, Magidor forcing
and generalized Prˇ´ıkry´ forcing. We also give a lower bound for the consistency
strength of the assumption that an iterated ultrapower by one normal ultrafilter and
its images of length greater than ω can be presented as a single Boolean ultrapower.
In Section 3, we develop a sufficient criterion for when the Bukovsky´-Dehornoy
phenomenon holds, that is, that the intersection model is equal to the Boolean
model: the existence of a simple skeleton. Finally, in Section 4, we develop the
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theory of continuous, eventually uniform representations, in order to describe the
part of the intersection model that makes up the Boolean model, if the canonical
generic filter [G˙]U is uniformly represented.
2. Iterated ultrapowers as single Boolean ultrapowers
In this section, we will show three instances where iterated ultrapowers can be
described as single Boolean ultrapowers. These forcing notions/Boolean algebras
used will be used throughout the remainder of the paper.
2.1. Prˇ´ıkry´ forcing and the ω-th iterate of a normal measure. Let µ be a
normal measure on κ, and let (Mn | n < ω) be the iterates of V by that measure,
and let πm,n :Mm −→Mn be the canonical embeddings. Let’s also set µn = π0,n(µ)
and κn = j0,n(κ). So we have M0 = V, κ0 = κ, µ0 = µ, and for every n < ω,
πn,n+1 :Mn −→µn Mn+1 is the ultrapower embedding fromMn into its ultrapower
Mn+1 by µn, which is a normal measure in the sense of Mn+1 on κn. Let Mω be
the direct limit of this system of embeddings, with direct limit embeddings πn,ω :
Mn −→Mω, and let κω = j0,ω(κ0) (so κω = supn<ω κn), and let µω = π0,ω(µ).
There are well-known yet still fascinating connections between Prˇ´ıkry´ forcing
and this system of embeddings. Let’s write Pµ for Prˇ´ıkry´ forcing with respect to
the fixed normal measure µ.
(1) The sequence ~κ = 〈κn | n < ω〉 is π0,ω(Pµ)-generic over Mω.
(2) The model
⋂
n<ωMn is the forcing extension of Mω by that sequence:⋂
n<ωMn = Mω[~κ].
The first fact is due to Solovay, relying on a characterization of Prˇ´ıkry´-generic
sequences due to Mathias [10]. The formulation is a little sloppy, and since we need
to be more precise later, let’s clarify right now that the sequence ~κ gives rise to a
filter G~κ on j0,ω(Pµ) that’s defined by
G~κ = {〈~κ↾n,A〉 | A ∈ µω, for i < n, κi < min(A), and for all i ∈ [n, ω), κi ∈ A},
and it is this filter that is claimed to be generic in 1. above.
The second connection is due to Bukovsky´ and Dehornoy, independently, and we
shall explore in the next section how it can be generalized to the realm of Boolean
ultrapowers.
There is another fascinating and less well-known connection that was originally
observed by Bukovsky in [2], and that we rediscovered. Let us denote the Boolean
algebra of the Prˇ´ıkry´ forcing Pµ by Bµ, and let G
∗
~κ be the ultrafilter in j0,ω(Bµ)
generated by G~κ. Let U = j
−1“G∗~κ, which we shall call the canonical ultrafilter on
Bµ (it is obvious that it is indeed an ultrafilter). We will give a short alternative
proof here, which relies on the following general fact about Boolean ultrapowers.
Theorem 2.1 ([8, Theorem 38]). Suppose that B is a complete Boolean algebra
and j : V −→ V¯ is an embedding such that there is a filter F ⊆ j(B) that is
ran(j)-generic and
V¯ = {j(f)(bA) | A ⊆ B is a maximal antichain and f : A −→ V},
where bA is the unique member of F ∩ j(A). Then j : V −→ V¯ is isomorphic to the
Boolean ultrapower of V by U := j−1“F ⊆ B. In this case, F is actually V¯-generic,
and V¯[F ] is isomorphic to VB/U .
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Theorem 2.2 (Bukovsky´, [2]). The ω-th iterate Mω of V by the normal measure
µ on κ is the Boolean ultrapower of V by the canonical ultrafilter U on the Boolean
algebra B := Bµ of Prˇ´ıkry´ forcing with respect to µ, and the iterated ultrapower
embedding j0,ω is the same as the Boolean ultrapower embedding jU .
Proof. In order to apply the previous theorem with j = π0,ω, V¯ = Mω and F = G
∗
~κ,
it needs only to be checked that every member of Mω has the form π0,ω(f)(bA),
for some maximal antichain A ⊆ B and f : A −→ V, where bA is defined as in the
theorem we are about to apply.
To see this, let x ∈Mω be given. Let x = π0,ω(f)(κ0, . . . , κn−1), where f ∈ V is
a function whose domain is the set of increasing length n sequences of ordinals less
than κ. For notational simplicity, construe Pµ as a dense subset of B. If s is a finite
increasing sequence of ordinals less than κ, then let s∗ = 〈s, κ \ lub(ran(s))〉 ∈ Pµ
(so s∗ is the weakest condition with first coordinate s). Let
An = {s
∗ | s : n −→ κ is strictly increasing}.
Obviously, An is an antichain. It is also maximal in P, and hence in B, since P is
dense in B: Let 〈t, S〉 ∈ Pµ be given. If |t| ≥ n, then 〈t, S〉 ≤ 〈t↾n, κ \ lub(ran(t))〉.
If |t| < n, then t can be extended to an increasing sequence t′ of length n by
appending the next n− |t| elements of S to t. Clearly then, 〈t′, S \ lub(ran(t′))〉 is
a common extension of 〈t, S〉 and (t′)∗. So in both cases, we found a condition in
An compatible with 〈t, S〉.
It is obvious now that bAn = 〈κ0, . . . , κn−1〉
∗, where we ambiguously use the
notation t∗ in the context of j0,ω(Pµ) with the obvious meaning. So if we define
f∗ : An −→ V by f
∗(s∗) = f(s), it follows that
x = π0,ω(f)(〈κ0, . . . , κn−1〉) = π0,ω(f
∗)(〈κ0, . . . , κn−1〉
∗
) = π0,ω(f
∗)(bAn).
This shows that the theorem quoted above can be applied, completing the proof. 
2.2. Longer iterations. In this section, we will see two examples of iterations of
transfinite length that can be realized as single Boolean ultrapowers. First, let us
point out some limitations, though.
2.2.1. A limitation. In the following theorem, we use the usual notation for the
Mitchell order on normal ultrafilters. If µ and ν are normal ultrafilters on κ, then
µ is less than ν in the Mitchell order if µ belongs to the transitivized ultrapower of
V by ν. It is well-known that this order is well-founded. If ρ is the rank function
on the set of normal ultrafilters on κ, then the range of ρ is the order of κ, denoted
o(κ), and the order of a normal ultrafilter µ on κ is ρ(µ), denoted o(µ).
Theorem 2.3. If there is a measurable cardinal κ and an α > ω such that the α-th
iterate of V by a normal ultrafilter µ on κ is a Boolean ultrapower of V, then there
is an inner model N with a measurable cardinal κ′ such that o(κ′)N > κ′.
Proof. Note that we are only assuming that the α-th iterate of V by µ, as a model,
is a Boolean ultrapower, and not necessarily that the embedding from V into that
iterate is a Boolean ultrapower embedding.
Let’s assume that there is no inner model N with a measurable cardinal κ′ such
that in N , o(κ′) = (κ′)++, because otherwise, we’re done. Let K be the core model.
Then by a result of Mitchell [11], every countably complete K-ultrafilter is in K
(where countable completeness here means that the intersection of countably many
measure 1 sets is nonempty).
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Now let µ be a normal ultrafilter on κ, and let 〈Mi | i ≤ α〉 be the iteration of V
by µ, with embeddings 〈πi,j | i ≤ j ≤ α〉. Let µi = π0,i(µ), so that πi,i+1 : Mi −→µi
Mi+1. Also, let B be a complete Boolean algebra, U an ultrafilter on B, and let
j : V −→U Mα be the Boolean ultrapower, so Mα = VˇU . Let G ⊆ jU (B) be the
canonical VˇU -generic filter, G = [G˙]U . By [8, Theorem 28], VˇU [G] is λ-closed in V
iff j“λ ∈ VˇU . In particular, Mα[G] = VˇU [G] is ω-closed in V (and much more, of
course, but this is all we need). Let 〈κγ | γ < α〉 be the sequence of critical points
of the iteration, and let C = {κn | n < ω}. Then C ∈ Mα[G], by the closure.
Clearly, for any A ⊆ κω with A ∈ Mω, we have that A ∈ µω iff C \ A is finite.
Since P(κω) ∩Mω = P(κω) ∩Mα, it follows that µω is definable in Mα[G], using
P(κω)Mα as a parameter, and so, µω ∈ Mα[G]. So, since µω ⊆ Mα, this means
that there is a minimal model of ZFC, Mα[µω ], that contains Mα ∪ {µω}, and this
model is a forcing extension of Mα. But since Mα∪{µω} ⊆Mω (as Mα is definable
in Mω), it follows that Mα[µω] ⊆Mω. So since µω is a normal ultrafilter in Mω, it
follows that µω is also a normal ultrafilter in Mα[µω ].
Using the result of Mitchell quoted above in Mα[µω], since µω ∩KMα[µω ] clearly
is a countably closed KMα[µω]-ultrafilter, we can conclude that this filter is in
KMα[µω ]. By the forcing-absoluteness of the core model, KMα = KMα[µω]. So,
µω ∩ KMα ∈ KMα . Further, if α > ω + 1, then crit(πω+1,α) = κω+1 and since
P(κω+1)Mω+1 = P(κω+1)Mα , it follows that µω ∩KMα+1 = µω ∩KMω+1 ∈ KMω+1 .
Pulling this back via π−10,ω results in
µ ∩KM1 ∈ KM1
Let us now forget about the iteration and write π = π0,1 and M = M1. So we have
π : V −→µ M and µ ∩K
M ∈ KM
For δ < κ, letting
Aδ = {γ < κ | o(γ)
K ≥ δ}
we show by induction that Aδ ∈ µ.
The case δ = 0 is trivial, and the limit case is also clear, since in that case,
Aδ =
⋂
δ¯<δ Aδ¯.
So let’s assume that Aδ−1 ∈ µ. Then
Aδ−1 = π(Aδ−1) ∩ κ = {γ < κ | o(γ)
KM ≥ δ − 1} ∈ µ ∩KM
so that o(µ ∩KM )K
M
≥ δ − 1, which means that o(κ)K
M
≥ δ. But then,
κ ∈ π(Aδ)
which means that Aδ ∈ µ, by normality of µ.
Applying Mitchell’s result in V yields, of course, that µ ∩K ∈ K, and clearly,
Aδ ∈ µ ∩K, for all δ < κ. This means that o(µ ∩K)K ≥ κ, and hence, oK(κ) >
κ. 
In order to formulate another similar restriction, let’s say that a cardinal κ is
absolutely the least measurable cardinal if κ is measurable and there is no poset P
that forces that there is a smaller measurable cardinal. Note that every model with
a measurable cardinal has a forcing extension with an absolutely least measurable
cardinal. It is understood that when writing “forcing”, we refer to “set forcing”,
unless we specifically write “class forcing.”
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Theorem 2.4. If κ is absolutely the least measurable cardinal, then for any α > ω,
the α-th iterate of V by a normal ultrafilter on κ is not a Boolean ultrapower of V.
Proof. Using the notation of the proof of the previous theorem, and using the same
reasoning, it follows that µω is a normal ultrafilter in Mα[µ
ω ], a forcing extension
of Mα. So κω is measurable in Mα[µ
ω]. As κ is absolutely the least measurable
cardinal in V, and since this is a first order property, it follows that κα is absolutely
the least measurable cardinal in Mα. But Mα[µ
ω] is a forcing extension of Mα in
which κω, a cardinal less than κα, is measurable. This is a contradiction. 
2.2.2. Magidor Forcing. On the positive side, Magidor forcing allows for examples
of long iterations in which the critical point of the next normal ultrafilter applied
is the image of the previous one: Let 〈Uγ | γ < α〉 be a sequence of normal ultra-
filters on κ > α, increasing in the Mitchell order, and let 〈Mγ | γ ≤ α〉 and 〈jγ,δ |
γ ≤ δ ≤ α〉 be defined by letting M0 = V, π0,0 = id. If 〈Mγ | γ ≤ ξ〉 and 〈πγ,δ |
γ ≤ δ ≤ ξ〉 are already defined and ξ < α, then let πξ,ξ+1 : Mξ −→j0,ξ(Uξ) Mξ+1,
πξ+1,ξ+1 = id and for ζ < ξ, let πζ,ξ+1 = πξ,ξ+1 ◦ πζ,ξ. If If 〈Mγ | γ < λ〉 and
〈πγ,δ | γ ≤ δ < λ〉 are already defined, where λ ≤ α is a limit ordinal, then Mλ,
〈πγ,λ | γ ≤ λ〉 is the direct limit of that system. Let 〈κγ | γ < α〉 be the sequence
of critical points of that iteration. For γ < δ < α, let Uγ = [f
δ
γ ]Uδ (such functions
exist because the ~U sequence is increasing in the Mitchell order). Let M = M(~U, ~f)
be the Magidor forcing associated to ~U and ~f .
Theorem 2.5 ([7], [4]). The sequence 〈κγ | γ < α〉 is a Magidor sequence over Mα,
that is, it gives rise to a filter G~κ which is generic over Mα for the forcing π0,α(M).
Let M∗ be the complete Boolean algebra of M, and let G∗~κ be the ultrafilter in
π0,α(M
∗) generated by G~κ.
Theorem 2.6. Mα is the Boolean ultrapower of V by the ultrafilter F = (π
−1
0,α)“G
∗
~κ
in the Boolean algebra M∗.
Proof. Let j = π0,α : V −→ Mα. We again want to use Theorem 2.1 (that is, [8,
Theorem 38]). As in the proof of the corresponding theorem for Prˇ´ıkry´ forcing,
let’s construe M∗ to have M as a dense subset. For every finite subset a of α, let Ia
be the collection of s with domain a such that there is a T with 〈s, T 〉 ∈ M. Note
that if s ∈ Ia, then there is a weakest T witnessing this, call it Ts (for ξ < min(a),
Ts(ξ) = s(min(a)), for ξ > max(a), Ts(ξ) = κ, and for min(a) < ξ < max(a), ξ /∈ a,
Ts(ξ) = s(min(a \ (ξ + 1))) \ s(max(a ∩ ξ)) + 1). Let
Aa = {〈s, Ts〉 | s ∈ Ia}.
It is now easy to see that Aa is a maximal antichain inM. Clearly, it is an antichain.
To see that it is maximal, we have to show that any condition 〈r, S〉 in M is
compatible with some condition in Aa. First, it is clear that there is a condition
〈r′, S′〉 ≤ 〈r, S〉 with a ⊆ dom(r′) - this follows from [9, Lemma 3.2]. But clearly
then, s := r′↾a ∈ Ia, and so, 〈r′, S′〉 ≤ 〈s, Ts〉 and 〈r′, S′〉 ≤ 〈r, S〉. So 〈r, S〉 is
compatible with 〈s, Ts〉 ∈ Aa. So Aa is a maximal antichain in M, and hence in
M
∗, as M is dense in M∗. To see that the assumptions of Theorem 2.1 are satisfied,
let x ∈ Mα. Let x = j(f)(κξ0 , . . . , κξn−1), f : κ
n −→ V. Let a = {ξ0, . . . , ξn−1}.
Define f∗ : Aa −→ V by f∗(〈s, Ts〉) = f(s). Clearly, bAa , the unique condition
in j(Aa) whose first component has domain a and which belongs to the generic
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filter corresponding to the critical sequence, must be 〈~κ↾a, T~κ↾a〉. So j(f
∗)(bAa) =
j(f)(~κ↾a) = x. The claim now follows from Theorem 2.1. 
2.2.3. Generalized Prˇ´ıkry´ Forcing. Another example where long iterations can be
realized as single Boolean ultrapowers is a generalization of Prˇ´ıkry´ forcing that
was analyzed in great detail in [6]. The starting point for such forcing notions is
a discrete set of measurable cardinals D, with monotone enumeration ~κ = 〈κi |
i < α〉 and order type α, a corresponding sequence ~U = 〈Ui | i < α〉 such that Ui
is a normal ultrafilter on κi, and a sequence 〈ηi | i < α〉 of ordinals in [1, ω]. The
forcing P = P~U,~η will add a set of ordinals of order type ηi below κi, for each i < α.
In case ηi = ω, that set will be cofinal in κi, so that the cofinality of κi will become
ω. If ηi < ω, then the cofinality of κi will remain unchanged. Conditions in P are
pairs 〈s, T 〉, where s is a function whose domain is a finite subset of α, and for every
i ∈ dom(s), s(i) ⊆ κi \ supj<i κj is finite and has size in [1, ηi]. By convention, s(i)
is taken to be ∅ if i /∈ dom(s), and similarly for T (i). The domain of the function
T consists of all i < α with |s(i)| < 1 + ηi, and T (i) ∈ Ui, s(i) ⊆ min(T (i)) for all
i ∈ dom(T ). The ordering is defined in the natural way: 〈s′, T ′〉 ≤ 〈s, T 〉 if for all
i < α, s(i) ⊆ s′(i), s′(i) \ s(i) ⊆ T (i), and for all i < α, T ′(i) ⊆ T (i).
Here, we will focus on the case that ηi = 1, for all i < α, to simplify the notation
- everything should go through in the general setting as well. So we will suppress
any mention of ~η.
In [6], an iterated ultrapower, called the imitation of P, was constructed. In
the special case where ηi = 1, the construction proceeds as follows. We start with
the model M0 = V, π0,0 = id. If Mi has been constructed already, together with
embeddings πγ,δ, for γ ≤ δ ≤ i, then we let
πi,i+1 :Mi −→Wi Mi+1
be the ultrapower embedding by Wi = π0,i(~U)i, where Mi+1 is transitive. Then,
as usual, for γ < i, we let πγ,i+1 = πi,i+1πγ,i. At limit λ, we let Mλ, together
with the embeddings πγ,λ, for γ < λ, be the transitivized direct limit of the system
constructed thus far. We carry out this construction until a point is reached at
which Wi is undefined, that is, a point at which i = π0,i(α). Let us write α˜ for that
point, so Mα˜ is the last model in the imitation iteration of P. Let us also write
λi = π0,i(~κ)i. So this is the critical point of πi,i+1; it is the measurable cardinal
(in the sense of Mi) that Wi lives on. It will also be a useful shorthand to write αi
for π0,i(α). So α˜ = αα˜, and α˜ is least with that property. The main fact on the
imitation iteration of P that we need here is the following corollary (adapted to the
special case ηi = 1):
Theorem 2.7 ([6, Corollary 2]). The sequence 〈λi | i < α˜〉 of critical points of the
imitation of P gives rise to an Mα˜-generic filter on π0,α˜(P).
The proof of this theorem makes use of a Mathias-like characterization of generic-
ity of generalized Prˇ´ıkry´ sequences, which says, again in our special case (but there
is a general version) that a sequence 〈γi | i < α〉 with γi ∈ [supj<i κj, κi) for all
i < α is generic over V if for every sequence 〈Xi | i < α〉 in V such that Xi ∈ Ui for
all i, γi ∈ Xi for all but at most finitely many i < α (see [6, Theorem 1]). Knowing
this characterization, it is straightforward to check that Theorem 2.7 holds, that is,
that the critical sequence is generic over the limit model.
BOOLEAN ULTRAPOWERS AND THE BUKOVSKY´-DEHORNOY PHENOMENON 9
One can do a product analysis of generalized Prˇ´ıkry´ forcing in the obvious way.
For i ≤ j ≤ α and a condition p = 〈s, T 〉 ∈ P, write p↾[i, j) for 〈s↾[i, j), T ↾[i, j)〉,
and let P↾[i, j) = {p↾[i, j) | p ∈ P}, equipped with the obvious ordering. Then,
P ∼= P↾[0, i) × P↾[i, α). Of course, P↾[i, j) can itself be viewed as a generalized
Prˇ´ıkry´ forcing (by shifting the index set [i, j) to [0, j − i)), and so, it makes sense
to refer to the imitation iteration of P↾[i, j).
The goal is to show that the embedding π0,α˜ : V −→ Mα˜ is the Boolean ultra-
power embedding from V into its Boolean ultrapower VˇU , where U is the pullback
of the π0,α˜(P)-generic filter generated over Mα˜ by the critical sequence. This is less
obvious in the present case than it was in the case of Prˇ´ıkry´ forcing or Magidor
forcing. We will approach the full result in a few smaller steps.
Definition 2.8. P is short if α < κ0. It is medium if κ0 ≤ α < θ = supi<α κi. It
is long if α = θ.
Of course, α can not be greater than θ.
In the following, let us fix P and its imitation iteration with models 〈Mi | i ≤ α˜〉
and embeddings 〈πi,j | i ≤ j ≤ α˜〉. Let B be the Boolean algebra of P. Let G~λ be
the filter on π0,α˜(B) generated by ~λ over Mα˜, and let U = π
−1
0,α˜“G~λ be the pullback
of G~λ, an ultrafilter on B. Let j : V −→U VˇU .
Lemma 2.9. If P is short, then j = π0,α˜, Mα˜ = VˇU , and Mα˜[~λ] = V
B/U .
Proof. This is the case in which the argument proceeds very much as in the case of
Prˇ´ıkry´ or Magidor forcing. By Theorem 2.1, we have to show that every member a
ofMα˜ can be written as a = π0,α˜(f)(bA), for some maximal antichain A ⊆ P, where
as before, bA is the unique element of the Mα˜-generic filter that belongs to π0,α˜(A).
Clearly, there is a function f such that a = π0,α˜(f)(λi0 , . . . , λin−1), for some n < ω
and i0 < i1 < . . . < in−1 < α˜. Note that since P is short, α˜ = α, Wi = π0,i(Ui)
and λi = π0,i(κi). So we can let A be the maximal antichain in P consisting
of all conditions 〈s, T 〉 with dom(s) = {i0, . . . , in−1} and T (i) = κi for all i ∈
α \ {i0, . . . , in−1}. Define g : A −→ V by setting g(〈s, T 〉) = f(s(i0), . . . , s(in−1)).
We claim that a = π0,α˜(g)(bA). To see this, let bA = 〈s, T 〉. Since 〈s, T 〉 ∈ j(A), the
domain of s must be π0,α˜({i0, . . . , in−1}) = {i0, . . . , in−1}. And since 〈s, T 〉 belongs
to the filter generated by ~λ, it follows that s(ij) = λij , for j < n. By definition of
g, then, π0,α˜(g)(bA) = π0,α˜(g)(〈s, T 〉) = π0,α˜(f)(λi0 , . . . , λin−1) = a. 
Let us now work our way towards the case that P is medium. The following is a
technical lemma that will be useful.
Lemma 2.10. Let a ∈ Mα˜, and suppose there is an i < α˜, an A ∈ Mi which is a
maximal antichain in π0,i(P)↾[i, αi) in Mi and a function f : A −→ Mi, f ∈ Mi,
such that a = πi,α˜(f)(bA). Then there is a maximal antichain A
∗ ⊆ P and a
function f∗ : A∗ −→ V such that a = π0,α˜(f∗)(bA∗).
Note: The coordinate i can be read off of A, since i is the minimum of the union of
the domains of s and T , for any 〈s, T 〉 ∈ A. The notation bA then makes sense: it is
the unique member of πi,α˜(A) that belongs to the filter on πi,α˜(P)↾[i, α˜) generated
by 〈λj | i ≤ j < α˜〉, which is generic for that partial order over Mα˜. Note that the
critical point of πi,α˜ is λi = π0,i(~κ)i > supj<i π0,i(~κ)j ≥ i, so πi,α˜(i) = i.
10 FUCHS AND HAMKINS
Proof. Let j be least such that there is an A˜ ∈ Mj, such that A˜ is a maximal an-
tichain in π0,j(P)↾[j, αj), and an f˜ : A˜ −→Mj, f˜ ∈Mj , such that a = πj,α˜(f˜)(bA˜).
Fix such A˜ and f˜ . We claim that j = 0. Clearly, there is such a j, and j ≤ i, as
witnessed by A and f . If j is not 0, then j is either a successor or a limit ordinal.
Case 1: j is a successor ordinal, say j = γ + 1.
Let ~A = 〈Aξ | ξ < λγ〉, ~f = 〈fξ | ξ < λγ〉 ∈ Mγ so that [ ~A]Wγ = A˜ and [~f ]Wγ =
f˜ . Recall that crit(πγ,γ+1) = λγ is greater than γ, hence it is greater than γ + 1
as well, so we may assume that for all ξ < λγ , Aξ is a maximal antichain in
π0,γ(P)↾[γ + 1, αγ) and fξ : Aξ −→Mγ . Set
A∗ = {〈s ∪ {〈γ, ξ〉}, T 〉 | ξ < λγ and 〈s, T 〉 ∈ Aξ}
and define f∗ : A∗ −→Mγ by setting
f∗(〈s, T 〉) = fs(γ)(〈s, T 〉↾[γ + 1, αγ))
Then A∗ is a maximal antichain in π0,γ(P)↾[γ, αγ): it is obvious that it is an
antichain. To see that it is maximal, suppose 〈s, T 〉 ∈ π0,γ(P)↾[γ, αγ) were in-
compatible with all members of A∗. W.l.o.g., we may assume that γ ∈ dom(s).
Let s(γ) = ξ. Then 〈s, T 〉↾[γ + 1, αγ) would be incompatible (with respect to
π0,γ(P)↾[γ + 1, αγ)) with all members of Aξ, which contradicts the maximality of
Aξ.
We claim that πγ,α˜(f
∗)(bA∗) = a. To see this, let bA∗ = 〈s, T 〉. Since every
member 〈t,H〉 ∈ A∗ has γ in its domain, the same is true for πγ,α˜(A∗). Since bA∗
belongs to the filter generated by 〈λζ | γ ≤ ζ < α˜〉, it must be the case that s(γ) =
λγ . But this means that 〈s, T 〉↾[γ+1, π0,α˜(α)) ∈ πγ,α˜( ~A)λγ , because of the way A
∗
was constructed from the Aξ (ξ < λγ). But πγ,α˜( ~A)λγ = πγ+1,α˜(πγ,γ+1( ~A)(λγ)) =
πγ+1,α˜([ ~A]Wγ ) = πγ+1,α˜(A˜). This means that bA∗↾[γ + 1, α˜) = bA˜. By the way f
∗
was defined, we get:
πγ,α˜(f
∗)(bA∗) = (πγ,α˜(~f)λγ )(bA∗↾[γ + 1, α˜))
= πγ+1,α˜([~f ]Wγ )(bA˜)
= πγ+1,α˜(f˜)(bA˜)
= a.
This contradicts the minimality of j = γ + 1.
Case 2: j is a limit ordinal.
Since Mj is the direct limit of the earlier structures, there is a γ < j such that
f˜ and A˜ are in the range of πγ,j. Let f¯ , A¯ be the preimages. Since j is definable
from A˜, it follows that j is in the range of πγ,j as well. Let j¯ = π
−1
γ,j(j). It follows
that j¯ ≥ γ, because if j¯ < γ, then since γ < λγ = crit(πγ,j), it would follow that
j = πγ,j(j¯) = j¯ < γ < j. So we have that A¯ ⊆ π0,γ(P)↾[j¯, αγ) is a maximal
antichain, and f¯ : A¯ −→Mγ . We can now easily expand A¯ to a maximal antichain
A∗ in π0,γ(P)↾[γ, αγ) by setting
A∗ = {〈s, T 〉 ∈ π0,γ(P)↾[γ, αγ) | 〈s, T 〉↾[j¯, αγ) ∈ A¯ and for all ξ ∈ [γ, j¯),
T (ξ) = π0,γ(~κ)ξ}
Similarly, f¯ can be expanded to f∗, so as to act on A∗, so that f∗ : A∗ −→ Mγ ,
by setting
f∗(p) = f¯(p↾[j¯, αγ))
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It is straightforward to check that A∗ is a maximal antichain in π0,γ(P)↾[γ, αγ): it
is clearly an antichain, and it is maximal because if 〈s, T 〉 were incompatible with
every member of A∗, then since the conditions in A∗ are trivial below j¯, it would
follow that 〈s, T 〉↾[j¯, αγ) is incompatible with every member of A¯, which would
contradict the maximality of A¯.
Of course, our next claim is that πγ,α˜(f
∗)(bA∗) = a. To see this, let 〈s, T 〉 = bA˜.
Let 〈s, T ′〉 ∈ π0,α˜(P)↾[γ, α˜) be defined by letting T ′↾[j, α˜) = T , and for ξ ∈ [γ, j),
T ′(ξ) = π0,j(~κ)ξ. Then 〈s, T
′〉 ∈ πγ,α˜(A¯), and 〈s, T
′〉 belongs to the generic filter
generated by 〈λξ | γ ≤ ξ < α˜〉. So 〈s, T ′〉 = bA∗ . Hence, bA∗↾[j, α˜) = bA˜, and so,
πγ,α˜(f
∗)(bA∗) = πγ,α˜(f¯)(bA˜) = πj,α˜(f˜)(bA˜) = a
as desired.
Again, we have reached a contradiction to the minimality of j. So the only
possibility is that j = 0, and this proves the lemma. 
Lemma 2.11. If P is medium, then j = π0,α˜, Mα˜ = VˇU , and Mα˜[~λ] = V
B/U .
Proof. As in the proof of Lemma 2.9, we will use Theorem 2.1. So we have to show
that every member a of Mα˜ can be written as a = π0,α˜(f)(bA), for some maximal
antichain A ⊆ P. So let a ∈Mα˜ be given.
Since P is medium, there is a γ < α such that α < κγ . Note that γ > 0, as P
is medium, not short. So by elementarity, there is a γ < α˜ = π0,α˜(α) such that
α˜ < π0,α˜(~κ)γ . Let i be the least such γ. Then π0,i(α) < π0,i(~κ)i. This is because if
π0,i(α) ≥ π0,i(~κ)i, then, applying πi,α˜, we would get
α˜ = π0,α˜(α) ≥ πi,α˜(π0,i(~κ)i) = π0,α˜(~κ)πi,α˜(i) = π0,α˜(~κ)i
because i < crit(πi,α˜). So α˜ ≥ π0,α˜(~κ)i, contradicting the choice of i.
This means that the forcing π0,i(P)[i, αi) is short (slightly abusing notation),
where we again write αi for π0,i(α). But notice that the tail of the iteration after
i, 〈Mγ | i ≤ γ ≤ α˜〉 is the imitation of π0,i(P)↾[i, αi). So we can apply Lemma 2.9,
and we get that a = πi,α˜(f)(bA), for a maximal antichain A in π0,i(P)↾[i, αi) and
a function f : A −→ Mi, where f,A ∈ Mi. But then Lemma 2.10 kicks in, telling
us that there is a maximal antichain A∗ in P and a function f∗ : A∗ −→ V such
that a = π0,α˜(f
∗)(bA∗). Since a was an arbitrary member of Mα˜, this proves the
lemma. 
Lemma 2.12. If P is long, then j = π0,α˜, Mα˜ = VˇU , and Mα˜[~λ] = V
B/U .
Proof. Let a ∈ Mα˜. According to Theorem 2.1 again, we have to find f∗, A∗ such
that A∗ is a maximal antichain in P, f∗ : A∗ −→ V, and a = π0,α˜(f∗)(bA∗). Since
P is long, α˜ is a limit ordinal, and so, there is an i < α˜ and an a¯ ∈ Mi such that
πi,α˜(a¯) = a. Let Pi = π0,i(P)↾[i, αi), let A = {1lPi}, and let f : A −→Mi be defined
by f(1lPi) = a¯. Clearly then, πi,α˜(f)(bA) = πi,α˜(a¯) = a. But then, Lemma 2.10
implies that there are f∗ and A∗ with the desired properties. 
Note that the proof of the previous lemma only made use of the fact that α is a
limit ordinal under its assumption.
Now, Lemmas 2.9, 2.11 and 2.12 yield:
Theorem 2.13. If P = P~U,~η is a generalized Prˇ´ıkry´ forcing of length α, with ηi = 1
for all i < α, B is the Boolean algebra of P and if ~M is the imitation iteration of
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P with embeddings ~π, and if U is the pullback of the filter on π0,α˜(B) generated by
the critical sequence, and j : V −→ VˇU is the Boolean ultrapower, then
• j = π0,α˜,
• Mα˜ = VˇU , and
• Mα˜[~λ] = VB/U .
The result should hold without the restriction to the case where ηi = 1 for all
i < α. We made this assumption merely to keep the notation simple.
3. The Bukovsky´-Dehornoy Phenomenon, simple antichains and
skeletons
It is by now a well-known fact that when one iterates a normal measure ω many
times, and then intersects the finite iterates, the resulting model, let’s call it the
intersection model, is the generic extension of the direct limit by the Prˇ´ıkry´-generic
filter generated by the critical sequence. The history of this fact is as follows:
Bukovsky´ showed that the intersection model is a generic extension of the direct
limit model in [1], but it was left open what forcing led from the direct limit model
to the intersection model. Dehornoy then showed in [3] that the forcing is Prˇ´ıkry´
forcing (and he showed much more general results in that paper). In [2], Bukovsky´
showed that the intersection model is the same as the Boolean model VB/U and
that the direct limit model is the same as VˇU .
In this section, we investigate whether this phenomenon can be extended to the
Boolean ultrapower setting, or whether Boolean ultrapowers can be used to explain
it. The attractive scenario is that the modelsMA correspond to the finite iterates in
the case of Prˇ´ıkry´ forcing, the direct limit model corresponds to VˇU , the intersection
model corresponds to the intersection of the models MA, and the generic extension
of the direct limit model corresponds to VB/U . In short, the phenomenon we are
interested in is ⋂
A
MA = V
B/U
Since in general, VB/U = VˇU [G], this equation says it all, and if it holds, then we
say that the Bukovsky´-Dehornoy phenomenon arises with U .
Recall that if A ⊆ B is a maximal antichain and we form MA, the ultrapower of
V by the ultrafilter UA on A, then we denote the canonical embedding from V into
MA by π0,A, and the direct limit embedding is denoted πA,∞ :MA −→ VˇU .
3.1. A condition implying the Bukovsky´-Dehornoy phenomenon. Before
continuing our analysis of situations when the Bukovsky´-Dehornoy phenomenon
arises, let us note that it is not universal. The following was observed jointly by
the first author and Joseph van Name.
Observation 3.1. If κ is a measurable cardinal such that 2κ = κ+, then there is an
ultrafilter U on the complete Boolean algebra B of Add(κ) such that the Bukovsky´-
Dehornoy phenomenon fails for U .
Proof. This is a simple consequence of Corollary 81 in [8]. Letting µ be a normal
ultrafilter on κ, that corollary says that under the assumptions of the observation,
there is an ultrafilter U on B such that the Boolean ultrapower by U is equal to
the ultrapower of V by µ, and the embeddings jU and jµ are equal. Now, if A
is a maximal antichain in B, the embedding jU = jµ factors as jµ = πA,∞ ◦ π0,A.
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Since µ is normal, and hence minimal in the Rudin-Keisler order on κ-complete
ultrafilters, it follows that this factoring is trivial, i.e., one factor is the identity.
Now it cannot be that for every maximal antichain, π0,A is the identity, because
then, it would follow that whenever B is a maximal antichain refining A, πA,B is the
identity, because π0,B = πA,Bπ0,A. But then πA,∞ would have to be the identity
as well, for every A, being the direct limit of this system. So, let A be a maximal
antichain such that π0,A is not the identity. Then πA,∞ is the identity, and so,
MA = VˇU . It follows easily that the intersection model is
⋂
AMA = VˇU , but of
course, [G˙]U ∈ (VB/U) \ VˇU , since B is non-atomic. 
We will explore failures of the Bukovsky´-Dehornoy phenomenon further in a
future project. For now, the goal is to find criteria that ensure that it holds. It will
be crucial to analyze when the embedding πA,∞ : MA −→ VˇU is itself a Boolean
ultrapower embedding.
Definition 3.2. If A is a maximal antichain in B, then let GA = π
−1
A,∞“G.
Theorem 3.3. Let A ⊆ B be a maximal antichain. Then
(1) VB/U ∼= M
π0,A(B)
A /GA.
(2) πA,∞ :MA −→GA VˇU ,
which means that the direct limit embedding πA,∞ : MA −→ VˇU is
the same as the Boolean ultrapower embedding j(MA,π0,A(B),GA) : MA −→
Ult(MA, π0,A(B), GA).
(3) χ↾G : G
∼
←→ G˜,
where G˜ = [πA(G˙)]GA and χ : V
B/U −→M
πA(B)
A /GA is the isomorphism
from 1.
Proof. Let us first show 1.
We define an embedding χ : VB/U −→ M
πA(B)
A /GA, and show that it is onto.
Define χ by setting
χ([τ ]U ) = [πA(τ)]GA
First, let us show that this is a correct definition. So suppose x = [τ ]U = [τ
′]U .
This means that Jτ = τ ′KB ∈ U . Since j“U ⊆ G, this implies that Jj(τ) =
j(τ ′)KVˇU ,j(B) ∈ G. Since j = πA,∞ ◦ πA, we can pull back via π
−1
A,∞, giving
JπA(τ) = πA(τ
′)KMA,πA(B) ∈ GA, as GA = π
−1
A,∞“G. This means that [πA(τ)]GA =
[πA(τ
′)]GA , and thus shows that χ is well-defined. Replacing “τ = τ
′” with any de-
sired formula ϕ(~τ ) in this argument shows now that χ is an elementary embedding.
Note: The above proof shows that whenever U ′ is an ultrafilter on πA(B) such that
πA“U ⊆ U ′, the stipulation χ([τ ]U ) = [πA(τ)]U ′ is a correct definition of an elemen-
tary embedding from VB/U to M
πA(B)
A /U
′. Note also that it is always the case that
j−1“G = U . Applying this to MA, πA(B), this means that if πA,∞ : MA −→U ′ VˇU
and G = [G˙]U ′ , then it has to be the case that U
′ = π−1A,∞“G.
Let us now show that χ is onto. Let y = [ν]GA be an arbitrary element of
M
πA(B)
A /GA, for some ν ∈ M
πA(B)
A . Let ν = [f ]UA , where f : A −→ V
B, f ∈ V.
Let τ = mix(f) be the canonical name resulting from mixing the names f(a), for
a ∈ A. So
for every a ∈ A, a ≤ Jτ = f(a)K
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Let x = [τ ]U . We claim that χ(x) = y.
By definition, χ(x) = χ([τ ]U ) = [πA(τ)]GA . And y =
[
[f ]UA
]
GA
. So in order to
show that χ(x) = y, we have to show that
[πA(τ)]GA =
[
[f ]UA
]
GA
This is equivalent to
JπA(τ) = [f ]UAK
MA,πA(B) ∈ GA
Let h : A −→ B be defined in V by
h(a) = Jτ = f(a)K
So
[h]UA = JπA(τ) = [f ]UAK
MA,πA(B)
and we have to show that [h]UA ∈ GA. By definition of GA, this is equivalent to
saying that
πA,∞([h]UA) ∈ G
By definition, πA,∞([h]UA) = [h]U = j(h)(bA) = Jj(τ) = j(f)(bA)K
VˇU ,j(B). But by
definition of τ as mixing f , in V, for every a ∈ A, a ≤ Jτ = f(a)K, so by elementarity
of j,
for every a ∈ j(A), a ≤ Jj(τ) = j(f)(a)KVˇU ,j(B)
Since bA ∈ j(A), it follows that bA ≤ Jj(τ) = j(f)(bA)KVˇU ,j(B). So, since also,
bA ∈ G, it follows that Jj(τ) = j(f)(bA)KVˇU ,j(B) ∈ G. This shows that χ is onto.
Let us now show part 2. Writing
j′ : (MA, πA(B), GA) −→GA Ult(MA, πA(B), GA)
we want to show that χ ◦ πA,∞ = j
′. Since χ is the identity, this implies that
j′ = πA,∞.
Let x = [f ]UA ∈MA, f : A −→ V, f ∈ V. Then
χ(πA,∞(x)) = χ(πA,∞([f ]UA)
= χ([f ]U )
= χ(j(f)(bA))
= χ((j(f˜)(bA))
G), where f˜(a) = (f(a))ˇ for all a ∈ A
= χ([mix(f˜)]U )
= [πA(mix(f˜))]GA
by definition of χ. We want to show that this is the same as j′(x), which, in turn,
is [xˇ]GA . So we have to show:
[πA(mix(f˜))]GA =
[
([f ]UA )ˇ
]
GA
To see this, first, observe that it is equivalent to
JπA(mix(f˜)) = ([f ]UA )ˇK
MA,πA(B) ∈ GA
As in the previous proof, define h : A −→ B by
h(a) = Jmix(f˜) = (f(a))ˇKB
So we have to show that πA,∞([h]UA) ∈ G. But
πA,∞([h]UA) = [h]U = j(h)(bA) = Jj(mix(f˜)) = (j(f)(bA))ˇK
VˇU ,j(B)
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Since bA ∈ j(A) and j(mix(f˜)) mixes the (j(f)(a))ˇ names, it follows that
bA ≤ Jj(mix(f˜)) = (j(f)(bA))ˇK
VˇU ,j(B)
and since bA ∈ G, it follows that
Jj(mix(f˜)) = (j(f)(bA))ˇK
VˇU ,j(B) ∈ G
This completes the proof.
To see 3, we can use the fact that χ is onto, and argue:
[σ]U ∈ G ⇐⇒ Jσ ∈ G˙K ∈ U
=⇒ (VˇU , j(B)) |= Jj(σ) ∈ j(G˙)K ∈ G
=⇒ (MA, GA) |= JπA(σ) ∈ πA(G˙)K ∈ GA
⇐⇒ (MA, GA) |= [πA(σ)]GA ∈ [πA(G˙)]GA
⇐⇒ χ([σ]U ) ∈ G˜.
For the converse, we can argue similarly:
[σ]U /∈ G ⇐⇒ Jσ /∈ G˙K ∈ U
=⇒ (VˇU , j(B)) |= Jj(σ) /∈ j(G˙)K ∈ G
=⇒ (MA, GA) |= JπA(σ) /∈ πA(G˙)K ∈ GA
⇐⇒ (MA, GA) |= [πA(σ)]GA /∈ [πA(G˙)]GA
⇐⇒ χ([σ]U ) /∈ G˜.

For the remainder of this section, except for the subsection in the end, we will
assume that VB/U is well-founded, and hence, we can take all the models MA,
VB/U and VˇU to be transitive. Without this assumption, it does not make sense to
consider the intersection
⋂
AMA, for example, and so, taken literally, the Bukovsky´-
Dehornoy phenomenon does not make sense. We will explore a version of the
phenomenon for ill-founded ultrapowers in the subsection at the end of the present
section.
Note that the embedding jMA,π0,A(B),GA (which is the same as the embedding
πA,∞) is internal to MA if GA ∈ MA. This makes the assumption GA ∈ MA a
natural one.
Definition 3.4. An antichain A ⊆ B is simple (with respect to U) if GA ∈ MA
(when the ultrapowers are formed with respect to U).
We will often suppress the reference to the ultrafilter U used for the formation
of the (Boolean) ultrapowers, but of course, the meaning of GA and MA depends
on U .
Question 3.5. If B ≤∗ A are maximal antichains in B and B is simple, then does
it follow that A is simple?
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This is clearly the case if GA ∈ ran(πA,B), and in that case, GA = π
−1
A,B(GB) ∈
MA. This is because
x ∈ π−1A,B(GB) ⇐⇒ πA,B(x) ∈ GB
⇐⇒ πB,∞(πA,B(x)) ∈ G
⇐⇒ πA,∞(x) ∈ G
⇐⇒ x ∈ GA.
If A is simple, then not only is the embedding πA,∞ = j
(MA,π0,A(B),GA) internal to
MA, but the entire construction of VB/U = M
π0,A(B)
A /GA is internal to MA. This
gives the following corollary.
Corollary 3.6. If A is simple, then VB/U ⊆MA.
What we are aiming to show is that
⋂
A
MA = V
B/U
or to determine under which conditions this is true. The previous corollary may be
used for the direction from right to left, giving
Lemma 3.7. If every maximal antichain A ⊆ B is simple, then
VB/U ⊆
⋂
A
MA.
More generally,
VB/U ⊆
⋂
A is simple
MA.
Towards formulating a sufficient criterion for the other inclusion, we need the
following definition.
Definition 3.8. A skeleton for (B, U) is a set A of maximal antichains in B such
that
(1) A is directed under refinement,
(2) j“A ∈ VB/U ,
(3) VˇU = {j(f)(bA) | A ∈ A and f : A −→ V}.
A skeleton A is simple if every A ∈ A is simple.
Note that if δ = |A|, then j“A ∈ VB/U iff j“δ ∈ VB/U , and that is the case iff
δ(VB/U) ⊆ VB/U (for this last equivalence, see [8, Theorem 28]). In particular, if
δ ≤ crit(j), then j“A ∈ VB/U .
We now show that the converse of Lemma 3.7 holds, assuming the existence of
a simple skeleton.
Theorem 3.9. If there is a simple skeleton A for B, U , then the Bukovsky´-
Dehornoy phenomenon holds for the Boolean ultrapower of V by U. That is,
VB/U =
⋂
A∈A
MA
Proof. The direction from left to right follows from Corollary 3.6, since every A in
A is simple.
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For the converse, assume that the inclusion
⋂
A∈AMA ⊆ V
B/U fails. Let a˜ ∈⋂
A∈AMA \V
B/U be ∈-minimal. It follows that a˜ ⊆ VB/U . Let γ be the rank of a˜,
and in VB/U , let f be a bijection between Vγ and its cardinality. Let a = f“a˜. We
will show that a ∈ VB/U , which implies that a˜ ∈ VB/U as well, a contradiction.1
To show that a ∈ VB/U , we are going to prove that a is definable from parameters
in VB/U .
First, fix A ∈ A. Since GA ∈MA, the function πA,∞ is definable in MA, and so,
the set aA := π
−1
A,∞“a ∈ MA. This means that there is a function fA : A −→ V
such that aA = [fA]UA .
Now, let us consider the function A 7→ fA and denote it by ~f , so fA = ~f(A) =
(~f)A.
In VB/U , we can define the map B 7→ b˜B, where B is a maximal antichain in
j(B) with B ∈ VˇU , and b˜B is the unique condition in B ∩G. For this definition, G
is needed as a parameter, so it can be carried out in VB/U , but not in VˇU .
In the proof of the following claim, we will make use of the assumption that
j“A ∈ VB/U .
(∗) α ∈ a iff there is an A ∈ j“A such that for all B ∈ j“A refining A,
α ∈ j(~f)B(b˜B).
Proof of (∗). For the direction from left to right, assume that α ∈ a. Pick A¯ ∈ A
so that α ∈ ran(πA¯,∞). Let A = j(A¯). Then A witnesses the right hand side of
(∗), because if B refines A and is in j“A, then, letting B¯ = j−1(B), B¯ refines A¯,
and hence, α ∈ ran(πB¯,∞). It follows that α¯ = π
−1
B¯,∞
(α) ∈ aB¯ = [fB¯]UB¯ . Applying
πB¯,∞ to this fact, we get that α ∈ πB¯,∞([fB¯]UB¯ ) = j(fB¯)(bB¯) = j(
~f)B(b˜B).
For the direction from right to left, let A be as in the claim. Let A¯ = j−1(A).
Pick a refinement B¯ of A¯ in A such that α ∈ ran(πB¯,∞), which is possible, since
A is a skeleton. By elementarity, B := j(B¯) refines A. So by our assumption, we
have
α ∈ j(~f)B(b˜B)
But j(~f)B(b˜B) = j(fB¯)(bB¯) = πB¯,∞([fB¯ ]UB¯ ) = πB¯,∞(aB¯). So α ∈ πB¯,∞(aB¯).
This of course implies that α ∈ a, because, letting πB¯,∞(α¯) = α, we have that
πB¯,∞(α¯) ∈ πB¯,∞(aB¯), so α¯ ∈ aB¯ = π
−1
B¯,∞
“a, so α ∈ a. ✷(∗)
The point is now that we can define a inside VB/U : it is
{α ∈ On | ∃A ∈ j“A∀B ∈ j“A(B ≤∗ A =⇒ α ∈ j(~f)B(b˜B))}
where B ≤∗ A means that B is a refinement of A. 
Hence, we get:
Theorem 3.10. Suppose U is an ultrafilter on B such that the Boolean ultrapower
by U is well-founded. Suppose further that there is a simple skeleton for (B, U).
Then
VB/U =
⋂
A simple
MA
1The usual argument for reducing the claim to sets of ordinals does not apply, because while
it is true that if a˜ ∈MA, it can be coded by a set of ordinals in MA, the resulting sets of ordinals
in other models MB may be different.
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If further, every maximal antichain in B is simple, then
VB/U =
⋂
A
MA
Proof. In both cases, the direction from left to right follows because if A is simple,
then VB/U is contained inMA. For the direction from right to left, let A be a simple
skeleton. By Theorem 3.9, it follows that
⋂
A simpleMA ⊆
⋂
A∈AMA ⊆ V
B/U . 
3.2. Bukovsky´-Dehornoy for ill-founded Boolean ultrapowers. The proof
of Theorem 3.9 suggests a natural version of the Bukovsky´-Dehornoy phenomenon
for ill-founded Boolean ultrapowers. Note that if the models MA are not well-
founded, and hence cannot be taken to be transitive, then it does not make sense
to look at
⋂
AMA.
In order to formulate the version of Bukovsky´-Dehornoy for ill-founded models,
we need a little bit of notation. If M = 〈|M |,∈M 〉 is a model of set theory, where
∈M is M ’s interpretation of ∈, then any member a of M can be viewed as a subset
ac of |M | by setting ac = {b ∈ |M | | M |= b ∈ a}. This is often referred to as the
set coded by a. Let us write
M c = {ac | a ∈ |M |}
So M c is the set of sets coded by members of |M |. In the context of ill-founded
Boolean ultrapowers, a maximal antichainA ⊆ B is simple ifGA := πA,∞−1“([G˙]U )c
is coded in MA, and the version of Theorem 3.3 is as follows.
Theorem 3.11. Let A ⊆ B be a maximal antichain, U an ultrafilter on B, j :
V −→U VˇU and π0,AV −→UA MA. Then
(1) There is an isomorphism χ : VB/U −→M
π0,A(B)
A /GA.
(2) Letting j′ : MA −→GA MˇA
π0,A(B)
GA
be the Boolean ultrapower embedding,
χ ◦ πA,∞ = j′.
(3) χ↾([G˙]U )
c : [G˙]U
∼
←→ G˜, where G˜ = ([πA(G˙)]GA)
c.
In the context of ill-founded Boolean ultrapowers, the definition of a skeleton has
to be modified in much the same way we had to modify the meaning of simplicity
of a maximal antichain, so as to require that j“A be coded in VB/U , rather than
just saying that j“A ∈ VB/U .
Theorem 3.12. Suppose U is an ultrafilter on B that may give rise to an ill-founded
ultrapower, and suppose there is a skeleton A for (B, U). Then
⋂
A∈A
{x ⊆ VˇU | π
−1
A,∞“x ∈ (MA)
c} ⊆ {x ⊆ VˇU | x ∈ (V
B/U)c}
The converse of this inclusion is equivalent to saying that A is simple. Moreover,
if every maximal antichain is simple, then
⋂
A
{x ⊆ VˇU | π
−1
A,∞“x ∈ (MA)
c} = {x ⊆ VˇU | x ∈ (V
B/U)c}
Proof. Let a ⊆ VˇU be such that for every A ∈ A, π
−1
A,∞“a is coded in MA. Let
fA : A −→ V be such that π
−1
A,∞“a is coded by [f ]UA in MA.
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In VB/U , if B is a maximal antichain in j(B) with B ∈ VˇU , let b˜B be the unique
condition in B ∩G. Let j“A = Dc, D ∈ VB/U . Define, in VB/U , the set a′ by:
a′ = {x | ∃A ∈ D∀B ∈ D(B ≤∗ A =⇒ x ∈ j(~f)B(b˜B))}
It follows then as in the proof of 3.10 that a′ codes a.
For the second part of the theorem, first suppose that the reverse inclusion holds.
Then, since ([G˙]U )
c is an element of the right hand side, it belongs to the set on
the left hand side, which means that for every A ∈ A, π−1A,∞“([G˙]U )
c is coded in
MA, that is, A is simple. So A is simple.
Conversely, suppose that every A ∈ A is simple. We have to show that the
reverse inclusion holds. So suppose x ⊆ VˇU is coded in VB/U . Given A ∈ A,
we have to show that π−1A,∞“x is coded in MA. Let g ∈ MA code π
−1
A,∞“([G˙]U )
c.
Then we can define within MA the Boolean ultrapower of π0,A(B) by g, and it
will be the case that this ultrapower is isomorphic to (MA)
π0,A(B)/GA, so we will
just take them to be equal. Let j′ be the canonical embedding from MA into its
ultrapower by GA (i.e., for a ∈ MA, j′(a) = b, where b is the member of MA such
that MA thinks that b is the image of a under the ultrapower embedding). Let
χ : VB/U −→ (MA)π0,A(B)/GA be the isomorphism postulated in Theorem 3.11.
Then π−1A,∞“x = (j
′)−1“χ“x, and χ“x is coded in what MA thinks is M
π0,A(B)
A /GA
(if x = yc, y ∈ VB/U , then χ“x = χ(y)). Then what MA thinks is the pullback of
the set coded by y, codes π−1A,∞“x.
The above reasoning works for any simple maximal antichain, so the equality
claimed in the theorem follows as well. 
3.3. Characterizing simplicity of antichains. Fixing a maximal antichain A ⊆
B, we want to understand better what it means for A to be simple, i.e., for GA to
be in MA. As usual, we assume the Boolean ultrapower to be well-founded. We
first analyze what it means for a function ~G = 〈Ga | a ∈ A〉 to represent GA. That
is, we want to characterize when [~G]UA = GA. First, recall that
(1) [id]UA ∈ GA.
Proof of (1). This is because bA = πA,∞([id]UA) ∈ G. ✷(1)
Let us say that a function f : A −→ B such that for all a ∈ A, f(a) ≤ a, is a
pressing down function, and let us fix such a function for now. Using the definition
of GA, it follows that
(2) [f ]UA ∈ GA ⇐⇒
∨
{f(a) | a ∈ A} ∈ U .
This is because [f ]UA ∈ GA iff πA,∞([f ]UA) ∈ G. Now πA,∞([f ]UA) = [mixf˜ ]U ,
where mixf˜ is the result of mixing the names (f(a))ˇ, for a ∈ A, so that a ≤ Jmixf˜ =
(f(a))ˇK. But since f(a) ≤ a and A is an antichain, it follows that a = Jmixf˜ =
(f(a))ˇK. Since furthermore, G = [G˙]U , we get that [f ]UA ∈ GA iff [mixf˜ ]U ∈ [G˙]U .
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This latter statement is the case iff Jmixf˜ ∈ G˙K ∈ U . But
Jmixf˜ ∈ G˙K =
∨
b∈B
(Jmixf˜ = bˇK ∧ Jbˇ ∈ G˙K︸ ︷︷ ︸
=b
)
=
∨
a∈A
Jmixf˜ = (f(a))ˇK ∧ f(a)
=
∨
a∈A
a ∧ f(a)
=
∨
a∈A
f(a).
✷(2)
So ifGA = [~G]UA , it has to be the case for any pressing down function f : A −→ B
that
(3)
∨
{f(a) | a ∈ A} ∈ U ⇐⇒
∨
{a ∈ A | f(a) ∈ Ga} ∈ U
This reasoning can be carried out in both directions, and so, we get the following
characterization.
Lemma 3.13. If U ⊆ B is an ultrafilter that gives rise to a well-founded ultra-
power, A ⊆ B is a maximal antichain and ~G = 〈Ga | a ∈ A〉 is a function, then the
following are equivalent:
(1) [~G]UA = GA
(2) {a ∈ A | Ga is an ultrafilter on B} ∈ UA, and for every pressing down
function f : A −→ B,
∨
{f(a) | a ∈ A} ∈ U ⇐⇒
∨
{a ∈ A | f(a) ∈ Ga} ∈ U.
It is shown in [5] that if P is Prˇ´ıkry´ forcing, Magidor forcing or the generalized
Prˇ´ıkry´ forcing, B is the Boolean algebra of P, j : V −→ M is the elementary
embedding from the imitation iteration of P, and U is the pullback of the ultrafilter
on j(B) generated by the critical sequence, then every maximal antichain in P is
simple with respect to U . It is also show that in the case of Prˇ´ıkry´ forcing, Magidor
forcing and short generalized Prˇ´ıkry´ forcing, there is a skeleton. It follows that in
these cases, the Bukovsky´-Dehornoy phenomenon holds.
4. Continuous, eventually uniform representations
We would like to find a way to say something about the intersection model
without assuming the existence of a skeleton. For the remainder of this section, let
us fix a partial order P, its Boolean algebra B, and ultrafilter U on B such that VˇU
is well-founded, and let G = [G˙]U .
The requirement in Theorem 3.9 that the set of generating maximal antichains
have size at most the critical point of the Boolean ultrapower embedding is very
restrictive (for example, it does not apply to medium or long generalized Prˇ´ıkry´
forcing), but allows us to make the strong conclusion that VB/U =
⋂
AMA. Asking
that the maximal antichains be simple, on the other hand, seems like a very natural
and not too restrictive condition.
We will now explore a strengthening of the simplicity of a set, thus arriving at
the concept of a continuous, eventually uniform representation. This will enable
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us to develop another sufficient criterion for when a poset satisfies the Bukovsky´-
Dehornoy phenomenon with respect to an ultrafilter on its Boolean algebra. We
will also be able to state a general theorem characterizing exactly which part of the
intersection model the model VB/U is made up of.
As a motivation for the concepts to follow, suppose x ⊆ VˇU is not only in every
MA, but assume moreover that it is uniformly represented, in the following sense.
Definition 4.1. A set x ⊆ VˇU is uniformly represented by ~x = 〈xp | p ∈ P〉 with
respect to the ultrafilter U on the Boolean algebra B of P if for every maximal
antichain A ⊆ P, xA = [~x↾A]UA , where xA = π
−1
A,∞“x. In this case, ~x is called a
uniform representation of x with respect to U .
Let ~x be a uniform representation of x with respect to U . Fix a ∈ VˇU . Let A ⊆ P
be a maximal antichain such that a ∈ ran(πA,∞). Then
πA,∞(xA) = πA,∞([~x↾A]UA) = j(~x)bA
So a ∈ x iff a ∈ j(~x)bA . The dependency on bA is what stands in our way and
prevents us from turning this into a definition of x in VB/U .
In the following, we will mostly focus on the intersection model
⋂
A⊆PMA, and,
accordingly, we will work with uniform representations indexed by members of P.
The reader who wants to work with the Boolean algebra directly may just identify P
and B in what follows. As usual, we assume that P is separative and has a maximal
element, 1l.
Definition 4.2. If A ⊆ P is a maximal antichain, then let P≤A = {p | ∃q ∈ A p ≤
q}. A function ~x = 〈xp | p ∈ P≤A〉 is a uniform representation (wrt. U) of x below
A, where x ⊆ VˇU , if for every maximal antichain B ≤∗ A, [~x↾B]UB = xB. It is
an eventually uniform representation (wrt. U) of x if there is a maximal antichain
below which it is a uniform representation.
An eventually uniform representation ~x of a set x is continuous if for every y,
and every p ∈ P, there is a q ≤ p such that for all r1, r2 ≤ q, y ∈ xr1 iff y ∈ xr2 .
If x ⊆ VB/U has a continuous, eventually uniform representation, then we just
say that x is CEU. Since we fixed U for this section, we may drop the reference to
it.
We will need the following simple observation.
Observation 4.3. For any antichain A ⊆ P and any p ∈ G, there is an antichain
B ≤∗ A such that bB ≤ p.
Proof. By replacing A with a refinement of itself, we may assume that p is in the
range of πA,∞. Let p¯ be the preimage of p under πA,∞, hence p¯ ∈ GA. We have
seen that GA is an ultrafilter on πA(B), and that [id]UA ∈ GA - see the beginning of
this section. This means that there is a q ∈ GA with q ≤ p¯, [id]UA . Let q = [f ]UA ,
where f : A −→ P is a pressing down function (this can be done as [f ]UA ≤ [id]UA).
Then {f(a) | a ∈ A} is an antichain, and we can let B ⊇ {f(a) | a ∈ A} be a
maximal antichain that refines A. We claim that bB ≤ p. To see this, note that
j(f)(bA) = πA,∞([f ]UA) = πA,∞(q) ∈ G, because q ∈ GA. But also, ran(j(f)) ⊆
j(B), and the latter is a maximal antichain in j(P). So q = j(f)(bA) = bB, and
q ≤ p. 
Remark 4.4. It is not generally the case that every condition p in G is of the form
bA, for some antichain A ⊆ P.
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Proof. For example, in the case of Prˇ´ıkry´ forcing, the condition p = 〈∅, [κ, j(κ))〉 is
in G, but it cannot be of the form bA, where A ⊆ P is a maximal antichain, because
if p ∈ j(A), then p is the unique member of j(A) that has empty first coordinate
(since j(A) is an antichain in j(P) and any two conditions with the same first
coordinate are compatible). But if j(A) has a unique element with empty first
coordinate, then the same must be true of A. So then, p would have to be in the
range of j, but this is impossible, since κ /∈ ran(j). 
4.1. Uses and existence of CEU representations. The following lemma shows
that continuous, eventually uniform representations are useful. It shows that en-
hancing “x belongs to the intersection model” by “x has a continuous, eventually
uniform representation” allows the conclusion that x is in VB/U .
Lemma 4.5. If x ⊆ VˇU is CEU, then x ∈ VB/U .
Proof. Suppose ~x is a continuous uniform representation of x below A. We want
to use j(~x) to define x in VB/U , as follows:
z ∈ x ⇐⇒ ∃q ∈ j(P)≤j(A)(q ∈ G and for all r ≤ q, z ∈ j(~x)r)
To see that this defines x, let z be given.
Since ~x is continuous, j(~x) is continuous in VˇU . So, applying this to z, in VˇU ,
it is true that for every p ∈ j(P), there is a q ≤ p such that for all r1, r2 ≤ q,
z ∈ j(~x)r1 iff z ∈ j(~x)r2 . So the set of such q is dense in j(P). By genericity, there
is such a q ∈ G.
If z ∈ x, then let B ≤∗ A be such that z ∈ ran(πB,∞). Let πB,∞(z¯) = z, so
z¯ ∈ xB = [~x↾B]UB . Applying πB,∞ on both sides yields that z ∈ j(~x)bB . But we
can pick B so that bB ≤ q, by Observation 4.3. So this means that there is an
r1 ≤ q with z ∈ j(~x)r1 , and so, this is true for all r1 ≤ q.
On the other hand, assume z /∈ x. We want to show that in this case, for all
r ≤ q, z /∈ j(~x)r. By the choice of q, it would otherwise follow that for all r ≤ q,
z ∈ j(~x)r. But then, we can argue as above: let B ≤∗ A be a maximal antichain
with bB ≤ q and z ∈ ranB,∞. Then z /∈ j(~x)bB , and bB ≤ q, a contradiction. So it
must be that for all r ≤ q, z /∈ j(~x)r. 
The obvious question is now whether it is reasonable to expect continuous, even-
tually uniform representations to exist. It is shown in [5] that in all the cases
considered here, Prˇ´ıkry´ forcing, Magidor forcing and generalized Prˇ´ıkry´ forcing of
any length, the canonical ultrafilter has a uniform representation, so let’s view the
assumption that G has a uniform representation as a reasonable one. Suppose
x ∈
⋂
AMA. The question is whether it is reasonable to ask that x have a con-
tinuous, eventually uniform representation, in order to conclude that x ∈ VB/U ,
or whether this would be unduly restrictive. If what we ask of x is implied by
x ∈ VB/U , then we are not asking too much. It turns out that it is not asking too
much: every element of VB/U that is a subset of VˇU has a continuous, eventually
uniform representation, if G has a uniform representation!
Lemma 4.6. If G is uniformly represented with respect to U , and if x ∈ VB/U
with x ⊆ VˇU , then x is CEU.
Proof. Fix a uniform representation 〈Gp | p ∈ P〉 of G with respect to U . Viewing
P as a subset of B, we may assume that for every p ∈ P, Gp is an ultrafilter on
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B with p ∈ Gp. For if we define G′b to be equal to Gp if Gp is an ultrafilter on B
with p ∈ Gp, and otherwise we let G′p be a randomly chosen ultrafilter on B with
p ∈ G′p, then for every maximal antichain A ⊆ P, it follows that [〈Ga | a ∈ A〉]UA =
[〈G′a | a ∈ A〉]UA . This is because in MA, it is true that [〈Ga | a ∈ A〉]UA is an
ultrafilter on [constB]UA with [id]UA ∈ [〈Ga | a ∈ A〉]UA . This means by  Los´ that
the set X = {a ∈ A | Ga is an ultrafilter on B with a ∈ Ga} ∈ UA. For a ∈ X ,
Ga = G
′
a, so [〈Ga | a ∈ A〉]UA = [〈G
′
a | a ∈ A〉]UA .
Let x = x˙G, x˙ ∈ VˇU . Let πA,∞( ˙¯x) = x˙, ˙¯x ∈ MA. Let [f ]UA = ˙¯x. For p ∈ P≤A,
let h(p) = f(a)Gp , in the sense that h(p) = {y | Jyˇ ∈ f(a)K ∈ Gp}, where a ∈ A
is unique with p ≤ a. We claim that h is a continuous uniform representation of
x below A. First, let’s show that it is a uniform representation of x below A. Let
B ≤∗ A be a maximal antichain. We have to show that [h↾B]UB = xB . Since
xB = π
−1
B,∞“x, this amounts to showing that for g : B −→ V,
[g]UB ∈ [h↾B]UB iff j(g)(bB) ∈ x
From left to right, let [g]UB ∈ [h↾B]UB . Note that for p ∈ B, h(p) = (f
A
B (p))
Gp ,
where fAB is the projection of f onto B, so f
A
B (b) = f(a) where a ∈ A is unique
with b ≤ a. So
MB |= [g]UB ∈ ([f
A
B ]UB )
[~G↾B]UB
In other words,
MB |= [g]UB ∈ ([f
A
B ]UB )
GB
So
MB |= J([g]UB )ˇ ∈ ([f
A
B ]UB )K ∈ GB
Now we want to apply πB,∞ to the constants in this statement. Note that
πB,∞([f
A
B ]UB ) = πB,∞(πA,B([f ]UA)) = πA,∞([f ]UA) = πA,∞( ˙¯x) = x˙
So the result is that
J(j(g)(bB))ˇ ∈ x˙K
MB ∈ G
which means that j(g)(bB) ∈ x.
For the converse, note that GB is an ultrafilter on πB(B). So if [g]UB is not
in ([h↾B]UB )
GB , which we understood to mean that J([g]UB )ˇ ∈ [h↾B]UBK /∈ GB,
then this means that J([g]UB )ˇ /∈ [h↾B]UB K ∈ GB , and applying πB,∞ as above,
we get that J(j(g)(bB))ˇ /∈ x˙K ∈ G, so that j(g)(bB) /∈ x. This proves the desired
equivalence, and hence that h is a uniform representation of x.
To check that h is continuous, let y be given, and let p ∈ P. Wlog, let p ∈ P≤A.
Let a ∈ A be such that p ≤ a. By definition then, h(p) = {z | Jzˇ ∈ f(a)K ∈ Gp}.
Consider Jyˇ ∈ f(a)K. If this is 0, then clearly, every extension r of p will have
y /∈ h(r). More generally if Jyˇ ∈ f(a)K is incompatible with p, then the same will
be true for every extension r of p, because every such Gr will have p ∈ Gr, and
so, Jyˇ ∈ f(a)K /∈ Gr. But if Jyˇ ∈ f(a)K is compatible with p, then we can pick
q ≤ p, Jyˇ ∈ f(a)K, and as a result, for every r ≤ q, Jyˇ ∈ f(a)K ∈ Gr, which implies
that y ∈ h(r).
So h is a continuous uniform representation of x below A. 
In particular, if G is uniformly represented, then it is continuously uniformly
represented. Indeed, if ~G is a uniform representation of G such that for every
p ∈ P, Gp is an ultrafilter on B with p ∈ Gp, then that representation is continuous.
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In [5], a sufficient criterion called the strong Prˇ´ıkry´ property is given, that is in
some sense equivalent to G being uniformly represented.
Theorem 4.7. Suppose G is uniformly represented with respect to U . Then for
x ⊆ VˇU , the following are equivalent:
(1) x is CEU wrt. U .
(2) x ∈ VB/U .
Proof. The implication from 2. to 1. is Lemma 4.6, and the implication from 1. to
2. is Lemma 4.5. 
4.2. Conclusions about Bukovsky´-Dehornoy, and an alternative intersec-
tion model. Concerning the intersection model, we get:
Theorem 4.8. If G is uniformly represented with respect to U , then the following
are equivalent:
(1)
⋂
AMA = V
B/U
(2) Every x ∈
⋂
A⊆PMA with x ⊆ VˇU is CEU wrt. U .
Proof. For 1 =⇒ 2, let x ∈
⋂
AMA, x ⊆ VˇU . By 1, x ∈ V
B/U . By Lemma 4.6, x
has a continuous, eventually uniform representation.
For the converse direction, note that since G has a uniform representation, every
maximal antichain is simple, and hence, VB/U ⊆
⋂
AMA, by Lemma 3.7. It suffices
to prove the reverse inclusion for sets of ordinals, as in the proof of Theorem 3.9.
But if a ∈
⋂
AMA is a set of ordinals, then a ⊆ VˇU , and so, by 2, a has a continuous,
eventually uniform representation, so by Lemma 4.5, a ∈ VB/U . 
For the purpose of the following theorem, let us say that a binary relation a ⊆
On×On is a code for the set x if, letting b be the field of the a (i.e., the set of ordinals
that occur as first or second coordinates of elements of a), 〈b, a〉 is extensional and
well founded, and the Mostowski-collapse of 〈b, a〉 is 〈TC({x}),∈〉.
This concept allows us to characterize VB/U as a modified intersection model.
The result may be viewed as a generalization of the original Bukovsky´-Dehornoy
phenomenon.
Theorem 4.9. If G is uniformly represented with respect to U , then
VB/U = {x ∈
⋂
A⊆P
MA | x has a CEU code wrt. U}
Proof. For the inclusion from left to right, suppose x ∈ VB/U . Since VB/U is
a model of ZFC, there is a code a for x in VB/U . By Lemma 4.6, a is CEU.
Moreover, since G is uniformly represented, every maximal antichain is simple, and
so, it follows that VB/U ⊆
⋂
AMA, by Lemma 3.7, as before. So x ∈MA, for every
maximal antichain A.
For the other direction, let a be a CEU code for x, where x ∈
⋂
AMA. By
Theorem 4.7, a ∈ VB/U . But then, a can be decoded in VB/U , so that x ∈
VB/U . 
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