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ON ONE-POINT METRIZABLE EXTENSIONS OF LOCALLY
COMPACT METRIZABLE SPACES
M.R. KOUSHESH
Abstract. For a non-compact metrizable space X, let E(X) be the set of
all one-point metrizable extensions of X, and when X is locally compact, let
EK(X) denote the set of all locally compact elements of E(X) and λ : E(X) →
Z(βX\X) be the order-anti-isomorphism (onto its image) defined in: [HJW]
M. Henriksen, L. Janos and R.G. Woods, Properties of one-point completions
of a non-compact metrizable space, Comment. Math. Univ. Carolinae 46
(2005), 105-123. By definition λ(Y ) =
⋂
n<ω clβX(Un ∩ X)\X, where Y =
X ∪ {p} ∈ E(X) and {Un}n<ω is an open base at p in Y . Answering the
question of [HJW], we characterize the elements of the image of λ as exactly
those non-empty zero-sets of βX which miss X, and the elements of the image
of EK(X) under λ, as those which are moreover clopen in βX\X. We then
study the relation between E(X) and EK(X) and their order structures, and
introduce a subset ES(X) of E(X). We conclude with some theorems on the
cardinality of the sets E(X) and EK(X), and some open questions.
1. Introduction
If a Tychonoff space Y contains a space X as a dense subspace, then Y is called
an extension of X . Two extensions Y1 and Y2 of X are said to be equivalent if
there exists a homeomorphism of Y1 onto Y2 which keeps X pointwise fixed. This is
an equivalence relation which partitions the set of Tychonoff extensions of X into
equivalence classes. We identify these equivalence classes with individuals whenever
no confusion arises. For two Tychonoff extensions Y1 and Y2 of the space X , we
let Y1 ≤ Y2 if there exists a continuous function from Y2 into Y1 which keeps X
pointwise fixed. This in fact, defines a partial order on the set of all Tychonoff
extensions of the space X . We refer the reader to Section 4.1 of [14] for a detailed
discussion on this subject.
In this paper we are only concerned with those extensions Y of a space X for
which Y \X is a singleton. Such kind of extensions are called one-point exten-
sions. One-point extensions are studied extensively. For some results as well as
some bibliographies on the subject see [11] and [12]. The present work is based
on [9], in which the authors studied the one-point extensions of locally compact
metrizable spaces. Their work was in turn, motivated by Bel’nov’s studies of the
set of all metric extensions of metrizable spaces. In [9], for a locally compact sepa-
rable metrizable space X , the authors investigated the relation between the order
structure of the set of all one-point metrizable extensions of X and the topology of
the space βX\X (as usual βX is the Stone-Cˇech compactification of X). One of
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the earliest results of this sort is due to Magill [13] who proved that if K(X) and
K(Y ) denote the set of all compactifictions of locally compact spaces X and Y ,
respectively, then K(X) and K(Y ) are order-isomorphic if and only if βX\X and
βY \Y are homeomorphic. Part of this paper is devoted to the relation between
the order structure of certain subsets of one-point metrizable extensions of a locally
compact non-separable metrizable space X and the topology of certain subspaces
of βX\X . We now review some of the notations and give a brief list of the main
results of [9] that will be used in the sequel. This at the same time makes our work
self-contained.
The letters I and R denote the closed unit real interval and the real line, respec-
tively. For spaces X and Y , C(X,Y ) denotes the set of all continuous functions
from X to Y . For f ∈ C(X,R), we denote by Z(f) and Coz(f), the zero-set and
the cozero-set of f , respectively. The support of f is the set clX(Coz(f)) and is
denoted by supp(f). By Z(X) we mean the set of all zero-sets of f ∈ C(X,R). A
subset of a space X is called clopen in X , if it is simultaneously closed and open in
X . We denote by B(X) the set of all clopen subsets of a space X . The weight of
X is denoted by w(X). The letters ω and ω1 denote the first infinite countable and
the first uncountable ordinal numbers. We denote by ℵ0 and ℵ1 the cardinalities of
ω and ω1, respectively. The symbol [CH] denotes the Continuum Hypothesis, and
whenever it appears at the beginning of the statement of a theorem, it indicates
that the Continuum Hypothesis is being assumed in that theorem. The two symbols∨
and
∧
are used to denote the least upper bound and the greatest lower bound,
respectively. If P and Q are partially ordered sets, a function f : P → Q is called
an order-homomorphism (order-anti-homomorphism, respectively) if f(a) ≤ f(b)
(f(a) ≥ f(b), respectively) whenever a ≤ b. The function f is called an order-
isomorphism (order-anti-isomorphism, respectively) if it is moreover bijective and
f−1 : Q → P is also an order-homomorphism (order-anti-homomorphism, respec-
tively). The partially ordered sets P and Q are called order-isomorphic (order-anti-
isomorphic, respectively) if there is an order-isomorphism (order-anti-isomorphism,
respectively) between them.
Let X be a non-compact metrizable space. We denote by E(X) the set of all
one-point metrizable extensions of X . A sequence U = {Un}n<ω of non-empty
open subsets of X is called a regular sequence of open sets in X , if for each n < ω,
clXUn+1 ⊆ Un. If moreover
⋂
n<ω Un = ∅, we call U an extension trace in X
(Definition 3.1 of [9]). Every extension trace {Un}n<ω in X generates a one-point
metrizable extension of X . In fact if we let Y = X ∪ {p}, where p /∈ X , and define
OY = OX ∪
{
V ∪ {p} : V is open in X and V ⊇ Un, for some n < ω
}
where OX is the set of open subsets of X , then (Y,OY ) constitutes a one-point
metrizable extension of X (see Theorem 2 of [1] or Theorem 4.3 of [2]). Conversely,
if for Y = X ∪ {p} ∈ E(X), we let for each n < ω, Un = B(p, 1/n) ∩ X , then
{Un}n<ω is an extension trace in X which generates Y . If YU = X ∪{p} is the one-
point metrizable extension generated by the extension trace U = {Un}n<ω, then
the set {Un ∪ {p}}n<ω forms an open base at p in YU . For two extension traces
U = {Un}n<ω and V = {Vn}n<ω in X , we say that U is finer than V , if for each
n < ω, there exists a kn < ω such that Ukn ⊆ Vn. For extension traces U and V in
X , YU ≥ YV if and only if U is finer than V (Theorem 3.5 of [9]). For A ⊆ X , A∗
is (clβXA)\X , in particular X∗ = βX\X . If X is moreover locally compact, we let
λ : E(X)→ Z(X∗) be defined by λ(Y ) =
⋂
n<ω U
∗
n, where {Un}n<ω is an extension
ONE-POINT METRIZABLE EXTENSIONS 3
trace in X which generates Y . The function λ is well-defined, and it is an order-
anti-isomorphism onto its image (Theorem 4.10 of [9]). If X is moreover separable,
then λ(E(X)) = Z(X∗)\{∅}, and therefore in this case, E(X) and Z(X∗)\{∅} are
order-anti-isomorphic. Thus for locally compact non-compact separable metrizable
spaces X and Y , E(X) and E(Y ) are order-isomorphic if and only if X∗ and Y ∗
are homeomorphic (Theorem 5.4 of [9]). If EK(X) is the locally compact elements
of E(X), then when X is separable, λ(EK(X)) is the set of all non-empty clopen
sets of X∗ (Theorems 5.5 and 5.6 of [9]). Thus when X and Y are locally compact
non-compact separable metrizable spaces whose Stone-Cˇech remainders are zero-
dimensional, then EK(X) and EK(Y ) are order-isomorphic if and only if X∗ and Y ∗
are homeomorphic (Theorem 5.7 of [9]). If X is non-separable, we let σX denote
the subset of βX consisting of those points of βX which are in the closure in βX of
some σ-compact subset of X . We make use of the following theorem in a number
of occasions (see 4.4.F of [7]).
Theorem 1.1 (Alexandroff). If X is a locally compact non-separable metrizable
space then it can be written as
X =
⊕
i∈I
Xi, where each Xi is a non-compact separable subspace.
Now using the above notations, for a locally compact non-separable metrizable
space X , we have
σX =
⋃{
clβX
( ⋃
i∈J
Xi
)
: J ⊆ I is countable
}
.
Clearly σX is an open subset of βX . If cσX = βX\σX , for a locally compact non-
separable metrizable space X , if Z ∈ λ(E(X)), then intcσX(Z\σX) = ∅ (Theorem
6.6 of [9]). When X is an uncountable discrete space the converse also holds, i.e.,
for ∅ 6= Z ∈ Z(X∗), Z ∈ λ(E(X)) if and only if intcσX(Z\σX) = ∅ (Theorem 6.8
of [9]). When X is locally compact, to every ∅ 6= Z ∈ Z(X∗), there corresponds
a regular sequence of open sets {Un}n<ω in X for which Z =
⋂
n<ω U
∗
n (Corollary
4.3 of [9]). Theorem 6.7 of [9] characterizes the elements of λ(E(X)) in terms of
the regular sequences of open sets generating them as follows. Suppose that X is
a locally compact non-separable metrizable space and let ∅ 6= Z ∈ Z(X∗). Then
Z ∈ λ(E(X)) if and only if there does not exists S ∈ Z(X) such that ∅ 6= S∗\σX ⊆
Z\σX if and only if clβX(
⋂
n<ω Un) ⊆ σX , where {Un}n<ω is a regular sequence of
open sets in X for which Z =
⋂
n<ω U
∗
n, if and only if
⋂
n<ω Un is σ-compact (with
{Un}n<ω as in the previous condition).
We also make use of the following well known result. If Z1, . . . , Zn are zero-sets
in X , then clβX(
⋂n
i=1 Zi) =
⋂n
i=1 clβXZi. For other undefined terms and notations
we refer the reader to the texts of [7], [8] and [14].
2. Characterization of the image of λ
In Theorem 6.8 of [9], the authors characterized the image of λ for an un-
countable discrete space X , as the set of all non-empty zero-sets of X∗ such that
intcσX(Z\σX) = ∅. They also asked whether this characterization can be gener-
alized to the case when X is any locally compact non-separable metrizable space.
In the following theorem we answer this question by characterizing those spaces X
for which the above characterization of the image of λ holds.
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Theorem 2.1. Let X be a locally compact non-separable metrizable space and let
X =
⊕
i∈I Xi, where each Xi is a separable non-compact subspace. Then we have
(1) If at most countably many of the Xi’s are non-discrete, then for a ∅ 6= Z ∈
Z(X∗), we have Z ∈ λ(E(X)) if and only if intcσX(Z\σX) = ∅;
(2) If uncountably many of the Xi’s are non-discrete, then there exists a ∅ 6=
Z ∈ Z(X∗) such that intcσX(Z\σX) = ∅, but Z /∈ λ(E(X)).
Proof. 1) This follows by a modification of the proof given in Theorem 6.8 of [9].
2) Let L = {i ∈ I : Xi is not a discrete space}. Suppose that {Ln}n<ω is a
partition of L into mutually disjoint uncountable subsets. For convenience, let the
metric on X be chosen to be bounded by 1, and such that d(x, y) = 1, if x and
y do not belong to the same factor Xi. Since for each i ∈ L, Xi is non-discrete,
there exists a non-trivial convergent sequence {xin}n<ω in Xi. Let, for each i ∈ L,
xi denote the limit of the sequence {x
i
n}n<ω and assume that xi /∈ {x
i
n}n<ω. We
define a sequence {Un}n<ω by letting
Un =
⋃{
Bd
(
xi,
1
n+ k
)
: k < ω and i ∈ Lk
}
.
Clearly {Un}n<ω is a regular sequence of open sets in X . By Lemma 4.1 of [9], we
know that Z =
⋂
n<ω U
∗
n ∈ Z(X
∗). We claim that intcσX(Z\σX) = ∅. So suppose
to the contrary that intcσX(Z\σX) 6= ∅, and let U be an open set in βX such that
∅ 6= U\σX ⊆ clβXU\σX ⊆ Z\σX.
For each n < ω, since clXUn+1 ⊆ Un, clXUn+1 and X\Un are disjoint zero-sets of
X and thus we have clβX(clXUn+1)∩clβX(X\Un) = ∅. Therefore clβX(clXUn+1) ⊆
βX\clβX(X\Un). On the other hand, since βX\clβX(X\Un) ⊆ clβXUn, we have
βX\clβX(X\Un) ⊆ intβX(clβXUn), and therefore clβXUn+1 ⊆ intβX(clβXUn). But
since
clβXU\σX ⊆ Z\σX ⊆ clβXUn+1\σX
it follows that
clβXU\intβX(clβXUn) ⊆ clβXU\clβXUn+1 ⊆ σX.
Therefore by compactness, for each n < ω, there exists a countable set Jn ⊆ I such
that
clβXU\intβX(clβXUn) ⊆ clβX
( ⋃
i∈Jn
Xi
)
⊆ clβX
( ⋃
i∈J
Xi
)
where J = J1 ∪ J2 ∪ · · · . Now comparing with above, for each n < ω, we have
clβXU ⊆ clβXUn ∪ clβX
( ⋃
i∈J
Xi
)
and thus
clβXU ⊆
( ⋂
n<ω
clβXUn
)
∪ clβX
( ⋃
i∈J
Xi
)
.
Therefore
U ∩X ⊆ clβXU ∩X ⊆
⋃
i∈J
Xi ∪
( ⋂
n<ω
Un
)
=
⋃
i∈J
Xi ∪ {xi : i ∈ L}.
Let
M =
⋃
i∈L
(
{xi} ∪ {x
i
n : n < ω}
)
.
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Then as {xi : i ∈ L} ⊆M we have
clβXU = clβX(U ∩X) ⊆ clβX
( ⋃
i∈J
Xi
)
∪ clβX
(
{xi : i ∈ L}
)
⊆ σX ∪ clβXM
and so clβXU\σX ⊆ clβXM\σX . For each n < ω, let Vn = Un∩M . Then since for
each n < ω, {xi : i ∈ L} ⊆ Vn, it follows that U ∩X ⊆ Vn ∪
⋃
i∈J Xi, and therefore
U ∩X ⊆ clβXU ⊆ clβXVn ∪ clβX
( ⋃
i∈J
Xi
)
⊆ clβXVn ∪ σX.
Thus by the way we have chosen U , for each n < ω, we have
∅ 6= U\σX ⊆ clβXU\σX ⊆ clβXVn\σX ⊆ clβXM\σX.
Now since M is a closed subset of the (normal) space X , by Corollary 3.6.8 of [7],
clβXM is a compactification of M equivalent to βM . But M is zero-dimensional
and hence strongly zero-dimensional, as it is a locally compact metrizable space,
(see Theorem 6.2.10 of [7]) therefore, there exists a non-empty clopen subset W of
clβXM such that W ⊆ U ∩ clβXM and W\σX 6= ∅. Since
W\σX ⊆ U\σX ⊆ clβXVn\σX
and by the way we defined Vn (Vn is a clopen subset of M) clβXVn is a clopen
subset of clβXM , W\clβXVn is a compact subset of σX . Therefore, for each n < ω,
there exists a countable Hn ⊆ I such that
W\clβXVn ⊆ clβX
( ⋃
i∈Hn
Xi
)
⊆ clβX
( ⋃
i∈H
Xi
)
where H = H1 ∪H2 ∪ · · · . We have
W ⊆ (W\clβXVn) ∪ clβXVn ⊆ clβX
( ⋃
i∈H
Xi
)
∪ clβXVn
and therefore
W ⊆ clβX
( ⋃
i∈H
Xi
)
∪
( ⋂
n<ω
clβXVn
)
.
Now
W ∩M ⊆
(( ⋃
i∈H
Xi
)
∩M
)
∪
( ⋂
n<ω
Vn
)
.
We also have ⋂
n<ω
Vn =
⋂
n<ω
Un ∩M = {xi : i ∈ L}
and therefore W ∩M ⊆ P ∪ {xi : i ∈ L}, where P is a countable subset of M . For
each i ∈ L for which xi ∈W ∩M , since W is an open subset of clβXM , W ∩M is
an open neighborhood of xi in M , and therefore as {xin}n<ω converges to xi, there
exists an ni < ω such that x
i
ni
∈ W ∩M , which implies xini ∈ P . Now since P is
countable, the set Q = {i ∈ L : xi ∈W ∩M} is also countable and we have
W ∩M ⊆ P ∪ {xi : i ∈ Q} ⊆
⋃
i∈G
Xi
for some countable subset G of I. ButW is chosen to be clopen in clβXM , therefore
W = clβXW ∩ clβXM = clβX(W ∩M) ⊆ clβX
( ⋃
i∈G
Xi
)
⊆ σX
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which is a contradiction, since W is chosen such that W\σX 6= ∅. This shows that
intcσX(Z\σX) = ∅. Now we note that by Theorem 6.7 of [9], Z ∈ λ(E(X)) implies
that
clβX
(
{xi : i ∈ L}
)
= clβX
( ⋂
n<ω
Un
)
⊆ σX
and so
clβX
(
{xi : i ∈ L}
)
⊆ clβX
( ⋃
i∈F
Xi
)
for some countable F ⊆ I. Therefore since
⋃
i∈F Xi is clopen in X ,
{xi : i ∈ L} ⊆
⋃
i∈F
Xi
which is clearly a contradiction, since we are assuming that L is uncountable. This
shows that Z /∈ λ(E(X)), which completes the proof. 
In the next theorem we give a characterization of the image of λ. Note that if
X is locally compact, then X∗ is closed in βX and thus it is C-embedded.
Theorem 2.2. Let X be a locally compact non-compact metrizable space. Then
λ(E(X)) consists of exactly those non-empty zero-sets of βX which miss X.
Proof. Suppose that S ∈ λ(E(X)). Then S ∈ Z(X∗), and therefore there exists an
f ∈ C(βX, I) such that Z(f)\X = S. Let for each n < ω, Un = X ∩ f−1([0, 1/n)).
Then as in the proof of Lemma 4.2 of [9], {Un}n<ω is a regular sequence of open
sets in X such that S =
⋂
n<ω U
∗
n. Now since Z(f) ∩ X =
⋂
n<ω Un, it follows
from Theorem 6.7 of [9] that Z(f) ∩ X is σ-compact. Let Z(f) ∩ X =
⋃
n<ωKn,
where each Kn is compact, and let for each n < ω, gn ∈ C(βX, I) be such that
gn(Kn) ⊆ {1} and gn(Z(f)\X) ⊆ {0}. Let g =
∑
gn/2
n. Then g is continuous
and S = Z(f) ∩ Z(g) is a zero-set in βX which misses X .
Conversely, suppose that ∅ 6= S ∈ Z(βX) is such that S ∩X = ∅. Let S = Z(f),
for some f ∈ C(βX, I). For each n < ω, we let Un = X ∩ f−1([0, 1/n)). Then by
the proof of Lemma 4.2 of [9], {Un}n<ω is a regular sequence of open sets in X
such that S =
⋂
n<ω U
∗
n. Now since
⋂
n<ω Un = ∅, {Un}n<ω is an extension trace
in X , and thus S ∈ λ(E(X)). 
3. On the order structure of the sets EK(X) and E(X) and their
relationship
In Theorems 5.5 and 5.6 of [9], for a locally compact separable non-compact
metrizable space X , the authors characterized the image of EK(X) under λ as the
set of all non-empty clopen subsets of X∗. We will extend this result to the non-
separable case in bellow. First in the following lemma we characterize the elements
of EK(X) in terms of the extension traces generating them.
Lemma 3.1. Let X be a locally compact non-compact metrizable space and let
Y = X ∪ {p} ∈ E(X). Then the following conditions are equivalent.
(1) Y is locally compact;
(2) For every extension trace U = {Un}n<ω in X generating Y , there exists a
k < ω such that for all n ≥ k, clXUn\Un+1 is compact;
(3) There exists an extension trace U = {Un}n<ω in X generating Y , such that
for all n < ω, clXUn\Un+1 is compact.
ONE-POINT METRIZABLE EXTENSIONS 7
Proof. (1) implies (2). Let U = {Un}n<ω be an extension trace in X which gener-
ates Y . Since {Un ∪ {p}}n<ω forms an open base at p in Y , there exists a k < ω
such that clY (Uk ∪ {p}) is compact. Now for each n ≥ k, clXUn\Un+1 is a closed
subset of clY (Uk ∪ {p}), and therefore is compact.
That (2) implies (3) is trivial. (3) implies (1). Let U = {Un}n<ω be an extension
trace in X which generates Y , and suppose that clXUn\Un+1 is compact for all
n < ω. Let W = U1 ∪ {p}, and suppose that {Vi}i∈I is an open cover of clYW in
Y . Let j ∈ I be such that p ∈ Vj , and let m < ω be such that Um ∪ {p} ⊆ Vj . Now
since each of clXUn\Un+1 is compact, a finite subset of {Vi}i∈I covers clYW . 
Theorem 3.2. Let X be a locally compact non-compact metrizable space. Then
λ(EK(X)) consists of exactly those elements of λ(E(X)) which are clopen in X∗.
Proof. We assume that X is non-separable. Assume the notations of Theorem 1.1.
Suppose that U = {Un}n<ω is an extension trace in X which generates Y ∈ EK(X).
By Lemma 3.1, we may assume that clXUn\Un+1 is compact for all n < ω. Since⋂
n<ω Un = ∅, we have clXU1 =
⋃
n<ω(clXUn\Un+1). But for each n < ω, {Xi}i∈I
is an open cover of clXUn\Un+1, and therefore there exist finite subsets Jn ⊆ I
such that clXUn\Un+1 ⊆
⋃
i∈Jn
Xi. Let J = J1 ∪ J2 ∪ · · · , and let M =
⋃
i∈J Xi.
Then clearly U is also an extension trace in M , for which by the above lemma, the
corresponding one-point metrizable extension of M is locally compact. Now since
M is separable, by Theorem 5.5 of [9], P =
⋂
n<ω clβMUn\M is a clopen subset of
clβXM\M , which is itself a clopen subset of X∗ asM is clopen in X , and therefore
it is a clopen subset of X∗. We note that λ(Y ) = P .
Now suppose that Z ∈ λ(E(X)) is clopen inX∗. First we note that by Lemma 6.6
of [9], we have Z\σX = intcσX(Z\σX) = ∅, and therefore Z ⊆ σX . It follows from
the latter that there exists a countable J ⊆ I such that Z ⊆ clβX(
⋃
i∈J Xi). Let
M =
⋃
i∈J Xi. Now Z is a clopen subset of clβXM\M , and since M is separable,
it follows from Theorem 5.6 of [9] and Lemma 3.1 that Z =
⋂
n<ω(clβMUn\M), for
some extension trace U = {Un}n<ω inM for which clMUn\Un+1 is compact for each
n < ω. But U is an extension trace in X , and since clXUn\Un+1 = clMUn\Un+1 is
compact, its corresponding one-point metrizable extension of X , denoted by Y , is
locally compact. Now we note that Z = λ(Y ). 
The following lemma is implicit in the proof of Theorem 3.2.
Lemma 3.3. Let X be a locally compact non-separable metrizable space. Assume
the notations of Theorem 1.1. Then for each countable J ⊆ I, we have (
⋃
i∈J Xi)
∗ ∈
λ(E(X)).
Lemma 3.4. Suppose that X is a locally compact non-compact metrizable space
and let Z ∈ λ(E(X)). If S ∈ Z(X∗) is such that ∅ 6= S ⊆ Z, then S ∈ λ(E(X)).
Proof. Let T ∈ Z(βX) be such that S = T \X . Now S = Z ∩T misses X , and thus
by Theorem 2.2 S ∈ λ(E(X)). 
The following theorem gives another characterization of the image of EK(X)
under λ.
Theorem 3.5. Let X be a locally compact non-compact metrizable space. Then
λ(EK(X)) consists of exactly those non-empty zero-sets of X∗ which are of the form
X∗\clβX(Z(f)), where f ∈ C(X, I) is of σ-compact support.
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Proof. Suppose that S ∈ λ(EK(X)). Then since {clβXZ\X : Z ∈ Z(X)} forms
a base for closed subsets of X∗, there exists a collection C of zero-sets of X such
that S =
⋃
{X∗\clβXZ : Z ∈ C}. Since S is compact, there exists a finite number
of zero-sets Z1, . . . , Zn such that S =
⋃n
i=1(X
∗\clβXZi) = X∗\clβXZ, where Z =
Z1∩ · · · ∩Zn ∈ Z(X). Let Z = Z(f), for some f ∈ C(X, I). If X is separable, then
trivially supp(f) is σ-compact. So suppose that X is non-separable and assume the
notations of Theorem 1.1. Let L = {i ∈ I : Coz(f) ∩Xi 6= ∅}. Then there exists a
zero-set T ∈ Z(X) such that T ⊆ Coz(f) and for each i ∈ L, T ∩Xi 6= ∅. Now since
T∩Z(f) = ∅, we have clβXT∩clβXZ(f) = ∅, and therefore clβXT ⊆ βX\ clβXZ(f).
But S is a clopen subset of X∗, and so by Lemma 6.6 of [9], S ⊆ σX . This
implies that clβXT ⊆ clβX(
⋃
i∈J Xi), for some countable J ⊆ I. It follows that
T ⊆
⋃
i∈J Xi, and therefore L is countable. Now clearly supp(f), being a closed
subset of the separable space
⋃
i∈J Xi, is σ-compact (see 3.8.C of [7]).
Conversely, suppose that ∅ 6= S ∈ Z(X∗) is of the form X∗\clβX(Z(f)), for some
f ∈ C(X, I) of σ-compact support. If X is separable then clearly S, being a clopen
subset of X∗, is in λ(EK(X)). Suppose that X is non-separable. Then by definition
of σX , since supp(f) is σ-compact, we have S ⊆ clβX(supp(f)) ⊆ σX , and therefore
S ⊆ clβX(
⋃
i∈J Xi), for some countable J ⊆ I. Thus S ∈ λ(EK(X)). 
In the following theorem, assuming [CH], we give a purely order-theoretic de-
scription of EK(X) as a subset of E(X).
Theorem 3.6. [CH] Let X be a locally compact non-separable metrizable space.
For a set F ⊆ E(X) consider the following conditions.
(1) For each A ∈ F , |{Y ∈ E(X) : Y > A}| ≤ ℵ1;
(2) If A ∈ E(X) is such that |{Y ∈ E(X) : Y > A}| ≤ ℵ1, then there exists a
B ∈ F such that B < A;
(3) For each A,B ∈ F such that A < B, there exists a C ∈ F such that
B ∧ C = A and B and C have no common upper bound in E(X).
Then the set EK(X) is the largest (with respect to set-theoretic inclusion) subset of
E(X) satisfying the above three conditions.
Proof. First we verify that EK(X) satisfies the above conditions. To show that
condition (1) is satisfied, let A ∈ EK(X). Then we have λ(A) ⊆ σX (see Lemma
6.6 of [9]) and therefore, assuming the notations of Theorem 1.1, λ(A) ⊆ clβXM ,
where M =
⋃
i∈GXi, for some countable G ⊆ I. Now if Y ∈ E(X) is such that
Y > A, then λ(Y ) is a zero-set in clβXM . But |Z(clβXM)| ≤ ℵ1, asM is separable,
and thus condition (1) holds.
Now we show that EK(X) satisfies condition (2). So suppose that A ∈ E(X) is
such that |{Y ∈ E(X) : Y > A}| ≤ ℵ1. First we show that λ(A) ⊆ σX . Suppose
the contrary, and let V = {Vn}n<ω be an extension trace in X which generates A.
For each n < ω, let Hn = {i ∈ I : Vn ∩Xi 6= ∅}. Then since we are assuming that
λ(A)\σX 6= ∅, each Hn is an uncountable subset of I. We consider the following
two cases.
Case 1) Suppose that
⋂
n<ωHn is uncountable. Let K ⊆
⋂
n<ωHn, with |K| =
ℵ1. For each non-empty L ⊆ K and each n < ω let
WnL =
( ⋃
i∈L
Xi
)
∩ Vn.
ONE-POINT METRIZABLE EXTENSIONS 9
Then each WL = {WnL}n<ω is an extension trace in X finer than V , and WL1
and WL2 are non-equivalent for distinct non-empty L1, L2 ⊆ K. But this is a
contradiction, as by our assumption the number of these extension traces cannot
be greater than ℵ1.
Case 2) Suppose that
⋂
n<ωHn is countable. We define a sequence {kn}n<ω
of positive integers as follows. Let k1 = 1. Then since H1 ⊇ H2 ⊇ · · · and Hk1
is uncountable, arguing inductively there exists a sequence k1 < k2 < · · · with
Hkn\Hkn+1 being uncountable for each n < ω. We may assume that Hn\Hn+1
is uncountable for each n < ω. Suppose that |K| = ℵ1, and let for each n < ω,
Kn ⊆ Hn\Hn+1 be such |Kn| = ℵ1. We use K as an index set to (faithfully) index
the elements of Kn. Thus Kn = {kni : i ∈ K}. For each non-empty L ⊆ K and
each n < ω let Ln = {kni : i ∈ L}, and define
WnL =
⋃
{Vn ∩Xi : i ∈ Ln ∪ Ln+1 ∪ · · · }.
Then each WL = {W
n
L}n<ω is an extension trace in X finer than V , and they are
non-equivalent for distinct non-empty L1, L2 ⊆ K. But this is again a contradiction.
Therefore λ(A) ⊆ σX and we can assume that λ(A) ⊆ P ∗ properly, where
P =
⋃
i∈H Xi, and H ⊆ I is countable. Let λ(B) = P
∗. Then B ∈ EK(X) and
B < A. Thus EK(X) satisfies condition (2).
Next, to show that EK(X) satisfies condition (3), suppose that A,B ∈ EK(X)
are such that A < B. Let C ∈ EK(X) be such that λ(C) = λ(A)\λ(B). Then
clearly B ∧C = A and thus condition (3) holds for EK(X).
Now suppose that a set F ⊆ E(X) satisfies conditions (1)-(3). Let A ∈ F .
Then by condition (1), |{Y ∈ E(X) : Y > A}| ≤ ℵ1. Arguing as above we have
λ(A) ⊆ σX . Let λ(A) ⊆ Q∗, where Q =
⋃
i∈J Xi and J ⊆ I is countable. Let
B ∈ E(X) be such that λ(B) = Q∗. Then since |{Y ∈ E(X) : Y > B}| ≤ ℵ1,
using condition (2), there exists a C ∈ F such that C < B. Therefore C < A,
and so by condition (3), there exists a D ∈ F such that A ∧ D = C and A and
D have no common upper bound in E(X). Therefore λ(A) ∩ λ(D) = ∅. Suppose
that x ∈ λ(B)\(λ(A) ∪ λ(D)). Let f ∈ C(βX, I) be such that f(x) = 1 and
f(λ(A) ∪ λ(D)) = {0}. Let S = Z(f) ∩ λ(C). Then since C ≤ A, S 6= ∅, and
therefore S = λ(E), for some E ∈ E(X). Clearly since λ(A) ⊆ S, we have E ≤ A.
But λ(D) ⊆ Z(f) and C ≤ D, therefore λ(D) ⊆ S, and thus E ≤ D. This
combined with E ≤ A implies that E ≤ C. But x ∈ λ(B) ⊆ λ(C) and x /∈ S. This
contradiction shows that λ(B)\λ(A) ⊆ λ(D). Finally, we note that by the above
inclusion λ(B)\λ(D) ⊆ λ(A), and conversely, if x ∈ λ(A), then since B ≤ A, and
λ(A)∩λ(D) = ∅, we have x ∈ λ(B)\λ(D). Therefore λ(A) = λ(B)\λ(D), and thus
λ(A) is clopen in X∗. This shows that A ∈ EK(X), and therefore F ⊆ EK(X),
which together with the first part of the proof, establishes the theorem. 
Theorem 3.7. Let X be a locally compact non-compact metrizable space. Then
EK(X) and E(X) are never order-isomorphic.
Proof. Case 1) Suppose thatX is separable. Suppose that EK(X) is order-isomorphic
to E(X), and let ψ : λ(EK(X))→ λ(E(X)) denote an order-isomorphism. First we
show that λ(EK(X)) = λ(E(X)), from which it follows that every non-empty zero-
set of X∗ is clopen in X∗, and thereforeX∗ is a P -space. By Proposition 1.65 of [16]
every pseudocompact P -space is finite, thus X∗ is finite. By 4C of [16], the Stone-
Cˇech remainder of a non-pseudocompact space has at least 22
ℵ0
points. Therefore
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X is pseudocompact and being metrizable it is compact. But this is a contradic-
tion. Now let X∗ 6= Z ∈ λ(E(X)). Let A = X∗\ψ−1(Z), where A ∈ λ(EK(X)).
If ψ(A) ∩ Z 6= ∅, then there exists a B ∈ λ(EK(X)) such that ψ(B) = ψ(A) ∩ Z.
But such a B necessarily has non-empty intersection with one of ψ−1(Z) or A.
Now since ψ is an order-isomorphism, it is easy to see that in either case we get
a contradiction. Therefore ψ(A) ∩ Z = ∅. If ψ(A) ∪ Z 6= X∗, then there exists
an ∅ 6= H ∈ Z(X∗) with H ∩ (ψ(A) ∪ Z) = ∅. Let G ∈ λ(EK(X)) be such that
ψ(G) = H , then again we get a contradiction, as G intersects one of ψ−1(Z) or A.
Therefore ψ(A) ∪ Z = X∗, and thus Z = X∗\ψ(A), i.e., Z ∈ λ(EK(X)).
Case 2) Suppose that X is non-separable. Suppose to the contrary that EK(X)
and E(X) are order-isomorphic and let φ : EK(X) → E(X) denote an order-
isomorphism. Since X is non-separable, there exists a sequence {Yn}n<ω in E(X)
such that Y1 < Y2 < · · · . Consider F = {λ(Yn)}n<ω. Then F has the f.i.p.,
and therefore Z =
⋂
F ∈ λ(E(X)). Let Z = λ(Y ), for some Y ∈ E(X). Clearly
Y =
∨
n<ω Yn. Let for each n < ω, φ(Sn) = Yn and φ(S) = Y . Then S1 < S2 <
· · · < S. For each n < ω, let λ(Sn)\λ(S) = λ(Tn), for some Tn ∈ EK(X). Now
since the sequence {Sn}n<ω is increasing, the sequence {λ(Tn)}n<ω and equiva-
lently the sequence {φ(Tn)}n<ω is also increasing, and thus
∨
n<ω φ(Tn) ∈ E(X).
Let T ∈ EK(X) be such that φ(T ) =
∨
n<ω φ(Tn). Let A ∈ EK(X) be such that
λ(A) = λ(S)∪λ(T ). Now for each n < ω, T ≥ Tn, and thus λ(A) ⊆ λ(S)∪λ(Tn) =
λ(Sn), i.e., for each n < ω, we have A ≥ Sn, or equivalently, φ(A) ≥ φ(Sn) = Yn.
Therefore φ(A) ≥ Y = φ(S) and A ≥ S. Thus T ≥ S. But T ≥ T1, which is a
contradiction as λ(T1) ∩ λ(S) = ∅. 
Lemma 3.8. Let X be a locally compact non-separable metrizable space. If ∅ 6=
Z ∈ Z(βX) then Z ∩ σX 6= ∅.
Proof. Suppose that {xn}n<ω is an infinite sequence in σX . Then using the no-
tations of Theorem 1.1, there exists a countable J ⊆ I such that {xn}n<ω ⊆
clβX(
⋃
i∈J Xi), and therefore it has a limit point in σX . Thus σX is countably
compact and therefore, pseudocompact, and υ(σX) = β(σX) = βX . The result
now follows as for any Tychonoff space T , any non-empty zero-set of υT intersects
T (see Lemma 5.11(f) of [14]). 
Lemma 3.9. Let X be a locally compact non-separable metrizable space. If ∅ 6=
Z ∈ Z(X∗) then Z ∩ σX 6= ∅.
Proof. Let S ∈ Z(βX) be such that Z = S\X . By the above lemma S ∩ σX 6= ∅.
Suppose that S ∩ (σX\X) = ∅. Then S ∩ σX = S ∩ X . Assume the notations
of Theorem 1.1 and let L = {i ∈ I : S ∩ Xi 6= ∅}. Since S ∩ (σX\X) = ∅, it
follows that L is finite. We define a function f : βX → I such that it equals to 1
on clβX(
⋃
i∈LXi), and it is 0 otherwise. Clearly f is continuous. Since Z(f)∩ S ∈
Z(βX) misses σX , by the above lemma, Z(f)∩ S = ∅. But since βX\σX ⊆ Z(f),
we have Z = S ∩ (βX\σX) ⊆ S ∩ Z(f) = ∅, which is a contradiction. Therefore
Z ∩ (σX\X) = S ∩ (σX\X) 6= ∅. 
Lemma 3.10. Let X be a locally compact non-separable metrizable space and let
S, T ∈ Z(X∗). If S ∩ σX ⊆ T ∩ σX then S ⊆ T .
Proof. Suppose that S\T 6= ∅. Let x ∈ S\T and let f ∈ C(βX, I) be such that
f(x) = 0 and f(T ) = {1}. Then Z(f) ∩ S ∈ Z(X∗) is non-empty and therefore by
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Lemma 3.9, Z(f)∩S ∩σX 6= ∅. But this is impossible as we have Z(f)∩S ∩σX ⊆
Z(f) ∩ T = ∅. 
Theorem 3.11. Let X be a non-compact metrizable space. Then E(X) has a
minimum if and only if X is locally compact and separable.
Proof. Suppose that Y = X ∪ {p} is the minimum in E(X). If X is not locally
compact, then there exists an x ∈ X such that for every open neighborhood U of x
in X , clXU is not compact. Let U and W be disjoint open neighborhoods of x and
p in Y , respectively. Since clXU is not compact, there exists a discrete sequence
{Vn}n<ω of non-empty open (in clXU) subsets of X , which are faithfully indexed.
Consider F = {Vn ∩ U}n<ω. Then F is a discrete sequence of non-empty open
subsets of X . For each n < ω, let An be a non-empty open subset of X such that
clXAn ⊆ Vn ∩U . For each n < ω we form a sequence {Bnk }k<ω of non-empty open
subset of X such that An ⊇ Bn1 , and B
n
k ⊇ clXB
n
k+1 for each k < ω. Let m < ω be
such that B(p, 1/m) ⊆W , and for each n < ω define
Cn = B
(
p,
1
m+ n
)
∩X and En =
⋃
{Bkn : k ≥ n}.
Let for each n < ω, Dn = Cn ∪ En. Then since {B
k
n}k<ω is discrete, we have
clXDn+1 ⊆ Dn, and
⋂
n<ωDn = ∅, i.e., D = {Dn}n<ω forms an extension trace in
X . Since C = {Cn}n<ω is an extension trace in X generating Y , by Theorem 3.5
of [9], D is finer than C, and therefore there exists a k < ω such that Dk ⊆ C1.
But this is a contradiction, as C1 ⊆ W and Dk ∩ U 6= ∅. Therefore X is locally
compact.
Suppose that X is not separable. Since E(X) has a minimum, λ(E(X)) has
a maximum. Let S denote the maximum of λ(E(X)). Assume the notations of
Theorem 1.1. Now since for each countable J ⊆ I, (
⋃
i∈J Xi)
∗ ⊆ S, we have
σX\X ⊆ S, and therefore by Lemma 3.10 (with S and X∗ being the zero-sets) we
have S = X∗, which is a contradiction, as X is not σ-compact (see 1B of [16]).
Thus X is locally compact and separable.
The converse is clear, as in this case, the one-point compactification of X is the
minimum. 
By replacing E(X) by EK(X) in the last part of the above proof we obtain the
following result.
Theorem 3.12. Let X be a locally compact non-separable metrizable space. Then
EK(X) has no minimum.
In the next result we show that when X is a zero-dimensional locally compact
metrizable space, EK(X) is a cofinal subset of E(X). For this purpose we need the
following proposition, stated in Lemma 15.17 of [6].
Proposition 3.13. Let X be a locally compact space, let F be a nowhere dense
subset of X, and let Z be a non-empty zero-set of βX which misses X. Then we
have
intX∗(Z\clβXF ) 6= ∅.
Theorem 3.14. Let X be a zero-dimensional locally compact non-separable metriz-
able space. Then for each Y ∈ E(X), there exists an S ∈ EK(X) such that S ≥ Y .
In other words, EK(X) is a cofinal subset of E(X). Furthermore, there is no such
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greatest S, (in fact there are at least 2ℵ0 mutually incomparable elements of EK(X)
greater than Y ) and if Y is not locally compact, there is no such least S.
Proof. Suppose that Y ∈ E(X), and let Z = λ(Y ). By Proposition 3.13 we have
intX∗Z 6= ∅. Now since X is strongly zero-dimensional, (see Theorem 6.2.10 of [7])
there exists a clopen subset V of βX such that ∅ 6= V \X ⊆ Z. Let S ∈ EK(X)
be such that λ(S) = V ∩ Z = V \X . Then S ≥ Y . Now since V ∩ X is non-
compact, there exists a discrete family {Un}n<ω of non-empty open subsets of
V ∩ X . Since X is locally compact and zero-dimensional, we may assume that
each Un is compact. Let ω =
⋃
t<2ℵ0 Nt be a partition of ω into almost disjoint
infinite sets. Let for t < 2ℵ0 , At =
⋃
n∈Nt
Un. Then each At is a clopen subsets
of X and clβXAs ∩ clβXAt ⊆ X , for s 6= t. Let St ∈ EK(X) be such that λ(St) =
clβXAt ∩ Z = A∗t ⊆ V \X . Clearly St > S, for each t < 2
ℵ0 , and they are mutually
incomparable for s 6= t.
Now suppose that Y is not locally compact. Then Z is not clopen in X∗ and
therefore V \X 6= Z. By Proposition 3.13 we have intX∗(Z\V ) 6= ∅. Let U be a
clopen subset of βX such that ∅ 6= U\X ⊆ Z\V . Then (U ∪ V )\X ⊆ Z is clopen
in X∗ and properly contains λ(S). 
Theorem 3.15. Let X be a zero-dimensional locally compact non-compact metriz-
able space and let S, T ∈ E(X). Then S ≥ T if and only if for every Y ∈ EK(X),
if Y ≥ S then Y ≥ T .
Proof. One implication is trivial. Suppose that for every Y ∈ EK(X), Y ≥ S implies
Y ≥ T . If λ(S)\λ(T ) 6= ∅, then there exists an A ∈ Z(βX) such that A∩ λ(S) 6= ∅
and A ∩ λ(T ) = ∅. Now by Proposition 3.13, we have intX∗(A ∩ λ(S)) 6= ∅,
and thus there exists a clopen subset V of βX such that ∅ 6= V \X ⊆ A ∩ λ(S).
Let Y ∈ EK(X) be such that λ(Y ) = V \X . Then Y ≥ S, and therefore by
our assumptions Y ≥ T . But λ(Y ) ∩ λ(T ) = ∅, which is a contradiction. Thus
λ(S)\λ(T ) = ∅ and S ≥ T . 
Corollary 3.16. Let X be a zero-dimensional locally compact non-compact metriz-
able space. Then for any S ∈ E(X) we have
S =
∧{
Y ∈ EK(X) : Y ≥ S
}
.
In the next two theorems we investigate the question of existence of greatest
lower bounds and least upper bounds for arbitrary subsets of EK(X) and E(X).
Lemma 3.17. Let X be a zero-dimensional locally compact non-compact metrizable
space and let ∅ 6= Z ∈ Z(X∗). Then the following conditions are equivalent.
(1) Z ∈ λ(E(X));
(2) There exists an extension trace {Vn}n<ω in X, consisting of clopen subsets
of X, such that Z =
⋂
n<ω V
∗
n .
Proof. That (2) implies (1) is trivial. (1) implies (2). Let {Un}n<ω be an extension
trace in X such that Z =
⋂
n<ω U
∗
n. Since X is strongly zero-dimensional, (see
Theorem 6.2.10 of [7]) and for each n < ω, clXUn+1 and X\Un are completely
separated in X , by Lemma 6.2.2 of [7], there exists a clopen subset Vn of X such
that clXUn+1 ⊆ Vn ⊆ Un. Clearly now {Vn}n<ω forms an extension trace in X
which satisfies our requirements. 
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A Boolean algebra is said to be Cantor separable if no strictly increasing sequence
has a least upper bound (see 2.20 of [16]). Proposition 2.22 of [16] states that the
Boolean algebra of clopen subsets of a totally disconnected compact space without
isolated points, in which every zero-set is regular-closed, is Cantor separable. This
will be used in the following theorem.
Theorem 3.18. Let X be a locally compact non-compact metrizable space. Then
the following hold.
(1) For Y1, Y2 ∈ EK(X), Y1, Y2 may not have any common upper bound in
EK(X);
(2) For any Y1, . . . , Yn ∈ EK(X) which have a common upper bound in EK(X),∨n
i=1 Yi exists in EK(X);
(3) For a sequence {Yn}n<ω in EK(X) which has an upper bound in EK(X),∨
n<ω Yn may not exists in EK(X). In fact, if we assume X to be moreover
zero-dimensional, then for any sequence {Yn}n<ω in EK(X) with Y1 < Y2 <
· · · , {Yn}n<ω has an upper bound in EK(X) but
∨
n<ω Yn does not exists
in EK(X);
(4) For any Y1, . . . , Yn ∈ EK(X),
∧n
i=1 Yi exists in EK(X);
(5) For any sequence {Yn}n<ω in EK(X), {Yn}n<ω has a lower bound in EK(X);
(6) For a sequence {Yn}n<ω in EK(X),
∧
n<ω Yn may not exists in EK(X).
In fact, if we assume X to be moreover zero-dimensional, then for any
sequence {Yn}n<ω in EK(X) such that Y1 > Y2 > · · · ,
∧
n<ω Yn does not
exist in EK(X);
(7) An uncountable family of elements of EK(X) may not have any common
lower bound in EK(X). In fact, if we assume X to be moreover non-
separable and zero-dimensional, then there exists a subset of EK(X) of car-
dinality ℵ1, with no common lower bound in EK(X).
Proof. (1), (2) and (4) are straightforward. 3) Suppose that X is zero-dimensional
and let {Yn}n<ω be a sequence in EK(X) such that Y1 < Y2 < · · · . Since the se-
quence {λ(Yn)}n<ω is decreasing, it has the f.i.p., and therefore S =
⋂
n<ω λ(Yn) ∈
λ(E(X)). Now Proposition 3.13 implies that intX∗S 6= ∅. But since X is strongly
zero-dimensional (see Theorem 6.2.10 of [7]) there exists a non-empty clopen sub-
set U of X∗ such that U ⊆ S. Let A ∈ EK(X) be such that λ(A) = U . Then
clearly A is an upper bound for {Yn}n<ω in EK(X). Now suppose that
∨
n<ω Yn
exists in EK(X) and let Y =
∨
n<ω Yn. Consider the family {λ(Yn)\λ(Y )}n<ω of
non-empty decreasing clopen subsets of X∗. Let T =
⋂
n<ω λ(Yn)\λ(Y ) 6= ∅. Then
by Proposition 3.13, we have intX∗T 6= ∅. Let V be a non-empty clopen subset of
X∗ such that V ⊆ T . Let λ(B) = V ∪ λ(Y ), for some B ∈ EK(X). Then since
for any n < ω, V ⊆ T ⊆ λ(Yn), B is an upper bound for {Yn}n<ω, and therefore
B ≥ Y . Thus V ⊆ λ(B) ⊆ λ(Y ). But this is a contradiction as V ⊆ T ⊆ X∗\λ(Y ).
5) We assume that X is non-separable. Let {Yn}n<ω be a sequence in EK(X).
Then for each n < ω, by Lemma 6.6 of [9], we have λ(Yn) ⊆ σX\X . Assuming
the notations of Theorem 1.1, it follows that there exists a countable J ⊆ I such
that for each n < ω, λ(Yn) ⊆M∗, where M =
⋃
i∈J Xi. Let λ(Y ) =M
∗, for some
Y ∈ EK(X). Then clearly Y is a lower bound for the sequence {Yn}n<ω.
6) Suppose that X is zero-dimensional and let {Yn}n<ω be a sequence in EK(X)
with Y1 > Y2 > · · · . Suppose that Y =
∧
n<ω Yn exists in EK(X). First we assume
that X is separable and verify that X∗ is a totally disconnected compact space
without isolated points in which every zero-set is regular-closed.
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Clearly X∗ is totally disconnected, as it is zero-dimensional (see Theorem 6.2.10
of [7]). Since X is Lindelo¨f, by 3.8.C of [7], it is σ-compact. By Remark 14.17 of [6],
the Stone-Cˇech remainder of any zero-dimensional locally compact σ-compact space
has no isolated points. Therefore X∗ does not have any isolated points. Finally, X
being Lindelo¨f is realcompact. By Theorem 15.18 of [6], any zero-set of the Stone-
Cˇech remainder of a locally compact realcompact space is regular-closed, therefore,
every zero-set in X∗ is regular-closed. Now since λ(Y1) ⊆ λ(Y2) ⊆ · · · ⊆ λ(Y )
(properly), Proposition 2.22 of [16] implies the existence of an S ∈ B(X∗) such
that λ(Yn) ⊆ S ⊆ λ(Y ) (properly), for each n < ω. Let A ∈ EK(X) be such that
λ(A) = S. Then clearly A is a lower bound for the sequence {Yn}n<ω but A > Y .
This contradiction proves our theorem in this case.
Now suppose that X is non-separable. By Lemma 6.6 of [9], we have λ(Y ) ⊆
σX\X and λ(Yn) ⊆ σX\X , for any n < ω. Assume the notations of Theorem 1.1.
Then λ(Y ) ⊆M∗ and λ(Yn) ⊆M∗, for any n < ω, where M =
⋃
i∈J Xi and J ⊆ I
is countable. Then since clβXM ≃ βM and M is separable, the problem reduces
to the case we considered above.
7) Let X be zero-dimensional. Assume the notations of Theorem 1.1. Let J ⊆ I
be such that |J | = ℵ1, and let {Jk : k < ω1} be a partition of J into mutually
disjoint subsets with |Jk| = ℵ0, for any k < ω1. For any k < ω1, let Yk ∈ EK(X)
be such that λ(Yk) = (
⋃
i∈Jk
Xi)
∗. We claim that the family F = {Yk}k<ω1 has
no lower bound in EK(X). Suppose the contrary, and let Y ∈ EK(X) be a lower
bound for F . By Lemma 3.16, there exists an extension trace U = {Un}n<ω in X
generating Y , such that each Un is a clopen subsets of X . By Lemma 3.1, there
exists an m < ω such that Un\Un+1 is compact, for all n ≥ m. We may assume
that m = 1. Let k < ω1. Then( ⋃
i∈Jk
Xi
)∗
= λ(Yk) ⊆ λ(Y ) =
⋂
n<ω
U∗n ⊆ U
∗
1
and therefore
clβX
( ⋃
i∈Jk
Xi
)
⊆ clβXU1 ∪X = clβXU1 ∪
⋃
i∈I
Xi.
Now since U1 is clopen in X , clβXU1 is clopen in βX , and therefore there exists a
finite set Lk ⊆ I such that
clβX
( ⋃
i∈Jk
Xi
)
⊆ clβXU1 ∪
⋃
i∈Lk
Xi ⊆ clβX
(
U1 ∪
⋃
i∈Lk
Xi
)
.
But U1 ∪
⋃
i∈Lk
Xi is clopen in X , and thus
⋃
i∈Jk
Xi ⊆ U1 ∪
⋃
i∈Lk
Xi.
Let for any k < ω1, ik ∈ Jk\Lk. Then Xik ⊆ U1, and therefore
⋃
{Xik : k < ω1}
being a closed subset of the σ-compact set U1 =
⋃
n<ω(Un\Un+1) is Lindelo¨f. But
this is clearly a contradiction. This completes the proof. 
The following is a counterpart of the above theorem, which deals with the subsets
of E(X).
Theorem 3.19. Let X be a locally compact non-compact metrizable space. Then
the following hold.
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(1) For Y1, Y2 ∈ E(X), Y1, Y2 may not have any common upper bound in E(X);
(2) For any sequence {Yn}n<ω in E(X), if {Yn}n<ω has an upper bound in
E(X), then
∨
n<ω Yn exists in E(X);
(3) For any Y1, . . . , Yn ∈ E(X),
∧n
i=1 Yi exists in E(X);
(4) A sequence {Yn}n<ω in E(X) may not have any lower bound in E(X). In
fact, if we moreover assume that w(X) ≥ 2ℵ0 , then there exists a sequence
{Yn}n<ω in E(X) which does not have any lower bound in E(X).
(5) A sequence {Yn}n<ω in E(X) which has a lower bound in E(X), may not
have a greatest lower bound in E(X).
Proof. (1)-(3) are straightforward. 4) Let ∆ denote the set of all increasing (i.e.,
f(n) ≤ f(n + 1), for any n < ω) functions f : ω → ω which are not eventually
constant. We first check that |∆| = 2ℵ0 . To show this, let for each g ∈ {0, 1}ω
which is not eventually constant, fg : ω → ω be defined by fg(n) = n + g(n),
for any n < ω. Then clearly since for distinct g, h ∈ {0, 1}ω, fg 6= fh, we have
|∆| ≥ 2ℵ0 . It is clear that |∆| ≤ 2ℵ0 . Assume the notations of Theorem 1.1. Since
w(X) = |I| ≥ 2ℵ0 , for simplicity we may assume that I ⊇ ∆. For any n, k < ω, let
Unk =
⋃{
Xf : f ∈ ∆ and f(k) ≤ n
}
and let Un = {Unk }k<ω. We verify that Un is an extension trace in X . By the
way we defined Unk and since f is increasing we have U
n
k+1 ⊆ U
n
k . Suppose that⋂
k<ω U
n
k 6= ∅, and let x ∈
⋂
k<ω U
n
k . Since for any k < ω, x ∈ U
n
k , by definition of
Unk , there exists an fk ∈ ∆ such that fk(k) ≤ n and x ∈ Xfk . But since the family
{Xi}i∈I is faithfully indexed and Xi ∩Xj = ∅, for distinct i, j ∈ I, we obtain that
f1 = f2 = . . . ≡ h. Now for any k < ω, we have h(k) = fk(k) ≤ n, which implies
h to be eventually constant, which is a contradiction. Therefore
⋂
k<ω U
n
k = ∅ and
each Un is an extension traces in X . Let for any n < ω, Yn ∈ E(X) be generated
by Un. We claim that {Yn}n<ω has no lower bound in E(X). So suppose to the
contrary that Y ∈ E(X) is such that Y ≤ Yn, for any n < ω. Let U = {Un}n<ω be
an extension trace in X which generates Y . Since for any n < ω, we are assuming
Y ≤ Yn, by Theorem 3.5 of [9], Un is finer than U . For any n, i < ω, let kni < ω be
such that U ikni
⊆ Un. We can also assume that kn1 < k
n
2 < k
n
3 < · · · , for any n < ω.
We define a function g : ω → ω as follows.
Let g(i) = 1 for i = 1, . . . , k1t1 , where t1 = 1. Inductively assume that for n < ω,
t1 < · · · < tn are defined in such a way that
g(i) = m, for i = km−1tm−1 + 1, . . . , k
m
tm
and m = 1, . . . , n.
Now since kn+11 < k
n+1
2 < k
n+1
3 < · · · , there exists a t < ω such that k
n+1
t > k
n
tn
and t > tn. Let tn+1 = t and define
g(i) = n+ 1, for i = kntn + 1, . . . , k
n+1
tn+1
.
Consider the function g : ω → ω. Clearly g ∈ ∆ and since for any n < ω, g(kntn) = n
we have Xg ⊆ Unkntn
. But since the sequence {tn}n<ω is increasing, tn ≥ n, and
therefore kntn ≥ k
n
n . Thus U
n
kntn
⊆ Unknn , which combined with the fact that U
n
knn
⊆ Un
implies that Xg ⊆ Un, for any n < ω. But this is a contradiction, as
⋂
n<ω Un = ∅.
5) Let X be non-separable and let {Yn}n<ω be a sequence in EK(X) such that
Y1 > Y2 > · · · . By part (5) of Theorem 3.18, {Yn}n<ω has a lower bound in E(X).
Suppose that A =
∧
n<ω Yn exists in E(X). Then since for each n < ω, Yn > A,
we have λ(A)\λ(Yn) 6= ∅, and therefore S =
⋂
n<ω(λ(A)\λ(Yn)) ∈ λ(E(X)). By
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Proposition 3.13, there exists a non-empty open subset U of X∗ with U ⊆ S.
Let x ∈ U and let f ∈ C(X∗, I) be such that f(x) = 1 and f(X∗\U) ⊆ {0}.
Let T = λ(A) ∩ Z(f). Clearly for each n < ω, λ(Yn) ⊆ X∗\U ⊆ Z(f), and
therefore λ(Yn) ⊆ T . Let Y ∈ E(X) be such that λ(Y ) = T . Then since for each
n < ω, Y ≤ Yn, we have Y ≤ A. But since x ∈ U ⊆ λ(A), this implies that
x ∈ λ(Y ) ⊆ Z(f), which is a contradiction. 
Our final result of this section deals with the cardinalities of cofinal subsets of
E(X).
Theorem 3.20. Let X be a locally compact non-separable metrizable space and let
F ⊆ E(X). If for each Y ∈ E(X) there exists an A ∈ F such that A ≤ Y , (A ≥ Y ,
respectively) then F is uncountable.
Proof. Suppose that for each Y ∈ E(X) there exists an A ∈ F such that A ≤ Y .
Suppose that F = {Yn}n<ω. Let for each n < ω, Sn = λ(Yn). Then by Lemma
6.6 of [9], intcσX(Sn\σX) = ∅. Now since cσX is compact, by the Baire Category
Theorem we have intcσX(
⋃
n<ω Sn\σX) = ∅, and therefore cσX\
⋃
n<ω Sn 6= ∅. Let
x ∈ cσX\
⋃
n<ω Sn. Then since for each n < ω, x /∈ Sn, there exists a Zn ∈ Z(βX)
such that x ∈ Zn and Zn∩Sn = ∅. Let Z =
⋂
n<ω Zn. Then since Z\X ∈ Z(X
∗) is
non-empty, by Lemma 3.9 we have Z∩(σX\X) 6= ∅. Therefore, using the notations
of Theorem 1.1, for some countable J ⊆ I, T = Z ∩ (
⋃
i∈J Xi)
∗ 6= ∅. Let Y ∈ E(X)
be such that λ(Y ) = T . By assumption, Y ≥ Yk, for some k < ω. Therefore
Sk = λ(Yk) ⊇ λ(Y ) = T . But T ∩ Sk = ∅, which is a contradiction.
To show the second part of the theorem, let for each i ∈ I, Yi ∈ E(X) be such
that λ(Yi) = X
∗
i . Let Ai ∈ F be such that Ai ≥ Yi. Then clearly since for i 6= j,
X∗i ∩X
∗
j = ∅, we have |F| ≥ |{Ai : i ∈ I}| = |I| = w(X). 
4. The relationship between the order structure of the set EK(X)
and the topology of subspaces of βX\X
In Theorem 5.7 of [9] the authors proved that for locally compact separable
metrizable spaces X and Y whose Stone-Cˇech remainders are zero-dimensional,
EK(X) and EK(Y ) are order-isomorphic if and only ifX∗ and Y ∗ are homeomorphic.
In this section we generalize this result to the case when X and Y are not separable.
Theorem 4.1. Let X and Y be zero-dimensional locally compact non-separable
metrizable spaces and let ωσX = σX ∪{Ω} and ωσY = σY ∪{Ω′} be the one-point
compactifications of σX and σY , respectively. If EK(X) and EK(Y ) are order-
isomorphic then ωσX\X and ωσY \Y are homeomorphic.
Proof. Let φ : EK(X) → EK(Y ) be an order-isomorphism and let g = λY φλ
−1
X :
λX(EK(X)) → λY (EK(Y )). We define a function G : B(ωσX\X) → B(ωσY \Y )
between the two Boolean algebras of clopen sets, and verify that it is an order-
isomorphism.
Set G(∅) = ∅ and G(ωσX\X) = ωσY \Y . Let U ∈ B(ωσX\X). If U 6= ∅ and
Ω /∈ U , then U is an open subset of σX\X , and therefore an open subset of X∗.
Assuming the notations of Theorem 1.1, there exists a countable J ⊆ I such that
U ⊆ (
⋃
i∈J Xi)
∗, and thus U ∈ λX(EK(X)). In this case we let G(U) = g(U). If
U 6= ωσX\X and Ω ∈ U , then (ωσX\X)\U ∈ λX(EK(X)) and we let G(U) =
(ωσY \Y )\g((ωσX\X)\U).
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To show that G is an order-homomorphism, let U, V ∈ B(ωσX\X) with U ⊆ V .
We may assume that U 6= ∅ and V 6= ωσX\X . We consider the following three
cases.
Case 1) If Ω /∈ V , then clearly G(U) = g(U) ⊆ g(V ) = G(V ).
Case 2) Suppose that Ω /∈ U and Ω ∈ V . If G(U)\G(V ) 6= ∅ then T = g(U) ∩
g((ωσX\X)\V ) 6= ∅ and therefore T ∈ λY (EK(Y )). Let S ∈ λX(EK(X)) be
such that g(S) = T . Then since g is an order-isomorphism, we have S ⊆ U ∩
((ωσX\X)\V ) = ∅, which is a contradiction. Therefore G(U) ⊆ G(V ).
Case 3) If Ω ∈ U , then since (ωσX\X)\V ⊆ (ωσX\X)\U we have
G(U) = (ωσY \Y )\g
(
(ωσX\X)\U
)
⊆ (ωσY \Y )\g
(
(ωσX\X)\V
)
= G(V ).
This shows that G is an order-homomorphism.
To complete the proof we note that since φ−1 : EK(Y ) → EK(X) is also an
order-isomorphism, if we denote h = λXφ
−1λ−1Y , then arguing as above, h induces
an order-homomorphism H : B(ωσY \Y ) → B(ωσX\X) which is easy to see that
H = G−1.
To see that ωσX\X is zero-dimensional, we note that sinceX is zero-dimensional
locally compact metrizable, it is strongly zero-dimensional (see Theorem 6.2.10 of
[7]) i.e., βX is zero-dimensional. Thus σX is also zero-dimensional. But the one-
point compactification of a locally compact non-compact zero-dimensional space
is again zero-dimensional, therefore ωσX and thus ωσX\X is zero-dimensional.
Similarly ωσY \Y is also zero-dimensional, and thus, they are homeomorphic by
Stone Duality. 
The following provides a converse to the above theorem under some weight re-
strictions. Note that here we are not assuming X and Y to be necessarily zero-
dimensional.
Theorem 4.2. Let X and Y be locally compact non-separable metrizable spaces.
Suppose moreover, that at least one of X and Y has weight greater than 2ℵ0 . Then if
ωσX\X and ωσY \Y are homeomorphic, EK(X) and EK(Y ) are order-isomorphic.
Proof. Without any loss of generality we may assume that w(X) > 2ℵ0 . Suppose
that f : (σX\X)∪{Ω} → (σY \Y )∪{Ω′} is a homeomorphism. First we show that
f(Ω) = Ω′.
Suppose that f(Ω) = p, where p ∈ σY \Y . Suppose that K is a countable
subset of J such that p ∈ clβY (
⋃
i∈K Yi), where Y =
⊕
i∈J Yi, with each Yi being a
separable non-compact subspace. Then V = (
⋃
i∈K Yi)
∗ is an open neighborhood
of p in (σY \Y ) ∪ {Ω′}, and therefore, there exists a neighborhood W of Ω in
(σX\X) ∪ {Ω} such that f(W ) ⊆ V . Clearly we may choose W to be of the form
W =
(
(σX\X) ∪ {Ω}
)
\clβX
( ⋃
i∈L
Xi
)
for some countable L ⊆ I (with the notations of Theorem 1.1). Let M =
⋃
i∈K Yi.
Then since M is separable we have w(clβYM) ≤ 2ℵ0 . Now {X∗i : i ∈ I\L} is a
collection of non-empty mutually disjoint open subsets of W , and thus w(W ) ≥
|I| = w(X) > 2ℵ0 . On the other hand w(W ) = w(f(W )) ≤ w(clβYM) ≤ 2ℵ0 . This
contradiction shows that f(Ω) = Ω′. Therefore σX\X is homeomorphic to σY \Y .
Now suppose that Z ∈ λX(EK(X)). Then by Lemma 6.6 of [9], we have Z ⊆
σX\X , and thus there exists a countable set A ⊆ I such that Z ⊆ clβXP , where
18 M.R. KOUSHESH
P =
⋃
i∈AXi. But since P
∗ is clopen in σX\X , f(P ∗) is clopen in σY \Y , and
since it is also compact, there exists a countable set B ⊆ J such that f(P ∗) ⊆ Q∗,
where Q =
⋃
i∈B Yi. But since Z is clopen in X
∗, f(Z) is clopen in σY \Y , and as
f(Z) ⊆ Q∗, it is also clopen in Q∗, and thus clopen in Y ∗, i.e., f(Z) ∈ λY (EK(Y )).
Now we define a function F : λX(EK(X)) → λY (EK(Y )) by F (Z) = f(Z). The
function F is clearly well-defined and it is an order-homomorphism. Since f−1 is
also a homeomorphism which takes Ω′ to Ω, arguing as above, we can define a
function G : λY (EK(Y )) → λX(EK(X)) by G(Z) = f−1(Z), which is clearly the
inverse of F . Thus F is an order-isomorphism. 
A compact zero-dimensional F -space of weight 2ℵ0 in which every non-empty
Gδ-set has infinite interior, is called a Parovicˇenko space. It is well known that
under [CH] ω∗ is the only Parovicˇenko space (Parovicˇenko Theorem, see Corollary
1.2.4 of [15]).
The following theorem is proved (assuming [CH]) in [5], for the case when X is
a discrete space of cardinality ℵ1.
Theorem 4.3. [CH] Let X be a zero-dimensional locally compact metrizable space
of weight ℵ1. Then we have
(σX\X) ∪ {Ω} ≃ ω∗.
Proof. We verify the assumptions of the Parovicˇenko Theorem. Let Y = (σX\X)∪
{Ω}. To show that Y is an F -space, let A and B be disjoint cozero-sets in Y .
Suppose first that Ω belong to one of A and B. Without any loss of generality we
may assume that Ω ∈ A. Then since Y \A ∈ Z(Y ), using the notations of Theorem
1.1, we have Y \A ⊆ M∗, where M =
⋃
i∈J Xi, and J ⊆ I is countable. Now M is
σ-compact (see 3.8.C of [7]) and βM\M ≃M∗ is an F -space, (see 1.62 of [16]) thus
A ∩M∗ and B, being disjoint cozero-sets in M∗, are completely separated in M∗.
ButM∗ itself is clopen in Y , thus A and B are completely separated in Y . Suppose
that Ω does not belong to any of A and B. Then since A and B are cozero-sets in
Y , they are σ-compact, and therefore as A,B ⊆ σX\X , they are cozero-sets in P ∗,
where P =
⋃
i∈K Xi, for some countable K ⊆ I. But as above P
∗ is an F -space,
and A, B being completely separated in P ∗, are completely separated in Y .
Next we show that Y is zero-dimensional of weight ℵ1. For each countable L ⊆ I,
let QL =
⋃
i∈LXi. Then since QL is separable, clβXQL has weight at most ℵ1.
Now since QL is strongly zero-dimensional, (see Theorem 6.2.10 of [7]) by Theorem
1.1.15 of [7], we can choose a base CL consisting of clopen subsets of Q∗L (and
therefore clopen in Y ) such that |CL| ≤ ℵ1. Let
D =
⋃
{CL : L ⊆ I is countable} ∪ {Y \clβXQL : L ⊆ I is countable}.
Then clearly D forms a base consisting of clopen subsets of Y , and therefore Y is
zero-dimensional of weight w(Y ) ≤ ℵ1. But {X∗i }i∈I is a set consisting of disjoint
non-empty open sets of Y , which shows that w(Y ) = ℵ1.
Finally, let G be a non-empty Gδ-set in Y . First suppose that Ω /∈ G, and let
M =
⋃
i∈J Xi be such that G∩M
∗ 6= ∅, for some countable J ⊆ I. Now G∩M∗ is
a non-empty Gδ-set in M
∗ ≃ βM\M . Theorem 1.2.5 of [15] states that each non-
empty Gδ-set in the Stone-Cˇech remainder of a locally compact σ-compact space
has infinite interior. Therefore since M is locally compact σ-compact, G ∩M∗ has
non-empty interior in M∗. But M∗ itself is open in Y , which implies that intYG is
infinite. Suppose that Ω ∈ G. Then we can write G = Y \
⋃
n<ω Cn, where each Cn
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is a compact subset of σX\X . Let P =
⋃
i∈J Xi be such that
⋃
n<ω Cn ⊆ clβXP ,
where J ⊆ I is countable. Choose a countable K ⊆ I\J , and let Q =
⋃
i∈K Xi.
Then Q∗ ⊆ Y \clβXP ⊆ G. But Q contains a copy S of ω as a closed subset, and
since Q∗ is open in Y , we have ω∗ ≃ S∗ ⊆ Q∗ ⊆ intYG. Now Parovicˇenko Theorem
completes the proof. 
As it is noted in Theorem 5.7 of [9], for a zero-dimensional locally compact
non-compact separable metrizable space X , the answer to the question of whether
or not EK(X) and EK(ω) are order-isomorphic depends on which model of set
theory is being assumed. In the following we show that assuming the Continuum
Hypothesis, if w(X) = ℵ1, then EK(X) and EK(D(ℵ1)) are order-isomorphic (here
D(ℵ1) denotes the discrete space of cardinality ℵ1).
Theorem 4.4. [CH] Let X and Y be zero-dimensional locally compact metrizable
spaces of weights ℵ1. Then EK(X) and EK(Y ) are order-isomorphic.
Proof. By the above theorem, S = (σX\X) ∪ {Ω} ≃ ω∗. We claim that Ω is in
fact a P -point of S. So suppose that Ω ∈ Z ∈ Z(S). Then S\Z ⊆ σX\X being
a cozero-set in S is σ-compact, and therefore, assuming the notations of Theorem
1.1, there exists an M =
⋃
i∈J Xi, where J ⊆ I is countable, such that S\Z ⊆M
∗.
Therefore S\clβXM is an open neighborhood of Ω contained in Z. Similarly, Ω′ is
a P -point of T = (σY \Y ) ∪ {Ω′} ≃ ω∗. By W. Rudin’s Theorem, under [CH], for
any two P -points of ω∗, there is a homeomorphism of ω∗ onto itself which maps one
point to another (see Theorem 7.11 of [16]). Let f : S → T be a homeomorphism
such that f(Ω) = Ω′. Now arguing as in the proof of Theorem 4.2, we can show
that EK(X) and EK(Y ) are order-isomorphic. 
Clearly since ω ⊆ D(ℵ1), EK(D(ℵ1)) contains an order-isomorphic copy of
EK(ω). What is more interesting is the converse to this which is the subject of
the next result.
Corollary 4.5. [CH] There is an order isomorphism from EK(D(ℵ1)) onto a subset
of EK(ω). Such an order isomorphism is never onto EK(ω).
Proof. Let X = D(ℵ1). By Theorem 4.3, we have (σX\X) ∪ {Ω} ≃ ω∗. Let
f : (σX\X) ∪ {Ω} → ω∗ be a homeomorphism. Let Z ∈ λX(EK(X)). Then by
Lemma 6.6 of [9], we have Z ⊆ σX\X , and therefore Z ⊆M∗, for some countable
M ⊆ X . Now Z being clopen in X∗ is clopen in M∗, and therefore it is clopen in
(σX\X) ∪ {Ω}. Thus f(Z) is a clopen subset of ω∗, i.e., f(Z) ∈ λω(EK(ω)). Let
F : λX(EK(X)) → λω(EK(ω)) be defined by F (Z) = f(Z). Then F is clearly an
order-isomorphism of λX(EK(X)) onto its image.
To show the second part of the theorem, we note that by Theorem 3.12, EK(X)
has no minimum whereas EK(ω) does. 
We summarize the above results in the following theorem.
Theorem 4.6. Let X and Y be zero-dimensional locally compact non-separable
metrizable spaces. Then condition (1) implies the others.
(1) EK(X) and EK(Y ) are order-isomorphic;
(2) Z(ωσX\X) and Z(ωσY \Y ) are order-isomorphic;
(3) The Boolean algebras of clopen sets B(ωσX\X) and B(ωσY \Y ) are order-
isomorphic;
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(4) ωσX\X and ωσY \Y are homeomorphic.
Furthermore, if at least one of X and Y has weight greater than 2ℵ0 , then the above
conditions are equivalent. If we assume [CH], then the above conditions are all
equivalent.
5. On a subset ES(X) of E(X)
In this section we introduce a subset ES(X) of E(X) and investigate its properties
and its relation to the sets EK(X) and E(X) introduced before.
Definition 5.1. For a locally compact non-separable metrizable space X , let
ES(X) =
{
Y = X ∪ {p} ∈ E(X) : p has a separable neighborhood in Y
}
.
Theorem 5.2. For a locally compact non-separable metrizable space X we have
ES(X) =
{
Y = X ∪ {p} ∈ E(X) : p has a σ-compact neighborhood in Y
}
.
Proof. Suppose that p has a σ-compact neighborhood W in Y = X ∪ {p} ∈ E(X).
ThenW being a union of countably many compact (and therefore separable) subsets
is separable, and so Y ∈ ES(X).
To show the converse, let {Un}n<ω be the extension trace in X corresponding
to Y = X ∪ {p} ∈ ES(X). Then there exists a k < ω such that V = Uk ∪ {p}
is separable. Now since Uk is locally compact and separable, it is σ-compact (see
3.8.C of [7]). 
In the following we first characterize the elements of ES(X) in terms of their
corresponding extension traces.
Lemma 5.3. Let X be a locally compact non-separable metrizable space and let
Y = X ∪ {p} ∈ E(X). Then the following conditions are equivalent.
(1) Y ∈ ES(X);
(2) For every extension trace U = {Un}n<ω in X generating Y , there exists a
k < ω such that for every n ≥ k, clXUn\Un+1 is σ-compact;
(3) There exists an extension trace U = {Un}n<ω in X generating Y , such that
for every n < ω, clXUn\Un+1 is σ-compact.
Proof. (1) implies (2). Suppose that Y = X ∪ {p} ∈ ES(X), and let {Un}n<ω be
an extension trace in X which generates Y . Since p has a σ-compact neighborhood
in Y , there exist a k < ω such that clXUk ∪ {p} is σ-compact, and therefore
clXUn\Un+1 is σ-compact, for every n ≥ k. That (2) implies (3), and (3) implies
(1) are trivial. 
The next result shows how ES(X) is related to EK(X).
Theorem 5.4. Let X be a locally compact non-separable metrizable space. Then
we have
ES(X) =
{
Y ∈ E(X) : Y ≥ S for some S ∈ EK(X)
}
.
Proof. Suppose that Y ∈ E(X) and let S ∈ EK(X) be such that Y ≥ S. Let U =
{Un}n<ω and V = {Vn}n<ω be extension traces in X , corresponding to Y = X∪{p}
and S = X ∪ {q}, respectively. Since S ∈ EK(X), there exists an n < ω such that
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clXVn ∪ {q} is compact. Since Y ≥ S, U is finer than V , and therefore there exists
a k < ω such that Uk ⊆ Vn. Now since
clXUk =
⋃
i≥n
(
clXUk ∩ (clXVi\Vi+1)
)
clXUk ∪ {p} is a σ-compact neighborhood of p in Y , i.e., Y ∈ ES(X).
For the converse, let Y ∈ ES(X) and let U = {Un}n<ω be an extension traces in
X generating Y , with clXUn\Un+1 being σ-compact for all n < ω. Since clXU1 =⋃
n<ω(clXUn\Un+1), we have λ(Y ) ⊆ clβXU1 ⊆ σX , and thus Y ≥ S for some
S ∈ EK(X). 
The following, under [CH], describes ES(X) order-theoretically as a subset of
E(X).
Theorem 5.5. [CH] Let X be a locally compact non-separable metrizable space and
let S ∈ E(X). Then S ∈ ES(X) if and only if∣∣{Y ∈ E(X) : Y ≥ S}∣∣ ≤ ℵ1.
Proof. Suppose that S ∈ E(X) is such that |{Y ∈ E(X) : Y ≥ S}| ≤ ℵ1. Then
arguing as in the proof of Theorem 3.6 we have λ(S) ⊆ σX , and therefore S ≥ T ,
for some T ∈ EK(X).
Conversely, if S ∈ ES(X), then there exists a T ∈ EK(X) such that S ≥ T . Now
the result follows, as by the proof of Theorem 3.6 we have |{Y ∈ E(X) : Y ≥ T }| ≤
ℵ1. 
Next we find the image of ES(X) under λ. This will be used in the subsequent
results.
Theorem 5.6. Let X be a locally compact non-separable metrizable space. Then
we have
λ
(
ES(X)
)
=
{
Z ∈ Z(ωσX\X) : Ω /∈ Z
}
\{∅}.
Proof. Let Y ∈ ES(X). Then there exists an S ∈ EK(X) such that Y ≥ S,
and thus λ(Y ) ⊆ λ(S) ⊆ σX . Now since λ(S) is clopen in ωσX\X , we have
λ(Y ) ∈ Z(ωσX\X).
Conversely, suppose that ∅ 6= Z ∈ Z(ωσX\X) and Ω /∈ Z. Then since Z ⊆
σX\X , we have Z ⊆ λ(S), for some S ∈ EK(X). Thus Z = λ(Y ) for some Y ≥ S,
i.e., Y ∈ ES(X). 
Combined with Theorem 3.7, the following theorem shows that wheneverw(X) ≥
2ℵ0 , the sets E(X), EK(X) and ES(X) have three distinct order structures.
Theorem 5.7. Let X be a locally compact non-separable metrizable space. Then
EK(X) and ES(X) are never order-isomorphic. If moreover w(X) ≥ 2ℵ0 , then
E(X) and ES(X) are never order-isomorphic.
Proof. The first part of the theorem follows from an argument similar to that of
Theorem 3.7.
To show the second part, suppose that φ : E(X)→ ES(X) is an order-isomorphism.
By part (4) of Theorem 3.19, there exists a sequence {Yn}n<ω in E(X) with no lower
bound in E(X). Let for each n < ω, Sn ∈ EK(X) be such that Sn ≤ φ(Yn) (see
Theorem 5.4). Then by part (5) of Theorem 3.19, the sequence {Sn}n<ω and there-
fore the sequence {φ(Yn)}n<ω has a lower bound in EK(X), contradicting to our
assumptions. 
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For a point x in a space X , we denote by w(x,X), the smallest weight of an
open neighborhood of x in X . In the following lemma, under [CH], we characterize
the points of σX\X in X∗.
Lemma 5.8. [CH] Let X be a locally compact non-separable metrizable space. Then
the set σX\X consists of exactly those elements x ∈ X∗ for which w(x,X∗) ≤ ℵ1.
Proof. Assume the notations of Theorem 1.1. Let x ∈ σX\X . Then x ∈ M∗,
where M =
⋃
i∈J Xi, for some countable J ⊆ I. Since M is separable, we have
w(M∗) ≤ ℵ1.
Conversely, suppose that x ∈ X∗ is such that w(x,X∗) ≤ ℵ1. Suppose that
x /∈ σX . Let V be an open neighborhood of x in X∗ such that w(clX∗V ) ≤ ℵ1.
Let f ∈ C(X∗, I) be such that f(x) = 0 and f(X∗\V ) ⊆ {1}. We show that there
exists a Z ∈ λ(E(X)) such that Z ⊆ S = Z(f) and Z\σX 6= ∅. Since S ∈ Z(X∗),
by Lemma 4.2 of [9], there exists a regular sequence of open sets U = {Un}n<ω in
X such that S =
⋂
n<ω U
∗
n. Let
L =
{
i ∈ I : Xi ∩
⋂
n<ω
Un 6= ∅
}
.
We consider the following two cases.
Case 1) Suppose that L is countable. Let for each n < ω, Vn = Un\
⋃
i∈LXi.
Then since ⋂
n<ω
Vn =
⋂
n<ω
Un\
⋃
i∈L
Xi = ∅
V = {Vn}n<ω is an extension trace in X . Now for each n < ω, we have
U∗n =
(
Un ∩
⋃
i∈L
Xi
)∗
∪
(
Un\
⋃
i∈L
Xi
)∗
⊆ (σX\X) ∪ V ∗n
and therefore since x ∈ S =
⋂
n<ω U
∗
n\σX , we have x ∈
⋂
n<ω V
∗
n . Let Z =⋂
n<ω V
∗
n ∈ λ(E(X)). Then clearly Z ⊆ S and Z\σX 6= ∅.
Case 2) Suppose that L is uncountable. Let {Ln}n<ω be a partition of L into
mutually disjoint uncountable subsets. Let for each n < ω
Vn = Un ∩
⋃
{Xi : i ∈ Ln ∪ Ln+1 ∪ · · · }.
Then V = {Vn}n<ω is an extension trace in X . We verify that for each n < ω,
clβXVn\σX 6= ∅. For otherwise, if for some n < ω, clβXVn ⊆ σX , then clβXVn ⊆
clβX(
⋃
i∈H Xi), for some countable H ⊆ I, and therefore Vn ⊆
⋃
i∈H Xi, which is
a contradiction, as each Ln is chosen to be uncountable. By compactness of βX ,
we have
⋂
n<ω(clβXVn\σX) 6= ∅. Let in this case Z =
⋂
n<ω V
∗
n ∈ λ(E(X)). Then
clearly Z ⊆ S and Z\σX 6= ∅.
Let A ∈ E(X) be such that Z = λ(A). By Theorem 5.6, A /∈ ES(X) and thus
by Theorem 5.5, |{Y ∈ E(X) : Y ≥ A}| > ℵ1. Lemma 15.19 of [6] states that for
a σ-compact space T with w(T ) ≤ 2ℵ0 , we have |C(T )| ≤ 2ℵ0 . Now applying this
to clX∗V , we obtain |Z(clX∗V )| ≤ ℵ1, which is a contradiction. This proves our
lemma. 
Theorem 5.9. [CH] Let X and Y be locally compact non-separable metrizable
spaces. If X∗ and Y ∗ are homeomorphic, then ES(X) and ES(Y ) are order-isomorphic.
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Proof. By Lemma 5.8 any homeomorphism between X∗ and Y ∗ induces a home-
omorphism between σX\X and σY \Y . Now the proof is completed by a slight
modification of the last part of the proof of Theorem 4.2. 
The following is analogous to Theorems 4.1 and 4.2. It shows how the order
structure of ES(X) and the topology of σX\X are related to each other.
Theorem 5.10. Let X and Y be locally compact non-separable metrizable spaces
and let ωσX = σX∪{Ω} and ωσY = σY ∪{Ω′} be the one-point compactifications of
σX and σY , respectively. If ES(X) and ES(Y ) are order-isomorphic, then ωσX\X
and ωσY \Y are homeomorphic.
Proof. Let φ : λX(ES(X)) → λY (ES(Y )) be an order-isomorphism. We extend φ
by letting φ(∅) = ∅. We define a function ψ : Z(ωσX\X)→ Z(ωσY \Y ) and verify
that it is an order-isomorphism.
For a Z ∈ Z(ωσX\X), with Ω /∈ Z, let ψ(Z) = φ(Z).
Now suppose that Z ∈ Z(ωσX\X) and Ω ∈ Z. Then (ωσX\X)\Z, being
a cozero-set in ωσX\X , can be written as (ωσX\X)\Z =
⋃
n<ω Zn, where for
each n < ω, Zn ∈ Z(ωσX\X) and Ω /∈ Zn, and thus by Theorem 5.6, Zn ∈
λX(ES(X)). We claim that
⋃
n<ω φ(Zn) is a cozero-set in ωσY \Y . To show this,
let Y =
⊕
i∈J Yi, with each Yi being a separable non-compact subspace. Since
for each n < ω, φ(Zn) ⊆ σY \Y , there exists a countable L ⊆ J such that⋃
n<ω φ(Zn) ⊆ (
⋃
i∈L Yi)
∗ = φ(A), for some A ∈ λX(ES(X)). We show that
φ(A ∩ Z) = φ(A)\
⋃
n<ω φ(Zn). Since for each n < ω, A ∩ Z ∩ Zn = ∅, we have
φ(A ∩ Z) ∩ φ(Zn) = ∅, and therefore φ(A ∩ Z) ⊆ φ(A)\
⋃
n<ω φ(Zn). To show the
converse, let x ∈ φ(A)\
⋃
n<ω φ(Zn). Since for each n < ω, x /∈ φ(Zn), there ex-
ists a B ∈ Z(ωσY \Y ) such that x ∈ B, and for each n < ω, B ∩ φ(Zn) = ∅.
If x /∈ φ(A ∩ Z), then there exists a C ∈ Z(ωσY \Y ) such that x ∈ C and
C∩φ(A∩Z) = ∅. ConsiderD = φ(A)∩B∩C ∈ λY (ES(Y )), and let E ∈ λX(ES(X))
be such that φ(E) = D. Then since for each n < ω, φ(E) ∩ φ(Zn) = ∅, we have
E ∩ Zn = ∅, and therefore E ⊆ Z. On the other hand since φ(E) ⊆ φ(A), we have
E ⊆ A and thus E ⊆ A ∩ Z. Therefore, φ(E) ⊆ φ(A ∩ Z), which implies that
φ(E) = ∅, as φ(E) ⊆ C. This contradiction shows that x ∈ φ(A∩Z), and therefore
φ(A ∩ Z) = φ(A)\
⋃
n<ω φ(Zn). Now since φ(A) is clopen in σY \Y , we have
(ωσY \Y )\
⋃
n<ω
φ(Zn) =
(
φ(A)\
⋃
n<ω
φ(Zn)
)
∪
(
(ωσY \Y )\φ(A)
)
= φ(A ∩ Z) ∪
(
(ωσY \Y )\φ(A)
)
∈ Z(ωσY \Y )
and our claim is verified. In this case we define ψ(Z) = (ωσY \Y )\
⋃
n<ω φ(Zn).
Next we show that ψ is well-defined. So assume another representation for Z, i.e.,
suppose that Z = (ωσX\X)\
⋃
n<ω Sn, with Sn ∈ λX(ES(X)) ∪ {∅}, for all n < ω.
Suppose that
⋃
n<ω φ(Zn) 6=
⋃
n<ω φ(Sn). Without any loss of generality we may
assume that
⋃
n<ω φ(Zn)\
⋃
n<ω φ(Sn) 6= ∅. Let x ∈
⋃
n<ω φ(Zn)\
⋃
n<ω φ(Sn).
Let m < ω be such that x ∈ φ(Zm). Then since x /∈
⋃
n<ω φ(Sn), there exists an
A ∈ Z(ωσY \Y ) such that x ∈ A and A ∩
⋃
n<ω φ(Sn) = ∅. Consider A ∩ φ(Zm) ∈
λY (ES(Y )). Let B ∈ λX(ES(X)) be such that φ(B) = A∩φ(Zm). Since φ(B) ⊆ A,
we have B ∩ Sn = ∅, for all n < ω. But B ⊆ Zm ⊆
⋃
n<ω Zn =
⋃
n<ω Sn, which
implies that B = ∅, which is a contradiction. Therefore
⋃
n<ω φ(Zn) =
⋃
n<ω φ(Sn),
and thus ψ is well defined.
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To prove that ψ is an order-isomorphism, let S,Z ∈ Z(ωσX\X) with S ⊆ Z.
Assume that S 6= ∅. We consider the following three cases.
Case 1) Suppose that Ω /∈ Z. Then ψ(S) = φ(S) ⊆ φ(Z) = ψ(Z).
Case 2) Suppose that Ω /∈ S and Ω ∈ Z. Let Z = (ωσX\X)\
⋃
n<ω Zn, with
Zn ∈ λX(ES(X)) ∪ {∅}, for all n < ω. Then since S ⊆ Z, for each n < ω, we have
S ∩ Zn = ∅, and therefore φ(S) ∩ φ(Zn) = ∅. We have
ψ(S) = φ(S) ⊆ (ωσY \Y )\
⋃
n<ω
φ(Zn) = ψ(Z).
Case 3) Suppose that Ω ∈ S and let
Z = (ωσX\X)\
⋃
n<ω
Zn and S = (ωσX\X)\
⋃
n<ω
Sn
where for each n < ω, Sn, Zn ∈ λX(ES(X))∪{∅}. Since S ⊆ Z we have
⋃
n<ω Zn ⊆⋃
n<ω Sn, and so S = (ωσX\X)\
⋃
n<ω(Sn ∪ Zn). Therefore
ψ(S) = (ωσY \Y )\
⋃
n<ω
(
φ(Sn) ∪ φ(Zn)
)
⊆ (ωσY \Y )\
⋃
n<ω
φ(Zn) = ψ(Z)
and thus ψ is an order-homomorphism.
To show that ψ is an order-isomorphism, we note that φ−1 : λY (ES(Y )) →
λX(ES(X)) is an order-isomorphism. Let γ : Z(ωσY \Y ) → Z(ωσX\X) be its
induced order-homomorphism defined as above. Then it is straightforward to see
that γ = ψ−1, i.e., ψ is an order-isomorphism and thus Z(ωσX\X) and Z(ωσY \Y )
are order-isomorphic, which implies that ωσX\X and ωσY \Y are homeomorphic.

The next result is the converse of the above theorem under some weight restric-
tions.
Theorem 5.11. Let X and Y be locally compact non-separable metrizable spaces.
Suppose moreover that at least one of X and Y has weight greater than 2ℵ0 . Let
ωσX and ωσY be as in the above theorem. Then if ωσX\X and ωσY \Y are
homeomorphic, ES(X) and ES(Y ) are order-isomorphic.
Proof. This follows by a slight modification of the proof of Theorem 4.2. 
We summarize the above theorems as follows.
Theorem 5.12. Let X and Y be locally compact non-separable metrizable spaces.
Suppose moreover that at least one of X and Y has weight greater than 2ℵ0 . Then
the following conditions are equivalent.
(1) ES(X) and ES(Y ) are order-isomorphic;
(2) Z(ωσX\X) and Z(ωσY \Y ) are order-isomorphic;
(3) ωσX\X and ωσY \Y are homeomorphic.
Comparing Theorems 4.6 and 5.12, we deduce that for zero-dimensional locally
compact non-separable metrizable spaces X and Y , such that at least one of them
has weight greater than 2ℵ0 , ES(X) and ES(Y ) are order-isomorphic if and only if
EK(X) and EK(Y ) are. It turns out that even more is true.
Theorem 5.13. Let X and Y be zero-dimensional locally compact non-separable
metrizable spaces and let f : EK(X) → EK(Y ) be an order-isomorphism. Then
there exists an order-isomorphism F : ES(X)→ ES(Y ) such that F |EK(X) = f .
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Proof. Let g = λY fλ
−1
X : λX(EK(X)) → λY (EK(Y )) and G : B(ωσX\X) →
B(ωσY \Y ) be as defined in the proof of Theorem 4.1. Then as it is shown there, G
is an order-isomorphism, and since ωσX\X and ωσY \Y are zero-dimensional, there
exists a homeomorphism φ : ωσX\X → ωσY \Y such that φ(U) = G(U), for any
U ∈ B(ωσX\X). Let H : λX(ES(X)) → λY (ES(Y )) be defined by H(Z) = φ(Z).
We verify that H is a well-defined order-isomorphism.
First we note that φ(Ω) = Ω′. For otherwise, if φ(x) = Ω′, for some x 6=
Ω, then since x ∈ σX\X , assuming the notations of Theorem 1.1, we have x ∈
(
⋃
i∈LXi)
∗ = U , for some countable L ⊆ I. Now since U is clopen in ωσX\X ,
we have φ(U) = G(U), and by the way we defined G, G(U) = g(U) ∈ λY (EK(Y )).
But this implies that Ω′ = φ(x) ∈ φ(U) ∈ λY (EK(Y )), which is a contradiction.
Therefore φ(Ω) = Ω′.
Now suppose that Z ∈ λX(ES(X)). Then by Theorem 5.6, Z ∈ Z(ωσX\X) and
Ω /∈ Z. Therefore φ(Z) is a zero-set in ωσY \Y such that Ω′ /∈ φ(Z). This shows
that H is well-defined. By the way we defined H , it is clearly an order-isomorphism.
Now let U ∈ λX(EK(X)). Then since U ∈ B(ωσX\X), we have H(U) = φ(U) =
G(U). But by definition of G, since Ω /∈ U , G(U) = g(U), and therefore H(U) =
g(U), i.e, H |λX(EK(X)) = g. Now let F = λ
−1
Y HλX : ES(X) → ES(Y ). Clearly
F is an order-isomorphism and by definition of g, for any A ∈ EK(X), we have
F (A) = λ−1Y HλX(A) = λ
−1
Y gλX(A) = f(A), i.e., F |EK(X) = f and the proof is
complete. 
The next result gives an order-theoretic characterization of EK(X) as a subset
of ES(X).
Theorem 5.14. Let X be a locally compact non-separable metrizable spaces. For
a set F ⊆ ES(X) consider the following conditions.
(1) For each A ∈ ES(X), there exists a B ∈ F such that B ≤ A;
(2) For each A,B ∈ F such that A < B, there exists a C ∈ F such that
B ∧ C = A, and B and C have no common upper bound in ES(X).
Then the set EK(X) is the largest (with respect to set-theoretic inclusion) subset of
ES(X) satisfying the above conditions.
Proof. We first check that EK(X) satisfies the above conditions. Condition (1)
follows from Theorem 5.4. To show that EK(X) satisfies condition (2), suppose
that A,B ∈ EK(X), with A < B. Let λ(C) = λ(A)\λ(B), for some C ∈ EK(X).
Clearly C ≥ A, and if Y ∈ ES(X) is such that C ≥ Y and B ≥ Y , then A ≥ Y .
Thus A = B∧C. It is clear that B and C have no common upper bound in ES(X).
Now suppose that F ⊆ ES(X) satisfies conditions (1) and (2). Let Y ∈ F . Then
by Theorem 5.6, we have λ(Y ) ⊆ σX\X . Assume the notations of Theorem 1.1.
Then λ(Y ) ⊆ (
⋃
i∈J Xi)
∗ = λ(A) (properly), for some countable J ⊆ I. Using
condition (1), let B ∈ F be such that B ≤ A. Then since Y > B, by condition
(2), there exists a C ∈ F such that Y ∧ C = B and Y,C have no common upper
bound in ES(X). Let D ∈ ES(X) be such that λ(D) = λ(Y ) ∪ λ(C). Then since
D ≤ Y and D ≤ C we have D ≤ B. Also since Y ≥ B and C ≥ B, we have
λ(B) ⊇ λ(D), and therefore B = D. Now as Y and C have no upper bound in
common λ(Y ) ∩ λ(C) = ∅, and therefore as λ(Y ) = λ(A)\(λ(A) ∩ λ(C)), λ(Y ) is a
clopen subset of X∗. Thus Y ∈ EK(X) and therefore F ⊆ EK(X). 
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Theorem 5.15. Let X and Y be locally compact non-separable metrizable spaces.
Then for any order-isomorphism φ : ES(X)→ ES(Y ) we have φ(EK(X)) = EK(Y ).
Proof. Let F = φ(EK(X)). Then it is easy to see that F satisfies the conditions of
Theorem 5.14, and thus by maximality F ⊆ EK(Y ). The reverse inclusion holds by
symmetry. 
The following result is analogous to Theorem 4.4, replacing EK(X) and EK(Y )
by ES(X) and ES(Y ), respectively.
Theorem 5.16. [CH] Let X and Y be zero-dimensional locally compact metrizable
spaces of weights ℵ1. Then ES(X) and ES(Y ) are order-isomorphic.
Proof. By Theorem 4.4, EK(X) and EK(Y ) are order-isomorphic. The result now
follows as by Theorem 5.13 every such order-isomorphism can be extended to an
order-isomorphism of ES(X) onto ES(Y ). 
The following example shows that zero-dimensionality cannot be omitted from
Theorems 5.16 and 4.4.
Example 5.17. Let X = D(ℵ1) and Y =
⊕
i<ω1
Yi, where for each i < ω1, Yi = R.
Suppose that ES(X) and ES(Y ) are order-isomorphic, and let φ : ES(X) → ES(Y )
denote an order-isomorphism. By Theorem 6.1, φ|EK(X) : EK(X)→ EK(Y ) is also
an order-isomorphism. Let j < ω1 and let T ∈ EK(X) be such that λ(T ) = Y ∗j .
Let S ∈ EK(X) be such that φ(S) = T . Then since the number of clopen subsets
of Y ∗j = R
∗ is finite, there are only finitely many A ∈ EK(X) such that A ≥ S,
which is a contradiction, as λX(S) ⊆ D∗ ≃ ω∗, for some countable D ⊆ X , and
there are infinitely many clopen subsets of λX(S) each corresponding to an element
A ∈ EK(X) with A ≥ S.
In Theorems 3.6 and 5.14, we characterized EK(X) among the subsets of E(X)
and ES(X), respectively. In the following we give a characterization of ES(X) among
the subsets of E(X) which contain EK(X).
Theorem 5.18. Let X be a zero-dimensional locally compact non-separable metriz-
able space. Then the set ES(X) is the smallest (with respect to set-theoretic inclu-
sion) subset of E(X) containing EK(X), such that for every upper bounded (in
E(X)) sequence in EK(X), it contains its least upper bound (in E(X)).
Proof. Using Theorem 5.4, it can be seen that the set ES(X) satisfies the above
requirements.
Now suppose that EK(X) ⊆ F ⊆ ES(X) satisfies the conditions of the theorem.
Let Y ∈ ES(X). By Lemma 3.17, we have λ(Y ) =
⋂
n<ω U
∗
n, for some extension
trace {Un}n<ω in X consisting of clopen subsets of X . Since Y ∈ ES(X), by
Theorem 5.4, Y ≥ S for some S ∈ EK(X). Now for any n < ω, λ(S) ∩ U∗n is
a clopen subset of X∗, and therefore λ(S) ∩ U∗n = λ(Yn), for some Yn ∈ EK(X).
Clearly for any n < ω, λ(Y ) ⊆ λ(Yn), and thus Y ≥ Yn. Therefore Y =
∨
n<ω Yn,
and thus by assumption Y ∈ F , which shows that ES(X) ⊆ F . 
6. Some cardinality theorems
In this section we obtain some theorems on the cardinality of the sets EK(X) and
E(X). By modifying the proofs, similar results can be obtained on the cardinality
of the set ES(X).
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Theorem 6.1. Let X be a locally compact non-compact metrizable space. Then we
have ∣∣E(X)∣∣ = 2w(X).
Proof. First suppose thatX is separable. By Theorem 5.3 of [9], E(X) andZ(X∗)\{∅}
are order-anti-isomorphic. Since X is non-compact, it contains a copy M of ω as a
closed subset, and therefore since ω∗ ≃ clβXM\M , we may assume that ω∗ ⊆ X∗.
But ω∗ is z-embedded in X∗ and therefore∣∣E(X)∣∣ = ∣∣Z(X∗)∣∣ ≥ ∣∣Z(ω∗)∣∣ = 2ℵ0 = 2w(X).
Now suppose that X is non-separable and assume the notations of Theorem 1.1.
Clearly |I| = w(X). For each i ∈ I, let {U in}n<ω be an extension trace in Xi. For
each non-empty J ⊆ I and each n < ω, let V nJ =
⋃
i∈J U
i
n. Then it is easy to see
that VJ = {V nJ }n<ω is an extension trace in X and VJ1 and VJ2 are non-equivalent
for J1 6= J2. Thus in this case |E(X)| ≥ |P(I)| = 2w(X).
Finally, we note that to every extension trace {Un}n<ω in X , there corresponds
a sequence {Bn}n<ω of subsets of B, where B is a base for X of cardinality w(X), in
such a way that Un =
⋃
Bn, for all n < ω. Since the number of such sequences does
not exceed |P(B)|ℵ0 = 2w(X), it follows that 2w(X) ≥ |E(X)|, and thus combined
with above, this implies that equality holds. 
By a known result of Tarski (Tarski Theorem) for any infinite set E, there is a
collection A of subsets of E such that |A| = |E|ℵ0 , |A| = ℵ0 for any A ∈ A and the
intersection of any two distinct elements of A is finite (see Theorem 2.1 of [10]).
We use this in the following theorem.
Theorem 6.2. Let X be a locally compact non-compact metrizable space. Then we
have ∣∣EK(X)
∣∣ ≤ w(X)ℵ0 .
Furthermore, if X is non-separable or zero-dimensional, then equality holds.
Proof. Let Y ∈ EK(X). Then by Lemma 3.1, there exists an extension trace
U = {Un}n<ω in X which generates Y , and clXUn\Un+1 is compact for all n < ω.
Let B be a base in X with |B| = w(X), and let U0 = X . Then since for all n < ω,
clXUn\Un+1 is a compact subset of the open set Un−1\clXUn+2, it follows that
there exists a kn < ω and C
n
1 , . . . , C
n
kn
∈ B such that
clXUn\Un+1 ⊆ C
n
1 ∪ · · · ∪ C
n
kn
⊆ Un−1\clXUn+2.
Let
Vn =
kn⋃
i=1
Cni ∪
kn+1⋃
i=1
Cn+1i ∪ · · · .
Then clearly Vn ⊆ Un−1. On the other hand since
⋂
n<ω Un = ∅, it follows from
clXUj\Uj+1 ⊆
⋃kj
i=1 C
j
i , j = n, n+1, . . . that clXUn ⊆ Vn. Now V = {Vn}n<ω is an
extension trace in X equivalent to U , and therefore Y is also generated by V . So
to each Y ∈ EK(X), there corresponds a sequence {{Cni }
kn
i=1}n<ω which consists of
finite subsets of B. Since the number of such sequences is not greater than w(X)ℵ0 ,
we have |EK(X)| ≤ w(X)ℵ0 .
For the second part of the theorem we consider the following two cases.
Case 1) Suppose that X is separable and zero-dimensional. By Proposition 5.1
of [9], X =
⋃
n<ω Cn, where each Cn is open with compact closure in X , and
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clXCn ⊆ Cn+1 for all n < ω. Let Un = X\clXCn. Then clearly U = {Un}n<ω
is an extension trace in X . By Lemma 3.17 we can choose an extension trace
V = {Vn}n<ω consisting of clopen subsets of X equivalent to U . For each n < ω,
there exists a kn such that Ukn ⊆ Vn, and so X\Vn ⊆ X\Ukn = clXCkn . Therefore
X\Vn and thus Vn\Vn+1 is compact. Let D1, D2, . . . be distinct non-empty sets
of the form Vn\Vn+1. Now let {Nt}t<2ℵ0 be a partition of ω into infinite almost
disjoint subsets. For t < 2ℵ0 let Nt = {nt1, n
t
2, . . .}, where n
t
i 6= n
t
j , for distinct
i, j < ω, and let
Vt = {Dnt
k
∪Dnt
k+1
∪ · · · }k<ω
which is an extension trace of clopen subsets of X . Clearly each Vt is corresponding
to an elements of EK(X), and since the corresponding members of EK(X) are
distinct we have |EK(X)| ≥ 2ℵ0 .
Case 2) Suppose that X is not separable and assume the notations of Theorem
1.1. By Tarski Theorem, there exists a collection J of subsets of I, with |J | =
|I|ℵ0 = w(X)ℵ0 and |J | = ℵ0, for every J ∈ J , such that the intersection of any
two distinct elements of J is finite. Let for each J ∈ J , YJ ∈ EK(X) be such that
λ(YJ ) = (
⋃
i∈J Xi)
∗. Then {YJ : J ∈ J } is a collection of distinct elements of
EK(X) and therefore |EK(X)| ≥ w(X)ℵ0 . 
7. Some questions
Assume [CH]. Let X and Y be zero-dimensional locally compact non-separable
metrizable spaces. Suppose that φ : E(X)→ E(Y ) is an order-isomorphism. Then,
since φ(EK(X)) satisfies the conditions of Theorem 3.6, by maximality of EK(Y ),
we have φ(EK(X)) ⊆ EK(Y ), and therefore by symmetry φ(EK(X)) = EK(Y ).
Thus EK(X) and EK(Y ) are order-isomorphic. Note that in proof of Theorem 4.1,
using its notations, we could define a homeomorphism f : ωσX\X → ωσY \Y such
that f(U) = G(U), for any U ∈ B(ωσX\X). Therefore since for any countable
J ⊆ I, Ω′ /∈ g(QJ) = G(QJ ) = f(QJ), we have f(Ω) = Ω′ and thus f |σX\X :
σX\X → σY \Y is a homeomorphism. In other words, having E(X) and E(Y )
order-isomorphic implies that σX\X and σY \Y are homeomorphic. We don’t
know if the converse also holds. More precisely
Question 7.1. Let X be a locally compact non-separable metrizable space. Is there
a subspace of X∗ (in particular X∗ itself) whose topology determines and is deter-
mined by the order structure of the set E(X)?
Question 7.2. Let X and Y be zero-dimensional locally compact non-separable
metrizable spaces. Is every order-isomorphism ψ : EK(X) → EK(Y ) extendable to
one from E(X) onto E(Y )? Are at least E(X) and E(Y ) order-isomorphic?
It turns out that the above two questions are related in the following way.
Suppose that for every zero-dimensional locally compact non-separable metrizable
spaces X and Y , any order-isomorphism φ : E(X) → E(Y ), induces a homeo-
morphism f : X∗ → Y ∗, in such a way that for every T ∈ λX(E(X)), f(T ) =
λY φλ
−1
X (T ). Let X = D(ℵ1) and Y =
⊕
i<ω1
Yi, where for each i < ω1, Yi is the
one-point compactification of ω. Then by Theorem 4.4, under [CH], EK(X) and
EK(Y ) are order-isomorphic. Suppose that E(X) and E(Y ) are order-isomorphic,
and let φ and f be as defined above. Then as the proof of Theorem 2.1 shows, there
exists a non-empty zero-set Z ∈ Z(Y ∗)\λY (E(Y )) such that intcσY (Z\σY ) = ∅. By
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Lemma 5.8, we have f(X∗\σX) = Y ∗\σY and therefore intcσX(f−1(Z)\σX) = ∅.
By Theorem 6.8 of [9], this implies that f−1(Z) ∈ λX(E(X)), which clearly con-
tradicts our assumptions. Therefore, in some ways the answer to the above two
questions cannot both be positive.
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