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LOCAL COHOMOLOGY MODULES AND GORENSTEIN INJECTIVITY
WITH RESPECT TO A SEMIDUALIZING MODULE
MAJID RAHRO ZARGAR
Abstract. Let (R,m) be a local ring and let C be a semidualizing R-module. In this
paper, we are concerned with the C-injective and GC-injective dimensions of certain local
cohomology modules of R. Firstly, the injective dimension of C and the above quantities
are compared. Secondly, as an application of the above comparisons, a characterization
of a dualizing module of R is given. Finally, it is shown that if R is Cohen-Macaulay of
dimension d such that Hdm(C) is C-injective, then R is Gorenstein. This is an answer to
the question which was recently raised.
1. introduction
Throughout this paper, R is a commutative Noetherian ring. It is well known, see for
example [6, Corollary 9.5.13], that a local ring (R,m) is Gorenstein if and only if R is a
Cohen-Macaulay ring and the top local cohomology module of R, Hdm(R), is isomorphic to
ER(R/m). As a generalization of this result, in [12, Theorem 2.5], the author and H. Zakeri
showed that R is a Gorenstein local ring if and only if idRH
ht a
a (R) < ∞ for some ideal a
of R such that R is relative Cohen-Macaulay with respect to a. In [17] R. Sazeedeh showed
that over a Gorenstein local ring of Krull dimension at most two the top local cohomology
module HdimRa (R) is a Gorenstein injective R-module for any ideal a of R. Notice that an
injective module is a Gorenstein injective module. In [20] T. Yoshizawa, as a generalization
of Sazeedeh’s results, showed that over a complete Cohen-Macaulay local ring (R,m) of
Krull dimension d the following conditions are equivalent.
(i) R is a Gorenstein ring.
(ii) Hdm(R) is an injective R-module.
(iii) Hdm(R) is a Gorenstein injective R-module.
As a generalization of the above result, it was proved in [14], as the main result, that
if C is a semidualizing module over a complete local ring of dimension d, then following
statements are equivalent.
(i) C is a dualizing R-module.
(ii) Hdm(R) is a C-injective R-module.
(iii) Hdm(R) is a GC -injective R-module.
(iv) GC -idRH
d
m(R) <∞.
2000 Mathematics Subject Classification. 13D05, 13D45, 18G20.
Key words and phrases. Local cohomology, Semidualizing, Dualizing, C-injective, GC-injective, Relative
Cohen-Macaulay module.
1
2 M.R. ZARGAR
The above result is not true without the Cohen-Macaulay assumption on R (see 3.5). Thus
[14, Theorem 3.1] needs correction, nevertheless its proof is clearly valid in the Cohen-
Macaulay case.
In this paper, we first prove, in 3.2, that if R is relative Cohen-Macaulay with respect
to an ideal a of R and C is a semidualizing R-module, then C-idRH
n
a (R) = idRC − n =
idRH
n
a (C), where n = ht a. Next, in 3.3, we characterize a dualizing module in terms
of GC -injective dimensions of certain local cohomology modules. Now, as a corollary of
3.2 and 3.3, we establish, in 3.4, the corrected version of [14, Theorem 3.1] without the
completeness assumption on R. Also, 3.7 provides a generalization of [20, Corollary 2.10]
and [12, Corollary 3.14]. Finally, when R is Cohen-Macaulay, we obtain, in 3.8, an answer to
the question “what happens if the top local cohomology module of a semidualizing module
C is C-injective?” which is stated in [14].
2. preliminaries
In this section we recall some definitions and facts which are needed throughout this
paper.
Definition 2.1. Following [16, Definition 2.1], let X be a class of R-modules and let M be
an R-module. An X -coresolution of M is a complex of R-modules in X as follows
X = 0 −→ X0
∂X0−→ X−1
∂X
−1
−→ · · ·
∂X
n+1
−→ Xn
∂X
n−→ Xn−1
∂X
n−1
−→ · · ·
such that H0(X) ∼= M and Hn(X) = 0 for all n ≤ −1. The X -injective dimension of M is
the quantity
X -idR(M) = inf{sup{−n ≥ 0|Xn 6= 0} | X is an X -coresolution of M }.
The modules of X -injective dimension zero are precisely the nonzero modules of X and also
X -idR(0) = −∞.
The following notion of semidualizing modules goes back at least to Vasconcelos [19], but
was rediscovered by others. The reader is referred to [15] for more details about semidualizing
modules.
Definition 2.2. A finitely generated R-module C is called semidualizing if the natural
homomorphism R→ HomR(C,C) is an isomorphism and Ext
i
R(C,C) = 0 for all i ≥ 1. An
R-module D is said to be a dualizing R-module if it is semidualizing and has finite injective
dimension. For a semidualizing R-module C, the class of C-injective modules is defined as
IC(R) = { HomR(C, I)| I is an injective R-module}.
It will be convenient for us to denote IC(R)-idRM , which is defined in 2.1, by C-idRM .
Notice that when C = R these notions recover the concepts of injective module and injective
dimension.
Based on the work of E.E. Enochs and O.M.G. Jenda [6], the following notions were
introduced and studied by H. Holm and P. Jørgensen [9].
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Definition 2.3. Let C be a semidualizing R-module. A complete ICI-resolution is a
complex Y of R-modules such that:
(i) Y is exact and HomR(I, Y ) is exact for each I ∈ IC(R).
(ii) Yi ∈ IC(R) for all i > 0 and Yi is injective for all i ≤ 0.
An R-module M is called GC -injective if there exists a complete ICI-resolution Y such
that M ∼= ker(∂Y0 ). In this case Y is a complete ICI-resolution of M . The class of GC -
injective R-modules is denoted by GIC(R). For convenience the GIC(R)-injective dimension,
GIC(R)-idRM , of M which is defined as in 2.1 is denoted by GC -idR(M).
Note that when C = R these notions recover the concepts of Gorenstein injective module
and Gorenstein injective dimension which were introduced in [6].
Definition 2.4. We say that a finitely generated R-module M is relative Cohen Macaulay
with respect to a if there is precisely one non-vanishing local cohomology module of M with
respect to a. Clearly this is the case if and only if grade (a,M) = cd (a,M), where cd (a,M)
is the largest integer i for which Hia(M) 6= 0. Observe that the notion of relative Cohen-
Macaulay module is connected with the notion of cohomologicaly complete intersection ideal
which has been studied in [7].
Remark 2.5. Let M be a relative Cohen-Macaulay module with respect to a and let
cd (a,M) = n. Then, in view of [2, Theorems 6.1.4, 4.2.1, 4.3.2], it is easy to see that
SuppHna (M) = Supp (M/aM) and htMa = grade (a,M), where htMa = inf{ dimRpMp| p ∈
Supp (M/aM) }.
Next, we recall some elementary results about the trivial extension of a ring by a module.
Definition and Facts 2.6. Let C be an R-module. Then the direct sum R ⊕ C has the
structure of a commutative ring with respect to multiplication defined by
(a, c)(a′, c′) = (aa′, ac′ + a′c),
for all (a, c), (a′, c′) ∈ R⊕C. This ring is called trivial extension of R by C and is denoted
by R⋉ C. The following properties of R⋉ C are needed in section 3.
(i) There are natural ring homomorphisms R ⇄ R ⋉ C which enable us to consider
R-modules as R⋉ C-modules, and vice versa.
(ii) For any ideal a of R, a⊕ C is an ideal of R⋉ C.
(iii) (R⋉C,m⊕C) is a Noetherian local ring whenever (R,m) is a Noetherian local ring
and C is a finitely generated R-module. Also, in this case, dimR = dimR⋉ C.
(v) For any R-module M we have GC -idRM = GidR⋉CM (see [9, Theorem 2.16]).
The classes defined next are collectively known as Foxby classes. The reader is referred
to [1], [15] and [18] for some basic results about those classes.
Definition 2.7. Let C be a semidualizing R-module. The Bass class with respect to C is
the class BC(R) of R–modules such that:
(i) Ext iR(C,M) = 0 = Tor
R
i (C,HomR(C,M)) for all i ≥ 1, and
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(ii) the natural evaluation map C ⊗R HomR(C,M)→M is an isomorphism.
Dually, the Auslander class with respect to C, denoted AC(R), consists of all R-modules M
such that:
(i) TorRi (C,M) = 0 = Ext
i
R(C,C ⊗R M) for all i ≥ 1, and
(ii) the natural map M → HomR(C,C ⊗RM) is an isomorphism.
3. main results
The starting point of this section is the next lemma, which is assistance in the proof of
Theorem 3.2.
Lemma 3.1. Let C be a semidualizing R-module and let
0→M ′ →M →M ′′ → 0
be an exact sequence of R-modules and R-homomorphisms such that M ′ and M are C-
injective. Then M ′′ is C-injective.
Proof. First, in view of [18, Proposition 3.4] we see that C-idRM
′′ is finite. Therefore, by
[18, Corollary 2.9], M ′′ ∈ AC(R) and hence Tor
R
1 (C,M
′′) = 0. Thus the sequence
0→ C ⊗R M
′ → C ⊗RM → C ⊗R M
′′ → 0
is exact. Now, one can use [18, Theorem 2.15] to complete the proof. 
Theorem 3.2. Suppose that (R,m) is a local ring and that C is a semidualizing R-module.
Suppose that M is relative Cohen-Macaulay with respect to a and that htMa = n. Then the
following statements hold.
(i) C-idRH
n
a (M) ≤ C-idRM − n
(ii) In the case where M = R, C is a dualizing R–module if and only if C-idRH
n
a (R) is
finite. Furthermore, we have the equality C-idRH
n
a (R) = idRC − n = idRH
n
a (C).
Proof. First we present a C-injective resolution approach for calculation of local cohomology
modules. To this end, let a be an ideal of R, N be a finitely generated R-module and let I
be an injective R-module. Then we have the following natural isomorphisms
Γa(HomR(N, I)) ∼= lim−→
n∈N
HomR(R/a
n,HomR(N, I))
∼= lim−→
n∈N
HomR(R/a
n ⊗R N, I)
∼= lim−→
n∈N
HomR(N,HomR(R/a
n, I))
∼= HomR(N, lim−→
n∈N
HomR(R/a
n, I))
∼= HomR(N,Γa(I)).
Therefore, Γa(N
′) ∈ IC(R) for all N
′ ∈ IC(R), because Γa(I) is injective. Also, by
using a finite free resolution for N and the above isomorphism, we can deduce that
Hia(HomR(N, I)) = 0 for all i ≥ 1. Hence, C-injective modules are Γa-acyclic. There-
fore in view of [2, Exercise 4.1.2], for an R-module N , its local cohomology modules with
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respect to a can be calculated by means of a C-injective resolution for N . Now, we prove
the assertion.
(i) Let C-idR(M) = d and let
(3.1) 0→M → HomR(C,E
0)→ · · ·
α
→ HomR(C,E
n)
β
→ · · · → HomR(C,E
d)→ 0
be a C-injective resolution of M . Then, by applying the functor Γa(−) on (3.1), we may
use the above discussions in conjunction with our assumption on local cohomology module
of M to obtain the exact sequences
(3.2) 0→ Γa(M)→ HomR(C,Γa(E
0))→ · · · → HomR(C,Γa(E
n))→ Coker Γa(α)→ 0
and
(3.3) 0→ ImΓa(β) →֒ HomR(C,Γa(E
n+1))→ · · · → HomR(C,Γa(E
d))→ 0.
Now, if n = 0 the result is clear. So suppose that n > 0. Then, by assumption, Γa(M) = 0.
Therefore, by using the exact sequence (3.2) and Lemma 3.1, we see that CokerΓa(α) is
C-injective. Notice that Hna (M) =
ker Γa(β)
ImΓa(α)
. Therefore, patching the long exact sequence
(3.3) together with the exact sequence
0 −→ Hna (M) −→ CokerΓa(α) −→ ImΓa(β) −→ 0,
gives the following long exact sequence
0→ Hna (M)→ CokerΓa(α)→ HomR(C,Γa(E
n+1))→ · · · → HomR(C,Γa(E
d))→ 0
Hence, C-idRH
n
a (M) ≤ C-idRM − n.
(ii) Let R be relative Cohen-Macaulay with respect to a. First we notice that,
SuppR(C) = Spec (R). Therefore, in view of [5, Theorem 2.2], cd (a, R) = cd (a, C)
and, by [15, Theorem 2.2.6(c)], grade (a, R) = grade (a, C). Hence, in view of 2.5, C is
relative Cohen-Macaulay with respect to a. Since, by [2, Theorem 3.4.10], for each i ≥ 0,
the local cohomology functor Hia(−) commutes with direct limits and any R-module can
be viewed as the direct limit of its finitely generated submodules, one can use [5, Theorem
2.2] to see that the functor Hna (−) is right exact. Therefore, in view of [2, Exercise 6.1.9],
we have Hna (R) ⊗R C
∼= Hna (C). Hence, by [18, Theorem 2.11], C-idRH
n
a (R) = idRH
n
a (C).
Now, one can use [12, Theorem 2.5] to complete the proof. 
The next proposition is a generalization of [12, Corollary 3.10].
Proposition 3.3. Let (R,m) be a Cohen-Macaulay local ring which has a dualizing module
and let C be a semidualizing R-module. Then the following conditions are equivalent.
(i) C is a dualizing R-module.
(ii) GC -idRH
n
a (R) < ∞ for some ideal a of R such that R is relative Cohen-Macaulay
with respect to a and that htRa = n.
Proof. Suppose that a is an ideal of R such that R is relative Cohen-Macaulay with respect
to a. and set htRa = n. Then the implication (i)⇒(ii) follows from 3.2(ii).
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(ii)⇒(i) Let GC -idRH
n
a (R) < ∞. Then, by 2.6(v), we have GidR⋉CH
n
a (R) < ∞. Now,
in view of the Independence Theorem [2, Theorem 4.2.1], we have Hia(R)
∼= Hia⊕C(R) for
all i. Hence, R is relative Cohen-Macaulay with respect to a ⊕ C as an R ⋉ C-module.
On the other hand, in view of [3, Exercise 1.2.26] and [15, Theorem 2.2.6], we deduce that
R ⋉ C is a Cohen-Macaulay local ring. Also, by the remark before [9, Lemma 4.5], R ⋉ C
has dualizing complex DR⋉C = RHomR(R ⋉ C,DR), where DR is a dualizing complex
of R. Since GidR⋉CH
n
a⊕C(R) < ∞ and R is Cohen-Macaulay as an R ⋉ C-module, in
view of [12, Theorem 3.8], we have GidR⋉CR < ∞. Therefore, by [10, Proposition 4.5],
idRC ≤ GidR⋉CR <∞. Thus C is a dualizing R–module. 
Next, we single out a certain case of Theorem 3.2(ii) and Proposition 3.3 in which a = m.
Here, of course, we are not assuming that R has a dualizing module.
Corollary 3.4. Let (R,m) be a Cohen-Macaulay local ring with dimension n and let C be
a semidualizing R-module. Then the following statements are equivalent.
(i) C is a dualizing R-module.
(ii) Hnm(R) is a C-injective R-module.
(iii) Hnm(R) is a GC-injective R-module.
(iv) GC -idRH
n
m(R) <∞.
Proof. First notice that R is relative Cohen-Macaulay with respect to m. Thus, the impli-
cations (i)⇔(ii) follows from 3.2 and [3, Theorem 3.1.17]. Also, the implication (ii)⇒(iii)
holds by [9, Example 2.8].
(iii)⇒(iv) is clear.
(iv)⇒(i) By the same arguments as in the proof of 3.3(ii)⇒(i) one can see that R and
R ⋉ C are Cohen-Macaulay modules over R ⋉ C and that GidR⋉CH
n
m⊕C(R) < ∞. Hence
by [12, Corollary 3.9] and [10, Proposition 4.5] we have idRC ≤ GidR⋉CR <∞. 
Remark 3.5. As a main result, it has been proved in [14, Theorem 3.1] that if (R,m) is a
complete local ring with dimR = n and C is a semidualizing R-module, then the statements
(i),(ii),(iii) and (iv) of 3.4 are equivalent. This result is not true without the Cohen-Macaulay
assumption on R. Thus [14, Theorem 3.1] needs correction, nevertheless its proof is clearly
valid in the Cohen-Macaulay case. Indeed, M. Hermann and N. V. Trung, in [8], present a
Buchsbaum ring (R,m, k) with dimR = 3 which is not Gorenstein, but H3m(R)
∼= ER(k).
However, 3.4 recovers the corrected version of [14, Theorem 3.1].
The New Intersection Theorem implies that if a local ring admits a finitely generated
module of finite injective dimension, then the ring is Cohen-Macaulay. (This was formerly
known as Bass’ Conjecture.) For the proof of this result the reader is referred to [11] and
[13]. In the next proposition, which is a generalization of [14, Proposition 3.3], we shall use
this result.
Proposition 3.6. Let (R,m) be a local ring which has a dualizing module D and let C
be a semidualizing R-module. Set C′ := HomR(C,D). Then the following statements are
equivalent.
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(i) C′ ∼= R.
(ii) HhtRaa (R) ∈ BC′(R) for any ideal a of R such that R is relative Cohen-Macaulay
with respect to a.
(iii) HhtRaa (R) ∈ BC′(R) for some ideal a of R such that R is relative Cohen-Macaulay
with respect to a.
Proof. First we notice that, since R has a dualizing module, there exists a finitely generated
R-module with finite injective dimension. Therefore, by the New Intersection Theorem, R is
Cohen-Macaulay. Now, since BR(R) is precisely the category of R-modules, the implication
(i)⇒(ii) holds. Also, since R is relative Cohen-Macaulay with respect to m, the implication
(ii)⇒(iii) is true obviously.
(iii)⇒(i) Suppose that a is an ideal of R such that R is relative Cohen-Macaulay
with respect to a and that HhtRaa (R) ∈ BC′(R). Then, in view of [9, Theorem 4.6],
GC -idRH
htRa
a (R) <∞. Hence, one can use 3.3 to complete the proof. 
In [20, Corollary 2.10] it was shown that if (R,m) is a complete Gorenstein local ring with
dimR = d ≤ 2 and M is an R-module, then the top local cohomology module is Gorenstein
injective for all proper ideals a of R. Recently, in [12, Corollary 3.14], it was shown that the
converse of this result is also true. Our next theorem is a generalization of this result.
Theorem 3.7. Let (R,m) be a local ring with d = dimR ≤ 2, C be a semidualizing R-
module. Then the following statements are equivalent.
(i) C is a dualizing R-module.
(ii) Hdm(R) is a C-injective R-module.
(iii) Hdm(R) is a GC-injective R-module.
(iv) Hda(M) is GC-injective for all finitely generated R-modules M and for all ideals a.
Proof. (i)⇒(ii) Since C has finite injective dimension, by the New Intersection Theorem, R
is a Cohen-Macaulay ring. Hence, one can use 3.2(ii) and [3, Theorem 3.1.17] to see that
Hdm(R) is C-injective. The implication (ii)⇒(iii) is clear by [9, Example 2.8].
(iii)⇒(i) Suppose that Hdm(R) is GC -injective. Then, by 2.6(v) and [2, Theorem 4.2.1],
Hdm⊕C(R) is Gorenstein injective as an R ⋉ C-module. Now, since dimR ⋉ C ≤ 2, in view
of [12, Proposition 3.12] we have
GidR⋉CH
n
m⊕C(R) = depth (R⋉ C)− dim (R⋉C)R = depthR− dimR.
So, R is Cohen-Macaulay. Therefore, by 3.4, C is a dualizing R–module.
(i)⇒(iv) Since C is a dualizing R-module, in view of [10, Lemma 3.5], the local ring R⋉C
is Gorenstein. Now, let a be an ideal of R and let M be a finitely generated R-module. We
can assume that Hda(M) 6= 0 because the conclusion is easy if H
d
a(M) = 0. Then, in view of
2.6(v), we have GC -idRH
d
a(M) = GidR⋉CH
d
a(M). Therefore, by [2, Theorem 4.2.1] and [4,
Theorem 3.14], we see that GC -idRH
d
a(M) = GidR⋉CH
d
a⊕C(M) is finite. Now, one can use
[12, Corollary 3.14] to complete the proof. The implication (iv)⇒(iii) is clear. 
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Let (R,m) be a local ring and let C be a semidualizing R-module. The following question
is stated in [14]. What happens if the top local cohomolgy module of C is C-injective? Next
we provide an answer to this question.
Theorem 3.8. Let (R,m) be a Cohen-Macaulay local ring with dimR = d and let C be a
semidualizing R-module. Then the following conditions are equivalent.
(i) R is Gorenstein.
(ii) C-idRH
d
m(C) <∞.
(iii) Hdm(C) is C-injective.
Proof. (iii)⇒(i). First notice that, by [15, Proposition 2.2.1], C is a semidualizing R-module
if and only if C ⊗R Rˆ is a semidualizing Rˆ-module. Now, since, by [2, Exercise 6.1.9], the
functor Hdm(−) is right exact, we see, in view of [18, Theorem 2.11], that H
d
m(C) is C-injective
if and only if Hdm(C ⊗R C) is injective. Therefore, one can use [2, Theorem 4.3.2] to deduce
that Hdm(C) is a C-injective R-module if and only if H
d
mRˆ
(C ⊗R Rˆ) is a (C ⊗R Rˆ)-injective
Rˆ-module. Thus, we may assume that R is complete.
If d = 0, then Γm(C) = C. Hence, by assumption, C is C-injective: and so, by [16, Lemma
2.11], R is Gorenstein. Let d > 0. Since R is a complete Cohen-Macauly local ring, it has
a canonical module. Therefore, in view of [6, Proposition 9.5.22], proj.dimRH
d
m(R) = d.
Hence, by [16, Fact 1.6 ], Hdm(R) ∈ AC(R); so that Tor
R
i (C,H
d
m(R)) = 0 for all i ≥ 0. Let
(3.4) 0 −→ P d −→ · · · −→ P 1 −→ P 0 −→ H
d
m(R) −→ 0
be a projective resolution for Hdm(R). Then, by applying the functor − ⊗R C on (3.4) we
obtain the exact sequence
(3.5) 0 −→ P d ⊗R C −→ · · · −→ P 1 ⊗R C −→ P 0 ⊗R C −→ H
d
m(R)⊗R C −→ 0,
which is a C-projective resolution of Hdm(R)⊗R C
∼= Hdm(C). Now, by [12, Proposition 2.1],
Ext iR(R/m,H
d
m(C))
∼= Ext i+dR (R/m, C) for all i ≥ 0. Therefore, one can use [16, Theorem
2.14] to complete the proof.
(ii)⇒(iii). Assume that C-idRH
d
m(C) < ∞. Then, GC -idRH
d
m(C) < ∞. Hence, by
similar arguments as in the proof of Proposition 3.3(ii)⇒(i) we have GC -idRH
d
m(C) =
GidR⋉CH
d
m⊕C(C). Next, by [12, Proposition 3.12],
GidR⋉CH
d
m⊕C(C) = depth (R⋉ C)− dim (R⋉C)C = depthR− dimC = 0.
Therefore, Hdm(C) is GC -injective. On the other hand, by our assumption and [18, Corollary
2.9](b), Hdm(C) ∈ AC(R). Thus, by the proof of [9, Theorem 4.2], we see that H
d
m(C)⊗RC
∼=
Hdm(C⊗RC) is a Gorenstein injective R-module. Now, one can use [4, Proposition 3.10] and
[18, Theorem 2.11] to deduce that Hdm(C) is C-injective. The implication (i)⇒(ii) follows
from 3.4(i)⇒(ii) since, when R is Gorenstein, the module C ∼= R is dualizing. 
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