Abstract. In this paper we develop the notion of ergodicity to include functions dominated by a weight w. Such functions have polynomial means and include, amongst many others, the w-almost periodic functions. This enables us to describe the asymptotic behaviour of unbounded solutions of linear evolution, recurrence and convolution equations.
Introduction
In this paper we develop techniques to describe the asymptotic behaviour of unbounded solutions of linear evolution, recurrence and convolution equations. Our initial motivation was the study of resonance phenomena for solutions of equations of the form φ ′ (t) = Aφ(t)+ ψ(t) where A is the generator of a C 0 -semigroup on a Banach space X. Many authors [1] , [5] , [6] , [30] , [31] , [9] , [10] , [12] , [16] , [17] , [18] , [22] , [20] , [21] , [26] , [43, pp. 92-96] , [56] , [54] have studied the bounded uniformly continuous solutions of such equations. However, for unbounded solutions [2] , [17] , [18] , [23] , [50] much less is known. In [12] , [13] , [14] unbounded solutions with bounded n-th mean are investigated. Here we obtain results for more general operators A and with φ ′ replaced by Bφ = m j=0 b j φ (j) .
An important tool in the bounded case is a theorem of Loomis [44] and its subsequent extensions [9] , [19] , [43, p. 92 ]. We prove a generalization for unbounded functions (Corollary 6.8). To do this we introduce w-bounded ergodic functions (section 4) and w-bounded almost periodic functions (section 5) for certain weights w. In particular, we have found a connection between the spectral synthesis of functions with respect to closed subsets ∆ of characters and w-ergodicity (Corollary 6.13). Such a connection does not appear to be 1 well-known even for the bounded case w = 1 (see [15, Theorem 5.5] ). However, it allows us to reduce results relating spectral synthesis and asymptotic stability of C 0 -semigroups to the generalized Loomis theorem. Moreover, we obtain general conditions under which solutions of the equation Bφ = A • φ + ψ are w-almost periodic.
Secondly, we wished to explore parallels between the problems mentioned above and convolution equations of the form k * φ = A • φ + ψ on R d or Z d . Using the generalized Loomis theorem, we give conditions under which w-bounded solutions are w-almost periodic.
Thirdly, we sought to generalize results of Gelfand and Katznelson-Tzafriri concerning power-bounded operators (see [40] , [2] , [49] ). This is achieved for elements of unital Banach algebras whose powers are w-bounded. For example we show that if σ(x) = {1} and x n ≤ cw(n), where w has polynomial growth of order N , then (x − e) N +1 = 0. This is shown to be a special case of our results on w-bounded solutions of recurrence equations of the form Bφ = A • φ + ψ on Z, where (Bφ)(n) = m j=0 b j φ(n + n j ). To unify the treatment of these various problems and allow for further applications, we consider w-bounded solutions φ : G → X of general evolution equations of the form (*) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ G.
Here and throughout this paper G denotes a locally compact abelian topological group with a fixed Haar measure µ and dual G; J is a closed subsemigroup of G with non-empty interior such that G = J − J; and X is a complex Banach space. Moreover, A is a closed linear operator on X, B is a linear operator with characteristic function θ B : G → C, and F is a translation invariant class of w-bounded continuous functions from J to X. The asymptotic behaviour of a solution φ of (*) is described by properties of the form: ψ| J ∈ F implies φ| J ∈ F. A set of characters sp F (φ), the spectrum of φ relative to F, is used to determine membership of F . Indeed, under certain conditions, sp F (φ) = ∅ if and only if φ| J ∈ F. Of course it is also of interest to study solutions of equations of the form Bφ = A • φ + ψ on a semigroup J. In many applications this is achieved by extending solutions on J to solutions on G. See for example Corollary 12.6 and Theorem 11.1.
Our main theorem gives general conditions under which ψ| J ∈ F implies sp F (φ) ⊆ θ −1 B (σ(A)). Simple conditions on the spectra then imply that φ| J ∈ F. This theorem is used, sometimes in conjunction with the generalized Loomis theorem, in each of the applications mentioned above. We refer to θ −1 B (σ(A)) as the characteristic or resonance set of (*). It contains the Beurling spectra of all solutions on G of the homogeneous equation Bφ = A•φ.
Though other authors use different characterizations of ergodicity for bounded functions (see [9] , [42] , [54] , [5] ), we use that of Maak [46] , [47] (see also [29] , [36] , [37] , [25] , [16] ) because of its simplicity and wide applicability. A w-bounded continuous function φ : J → X is called w-ergodic with mean p if (φ − p)/w is bounded and ergodic with mean 0 in the sense of Maak for some polynomial p. Many properties and applications of ergodic functions are also valid for w-ergodic ones. A study of polynomials p : G → X was commenced in [15] and is continued here. In particular, for certain w, polynomials are the w-bounded functions with Beurling spectrum {1}. Functions with finite Beurling spectra are sums of products of characters and polynomials. As a consequence we obtain a characterization of the minimal primary ideals in the associated Beurling algebras. In turn, this is used to characterize functions for which sp F (φ) is a singleton. Thence we prove the generalized Loomis theorem. In particular, w-uniformly continuous totally w-ergodic functions with residual Beurling spectra are w-almost periodic.
Some of the notation we use is as follows.
The translate φ h and difference ∆ h φ by h ∈ J of a function φ : J → X are given by φ h (t) = φ(t + h) and ∆ h φ = φ h − φ.
R − = (−∞, 0], R + = [0, ∞).
For J ∈ {R + , R}, we define the indefinite integral or primitive P φ of a function φ ∈ L 1 loc (J, X) by P φ(t) = t 0 φ(s)ds. Similarly, for J ∈ {Z + , Z} and φ ∈ X J , we define the sum f unction Sφ by Sφ(t) = Weights are functions w : G → R always assumed to satisfy the following three conditions:
w is continuous, w(t) ≥ 1 and w(s + t) ≤ w(s)w(t) for all s, t ∈ G;
(1.2) w(−t) = w(t) for every t ∈ G;
(1.3)
n 2 log w(nt) < ∞ for every t ∈ G. The symmetry condition (1.2) is only used to simplify the exposition. Condition (1.3) is the Beurling-Domar condition (see [27] , [52, p. 132] ). In the case that w is bounded we will assume w = 1, as this will cause no loss of generality.
A function φ : J → X is called w-bounded if φ/w is bounded. The spaces B w (J, X), BC w (J, X) of all w-bounded and continuous w-bounded functions φ : J → X respectively are Banach spaces with norm φ w,∞ = sup t∈J φ(t) w (t) . For this space and others, when w = 1
we will omit the subscript w.
Following [52, p. 142] , we say that a function φ : J → X is w-uniformly continuous if ∆ h φ w,∞ → 0 as h → 0 in J. The space of all w-uniformly continuous functions is denoted U C w (J, X) and the closed subspace of BC w (J, X) consisting of all w-uniformly continuous functions is denoted BU C w (J, X). Of course if J is discrete BU C w (J, X) = BC w (J, X) = B w (J, X). We use also the notation C w,0 (J, X) = {wξ : ξ ∈ C 0 (J, X)}, clearly a closed subspace of BU C w (J, X).
The space L 1 w (G, X) consists of the strongly Haar-measurable functions f : G → X for which f w,1 = G f (t) w(t)dµ(t) < ∞ and the space L ∞ w (G, X) of the strongly Haarmeasurable functions φ : G → X for which φ w,∞ = esssup t∈G φ(t) w(t) < ∞.
The space L 1 w (G) = L 1 w (G, C) is a Beurling algebra (see [27] , [52, p. 83] ). By (1.1) it is a subalgebra of the convolution algebra L 1 (G) and a Banach algebra under the norm . w,1 (see [52, p.14] ). By (1.3), it is a Weiner algebra (see [52, p.132 
]). Its Banach space dual is
The Banach space dual of X will be denoted X * , the space of bounded linear operators T : X → X by L(X), the spectrum of a closed operator T on X by σ(T ), its resolvent set by ρ(T ), the spectrum of an element x of a unital Banach algebra by σ(x) and its resolvent set by ρ(x).
We use additive notation for G and multiplicative for the dual group G. The Fourier transform of a function f ∈ L 1 (G, X) is then given by f (γ) = G γ(−t)f (t)dµ(t), where γ ∈ G. For φ ∈ BC w (G, X) and f ∈ L 1 w (G), or more generally φ ∈ BC w (G, L(X)) and f ∈ L 1 w (G, X), the convolution φ * f (t) = G φ(t − s)f (s)dµ(s) is well-defined. Moreover, φ * f ∈ BU C w (G, X).
The structure of this paper is as follows. Examples and properties of weights are given in section 2. In section 3 we develop the theory of polynomials on groups. This is used in section 4 to study the spaces E w (J, X) of w-ergodic functions. In particular we obtain conditions on a subspace F of BC w (J, X) under which a w -ergodic function belongs to F whenever its differences belong to F . The space AP w (G, X) of w-almost periodic functions is studied in section 5. We develop the tools of spectral analysis for unbounded functions in section 6.
The remainder of the paper deals with applications of the main theorem. Firstly, in section 7 we study derivatives, indefinite integrals and sums of functions on R and Z. In section 8 we prove our main result on general evolution equations. Section 9 deals with the equation Bφ = A • φ + ψ for differential operators B. In particular we give conditions under which ψ ∈ AP w (R, X) implies φ ∈ AP w (R, X) thereby generalizing recent results of Arendt and Batty. Similar results are obtained in section 10 for convolution equations on
In section 11 we obtain asymptotic stability for C 0 -semigroups {T (t) : t ≥ 0} of operators on X. In particular we give conditions under which T (t) ≤ a(t)w(t) implies lim t→∞ T (t)x a(t)w(t) = 0 for all x ∈ X. As in Phóng [50] , the function a may have exponential growth. Finally, in section 12 we apply our results to recurrence equations on Z.
Weights
Here we give some examples and make some general comments about weights. Unless otherwise stated, in addition to conditions (1.1) -(1.3) we will also assume our weights satisfy the following:
Occasionally we will also assume the existence of N ∈ Z + , the non-negative integers, such that
We will say that a weight w has polynomial growth of order N ∈ Z + if it satisfies (2. (c) The function α(t 1 , t 2 ) = t 1 is a continuous additive function on R 2 or Z 2 but
Z 2 since it does not satisfy (2.1).
(d) Let w = w 1 w 2 where w 1 , w 2 are two weights on G with polynomial growth of orders N 1 , N 2 respectively. Then w is a weight with polynomial growth of order
(e) The function w(t 1 , t 2 ) = (1 + |t 1 |)(1 + |t 2 |) is a weight on R 2 or Z 2 with polynomial growth of order 2.
(f) The functions w(t) = exp(|t| p ) and w(t) = exp((1 + |t|) p ), where 0 ≤ p < 1, are weights on R d or Z d which are not of polynomial growth.
(g) The function w(t) = exp(1 + |t|) does not satisfy (1.3),(2.2) but it satisfies (2.3) for
(h) Phong [50] considers weights on R + satisfying the condition lim inf t→∞ w(t + s) w(t) ≥ 1 for all s ∈ R + . From this he concludes that w 1 (s) = lim sup t→∞ w(t+s) w(t) defines a non-decreasing weight on R + . The function w(t) = (1 + |sin t|)(1 + |t|) N , where N ∈ Z + , is a weight on n log w(s + nt) = 0 uniformly with respect to s, t ∈ K, for each compact K ⊆ G.
Proof. It is enough to prove lim n→∞ 1 n log w(nt) = 0 uniformly on K. It is well-known that the limit exists pointwise. Indeed, for arbitrary positive integers n, k choose m, l ∈ Z with n = mk + l and 0 ≤ l < k. By (1.1),(1.2) w(nt) for each t ∈ G. By Dini's theorem [7, p. 194] (f m ) converges uniformly to 1 on K. So for each ε > 0 there exists N (ε, K) such that w(2 m t) 2 −m < 1 + ε and w(t) 2 −m/2 < 1 + ε for all t ∈ K and m ≥ N (ε, K). For such m set n = 2 m , take 1 ≤ k ≤ n, t ∈ K and the smallest integer n * ≥ √ n. We show that w(kt)
Secondly, if n * ≤ k < n then k = dn * + e with 0 ≤ d, e < n * and so w(kt)
The following condition will be used in Proposition 5. 4 Proof. Suppose 1 w ∈ C 0 (G). Then for each r > 0 the sublevel set K r = {t ∈ G : w(t) ≤ r} is compact. Since each compact neighbourhood H of 0 is contained in some K r , (2.6) is satisfied. If G is not compact, then G \ K r is non-empty for each r > 0 and so w is unbounded. Conversely, suppose (2.6) holds and w is unbounded. Given ε > 0, choose t ε ∈ G such that w(t ε ) > 1 ε and a compact neighbourhood H of 0 and t ε . By (2.6) there is a compact set K ⊇ H such that sup Furthermore, φ t+h − φ t w,∞ ≤ w(t) φ h − φ w,∞ and so
Polynomials
Following [27] (see also [15] ) we say that a function p ∈ C(J, X) is a polynomial if ∆ n+1 t p = 0 for some n ∈ N and all t ∈ J. Equivalently, p(s + mt) is a polynomial in m ∈ Z + of degree at most n for all s, t ∈ J. For a non-zero polynomial p, the minimal such n is its degree deg(p). The space of all polynomials of degree at most n is denoted P n (J, X). Since ∆ t is a continuous mapping on BC w (J, X), the polynomials in BC w (J, X)
form a closed subspace which we denote by P w (J, X). If w has polynomial growth N , then P w (J, X) ⊆ P N (J, X). We also set P n w (J, X) = P n (J, X) ∩ P w (J, X).
is the space of ordinary polynomials. Indeed, that each (ordinary) polynomial is in P n (J, X) is clear. Conversely, if p ∈ P n (Z, X) then ∆ n 1 p(m) = c, a constant, and ∆ n t (p(m) − cm n /n!) = 0 for all t ∈ Z. An induction argument shows p is an (ordinary) polynomial. If p ∈ P n (R, X) then p| Z ∈ P n (Z, X) and so p| Z = q| Z for some (ordinary) polynomial q : R →X. If t = a/b where a, b are non-zero integers, then p(t + m/b) = q(t + m/b) for m ∈ −a + bZ. These are polynomials in m ∈ Z + and so agree for all m ∈ Z + . In particular p(t) = q(t) for all rationals t and, by continuity, for all reals t.
Occasionally it will be necessary for us to to assume that P n (J, C) is finite dimensional.
That this condition is not always satisfied is shown by the following example.
Example 3.2. Let G = {s : N → Z ; s has finite support} with the discrete topology.
So G is countable, locally compact, σ-compact and not finitely generated. Moreover the evaluation maps p n : G → C defined by p n (s) = s(n) for n ∈ N are polynomials of degree 1 and so dim(P 1 (G, C)) = ∞. Note also that J = {s ∈ G : s(n) = 0 for n < 0} satisfies the conditions of the following proposition.
Proposition 3.3. Assume that J is a subsemigroup of G with non-empty interior such that G = J − J. Then for each n the restriction map r : P n (G, X) → P n (J, X) is a linear bijection. In particular, every polynomial on J has a unique extension to G.
Proof. Firstly, let p ∈ P n (G, X) be zero on J. For any t ∈ G there are u, v ∈ J with
is a polynomial in m ∈ Z + which is zero for all m ≥ 1. It is therefore zero for m = 0, showing p(t) = 0 and r is one-to-one. Secondly, let q ∈ P n (J, X). We define an extension p of q to G as follows. If t ∈ G then t = u − v for some u, v ∈ J and we set p(t) =
We prove by induction on s ∈ Z + that (3.2)
if q is of degree n = 2s, and
if q is of degree n = 2s + 1 where w is an arbitrary element of J. When n = 0, q(u) = q(w) and when n = 1,
. Hence, (3.2) holds for s = 0. Assume (3.2) holds for polynomials of degree less than 2s. If n = 2s, we can apply (3.2) to ∆ v q and
If n = 2s + 1, we can apply this last result to ∆ v q and obtain
Hence, (3.2) is proved and (3.1) follows, which means p is well-defined.
Note that if t ∈ J then we can take t = u, v = 0 and so p(t) = q(t). So p is an extension of q. Next, we show p is continuous. Since J has an interior point s 0 , there is an open neighborhood W of 0 in G such that s 0 + W ⊂ J. Moreover, if t = u − v,where u, v ∈ J then t = u − v,where u = s 0 + u, v = s 0 + v. Let (t α ) be a net in G converging to t.
We may suppose t α = t + w α where w α ∈ W. Setting u α = u + w α and v α = v we find
which is a polynomial in m of degree at most n. So p ∈ P n (G, X), proving r is onto.
Proof. Clearly, P n (J, C) ⊗X ⊆ P n (J, X). For the converse, which is clearly true when n = 0, we use induction on n. Let {p 1 , ..., p k } be a basis of a complement Q of P n−1 (J, C)
in P n (J, C). Since deg(p 1 ) = n we can choose t 1 ∈ J such that ∆ n t 1 p 1 = 0. Since each ∆ n t 1 p j is a constant we can set q 1 = p 1 /∆ n t 1 p 1 and choose λ 1 ∈ C such that ∆ n t 1 (p 2 − λ 1 q 1 ) = 0. Set q 2 = p 2 −λ 1 q 1 . Then deg(q 2 ) = n for otherwise q 2 ∈ Q∩P n−1 (J, C) = {0}, contradicting the linear independence of p 1 , p 2 . Hence we can choose t 2 ∈ J such that ∆ n t 2 q 2 = 0. Continuing in this way, we obtain a basis {q 1 , ..., q k } of Q and a subset {t 1 , ..., t k } of J such that ∆ n t i q j = δ i,j . Now let p ∈ P n (J, X). For each x * ∈ X * we have x * • p ∈ P n (J, C). Hence
and so by the Hahn-Banach theorem ∆ n t (p− k j=1 q j c j ) = 0 for all t ∈ J showing p− k j=1 q j c j ∈ P n−1 (J, X). By the induction hypothesis P n−1 (J, X) = P n−1 (J, C) ⊗X and hence p ∈ P n (J, C) ⊗X as required. The second assertion is proved in the same way.
Proof. The inclusion ⊇ is clear. For the converse, take any p ∈ P n (J 1 × J 2 , C). As in the proof of the previous proposition, we can find for each m = 1, ..., n a basis {q m 1 , ..., q m km } of a complement of
be a basis of P 0 (J 1 , C). For any t ∈ J 2 we have p(., t) ∈ P n (J 1 , C) and so p(s, t) = n m=0 km j=1 q m j (s)r m j (t) for some r m j (t) ∈ C. We prove by backward induction on h that r h j ∈ P n−h (J 2 , C).
So each r h i ∈ P n−m (J 2 , C) and the proposition is proved.
Recall that a group is called a torsion group if every element has finite order. If the orders of the elements are bounded the group is said to be of bounded order. Proposition 3.6. Let H be a closed subgroup of G such that G/H is a torsion group.
(a) The restriction map r : P n (G, X) → P n (H, X) is one-to-one and so dim (P n (G, X)) ≤ dim(P n (H, X)).
(b) If also G/H is of bounded order and P n (H, C) is finite dimensional, then
Proof. (a) Let p ∈ P n (G, X) satisfy p(t) = 0 for all t ∈ H. Let t ∈ G\H and let π : G → G/H be the quotient map. Since G/H is a torsion group, meaning every element has finite order, π(kt) = 0 or kt ∈ H for some k ∈ N. Hence p(mkt) = 0 for all m ∈ N. But p(mt) is a polynomial in m ∈ Z + and so is zero. In particular, p(t) = 0 showing r is one-to-one.
(b) Let {p 1 , ..., p m } be a basis of P n (H, C) and choose k ∈ N such that kt ∈ H for all t ∈ G. Define q j (t) = p j (kt) and suppose m j=1 α j q j = 0 on G for some α j ∈ C. Then m j=1 α j p j = 0 on kG. But kG is a closed subgroup of H such that H/kG is a torsion group. By part (a), m j=1 α j p j = 0 on H. Hence each α j = 0, showing {q 1 , ..., q m } is linearly independent and dim (P n (G, C)) ≥ dim(P n (H, C)). Therefore r : P n (G, X) → P n (H, X) is a linear isomorphism, by (a) when X = C and then by Proposition 3.4 for general X. 
(e) If also w has polynomial growth N , then P w (G, C) is finite dimensional. 
and some compact group K. Hence G/G 1 is discrete. Since G is compactly generated so is G/G 1 and therefore G/G 1 is finitely generated. So G/G 1 ∼ = Z m × F for some m ≥ 0 and some finite group F (see Theorem 9.3 in [32] ). As Z m is a free group, G has a subgroup (c) Since r : P n (G, X) → P n (G 0 , X) is a linear isomorphism and (c) holds when G = R d × Z m it holds for compactly generated G.
(e) The assumptions imply P w (G, X) ⊂ P N (G, X) and therefore the result follows from (b).
Remark 3.8. The above proof also shows that P n (G, C) is finite dimensional whenever 
w-Ergodic functions
As in [46] , [47] , [15] we say that a function φ : J → X is ergodic if φ ∈ BC(J, X) and there exists M φ ∈ X such that for each ε > 0 there is a finite subset F ⊆ J with
Below we will use the abreviation R F φ = 
We shall say a function φ : J → X is w-ergodic if φ ∈ BC w (J, X) and there is a polynomial p ∈ P w (J, X) such that (φ − p)/w is ergodic with mean 0. The polynomial p, not necessarily unique, is called a w-mean of φ and the space of all w-ergodic functions is denoted E w (J, X). The subspace E 0 w (J, X) of functions with w-mean 0 is therefore a closed subspace of BC w (J, X) and E w (J, X) = E 0 w (J, X) + P w (J, X). A function φ is totally w-ergodic if γφ is w-ergodic for all γ ∈ G.
If P w (J, C) is finite dimensional, it follows that E w (J, C) is a closed subspace of
is well-defined and continuous. Moreover, for each φ ∈ E w (J, X), M w (φ) is a w-mean for φ and for each of its translates. Finally, E w (J, X) is a closed translation invariant subspace of BC w (J, X) and
Hence, |||M w (φ)||| ≤ c φ where |||ψ||| = sup 
is clear and that the sum is direct follows from the Hahn-Banach theorem. Finally, for each t ∈ J we have φt−p w = ∆tφ w + φ−p w and so, by Lemma 4.4 below, p is a w-mean of φ t and E w (J, X) is translation invariant.
Proof. By Proposition 3.4 we can choose q 1 , ..., q m ∈ P w (J, C) and linearly independent unit vectors
Lemma 4.3. If P = P w (J, C) is a finite dimensional Banach space, then on P ⊗ X the natural norm and the norm |||φ||| = sup
Proof. We have
Even on R, not every continuous function has bounded differences. However, uniformly continuous functions on R have bounded differences. To study this behavior we denote by
See [15, (4 
On the other hand the function f (x, n) = x + n 2 defined on G = R × Z is uniformly continuous with differences not all bounded. If J ∈ {R + , R}, U CD(J, X) = U C(J, X).
Lemma 4.5. (a) Let φ ∈ U CD(J, X) and h ∈ J. The following are equivalent
(ii) ∆ nh φ ∈ E(J, X) for some n ∈ N.
(iii) ∆ nh φ ∈ E(J, X) for all n ∈ N.
(b) Let φ ∈ BC(J, X) and h ∈ J. The following are equivalent
Proof. (a) Assume ∆ h φ ∈ E(J, X). Since E(J, X) is linear and translation invariant, the identity
. This proves (i) implies (ii) and (iii).
Assume ∆ nh φ ∈ E(J, X) for some n ∈ N. Using the definition of Maak ergodicity, for
Again applying the definition of Maak ergodicity to ∆ h φ, one gets ∆ h φ ∈ E(J, X) with mean M (∆ nh φ)/n. This proves (ii) or (iii) implies (i).
(b) Follows similarly as in (a).
Proof. By Lemma 4.5 (a), one gets ∆ hn φ, ∆ h/n φ ∈ E(J, X) for all n ∈ N. It follows ∆ rh φ ∈ E(J, X) for all r ∈ Q + . Since {rh : r ∈ Q} is dense in R, it follows that for each s 0 > 0 there exists a sequence (r n ) ⊂ Q + such that r n h → s 0 as n → ∞. Since ∆ s φ ∈ BU C(J, X) for all s > 0, one gets ∆ rnh φ → ∆ s 0 φ as n → ∞. This implies
Lemma 4.7. Let φ ∈ U CD w (J, X) and h ∈ J. The following are equivalent
Conversely, assume ∆ nh φ ∈ E w (J, X) for some n ∈ N. By (2.2), (∆ s w)/w ∈ C 0 (J, X) for all s ∈ J. Therefore (4.2) implies
Proof. This follows similarly as in Corollary 4.6 using Lemma 4.7 instead of Lemma 4.5.
w (G) and suppose φ| J is w-ergodic with w-mean p| J where p ∈ P w (G, X).
is continuous and hence weakly measurable and separably-valued on −K.
Haar-Bochner integral and so belongs to E 0 w (J, X). As evaluation at s ∈ J is continuous on
The difference theorem below, included here in order to characterize E w (J, X), will also be used later.
Lemma 4.11. ∆ n t p ∈ C w,0 (G, X) for all p ∈ P w (G, X), t ∈ G and n ≥ 1.
Proof. Let p have order m and note that
Using (2.2) and ∆
. By repeated application of the difference theorem for w = 1 [16, Theorem 2.7] , we conclude ∆ n t ( p w ) ∈ C 0 (G, X) for 1 ≤ n ≤ m + 1 and hence for all n ≥ 1. By (4.1) again we conclude
Theorem 4.12. Let F be any translation invariant closed subspace of BC w (J, X). If φ ∈ E w (J, X) has w-mean p and ∆ t φ ∈ F for each t ∈ J, then φ − p ∈ F + C w,0 (J, X). If
The first term on the right may be made arbitrarily small in norm by suitable choice of F. The second term is in F by assumption, the third and fourth terms are in C w,0 (J, X) by (2.2) and Lemma 4.11.
We now use this theorem to characterize w-ergodic functions. For this we introduce the space of Maak w-ergodic functions defined by
In the case w = 1 the closed span of {∆ t φ : t ∈ G, φ ∈ BU C(G, X)} is studied in [48] .
See also the introduction to section 2 of [17] .
Since ∆ t γ = γ∆ t γ(0), for each γ ∈ G, one gets γ x ∈ M E w (G, X) for each x ∈ X and γ ∈ G \ {1}.
If w is an unbounded weight on G, then G is not compact. This implies G is not discrete.
It follows that the set {1} is not open and hence G \ {1} is not closed. Therefore the trivial character 1 can be approximated in BC w (G, C) by characters from G \ {1}. One
. By Proposition 5.4 below and Proposition 4.9, it follows (4.5)
If also w = 1, then for any ψ ∈ C 0 (J, X) and any finite subset F of J, we have ψ =
As R F ψ ∞ may be made arbitrarily small, we conclude that ψ ∈ M E(J, X). Hence
Proof. By Lemma 4.4 and the closedness of E 0
for all t ∈ J and hence φ ∈ M E w (J, X) by Theorem 4.12 and (4.5) with F = M E w (J, X).
Theorem 4.14. Let J ∈ {R + , R} or {Z + , Z}, w m (t) = (1 + |t|) m , m ∈ N and assume w(s) ≤ kw(t) for 0 ≤ s ≤ t and some positive constant k. If φ ∈ E 0 w (J, X) then P m φ ∈ C wwm,0 (J, X) respectively S m φ ∈ C wwm,0 (J, X).
Proof. We consider the case m = 1 since the general case follows by induction. Take J ∈ {R + , R}, m = 1. Let φ ∈ BU C w (J, X), t ∈ J. Then ||P φ(t)|| ≤ k|t|||φ|| w,∞ w(t) and so P maps BU C w (J, X) continuously into BU C ww 1 (J, X). Moreover P (∆ t φ) = ∆ t (P φ) − P φ(t).
By Lemma 4.4, one has ∆ t (P φ) ∈ E 0 ww 1 (J, X). Since the constant P φ(t) ∈ E 0 ww 1 (J, X) we conclude P (∆ t φ) ∈ E 0 ww 1 (J, X). By Corollary 4.13 and the continuity of P we conclude
w (J, X), we can apply Theorem 4.12 to P φ to obtain P φ ∈ C ww 1 ,0 (J, X). The case J ∈ {Z + , Z} follows similarly.
w-almost periodic functions
In this section we introduce a new class called weighted almost periodic functions. This new class is a natural generalization of the space of continuous almost periodic functions
So, firstly we recall some basics about AP (G, X) (see [3] , [43] for the case G = R and [8] for any G).
A subset E ⊂ G is said to be relatively dense in G if there is a finite set F ⊂ G such
A continuous function φ : G → X is said to be (Bohr) almost periodic if for each ε > 0 the set E(φ, ε) = {τ ∈ G : ||φ(t + τ ) − φ(t))|| ≤ ε, t ∈ G} of its ε-periods is relatively dense in G.
The space of all continuous X-valued almost periodic functions defined on G is denoted by AP (G, X). It is well known that AP (G, X) is a subspace of BU C(G, X). Moreover, if
is relatively dense in G for each n ∈ N. Secondly, we denote the space of w-trigonometric polynomials ψ = n j=1 γ j p j , where γ j ∈ G and p j ∈ P w (G, X), by T P w (G, X). The closure of T P w (G, X) in BC w (G, X) is the space AP w (G, X) of w-almost periodic X-valued functions on G.
Proof. If p ∈ P w (G, X) then p ∈ BU C w (G, X) by Proposition 3.7(d). By Proposition 3.7 (b) and Proposition 3.4, we conclude that the space X p generated by the range of p is finite dimensional. Moreover, if γ ∈ G then ∆ h (γp)(t) = γ(t)γ(h)∆ h p(t) + γ(t)p(t)∆ h γ(0) and (γ(t)p(t))/w(t) ∈ X p for all t ∈ J, and so γp ∈ BU C w (G, X) and the range of (γp)/w is relatively compact. The results follow.
Proof. By Proposition 4.1 E w (G, X) is closed in BC w (G, X). Take any γ ∈ G, γ = 1 and any p ∈ P w (G, X), p = 0. It suffices to prove γp w ∈ E 0 (G, X). To do this suppose firstly that γ(s) has finite order m = 1 for some s ∈ G and let
The last term on the right is 0 and so, by (2.2) and Lemma
. If γ(s) has infinite order for every non-zero s ∈ G then γ has dense range in T. Given ε > 0 we can find s ∈ G such that |γ(s)
we obtain, as before,
Then there is a sequence of trigonometric polynomials
(b) If also G = R and φ is m-times continuously differentiable on R, then ψ n may also be chosen so that ψ
we may also assume (replacing G 1 by one of its subgroups of finite index if necessary) that
is a sequence of trigonometric polynomials η n :
We choose η n so that η n − φ
In this case, G/G 1 ∼ = T the circle group, and so φ ∈ C m (T, X) the space of m-times continuously differentiable functions from T to X. With the norm 
. (This last reference deals with C-valued functions, but the same proof is valid for general X.) Setting ψ n = η n • π we obtain the lemma.
Proposition 5.4. If w is an unbounded weight and G is compactly generated, then
Proof. Take φ ∈ C w,0 (G, X) and n ∈ N. Since G is compactly generated, there is a compact generating neighbourhood F n of 0 in G such that φ(t) < 1 n w(t) for all t / ∈ F n . As w is unbounded there is a compact set H n ⊃ F n such that sup
Let K n be a compact set whose interior contains H n . 
This completes the proof.
(a) If w is an unbounded weight and G is compactly generated, then
(e) If φ ∈ AP (R, X) and P 2 φ ∈ AP w 1 (R, X), then there is a ∈ X such that (
Proof. (a) This follows directly from Proposition 5.5.
(c) Note firstly that the sum on the right is direct. For suppose t N ψ 1 + ξ 1 = t N ψ 2 + ξ 2 for ψ j ∈ AP (G, X) and ξ j ∈ C w,0 (G, X). Set q(t) = (1 + t) N − t N and J = G + . Then
. This is impossible unless ψ 1 = ψ 2 . The sum is also topological. For suppose φ n = t N ψ n + ξ n where ψ n ∈ AP (G, X) and ξ n ∈ C w,0 (G, X) and (φ n ) converges to φ in BC w (G, X). Then
But this last sum is a topological direct sum (see [55] ) or [9, Proposition 2.2.2] and references therein) and so (ψ n | J ) converges to ψ| J for some ψ ∈ AP (G, X). Hence (ψ n ) converges to ψ in AP (G, X) and t N ψ n converges to t N ψ in AP w (G, X). It follows that (ξ n ) converges to some ξ in C w,0 (G, X) and that φ = t N ψ + ξ.
Next, given φ ∈ AP w (G, X) we may choose a sequence (π n ) ⊂ T P w (G, X) converging to φ in AP w (G, X). But π n = t N ψ n + ξ n where ψ n ∈ T P (G, X) and ξ n ∈ C w,0 (G, X). It follows from the previous paragraph that φ = t N ψ + ξ for some ψ ∈ AP (G, X) and ξ ∈ C w,0 (G, X). (
as n → ∞. This implies φ ′ ∈ AP w N (R, X). By part (c), φ ′ = t N η + µ where η ∈ AP (R, X)
.
continuous at t = 0. This implies ξ ′ /w N ∈ C 0 (R, X) and so ψ ′ = η and N t N −1 ψ + ξ ′ = η.
(e) By Theorem 4.14,
and P 2 φ = P 2 (φ − M φ) + (M φ/2) t 2 we conclude M φ = 0. By Theorem 4.14, P φ ∈ C w 1 ,0 (R, X). By (c), P 2 φ = t ψ + ξ with ψ ∈ AP (R, X), and ξ ∈ C w 1 ,0 (R, X). By (d), one gets P φ = t ψ ′ + ψ + ξ ′ where ψ ′ ∈ AP (R, X). This implies ψ ′ = 0 and hence ψ = a ∈ X.
This shows P 2 φ − t a ∈ C w 1 ,0 (R, X).
It follows that π n * f → φ * f and so φ * f ∈ AP w (G, X).
. Hence π * f ∈ span{γp j : 1 ≤ j ≤ k} and so T π has finite rank. As T πn → T φ in the operator norm, T φ is compact.
Following [9] where the case w = 1 is considered, we say that F is a Λ 0 w -class if it is a translation invariant subspace of BC w (J, X) satisfying
if φ ∈ BU C w (G, X) and φ| J ∈ F then φ t | J ∈ F for all t ∈ G; 
Note that if F is a subspace of BC w (J, X) and φ ∈ F, then φ t = ∆ t φ + φ ∈ E 0 w + F by Lemma 4.4. This means that E 0 w ⊂ F implies (5.2). Note that for the case J = G, (5.2) just states that F is translation invariant. In particular, C w,0 (G, X) is a Λ 0 w -class. So too is C w,0 (J, X) when G is R or Z and J is R + or Z + . Many examples of Λ w -classes for the case w = 1 are given in [9] . These include almost periodic, almost automorphic and absolutely recurrent functions. The class 0 J , consisting of just the zero function from J to X, satisfies (5.2) only when J = G. From Proposition 5.1 and Proposition 5.5 (a) we obtain: Proposition 5.7. If G is compactly generated or w is bounded, then AP w (G, X) is a Λ w -class.
We mention one other family of Λ 0 w -classes. The partial ordering ≤ , defined by s ≤ t whenever t ∈ s + J, makes J a directed set. So we may define
w -class contained in every Λ 0 w -class of functions from J to X. These spaces will be developed and used in a subsequent paper.
A is a linear subspace of AP w N (G, X), translation invariant, closed under convolution with elements from L 1 w N (G, C), closed under multiplication by characters from G and dense in AP w N (G, X).
In Proposition 6.3 we investigate harmonic analysis with respect to classes A = P N AP defined by (5.6).
Spectral analysis
Throughout this section we will assume that G is compactly generated and that F is a translation invariant closed subspace of BC w (J, X) satisfying (5.2).
Recall that for an ideal I of L 1 w (G), the cospectrum of I is given by cosp(I) = {γ ∈ G : f (γ) = 0 for all f ∈ I}. Clearly, cosp I = cospI, where I is the closure of I in L 1 w (G). Since L 1 w (G) is a Wiener algebra, its maximal ideals are the sets I α = {f ∈ L 1 w (G) : f (α) = 0} where α ∈ G and its primary ideals are those whose cospectrum is a singleton. By Wiener's tauberian theorem, all (closed) primary ideals in L 1 (G) are maximal ( [24] ). This is not the case for general L 1 w (G). For example, it is proved in [15, Theorem 3.4 ] that, for a weight of polynomial growth N, the primary ideals of L 1 w (Z) are the sets
showing f ∈ I k . The following theorem generalizes this result. For t = (t 1 , ..., t m ) ∈ G m we write ∆ t g = ∆ t 1 ...∆ tm g.
Theorem 6.1. Assume w has polynomial growth N and I is a closed ideal of L 1 w (G) with cosp(I) = {1}. Then ∆ t g ∈ I for all g ∈ L 1 w (G) and t ∈ G N +1 .
Proof. Consider the annihilator
This implies that cosp(I w (φ)) ⊆ cosp(I) = {1}. By [15, Theorem 3.4] or Theorem 6.6 below, φ ∈ P w (G, C) and so ∆ t φ = 0 for all
w (G) then φ * ∆ t g = ∆ t φ * g = 0, showing ∆ t g ∈ I ⊥⊥ . Since I ⊥⊥ = I the theorem is proved.
Let φ ∈ BC w (G, X). The set I w (φ) = {f ∈ L 1 w (G) : φ * f = 0} is a closed ideal of L 1 w (G) and the Beurling spectrum of φ is defined to be sp w (φ) = cosp(I w (φ)). More generally, following [9, p.20] 
w (G) and is therefore an ideal. We define the spectrum of φ relative to F (respectively A) to be sp F (φ) = cosp (I F (φ)) (sp A (φ) = cosp (I A (φ))).
Proof. Since φ is w-uniformly continuous, there is a compact neighbourhood V n of 0 in
n w(t) (see Theorem 33.12 in [34] ). Proof. (a) The arguments are the same as for the Beurling spectrum. See for example [28, part II, p.988] or [53] . We present proofs for (v) and (vi).
Firstly assume φ t | J ∈ F for all t ∈ G. The map t → φ t | J : G → F is continuous and so,
w (G). By Lemma 6.2, φ t has approximate units and so φ t | J ∈ F. This proves (v).
Now assume ∆
Taking approximate units we conclude ∆ N +1 t φ s | J ∈ F. This proves (vi).
(b) We only prove (v ′′ ) as the other parts are similar to (a). Since sp A (φ) = ∅, I A φ is dense in L 1 w (G). This implies that for each λ ∈ G there is f ∈ I A φ such thatf (λ) = 0, f ≥ 0. Since sp w (φ) is compact and I A φ is linear, one can construct F ∈ I A φ such that F (λ) > 0 for all λ ∈ W , where W is a compact neighbourhood of sp w N (φ). By Corollary p. 19 in [52] , there is H ∈ L 1 w (G) such that F * H(λ) = 1, λ ∈ W . This implies φ = F * H * φ ∈ A.
Corollary 6.4. Assume w has polynomial growth N. If φ ∈ BU C w (G, X), sp F (φ) ⊆ {1}
and φ| J ∈ E 0 w (J, X) then φ| J ∈ F + C w,0 (J, X). If also w = 1, then φ| J ∈ F.
Proof. By Proposition 6.3(v) and (vi) , ∆ N +1 t φ| J ∈ F for all t ∈ J. By Lemma 4.4, ∆ j t φ| J ∈ E 0 w (J, X) for 0 ≤ j ≤ N and all t ∈ J. Therefore we can apply the difference Theorem 4.12 repeatedly to obtain the result.
We denote by E ′ the set of accumulation points of a subset E of a topological space.
Recall that such a set E is called perfect if E ′ = E and residual if it is closed and has no non-empty perfect subsets. Loomis [44] proved that if φ ∈ BU C(G, C) and sp(φ) is residual, then φ ∈ AP (G, C). Basit (see [43, pp.92, 97] ) and Baskakov ([19] ) proved the same result for X-valued functions provided c 0 ⊂ X. Basit [9] proved that for certain classes F ⊆ BU C(J, X), where J ∈ {R + , R}, if sp F (φ) is residual and γ −1 φ| J ∈ E(J, X) for all γ ∈ sp F (φ) then φ ∈ F. Some special cases of his results were proved by Ruess and Phóng [54] . Recently, Arendt and Batty [5] gave an operator theoretic proof for the case F = AP (R, X). We extend these results to unbounded functions as follows. (It will be seen in Example 7.13 that for general weights w the ergodicity condition in Theorem 6.5 cannot be replaced by c 0 ⊂ X).
Theorem 6.5. Assume w has polynomial growth. If φ ∈ BU C w (G, X), then sp F (φ) contains no isolated points whenever one of the following holds:
w -class and γ −1 φ| J ∈ E 0 w (J, X) for all γ ∈ sp F (φ); (ii) F is a Λ w -class and γ −1 φ| J ∈ E w (J, X) for all γ ∈ sp F (φ).
If also sp F (φ) is residual, then φ| J ∈ F .
Proof. Suppose γ is an isolated point of sp F (φ). Let γ −1 φ| J have w-mean p| J where p ∈
w (G) such that f (γ) = 0 and supp( f) ⊆ U. Then sp F (φ * f ) ⊆ {γ} and so sp F (γ −1 (φ * f )) ⊆ {1}. By Proposition 4.10, the restriction to
. This is a contradiction and so sp F (φ) contains no isolated points. A residual perfect set is empty and so Proposition 6.3(v) gives the final assertion.
The following result was proved in Theorem 3.4 of [15] under a slightly stronger assumption than (2.4) and with X = C. The same proof is valid under the present assumptions.
See also Proposition 0.5 of [51] .
Theorem 6.6. Assume w has polynomial growth and φ ∈ BC w (G, X). Then sp w (φ) = {γ 1 , ..., γ n } if and only if φ = n j=1 γ j p j for some non-zero p j ∈ P w (G, X).
Corollary 6.7. Assume w has polynomial growth, F is a Λ w -class and φ ∈ BU C w (G, X).
Proof. Let γ be an isolated point of sp w (φ) or γ ∈ G \ sp w (φ). Then there is a compact neighbourhood V of γ such that V ∩ sp w (φ) ⊆ {γ}. Choose f ∈ L 1 w (G) such that f (γ) = 0 and supp( f) ⊆ V. Then sp w (φ * f ) ⊆ {γ} and so, by Theorem 6.6, (φ * f )| J ∈ T P w (J, X) ⊆ F.
Hence γ / ∈ sp F (φ) and so sp F (φ) ⊆ sp w (φ) ′ .
Corollary 6.8. Assume w has polynomial growth and φ ∈ BU C w (G, X). If sp w (φ) is residual and γ −1 φ ∈ E w (G, X) for all γ ∈ sp w (φ) ′ , then φ ∈ AP w (G, X).
Proof. By Proposition 5.7, F = AP w (G, X) is a Λ w -class. By Corollary 6.7, sp F (φ) ⊆ sp w (φ) ′ which is residual. But by Theorem 6.5, sp F (φ) has no isolated points and therefore is a perfect set. A residual perfect set is empty and so, by Proposition 6.3(v), φ ∈ F .
Since a discrete set is residual without limit points, we obtain the following result immediately. For the case w = 1 see [44] and references therein.
Corollary 6.9. Assume w has polynomial growth. If φ ∈ BU C w (G, X) and sp w (φ) is discrete, then φ ∈ AP w (G, X).
The following two results will be used to establish w-ergodicity from a knowledge of spectra. We say that a function f ∈ L 1 w (G) is of w-spectral synthesis with respect to a closed subset ∆ of G if there is a sequence (f n ) in L 1 w (G) converging to f and satisfying f n = 0 on a neighbourhood U n of ∆. Theorem 6.10. If φ ∈ BU C w (G, X) and 1 / ∈ sp w (φ), then φ ∈ E 0 w (G, X).
Proof. Take a compact neighbourhood V of 0 in G with
Moreover, by Lemma 4.4, g(s) ∈ E 0 w (G, X) and since φ is w-uniformly continuous, by (2.8), g : G → E 0 w (G, X) is continuous. Since K is compact, g| K is separably-valued and hence Bochner integrable.
w,∞ < ε and so φ ∈ E 0 w (G, X) as claimed.
Finally we establish relationships between w-spectral synthesis, minimal prime ideals and ergodicity. See [33] for G = R. For γ ∈ G, let J w (γ) denote the closed span of
w (G) : f (γ) = 0 for all γ ∈ ∆}, R w (∆) = the closure of {f ∈ I w (∆) : supp f ∩ ∆ is residual }.
S w (∆) = the closure of {f ∈ L 1 w (G) : f is 0 on a neighbourhood of ∆}, the space of functions in L 1 w (G) which are of w-spectral synthesis with respect to ∆, One can verify
Theorem 6.11. Suppose w has polynomial growth of order N and γ ∈ G.
Proof. (a) Since (γ∆ t f ) * g = γ∆ t (f * γ −1 g), J w (γ) is a closed ideal. Minimality follows from Theorem 6.1.
(b) Since J w (γ) = γJ w (1) and S w (γ) = γS w (1), it suffices to prove S w (1) = J w (1). For
The integral is an absolutely convergent Bochner integral and so L g maps J k w into J k+1 w . Now take any f ∈ L 1 w (G) with f = 0 on a neighbourhood U of 1. Choose g ∈ L 1
w (G) with g(1) = 1 and supp
is an ideal with cospectrum {1} and so by (a), S w (1) = J w (1).
Corollary 6.12. If f ∈ J w (γ) for some γ ∈ G and φ ∈ BU C w (G, X),
Proof. Let h = γ∆ t g where t ∈ G and g ∈ L 1 w (G). By Lemma 4.
Since f is in the closed linear span of such functions h and E 0 w (G, X) is complete, the result follows.
w (G) is of w-spectral synthesis with respect to a closed subset ∆ of G, then γ −1 (φ * f ) ∈ E 0 w (G, X) for all γ ∈ ∆ and φ ∈ BU C w (G, X).
Proof. Choose a sequence (f n ) in L 1 w (G) converging to f and satisfying f n = 0 on a neighbourhood U n of ∆. For γ ∈ ∆ we have γ −1 (φ * f n ) = (γ −1 φ) * (γ −1 f n ) and so
Derivatives and indefinite integrals
Throughout this section we assume that J ∈ {R + , R, Z + , Z} and F = F (J, X) ⊂ BU C w (J, X) satisfying (5.2), (5.3) and (5.5). Examples of such classes are C w,0 (J, X), AP w (G, X) with G ∈ {R, Z} and if w has polynomial growth BU C w (J, X) ∩ E w (J, X).
(a) Let w have polynomial growth. If φ ∈ BC w (R, X) and sp w (φ) is compact, then
(b) If φ ∈ F and φ ′ is w-uniformly continuous, then φ ′ ∈ F.
(c) If φ ∈ BC w (J, X) and φ ′ is w-uniformly continuous, then
Proof. (a) Choose f ∈ S(R), the Schwartz space of rapidly decreasing functions, such that f has compact support and is 1 on a neighbourhood of sp w (φ). Then f (j) ∈ L 1 w (R) for all j ≥ 0. Moreover, φ = φ * f and so φ (j) = φ * f (j) for all j ≥ 0. Hence φ (j) ∈ BU C w (R, X).
(b) If ψ n = n∆ 1/n φ then ψ n ∈ F. Moreover, by the w-uniform continuity of φ ′ , given ε > 0 there exists n ε such that ψ n (t) − φ ′ (t) = n 1/n 0 (φ ′ (t + s) − φ ′ (t))ds < εw(t) for all t ∈ J and n > n ε . Hence φ ′ ∈ F .
(c) With the notation of the proof of (b), ψ n ∈ E 0 w (J, X) ∩ BU C w (J, X) by Lemma 4.4. Hence, so does φ ′ .
For the second inclusion, let c = sup 0≤s≤1 w(s). By Proposition 2.2, sup n≤t≤n+1 w(t) ≤ cw(n) < ce n for all n sufficiently large. Hence, if g(t) = exp(−t 2 )
showing sp w (φ) ⊆ sp w (φ ′ ) ∪ {1}.
Proposition 7.2. (a) If J ∈ {R + , R}, φ ∈ F (J, X) and P φ is w-ergodic with w-mean p, then P φ − p ∈ F (J, X).
(b) If J ∈ {Z + , Z}, φ ∈ F(J, X) and Sφ is w-ergodic with w-mean p, then Sφ − p ∈ F(J, X).
Proof. (a) We may assume that φ ∈ BU C w (R, X). For t ∈ R set χ t = χ [−t,0] if t ≥ 0 and
Since φ ∈ BU C w (R, X) the integral converges as a Lebesgue-Bochner integral and therefore by (5,2), (5.3) ∆ t P φ ∈ F.
The result follows from the difference Theorem 4.12 and (5.5).
(b) Note that ∆ 1 Sφ = φ ∈ F(J, X) and therefore by (5,2), (5.3) ∆ k Sφ ∈ F (J, X) for each k ∈ J. The result follows from the difference Theorem 4.12 and (5.5).
(b) If φ ∈ F = AP w (Z, X) and Sφ ∈ BU C w (Z, X), then sp F (Sφ) ⊆ {1}.
Proof. (a) Let s, t ∈ R. With χ s as in the previous proof, (∆ s P φ) t = φ t * χ s and by Proposition 5.6, (∆ s P φ) t ∈ F. By Proposition 6.3(vi), sp F (P φ) ⊆ {1}.
(b) This case follows similarly as ∆ k Sφ ∈ F for all k ∈ Z.
Remark 7.4. For general weights w the ergodicity condition in Theorem 7.5 cannot be replaced by c 0 ⊂ X. Indeed, let G = R, w(t) = 1 + |t| and φ(t) = t cos log w(t) w(t)
. So φ ∈ C w,0 (R, C) ⊆ F = AP w (R, C) and P φ(t) = w(t)
2 [cos log w(t)+ sin log w(t)]− sin log w(t)− 1 2 . So P φ ∈ BU C w (R, C). By Proposition 7.3, sp F (P φ) ⊆ {1} and so sp F (P φ) is residual.
However, P φ / ∈ AP w (R, C). Indeed, P φ / ∈ E w (R, C). For if P φ−ct w ∈ E 0 (R, C) for some constant c, then because (
it would follow from Theorem 4.12 that
See also Example 7.13.
As before we will take w m (t) = (1 + |t|) m for m ∈ N. Theorem 7.5. Assume φ ∈ AP w (R, X) respectively φ ∈ AP w (Z, X) has w-mean p.
Proof. The assumptions imply φ − p ∈ E 0 w (R, X) respectively φ − p ∈ E 0 w (Z, X). The result follows from Theorem 4.14.
Lemma 7.6. Let J ∈ {Z + , Z, R + , R}. For natural numbers m, N and non-negative 
For m ≤ k the claim follows readily by substituting φ(t) = t k−m in (b).
Our main result is the following: Theorem 7.7. Assume φ ∈ AP (Z, X) and (j+1)! = 0. To prove the rest of the theorem, we may assume a = 0. By Theorem 7.5, S j φ(t)/w j (t) → 0 as t → ∞, 1 ≤ j ≤ N . Since φ is almost periodic we may choose (t n ) ⊂ Z such that t n → ∞ and φ tn → φ uniformly on Z. Moreover, as M φ = 0, by Theorem 7.5, S j φ(s + t n )/w j (s + t n ) → 0, s ∈ Z, 1 ≤ j ≤ N . Given x * ∈ X * , it follows that x * • Sφ tn → x * • Sφ locally uniformly. Moreover, by passing to a subsequence if necessary, we may assume x * • ψ(t n )/w N (t n ) → b for some b ∈ C. By Theorem 7.5 again, we obtain
Hence, since ψ/w N is bounded, so too is x * • Sφ. Since x * is arbitrary, Sφ is weakly bounded and therefore bounded. Since ∆ 1 Sφ = φ ∈ AP (Z, X), it follows ∆ k Sφ ∈ AP (Z, X), for k ∈ Z. So if c 0 ⊂ X then by a generalization of Kadet's Theorem [8] (see also [38] ), Sφ is almost periodic.
Corollary 7.8. Assume φ ∈ AP (Z, X) and S m (t N φ) ∈ BU C w N (Z, X) for some m ∈ N.
(a) Sφ, S 2 φ, · · · , S m φ ∈ BU C(Z, X) and
Proof. Since S m−1 t N φ = (S m t N φ) 1 − S m t N φ we conclude S m−1 t N φ ∈ BU C wn (Z, X); in the same way S j t N φ ∈ BU C w N (Z, X) for all j = 1, · · · , m. We prove the statement by induction on m.
Case m = 1. By Lemma 7.6 (a),
It follows from the assumptions N j=0 a(1, j) t N −j S 1+j φ ∈ BU C w N (Z, X). So, by Theorem 7.7, Sφ ∈ BU C(Z, X). By Lemma 7.6 (c), It follows S m−1 φ ∈ BU C(Z, X). By Lemma 7.6 (a),
. Applying the case m = 1 to ψ = S m−1 φ, one gets Sψ ∈ BU C(Z, X), M ψ = 0 and if c 0 ⊂ X, Sψ ∈ AP (Z, X). This completes the proof of the corollary.
(a) If ψ|Zh n ∈ AP w 1 (Zh n , X) for all n ∈ N then ψ ∈ AP w 1 (R, X).
Proof. (a) Since ψ ∈ BU C w 1 (R, X), ψ w 1 ∈ BU C(R, X). So for each ε > 0 there is n = n(ε) such that the range of ψ w 1 |Zh n is an ε-net for the range of is relatively compact. By Proposition 5.5 (c), ψ|Zh n = f n + t g n , where f n ∈ C w 1 ,0 (Zh n , X) and g n ∈ AP (Zh n , X). Choose s n ∈ Zh n such that ||g n sn − g n || ∞ ≤ 1/n and s n → ∞ as n → ∞. It follows ||g n sn − g n || ∞ → 0 as n → ∞. By the Arzela-Ascoli theorem we can assume (
) s k converges to some F ∈ BU C(R, X) uniformly on each bounded interval of R. Since Zh n ⊂ Zh n+1 and by Proposition 5.5 (c), g n+1 extends g n for all n ∈ N, it follows
) s k | Zh n converges pointwise to F |Zh n = g n and so F | Zh n ∈ AP (Zh n , X) for all n ∈ N. As F ∈ BU C(R, X), for each ε > 0, one can choose δ > 0 such that ||F − F h || ∞ ≤ ε for all |h| ≤ δ. Choose h n ≤ δ. Then each ε-period τ of g n is a 3ε-period for F . Moreover, τ + h is a 4ε-period for F , |h| ≤ δ . This gives F ∈ AP (R, X). Since (ψ − tF ) |Zh n ∈ C w 1 ,0 (Zh n , X) and ψ−tF w 1 ∈ BU C(R, X), we conclude (ψ − tF ) ∈ C w 1 ,0 (R, X). This proves ψ ∈ AP w 1 (R, X) by Proposition 5.5 (c).
(b) By Proposition 5.5 (c),
and k = 0, 1, · · · , 2 n − 1. It follows
is relatively dense in Z and therefore in Zh n = ∪
follows from (a).
Proof. (a) Let ∆ 1 ψ = f with f ∈ AP (Z, X). Then ψ = ψ(0) + Sf . By Theorem 7.5, S(f − M f ) ∈ C w 1 ,0 (Z, X) and hence Sf ∈ AP w 1 (Z, X), by Proposition 5.5.
(b) Let ∆ 1 ψ = f + t g with f, g ∈ AP (Z, X). Then ψ = ψ(0) + Sf + S(tg). By (a), Sf ∈ AP w 1 (Z, X). This and the assumptions imply S(t g) ∈ B w 1 (Z, X). So, by Corollary 7.8, Sg ∈ AP (Z, X). Therefore S(t g) = t Sg − S 2 g ∈ AP w 1 (Z, X), by Theorem 7.5 and Proposition 5.5 (c). It follows ψ ∈ AP w 1 (Z, X).
10 (a), ψ t |Z ∈ AP w 1 (Z, X), 0 ≤ t < 1 and by Theorem 7.9 (b), ψ ∈ AP w 1 (R, X). (a) If φ ∈ AP (R, X), then P φ ∈ AP w 1 (R, X).
Proof. (a) Clearly P φ ∈ BU C w 1 (R, X) and ∆ 1 P φ ∈ AP (R, X), therefore P φ ∈ AP w 1 (R, X) by Corollary 7.11 (a).
(c) Let φ = f + tg, where f, g ∈ AP (R, X). Then P φ = P f + P (tg). By Corollary 7.11 (a), P f ∈ AP w 1 (R, X). The assumptions imply P (tg) ∈ BU C w 1 (R, X) and therefore (b) implies P (tg) ∈ AP w 1 (R, X). It follows P φ ∈ AP w 1 (R, X).
The following shows that the condition φ ∈ P 1 AP = t·AP (R, X)+AP (R, X) of Corollary 7.12 (c) can not be replaced by φ ∈ AP w 1 (R, X). Also Theorem 6.5 does not hold without the conditions γ −1 φ| J ∈ E w (J, X), even for the case φ ∈ BU C w 1 (R, R), sp w 1 (φ) is residual and sp APw 1 (φ) ⊂ sp P 1 AP (φ) = {0}. It also provides counter examples showing that the assumption sp A (φ) = ∅ of Proposition 6.3 (b).
Proof. (i) That ψ ∈ AP (R, R) is clear since the series
Using the inequalities | sin y| ≤ 1 for y ∈ R, (2/π) |y| ≤ | sin y| ≤ |y| for |y| ≤ π/2 and simple calculations, one has
This implies P 2 ψ ∈ BU C w 1 (R, R). If P ψ ∈ AP (R, R), then its Fourier series is as above and so M P ψ = 0. Therefore by Theorem 5.5 (c), P 2 ψ ∈ C w 1 ,0 (R, R). This contradicts (7.1) and proves P ψ ∈ AP (R, R).
If P 2 ψ ∈ AP w 1 (R, R), by Proposition 5.5 (e), there is a ∈ R such that (P 2 ψ − ta)/w 1 ∈ C 0 (R, R). This also contradicts (7.1) proving P 2 ψ ∈ AP w 1 (R, R).
(ii) This follows by [15, Proposition 1.1 and Remark 1.2].
(iii) As in [15, Proposition 1.1 (a), (b) and Theorem 3.4] using Proposition 6.3 (b), one gets sp P 1 AP (P ψ), sp P 1 AP (P 2 ψ) ⊂ {0} and therefore (iii) follows from (i).
A generalized evolution equation
In this section we consider a general equation of which some recurrence, evolution and convolution equations will be seen to be special cases in subsequent sections. We will assume that F is a translation invariant closed subspace of BU C w (J, X) satisfying (5.2). We study the equation
under the assumptions (8.2) A : X → X is a closed linear operator with resolvent set ρ(A) non-empty and
(8.4) Let (φ n ) be any bounded sequence in D(B) such that (Bφ n ) is a bounded sequence in BC w (G, X). If φ n → φ and Bφ n → ψ uniformly on compact sets for some φ ∈ BU C w (G, X), then φ ∈ D(B) and Bφ = ψ.
(8.5) B(γx) = θ B (γ)γx for each x ∈ X, γ ∈ G and some continuous function θ B : G → C.
π n (t) → ξ(t), Bπ n (t) → Bξ(t) uniformly on compact subsets of G, and sup n ( π n w,∞ + Bπ n w,∞ ) < ∞. 
, sp w (φ) is compact and φ| J ∈ F then Bφ| J ∈ F.
We will refer to θ B as the characteristic function of B. In most of our applications we will have Y = L(X). However, for Corollary 12.4 it is necessary to have more general Y. 
and ξ ∈ D(B) with sp w (ξ) compact.
from which the result follows. 
w (G, L(X)) and (η n ) is a bounded sequence in BU C w (G, X) converging to η uniformly on compact subsets of G, then k * η n → k * η uniformly on compact subsets.
Proof. Let U be a symmetric compact neighbourhood of 0 in G. Given ε > 0 choose
where c 1 =
(1 + sup n ( η n w,∞ + η w,∞ )) sup s∈U w(s). Let K = U + K 0 and choose n ε such that
for all n > n ε and all s ∈ K where c 2 = 1 + k w,1 . For t ∈ U and n > n ε we have
Hence k * η n → k * η uniformly on U and therefore on each compact subset of G.
w (G) with f (γ 0 ) = 1 and supp( f) ⊆ V 1 and set ξ = φ * f. It suffices to prove ξ| J ∈ F , for then f ∈ I F (φ) and so γ 0 / ∈ sp F (φ).
Note that, by Lemma 8.1(a) and (8.6), we have Bξ
and so we can choose π n as in (8.8) 
and note that (η n ) is a bounded sequence in BU C w (G, X). Now for γ ∈ V 2 and x ∈ D(A) (ψ * f )| J ∈ F and so, by (8.8) 
that is (R•ξ)| J ∈ F. By Lemma 8.1(e), sp w (R•ξ) is compact. By Lemma 8.1(c) and (8.10), 
0 R } and w N (t) = (1 + |t|) N .This is a special case of the equations studied in section 9,
where it is shown that (8.1)-(8.9) hold. The general solution of the homogeneous equation
B (σ(A)). That this holds more generally is shown in Corollary 8.5. Now let φ be any solution of Bφ = A • φ + ψ, with say ψ(t) = (t, 0). Then sp w (ψ) ∩ θ −1 B (σ(A)) = {γ 0 } and φ contains a quadratic term. Hence
Motivated by examples such as this last one, we refer to θ −1 B (σ(A)) as the resonance set of (8.1) and consider classes F satisfying (8.11) ξ| J ∈ F for all solutions ξ ∈ BU C w (G, X) of the homogeneous equation Bξ = A•ξ.
We say that φ ∈ BU C w (G, X) is a resonance solution of (8.1) for the class F if (8.11) holds, ψ| J ∈ F and φ satisfies (8.1), but φ| J / ∈ F. 
(e) If θ −1 B (σ(A)) is residual, F is a Λ w -class, γ −1 φ| J ∈ E w (J, X) for all γ ∈ sp F (φ) and ψ| J ∈ F , then φ| J ∈ F. We record here a useful theorem for studying almost periodic functions. Cases Then φ ∈ AP (G, X) provided one of the following conditions is satisfied.
(a) c 0 ⊂ X;
(c) φ(G) is relatively weakly compact. The following lemmas will be used in subsequent sections to verify conditions (8.7),(8.8).
Lemma 8.8. Let G be compactly generated. 
sup n π n w,∞ < ∞ and π n → ξ uniformly on compact subsets of G. Proof. (a) Since G is compactly generated we have G = ∪ ∞ n=1 U n where U n ⊂ U n+1 for some relatively compact, open, generating subsets U n . By Proposition 2.3 we may assume sup t∈Un w(t) ≤ c inf t / ∈Un w(t). Choose α n ∈ C(G) with α n = 1 on U n , α n = 0 on G\U n+1 and 0 ≤ α n ≤ 1. Set ξ n = α n ξ. By Lemma 5.3(a), there exists ψ n ∈ T P (G, X) with sup t∈U n+1 ψ n (t) − ξ n (t) < 1 n and sup t∈G ψ n (t) < 1 n + sup t∈U n+1 ξ n (t) . Moreover, since D is dense in X we may assume that the coefficients of ψ n are in D. Take f ∈ L 1 w (G) with f = 1 on V 1 and f = 0 on G\V 2 . Set π n = f * ψ n . Now ψ n → ξ uniformly on compact sets and (ψ n ) is bounded in BU C w (G, X) since sup t∈G ψn(t) w(t) < sup t∈U n+1 Proof. If C ∈ L(X) and π ∈ T P w (G, X) then C • π ∈ T P w (G, X). By continuity, (8.8) holds for F = AP w (G, X). The result for C w,0 (J, X) and 0 G is obvious.
Differential equations
Throughout this section we assume that A satisfies (8.2) and J ∈ {R, R + }. Also, the operator B is given by B = of the evolution equation (9.1) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ R.
We seek conditions on X, A and translation invariant closed subspaces F of BU C w (J, X) which ensure that if ψ| J ∈ F then φ| J ∈ F . We apply Theorem 8.3 with D(B) = BU C w (R, X) ∩ C m (R,X), assuming throughout that F satisfies (5.2).
Let α : R → R be the natural isomorphism given by α(γ s ) = s where γ s (t) = e ist for s, t ∈ R. As usual, the space of m-times continuously differentiable functions u : J→X is C m (J,X) and the subspace of functions with compact support is C m c (J,X).
To find the characteristic function of B let p B (s) = m j=0 b j (is) j where s ∈ R. For γ ∈ R and x ∈ X we have B(γx) = p B (α(γ))γx and so θ B = p B • α. 
Lemma 9.2. Let C(J, X) have the topology of uniform convergence on compact sets.
Set P 0 φ = φ and P j φ = P (P j−1 φ) for j ≥ 1.
(a) The operator P : C(J, X) → C(J, X) is continuous.
(b) For φ ∈ C(J, X) and 0 ≤ j ≤ m we have
Proof. (a) Suppose φ n ∈ C(J, X) and φ n → φ uniformly on compact sets. Let K be a compact subset of J and let K be the convex hull of K ∪ {0}. Set c = max{|t| : t ∈ K}.
Given ε > 0 there exists n ε such that φ n (s) − φ(s) < ε 1+c for all s ∈ K and n > n ε . Hence P φ n (t) − P φ(t) = t 0 (φ n (s) − φ(s))ds < ε for all t ∈ K and n > n ε . 
Proof. By Lemma 9.3, the result follows from Theorem 8.3.
Corollary 9.5. Assume w has polynomial growth, φ ∈ BU C w (R, X), ψ ∈ AP w (R, X) and Bφ = A • φ + ψ. Let B have positive order and σ(A) ∩ p B (R) be residual. Then φ ∈ AP w (R, X) provided one of the following conditions is satisfied.
(a) w is bounded and c 0 ⊂ X; 
Convolution equations
Throughout this section we assume A satisfies (8.2), G ∈ {R d , Z d } and the operator
We seek conditions on X, A and translation invariant closed subspaces F of BU C w (G, X) which ensure that if ψ ∈ F then φ ∈ F. We apply Theorem 8.3, assuming throughout that 
Proof. Using Lemma 10.2 the result follows from Theorem 8.3.
Corollary 10.4. Suppose w has polynomial growth, φ ∈ BU C w (G, X), ψ ∈ AP w (G, X)
of the following conditions is satisfied.
(a) w is bounded and c 0 ⊂ X;
(c) w is bounded and φ(G) is relatively weakly compact.
Proof. The proof is identical to that of Corollary 9.5 with R replaced by G and Lemma 9.3 by Lemma 10.2.
C 0 -Semigroups
In [50] , Phóng studied C 0 -semigroups {T (t) : t ∈ R + } of operators such that T (t) is dominated by a (weight) function α(t) whose reduced (weight) function
has non-quasianalytic growth. [49] . In this section, as corollaries of our main theorems, we obtain results analogous to those in [49] , [50] . We use dominating functions u(t) which appear to be neither more nor less general than those of Phóng.
Throughout we assume that A is the generator of a C 0 -semigroup {T (t) : t ∈ R + } of operators T (t) ∈ L(X). Moreover we assume T (t) ≤ u(t) for all t ∈ R + , where 
An example of such a function is given by v(t) = c exp(1 + |t|) p , where c ≥ 1 e and 0 ≤ p < 1. This function also satisfies the following condition which we will occasionally need.
We will consider equations of the form φ ′ (t) = Aφ(t) + ψ(t) for t ∈ R + , where
we find φ ′ 1 (t) = Aφ 1 (t) + ψ 1 (t) where φ 1 ∈ BU C w (R + , X) and ψ 1 ∈ C w,0 (R + , X). The study of the asymptotic behaviour of φ is reduced to that of φ 1 . For J ∈ {R + , R}, let
, the integral f (T ) = J T (s)f (s)ds exists as a strongly convergent Bochner integral. As before, let α : R → R be the natural isomorphism given by α(γ s ) = s where γ s (t) = e ist .
With different restrictions on the dominating function u, and with the additional condition that f is of w-spectral synthesis with respect to α −1 (iσ(A) ∩ R), the following is [50, Theorem 8] .
Proof. Take F = C w,0 (R + , X). Given x ∈ X set ξ(t) = T (t) f (T )x and ξ 1 = ξ/v. For the moment suppose x ∈ D(A 2 ). Then, for t ≥ 0 define φ(t) = T (t)x and ψ(t) = 0. Making the substitution (11.3) on R + we find
Since v is v-uniformly continuous, it follows that φ 1 is w-uniformly continuous and hence from (2.7) that φ 1 ∈ BU C w (R + , X). Extend φ 1 , ψ 1 to R by defining, for t ≤ 0, φ 1 (t) = x cos t+Ax sin t and ψ 1 (t) = ψ 1 (0)−(x+A 2 x) sin t. So φ 1 ∈ BU C w (R, X), ψ 1 | R + ∈ F and φ ′ 1 = A•φ 1 +ψ 1 on R. By Lemma 9.3 and Theorem 9.4, iα(sp
w (R, X) for all γ ∈ ∆ −1 . From the assumptions it follows ∆ −1 ∩ supp( g) is residual. Since F is a Λ 0 w -class, Theorem 6.5 shows that ξ 2 | R + ∈ F . Note also that, by (2.8), the functions s −→ (φ 1 ) s | R + : R + → BU C w (R + , X) and s −→ ∆sv v : R + → C 0 (R + , R) are continuous. Hence the integrand for ξ 3 is an almost separably-valued, absolutely integrable function from R + to F. So ξ 3 ∈ F. Hence ξ 1 ∈ F . But, D(A 2 ) is dense in X and so ξ 1 ∈ F for all x ∈ X. Therefore we have established the strong convergence of
to 0. Now the argument of Phóng [ 49, p.237] gives convergence in the operator norm.
The following lemma indicates some situations in which functions are necessarily wergodic. In the theorem, A ′ denotes the conjugate of A and P σ(A ′ ) its point spectrum. Proof. It is clear that (a) and (b) are equivalent. Let F = C w,0 (J, X), a Λ 0 w -class. Given x ∈ X define φ 1 , ψ 1 as in the proof of Theorem 11.1. As there, iα(sp F (φ 1 )) ⊆ σ(A) ∩ iR. Recall that E 0 w (R + , X) is closed in BC w (R + , X). Hence, by Lemma 11.2, γ −1 φ 1 | R + = γ −1 T (.)x v ∈ E 0 w (R + , X) for all γ ∈ R. By Theorem 6.5, φ 1 | R + ∈ F. This means lim t→∞ T (t)x u(t) = 0.
As a final application in this section we prove the following theorem. Parts (a) and (c) are due to Lyubich, Matsaev and Fel'dman [45] . Proof. Take F = 0 R and set g(t) = f (−t). Given x ∈ X set φ(t) = T (t)x and ξ(t) = T (t) f (T )x = φ * g(t). If x ∈ D(A), then φ ′ = A • φ on R. By Lemma 9.3 and Theorem 9.4, iα(sp w (φ)) ⊆ σ(A) ∩ iR. If x = 0 then φ = 0 and so sp w (φ) = ∅, proving (a).
If σ(A) ∩ iR = {is}, then sp w (φ) = {γ s }. By Theorem 6.6, γ −1 s φ ∈ P N (R, X) and so γ −1 s φ (N +1) (t) = T (t)(A − is) N +1 x = 0 for all x ∈ D(A N +1 ). Hence (b) follows. Next, sp w (ξ) ⊆ α −1 (−iσ(A))∩ supp( g). The assumptions imply sp w (ξ) is residual. As g = 0 on α −1 (−iσ(A)), it follows from Corollary 6.12 that γ −1 ξ ∈ E 0 w (R, X) for all γ ∈ α −1 (−iσ(A)). By Theorem 6.5, ξ ∈ F for all x ∈ D(A) and therefore f (T ) = 0, proving (c). Now let ∆ = α −1 (iσ(A) ∩ R) and choose (f n ) ⊂ L 1 w (R, C), supp f n ∩ ∆ = ∅ for all n ∈ N and ||f n − f || L 1 w → 0 as n → ∞. Then by (c), it follows f n (T ) = 0 for all n ∈ N. This implies f (T ) = 0, proving (d). Finally, if α −1 (−iσ(A))∩ supp( g) = {γ s } then sp w (ξ) = {γ s }. By Theorem 6.6, γ −1 s ξ ∈ P N (R, X). So ∆ N +1 t (γ −1 s ξ) = 0 for all t ∈ R and hence (T (t) − γ s (t)) N +1 f (T )x = 0. Also, (γ −1 s ξ) (N +1) (t) = γ −1 s (t)T (t)(A − is) N +1 f (T )x = 0 for all t ∈ R and x ∈ D(A N +1 ). So (A − is) N +1 f (T ) = 0.
Recurrence equations
Throughout this section we assume that A satisfies (8.2) and J ∈ {Z, Z + }. Also, the operator B : BU C w (Z, X) → BU C w (Z, X) is given by (Bφ)(n) = m j=0 b j φ(n + n j ) for some b j ∈ C, n j ∈ Z. Given ψ ∈ BU C w (Z, X) we investigate the behaviour of solutions φ : Z → D(A) of the recurrence equation (12.1) (Bφ)(t) = Aφ(t) + ψ(t) for t ∈ Z.
We seek conditions on X, A and translation invariant closed subspaces F of BU C w (J, X) which ensure that if ψ| J ∈ F then φ| J ∈ F. We apply Theorem 8.3, assuming throughout that F satisfies (5.2).
Let T denote the circle group and α : Z → T the isomorphism given by α(γ ζ ) = ζ where γ ζ (n) = ζ n for n ∈ Z, ζ ∈ T. The space of m-times continuously differentiable functions u : T →X is C m (T,X).
To find the characteristic function of B let p B (ζ) = m j=0 b j ζ n j where ζ ∈ C. For γ ∈ Z and x ∈ X we have B(γx) = p B (α(γ))γx and so θ B = p B • α.
A simple modification of the proof of Lemma 9.1 yields We readily obtain the following two results. For the case w = a = 1, the first was proved by Gelfand and the second by Katznelson and Tzafriri (see [40] and the references therein, and [16] [2] . However, our proof is new. Here X is a Banach algebra with unit e. We shall say that an element x ∈ X is power dominated by w if { x n w(n) : n ∈ Z + } is bounded, and doubly power dominated by w if { x n w(n) : n ∈ Z} is bounded. Let L 1 w (Z + ) = {f ∈ L 1 w (Z) : f (n) = 0 for n < 0}. If x is power dominated by w and f ∈ L 1 w (Z + ) we define f (x) = ∞ n=0 f (n)x n .
Corollary 12.5. Assume w has polynomial growth of order N. If an element x ∈ X is doubly power dominated by w and σ(x) = {1}, then (x − e) N +1 = 0.
Proof. Apply Corollary 12.4 with J = Z, F = {0}, Bφ = φ 1 and φ(n) = x n . We conclude that α(sp F (φ)) ⊆ σ(x) ∩ T = {1}. By Proposition 6. 
