An inverse design approach is proposed to compute wind turbine blade geometries which maximize the aggregate power output from a wind farm. An iterative inverse algorithm is used to solve the optimization problem. The algorithm seeks to minimize the target function, f = -C P,av , where C P,av is the average normalized mechanical power of all the turbines in the wind farm. An upper bound on the blade planform area, representative of the blade weight, is imposed to demonstrate how to incorporate constraints in the design process. The power coefficients (C P ) of the turbines in the farm are computed by solving the Reynolds Averaged Navier Stokes equations with the turbine rotors modeled as momentum sources using the actuator disk model. The inverse design is carried out using the trust-region-reflective method, which is a nonlinear least squares regression solver. The computation cost is reduced by computing the Jacobian once every few iterations and approximating it using Broyden's method in between. The proposed design approach is first demonstrated to maximize the isolated performance of single-and dual-rotor wind turbines and subsequently used to design the blades for a 3-turbine array and a tenturbine array in which the downstream turbines operate directly in the wake of the upstream turbines. For a turbine-turbine spacing of four rotor diameters, the farm-optimized blade designs increase the farm power output by over five percent and the optimized blade geometries are found to be considerably different from the blade geometry optimized for isolated turbine operation. As the turbine-turbine spacing is increased to eight rotor diameters, the difference between the blade geometry optimized for farm operation versus that for isolated operation, is reduced.
of RANS with ADM or ALM can predict the far wake as well as the mean loads on the wind 23 turbine. 24 The RANS/ADM model provides an acceptable accuracy in simulating wake flow and is wind turbine wakes in the atmospheric boundary layer. They noted that more economic 9 turbulence models for wind farm applications (such as RANS/ADM) lead to acceptable pre-10 dictions in wind farm applications where the primary objective is to analyze the far-wake 11 flow. Shives and Crawford [21] analyzed the wake flow in various side-by-side and in-line 12 turbines. They noted a similar agreement between experimental data and RANS/ADM with 13 the k − ω turbulence closure model. 14 The objective of this paper is to develop and demonstrate a framework to design turbine 15 blades so as to maximize the aggregate power capture in wind farms. In order to demonstrate 16 the concept, the worst-case scenario is considered in which the turbines are arranged in a 17 row in perfect alignment with the freestream wind; these are referred to as in-line turbines in 18 this paper. A practical application would require consideration of the entire wind rose and 19 optimization of turbine blades to maximize the AEP of the wind farm. A more comprehensive 20 optimization approach would aim to minimize the LCOE, which involves many additional 21 factors including those that determine the costs. This paper intentionally does not consider 22 these factors as the objective is not to come up with an optimum design but to present 23 and demonstrate a novel way to approach the optimization problem. Therefore, a simplified An inverse approach is used to design wind turbine blade blades for maximizing wind 2 farm power output. Solving an inverse problem typically requires two solvers: 1) a direct 3 solver (or model) to evaluate the target function, and 2) an inverse solver to iteratively 4 locate the optimum point of the target function. The direct and inverse solvers and the 5 target function used in this paper are discussed in this section. The direct solver used in this study simulates the turbulent flow around a row of in-line 8 wind turbines. The incoming flow is assumed to be uniform and turbulence free. For flow 9 simulation, the semi-implicit method for pressure linked equations (SIMPLE) algorithm [22] 10 is used to solve the incompressible RANS equations, 11 ∂ū i ∂x i = 0, and,
implemented in the unstructured, finite volume solver simpleFOAM (part of OpenFOAM). The inverse solver uses an iterative approach to maximize the target function. In this 4 study the target function is defined as the cumulative power output from a wind farm.
5
Cumulative power is the algebraic sum of the power generated by all the turbines in the 6 wind farm and it depends on the geometry of each turbine blade. The inverse solver needs 7 initial estimates of the design variables which are then iteratively modified until the target 8 function is maximized. In this study, the design variables are limited to radial distributions 9 of chord, c(r) and twist, θ(r) of the rotor blades for each turbine in the wind farm. Other 10 parameters such as number of blades, rotor diameter, tip speed ratio, and blade thickness 11 are kept constant. The initial estimates of c(r) and θ(r) are supplied by the user. The
12
RANS/ADM direct solver described in Section 2.1 is used to compute the flow field and 13 the cumulative wind farm power output. In the next iteration, a new blade geometry is 14 computed using a gradient-based optimization. The wind farm aerodynamic performance is 15 reassessed using the direct solver for this new geometry and the iterative process is continued 16 until the cumulative wind farm power output is maximized.
17
The functions c(r) and θ(r) are assumed to be fourth-order polynomials in this study.
18
Restricting these functions to be reduced-order polynomials ensures a smooth spatial varia-19 tion of blade geometry, which increases the manufacturability of the design. Use of higher 20 order polynomials was found to be unnecessary as they resulted in effectively the same blade 21 geometry and turbine power output. A 4 th -order polynomial is completely described by spec-
22
ifying five unique (control) points. The design problem then simplifies to computation of c 23 and θ at these five control points for each turbine. Figure 1 shows a fourth-order polynomial 24 representation of a blade chord (or twist) distribution. Finding this distribution begins with 25 setting an initial guess at the five control points (filled squares in Fig. 1 ). The coefficients 26 of the fourth-order polynomial are obtained by curve fitting. At the next iteration of the 27 inverse cycle, the chord (or twist) values at the control points are sought in a search region 28 around the current value (shown by the dotted lines in Fig. 1 ) with the goal of maximizing 29 the turbine power output. It should be noted that the actual search region is large enough to 1 include almost all plausible distributions. The power of each turbine therefore is a function 2 of ten parameters, i.e., C P = C P (c 1 , . . . , c 5 , θ 1 , . . . , θ 5 ).
r control points fourth-order polynomial search region The trust-region-reflective (TRF) method is chosen for optimization in this paper. TRF 4 is a gradient-based nonlinear least squares minimization scheme that is suitable for bounded 5 multi-variable and multi-objective optimization problems [30, 31] . Our inverse problem is 6 bounded and multi-variable. Gradient-based search algorithms typically require computing 7 the Jacobian matrix. The Jacobian matrix reveals the sensitivity of the target function 8 (output variable) to the input variables.
9
Since the objective of the study is to maximize the cumulative power from an array of wind turbines, the target function to be minimized is defined as f = −C P,av , which is the average C P of all the turbines in a wind farm if the wind speed far upstream of the wind farm is used for power normalization.
where, P i is the power extracted by the i th turbine in the array of N turbines, ρ is the air density, u ∞ is the freestream flow speed, and A = πr 2 tip is the area swept by the turbine rotor.
Minimizing f is akin to maximizing C P,av . The function f depends on various parameters 1 such as blade geometry, tip speed ratio, the distance between turbines, atmospheric stability, 2 etc. The focus of this study is limited to optimizing the geometry of the blades, but it is 3 straightforward, albeit computationally demanding to extend the approach to include more 4 parameters.
5
The TRF algorithm is summarized for a 1-D problem below; the algorithm remains the same in higher dimensions. Suppose the minimum of a function f is sought in a domain. As a first guess, a point x 0 in the domain is randomly picked and the function f is evaluated at x 0 . The central idea of this method is to solve the trust region sub-problem, i.e., to find the location of the minimum of a function q that approximates f in the neighborhood of The effect of mesh size is investigated for both the direct solver and the inverse solver 3 for isolated operation of a wind turbine in uniform inflow without any ground effects. Ax-4 isymmetry is leveraged to significantly reduce the computational effort. Figure 2 shows the 5 axisymmetric grid (one-cell thick in the circumferential direction) used for the simulations. in Table 1 . The differences between Mesh 4 (the finest mesh) and Mesh 3 results are found 9 to be acceptably small -%∆C P < 0.6% and %C T < 0.4%. Figure 3 compares the radial 10 distributions of angle of attack, and axial and tangential induction factors for the four mesh 11 sizes evaluated. The radial profiles converge to the finest mesh result as the mesh is refined.
12
Based on these results, Mesh 3 is considered acceptable for use with the direct solver (to 13 perform aerodynamic analysis of a given design). Table 1 : Comparisons of power and thrust force coefficients (C P , C T ) for four meshes of varying grid density.
The percentage "errors", %∆C P and %∆C T are computed using the highest mesh density (Mesh 4) solution as the reference, e.g., tries obtained using Mesh 2 and Mesh 3 are nearly identical. Therefore, Mesh 3 is considered 1 suitable and is used for the remainder of the analyses and design problems presented in the 2 paper. 3 
Results and Discussions 4
The proposed inverse design procedure is tested for conventional, single rotor wind tur- technique are presented in this section. problem are the twist and chord distributions of the primary and secondary rotors of the turbine. The objective of the inverse design is to maximize the turbine power coefficient (C P,DRWT ), which is defined as the total power extracted by the two rotors of the DRWT normalized by the power in the air stream that passes through the area swept by the primary rotor. Note that C P,DRWT is equivalent to the area-weighted sum of the C P of the individual rotors.
where the subscripts 'pri' and 'sec' denote quantities corresponding to the primary rotor and 1 the secondary rotor respectively. The converged values of C P for each case can be found in 2 Table 2 and are compared with the corresponding values for the SRWT. the direct solver needs to be executed 11 times for each iteration of the inverse solver. 1 One approach to reduce the computational cost is to approximate the Jacobian instead of computing it at every iteration of the inverse solver [37] . Examples of this approach are methods based on the quasi-Newton scheme [38] to update the Jacobian. In most of these methods, simple recursive formulae are used to relate B −1 k+1 to B −1 k , where B k is an approximation of the Jacobian (J k ) at the k-th iteration. These formulae typically do not involve computing the derivatives at all [39]. This study uses Broyden's method [40] in which the Jacobian is computed at the first iteration of the inverse solver (J 0 ) using a forward finite difference formula and is approximated (updated) for the subsequent iterations using the following equation.
Jacobian Update Scheme
In theory, the direct computation of the Jacobian has to be performed only once at the first 2 iteration of the inverse solver. In practice, however, the Jacobian is updated periodically 3 using direct solver evaluations. In this study, the Jacobian matrix is computed using the 4 direct solver after every five iterations of the inverse solver and it is approximated in between 5 using Eq. 5.
6
The isolated turbine designs considered in Sec. 3.1 are used to evaluate the effect of 7 approximating the Jacobian using Broyden's method. The inverse design was carried out 8 with and without the Jacobian approximation for the unconstrained SRWT and DRWT 9 design problems. The converged blade geometries were found to be identical. However, the 10 computing time is significantly less when using Broyden's method even though the number 11 of iterations for the inverse solver is greater (see Table 3 ).
1 Figure 9 shows a typical convergence history of the iterative inverse design procedure for a 2 wind farm application. The Jacobian is directly calculated using the direct solver once every 3 5 iterations and it is approximated in between using Broyden's method. This is reflected in 4 the convergence history plot, where the change in C P is prominent at the iterations where 5 the Jacobian is computed as opposed to approximated. As discussed in Section 1, the primary reason for using a higher fidelity and a more 8 computationally demanding method such as the RANS/ADM, as opposed to the commonly 9 used BEM method, is to extend the blade design methodology to wind farm applications.
10
In other words, the objective is to design turbine blades such that wind farm power output, 11 as opposed to individual turbine output, is maximized. To demonstrate the concept, a fully-12 waked wind farm configuration (turbines directly behind each other) is considered. This 13 simplification makes the problem axisymmetric and dramatically reduces the computational 14 effort. Extension to staggered turbines is straightforward albeit computationally expensive.
The turbine-turbine separation distance is four rotor diameters, which is used to exaggerate the turbine-turbine interaction effects. The effect of increasing turbine separation distance is presented later in this paper.
18
There are at least two different ways to pose the blade design problem for an array of 19 turbines (wind farm). One is to design each turbine separately, i.e., every turbine in the 20 wind farm can have a different geometry. This is called "Approach 1" in this paper. While 1 such an approach may yield higher energy capture, it is undesirable from the perspectives of 2 manufacturing cost and complexity. A practical and cost-effective way to approach the blade 3 design problem therefore is to require all the turbines in a farm to have the same geometry. objective then is to find this one blade geometry that would maximize the aggregate power 7 output from a wind farm that uses identical turbines. This is referred to as "Approach 2" in 8 this paper. The results from both design approaches are compared in the following sections. A wind farm with three in-line turbines (SRWTs) is considered (see Fig. 10 ). The NREL 11 5 MW turbine is used as the baseline turbine in this case. The goal is to redesign the 12 baseline turbine to maximize the power output from the turbine array. All three turbines 13 are operated at the same tip speed ratio, λ = Ωr tip /u ∞ = 7 defined using the flow speed far 14 upstream of the wind farm. In practice, the turbine controller would set the rotor rotation 15 speed so that the tip speed ratio defined using the local inflow speed is close to ideal. This 16 detail can be readily incorporated with the inclusion of a controller system, but is ignored 17 here to avoid convoluting the effects of the controller with blade design.
The initial guess of the blade geometry for the inverse algorithm is taken to be the 19 geometry that gives maximum C P when operating in isolation (the redesigned SRWT in 20 Fig. 7) . Turbine rotor blade design is carried out for this three-turbine wind farm using 21 Approaches 1 and 2 described earlier. Table 4 lists the C Pav for each case. As expected, when each turbine rotor geometry is allowed to be different (Approach 1), the increase in 23 wind farm energy capture is larger compared to when one geometry is used for all turbines 24 Figure 10 : Contours of normalized axial velocity from a wind farm simulation with three in-line wind turbines.
Different scaling is used for x and y axes in the plot.
(Approach 2). While the first approach leads to a higher farm output, the difference may not 25 justify the added cost and complexity associated with manufacturing three different blade 26 designs. When all the turbines are required to have the same geometry in Approach 2, there 1 is still a substantial increase in wind farm energy capture. Figure 10 plots the contours of 2 axial velocity in the three-turbine farm for the constrained-optimized design. the upstream turbines. This is expected to permit high-momentum air to pass through to 14 the downstream turbines, enhance wake mixing and reduce wind farm wake loss. This results 15 in a reduced power extraction from the most upstream turbine (compared to the isolated 16 design), but that reduction is more than compensated by the increase in power extraction 17 by the downstream turbines, yielding a higher value of C P,av .
18 Figure 14 shows the radial profiles of the blade chord and twist of the turbines for the 19 three-turbine wind farm using Approach 2. Even with the restriction of having the same 20 geometry for all the turbines in the farm (Approach 2), the algorithm suggests reducing direction. The turbine-turbine separation distance is four diameters. The objective remains 10 the same: to design turbine rotor blades to maximize the total energy capture from the wind 11 farm. However, only Approach 2 is used for inverse design, as it is unreasonable to expect ten 12 different blades designs in a wind farm. Furthermore, the turbines experiencing deep array 13 effects are expected to have a similar design as the flow becomes statistically stationary in 14 deep arrays. The initial guess for the blade geometry is taken to be the one that gives the 1 maximum C P in isolated operation (see Sec. 3.1.1).
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The increases in farm-averaged power coefficient, C P,av are approximately 12% and 6.5% 3 for the unconstrained and constrained optimized designs respectively. Figure 15 plots the 4 contours of axial velocity for the constrained optimized design. Figure 16 plots the C P and 5 C M of each turbine in the wind farm. The results are compared with those obtained using 6 the baseline (NREL 5 MW) turbines as well as the redesigned 5 MW turbines (unconstrained 7 and constrained) optimized for isolated performance (see Fig. 7 ). The unconstrained and 8 constrained designs optimized for farm operation both yield greater net farm output than 9 obtained from using the baseline NREL 5MW as well as the turbine designs optimized for 10 isolated operation. In the unconstrained farm design, the first turbine extracts excessive 11 power from the flow causing the C P of the second turbine to drop. The remaining turbines 12 however have higher C P than the baseline. The farm-optimized turbines operating deep in 13 the array (turbines 4 through 10) extract higher energy than the baseline. The increase in 14 power capture is accompanied by a corresponding increase in the blade root bending moment 15 as seen in Fig. 16 (b) ; this would adversely impact the LCOE. With design Approach 2, the increases in farm-averaged power coefficient, C P,av are pre-10 dicted to be approximately 12% and 6.5% for the unconstrained and constrained optimized designs respectively, which are significant. While the increase in farm power generation is 12 predicted to be substantial, it should be noted that the analysis presented here is limited to 1 the case of in-line turbines; multiple wind directions need to be considered with appropriate weights based on the wind rose to truly optimize turbine design for a given wind farm. Also, 3 given that this increase in power capture is accompanied by a corresponding increase in the 4 blade root bending moment, the actual LCOE benefits realized in a real wind farm may be 5 smaller. The results nevertheless are indicative of the merit of investigating blade design in 6 a wind farm context rather than in isolated operation.
7
Effect of Turbine Spacing:. The effect of turbine spacing on the blade design process is 8 assessed for the ten-turbine wind farm case. The spacing between the turbines is increased 9 from four diameters to eight diameters. Approach 2 is used to carry out a constrained inverse 10 design optimization for this wind farm configuration. The increase in C P,av is approximately 11 4.5% with a corresponding 11.9% increase in blade root bending moment. Figure 18 compares 12 the farm-optimized rotor geometry with a) the baseline (NREL 5 MW) turbine geometry, 13 b) the optimized geometry for the ten-turbine farm with four-diameter spacing, and c) the 14 geometry of the turbine optimized for isolated operation. As the spacing between the turbines 15 is increased, the optimized turbine design gets closer to the design of the turbine optimized 1 for isolated operation. This is expected as the interaction between the turbines reduces with 2 increased turbine spacing. The algorithm is first tested for isolated wind turbines to maximize the turbine C P . A 15 Betz-optimum rotor with a uniform axial induction factor of 1/3 is considered. The optimized 16 designed obtained using the proposed approach yields a 1.7% increase in C P . Redesigning 1 the NREL 5MW conceptual turbine yields up to 10% increase in C P . The algorithm is also 2 used to design a dual-rotor wind turbine (DRWT). The DRWT considered here has the 3 NREL 5MW turbine rotor as the primary rotor; and the secondary rotor is a Betz optimum 4 rotor made with the DU-96-W180 airfoil along its entire blade span. When both rotors of 5 the DRWT are optimized, the increase in energy capture is more than 8.7% over the baseline 6 NREL 5MW turbine.
Two approaches are considered to design turbine blades for optimizing wind farm energy 8 capture: 1) allow each turbine to have a different blade geometry, and 2) restrict all the 9 turbines in the farm to use one blade geometry. Two wind farm cases are considered where 10 the turbines are aligned with the direction of the wind (fully waked configuration). For the 11 first case, with three in-line turbines, it is found that Approach 1 results in a higher farm-12 averaged power coefficient (%∆C P,av = 5.9%) than Approach 2 (%∆C P,av = 4.7%). The 
