. We present a family of 3-connected cubic planar Hamiltonian graphs with an exponential number of steps required by Thomason's algorithm. The base of the exponent is approximately 1.1812..., which exceeds previous results in the area.
I
In [Tho78] Thomason introduced a simple constructive proof of Smith's theorem. His algorithm, given a Hamiltonian cycle and one of its edges, finds another Hamiltonian cycle that also uses this edge. Algorithm consists of steps called lollipops, which alter a Hamiltonian path in a reversible, deterministic way.
It was interesting for many researchers to determine whether the number of steps involved in Thomason's algorithm grows polynomially with the size of the graph. The first one to provide a family of graphs with exponential growth of the number of steps was Krawczyk, see [Kra99] . More precisely, the number of steps was equal to Θ(2 n/8 ), where n is the number of vertices of the input graph. The construction by Krawczyk contained small mistakes that were subsequently corrected by Cameron, see [Cam01] . The number of steps required remained the same.
More recently published work [Zho18] makes an argument for discussing cubic cyclically 4-edge connected graphs and presents a family of such graphs for which the number of steps of the Thomason's algorithm grows like Θ(2 n /16 ). Unlike previously mentioned cubic cyclically 3-edge connected graph families, where graphs have exactly three Hamiltonian cycles regardless of the number of vertices, the number of Hamiltonian cycles in Zhong family of graphs grows exponentially with the number of vertices.
Our interest in fast growing number of steps for small graphs stems from an attempt to compare scaling behaviour of a quantum equivalent of Thomason's algorithm, where both available quantum hardware and simulation capabilities limit studied graph size. It is worth noticing that Eppstein's algorithm [Epp07] can effectively (in linear time w.r.t. number of vertices) solve the problem of finding additional Hamiltonian cycles for both cyclically 3-edge connected graph families mentioned above.
D
The family of graphs, indexed by natural numbers, is constructed as follows. The n-th graph -G n starts with a cap (a K 3 with each vertex having and additional edge connected to a vertex in next part of the graph), followed by n gadgets and finally terminating with a pac (a cap flipped horizontally). Each gadget introduces 2 new vertices, so |V(G n )| = 2n + 6 and |E(G n )| = 3n + 9. Figures 1 and 2 make this vague description precise. Each G n is cubic, 3-connected, planar, and has exactly three Hamiltonian cycles. 3. Two (out of three) Hamiltonian cycles in graph G n .
M
The goal of this paper is to establish the following theorem.
Theorem 1.
Let n ∈ N, n 3, and consider G = G n , and let C 0 , C 1 -Hamiltonian cycles in G (see fig. 3 ). Then Thomason's algorithm in G starting with C 0 and edge marked green in fig. 3 , terminates with C 1 and takes Θ(c n ) steps, where c > 1 is some constant (c ≈ 1.3953...).
In the proof of theorem 1 we will be considering paths arising during the Thomason's algorithm. To analyse them efficiently we first introduce a notation to describe all possible patterns a Hamiltonian path starting in Λ may use to pass through a single gadget. We consider two categories: first -with an end of the path on each side of the gadget, and second -with an end of the path inside the gadget. In the case with both ends on one side, the choice of two edges used by the path uniquely determines the pattern (and this behaviour propagates all the way to the pac).
The first category is presented by an exhaustive list of cases in fig. 4 . Note that the pattern Y is unreachable from any other (as it is only compatible with itself), and is not compatible with a cap (see fig. 5 ), so it never arises during the algorithm and is henceforth disregarded. The second category is covered by fig. 6 . Labels assigned in these figures will be used throughout this paper.
Consider a Hamiltonian path in G n with starting vertex Λ. We assign one of the letters (using labels defined in fig. 4 ) to each of the gadgets to the left of the path's endvertex. Observe that the way our path passes through gadgets, up to the one containing endvertex, is uniquely encoded by this word.
We will call a Hamiltonian path in G n starting in Λ a rightmost path, if its other end is a vertex of the pac.
We begin by introducing three lemmas, which we will use later in the proof of the theorem 1.
Lemma 2 (Counter Initialisation Lemma). Consider the two cycles C 0 and C 1 (shown in the fig. 3). Then
Thomason's algorithm starting with C 0 terminates with C 1 . Moreover the first rightmost path encountered during such algorithm's run is a path described by the string PQU PQU PQU..., and the last rightmost path (before reaching C 1 ) is a path described by the stringẂSQÚẂSQÚẂSQÚ....
Proof. By the Thomason's theorem, repeatedly applying the lollipop operation will lead us to another cycle containing the green edge. Since the only cycle (apart from C 0 ) satisfying that condition is C 1 , we are done with the first part. We prove the second assertion by applying by hand a couple of lollipops starting from C 0 . The remaining cases follow a similar recursive pattern. Lollipopping the C 0 leads to a rightmost path made of repeated sequence of patterns: P, Q, U. For illustration, in fig. 7 , the first few lollipops are shown. Description of the last rightmost path can be obtained in a similar manner. Note that this procedure works regardless of n, however it is possible for the last group to be incomplete.
4. All possible letter patterns. These patterns satisfy condition that Hamiltonian path has an end on each side of a gadget. Starting vertex of considered path is marked by an empty circle, and the endvertex is marked by black square. Arrows correspond to the direction from the beginning to the end of the path. Unused edges are dashed and greyed out. This convention will be consequently used in the remaining figures. fig. 6 ), 1 and 2 bounce the lollipopped end (meaning that no matter whichever lollipop direction was chosen, the path's end after applying that operation ends up on the right side of gadget). Number patterns other than 1 and 2 conduct the lollipopped end (meaning that among the two ways to lollipop, one moves the end to the right and one to the left).
Lemma 3 (Bouncing Lemma). Among the number patterns (presented in
Proof. Again, the proof requires to consider both ways one may lollipop the numbered patterns. This is easily done by hand. For illustrative purposes, we show the behaviour around 2 and 4 on figs. 8 and 9, respectively. Reader is encouraged to verify the remaining cases. Starting from pattern 4 (a) we can either lollipop using the orange edge (b), or the blue one (c). In the first case, the path's end moves to the right, in the second case -to the left.
Lemma 4 (Filling Lemma
Proof. Once more, the recursive pattern becomes apparent after applying a couple lollipops by hand. To provide an illustration, we present one of the cases of pattern 1 in fig. 10 .
We are now aptly prepared to prove the theorem 1.
Proof of theorem 1. Consider a rightmost Hamiltonian path in the graph G. Each gadget is thus assigned a letter (see fig. 4 ), and the path is assigned a word over alphabet Σ = {P, Q, U,Ú, W,Ẃ, R,Ŕ, X,X, S}. Obviously, not all words in Σ n constitute a valid path, and to understand which do, we analyse the way each pattern behaves on its left and right edge cut (and which endpoints need to be connected to which). This analysis is compactly presented by introducing an automaton in fig. 11 . Let's call the language of this automaton J. Since this language includes words of arbitrary lengths, and we are only interested in words of length n excatly, let J n = J ∩ Σ n . In other words, we get the
where Pref n (L) is a language consisting of all prefixes of length n of words in language L. Each such word encodes either one or two paths, depending whether it ends on P, Q or S (in which case, there are two), or not (and there is only one). Note also that distinction between pairs WRX -ẂŔX, PQU -PQÚ, and WSQU -ẂSQÚ is dependent only on how the path traverses the graph to the right of it so in the considered prefix they form the same pattern. In essence, the accents (in the suffix of the word) encode only the information how the path passes through the pac, which is not necessary to understand the algorithm's behaviour. This serves as a motivation to consider the language without the accents. We also may encode the three possibilities with less symbols as {A, T, G} with the map WRX,ẂŔX → T, PQU, PQÚ → A, and WSQU,ẂSQÚ → G.
We also define the order < inductively as A < T < G and
where β, γ ∈ {A, T, G} and u, w ∈ {A, T, G} * . It may very well happen that our path fails to be divided evenly by the words WRX, PQU,ẂSQÚ etc. However, if the remaining suffix contains two or more gadgets, we already know which of A, T, G the suffix must represent. One letter long unmatched suffixes would make such mapping ambiguous. To remedy this, we introduce yet another symbol -C to describe suffixes W andẂ, while keeping A to describe suffix P. Now we need to extend the order with A < C, what makes it consistent and exhaustive as we never need to compare T or G with C. Therefore any rightmost path can be described by a word in language K = (A|T|G) * C? .
Addition of cytosine makes the definition of the map quite verbose, so we include the following formal, inductive formula of ϕ : J → K:
Observe that L n ⊆ K, and while order < is not linear in K, it is linear in L n . By the Counter Initialisation Lemma, the first rightmost path upon starting the Tomason's algorithm on C 0 corresponds to the word AAA...A -the least word in L n with respect to the order <, and the last rightmost path before we get to C 1 corresponds to the word GGG...G (or possibly GGG...GC for specific values of n) -the greatest word in L n .
When lollipoping any rightmost path p, there are two options. We may first reach the cap -which is equivalent to finding a cycle and terminating the algorithm, and we have just shown that it is possible only from the least and the greatest words. If that does not happen, we must reach a (first significantly different w.r.t. mapping ϕ) rightmost path q. Then by the Bouncing Lemma, we must have encountered a path ending in the pattern 1 or 2.
Now the Filling Lemma implies that the paths p and q are of the form wPQÚ Ẃ SQÚ * and wẂŔX Ẃ SQÚ * in the case of pattern 1, or wẂSQU (PQU) * and wWRX (PQU) * otherwise, where w is some common prefix. Clearly the words in L n corresponding to these paths form consecutive pairs with respect to the order <, and so while running the algorithm we move either to an immediate successor or an immediate predecessor of the path p with respect to the order induced via ϕ from <.
This proves that while running the Thomason's algorithm we visit all words in L n exactly in order <. Observe, that we make at most 2n lollipops between any two distinct rightmost paths. Hence, to count the number of steps of the algorithm, up to a factor linear in n, it suffices to count the number of words in L n .
Let a k be the number of words in the language L k . One can easily verify the following recurrence a 0 = 1,
We get the functional equation
which one can easily solve to
Thus, we get that asymptotically there are Θ(c n ) such words, where 1 c is the least modulus among the roots of z 4 + 2z 3 − 1 (which equals approximately 1.3953...).
To conclude the proof, observe that the number of lollipops between two rightmost paths amortises to a constant. Each time we change the path meaningfully (i.e., the image under ϕ changes) by k letters, we need to introduce 2 changes by k − 1 letters before another change by k letters. This is a geometric pattern (akin to incrementing a binary counter), so the total number of lollipops amortises to the number of visited rightmost paths times a constant.
C
There are alternative, and arguably simpler, ways to prove that Thomason's algorithm takes exponential time on G n , however we believe that our proof provides valuable insight into the algorithm's behaviour. In particular it might be helpful in development of new, faster algorithms that find a second Hamiltonian cycle in a given cubic graph.
It would be interesting to find a family of cubic graphs, with even faster growth of the number of steps taken by Thomason's algorithm. A . Words can hardly express our gratitude to our friends at Beit for their support, critique, and insightful ideas, and so there are none.
