The horizontal component amplitudes of magnetograms recorded by ground-based observatories of the INTERMAGNET network have been used to analyze the global pattern variance of the solar diurnal variations. Those kinds of data present gaps in records and consequently we explore them via a time-frequency gapped wavelet algorithm. We propose a new approach to analyze magnetograms based on scale correlation. The results show that the magnetic records have a latitudinal dependence affected by the season of year and by the level of solar activity. We have found a disparity on the latitudinal response at Southern and Northern Hemispheres during solstices, which is expected due to the asymmetry of the Sq field. On the other hand at equinoxes, records from stations located at approximately the same latitude but at different longitudes presented peculiar dissimilarities. The achieved results suggest that quiet day patterns and the physical processes involved in their formation are strongly affected by: the conductivity of the E-region, the geomagnetic field intensity and its configuration, and the thermospheric winds.
as the total geomagnetic field. In forthcoming years, a Brazilian network of magnetometers will be implemented and VSS could be used as reference.
105
To fulfill our purpose, we use hourly mean value series of the H geomagnetic component.
106
Some magnetic stations have available the X component, then we convert the X component of 107 XYZ system to the H component of the HDZ system of vector representation of the Earth's 108 magnetic field (as described in Campbell, 1989 ). We use X = H cos (D), where X is the vertical 109 component in the XYZ system, H is the horizontal magnitude and D is the angular direction 110 of the horizontal component from the geographic north (declination). In principle, this system 111 conversion does not affect our results because we only use magnetic stations of low-and mid-112 latitudes and we are interested in the magnetic variations.
113
The magnetic stations that use the XYZ system are AMS, ASP, BEL and CLF. The conversion The distribution of the magnetic stations, with their IAGA code, is given in Fig. 1 . The 117 corresponding codes and locations are given in Table 1 We choose the period of geomagnetically quiet days to study seasonal and solar activity analysis, one year is divided into two seasons: solstices (June and December) and equinoxes
125
(March and September).
126
As a geomagnetic disturbance index, the Kp index has been chosen to distinguish the dis-127 turbed days (K p > 3+) from the quiet days (K p ≤ 3+). The global Kp index is a number 128 from 0 to 9 obtained as the mean value of the disturbance levels within 3-h interval observed at 
142
The Sq variations were greatly explored over the last decades, as well as their spatial depen-143 dence on latitude and others factors, including epoch of the year and level of solar activity (Price, 144 1969; Stening, 1971; Hibberd, 1985; Campbell, 1997; Le Sager and Huang, 2002; Takeda, 2002) .
145
We take into consideration the two well known facts about the Sq field cited by Price (1969 processes (Yomoto, 2006) . On the other hand, the ionospheric current at middle and low latitude 154 is generated by the influence of tidal winds, i.e., ionospheric wind dynamo (Sastri, 1988) .
155
An adequate knowledge of the daily variation field and a full understanding of the associated 156 phenomena can only come from extensive and detailed analysis of the mean hourly values of the 157 5 magnetic elements at many stations (Price, 1969) . Therefore, the availability of these data in the World Data Centers that collect and distribute these data is of enormous help.
159

Methodology
160
The method used in this study is based on continuous wavelet transforms. In this section, we 161 first introduce the concepts of the CWT and its properties. Following, we introduce the gapped 162 wavelet analysis and emphasize its improvements over the CWT. After that, we describe how we 163 extract the information of the observed data using wavelet cross-correlation analysis. 
Continuous Wavelet Transform
165
The wavelet transform was introduced at the beginning of the 80s of the XX century by 166 (1983) , who used it to study seismic data. Grossmann and Morlet (1984) Formally, in order to be called wavelet, a function ψ must satisfy some conditions. First, the 173 admissibility condition which is usually related to the mean zero of the wavelet function,
Morlet
Second, the wavelet function should be localized with compact or effective compact support.
175
The CWT of a time series f is defined by the integral transform,
where * represent the complex conjugate and the pre-factor |a| 
where ∆t is the sampling period (Abry, 1997).
191
It helps to understand the behavior of the energy at a certain scale. technique is to restore the admissibility condition by repairing in some way the wavelet itself.
198
Considering the function f (t) is only known in some intervals of time and it can be rewritten
where G(t) is the function of data gaps, which is equal to 1 if the signal is registered and is equal 201 to zero otherwise, therefore, the analyzing wavelet became
Near a gap, the function ψ ′ is used instead of the base wavelet ψ, and consequently, ψ ′ will no from the signal f (t) to the broken wavelet ψ ′ , which will be replaced by an adaptive wavelet ψ in 205 order to satisfy the admissibility condition.
206
To restore the admissibility condition, the analyzing wavelet ψ can be considered to be in the
where h(t) is the oscillatory part and ϕ(t) is the envelope.
209
In this analysis, we use the Morlet wavelet,
with ı = √ −1, ω 0 = 6 and σ = 1, σ is the time resolution parameter. Using Morlet wavelet with period (see Farge , 1992; Abry, 1997; Torrence and Compo , 1998 , for more details).
214
The adjustable parameter σ gives the optimal time-frequency resolution. Small values of 215 σ give better time resolution, while large values improve frequency resolution. In the gapped 216 wavelet case, the problem of the admissibility condition breaks down when σ is below 1. It must 217 be avoided. However, a wide range of σ can be used. The choice of σ is highly restricted by 218 the admissibility condition, because there are not enough oscillations to give a zero in average.
219
However, the gapped technique corrects the wavelet in this case as well and nullifies the mean.
220
Thus this problem is completely resolved by the gapped technique (Soon et al., 1999 
When the wavelet is disturbed by the gap, we can restore the admissibility condition by 225 including a function K(a, b) in the oscillatory part of the wavelet,
and requiring,
The introduced function K(a, b) can be determined for each scale a and position b from (10) 228 and (11), and could be obtained as
It was shown that this technique not only suppresses the noise caused by the gaps and bound-
230
aries, but improves the accuracy of frequency determination of short or strongly gapped signals.
231
In summary, the advantages of the CWT using gapped wavelet in comparison with the use of 3. This technique not only suppresses the low and high noise frequencies, but it is also better 240 at estimating the frequency of the signal.
241
In Appendix B, we present an example of the gapped wavelet use in a synthetic signal. 
Wavelet Cross-correlation Analysis
243
The approach of this work is to use the wavelet cross-correlation, C(a), to study the cor- 
where geophysics both the determination and correlation coefficient are used (Reiff, 1983) . In our case, 254 we prefer to use the determination coefficient due to its interpretation of linear regression.
255
As mentioned above, in the wavelet representation, each scale (a) explains part of the distri-256 bution of energy of the whole signal through time. The wavelet cross-correlation allows us to 257 check the interaction between two sets of data for each considered scale. The scales are chosen 258 in such a way that they make possible to characterize the dominating periods in the geomagnetic 259 data spectrum. In our case, we choose the scales which correspond to the periods of 24 and 12 260 hours, related to the diurnal magnetic variations. 
274
Magnetograms may contain gaps of various sizes. Here, we also added gaps due to the 275 removal of the disturbed days. These disturbed days were removed before the gapped wavelet 276 transform was performed. In our case, the gapped wavelet technique helps to reduce the effects 277 due to the presence of gaps and also boundary effects due to the finite length of data. The gapped 278 wavelet (used and validated on the synthetic signal -Appendix B) was then applied in real data 279 as shown in Fig. 3 . One might notice that Fig. 3 is very similar to Fig. 2 , the difference is that 280 now we introduced gaps due to disturbed days. As our interest is only to study the quiet day technique not only suppresses the boundary and gaps in both high and low frequencies, but also 287 estimates better the frequency of the signal (see Frick et al. (1998) ). Comparing Fig. 2 and Fig. 3,   288 there is not a significant difference in the common intervals of the CWT and gapped scalograms.
289
The inclusion of gaps in the data due to the removal of the disturbed days does not affect the 290 analysis of the diurnal and semidiurnal variations.
291
With the gapped wavelet coefficients in hand, we exclude the coefficients that corresponded 
298
This methodology structures a new way of dealing with daily magnetic variation for quiet 299 periods.
300
The same procedure of excluding the disturbed days and consider them as gaps is performed
301
for the whole dataset used in this study. Also, after the gapped wavelet transform, we have 302 also excluded all the wavelet coefficients that corresponded to these gaps in the scalograms.
303
Therefore, the cross-correlation wavelet analysis were done only using the wavelet coefficients 304 that corresponded to the quiet days.
305
After excluding all the wavelet coefficients that correspond to gaps, we have calculated the that the correlation between two geomagnetic data sets is scale dependent. We also observe that 320 the correlation is usually larger for the first harmonics of the diurnal variations, and it is smaller 321 for the following harmonics.
322
The determination coefficients D(a) were obtained by applying the equation 14 to the values 323 of coefficients extracted from the wavelet correlation curves (see Fig. 4 ). Once we determined 324 the correlation coefficients for 24 and 12-h periods, we were able to calculate the determination 
341
In Fig. 5 , it is possible to identify a primary latitudinal dependence for the equinoxes and 
360
The disparity in the response of magnetic stations between solstices is expected. In Fig. 5 Hemisphere presented larger mean determination coefficients which can be attributable to the winter.
382
In this work, we also find that the 24-h diurnal variation presented differences values of the longitudes. This means that these stations are affected differently by the E-layer dynamo. At 386 equinoxes, the mean determination coefficient was usually larger in years of higher solar activity,
387
and at solstices it is practically larger in the year of lower solar activity. These results may be 388 explained by the variation of conductivity of the E-region which has an ionization density de-389 pendency (Forbes and Lindzen, 1976) . Also, the total geomagnetic field affects the conductivity 390 through its dependence on electron and ions gyro-frequencies (Stening, 1971) .
391
Another strong influence, very important to be referred, is the intensity of the geomagnetic 
398
For the semi-diurnal variation, the latitudinal dependence is not as perceptible as in the diur-399 nal variation (see Fig. 5 and 6) . Also, the equinoxes and solstices present irregular distribution 400 due to the solar activity. 5. The latitudinal dependence for the semi-diurnal variation was not as noticeable as for the 441 diurnal variation, and also, presented an irregular distribution due to the solar activity.
6. In closing, this analysis has shown a great spatial and temporal variability of the diurnal and semidiurnal variations, and also, unequal contributions for each station according to 444 their correlation to VSS due to the conductivity of the E-region, the geomagnetic field 445 intensity and its configuration, and thermospheric winds.
446
The gapped wavelet analysis is an alternative technique to study data series that contain gaps
In order to demonstrate the possibilities of the use of different parameters, and its dependence 542 on the changing characteristics of the chosen wavelet, a sinusoidal signal containing two different and worse frequency localization.
549
In Fig. A.7(c) , it is also possible to observe that the lower values of the wavelet coefficients 550 indicate a transition region between different types of movements.
551
We adopted ω 0 = 6 and σ = 1 that also provides the better possible time-frequency equilib- periods (12 and 24-h) due to the quiet variations. Also, we can identify the change of frequencies 568 introduced by the noise, which indicates that the wavelet analysis is useful for these multi-scale 569 phenomena.
570
In Fig. B .9, we used the same synthetic signal used in B.9, and can be neglected.
578
In an attempt to fill the gaps, we first tried to use cubic splines interpolation, which led to 579 an underestimation of high frequencies. As the signals may have many spectral components,
580
only by using gapped wavelet, the high-frequency part of the spectrum can be reconstructed. For 581 18 this reason, the gapped wavelet has some advantages over interpolation. However, the gapped 582 wavelet has some limitations, it can only be used if the gap is not larger than the period of 583 analysis.
584
After having applied the CWT and gapped wavelets in the synthetic signal, as presented in 585
Figs. B.8 and B.9, the conclusion was that the gapped wavelet fulfilled better the purposes of this 
