Consider the traveling salesman problem (TSP) defined on the complete graph, where the edge costs satisfy the triangle inequality. Let TOUR denote the optimal solution value for the TSP. Two well known relaxations of the TSP are the subtour elimination problem and the 2-matching problem. If we let SUBT and 2M represent the optimal solution values for these two relaxations, then it has been conjectured that TOUR/SUBT ≤ 4/3, and that 2M/SUBT ≤ 10/9.
Introduction
Given the complete graph K n = (V, E) on n nodes with edge costs c ∈ R E , the symmetric traveling salesman problem (henceforth TSP) is to find a Hamilton cycle (or tour) in K n of minimum cost. This problem is known to be NP-hard, even in the case where the costs satisfy the triangle inequality, i.e. when c ij + c jk ≥ c ik for all i, j, k ∈ V (see [8] ). When the costs satisfy the triangle inequality, we call the problem a metric TSP.
For any edge set F ⊆ E and x ∈ R E , let x(F ) denote the sum e∈F x e . For any node set W ⊂ V , let δ(W ) denote {uv ∈ E | u ∈ W, v ∈ W }. An integer linear programming (ILP) formulation for the TSP is as follows:
subject to x(δ(v)) = 2 for all v ∈ V,
x(δ(S)) ≥ 2 for all S ⊂ V,
3 ≤ |S| ≤ n − 3, 0 ≤ x e ≤ 1 for all e ∈ E, (4)
Constraints (2) are called the degree constraints, and constraints (3) are called the subtour elimination constraints. We denote by TOUR the optimal solution value of (1) .
There are several well-known relaxations of the TSP which can be solved in polynomial time and whose solutions provide lower bounds for (1) . Such lower bounds are useful in assessing TSP solutions found heuristically, and in enumeration schemes used for solving the TSP. It would be interesting to obtain results on how close these lower bounds are to TOUR, and how close they are to each other. Some results of this nature are known (see [6, 10, 13, 14] ), but there are still many open questions.
In this paper we focus on two relaxations of the TSP. The first is called the subtour elimination problem, and we denote the value of its optimal solution by SUBT. This problem is obtained from the ILP formulation (1) for the TSP by relaxing the integer requirement, i.e. SUBT = min{cx : cx satisfies (2), (3), (4)}.
The associated polytope S n , called the subtour polytope, is defined by S n := {x ∈ R E : x satisfies (2), (3), (4)}.
If c satisfies the triangle inequality, the best known bound for the ratio TOUR/SUBT is 3/2 (see [13, 14] ). This bound is not known to be tight. In fact an interesting conjecture which has been around for some time and is discussed in [4] and [7] is the following: The second relaxation of the TSP on which we focus is called the 2-matching problem, which can be described as follows. Given K n = (V, E) and edge costs c ∈ R E , find a minimum cost set of edges M ⊂ E such that each node in V is the endpoint of exactly two edges in M . Such a set of edges is called a 2-matching. Note that a 2-matching forms a set of disjoint cycles in K n which span V . We denote by 2M the cost of an optimal 2-matching.
The ILP formulation for the 2-matching problem is obtained from the ILP formulation for the TSP (1) by removing the subtour elimination constraints (3), i.e. 2M = min{cx : x satisfies (2), (4), (5)}.
Note that the lower bounds provided by 2M for the TSP are in general poor (see [9] ). Our main interest in this relaxation is to examine how big the ratio 2M/SUBT can be. If c satisfies the triangle inequality, the best known bound for this ratio is 4/3 (see [2] ). This bound is not known to be tight. In fact, a conjecture advanced by Goemans in [7] implies the following: In this paper we are interested in classes of vertices of S n whose structure we can exploit in order to construct low-cost tours and 2-matchings. Through these constructions we prove that Conjectures 1 and 2 are true whenever the optimal solution for the subtour elimination problem belongs to one of these classes of subtour vertices.
We call a vertex x of S n 1/2-integer if x e ∈ {0, 1 2 , 1} for all e ∈ E. For such a vertex, we call the edges e ∈ E for which x e = 1/2 the 1/2-edges, and the edges e ∈ E for which x e = 1 the 1-edges. Note that the 1-edges in x form a set of disjoint paths in K n which we call the 1-paths of x.
The class of subtour vertices in which we are interested is a subclass of the 1/2-integer subtour vertices. Let x be a 1/2-integer vertex of S n of cost cx = SUBT x such that all the 1/2-cycles in G x are k-cycles for some odd k ≥ 3, and such that no 1-path in G x has its ends belonging to the same 1/2-cycle. We call such a vertex a k-cycle vertex of S n . For the special case where k = 3 we call these triangle vertices. In Figure 1 we give an example of a triangle vertex.
In Section 3, we show that one can construct a tour whose cost is within 4/3 times the cost of any given triangle vertex. This result lends support to Conjecture 1. Moreover, the worst case ratio of 4 3 between TOUR and SUBT occurs for an objective function where the optimal subtour solution is a triangle vertex (see [4] ). We will discuss further why studying this class of subtour vertices is important for the potential resolution of Conjecture 1 in the next section.
In Section 4, we show that if a k-cycle vertex x of S n satisfies a certain connectivity property, then we can use the structure of x to construct a 2-matching of K n whose cost is less than or equal to 3k+1 3k SUBT x . In particular, this shows that one can construct a 2-matching whose cost is within 10 9 times the cost of any given triangle vertex. These results support Conjecture 2. In all of these analyses, the structure of the subtour vertex in question is heavily exploited. Moreover, we show how to construct these tours and 2-matchings in the time needed to solve a minimum cost perfect matching problem on a graph with fewer than n nodes. Hence, these proofs also yield approximation algorithms when the optimal subtour solution lies in these classes.
The remainder of this section is devoted to background and definitions which we require later in the paper. For general graph theory background, we refer the reader to [1] . For general polyhedral theory background, we refer the reader to [12] .
Given a graph G, we let E(G) denote the edge set for G, and V (G) the node set. When we write G = (V, E), then V is the node set of G and E is the edge set of G. For a weighted graph where every edge e ∈ E(G) has a weight x e , we use the notation G = (V, E, x). Given the complete graph K n = (V, E) and any edge set F ⊆ E, the incidence vector of F is the vector χ F ∈ R E defined by
Consider the vector x ∈ R E indexed by the edge set E of a graph G. Denote by E x the set of edges e ∈ E for which x e = 0. Define the support graph of x as G x = (V, E x , x).
We call M ⊂ E(G) a matching in a graph G if no two edges in M are adjacent. If in addition, every node v ∈ V (G) is an endpoint of some edge in M , then M is called a perfect matching in G. We call G a multigraph if there exist pairs of nodes in G which have multiple edges between them. Such edges are said to be parallel to each other. Given a graph G = (V, E) (usually a multigraph), we say that a set of edges M ⊂ E(G) is a graphical 2-matching for G if every node in G is the endpoint of an even, non-zero number of edges in M , and every component of G[M ] := (V, M ) has at least 3 nodes. If M forms a connected subgraph, then that subgraph is an Eulerian graph. Finally, an incidence vector of a graphical 2-matching M for G is a vector
, where for each e ∈ E(K |V (G)| ), we define x e to be the number of copies of edge e in M .
Motivation
Our attempts to prove Conjectures 1 and 2 in this paper are based on the idea described below of expressing kx * for a vertex x * of a relaxation of a problem as a convex combination of the incidence vectors of graphs with a certain structure. Note that this idea as stated below is easily generalized to other problems, and was used in [2] to show that the value of a minimum cost 2-matching is at most 4/3SU BT and in [5] to show that the minimum cost of a 2-edge connected subgraph is at most 4/3 the cost of the minimum cost 1/2-integral solution of S n .
Given a vertex x * of S n , consider expressing 4 3 x * as a convex combination of Eulerian graphs
where λ i ≥ 0 for all i ∈ I, and i∈I λ i = 1.
Theorem 3 Suppose that for every vertex x * of S n , one could find a set of Eulerian graphs H i satisfying (7). Then Conjecture 1 would follow.
Proof: Assume the antecedent of this theorem. Let c be an objective function satisfying the triangle inequality for an instance of the TSP on n nodes. Let x * be an optimal vertex solution for this objective function. Consider the decomposition of 4 3 x * shown in (7) . From this, we can see that
Since the right-hand side of (8) is a convex combination, it follows that there exists an i ∈ I such that c · χ H i ≤ 4 3 SUBT. But since c satisfies the triangle inequality, the Eulerian graph H i can be short-cut to a tour of no greater cost. Hence, Conjecture 1 would follow.
2 The theorems of this paper use the strategy of Theorem 3 and the analogous theorem for Conjecture 2, although the proofs as written do not make these convex combinations explicit. We instead actually construct a low cost tour or 2-matching so as to stress the approximation algorithmic nature of these proofs, although one can easily see how to rework these proofs to exhibit the convex combinations in question explicitly.
A Conjecture studied in [5] which is weaker than Conjecture 1, but still open, is as follows:
Conjecture 4 There exists a 2-edge connected spanning graph whose cost is less than or equal to 4 3 SUBT. We allow these 2-edge connected graphs to have doubled edges in this case. It was proven in [5] that when x * is a 1/2-integer subtour solution, one could express 4 3 x * as a convex combination of 2-edge connected spanning graphs.
The following idea, mentioned in [5] and developed here, could be useful in proving Conjectures 1 and 4. Define a fundamental vertex to be a vertex of S n satisfying the following conditions.
(i) The support graph is 3-regular,
(ii) There is a 1-edge incident to each node, (iii) The fractional edges form disjoint cycles of length 4.
The fundamental vertices are the only important ones, as the following theorem shows.
Theorem 5 Suppose that for every fundamental vertex x * , one could find a set of 2-edge connected spanning graphs H i satisfying (7). Then Conjecture 4 would follow.
Proof: Let a vertex x * of S n be given. Construct a fundamental subtour solution x * from x * but on a larger graph as follows. For each node v, denote the degree of v in the support graph of x * by d v . Label the edges incident to v by e i for i = 1, 2, . . . , d v . Replace each node v with 2d v nodes, denoted v i and v i for i = 1, 2, . . . , d v . In x * , have an edge leaving v i and an edge leaving v i each having a value of x * e i /2, and an edge linking v i and v i having a value of 1 − x * e i /2. By doing this for both endpoints of e i , one can see that this results in a fractional cycle of length 4 in x * , (see Figure 2 ). Put edges linking v i to v i+1 (where v dv +1 := v 1 ) and v i to v i+1 (where v dv+1 := v 1 ), each of value 1 in x * . Then x * can be seen to be a fundamental subtour solution, although whether it is a vertex is for the moment unresolved.
Suppose we can express 4 3 x * as a convex combination of 2-edge connected spanning graphs H i as follows: holds. This theorem now follows by either of two observations. One is that it turns out that one can show that x * is actually a vertex. The other is that if even if it wasn't, fundamental subtour solutions have the nice property that a fundamental subtour solution is a convex combination of fundamental vertices. Hence, this theorem follows.
2 Note that finding the convex combination of 2-edge connected spanning graphs yielding Theorem 6 Suppose that for every fundamental vertex x * , one could find a set of Eulerian graphs H i satisfying (7). Then Conjecture 1 would follow.
To have a better understanding of the convex combinations in Theorem 6, it is necessary to replace each 1-edge uv in a fundamental vertex x * by the gadget shown in Figure 3 , where the new nodes u , v , w, s, y, and z are created. In Figure 3 , there is a long 1-path from u to u , a 1/2-cycle between u , w, and s, long 1-paths from w to y and from s to z, a 1/2-cycle between v , y, and z, and a long 1-path from v to v. Since these are long 1-paths, they have to be traversed either once or twice (except for at most one edge in each long 1-path) in each Eulerian graph in the convex combination of Eulerian graphs in Theorem 6. We make the 1-paths long so as to make the comment in parenthesis to be of negligible effect. Since these long 1-paths are all in cuts of exactly 3 edges, in order to achieve a usage of 4 3 times each 1-path in the convex combination, it is necessary to traverse each 1-path exactly once two-thirds of time in the convex combination and exactly twice the other one-third of the time. That is to say, (λ i : H i traverses 1-path P exactly once ) = 2/3,
where P is one of these newly created 1-paths. Since the long 1-paths from u to u and from v to v form a cut of exactly 2 edges, these 1-paths are both traversed exactly once or both traversed exactly twice for every Eulerian graph in the convex combination. Hence, if for the new vertex where the 1-edges are replaced by the construction in Figure 3 , we can find the convex combinations of Eulerian graphs of Theorem 3, then we certainly can do so for the old vertex x * , in which case the edge uv will be traversed exactly once two-thirds of the time in the convex combination and exactly twice the other one-third of the time. However, having
So, we define a completely fundamental vertex as follows:
(i) The support graph has only nodes of degree 2 or 3,
(ii) There is a long 1-path incident to each node, (iii) The fractional edges form disjoint cycles of length 3 or 4,
(iv) Each 1-path is incident to a 1/2-cycle of length 3.
The above discussion yields the theorem:
Theorem 7 Suppose that for every completely fundamental vertex x * , one could find a set of Eulerian graphs H i satisfying (7). Then Conjecture 1 would follow.
Of course, the fractional cycles of length 3 are necessarily 1/2-cycles. A natural special case to examine is when all the other fractional edges have value 1/2. Ideally, we should be presenting a proof that whenever x * is a 1/2-integer completely fundamental vertex (whose 1/2-cycles are all of length either 3 or 4), then (7) can be satisfied. However, this is easier said than done. But the more modest goal of showing that this is true for the triangle vertices can be seen to be important given the lines of reasoning in this section.
A 4 approximation algorithm for TSP using triangle vertices
Let x be a triangle vertex of S n of cost cx = SUBT x . In this section we show how to use the structure of x to construct a tour of K n whose cost is less than or equal to 4 3 SUBT x . As the complexity of this construction is no worse than that of finding a minimum cost perfect matching in a graph with fewer than n nodes, this construction gives a 4/3 approximation algorithm for any metric TSP problem for which the optimal solution to the subtour elimination problem is a triangle vertex. In this and other sections of this paper, we will make use of the following theorem of Naddef and Pulleyblank, which is found in [11] . 
(E).
We now prove our main result for this section. Proof: Let x be any triangle vertex of S n . We consider two cases.
Case 1: The 1/2-triangles in G x are disjoint.
We begin by constructing a 3-regular weighted multigraph H = (V , E , y) from G x as follows. Represent each 1/2-triangle in G x by a node in V . Represent each 1-path P in G x by an edge e P ∈ E whose endpoints are the two nodes representing the triangles which path P joins in G x . Of course, if both endpoints of the 1-path P were incident to the same 1/2-triangle, the subtour solution would contain a cut edge, which is infeasible. In Figure 4 , we illustrate the graph H that would be obtained from the triangle vertex x shown in Figure 1 .
For each 1-path P in G x , the cost y e P of the corresponding edge e P in H is defined using a pattern vector x P ∈ R E . Let T 1 and T 2 be the two triangles which P joins in G x . Then x P is defined by
and is adjacent to P , −1/2 if e ∈ E(T 1 ) ∪ E(T 2 ) and is not adjacent to P , 0 otherwise.
An example of x P is shown in Figure 5 . In this figure, the edges e for which x P e = 0 are not shown. Given x P , we then define y e P as y e P := cx P .
Note that for each edge e in a 1/2-triangle T , we have x P e is 1/2 for two of the 1-paths P incident with T and −1/2 for the other. Hence it follows from the definition of x P that
and thus the cost y(E ) of H satisfies
We now wish to find a minimum cost perfect matching M in H. Clearly, H is 3-regular and 2-edge connected. So, using Theorem 8 and (11), we deduce that there exists a perfect matching
Our final step is to consider the vector
where M P represents the set of 1-paths P of x such that e P ∈ M . We have that
2 if e ∈ P for some P ∈ M P , 1 if e ∈ P for some P ∈ M P , or if e is a 1/2-edge of x adjacent to a 1-path P ∈ M P , 0 otherwise. (14) Let H := (V, E) be the multigraph obtained by taking x e copies of each edge e ∈ E. In Figure 6 we show the multigraph H which is obtained using the triangle vertex x and the graph H shown in Figures 1 and 4 , and the matching M := {e 1 , e 2 }. Note that the solid edges in Figure 6 denote those in E, while the dashed edges represent those that are present in G x but absent in H. By (14), it is easy to see that all nodes in H have degree 2 or 4, and H is connected. Thus H forms an Eulerian multigraph of G x . Moreover, it follows from (12) and (13) , that the cost c(E) of H satisfies
Since the cost function c is assumed to satisfy the triangle inequality, we can short-cut any Eulerian tour of H to obtain a tour whose cost is within Suppose x has p nodes at which two 1/2-triangles intersect. Take each node q at which 1/2-triangles T 1 and T 2 intersect, split q into two nodes q 1 and q 2 , where q i belongs only to 1/2-triangle T i for i = 1, 2, and add a 1-edge q 1 q 2 . This process results in a triangle vertex x ∈ S n+p in which the 1/2-triangles in G x are disjoint. We define a corresponding cost function c for K n+p which satisfies the triangle inequality as follows:
0 if e is a new 1-edge q 1 q 2 , c qv for any edge q i v, i = 1, 2.
Then by Case 1 we can construct a tour H on K n+p whose cost is within 4/3 SUBT x = 4/3 SUBT x . But, we can use H to create our desired tour H on our original n nodes by simply identifying q 1 with q and bypassing q 2 for each node q that was split in two, at no extra cost when one assumes that the costs satisfy the triangle inequality.
2 It is interesting to note that our heuristic tour H also uses all the 1-edges of x for the following reason. A 1-edge is lost in H through short-cutting only if it is incident to a vertex of degree 4, which means that that 1-edge was doubled. Hence, only one of the two copies of this edge will be lost. For a 1-edge to be lost in creating H, it would have to be incident to the copy q 2 of some original node q. But only the new 1-edge q 1 q 2 is incident to q.
Before continuing to the next section we briefly mention here another result that appears in [3] for a different class of k-cycle vertices. This result also supports Conjecture 1 and its proof uses similar techniques to the above. Define k-prisms to be all k-cycle vertices in which the
Theorem 10 (see [3] ) Let x be any planar k-prism of S n of cost cx = SUBT x . If the cost vector c satisfies the triangle inequality, then one can construct a tour whose cost is at most k+1 k SUBT x .
4 Low cost 2-matching solutions using certain 1/2-integer vertices Let x be a 1/2-integer vertex of S n of cost cx = SUBT x such that all the 1/2-cycles in G x are k-cycles for some odd k ≥ 3, and such that no 1-path in G x has its ends belonging to the same 1/2-cycle. We call such a vertex a k-cycle vertex of S n . In this section we show that if a k-cycle vertex x of S n satisfies a certain connectivity property, then we can use the structure of x to construct a 2-matching of K n whose cost is less than or equal to 3k+1 3k SUBT x . As the complexity of this construction is no worse than that of finding a perfect matching in a graph with fewer than n nodes, this construction gives a 3k+1 3k approximation algorithm for the 2-matching problem for any metric TSP problem for which the optimal solution to the subtour problem is such a subtour vertex.
As in Section 3, we begin by constructing a multigraph H = (V , E , y) from G x as follows. Represent each 1/2-cycle in G x by a node in V . Represent each 1-path in G x by an edge e P ∈ E whose endpoints are the two nodes in V representing the 1/2-cycles joined by P . Finally, each time two 1/2-cycles intersect at a vertex w ∈ V , put in an edge e P ∈ E whose endpoints are the two nodes in V representing the two intersecting 1/2-cycles. The symbol P that we used here is said to denote a dummy 1-path in G x , which we will think of as being a 1-path of length zero. The weights y on the edges of E will be defined later.
We have the following theorem:
Theorem 11 If x is a k-cycle vertex of S n for some odd k ≥ 3 such that H is k − 1-edge connected, and the cost function c satisfies the triangle inequality, then one can construct a 2-matching of K n of cost less than or equal to 3k+1 3k SUBT x . Proof: The construction method we use for this theorem is very similar to the method used in Section 3, except that we will attempt to define a cost function y for the set of edges E of H which will take advantage of the fact that our objective this time is to obtain a 2-matching rather than a tour. As a result, we will only need to double some of the edges in our 1-paths corresponding to our matching, rather than all of them.
For any 1-path or dummy 1-path P , let v 1 and v 2 be its endpoints, and let C 1 and C 2 be the two 1/2-cycles joined by P such that v i ∈ C i , i = 1, 2. For i = 1, 2, starting at v i label the edges in C i consecutively from 1 to k. Then define z C i ,+ , z C i ,− ∈ R E for i = 1, 2 as follows:
and has an odd label, −1/2 if e ∈ E(C i ) and has an even label, 0 otherwise,
and has an even label, −1/2 if e ∈ E(C i ) and has an odd label, 0 otherwise. We now generalize the definition of x P given in Section 3 as follows:
otherwise.
An example of x P is given in Figure 7 . Note that, as in Section 3, this more general x P also satisfies (x P : P is a 1-path in G x ) = x.
Let P be any 1-path or dummy 1-path in G x . To obtain y e P , we will define three possible pattern vectors x P,1 , x P,2 , and x P,3 . We then will let y e P = min{cx P,i : i = 1, 2, 3} and x P * be the pattern vector from which this minimum is obtained. These three pattern vectors will each be similar to x P , but with the signs on some of the components flipped in each one so that the following equation is satisfied:
This ensures that we are able to find a matching M in H of small enough cost just like what was done in our previous proofs. We wish to end up with the incidence vector of a graphical 2-matching when we add e P ∈M x P * to x. To ensure this, our three pattern vectors will be defined so that they satisfy the following.
, and for i = 1, 2, 3, let x P,i be defined by
for e ∈ D P , 0 otherwise.
Then we need i)x P,i e ∈ {0, 1, 2}.
ii) x P,i (δ(w)) ∈ {2, 4} for w ∈ V (P ).
iv)If x P,i e = 2, then x P,i f = 0 for some edge f adjacent to e.
Let l P be the length of path P . The definitions for x P,i , i = 1, 2, 3 will depend on the value of l P mod 3. For instance, let l P = 1 (mod 3), l P > 1. Starting at v 1 , label the edges in P from 1 to l P . Then we define x P,1 ∈ R E as follows:
if e ∈ E(P ) has a label which is not 0 (mod 3), −1 if e ∈ E(P ) has a label which is 0 (mod 3),
With this definition of x P,1 , it can be verified that x P,1 satisfies conditions i) to iv). Note that using the pattern z C 1 ,− in the above definition of x P,1 meant that x P,1 e = 0 for the two edges e in C 1 incident with v 1 . However, this did not cause any problems concerning properties ii) or iv) since x P,1 e = 2 for the two 1-edges e nearest to v 1 in the path P . This distinction is captured by the following concept. Call an endpoint w of a 1-path P anchored in P for x P,i if w is an endpoint of a path of two 1-edges which have value 2 in x P,i . Then in the case where w is anchored, one does not need its incident 1/2-edges to be present in x . However, when w is not anchored, one does need its incident 1/2-edges. In light of this, we define x P,i in general as follows:
if e ∈ E(P ) has a label which is not i − 1 (mod 3), −1 if e ∈ E(P ) has a label which is i − 1 (mod 3), z C i ,+ if e ∈ E(C i ), i = 1, 2 and v i is not anchored, z C i ,− if e ∈ E(C i ), i = 1, 2 and v i is anchored, 0 otherwise.
Note that the cases l P = 1 and l P = 0 have to be treated differently. For these two cases, let v 1 be defined to be anchored for x P,1 and v 2 be defined to be anchored for x P,3 in the above definition for x P,i . It can now be verified that x P,i satisfies conditions i)-iv). It can also be verified that (16) holds. Examples of x P,i and x P,i for the edges in D P for i = 1, 2, 3 and when l P = 1 (mod 3) are shown in Figure 8 . In Figure 9 , we show x P,i for l P = 0 (mod 3) and l P = 2 (mod 3).
We are now ready to construct our graphical 2-matching whose incidence vector we call x . First, determine the minimum cost perfect matching M in the multigraph H. Then define x by x := x + e P ∈M x P * .
We wish to show that x is the incidence vector of a graphical 2-matching. Since the edges of M are disjoint and span H, it follows that x = e P ∈M x P * + e P ∈M χ E(P ) . It now follows from the fact that x P * satisfies properties i) to iv) for all 1-paths P that x is indeed the incidence vector of a graphical 2-matching. Now consider the cost cx . As a consequence of the definition of y together with (16) and (15), we have that:
y(E ) = e P ∈E y e P ≤ Since H is k-regular and k − 1-edge connected, by Theorem 8 we have that
But we have y(M ) = e P ∈M y e P = e P ∈M cx P * .
Therefore, by (17) and (18) and the definition of x , the cost cx is less than or equal to 3k+1 3k SUBT x . Now construct the graphical 2-matching M for which x is the incidence vector. The components of M are Eulerian multigraphs, and thus each can be short-cut to yield the desired 2-matching. Hence, this theorem follows.
2 We have the following corollary to Theorem 11.
Corollary 12 Let x be a triangle vertex. One can construct a 2-matching whose cost is less than or equal to 
