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Abstract
This paper introduces a new framework for target detection in
SAR images. We focus on the task of locating heterogeneous regions
using a level set based algorithm. Unlike most of the approaches
in image segmentation, we address an algorithm which incorporates
speckle statistics instead of empirical parameters and discards speckle
filtering. The curve evolves according to speckle statistics, initially
propagating with a maximum upward velocity in homogeneous areas.
Our approach is validated by a series of tests on synthetic and real
SAR images demonstrating that it represents a novel and efficient
method for target detection purpose.
1 Introduction
Image segmentation is a challenging issue in digital image processing. Sev-
eral applications in shape analysis and pattern recognition require robust
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segmentation methods, which have clear implications on the success of pos-
terior analysis. An important application is target detection in SAR (Syn-
thetic Aperture Radar) images, which has motivated several publications as
in [1, 2, 3, 4, 5, 6].
SAR imagery systems are based on the detection of reflected microwaves
emitted by a satellite, resulting on images degraded by speckle noise. Speckle
noise reduction is necessary to detect targets, but small targets can be elim-
inated by the filtering process due to its typical limitations in preserving
sharp features and details of the original image [7].
In order to overcome these effects, filtering-free techniques have been pro-
posed to SAR image processing [8, 9, 10]. Detection of targets in SAR signals
regard object segmentation and level sets have improved traditional filtering-
segmentation approaches such the one proposed by [11], which regards region
snakes using the maximum likelihood method for different noise models for
image segmentation.
The advantage of using front propagations is the ability to deal with seg-
mentation of objects lacking sharp edges [12]. Such techniques have been
applied mainly in optical images [13, 14, 15, 16, 17], but Huang et. al [2] de-
veloped a level set formulation for oil slick segmentation in SAR images. This
method integrates models of intensity and curvature to determine the inten-
sity gradient-driven and curvature driven front propagation speed. Their re-
sults presented image segmentations without information loss, an advantage
of this method, despite speckle noise removal during the front propagation.
Differently from this work, our framework includes speckle statistics over lo-
cal regions in the front propagation model to enclose targets and fine details
in L-looks amplitude SAR images.
A similar approach, proposed in [18] for intensity SAR image segmen-
tation, addressed the segmentation by dividing the image into a given but
arbitrary number N of Gamma-homogeneous regions. The active contours
evolution was achieved via level sets. The algorithm consisted in evolving
closed planar curves within an explicit correspondence between the interior
of the curves and the regions to be segmented in order to minimize a crite-
rion based on the speckle noise model and a regularization term. The ability
of the algorithm to handle automatically topological changes of curves pro-
vided regions of disjoint components to be addressed during the segmentation
process. This statistical framework succeeded in locating the boundaries of
the predefined homogeneous regions, with the disadvantage it required an
initial partition (N) of the image.
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Our paper is motivated by the numerical efficiency accomplished when
discarding SAR preprocessing or postprocessing stages, with reduced noise
sensitivity to the segmentation method. This paper presents a level set evo-
lution model, addressing the movement of the front according to speckle sta-
tistics. The front moves outward faster in homogeneous regions (e.g. back-
ground) than in heterogeneous regions (e.g. targets), incorporating image
statistics and a multiscale approach for differentiating the intensity vari-
ations among the regions. This model incorporates a local neighborhood
homogeneity measure based on speckle statistics [19] and an adaptive win-
dowing scheme [20] to achieve target detection in speckled images.
This paper is organized as follows: Section 2 defines terms, SAR image
and its modeling as well as SAR segmentation methods to be compared
with about the speckle noise model and level set technique. The proposed
propagation speed model is introduced in Section 3. Section 4 presents the
simulation results. Conclusions and further improvements are summarized
in Section 5.
2 Background
SAR images are the result of a sophisticated processing of radar data, cap-
tured from the reflection of emitted beams, subjected to the scattering prop-
erties of the materials that lie in the path of the microwave beam. SAR
systems can process the return signal in amplitude or intensity modes of
single or multi-look data to find targets. Target detection is achieved by nar-
rowing the concept of texture, concerning with variations that are somehow
associated with the ”roughness” of the surface that describes the backscat-
ter as a function of space in a radar image. These textures can be generated
due to reflectivity changes on terrain, which indicates a target or background.
Depending on the homogeneity of the target, i.e homogeneous, heterogeneous
or extremely heterogeneous, different distributions will be used to model this
target [1].
In this paper, we address amplitude images and inherent speckle noise
using multi-look data as mean of detecting targets. Statistically, the surface
is considered to be a random process in 2D and analyzed using local esti-
mates (variance) and global variations of the image, combining the proposed
speed function and curvature. For additional information about SAR image
acquisition and target detection based on texture segmentation, the reader
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is referred to [21, 22, 23].
2.1 The Speckle noise multiplicative model
Speckle noise (Z) is often modeled as a multiplicative noise over a noise-free
image X, where Z is supposed to be uncorrelated to X [24]. The model
follows the expression:
Y = X.Z (1)
where Z has an unitary mean with variance σ2z . As Z and X are assumed to
be statistically independent, the sample mean and the variance over homo-
geneous areas, i.e. areas of constant average intensity, can be derived from
the expressions [19]:
Y = X.Z = X (2)
σz =
σy
X
(3)
The speckle noise standard deviation (σz) provides the amount of varia-
tion of terrain reflectivity in SAR images for regions where the multiplicative
model holds [24]. Speckle presents a well known statistical model for homo-
geneous regions [20], which can be quantified using Eq. 4.
βz =
0.5227√
L
(4)
The variation coefficient (βz) represents the speckle noise fluctuations in
SAR images, calculated according to Eq.4, which can be used as a measure of
homogeneity. For homogeneous regions, σz = βz and the sample mean, (µy),
and standard deviation, (σy) can be estimated over a window comprising W
pixels in these homogeneous regions as follows:
µˆy = Y¯ = X¯ =
1
W
W∑
i=1
Yi (5)
σˆy =
√√√√√ W∑
i=1
(Yi − µˆy)2
W − 1 (6)
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where Yi denotes the pixel value.
2.2 Speckle statistics for multilook amplitude data
Considering speckle statistics for amplitude images, which follows the square
root of gamma distribution, we can state that Eq. 3 and Eq. 4 are true only
for homogeneous regions of amplitude images, given any L [19].
The hypothesis that governs the modeling of homogeneous regions in SAR
images is that the backscatter is constant, though its value is unknown and
for inhomogeneous ones the backscatter is not constant [25].
Multilook amplitude speckle is calculated from the square root of the
multilook intensity speckle, then Eq. 7 presents the square root of a gamma
distribution [26].
PL (A) =
2LL
(σ2)L Γ(L)
A2L−1exp
(
−(LA
2)
σ2
)
(7)
for L ≥ 1 and A > 0, where A is the amplitude noise signal and Γ(·) is the
gamma function. When L is equal to one (i.e. single-look amplitude) the
speckle is modeled by a Rayleigh distribution [22].
In case that the number of looks (L) is unknown, it can be estimated
over those areas where the multiplicative model holds. The estimator of L,
denoted by Lˆ has been referred to as the ”equivalent number of looks” in
[27, 28, 1]. By using the moments method the estimator is the solution of
the following equation [28]
(√
mˆ2
Lˆ
)
Γ
(
Lˆ+ 1
2
)
Γ
(
Lˆ
) − mˆ1 = 0 (8)
where mˆj denotes the jth-order sample moment.
The backscatter (or clutter) that describes the ground truth (X) may
exhibit different degrees of homogeneity, and different models can be used
to encompass peculiarities. Three main models have proved useful in mod-
eling amplitude backscatter: a constant whenever the area is homogeneous
to the sensor, the square root of gamma distributed random variable for
heterogeneous areas and, more recently, the square root of the reciprocal
of a gamma distributed random variable, for extremely heterogeneous areas
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[29]. These three situations are unified by the square root of the generalized
inverse Gaussian distribution and are adequate to model real data [29, 26].
Elementary tasks in SAR image processing such as segmentation, edge
or target detection become difficult due to the speckle noise. Preprocessing
steps as speckle filtering are not recommended since they cause loss of rel-
evant information. The contribution of the current paper relies on a level
set-based algorithm to perform target detection without requiring neither
preprocessing nor postprocessing. Furthermore, it incorporates speckle sta-
tistical properties in the front-driven speed showing the feasibility of the level
set algorithm to evolve to target boundaries in speckled images.
Next sections introduce the methods to be compared with the proposed
algorithm.
2.3 Thresholding and ICM
SAR imagery analysis has been addressed using several algorithms as thresh-
olding and iterated conditional modes (ICM) [4, 30, 31, 3]. Although thresh-
olding methods are one of the oldest approaches in image segmentation, they
are simple, fast and still render practical results [32, 30].
The thresholding method computed for this paper consider an entropic
algorithm, where the threshold is estimated according to entropy measure-
ments over the image histogram [31].
The ICM algorithm is an iterative method based upon the modeling of the
a priori distribution for the classes with a multiclass Potts-Strauss Markov
random field (MRF) framework [3]. It is a quick deterministic optimization
method for MRF, which gives a good sub-optimal solution in a few (in linear
time) steps, if a suitable initial labeling is available a priori.
2.4 The level set method
Applications of propagating fronts using level set formulation to image seg-
mentation have been reported successfully in recent publications [11, 2, 18,
33], particularly when incorporating priori scene knowledge to the algorithms.
The efficiency and robustness of such methods motivated the current paper,
where we combine level set methods and speckle noise statistics to detect
targets in noisy images.
The central idea in the level set approach is to represent a front γ(t) as
the initial level ψ(x, t) = 0 of a surface ψ (x, t), where x ∈ ℜn [34]. The goal
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is to produce a front motion as consequence of surface motion, in which γ(t)
is embedded in accordance to:
γ(t)t=0 = (x|ψ(x, t) = 0)t=0 . (9)
In Sethian [34], the rate of surface motion is defined in terms of ∂ψ/∂t =
F |∇ψ|. Thus, |∇ψ| indicates the difference operator and F is a scalar func-
tion that defines the speed in the upward direction normal to ψ. The surface
evolution equation is straightforward, namely
ψn+1 = ψn +∆t · F |∇ψn|. (10)
Fig.1 exhibits a level set evolution example. Fig. 1(a) shows the initial front
γ(t = 0) from which the level set zero (x, t = 0) is computed and Fig.1(b)
illustrates this process. Using Eq. 10 and the speed model described in Eq.
11 the front goes to a quite distinct surface ψ (Fig.1(c)). Fig. 1(d) represents
the updated front following Eq.9.
(a) (b)
(c) (d)
Figure 1: A level set evolution example. (a) The initial front, (b) the com-
puted level set zero, (c) the updated surface for F < 0 and (d) the new front
stage [34].
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The speed function plays a central role in level set methods as its value
and normal direction determine the propagation velocity and direction of the
front interface, as it follows:
F = Fprop + Fcurv + Fadv (11)
where Fprop is the propagation expansion speed, Fadv is the advection speed
and Fcurv is the curvature speed [2]. This paper deals with the two first terms
to model the front propagation discarding the Fadv component as part of the
proposed speed function. We define a new Fprop component, as described in
the next section, maintaining Fcurv as:
Fcurv = −εK (12)
where ε is a constant and K is the curvature:
K =
(
ψxxψ
2
y − 2ψyψxψxy + ψyyψ2x(
ψ2xψ
2
y
)3/2
)
(13)
F may be dependent on: (i) local properties are determined in each front
point, by local geometric information such as curvature; (ii) global properties
are based on shape and front position; (iii) independent properties are based
on external features such as pixel intensity, texture or statistical information
[2].
For image segmentation a numerical solution for the level set equations
needs a discrete grid domain in addition to computational techniques for
speed function extension, such as global extension and narrow-band extension
[35]. All formalism for level set implementation is presented in [34].
3 Target detection driven by speckle statis-
tics
Targets in SAR images are heterogeneous regions on a homogeneous back-
ground. In this section the target detection problem is replaced by het-
erogeneity detection. Thus, we propose a propagation model with positive
velocity in homogeneous regions of the SAR image and negative velocity
in heterogeneous regions. This propagation model includes a homogeneity
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measure, provided by a local and adaptive statistical analysis, as it was men-
tioned earlier in [20] for SAR image filtering purpose. This section provides
details of the proposed method for detecting targets, followed by description
of the methods used to assess the segmentation results.
3.1 The Propagation speed model
Let x be a pixel in a SAR image Y , (x ∈ Y ). According to [20] a measure of
homogeneity in a region of a SAR image can be estimated in a window WM
of MxM pixels, in terms of the standard deviation to mean ratio as stated
in Eq.3. The adaptive scheme consists in changing the window size M ,
automatically, while the pixel neighborhood is heterogeneous. This decision
is done by comparing the σz value with a threshold T . The ideal value of T
is βz = 0.5227/
√
L which corresponds to a homogeneous area.
This scheme regards a subset of the elements in the current window, i.e.
only the samples along the boundary of it participate in decision making
about the size of the next window, improving the time complexity. As ex-
pected, the estimated homogeneity of the terrain reflectivity is more accurate
for larger windows due to the number of boundary samples. In fact, smaller
windows imply less accurate results[20].
Thus, T is a function of M and it is given by:
T = 1 +
√
1 + 2β2z√
2M2· βz. (14)
When applied to all x ∈ Y the proposed methodology follows the steps:
1. The window size M is initialized with a maximum value;
2. Estimate the parameters T and σz by using Eq. 3 and Eq. 14 respec-
tively, in a neighborhood window WM ;
3. if σz > T , then WM is a heterogeneous region, M decreases and the al-
gorithm returns to step 2, elseWM is homogeneous and the propagation
velocity is adjusted by:
Fprop = T − σz (15)
4. return to step 1.
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The proposed Fprop speed component (Eq.15) presents Fprop < 0 for het-
erogeneous and Fprop > 0 for homogeneous regions. Moreover, this rela-
tionship is independent of the window size M which is initialized with large
values and does not change Fprop in heterogeneous areas.
Thus, the proposed velocity model for target detection in SAR images is:
F = (−εK) + (T − σz) (16)
Fig. 2 illustrates the processing steps of the proposed algorithm applied
to synthetic images, which were artificially contaminated with 8-looks speckle
statistics. Fig. 2(a) depicts the original image and Fig. 2(b) is its contami-
nated version. Fig. 2(c) shows the Fprop matrix computed according to Eq. 9.
This image represents the motion pattern of the surface (ψ(t)). Furthermore,
the fronts (γ(t)) evolve by following this motion pattern. Inspired in [18] we
have also used this initial set of fronts to start the method. Fig. 2(d) is an
intermediary stage of the front propagation and Fig. 2(e) is the final result
image. It can be observed in the test images that in the interior of targets
(where Fprop < 0) the level set propagation decreases, while it increases in
the background. This results in a modified version of the initial front before
the level set computation, one which is estimated by an adaptive windowing
scheme.
3.2 Segmentation Assessment
We have assessed the proposed approach and compared it with straightfor-
ward algorithms as the one introduced by Huang et. al [2] within the level set
framework, Iterated Conditional Modes [36] under the Ising model and en-
tropic thresholding [31] segmentation methods applied to synthetic and real
SAR images. These segmentation methods, available as MATLAB scripts,
were implemented to evaluate fine details and target preservation ability in
comparison with the proposed one.
1. The level set framework for oil slick segmentation in SAR images, de-
veloped by Huang et. al [2], computes the image intensity gradient
and the curvature flow to track object (slick) boundaries in the scene.
The speed in which the front propagates as states Eq. 11 is governed
by Fprop which is derived by the intensity gradient and Fcurv by the
curvature flow. The front propagation of an oil slick edge concerning
Fprop is given by
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Iaverage = (Ilower + Ihigh)/2
Fprop =
{
I(x, y)− Ilower ifI(x, y) ≤ Iaverage
Ihigh − I(x, y) ifI(x, y) ≥ Iaverage
(17)
where I(x, y) denotes the intensity of a pixel at the position of x, y,
while Ilower and Ihigh denote the minimum and maximum threshold of
an oil slick, respectively.
This intensity model allows the level surface to move towards the pixels
in the source image with values between Ilower and Ihigh [2] .
2. ICM algorithm
The value of a pixel in an image is highly dependent on the values of
neighboring pixels specially in high resolution imagery. image is simply
random noise. Markov random fields (MRF) are defined in terms of
conditional probabilities associated with spatial neighborhoods. Thus,
a bayesian framework is adopted and the a priori global distribution is
chosen as Gibbs distribution.
Image segmentation based on Markov Random fields (MRF) model
[37] estimates configuration of labels X = (X1, ...XMN ) to form a pixel
realization Y = (Y1, ...YMN), where the image specifies the gray levels
for all pixels in an MxN lattice. The ICM is proposed by
4 Experimental Results
In the following experiments, we track targets in noisy images and show that
the proposed approach presents superior visual results when compared with
well-known methods as entropic thresholding and ICM. In our algorithm,
the level set propagation velocity is driven by a homogeneity grade and the
method discards the use of empirical parameters. However, it is necessary to
initialize the maximum neighborhood size (M) and other parameters as the
number of looks (L) to establish speckle statistics and the level set parameters
∆t and ε. Aiming at minimizing the computational cost, we adopted the
following parameters to all the tests: the initial window size is M=15, ∆t =
0.5 and ε = 0.1. These parameters were chosen according to numerical
restrictions and aspects drawn in [34]. The L parameter is dependent on the
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SAR image generation process, while the adopted initial level set is according
to [18].
4.1 Simulated Images
Circumventing difficulties on segmenting high intensity noise images (e.g. 1-
look amplitude images) for target detection purpose, the experiments using
simulated speckled images accomplished the target detection task as accu-
rately as possible. These tests validated the propagation model according
to a reference image (non noisy version). The front propagation indicated
that the method succeeded in locating and enclosing targets and that it is
independent of the noise intensity.
4.2 Real Images
We have assessed the proposed approach and compared it with straightfor-
ward algorithms as thresholding [31] and Iterated Conditional Modes [36]
segmentation methods applied to real single-look and multilook SAR im-
ages. We aimed at evaluating fine details and target preservation ability of
all these methods in real noisy images. The performance of the algorithm
was also compared with the level set framework introduced by Huang et. al
[2].
The segmentation results were obtained by using a real SAR image for
target detection in the ocean. Fig. 4(a) displays a RADARSAT-1 image of
3-looks, ScanSAR Wide mode, of an area in the Southwestern South Atlantic
with ships in training. Fig. 4(b) and Fig. 4(c) present the results provided
by the thresholding and ICM methods, respectively. We can observe that
there is still remaining segmentation noise in the processed images using the
other methods except for the proposed one.
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(a) (b)
(c) (d)
(e) (f)
Figure 2: Level set evolution driven by speckle statistics: (a) A synthetic
image, (b) its noisy version with 8-looks speckle statistics, (c) Fprop distri-
bution, (d) random initial level set, (e) intermediary stage and (f) the final
result.
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(a)
(b)
(c)
(d)
Figure 3: Segmentation results for different algorithms applied to a simulated
SAR image. (a) Image with 1-looks speckle statistics, (b) thresholding result,
(c) Huang method result and (d) the proposed method result.
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(a) (b)
(c) (d)
(e)
Figure 4: Segmentation results for different algorithms applied to a real SAR
image. (a) Original 3-looks SAR image (820 x 820 pixels) containing ships,
(b)the thresholding result, (c) the ICM result, (d) Huang method result and
(e) the proposed method result. 15
5 Conclusions
In this paper we have proposed a novel approach for target detection in am-
plitude SAR images, based on level set methods and incorporating speckle
noise statistics in the algorithm design. One advantage of this method is
the fact that it requires neither preprocessing nor postprocessing to track
targets in noisy images. When applied to real and simulated speckled images
this approach presented low sensitivity to this type of multiplicative noise.
Furthermore, this robust method worked independently of target size and
traditional speckle filtering. Preliminary results were promising, conveying
illustrations on synthetic and real images, compared with other algorithms.
Experiments were performed on synthetic and real SAR images contaminated
by speckle noise following the Rayleigh and square root of gamma distribu-
tions. Further developments must include faster versions of the segmentation
algorithms, such as a narrow band level set approach or an initial step based
on Fast Marching methods.
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