Understanding the power of depth in feed-forward neural networks is an ongoing challenge in the field of deep learning theory. While current works account for the importance of depth for the expressive power of neural-networks, it remains an open question whether these benefits are exploited during a gradient-based optimization process. In this work we explore the relation between expressivity properties of deep networks and the ability to train them efficiently using gradient-based algorithms. We give a depth separation argument for distributions with fractal structure, showing that they can be expressed efficiently by deep networks, but not with shallow ones. These distributions have a natural coarse-to-fine structure, and we show that the balance between the coarse and fine details has a crucial effect on whether the optimization process is likely to succeed. We prove that when the distribution is concentrated on the fine details, gradient-based algorithms are likely to fail. Using this result we prove that, at least in some distributions, the success of learning deep networks depends on whether the distribution can be well approximated by shallower networks, and we conjecture that this property holds in general.
Introduction
A fundamental question in studying deep networks is understanding why and when "deeper is better". There have been several results identifying a "depth separation" property: showing that there exist functions which are realized by deep networks of moderate width, that cannot be approximated by shallow networks, unless an exponential number of units is used. However, this is unsatisfactory, as the fact that a certain network architecture can express some function does not mean that we can learn this function from training data in a reasonable amount of training time. In fact, there is theoretical evidence showing that gradient-based algorithms can only learn a small fraction of the functions that are expressed by a given neural-network (e.g [20] ). This paper relates expressivity properties of deep networks to the ability to train them efficiently using a gradient-based algorithm. We start by giving depth separation arguments for distributions with fractal structure. In particular, we show that deep networks are able to exploit the self-similarity property of fractal distributions, and thus realize such distributions with a small number of parameters. On the other hand, we show that shallow networks need a number of parameters that grows exponentially with the intrinsic "depth" of the fractal. The advantage of fractal distributions is that they exhibit a clear coarse-to-fine structure. We show that if the distribution is more concentrated on the "coarse" details of the fractal, then even though shallower networks cannot exactly express the underlying distribution, they can still achieve a good approximation. We introduce the notion of approximation curve, that characterizes how the examples are distributed between the "coarse" details and the "fine" details of the fractal. The approximation curve captures the relation between the growth in the network's depth and the improvement in approximation.
We next go beyond pure expressivity analysis, and claim that the approximation curve plays a key role not only in approximation analysis, but also in predicting the success of gradient-based optimization algorithms. Specifically, we show that if the distribution is concentrated on the "fine" details of the fractal, then gradient-based optimization algorithms are likely to fail. In other words, the "stronger" the depth separation is (in the sense that shallow networks cannot even approximate the distribution) the harder it is to learn a deep network with a gradient-based algorithm. While we prove this statement for a specific fractal distribution, we state a conjecture aiming at formalizing this statement in a more general sense. Namely, we conjecture that a distribution which cannot be approximated by a shallow network cannot be learned using gradient-based algorithm, even when using a deep architecture. We perform experiments on learning fractal distributions with deep networks trained with SGD and assert that the approximation curve has a crucial effect on whether a depth efficiency is observed or not. These results provide new insights as to when such deep distributions can be learned.
Admittedly, this paper is focused on analyzing a family of distributions that is synthetic by nature. That said, we note that the conclusions from this analysis may be interesting for the broader effort of understanding the power of depth in neural-networks. As mentioned, we show that there exist distributions with depth separation property (that are expressed efficiently with deep networks but not with shallow ones), that cannot be learned by gradient-based optimization algorithms. This result implies that any depth separation argument that does not consider the optimization process should be taken with a grain of salt. Additionally, our results hint that the success of learning deep networks depends on whether the distribution can be approximated by shallower networks. Indeed, this property is often observed in real-world distributions, where deeper networks perform better, but shallower networks exhibit good (if not perfect) performance.
Related Work
In recent years there has been a large number of works studying the expressive power of deep and shallow networks. The main goal of this research direction is to show families of functions or distributions that are realizable with deep networks of modest width, but require exponential number of neurons to approximate by shallow networks. We refer to such results as depth separation results.
Many of these works consider various measures of "complexity" that grow exponentially fast with the depth of the network, but not with the width. Hence, such measures provide a clear separation between deep and shallow networks. For example, the works of [13, 12, 11, 18] show that the number of linear regions grows exponentially with the depth of the network, but only polynomially with the width. The work of [15] shows that for networks with random weights, the curvature of the functions calculated by the networks grows exponentially with depth but not with width. In another work, [16] shows that the trajectory length, which measures the change in the output along a onedimensional path, grows exponentially with depth. Finally, the work of [22] utilizes the number of oscillations in the function to give a depth separation result.
While such works give general characteristics of function families, they take a seemingly worstcase approach. Namely, these works show that there exist functions implemented by deep networks that are hard to approximate with a shallow net. But as in any worst-case analysis, it is not clear whether such analysis applies to the typical cases encountered in the practice of neural-networks.
In order to answer this concern, recent works show depth separation results for narrower families of functions that appear simple or "natural". For example, the work of [21] shows a very simple construction of a function on the real line that exhibits a depth separation property. The works of [7, 17] show a depth separation argument for very natural functions, like the indicator function of the unit ball. The work of [5] gives similar results for a richer family of functions. Another series of works by [10, 14] show that compositional functions, namely functions of functions, can be well approximated by deep networks. The works of [6, 4] show that compositional properties establish depth separation for sum-product networks.
Our work shares similar motivations with the above works. Namely, our goal is to construct a family of distributions that demonstrate the power of deep networks over shallow ones. Unlike these works, we do not limit ourselves to expressivity results alone, but rather take another step into exploring whether these distributions can be learned by gradient-based optimization algorithms.
Finally, while we are not aware of any work that directly considers fractal structures in the context of deep learning, there are a few works that tie them to other fields in machine learning. Notably, [2] gives a thorough review of fractal geometry from a machine learning perspective, suggesting that their structure can be exploited in various machine learning tasks. The work of [9] considers the effect of fractal structure on the performance of nearest neighbors algorithms. We also note that fractal structures are exploited in image compression (refer to [1] for a review). These works mainly give motivation to look at fractal geometry in the context of deep learning, as these seem relevant for other problems in machine learning.
Preliminaries
Let X = R d be the domain space and Y = {±1} be the label space. We consider distributions defined over sets generated by an iterated function system (IFS). An IFS is a method for constructing fractals, where a finite set of contraction mappings are applied iteratively, starting with some arbitrary initial set. Applying such process ad infinitum generates a self-similar fractal. In this work we will consider sets generated by performing a finite number of iterations from such process. We refer to the number of iterations of the IFS as the "depth" of the generated set. Formally, an IFS is defined by a set of r contractive affine 1 transformations F = (F 1 , . . . , F r ), where
for all x, y ∈ X (we use · to denote the 2 norm, unless stated otherwise). We define the set K n ⊆ X recursively by:
The IFS construction is shown in figure 1 .
We define a "fractal distributions", denoted D n , to be any balanced distribution over X × Y such that positive examples are sampled from the set K n and negative examples are sampled from 1 In general, IFSs can be constructed with non-linear transformations, but in this paper we discuss only affine IFS.
where D + n is a distribution over X × Y that is supported on K n ×{+1}, and D − n is a distribution over X ×Y that is supported on (X \K n )×{−1}. Examples for such distributions are given in figure 1 and figure 2 .
In this paper we consider the problem of learning fractal distributions with feed-forward neuralnetworks equipped with the ReLU activation. A ReLU neural-network N W,B : X → Y of depth t and width k is a function defined recursively such that x (t) := N W,B (x), and:
and σ(x) := max(x, 0).
We denote by H k,t the family of all functions that are implemented by a neural-network of width k and depth t. Given a distribution D over X × Y, we denote the error of a network
We denote the approximation error of H k,t on D to be the minimal error of any such function:
Expressivity and Approximation
In this section we analyze the expressive power of deep and shallow neural-networks w.r.t fractal distributions. We show two results. The first is a depth separation property of neural-networks. Namely, we show that shallow networks need an exponential number of neurons to realize such distributions, while deep networks need only a number of neurons that is linear in the problem's parameters. The second result bounds the approximation error achieved by networks that are not deep enough to achieve zero error. This bound depends on the specific properties of the fractal distribution.
We analyze IFSs where the images of the initial set K 0 under the different mappings do not overlap. This property allows the neural-network to "reverse" the process that generates the fractal structure. Additionally, we assume that the images of K 0 (and therefore the entire fractal), are contained in K 0 , which means that the fractal does not grow in size. This is a technical requirement that could be achieved by correctly scaling the fractal at each step. While these requirements are not generally assumed in the context of IFSs, they hold for many common fractals (cantor set, sierpinsky triangle and more). Formally, we assume the following:
Finally, as in many other problems in machine learning, we assume the positive and negative examples are separated by some margin. Specifically, we assume that the positive examples are sampled from strictly inside the set K n , with margin γ from the set boundary. Formally, for some set A, we define A γ to be the set of all points that are far from the boundary of A by at least γ: A γ := {x ∈ A : B γ (x) ⊆ A}, where B γ (x) denotes a ball around x with radius γ. So our assumption is the following:
Depth Separation
We show that neural-networks with depth linear in n (where n is the "depth" of the fractal) can achieve zero error on any fractal distribution satisfying the above assumptions, with only linear width. On the other hand, a shallow network needs a width exponential in n to achieve zero error on such distributions. To separate such fractal distributions, we start with the following:
Theorem 1 There exists a neural-network of width 5dr and depth 2n+1,
Since, by assumption, there are no examples in the margin area, we immediately get an expressivity result under any fractal distribution:
Corollary 1 For any distribution D n there exist neural-network of width 5dr and depth 2n + 1, such that L Dn (N W,B ) = 0.
We defer the proof of Theorem 1 to the appendix, and give here an intuition of how deep networks can express these seemingly complex distributions with a small number of parameters. Note that by definition, the set K n is composed of r copies of the set K n−1 , mapped by different affine transformations. In our construction, each block of the network folds the different copies of K n−1 on-top of each other, while "throwing away" the rest of the examples (by mapping them to a distinct value). The next block can then perform the same thing on all copies of K n−1 together, instead of decomposing each subset separately. This allows a very efficient utilization of the network parameters.
The above results show that deep networks are very efficient in utilizing the parameters of the network, requiring a number of parameters that grows linearly with r, d and n. Now, we want to consider the case of shallower networks, when the depth is not large enough to achieve zero error with linear width. Specifically, we show that when decreasing the depth of the network by a factor of s, we can achieve zero error by allowing the width to grow like r s .
Notice that for any s that divides n, any IFS of depth n with r transformations can be written as depth n s IFS with r s transformations. Indeed,
, and we have:
. So we can write a new IFS with transformations {F i } i∈[r] s , and these will generate K n in n s iterations. This gives us a stronger version of the previous result, which explicitly shows the trade-off between linear growth of depth and exponential growth of width:
Corollary 2 For any distribution D n and every natural s ≤ n there exists a neural-network of width 5dr s and depth 2 n/s + 2, such that L Dn (N W,B ) = 0. This is an upper bound on the required width of a network that can realize D n , for any given depth. To show the depth separation property, we show that a shallow network needs an exponential number of neurons to implement the indicator function. This gives the equivalent lower bound on the required width.
Theorem 2 Let N W,B be a network of depth t and of width k, such that sign(N W,B (K γ n )) = 1 and sign(N W,B (X \ K n )) = −1. Denote s to be the ratio between the depth of the fractal and the depth of the network, so s := n/t. Then the width of the network grows exponentially with s, namely:
Proof From Proposition 3 in [11] we get that there are
where we use Lemma A.5 from [19] ). Furthermore, every such linear region is an intersection of affine half-spaces.
Note that any function such that sign(f (K γ n )) = 1 and sign(f (X \ K n )) = −1 has at least r n such linear regions. Indeed, notice that K n = ∪ i∈[r] n F i (K 0 ). Assume by contradiction that there are < r n linear regions, so there exists
γ and observe the function f along the line from x to y. By our assumption f (x) ≥ 0, f (y) ≥ 0. This line must cross X \ K n , since from Assumption 1 we get
n . Therefore f must get negative values along the line between x to y, so it must cross zero at least twice. Every linear region is an intersection of half-spaces, and hence convex, so f is linear on this path, and we reach a contradiction.
Therefore, we get that (ek/d) td ≥ r n , and therefore:
This result implies that there are many fractal distributions for which a shallow neural-network needs exponentially many neurons to achieve zero error on. In fact, we show this for any distribution without "holes" (areas of non-zero volume with no examples from D n , outside the margin area):
Then for every depth t and width k, s.t k < 
The previous result shows that in many cases we cannot guarantee exact realization of "deep" distributions by shallow networks that are not exponentially wide. On the other hand, we show that in some cases we may be able to give good guarantees on approximating such distributions with shallow networks, when we take into account how the examples are distributed within the fractal structure. We will formalize this notion in the next part of this section.
Approximation Curve
Given distribution D n , we define the approximation curve of this distribution to be the function Notice that P (0) = 1 2 , P (n) = 1, and that P is non-decreasing. The approximation curve P captures exactly how the negative examples are distributed between the different levels of the fractal structure. If P grows fast at the beginning, then the distribution is more concentrated on the low levels of the fractal (coarse details). If P stays flat until the end, then most of the weight is on the high levels (fine details). Figure 2 shows samples from two distributions over the same fractal structure, with different approximation curves.
A simple argument shows that distributions concentrated on coarse details can be well approximated by shallower networks. The following theorem characterizes the relation between the approximation curve and the "approximability" by networks of growing depth:
Theorem 3 Let D n be some fractal distribution with approximation curve P . Fix some j, s, then for H k,t with depth t = 2 j/s + 2 and width k = 5dr s , we have:
Proof From Theorem 1 and Corollary 2, there exists a network of depth t = 2 j/s + 2 and width 5dr s such that sign(N W,B (K γ j )) = 1 and sign(N W,B (X \ K j )) = −1. Notice that since K γ n ⊆ K γ j , we have: P (x,y)∼Dn x / ∈ K γ j and y = 1 = 0. Therefore for this network we get:
This shows that using the approximation curve of distribution D n allows us to give an upper bound on the approximation error for networks that are not deep enough. We give a lower bound for this error in a more restricted case. We limit ourselves to the case where d = 1, and observe networks of width k < r s for some s. Furthermore, we assume that the probability of seeing each subset of the fractal is the same. Then we get the following theorem:
Theorem 4 Assume that D n is a distribution on R (d = 1). Note that for every j, K j is a union of r j intervals, and we denote K j = ∪ r j i=1 I i for intervals I i . Assume that the distribution over each interval is equal, so for every i, , y : P (x,y)∼Dn [x ∈ I i and y = y ] = P (x,y)∼Dn [x ∈ I and y = y ]. Then for depth t and width k < r s , for n > j > st we get:
The above theorem shows that for shallow networks, for which st j, the approximation curve gives a very tight lower bound on the approximation error. This is due to the fact that shallow networks have a limited number of linear regions, and hence effectively give constant prediction on most of the "finer" details of the fractal distribution. This result implies that there are fractal distributions that are not only hard to realize by shallow networks, but that are even hard to approximate. Indeed, fix some small > 0 and let j := st + log r ( 1 2 ). Then if the approximation curve stays flat for the first j levels (i.e P (j) = 1 2 ), then from Theorem 4 the approximation error is at least 1 2 − . This gives a strong depth separation result: shallow networks have an error of ≈ 1 2 while a network of depth t ≥ 2 n/s + 2 can achieve zero error (on any fractal distribution). This strong depth separation result occurs when the distribution is concentrated on the "fine" details, i.e when the approximation curve stays flat throughout the "coarse" levels. In the next section we relate the approximation curve to the success of fitting a deep network to the fractal distribution, using gradient-based optimization algorithms. Specifically, we claim that distributions with strong depth separation cannot be learned by any network, deep or shallow, using gradient-based algorithms.
Optimization Analysis
So far, we analyzed the ability of neural-networks to express and approximate different fractal distributions. But it remains unclear whether these networks can be learned with gradient-based optimization algorithms. In this section, we show that the success of the optimization highly depends on the approximation curve of the fractal distribution. Namely, we show that for distributions with a "fine" approximation curve, that are concentrated on the "fine" details of the fractal, the optimization fails with high probability, for any gradient-based optimization algorithm.
To simplify the analysis, we focus in this section on a very simple fractal distribution: a distribution over the Cantor set in R. We begin by defining the standard construction of the Cantor set, using an IFS. We construct the set C n recursively:
where
We define the distribution D + n to be the uniform distribution over C γ n × {+1}. The distribution D − n is a distribution over C 0 \ C n , where we sample from each "level" C j (j < n) with probability p j . Formally, we define E j := C j−1 \ C j to be the j-th level of the negative distribution. We use U(E j ) to denote the uniform distribution on set E j , then:
Notice that the approximation curve of this distribution is given by: Figure 3 shows a construction of such distribution.
Hardness of Optimization
The main theorem in this section shows the connection between the approximation curve and the behavior of a gradient-based optimization algorithm. This result shows that for deep enough cantor distributions, the value of the approximation curve on the fine details of the fractal bounds the norm of the population gradient for randomly initialized network:
Theorem 5 Fix some depth t, width k and some δ ∈ (0, 1). Let n, n ∈ N such that n > n > log −1 (
we initialize a neural-network N W,B of depth t and width k, with weights initialized uniformly in
] (where n in denotes the in-degree of each neuron), and biases initialized with a fixed value b = 1 2 2 . Denote the hinge-loss of the network on the population by:
Then with probability at least 1 − δ we have:
Where we denote A max = max |a i 1 ,...,i j | for some tensor A.
We give the full proof of the theorem in the appendix, and show a sketch of the argument here. Observe the distribution D n , limited to the set C n . Notice that the volume of C n (namely, the sum of the lengths of its intervals) decreases exponentially fast with n . Since each neuron of the network corresponds to a separation of the space by a hyper-plane, we get that the probability of each hyper-plane to separate an interval of C n decreases exponentially fast with n . Thus, for n that is logarithmic in the number of neurons, there is a high probability that each interval of C n is not separated by any neuron. In this case the network is linear on each interval. A simple argument gives a bound on the gradient of a linear classifier on each interval, and on its classification error. Note that the approximation curve determines how much of the distribution is concentrated on the set C n . That is, if P (n ) − 1 2 is close to zero, this means that most of the distribution is concentrated on C n . Using this property allows us to bound the norm of the gradient in terms of the approximation curve.
We now give some important implications of this theorem. First, notice that we can define cantor distributions for which a gradient-based algorithm fails with high probability. Indeed, we define the "fine" cantor distribution to be a distribution concentrated on the highest level of the cantor set. Given our previous definition, this means p 1 , . . . , p n−1 = 0 and p n = 1. The approximation curve for this distribution is therefore P (0) = · · · = P (n − 1) = 1 2 , P (n) = 1. Figure 3 shows the "fine" cantor distribution drawn over its composing intervals. From Theorem 5 we get that for n > log −1 (
, with probability at least 1 − δ, the population gradient is zero and the error is 1 2 . This result immediately implies that vanilla gradient-descent on the distribution will be stuck in the first step. But SGD, or GD on a finite sample, may move from the initial point, due to the stochasticity of the gradient estimation. What the theorem shows is that the objective is extremely flat almost everywhere in the regime of W, so stochastic gradient steps are highly unlikely to converge to any solution with error better than 1 2 . The above argument shows that there are fractal distributions that can be realized by deep networks, for which a standard optimization process is likely to fail. We note that this result is interesting by itself, in the broader context of depth separation results. It implies that for many deep architectures, there are distributions with depth separation property that cannot be learned by standard optimization algorithms: 2 We note that it is standard practice to initialize the bias to a fixed value. We fix b = 1 2 for simplicity, but a similar result can be given for any choice of b ∈ 0, Corollary 4 There exist two constants c 1 , c 2 , such that for every width k ≥ 10 and δ ∈ (0, 1), for every depth t > c 1 log( k δ ) + c 2 there exists a distribution D on R × {±1} for which: 1. D can be realized by a neural network of depth t and width 10.
2. D cannot be realized by a one-hidden layer network with less than 2 t−1 units.
3. Any gradient-based algorithm trying to learn a neural-network of depth t and width k, with initialization and loss described in Theorem 5, returns a network with error 1 2 w.p ≥ 1 − δ. We can go further, and use Theorem 5 to give a better characterization of these hard distributions. Recall that in the previous section we showed distributions that exhibit a strong depth separation property: distributions that are realizable by deep networks, for which shallow networks get an error exponentially close to 1 2 . From Theorem 5 we get that any cantor distribution that gives a strong depth separation cannot be learned by gradient-based algorithms:
Corollary 5 Fix some depth t, width k and some δ ∈ (0, 1). Let n > 4 log −1 ( δ ) + 2. Let D n be some cantor distribution such that any network of width 10 and depth t < n has an error of at least 1 2 − n−t , for some ∈ (0, 1) (i.e, strong depth separation). Assume we initialize a network of depth t and width k as described in Theorem 5. Then with probability at least 1 − δ:
Proof Using Theorem 3 and the strong depth separation property we get that for every t we have: This shows that in the strong depth separation case, the population gradient is exponentially close to zero with high probability. Effectively, this property means that even a small amount of stochastic noise in the gradient estimation (for example, in SGD), makes the algorithm fail.
This result gives a very important property of cantor distributions. It shows that every cantor distribution that cannot be approximated by a shallow network (achieving error greater than 1 2 ), cannot be learned by a deep network (when training with gradient-based algorithms). While we show this in a very restricted case, we conjecture that this property holds in general:
Conjecture 1 Let D be some distribution such that L D (H k,t ) = 0 (realizable with networks of width k and depth t). If L D (H k,t ) is exponentially close to 1 2 when t → 1, then any gradient-based algorithm training a network of depth t and width k will fail with high probability. 
Experiments
In the previous section, we saw that learning a "fine" distribution with gradient-based algorithms is likely to fail. To complete the picture, we now show a positive result, asserting that when the distribution has enough weight on the "coarse" details, SGD succeeds to learn a deep network with small error. Moreover, we show that when training on such distributions, a clear depth separation is observed, and deeper networks indeed perform better than shallow networks. Unfortunately, giving theoretical evidence to support this claim seems out of reach, as analyzing gradient-descent on deep networks proves to be extremely hard due to the dynamics of the non-convex optimization. Instead, we perform experiments to show these desired properties.
In this section we present our experimental results on learning deep networks with Adam optimizer ( [8] ), trained on samples from fractal distributions. First, we show that depth separation is observed when training on fractal distributions with "coarse" approximation curve: deeper networks perform better and have better parameter utilization. Second, we demonstrate the effect of training on "coarse" vs. "fine" distributions, showing that the performance of the network degrades as the approximation curve becomes finer.
We start by observing a distribution with a "coarse" approximation curve (denoted curve #1), where the negative examples are evenly distributed between the levels. The underlying fractal structure is a two-dimensional variant of the cantor set. This set is constructed by an IFS with four mappings, each one maps the structure to a rectangle in a different corner of the space. The negative examples are concentrated in the central rectangle of each structure. The distributions are shown in figure 2 .
We train feed-forward networks of varying depth and width on a 2D cantor distribution of depth 5. We sample 50K examples for a train dataset and 5K examples for a test dataset. We train the networks on this dataset with Adam optimizer for 10 6 iterations, with batch size of 100 and different learning rates. We observe the best performance of each configuration (depth and width) on the test data along the runs. The results of these experiments are shown in figure 4 .
In this experiment, we see that a wide enough depth 5 network gets almost zero error. The fact that the network needs much more parameters than the best possible network is not surprising, as previous results have shown that over-parametrization is essential for the optimization to succeed ( [3] ). Importantly, we can see a clear depth separation between the networks: deeper networks achieve better accuracy, and are more efficient in utilizing the network parameters. Next, we observe the effect of the approximation curve on learning the distribution. We compare the performance of the best depth 5 networks, when trained on distributions with different approximation curves. The training and validation process is as described previously. We also plot the value of the approximation curve for each distribution, in levels 3, 4, 5 of the fractal. The results of this experiment are shown in figure 5 . Clearly, the approximation curve has a crucial effect on learning the distribution. While for "coarse" approximation curves the network achieves an error that is close to zero, we can see that distributions with "fine" approximation curves result in a drastic degradation in performance.
We perform the same experiments with different fractal structures (figure 1 at the beginning of the paper shows an illustration of the distributions we use). Tables 1, 2 in the appendix summarize the results of all the experiments. We note that the effect of depth can be seen clearly in all fractal structures. The effect of the approximation curve is observed in the Cantor set and the Pentaflake and Vicsek sets (fractals generated by an IFS with 5 transformations). In the Sierpinsky Triangle (generated with 3 transformations), the approximation curve seems to have no effect when the width of the network is large enough. This might be due to the fact that a depth 5 IFS with 3 transformations generates a relatively small number of linear regions, making the problem overall relatively easy, even when the underlying distribution is hard.
A Proof of Theorem 1
To prove the theorem, we begin with two technical lemmas: Proof Let N > 0 be some constant, and observe the function:
) is a two hidden layer neural-network of width 3d, the required follows.
Lemma 2 For every γ > 0, there exists a neural-network of width 2d with two hidden-layers
Proof Let N > 0 be some constant, and observe the function:
Notice thatf (x) = 0 for x ∈ [γ, 1 − γ] d , and thatf (x) = 0 if x / ∈ [0, 1] d , when taking N to be large enough. Sincef a two hidden layer neural-network of width 2d, the required follows.
The next lemmas will show how a single block of the network operates on the set K n :
Lemma 3 There exists a neural-network of width max{dr, 3d} with two hidden-layers (k = 3dr, t = 3) such that for any n we have:
Proof As an immediate corollary from Lemma 1, there exists f : R d → R d , that can be implemented by a neural network with two hidden-layers and width 3d, such that f (x) = x for x ∈ K 0 and f (x) = 0 if d(x, K 0 ) > 2 . Define the following function:
Notice that for every x ∈ X there is at most one i ∈ [r] such that f (F
From this we get:
where we use the fact that M (i) is a contraction. Similarly, we get that x − F j (z) ≤ 2 , so this gives us F i (y) − F j (z) ≤ . Since y, z ∈ K 0 , this is contradiction to Assumption 1. We now show the following:
Let x ∈ K n , and denote i ∈ [r] the unique i for which
Let x ∈ K 1 \ K n and assume by contradiction that g(x) ∈ K n−1 . Let i ∈ [r] be the unique i such that x ∈ F i (K 0 ) and we have seen that in this case g(x) = F
and therefore x ∈ F i (K n−1 ) ⊆ K n in contradiction to the assumption.
Since g can be implemented with a neural network of width 3dr and two hidden-layer, this completes the proof of the lemma.
Lemma 4 There exists a neural-network of width 2dr with two hidden-layers (k = 2dr, t = 3) such that for any n we have:
Proof As a corollary of Lemma 2, there existsf : R d → R, a two hidden-layer neural-network of width 2d, such thatf (x) = 1 for x / ∈ K 0 andf (x) = 0 for x ∈ K γ 0 . Now, define:
We show the following:
i (x)) = 1 and sog(x) = 1.
2.g(K
, and let i be the unique index such that x ∈ F i (K 0 ). So we havef (F −1 i (x)) = 0 and for all j = i we havef (F −1 j (x)) = 1, and thereforeg(x) = 0.
Andg can be implemented by a width 2dr two hidden-layer network.
Proof of Theorem 1 Let g,g as defined in the previous lemmas. Denote h 0 :
and denote h : R d+1 → R d+1 the function:
Denote h n the composition of h on itself n times, and observe the network defined by H = h n−1 • h 0 . Note that H satisfies the following properties:
indeed, by iteratively applying the previous lemmas, we get that g j (x) ∈ K γ 1 for every j ≤ n − 1, and thereforeg(g j (x)) = 0 for every j ≤ n − 1.
, so by applying 3 we get g j (x) / ∈ K 1 , sog(g j (x)) = 1, and therefore H(x) d+1 ≥ 1 (since the summation is over positive values).
Therefore, composing H(x) with a linear threshold on H(x) d+1 gives a network as required. Since ever block of H is has two hidden-layers of width 5dr, we get that this network has depth 2n + 1 and width 5dr.
B Proof of Corollary 2
Proof As mentioned, we can rewrite the IFS with r s transformations, generating K s· n/s in n/s iterations. Therefore, using the construction of Theorem 1, we have a network of depth 2 n s and width 5dr s that maps K n/s to K 0 , and therefore maps K n to K n− n/s . Now, a two hidden-layer network of width at most dr s can separate K γ n− n/s from X \ K n− n/s . This constructs a network of depth 2 n/s + 2 and width 5dr s that achieves the required.
C Proof of Theorem 4
Proof Using again [11] , we get that the number of linear regions in N W,B is r st . This means that N W,B crosses zero at most r st times. Now, fix n > j > st, and notice that K j is a union of r j intervals, so K j = ∪ r j i=1 I i , for intervals I i . By our assumption, we get that for every i, P (x,y)∼Dn [x ∈ I i and y = −1] = p for some p, and from this we get:
P (x,y)∼Dn [x ∈ I i and y = −1] = r −j P (x,y)∼Dn [x ∈ K j and y = −1]
We get that there are at most r st intervals of K j in which N W,B crosses zero. Denote J ⊆ [r j ] the subset of intervals on which sign (N W,B ) is constant, and for every i ∈ J we denoteŷ i such that sign(N W,B (I i )) = {ŷ i }. Notice that:
So the optimal choice for everyŷ i is 1. Then we have: 
D Proof of Theorem 5
Observe that for every n , we can write C n as union of 2 n intervals, so C n = ∪ j I j . We can observe the distribution limited to each of these intervals, and get the following:
Lemma 5 Let D n be some cantor distribution (as defined in the paper). Then:
E (x,y)∼Dn xy x ∈ I j ≤ 2 P (n ) −
2
Proof Let I j be some interval of C n , and let c j be the central point of I j . Notice that by definition of the distribution we have:
So we get that P (x,y)∼Dn [x ∈ I j ] = 2 −n ( 3 2 − P (n )), and therefore:
Notice that from the structure of the set C n , the average of all the points in I j ∩ C n is exactly the central point c j (this is due to the symmetry of the cantor set around its central point). Similarly, we get that each level of the negative distribution, E i := C i−1 \ C i , its average is also c j . So we get:
E (x,y)∼Dn x x ∈ I j and y = −1 = E (x,y)∼Dn x x ∈ I j and y = 1 = c j Therefore, we get that:
So we have:
Using this result, we get the following lemma:
Lemma 6 Let g : R → R k , f : R k → R two functions, and let W ∈ R k×k , c ∈ R k , such that for every j, g is affine on I j and f is affine on W g(I j )+c ⊆ R k . For every j, denote u j , v j , a j , b j ∈ R k such that for every x ∈ I j :
Then the following holds:
Where for matrix A we denote A max = max i,j |a i,j |.
Proof For every x ∈ I j it holds that:
Using Lemma 5, we get:
Finally, from this we get:
Now, we need to show that with high probability over the initialization of the network, every layer is affine on I j -s.
Lemma 7 Fix δ ∈ (0, 1), and let s ≤ k. Let g : R → R s such that for every j, g is affine and non-expansive on I j (w.r.t to · ∞ ). Let W ∈ R k×s a random matrix such that every entry is initialized uniformly from [− , for some ψ that is affine on every interval that is bounded away from zero. Then with probability at least 1 − δ, for every j, h(x) is affine and non-expansive on I j .
Proof Denote w i ∈ R k the i-th row of W . Fix some j, and denote c j the central point of I j . We show that:
So we can assume g(c j ) ∞ > b, and let ∈ [k] be some index such that g(c j ) > b. Now, fix some values for w i,1 , . . . , w i, −1 , w i, +1 , . . . , w i,k , and observe the distribution of w i g(c j )+b (with respect to the randomness of w i, ). Since w i, is uniformly distributed in [− 
Since there are 2 n intervals I j and k rows in W , using the union bound we get that with probability at least 1 − δ, we have for all j ∈ [2 n ] that W g(c j ) + b ∞ > 3 −n . Since we have |I j | = 3 −n , and since g is non-expansive, this means that the set W g(I j ) + b does not cross zero at any of its coordinates. Indeed, assume there exists i ∈ [k] such that w i g(I j ) + b crosses zero, and assume w.l.o.g that w i g(I j ) + b > 0. Then there exists x ∈ I j with w i g(x) + b ≤ 0 and therefore:
and we reach contradiction. Since ψ is affine on intervals that are bounded away from zero, we get that h(x) = ψ(W g(x) + b) is affine on all I j .
To show that h is non-expansive on I j , let x, y ∈ I j , and from the fact that g is non-expansive we have g(x) − g(y) ∞ ≤ |x − y|. Since we showed that ψ is affine on W g(I j ) + b, we get:
Therefore, for every i we get:
which completes the proof. Proof As before, we denote w i the i-th row of W , then for every x ∈ [0, 1] we get:
Iteratively applying this lemma gives a bound on the norm of any hidden representation in the network:
Lemma 9 Assume we initialize a neural-network N W,B as described in Theorem 5, and denote N W,B = g (t) • · · · • g (1) . Denote G (t ) = g (t ) • · · · • g (1) , the output of the layer t . Then for every layer t and for every x ∈ [0, 1] we get that: 
By induction we get that G (t ) (x)
∞ for x ∈ [0, 1] for every t ≤ t − 1. Finally, we have
, and this gives us for every x ∈ [0, 1]:
We also show that the gradients are bounded on all the examples in the distribution:
Lemma 10 Assume we initialize a neural-network N W,B as described in Theorem 5. Then for every layer t , and every example x ∈ [0, 1] we have:
Proof Recall that we denote for every x ∈ [0, 1] the output of the layer t to be x (t ) = G (t ) . Denote
We calculate the gradient of the weights at layer t :
Denote · OP ∞ the operator norm induced by ∞ , and we get (using the properties of the weights initialization):
And therefore:
max ≤ 1 Finally, we calculate the gradient of the bias at layer t :
And since w (t) ∞ ≤ 1 we get similarly to above that
Proof of Theorem 5. Denote each layer of the network by g (i) , so we have: N W,B (x) = g (t)
• · · · • g (1) (x). We show that two things hold on initialization:
1. |N W,B (x)| ≤ 1 for x ∈ [0, 1]: immediately from Lemma 9.
2. With probability at least 1 − δ, for every j, N W,B is affine on I j : Denoteδ = δ t , and notice that by the choice of n , we get that 2k 2 2 3 n δ −1 < 1 2 = b. Therefore, since σ is affine on all intervals away from zero, we can apply Lemma 7 on all the hidden layers of the network (choosing s = 1, g = id for the first layer and s = k, g = g (t ) • g (1) for the rest), and use union bound to get the required. Now, to prove the theorem, observe that since D n is supported on [0, 1]×{±1}, we get that upon initialization with probability 1 for (x, y) ∼ D n we have: max{1−yN W,B (x), 0} = 1−yN W,B (x). Since N W,B (x) is affine on every I j w.p 1 − δ, using Lemma 6 we get that in such case: . To show that P (x,y)∼Dn sign(N W,B (x)) = y ≥ 3 2 − P (n ) (1 − P (n )), observe that the sign function is affine on intervals bounded away from zero. We can use Lemma 7 on the final layer, which shows that sign(N W,B ) is affine on the intervals I j , so for every I j we get either sign(N W,B (I j )) = {ŷ j } for someŷ j ∈ {±1}. Now, using Lemma 6 we get that:
P (x,y)∼Dn sign(N W,B (x)) = y x ∈ I j = E (x,y)∼Dn 1 2 − 1 2 yŷ j x ∈ I j = 1 2 − 1 2ŷ j E (x,y)∼Dn y x ∈ I j ≥ 1 − P (n )
And from this we get:
P (x,y)∼Dn sign(N W,B (x)) = y = P (x,y)∼Dn [x ∈ C n ] P (x,y)∼Dn sign(N W,B (x)) = y x ∈ C n + P (x,y)∼Dn [x / ∈ C n ] P (x,y)∼Dn sign(N W,B (x)) = y x / ∈ C n ≥ 3 2 − P (n ) 1 − P (n )
E Proof of Corollary 4
Proof Denote a = 2 log −1 ( , we get that if t > 4a log(2a)+2b then t > a log(t)+b. Choosing n = t 2 gives n > log −1 ( 
F Experimental Results
The following tables summarize the results of all the experiments that are detailed in Section 6. 
