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Abstract: In this paper we address the problem of routing a stream of customers in two parallel net-
works of queues in tandem with deterministic service times in order to minimize the average response
time of the whole system. We show that the optimal routing is a Sturmian word which density depends
on the decomposition in continuous fraction of the maximum service time on each route. In order to
do this we study the output process of deterministic queues when the input process is Sturmian.
Key-words: Routing, Deterministic queues, Sturmian words, Continued Fraction, Networks of tan-
dem queues.
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Politique de routage optimal dans des re´seaux de files d’attentes
de´terministes en tandem
Re´sume´ : Dans ce papier nous nous int e´ressons au routage de flux de clients dans deux r e´seaux
paralle`les de files d’attente d e´terministes en s e´ries. Notre but est de minimiser le temps de r e´ponse
moyen du syste`me. Nous montrons que la politique optimale est un mot de Sturm dont la densit e´
d e´pend de la d e´composition en fractions continues du temps de service maximal sur chaque route.
Dans ce but nous consacrons une large part de notre e´tude au processus de sortie d’une file d e´terministe
dont le processus d’entr e´e est sturmien.
Mots-cle´s : Routage, Files d’attente d e´terministes, Mots Sturmien, Fractions Continues, R e´seaux de
files en tandem.
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1 Introduction
In this paper the following problem is considered. Someone wants to send a stream of customers
through a network to a distant destination where two different routes (that do not share any node)
are available. This problem occurs for instance under MPLS-OMP routing strategies, where several
tunnels (or virtual circuits) are constructed for each connection [18, 19]. The optimal policy should
make use of the two resources (or tunnels) in order to minimize some cost function of the average
response time of the network. Rather surprisingly, the optimal policy is highly discontinuous with the
parameters of the problem and has a fractal behavior when the total load is close to one. We show how
to compute exactly the optimal policy when the service time in each node is deterministic. This policy
is characterized by a Sturmian sequence which density can be computed from the decomposition in
ceiled continuous fractions of the service times of all the nodes involved. The case with two queues
in tandem is studied in full detail.
A similar problem where the network of queues in tandem is replaced by single queues is ad-
dressed in [9]. The main difference here is the need to study the output process, which is an essential
component to the global study of a network of queues. Here we focus on the output process of a
deterministic queue when the input is Sturmian.
We also show how to compute the average waiting time of the packets in any queue when the input
process in the system is sturmian. Another novelty is the characterization of the stream of customers
after a large number of deterministic queues. This stream converges to a normalized stream with inter
arrival times bounded from below by the maximal service time encountered. This is to be compared
with the case of exponential service times ([4]) where the stream converges to a Poisson process. In a
more general case with independent service times, it has been showed in [16] that a fixed point of the
output stream exists.
More precisely we are interested in the routing in two parallel systems   and   , each one
composed by 	
	 queues in tandem. When they arrive the customers are routed in one
of the two system. The problem is to find the optimal routing policy minimizing the weighted average
response time of a customer in the system. The optimal policy will be given as a binary infinite word
 where ﬀﬂﬁ 
 (resp. ﬀﬂﬁﬃ ) means that the  th customer is sent to system    (resp.    ).
./D/1 Queue ./D/1 Queue ./D/1 Queue
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Figure 1: Admission control in  queues in tandem
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Figure 1 displays such a system. All the queues have constant service times denoted by  

 for
the  th queue of the  th system. The time unit is chosen such that all the inter-arrival times before the
routing are equal to one.
The paper is structured as follows. The second section gives several results concerning determin-
istic queues in tandem. Section 3 introduced mechanical words and ceiled continuous fractions. It
also shows how a system of queues in tandem behaves when the input is such a sequence. Section 4
shows how the previous computations can be used to derive the optimal routing policy in two parallel
networks of queues in tandem whereas Section 5 presents the exhaustive analysis for some examples.
2 Deterministic queues in tandem
In this part we study a network made of deterministic FIFO queues with infinite buffers in tandem.
Let   a network made of  queues in tandem. Let us denote by    
	  	

  with  
 the
arrival process in the  th queue (     is the arrival time of the  -th customer in queue  ). The input
process of the first queue is the input process of the whole system: 

ﬁ
 .
All the queues have constant service times denoted by    for the  th queue.
2.1 Average response time
We also recall now the stability condition in a given queue with service time   :
ﬀﬂﬁ
ﬃ 

!
 #"


 
 (1)
For a system of  queues, the stability condition is
ﬀﬂﬁ
ﬃ 

!
 #"


 %$
(2)
where   is the maximal service time among the  queues i.e.   ﬁ
ﬁ'&)(
+*

*

 

.
The workload , -  which denotes the amount of service (in time units) remaining to be done by
the server at epoch - is given by the Lindley’s formula for general G/G/1 queues:
,
-  ﬁ/.
,


10


32 54
 
0 -60

70


 8:9
$
for  70 
 #";-#<   
$
where = 2 ﬁ
ﬀﬀﬁ%>@?@ACB
and D
9
ﬁ
ﬁ'&)(
D
$
ﬃ
. The waiting time of the E th customer in the first queue
is given by F


E
ﬂﬁ
,



E

2


As for  queues in tandem, the waiting time of the E th customer in the  th queue will be denoted
by
F


E

.
Definition 1 (Average sojourn time). The average sojourn time in queue  is given by
G

ﬁ
ﬂﬀﬁ
HﬃI


7JLK

M
JLKON
G


E

$
(3)
where G   E  is the sojourn time (waiting time plus service time) of the E th customer in the queue  .
Under rather general assumptions on the ergodicity of the input process and the service times, the
limit sup above is often a limit.
Definition 2 (Average response time). The response time for the E th customer of the first  queues
is P   E  ﬁRQ


K

G


E

. As for the average response time, P  ﬁSQ


K

G

.
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2.2 Output process
In order to study systems composed by series of queues, we need to study the output process of a
deterministic queue for a given input process.
Proposition 3. The output process of a ./D/1 queue with an initial load equal to ,
N
is  	  E 
J


where   ﬃﬁ ,
N
0
  and for all E  
 ,


E
ﬂﬁ
ﬁ &)(
N
*

*
J


ﬀ:4
E
0 54



 

 (4)
Proof. We have   
 ﬂﬁ    
  4    ,
N
4	
 
ﬁ
ﬁ'&)(
N
*

* 


ﬀ 4 
E
0 O4



 

.
Assume Formula (4) is true up to E 0 
 . The E th departure   E  satisfies   E  ﬁ   E  4
F
J
4
  ,
hence with the Lindley’s Formula and the induction assumption, it comes


E
ﬂﬁ


E
 4
 
4
ﬁ'&)(

F
J
2

4
 
0 


E
60


E
0


 
$
ﬃ
ﬁ
ﬁ'&)(



E
0


 4
 
$


E
 4
 

ﬁ
ﬁ'&)(

ﬁ'&)(
N
*

*
J
2



ﬀ 4 
E
0ﬀ
 
 4
 
$


E
 4
 

ﬁ
ﬁ'&)(
N
*

*
J


ﬀ 4
E
0O4



 


In tandem queues, the output process of queue  is the input process of queue  4 
 :    E ﬁ


9


E
 for all E ﬃ .
Proposition 4 (General output process). The output process   of the system is given by



E
 ﬁ



K

 

4
ﬁ'&)(
N
* *
J


  4
 

E
0  
 (5)
Proof. This proof is made for a system composed of two queues the generalization to an arbitrary
number of queues follows easily. By definition 


E
 ﬁ



E

.
From Proposition 3 it comes



E
ﬂﬁ
ﬁ'&)(
N
*L*
J



  4
E
4


0 
 

ﬁ
ﬁ'&)(
N
*L*
J

ﬁ'&)(
N
* *


  4 4


0 
 

54
E
4


0 
 

ﬁ
ﬁ'&)(
N
**
J
.

 54 


0 
 

4
E
4



 

4
ﬁ'&)(
*L*
J

 
 

0
 



8

When  

"
 

,
ﬁ'&)(
* *
J

 
 

0
 



is reached when  ﬁﬀ and



E
 ﬁ
 

4
ﬁ'&)(
N
* *
J


  4 
E
4


0 
 



When  


 

, the maximum is obtained when  ﬁ E and



E
 ﬁ
 

4
ﬁ'&)(
N
* *
J


  4 
E
4


0 
 



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2.3 Commutative properties
Using the fact that the output process at queue  only depends on the initial input and the maximal
service time in all the queues up to queue  , one can get commutative properties of the response time
of the system.
Let    be the maximal service time among the first  queues i.e.    ﬁ
ﬁ'&)(
+*

*

 

. Let P   E 
be the response time for the E -th customer of a system made of  queues in tandem. Let us modify
the system by permuting the queues according to an arbitrary permutation   . We denote by P    E 
the response time of the new system.
We have
Lemma 5. For any permutation   of  
  DLDLD
$
 
. P


E
 ﬁ
P 
 

E

.
Proof. By definition, P   E ﬂﬁ    E 60   E  . Using Proposition 4,
P


E
 ﬁ 



K

 

4
ﬁ'&)(
N
*L*
J


 :4
 


E
0   0


E
 
ﬁ
P

 

E


The last equality comes from the fact that the formula for    E  does not depend on the order of
the queues.
Corollary 6. If the sum of the service times is fixed to 
 , then the response time is minimal when all
the service times are equal.
Proof. Let   be a permutation of the service times such that  


 DLDLD 
 



. Then P   E ﬁ
P

 

E
 ﬁ 
F


E
 4 

, where 
F


E
 is the waiting time of the E th customer in the first queue of the
modified system with the largest service time in the first queue. The quantity 
 being fixed, 
F


E
 is
minimal when the largest service time is as small as possible. This is achieved when all service times
are equal.
2.4 Multimodularity
Multimodularity is a kind of convex property of discrete functions first defined in [12] which is useful
for optimization (see [1]).
Here, we consider a slotted bursty input process with arrival opportunities   E 
$
E
ﬁ


$
DLDLD
. The
number of arrivals 
J
	
 is the number of customers arriving at time   E  . Note that 
J
can also
be ﬃ . This means that no customer arrives at time   E  . We denote by  the number of time slots
between arrival  0 
 and arrival  .
Hence, the arrival of the E th customer,   E  ﬁ Q 9

9


K


ﬀ
. The gap process 
J
defines
perfectly the arrival process as soon as the arrival opportunity process is given.
Let   	
 ,  ﬁ 

$
DLDLD
$
 denote the vector having all entries zero except for a 1 in its  th entry.
Define   ﬁ   0  
9

,
 ﬁ


$
DLDLD
$
 0

 and 
N
ﬁ 0


$


ﬁ

 .
Let  ﬁ  
N
$


$
DLDLD
$



,  will be called a multimodular base of ﬀ  .
Definition 7 (Multimodular function). A real-valued function ﬁ  ﬀ  0ﬃﬂ  is multimodular with
respect to  if for all = 	 ﬀ  ,  and , in F, "!ﬁ , , the following holds:
ﬁ

=
4   4
ﬁ

=
4
,

ﬁ

=
 4
ﬁ

=
4  4
,

 (6)
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For a system of  queues in tandem with gap input sequence  

$
DLDLD
$

J
$
DLDLD 
, we consider the
sojourn time of the E -th customer in queue  as a function of  

$
DLDLD
$

J

. With a slight abuse of the
notations defined previously, G   

$
DLDLD
$

J
ﬁ
G


E

.
Theorem 8. Let   be a system of  empty queues in tandem with gap input sequence      	 .
Then the sojourn time of the E -th customer in queue  , G   

$
DLDLD
$

J
 is a multimodular function
in  

$
DLDLD
$

J

.
Proof. For the first queue, the proof can be found in [1]. In the following, we denote by   the vector



$
DLDLD
$

J

. For the  -th queue, we construct the arrival opportunities process    E  up to E as the
ordered sequence of all the points in
 

M

K

 

4
J
ﬁ &)(

K




9

9

M

K




 4 70


 

$


	
 

$


4



$


4 DLDLD)4


"


4 DLDLD4


4  

Then, the gap input process in queue  corresponding to the global input   is denoted  ﬁ 

$
DLDLD
$

J

.
Now, let us consider the gap sequence for queue  corresponding to a modified gap input    ﬁ   4 
A
.
Since the order of the customers in   4 
A
is the same as with   and since the queue is FIFO, then
the order of the customers for the modified input process in queue  is the same as with the original
case.
Examining the modifications of  induced by adding   to   we get



4 DLDLD)4



ﬁ



4 DLDLD)4


 if  !ﬁ =
$



4 DLDLD)4


A
ﬁ



4 DLDLD)4


A
4

 otherwise 
Since customers cannot overtake each other, this means that   	  
$

4

A

.
The same kind of modification occurs when two different customers are shifted (   4  A 4  > )
inducing a gap process    	  
$

4

A
$

4

>
$

4

>
4

A

.
Consider queue 
 with a modified service time  

ﬁ
 

, with input opportunities    E  and initial
gap process  , we get
G


 
4

A
ﬂﬁ
G


 

,
G


 
4

>
 ﬁ
G



 and G     4 
A
4

>
ﬂﬁ
G


  

.
Using the multimodularity of queue 
 we get G     4 
A
 4
G


 
4

>
 
G


 
4

A
4

>
!4
G


 

.
3 Sturmian inputs
In the rest of the paper, we will focus on special input sequences, namely Sturmian words, which will
happen to be closely related to the optimal routing policies. In other several papers [1, 2, 3, 9], it
was shown that Sturmian sequences have a particular interest for the optimization when used an input
sequences in queues.
The customers arrive according to an exogenous process  L    	) (    denote the time of
arrival of the  th customer). This process is deterministic and follows an upper mechanical word (or
a Sturmian word) with slope 	 if   ﬂﬁ
  	 .
Note that all the arrival times are integer valued. Therefore, another way (less compact) to describe
the arrival sequence is by a binary word  such that ﬀﬂﬁ 
 if  is an arrival (i.e. belongs to the set
 L
 

	 ) and ﬀﬂﬁ ﬃ otherwise.
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3.1 Mechanical sequences and ceiled continued fractions
Let   ﬁ   ﬃ
$


 be the binary alphabet. The free monoid  
 
is the set of the finite words on   . An
infinite word is an element of  

. The empty word is denote 
Definition 9 (Slope). The slope of a finite nonempty word  is the number :
	
 ﬂﬁ







$
where




is the number of letters equal to one in  and    is the length of  .
Let  
$

 

 be the prefix of length  of an infinite word  . If the sequence 	  
converges when "ﬂ  the limit is called the slope of  .
If  is a word on   (either finite or infinite), a factor of  is a word ﬁ such that there exists two
words  and  (possibly empty) such that  ﬁﬀ D ﬁ D  .
A word  is factorized in  ﬁ

$
DLDLD
$
ﬁ

 if  ﬁ ﬁ




D
ﬁ
	


DLDLD
. If  is finite, the number of
times a factor ﬁ  appears in this factorization is denoted





. Note that this number depends on the
factorization. This is not the number of times the factor ﬁ  appears in  . However in the following
no confusion will ever be possible.
For a real number = , we denote by 
 =  (resp.  = ) the largest (resp. smallest) integer smaller
(resp. larger) than = .
Definition 10 (Mechanical word). The upper mechanical word with slope 	 is the infinite word 
where the   letter, with  ﬃ , is :
   ﬁ

 4



	
0


	
The lower mechanical word with slope 	 is the infinite word   where the   letter, with  ﬃ , is :


  ﬁ 
  4



	 
0 
 
	
If 	 is a rational number ( 	 ﬁﬀﬁ ), then 
$

 are periodic of period ﬂ . If 	 is an irrational
number, then ﬃ
$

 are all aperiodic. These results are proved for example in [15].
In the following, by a slight abuse of notation when an infinite word  is periodic we also denote
by  its shortest period.
The ceiled continued fraction expansion (see for example [7]) of a number 	 with ﬃ7< 	 < 
 is
given by : 
	
ﬁ

 

2

 !


ﬁ
 	
2


!
	

ﬁ

 #"%$

2

"%$
 !


9

ﬁ
 	
2



!

 

'&
 (7)
A ceiled continued fraction expansion of a number 	 , with ﬃR< 	 < 
 , is denoted here by
(


$


$
  
$

*)
when the expansion is finite and by
(


$


$
  
$


$
  
)
when the expansion is infi-
nite. We also denote by
(


$


$
  
$


0
	
+)
a partial expansion of order  of 	 , where the rest at
order  is 	  with ﬃ < 	  < 
 .
Theorem 11 ((x,y)-factor decomposition,[9]). Let ﬃ < 	 < 
 be such that 	 ﬁ ( 

$


$
  
$


$
  
)
.
We define two sequences,   =   	   
N
and  
B
ﬀ 
	



N
, as follow :
=
 ﬃ 
	
 ﬁ


$
=
ﬀ 
	
 ﬁ
=
 0


 
	


B
 0


 
	


 -,
2

$
for   

$
B
 ﬃ 
	
 ﬁ ﬃ
$
B
ﬀ 
	
 ﬁ
=
 0


 
	


B
 0


 
	


 -,
2

$
for   
 
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For all nonnegative  , the upper mechanical word   can be factorized by using the two factors
=
  
	
 and
B
ﬀ 
	

. These two sequences are called (x-y)-factor decomposition sequences associated
with the ceiled continued fraction decomposition of 	 .
When 	 is rational then the (x-y)-factor decomposition sequence is finite. In this case at the last
step, the word   is in fact equal to the last factor of type
B
, as it is shown in the example below.
Example 12 (Example of a (x-y) factor decomposition). Assume that 	 ﬁ

 
. The ceiled continued
fraction expansion of 	 obtained with the use of Equations (7) is (
$

$

)
and


 
ﬁ


ﬃ


ﬃ


ﬃﬃ


ﬃ


ﬃﬃ

The (x-y)-factor decomposition gives us =

ﬁ


ﬃ
,
B

ﬁ


ﬃﬃ
, =

ﬁ
=

,
B

ﬁ
=

B

, et
B
ﬁ
=

B

B

.


 
ﬁ
>
	 
 
A

	



ﬃ
	

A

A

	



ﬃ
>

	



ﬃﬃ
 	 

>

A

	



ﬃ
>

	



ﬃﬃ
 	 

>


Definition 13 (Ceiled convergents). Let  be a real number such that ﬃ "  " 
 which ceiled
continued fraction is  ﬁ ( 

$
  
$


$
  
)
. We then define the sequence of rational numbers      
by       ﬁ
(


$


$
  
$


)
. These rational numbers are called ceiled convergents of  .
Since the       are rational numbers they can be written as       ﬁ  




ﬁ





, with       ﬁ









and ﬂ      ﬁ








. The numbers       and ﬂ      can be computed by

  

ﬂﬁ



 0


 

60

 0   


ﬂ
  

ﬂﬁ


ﬂ
70


 

60
ﬂ
70   


$
(8)
with   ﬃ    ﬁ ﬃ ,   
    ﬂﬁ 
 , ﬂ  ﬃ    ﬁ 
 and ﬂ  
    ﬂﬁ 

as initial conditions.
It should be noticed that the sequence       forms an increasing sequence which goes to  when
 goes to infinity. It also could point out that  





ﬁ
B
  


.
Lemma 14. Under the foregoing notation, let 	 be another real number such that      %" 	 "

 4


 

 then
i) The ceiled continuous fraction of 	 has the same  first coefficients as  : 	 ﬁ ( 

$
  
$


0
	
+)
.
ii) The word ﬃ can be factorized in B  4 
     and B      .
iii) The rest 	  satisfies
	
ﬁ

  0
	


 0



ﬂ
  0
	

ﬂ
70



 (9)
Proof.
The proof is postponed in Appendix 7
This result about the factorization of   with  



and  


9

for any 	 in    
$

 4


 
will be used several times in the following. Another proof of Lemma 9 iii can be found in [7] using
combinatorial properties of continued fraction.
In addition to this, we can relate 	  with the ratio between 	 and  

9



ﬁ


9



. We define the coeffi-
cient  in  ﬃ
$


 such that
	
ﬁ 


0

 D

  


ﬂ
  


4

D

 4


 


ﬂ
 4


 



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Using Equation (9), one gets

ﬁ
	

ﬂ
 4


 


	

ﬂ
 4


 

 4


0
	


 4


 
ﬂ
  



This also means that  can be viewed as the ratio of letters in   belonging to
B
 4


 

 factors
in the so called 
B
 4


 


$
B
  

  factorization of   .
In order to keep things simple we denote in the following       ,       , ﬂ      by    ,    ,
ﬂ
  respectively when no confusion is possible.
Some others results about the combinatorial properties of mechanical words can be found in [14,
15] and concerning the continued fractions in [6, 8].
3.2 Output process with a Sturmian input
When the input in the system is Sturmian, then the output process of each queue can be described
more precisely. In particular, we can estimate when the maximum in Equations (4) and (5) is reached.
Nevertheless it requires to show that the structure of the output process induced by a mechanical input
in the first queue is kept after passing through several queues.
We consider the case with  queues with respective service times    ,  ﬁ 

$
DLDLD
$
 . From now
on the ceiled expansion of  
2

 is written as follows  
2


ﬁ
(






$


  
$
  
$


 :0


 
)
.
We associate with each queue the following sequences.
Definition 15. Let  
2


ﬁ
(






$


  
$
  
$


 #0


 
) be the partial ceiled continued fraction
expansion of 
   . We now define the sequence of rational numbers     of ceiled convergents
computed by


  ﬁ
(






$
  
$


 
)
ﬁ


 
ﬂ

 
 (10)
They are computed according to the recurrence equation and the initial conditions given by Equation
(8).
We also define the sequence of terms   
$


 and   
$
  defined by



$


ﬂﬁ



 :0


70




 

0

ﬂ

 :0
ﬂ

70




$



$
 ﬂﬁ


 
 

0
ﬂ

 
 (11)
Let us recall that    is the largest service time among the first  service times :    ﬁ
ﬁ'&)(
+*

*

 

.
Lemma 16 (Output process of  th queue).
-i) If    "    2

then the output process of the  th queue is the output process of the previous queue
shifted by    .
If        2

then
-ii) If 	 "     
2
 then the output process is a mechanical word of slope 	 shifted by 
 
K

 

.
-iii) If     " 	 "    4 
  then the inter-departure times can only take three values:    ,    4



 4


$
 

and    4




$
 

. The inter-departure times with value    4



 4


$
 
 (respectively
 

4




$
 
 ) occur between the departure of the last customer of a factor   ,


9

(resp.   ,



)
and the departure of next admission.
-iv) If 	 ﬁ     then the inter-departure times can only take two values:    and    4    
$
 

. The
inter-departure times with value    4




$
 

occur after the last departure of a factor   ,



.
-v) If 	 is equal to    then the queue is fully loaded and the time elapsed between two departures is
always equal to    .
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Proof. -i) From Proposition 4, the output process is given by    . Hence if    "    2

then    !ﬁ   
and the result follows.
When         2

then the output process depends mainly on    .
-ii) The condition 	 "     
2

implies



   

 which yields 





   




 

. This means by
Proposition 3 that the departure of the  th customer of the queue  takes place at the epoch     O4   
without any condition on  . Since    ﬁ    the same result holds for all preceding queues. Henceforth
the output process of the  th queue is a mechanical word.
The characterization of the epochs where the maximum of Equation (4) is achieve by the term


D 4
 
 can be obtained using the  = 0
B
 factor decomposition. Indeed the only customer which
find an empty queue when they arrive are these one which belong to a factor which immediately
follows either an
B

74


 or an
B

  when the queue is not fully loaded. This shows iii) while iv)
comes from the fact that when 	 ﬁ     only the
B
ﬀ   factors appear in the decomposition of   .
When the queue is fully loaded there is not any idle period, this for v).
Let us precise now the proof of the fact that the only customer which find an empty queue are
these one which belong to a factor which immediately follows a factor either
B

 4


 or
B

 
. For
a single queue this is due to Lemma 14 of [10]. Since Lemma 20 shows that the properties of the

=
0
B
 factorization are kept after a passage in a queue provided that the input process is described by
this Lemma. Henceforth the output process can be described by this Lemma for all the queues.
We give now an example of an output process of a single queue. It can be said without loss of
generality by Proposition 4 that such a process is general for all queue of a tandem queue network
with a Sturmian input.
Example 17 (Output process of a single queue). In this example we study the output process of a
system made by single queue. We explicit this output process when the admission word is a Sturmian
word. We assume that the mechanical word has a slope equal to  
  hence  
 
ﬁ


ﬃ


ﬃ


ﬃﬃ


ﬃ


ﬃﬃ
.
The service time is assumed to be equal to   ﬁ  . The computations of the ceiled convergents of
 
 by Definition 13 gives us   
  ﬁ 
  ,     ﬁ    ,     ﬁ   ,     ﬁ    . First note that we
have    <  
  <

 ,


 
ﬁ


ﬃ


ﬃﬃ and   	 ﬁ 
 ﬃ 
 ﬃ 
 ﬃﬃ , moreover  
 
ﬁ 

	


 
ﬁ
B



B
  
. Thus the inter departure process is   
$
 
$
 
4




$
 

$
 
$
 
4


 
$
 


, with




$
 

ﬁ
ﬃ



and


 
$
 

ﬁ ﬃ


.
On Figure 2 the departures are represented by arrows pointing down,




$
 

by a and


 
$
 

by b.
It could be noticed that the only cases for which the output process is composed by equal inter-
departure occur either when the queue is fully loaded ( 	 ﬁ 
   ) or when the mechanical word has
a slope 	 such that 	 ﬁ 

with  	 
 such that  ﬁ   
      . We can also stress the following
degenerated case : if   " 
 then the output process is always a Sturmian word.
Lemma 16 gives corollary below.
Corollary 18 (Periodicity in rational cases). Let 	 be a rational number with 	 ﬁ  ﬁ , such that

  "
	
"

 4



. Since ﬂ is the period of the word   , then
- i) The output process is periodic of period ﬂ .
- ii) The time between the last departures of two consecutive   is ﬂ .
Proof. The proof is made for the output process of a single queue. The generalization comes from
Lemma 16.
i) Since the input process is periodic then the sub-words  




and  



9

appear periodically and
always in the same order in   . Since moreover all the time between two departures are equal except
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S S+a
S S
S+bS+b
α| m   |
Figure 2: Output process from   ﬁ   and  
 
when the sub-words  




and  



9

finish and since the load is null at the end of these sub-
words, therefore at the end of one   the state of the queue is identical to the state at the beginning
of   and the output process is periodic of period ﬂ .
ii) We can notice that   
$
 

is the time which separates the last departure of  and the following
admission. We can also notice that the length ﬂ is the time between the first admission of the word
and the first admission of the following word. Hence the time between the last departures of two
consecutive   can be decomposed as follows : time until the beginning of the following word :



$
 

added by the time until the last departure of the word that is ﬂ 0



$
 

. Hence the time
between the last departure is ﬂ .
The same arguments holds for , ﬁ  



and    .
On the top of Figure 2 these different periods, presented in above corollary, are represented each
one with a particular departure. In addition it can be said that for any 	 	  
J
$

J
9

 the intensity of
the output sub-processes
B
J
and
B
J
9

are 
J
 ﬂ
J
and 
J
9

 ﬂ
J
9

respectively.
Note that when 	 ﬁ     , the numbers     and ﬂ    are the number of customer admitted in
the queue  and the time spent since the first admission of the period respectively.
3.2.1 Workload Properties
Although a well-known result insure the conservation of the intensity from the input to the output
process through a stable queue (as presented for example in [5, 17]), it is necessary here to refine this
and to investigate about the behavior of the queue during the special factors
B

  and =    which
appear during the output process of a queue  . We point out here the special role played by the terms


  and the factors   ,



. Which is one of the main points of this section.
Definition 19. Let us assume that    2

is achieved in the  th queue and that    2

"
 

. Let   be the
greatest integer such that

E
" 

,



E
 ﬁ 


E
 and

E
 


,



E
 !ﬁ 


E

.
Here are some particular cases: if  ﬁ 
 then 

ﬁ ﬃ
. If    "      2


2
  then   ﬁ ﬃ .
We can add that if    
 then       " 
   "      4 
  and that

ﬃ "
E
" 

, 

 

0
E
 ﬁ


 

0
E

.
The workload in queue  at epoch - (denoted by ,  -  ) is given by
,

- ﬂﬁ
.
,




70



2
54
 

0 -:0


70


 
8 9
$
for   70 
 #";-#<     
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The following Lemma allows us to show the applicability of the framework introduced in [9] and
the correctness of the generalization of the use of the expansion of 
   .
Lemma 20. Let  = ﬀ     
N
and  B ﬀ     
N
be the sequences of factors computed according to
Theorem 11 using the expansion of 
   . Assume that the input process is given by Lemma 16. If the
initial workload in queue  is null then using = ﬀ D as input sequence, the workload during = ﬀ D
is never null and remains non negative at the end of the sequence. If the initial workload in queue  is
null then using
B
ﬀ D as input sequence, the workload during
B
ﬀ D is never null until the last letter
of B   D (which is always a ﬃ ) and is null at the end of the sequence. Moreover the workload increase
due to = ﬀ D equals   D
$


 and the maximal workload decrease due to
B
ﬀ D equals   D
$
 
.
Proof. The proof is postponed in Appendix 8.
3.3 Average values in tandem queues under a mechanical input in the system
We are interested in this section in the computation of the average waiting time, the average sojourn
time and the average response time in one queue of a system of queues in tandem which input process
is a mechanical word with slope 	 (denoted by 	 ﬁ   ﬂ when the slope is rational). In this part, we
improve, simplify and generalize for tandem queues the formula given in [9] for the waiting time in a
single queue when the arrival sequence is Sturmian. Most of the properties shown in [9] can be easily
deduced from the new formulas given here.
Definition 21 (Average response and waiting time). We denote by G     the average sojourn time
and
F

 

 the average waiting time of a customer after its admission in the  -th queue when the
input process in the first queue is a mechanical word   . Similarly the response time for queue  is
denoted by P     .
We denote by    
$
,
 the sum of the waiting times admitted in the queue  during the finite
sequence  with an initial workload equal to , , then the average waiting time over  in an empty
queue
F

  is given by
F

 ﬂﬁ
 


$
ﬃ





When the word  is infinite we consider then   the prefix of  which length is  . The average
waiting time is given by
F

 ﬂﬁ
ﬀﬀﬁ
ﬃ 
 

 
$
ﬃ

 



We recall now the stability condition in the system of queues which is
	
"


 %$
since by the preceding section the intensity of the input process is 	 and   is the maximal service time
in all the queues.
3.3.1 Computation the average waiting time in the  th queue
This part of the work is dedicated to the effective computations of the average waiting time in queue

. A closed formula for the average waiting time is obtained. The formulas of the average sojourn
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time and of the average response time are directly deduced. We first assume that        2

indeed
all other cases could be considered as degenerated cases and are treated later.
Since the workload is null at some special epochs the sum of the waiting time during  is a
linear combination of the sum of the waiting time during the factors
B

D and
B

DL4



. Moreover for
all number 	 which ceiled expansion is common with those of    until order E , then the composition
of   in
B


 

 and B 
9


 

 can be expressed using the coefficients of the ceiled expansion of 	
after order E . This result allows to precise the appearance of the  = 0
B
 factors in  . This yield to
Theorem 22.
Theorem 22 (Waiting time and response time). Let 	 be the number such that     " 	 "


 4


 then the average waiting time
F

   is given by
F

   ﬁ
ﬂ

 
 

 
,


9

$
ﬃ 0
ﬂ

 4



 

 
,



$
ﬃ
0


 
 

 

,


9

$
ﬃ60


 4



 

 

,



$
ﬃ
	
 (12)
Where     ﬃ ﬁ ﬃ and     
  ﬁ ﬃ and

   we have
if  "   then
 

 
,



$
ﬃ ﬁ


 



 :0




 

0
 

2



$
(13)
if  ﬁ   4 
 , with the convention that    2

ﬁ
 

2

, then
 

  
,



$
ﬃ ﬁ 

 
 

 

,


2

$
ﬃ 0
 

 

,


2
 
$
ﬃ+4
 






 



70


60

 



10


 0  

 


70





70   4 



70  

0
 

2






2

 



2

 0


 0 

2

 



2

 0


0  

2

 


2

 0





2

 0  54 



2

 0  

0 

 60

2

  


2

70







ﬂ

2

70


 

  4 

2

  0


 0
ﬂ

2

70  

$
(14)
and if     4  then
 

 

,



$
ﬃ ﬁ 

 
 

 

,


2

$
ﬃC0
 

 

,


2
 
$
ﬃ 4


70


60


70   


70


$



4


10


  

  0 
.


70


$


:4


  0





70


$
 
8

(15)
Proof. The proof is postponed in Appendix 9.
It could be noticed that the cases which correspond to a direct sturmian input in the queue are
these where   ﬁﬃ (equivalently    "     2

 ) and we found Formula of [9].
But it remains some degenerated cases where the framework of the  = 0
B
 factorization is not
required.
Lemma 23 (Degenerated cases). If    "    2

then the average waiting time is null.
Proof. When    "    2

then all the inter-arrival times are larger than    and no customer has to wait
before entering in queue  .
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3.3.2 Properties and examples
Lemma 24. If 	 is such that    #" 	 "    4 
  , then
i) the function 	 ﬂ
F

   is continuous, increasing, and concave in 	 .
ii) the function 	 ﬂ 	
F

   is continuous, increasing, and linear in 	 .
Proof. It suffices to notice that in Equation (12) the coefficient of the term divided by 	 is non negative
and that the coefficient of the constant term is non negative as it is shown by Lemma 33.
Hence the rational numbers     form the sequence of all the cusps of the functions 	 ﬂ
F

  
and 	 ﬂ 	
F

 ﬃ 
.
Remark 25 (Linearity of the average number of customer). Although the fact that the linearity of
the average number of customer can be easily deduced from the lemma above and Little’s Formula
(see for example in [11]). We should present another proof (presented for a single queue in [13])
which helps to understand the behavior of the queue. This proof is made for a system of two queues
and can be easily generalized.
Let 	 be the number such that 	 ﬁ    4 
 64  
 0      where   is a number in  ﬃ
$



, let
 
   be the average number of customer in the second system (the server and the queue) under the
admission sequence ﬃ in the first queue.
Let us compute      . Since   can be factorized with  


9

and 



where the number
of customer in the system at the end of these sub-words is equal to zero, then
 
  ﬂﬁ
 
 



9

 4


0 
 
 





$
where  is the fraction of time spent in a  


9

word and 
 0 the fraction of time spent in a  



word. As it is shown before   ﬁ .
In the example below we represent the function 	 ﬂ
F

  
. One wants stress the dynamical
changes of this curve according the different values of the first service time.
Example 26. In this example the number of queues in the network is chosen to be equal to  . We
represent on Figure 3 the values of
F

   when 	 varies for different values of  

while the second
service time  

is fixed to     
 . The ceiled expansion of  

is
(

$

$

$

)
. Hence the cusps of     

are 
  ﬁ
(

)
,



ﬁ
(

$

)
and  


ﬁ
(

$

$

)
. The service times in the first queue take the
following values:  

ﬁ

 ,  

ﬁ

	 


,  

ﬁ



,  

ﬁ


and  

ﬁ
 

.
When  

ﬁ

 we are in a case such that 

ﬁ ﬃ and the values of
F

 

 are the same as for the
average waiting time of a classical mechanical input (meaning
F

   ﬁ
F

   ). The values ofF

   in the cusps are all computed with (15).
When  

ﬁ

	 


ﬁ
(

$

$




 
)
and when  

ﬁ


 ﬁ
(

$

)
the ceiled expansions of  

and
 

have just their first coefficient in common. This means that the value in the first cusp is computed
by (14) and in the following cusps with (15).
When  

ﬁ




ﬁ
(

$

$

 


)
or  

ﬁ
 

ﬁ
(

$

$

)
the ceiled expansions of the service
times are identical until the second coefficient. The value of the average time in    is computed by
(13), while the value in  
  is computed (14) and finally the value in  
   with (15).
On Figure 3, starting from the top, the curves appear in the increasing order of the first service
time ( 
 , 
	 
  ,    ,   ,    ). The part of each curve where the computations differ for the
mechanical input are stressed. Although it could be thought that the shape of the curves where the
computations are done using (13) and (14) rather than (15) will be different, rather surprisingly this
is not the case.
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Figure 3: Average waiting time for  different first service times
4 Optimal routing for two parallel systems of queues in tandem
This is the main section of the paper. We are interested in routing in two parallel systems    and  
composed by   (resp.   ) 	
	 queues in tandem. The global inter-arrival times are
all the same and the time unit is chosen (by scaling) such that the inter-arrival times before the routing
are equal to one.
The routing operates as follows. Let  be a binary infinite word (periodic or not). If   (the

 letter of  ) is one then the customer is routed in system    otherwise the customer is sent in the
system    . If the word  has a slope, it represents the ratio of customers sent in system    and it is
denoted by 	 while the ratio of customers sent in    is 
 0 	 .
Our aim is to find a policy which minimizes some cost function denoted by   of the average total
response time. We will assume that the cost function   is of the following form:
 
 ﬂﬁ
ﬀﬀﬁ
ﬃ 




M
JLK

 

$
E

$
(16)
where   
$
E
 is a weighted response time of the E th customer under routing  . If customer E is sent
to system  

, 
	
 

$
 
, then
 

$
E
 ﬁ 

N
4	




K




G



E



$

ﬁ


$
 (17)
where  is the input sequence, 

 is a non-negative coefficient, E

 is the number of customers sent to
system  

among the first E customers under routing  and G



E


 is the sojourn time in node  of
system  

of the E


-th customer.
The problem is to find an optimal allocation sequence in the two systems and to compute the
optimal ratio of customers sent in each system ( 	
$


0
	 ) associated with this allocation sequence.
4.1 Optimal policies
In order to compute an optimal allocation sequence we first prove the following theorem.
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Theorem 27 ([2]). The cost function     is minimized for a routing sequence which is a lower
mechanical in sequence.
Proof. The cost     is the average of a positive linear combination of multimodular functions (see
Theorem 8). Since a positive linear combination of multimodular functions is obviously multimodular,
then     is the average of multimodular functions. As a direct consequence of the multi-criteria
optimization results found in [2], applied to the present case,   is minimized by a lower mechanical
sequence.
It can be shown (see [3]) that the average response time under an arrival process of the form  
is the same as the average response time under the arrival process  . Furthermore when the input
sequence in the first system is an upper mechanical word with a slope 	 , then the input sequence in
the second system is a lower mechanical word of slope 
 0 	 , (see [15]).
The previous theorem says the optimal routing sequence is a Sturmian sequence, however it does
not provide any method to compute the slope 	 


of the optimal Sturmian sequence.
4.2 Optimal cost
This part is devoted to the computation of the slope of the optimal Sturmian input. We do this by
minimizing       over 	 	  ﬃ
$



.
Let us precise which slopes are acceptable or possible for our problem, that is the slopes (or ratios)
for which the system is stable. The condition of stability in a queue is
	
"


 


$


	
 

$
  
$
 


$

	
 

$
 

But the stability of the whole system is also necessary yielding
 ﬁ





,

	



,
4



,
	



,
"

 
This gives the interval of stability, denoted by   , in which 	 varies, with


ﬁ



0
ﬁ'
+*

*




 


$
ﬁ'
+*

*




 


 ﬃ
$



$
with the convention that 
 
ﬁ'&)(
+*

*


  

 



ﬁ'&)(
+*

*


  


.
If the system is not stable (the interval of stability is reduced to the empty set) then the cost is
infinite for all routings. This case will no longer be considered.
Let     be the total weighted average response time of the two systems    and   under the
input sequence  . Assuming that the routing sequences are Sturmian with slope 	 and conditioning
over the choices, the weighted average response time of the customer in the system is given by
 
 

ﬂﬁ
	  

 

 4


0
	

 



2


$
(18)
where        is defined by Equation 16 with     
$
E
 computed by (17) for all routing in the
system    . Therefore we are interested to find the optimal ratio 	
 


defined by :
	
 


ﬁ
& ﬁ'

	
 
 ﬃ 

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4.2.1 Easy cases
Here are some cases where the framework developed in Section 3 is not necessary.
Lemma 28 (Fully loaded system). If 
    4 
    ﬁ 
 then   is reduced to a single point and there
exists only one admission ratio
	  


ﬁ


 

 (19)
This is the only case where the optimal ratio could be an irrational number as it will be seen later.
Lemma 29 (Service times smaller than one). If the service times  

 are all smaller than one then an
optimal policy is to send all the customers in the queue which satisfy ﬁ' 
K





+*

*





 


54 

N
.
Proof. In the queues, services are smaller than inter-arrival times. Therefore, the sojourn time is the
service time.
Lemma 30 (   decreasing in  ). If    and    are non-increasing finite sequences then the compu-
tation of the cost is the same as for a sum of simpler systems, each of them with a single queue in the
first system and a single queue in the second system. For system E , the respective service times are
 

J
ﬁ
ﬁ &)(
J

K


 



, and coefficients 

N
ﬁ 

J
0 

J
9

 4
Q
J




,

K


 

 and 


ﬁ 

J
0 

J
9

 for all

ﬁ


$

.
Proof. If 

 is non-increasing then  

 ﬃ  can be rewrited under the following form
 

   ﬁ 

N
4	



2


K




0 


9


P


4 



P




With the exchange arguments proved in Lemma 5 applied on the sum of the waiting time it follows
 

   ﬁ 

N
4	



JLK



J
0 

J
9




F



J
4
J
M

K

 



$
where 
F


J
is the waiting time in the first queue when the largest of the first E service times is placed
in first position.
Note that when the coefficients 

 are all equal, then the cost function     is equal to the average
response time of the whole system multiplied by 

.
4.2.2 General case
We consider here the case where the system is not fully loaded and the cost involves arbitrary coeffi-
cients   and   . We are interested to find the optimal ratio 	
 


defined by :
	
 


ﬁ
& ﬁ'

	
 
 ﬃ 

Theorem 31 (Periodicity). For any real numbers    ,    with  	  
      and  	  
      , the
optimal ratio is a cusp of       . Since cusps are rational numbers, the optimal policy associated
with 	  


will always be periodic.
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Proof. Let us define   
J
, E
	
ﬀ as the sequence of all the cusps of       . Since    ﬃ  is the sum of
two piece-wise linear functions, it is a piece-wise linear function whose set of cusps is the union of
the set of cusps of the two functions. We order them in the increasing order such that 
 
N
is the rational
with the smallest denominator in   and such that 
 
2

with  	 
 is a cusp of  
 0 	   

 

2   and

 

with  	
 is a cusp of 	       .
The function       is linear for 	 	  
 
J
$

 
J
9


. This is due to the linearity in 	 of the functions
	   
   and  
 0 	      

2  
.
Therefore the set of possible
&#ﬁ'
is the set of all the cusps 
 
J
union  
ﬁ'&)(
+*

*



  


2
 ,
ﬁ'&)(
+*

*



  


2


. Lemma 33 excludes the points
ﬁ'&)(
+*

*



  


2
 and
ﬁ &)(
+*

*



  


2

when these terms are not rational. Hence the optimal ratio is a rational number and by this way
an optimal policy is periodic.
Remark 32 (Double cusp). The rational number with smallest denominator in   , namely   
N
, is a
cusp for both 	 ﬂ 	        and 	 ﬂ  
 0 	      

2  
. This is the only common cusp thus we call
it the double cusp. Moreover in   all the cusps of 	 ﬂ 	       are larger than the double cusp and
all the cusps of  
 0 	     

2
  are smaller than the double cusp.
This comes from the fact that the convergents of order  :        is the rational number with
the smallest denominator in    0 
     
$
 
2


. ( This result can be proved using combinatorial
properties of Sturmian word ([9]) or the characterization (presented for example in [13]) that for all
 

 and for all  the intervals     
 
$


   and     
$
 
2


 are Farey’s intervals).
4.3 Algorithm and computational issues
On Figure 4 we present an algorithm to compute the optimal ratio 	
 


.
Find double cusp 
 
N
current-cusp :=   
N
Compute the next-cusp-right of   
N
while     current-cusp

 
 
 
next-cusp-right
 do
current-cusp:= next-cusp-right
Compute the next-cusp-right of current-cusp
endwhile
Compute the next-cusp-left of   
N
while     current-cusp

 
 
 
next-cusp-left
 do
current-cusp:= next-cusp-left
compute the next-cusp-left of current-cusp
endwhile
return current-cusp
Figure 4: Algorithm computing 	  


4.3.1 Correctness
Some preliminary results are required to get the correctness of the algorithm.
Lemma 33. For all  	  
     the functions ﬂ  



,

N






and  ﬂ 



,

N

ﬁ




-i) are increasing,
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-ii) are convex,
-iii) have a growth rate which tends to infinity with  .
The proof is detailed in Appendix 10.
Theorem 34 (Convergence of the algorithm). The algorithm converges and finds 	  


in a finite
number of steps.
Proof. Correctness. Since by Lemma 33 the function  ﬂ    
,

N

ﬁ



is convex, then the function
E
ﬂ
 
 



 is also convex. The ratio 	  


being in   
 
J
 this yields the correctness of the algorithm.
Finiteness. We introduce  	 ﬀ . According to Lemma 33 the growth rate of the function  ﬂ
  
 


"

, tends to infinity when  ﬂ 4  . Similarly the growth rate of  ﬂ       "  , tends to
infinity when "ﬂ 0  . Therefore the integer numbers 
9
N
and 
2
N
such that

  
9
N
$
 
 


" $

:0
 
 


"

 
ﬃ
$
and such that

 ";
2
N
$
 
 


"
 
 0
 
 


"

 
ﬃ
$
are finite.
5 Numerical experiments
This section is dedicated to the presentation of several runs of the algorithm in order to shown how the
optimal policy (or equivalently the ratio of the optimal policy) behaves with respect to the parameters
of the system, namely, the service times as well as the inter-arrival time.
The algorithm presented above has been implemented in Maple in order to keep exact values for
all the rational numbers involved in the computations.
The computations are made for a network of systems composed by  deterministic queues in
tandem as shown on Figure 5.
Arrivals
./D/1 Queue
./D/1 Queue
./D/1 Queue
./D/1 Queue
S
S S
2 2
1
1
1
2
1
S2
Figure 5: Admission control in networks of  queues in tandem
The first service times in the two systems are equal and fixed to    that means   

ﬁ
  

ﬁ
 

while the inter arrivals are fixed to one, but they can be modified by scaling the time units. We assume
that  
N
ﬁ 

N
ﬁﬃ
,



ﬁ 


ﬁ

 and  

ﬁ 


ﬁ 
. We let the inverse of the second service times 
  

and 
  

vary. We restrict our investigations to the domain of stability namely   .
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The figure 6 displays the zones where the values of 	  


remain the same: each cell represents all
the couples  
  

$

  

 with the same optimal ratio.
1/S 2
2
1/S 12
1/S  =1/212
1/S  =1/22
2
Instability region
1/S  =5/62
2
1/S  =5/612
1/S  =1/62
2
1
0
0 1
α
α
α
  =1
α  =0
 =1/2
All
are optimal
opt
opt
opt
Figure 6: Optimal ratios when 
  

and 
  

vary
The larger cell corresponds to the area where the round robin policy ( 	
 


ﬁ


 ) is optimal.
The vertical (resp. horizontal) border of   takes place at the point 
  

ﬁ

  with 
  



 
(resp. 
  

ﬁ

  with 
  



  ). Indeed when 
  

<

  and 
  



  we have
 


 
 


ﬁ
 


 
 

and 
  

 
 


ﬁ
 


ﬁ
 

. Therefore the stability condition  

4






 is
not satisfied since 
 ﬂ

<


0

  . A similar argument explains the horizontal border.
When  


"
 

the waiting time in the second queue of system  is null since we are in a case
where  


"
 


. Thus the part of the figure where 
  



  and 
  



  is a part where 	  


is computed similarly to the optimal ratio of the response time in one queue with a mechanical input.
Furthermore this is the only case where the two waiting times are both null in the second queues.
Let us precise now the parts of Figure 6 where one can find a first waiting time null. From Lemma
23 in order to get a null waiting time in the first queue one only needs to be in the following situation


 


"


  



ﬁ




Therefore the zones where 
 


"


 correspond to
F


   ﬁ ﬃ
.
In addition the part of the graph delimited by 
 1" 
  

"

  and 
 1" 
  

"

  is an
area where none of the waiting times is null.
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Finally when the ceiled convergents of the second service times get out of   this causes a sudden
change of the optimal ratio. The horizontal or vertical straight lines which appear in the figure can be
explained by this phenomena.
6 Conclusion
In this paper, the framework used in [9] has been extended and it has been shown that the combinatorial
properties of the mechanical word are kept after the passage through a deterministic queue. The
multimodularity results of [1, 2, 3] have been extended which allows to compute the optimal routing
for several general cost function. The results presented here could be adapted for other protocols
which require a constant bandwidth : applications using the CBR mode of ATM networks or RSVP
for example. In a more theoretical way more general arrival process (with stochastic inter arrival) and
more general services are currently investigated by the authors.
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7 Appendix : Proof of Lemma 14
i) Let  ﬁ ( 

$
  
$


9

0


9

) be the partial ceiled expansion at order  4 
 of  . Let us compute
now the ceiled expansion at order  of 	 , we get 	 ﬁ
(


$
  
$


2

$


0
	
 )
since 	     . The
condition 	     also gives 	  !ﬁ ﬃ , whereas the condition 	 "   4 
  gives   	  
2
 



9

.
ii) Using Theorem 11,   can be factorized by = %4 
   	  and B %4 
   	  . Since 
  	  
2
 



9

then it exists   
 such that =  4 
   	  ﬁ =    	  
B
  
	
 
 #"%$

9

2
 and
B
 4


 
	
 ﬁ
=
  
	
 
B
  
	
 
 -" $

9

2
 . Since the coefficients of expansion of 	 and those of  are equal until
order  then

E
"  we have =
J

	
 ﬁ
=
J


 and
B
J

	
 ﬁ
B
J



. This implies =  4 
   	  ﬁ
B
 4


 

 
B
  

 

2
 and
B
 4


 
	
 ﬁ
B
 4


 

 
B
  

 

.
iii) The total number of ones (or the total number of letters) in   can be written using the terms

  

 and   4 
     (or ﬂ      and ﬂ 74 
     respectively). Indeed noting that =    	  is a
factor of
B
74


 

 and not a factor of
B
  


, then when =    	  appears in   it corresponds
to an appearance of
B
 4


 

 in   . Let



A



and



>



denote the number of factor =  
and the number of factor
B
  in   respectively corresponding to the factorization in
B
74


 


and
B
  


. By Lemma 11 of [9], one can show that 	  ﬁ    A






 

A



4



>



 when
 is a finite word.
Hence when   is a finite word, then








ﬁ
	


 4


 4  


0
	

 0
	




9

0


 

 
	

ﬂ
 4


 4  


0
	

 0
	




9

0


 
ﬂ
 
 (20)
Now, assume that   is infinite.
Let    be an increasing sequence of prefixes of   such that    finishes either by a factor
B
 4


 

 or a factor
B
  


. The Lemma 11 of [9] for infinite words becomes
	

ﬁ
ﬀﬀﬁ

ﬃ 

  

A




  

A



4

  

>



 (21)
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Therefore with Definition 9 we get
	
ﬁ
ﬀﬂﬁ

ﬃ 

  



  

ﬁ
ﬀﬀﬁ

ﬃ 

 4




  

A



4 

  

>



0 


9

0




  

A





 
ﬂ
 4




  

A



4 

  

>



0 


9

0




  

A




ﬂ
 

Multiplying both the numerator and the denominator by 
 

  

A



4

  

>




, since
ﬀﬂﬁ

ﬃ 
 


  

" 
 


  

" 
9
 


  

" 
exists and is finite then with Equation (21) it follows (20) again :
	
ﬁ
	


 4


 4  


0
	

 0
	




9

0


 

 
	

ﬂ
 4


 4  


0
	

 0
	




9

0


 
ﬂ
 

By simplifying (20) and owing to Equation (8) this leads to
	
ﬁ
0
	


70


 4

 
0
	

ﬂ
70


 4
ﬂ
 

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We begin to notice that

 

 the term        0 ﬂ    ﬁ   
$
  is non positive. This immediately
follows from Definition 15.
On the other hand

 

 the term    14 
  0         0 ﬂ  14 
  0 ﬂ     ﬁ   
$


 is
positive. Since when 	 	     
$


 4


 
, we have, by Definition 15,     ﬁ
(






$
  
$


 
)
<
 

2

<
(






$
  
$


 
$


 4


#0


)
ﬁ 


 4


#0


  


ﬂ

 4


#0
ﬂ

  
. This yields

ﬂ

 4


 0
ﬂ

  




 4


60


  #<
 
 which implies



 4


 0


  
 

0 
ﬂ

 4


 0
ﬂ

   (22)
 



 4


60


  

ﬂ

 4


 0
ﬂ

  



 4


 0


  
0 
ﬂ

 4


60
ﬂ

   ﬁ ﬃ
 (23)
We assume in this proof that     ﬃ this means that the input process in queue  is given by iii,
iv and v of Lemma 16. Although the input in queue  is not Sturmian, it will be shown that ,  - 
the workload in the queue can be computed as a function of the factorization of  using the  =
$
B

factorization sequence obtained by the ceiled expansion of    . On the other hand by Lemma 16
the input sequence is given by the 
B
  
 
2


2


$
B
 4


 
 
2


2

  factorization. More precisely in the
input sequence of the  th queue the inter arrivals are equal except for the last factor
B
#4


 
 

2


2


.
Therefore the only epochs where the queue  could be empty are at the end of
B
%4


 
 
2


2


. Hence
we have to know the decomposition of the B   4 
  and =   4 
  factors as functions of the factors
B
 4


  
 

2


2

 and
B
   
 

2


2


.
Let 	 such that     " 	 "    4 
  with  4 
 "   . By definition of   the coefficients of the
ceiled expansion of    2

and those of the ceiled expansion    are equal until  4 
 . Thus the factors
B
  
 

2

 and
B

  are identical as well as the factors =       2

 and =    .
Corollary 18 implies that in the output process the number of exits during B       2

 is        2


ﬁ


  and the time elapsed is ﬂ       2

 ﬁ
ﬂ

 
, similarly the number of exits during =       2


is        2

 0

 0


 
 

2

 ﬁ


  0


 0


 and the time elapsed is ﬂ       2

 0
ﬂ
 0


 
 

2

ﬂﬁ
ﬂ

 :0
ﬂ

70



.
Thus the equality of the inter arrival and the fact that        2

imply that ,  -  the workload
in queue  can only be null at the end of either B    or B   4 
  . Lindley’s Formula implies the
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linearity of the workload which can be computed easily and we get that the workload after an =   
factor equals   
$


 and the maximal decrease equals   
$
 
.
From now on to facilitate the reading, the variables associated with    2

are denoted as if the
service    2

were in queue  0 
 .
Let 	 be such that       " 	 "      4 
  We study the factors =     4 
  and
B

 

4



,
these factors are composed as follows =     4 
  ﬁ
B

2

 

4




B

2

 




,


,
9

2

,
 


,
9

2
 and
B

 

4


ﬂﬁ
B

2

 

4




B

2

 




,


,
9

2

,
 


,
9

.
We have now to show that the workload at the end of sequences of the form
B

2

 

4



B

2

 


J
,
with 
 " E "      4 
  0   2

 

4



, is positive.
These workloads are equal to       2

 

4


4
E

2

 

 H0 
ﬂ

2

 

4


!4
E+ﬂ

2

 

  until E " E
N
where E
N
is the smallest integer such that       2

 

4


34
E
N


2

 

  0 
ﬂ

2

 

4


@4
E
N
ﬂ

2

 

 #"ﬃ
.
While E " E
N
, the term       2

 

4


 4
E

2

 

  0 
ﬂ

2

 

4


O4
E+ﬂ

2

 

  can be rewritten as
 




 

4


0 

 

4


 0 

2

 

4


0
E



 

 0 
ﬂ

 

4


0 

 

4


0 

2

 

4


0
E

ﬂ

 

 

Since
 

.


 

4


0



 

4


0 

2

 

4


0





 


8
0
.
ﬂ

 

4


0



 

4


0 

2

 

4


0



ﬂ

 


8
  

 

.


 

4


0 

 

4


0 

2

 

4


0
E



 


8
0
.
ﬂ

 

4


0



 

4


:0

2

 

4


0
E

ﬂ

 


8
  

 




 

4


60


 

 :0 
ﬂ

 

4


 0
ﬂ

 

 
 
ﬃ 
 



 

4


 0
ﬂ

 

4




Hence E
N
ﬁ 

 

4


#0 

2

 

4


 and
B

 

4


 is indeed the shortest sequence for which the
workload is null at the end of the sequence. Therefore the result is proved for =     4 
  and
B

 

4



.
When ﬁ   4  , Theorem 11 yields the result. Indeed applying the (x-y) factor composition at
order   4	 gives
=

 

4   ﬁ
=

 

4



B

 

4





,
9
 
2
 and
B

 

4  ﬂﬁ
=

 

4



B

 

4





,
9
 
2


Since the result holds up to   4 
 and since the composition of the factors =     4   and
B

 

4  
amounts to adding a load before the factors =     4 
  and
B

 

4



, then in order to show the
result it suffices to check the non negativity of the workload after =     4   with a null initial load
and the non positivity of the workload
B

 

4  with a null initial load. They respectively equal
 




 

4   0


 

4




0
ﬂ

 

4   0
ﬂ

 

4


  and

 



 

4   0
ﬂ

 

4  

9
ﬁ ﬃ
. Therefore
the result still holds for the step   4 
 .
Using the same inductive argument for order larger than   4  concludes the proof.
9 Appendix: Proof of theorem 22
Without loss of generality it is assumed in the following proof that    2

ﬁ
 

2

in order to facilitate
the reading. Let us recall that ,  is the workload in the  -th queue at epoch - . All the following
formulas come from the linearity of the workload until the queue becomes empty.
Case  "   : the number of customers admitted is     . The first customer does not wait and the
E


customer waits during  E 0 
      0    2

 before being treated. The sum of all the waiting times
follows (13).
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Case  ﬁ   4 
 : from Lemma 14 we get
 

 

,



$
ﬃ ﬁ
 


B

2

 
$
ﬃL4
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
B
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
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 
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

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 0



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
,
 



9

,
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

 +4
  
4
 


B

2

70



$
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
,
 



9

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


2

,
 



2


,
 


2



$
ﬁ
 


B

2

 
$
ﬃ 4


2

70



,

,
 




4
 


B

2

70



$
ﬃ:4
  
  
4


2

70



,

,
 



9


,



2

,
 



2


,
 


2


4
 


B

2

70



$
ﬃ
$
ﬁ
 

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B

2

 
$
ﬃ 4

 :0
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2

  
 


B

2

70



$
ﬃ
4 

  0
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2

  


2

70






2

 
 

2

0
ﬂ

2

 

4


2

70






2

 0



 

2

0
ﬂ

 0






 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
2

  


 0 

2

 


After some simplifications we get
 

 

,



$
ﬃ ﬁ
 

0
 

2






  0


  54

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
2

  


2

70


 
 
 




2

 54





2

 0


  

 :0 

2

  0




0

ﬂ

2

  4



ﬂ

2

 0


 

  0

2

 60





Introducing       ,


2

$
ﬃ and       ,


2
 
$
ﬃ gives (14).
Case      4 
 .
 

 

,



$
ﬃ ﬁ
 


=

70
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ﬃ 4
 


B

70



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
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
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2

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

2
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
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
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70
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9
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2
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
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$
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
0


 0  
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
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
Reordering yields (15).
From Lemma 14 and using Lemma 16 of [9] the waiting time could be computed in function of
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A more detailed proof is given in [9].
We use Equation (9) to replace 	  by its value.
10 Appendix: Proof of Lemma 33
In order to simplify the reading of this proof since most of the variables used correspond to the  -th
queue the index  of the queue is skipped when no confusion is possible. Further it is assumed that
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It suffices to show the result for one of the two functions the rest follows immediately. The growth
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with the use of (8) and (23). Henceforth the growth rate in  ﬁ   4 
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Therefore i) and ii) are proved.
Concerning iii), We are only interested by the numbers which are greater than   4  therefore
we use Formula (15) and Formula (11). We focus on the minorization of ﬂ  0 
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Therefore it suffices to show that the terms of the series are minorized by a positive number. We
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Two cases may occurs either     ﬁ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This leads to iii).
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