A Boolean function is called correlation immune if every input is independent of the output, when the inputs are chosen from a uniform distribution. Such functions are of interest in machine learning and stream cipher design. We show how an asymptotic formula of Denisov, which approximately counts the n-variable correlation immune functions, can be improved so as to be accurate even for fairly small n. Such information is useful to designers of machine learning algorithms, as it indicates how often a greedy algorithm for learning decision trees will fail.
1 Introduction.
reveals that exclusive-or is correlation immune, whereas the ordinary or operation is not.
The term "correlation immunity" can be justified as follows. Since an input x i and the output y each take at most two values, their independence is equivalent to the vanishing of their correlation coefficient. Also, this vanishing is unaffected by linear transformations, so there is no harm in assuming that the outputs of f are ±1. In the remainder of this paper, we will, therefore, assume that f : {0, 1} n → {±1}. In this paper we focus on the following counting problem. Let B n be the number of Boolean functions of n variables that are correlation immune. How large is B n ? Using analytic methods, Denisov [4] found an asymptotic formula for B n , but said nothing about how well it approximates the true value. We will refine his formula so that it becomes accurate for small values of n, and provide rigorous bounds on the error in our approximations.
Correlation immune functions are of interest in machine learning [9] , for the following reason. A simple "greedy" method for inferring a decision tree representation of a Boolean function from a sample of input-output pairs works by choosing the root of the tree to maximize some numerical score (information gain), and then proceeding recursively. If the function is correlation immune, the expectation of this numerical score is zero, and the method cannot distinguish between relevant and irrelevant variables. Having good answers to the counting problem, then, allows the designer of a machine learning procedure to know how many functions require more sophisticated methods.
Correlation immune functions are also useful in stream cipher cryptography [11, 12] , as functions for combining two or more pseudo-random streams into a more complex keystream. They have also been tied coding theory [2] . For this reason, a number of authors have emphasized techniques for constructing them. For a survey of their properties from this point of view, and some results on combinatorial approaches to the counting problem, see [10] .
We will also discuss a related question that is of interest in cryptography. What is the probability that a function is both correlation immune and balanced, in the sense that a random input produces a random bit as output? Such functions have been called 1-resilient [3] .
Previous Work
Let us first review Denisov's results. Recall that the Fourier coefficients of a function f : {0, 1} n → {±1} are, for z ∈ {0, 1} n ,
From this formula it follows thatf (z) is always an integer. Then, since exactly n of the z's have Hamming weight 1,
is an element of Z n . Xiao and Massey [13] observed that f is correlation immune precisely when Z = 0.
Suppose that f is uniformly distributed over the 2 2 n possible functions. Then Z is a random variable, whose characteristic function E[e i(t,Z) ] is
In this formula,
where σ ∈ {±1} n is a sign pattern, and we take the product over the 2 n possible such patterns. Applying Fourier inversion to the characteristic function of Z, one obtains
The function F Z has a local maximum at t = 0, and by using a Laplace approximation around this point, Denisov found the limiting formula
for the number of n-variable correlation immune functions. In particular, he showed that B n /D n → 1 as n → ∞. The idea behind the Laplace approximation is the following. If we expand each cosine in a Taylor series, terms of odd degree in the t i 's will cancel, and we are left with
This is also the Taylor expansion of the Gaussian
so the integral around 0 should be to be close to the integral of G over all of R n . If we include the idea that F Z has multiple peaks, coming from the periodicity of the cosine, we get (1). (Actually, Denisov worked with a cosine product of n + 1 variables; we have simplified his argument a bit.) Denisov's formula has an interesting probabilistic interpretation. For a random Boolean function, each Fourier coefficient is the result of a 2 n -step random walk. The probability that such a walk returns to its origin is
by Stirling's formula. If all the walks were independent, we would have a smaller result than (1). Thus, the vanishing of one Fourier coefficient "encourages" the others to vanish as well.
The main idea behind our improvement of Denisov's result is to use more terms in the Taylor expansion of F Z . Of course, such enhancements will be meaningful only if the integrand falls off sharply enough away from its peaks, and most of our effort will go into verifying this.
Notation.
We now give some notation and definitions we will need later.
Unless noted otherwise, ||t|| means the 2-norm of the vector t ∈ R n . Quantities estimated by big-O notation are allowed to be negative.
Let
This is a period lattice for F Z , in the sense that
As a fundamental domain for L, we take the box
}. Note that t ∈ C iff t σ is. Also, the boundary of C is formed from the 2 n hyperplanes t σ = π 2 . If v, w are distinct elements of L, we have ||v − w|| 1 ≥ π. From this it follows that the sets v + C, for v ∈ L, have no interior points in common.
If we identify points whose coordinates agree mod 2π, the box [−π, π] n becomes a union of 4 n /2 copies of F . Since F Z is periodic, we then have
(Note that 2
4 Improved Analytic Bounds, With Error Estimates.
Bounds for Cosine Products.
For any t, we have 0 ≤ F Z (t) ≤ 1. The upper bound follows from the definition; to prove the lower bound, split the product in two, according to the sign of t 1 . Since cosine is even, these parts have the same value.
Proof. By the definition of F ,
Let i be the least index such that |t i | > π/(2n); we know this exists because t / ∈ C. We claim there is an index j with the following property: for any σ, if we flip the sign of t j and get t τ , then at least one of t σ mod π, t τ mod π, will be ≥ π/(2n + 1) in absolute value. (We use symmetric residues.) The lemma follows easily from this claim.
We now prove the claim. If i ≤ n − 1, we may take j = i; in this case the claim follows from the inequalities π/(2n
Suppose, then, that i = n. Without loss of generality, t n > 0. If t n < π/2 − π/(4n + 2), we can take j = n. Otherwise, suppose that for some ρ, we have |t ρ mod π| ≤ π/(2n + 1). (If not, we are done.) Since t n is at least π/2 − π/(4n + 2), this cancellation is only possible if
.
Then, choose any j such that
Then, π/(2n + 1) ≤ |t j | ≤ π/4, as needed.
Proof. Since cos(x) ≤ 1 − 4x 2 /π 2 for |x| ≤ π/2, we have
The result then follows, since (1 − y/m) m ≤ e −y when y > 0.
Our next result deals with the behavior of F Z on C.
Proof. On the boundary of C, F Z vanishes, so we need only consider interior points. For |z| < π/2 we have the convergent Taylor series 
where
. Exponentiating both sides gives the result.
A Tail
Bound for the Gaussian.
This is the incomplete Gamma function; see Abramowitz and Stegun [1] .
Proof. By using spherical coordinates and integrating out the angles (as explained by Fleming [5] , p. 181), we find
is the surface area of the unit-radius sphere in R n . Let s 2 = 2 −n . Substitute u = r 2 /(2s 2 ) in (7), to get
The constant is
and a 2 /(2s 2 ) = 2 n−1 a 2 .
Corollary 4.2 Let a = n2 −n/2 . Then for n ≥ 2,
Proof. The incomplete Gamma function has the asymptotic series Let f 1 , . . . f r be non-negative functions, in L 1 (µ) for some positive measure µ. Then
This is a known result. See Polya and Szego [8] 
Estimates for the Exponential Function.
Recall the Taylor series
Then, if m ≥ 2 is even, we have
For a proof of this, see the discussion of "enveloping series" in [4] , pp. 32. ff.
Bounds for Moments.
Recall that we defined T 2k = σ (t σ ) 2k , for k ≥ 2. Our goal is now to estimate moments of these functions, against the Gaussian density
on R n , where s 2 = 2 −n .
Lemma 4.4 Let
as n → ∞.
where k i ≥ 2, with repetitions allowed. Replacing the T 's by their definitions, we get
where the sum is over all the 2 nr possible r-tuples of sign combinations. By (10),
The Gaussian measure is spherically symmetric, so we can replace the i-th integral in (13) by
Choose an orthogonal change of coordinates such that
(Values of u 2 , . . . , u n are not important here.) Then, since t i = √ nu 1 , we
Substituting this bound into (13), we see that
, with an implied constant depending on the k i 's.
Any moment can be computed exactly, should this be desired. We illustrate with three examples that we will use later.
Any T 2k can be handled by the same orthogonal transformation we used to prove Lemma 4.4. For example, we have
and
Moments involving cross products or powers are more involved. Consider, for example (T 4 )
2 . This is an even symmetric homogeneous polynomial of degree 8, so it must have the form To find the coefficients, we can make some judiciously chosen substitutions. First set t 1 = 1, and all other t i = 0, and conclude that A = 4 n . To find B and C similarly set t 1 = t 2 = 1, and t 1 = 2, t 2 = 1 to get two linear equations, and then solve these to get B = 12 · 4 n and C = 38 · 4 n . Finally, from t 1 = t 2 = t 3 = 1, get D = 84 · 4 n and from t 1 = t 2 = t 3 = t 4 = 1, get E = 216 · 4 n . Since our multivariate Gaussian density factors, computing the integral for T 2 4 reduces to computing moments of a univariate normal distribution, which are known [6, p. 227] . Proceeding in this way, we get
Thus, our moment equals what we would have got had we integrated

Ant
Applied to a polynomial of degree m, this procedure finds P (m/2) coefficients, where P (n) denotes the number of partitions of n. It is thus more efficient than a brute force expansion of a product of T 2k 's.
4.6 Asymptotics for B n . Theorem 4.1 As n → ∞, we have
Proof.
For sufficiently small |z|,
12 .
(In fact, |z| ≤ z 0 := 1.3228... is small enough.) This implies
Applying (11) with m = 2 to the factors involving T 4 and T 6 , we get
The upper bound holds for any t ∈ C, and the lower bound additionally ||t|| ≤ z 0 .
Recall that B n is expressed using the integral (2) over F . If we write
and consider each piece separately, we get
(Note that n2 −n/2 < z 0 for all n ≥ 1.) Similarly, using F = (F ∩ C) + (F \C), we obtain
Using (14), Lemma 4.4, and Corollary 4.2, we get
Similarly, but now using Corollary 4.1, we have
Asymptotically, the rightmost error terms can be absorbed into the big-O terms, so we can multiply by 2 2 n · 4 n /2 to get the theorem.
Using more terms in our Taylor expansions, we can get more accurate formulas. This involves significantly more computation, but no new ideas. Accordingly, we just state the result. Theorem 4.2 There are polynomials P 1 , P 2 , . . . such that
The first three P i are
P 2 = n(3n 3 − 8n 2 + 24n − 16) 96 ;
It can be shown that P k has degree 2k.
Taking ν = 1, 2, 3 in the theorem, we get approximations which we denote by E n , F n , and G n . The following data show that they are accurate even for small n. We obtained values of B n from the data of Palmer, Read, and Robinson [7] , who enumerated correlation immune functions by Hamming weight. We note that B n ≤ D n for all n ≤ 6. One suspects that this bound actually holds for all n.
Explicit Bounds.
The estimates of the last section can be converted into explicit bounds. Using (14)-(16) and Lemma 4.3, we have the lower bound
Similarly, but with Lemma 4.1, we get an upper bound. This bound, however, is only sharp for n ≥ 15. This is because it uses a worst-case estimate for the cosine product. If we use estimates that vary with t, and average over possible t, we can do better.
For convenience in calculation, we consider only the set F ∩ {t i ≥ 0}, and assign it the mass 1, using a product measure. Following the ideas in Lemma 4.1, there are four cases to consider.
First, suppose there is some i, i = 1, . . . , n such that t i = α, with π/(2n) < t i < π/4. Then, since flipping the sign of t i will bounce any t σ mod π out of the interval (−α, α), we have F Z ≤ cos(α) 2 n−1 . The mass associated with the interval (α, α + dα) is (at most)
(We divide by 2 because t n only goes up to π/4, and by n! because we only care about t ∈ C.) Integrating over possible α, we see that the total contribution for this case is at most
Second, suppose t i < π/(2n) for i = 1, . . . , n − 1, and t n = π/2 − β, with π/(2n) < β < π/4. By similar reasoning, t σ mod π is outside (−β, β) for at least half of the σ's, so this case contributes at most
(cos β) 2 n−1 dβ.
Third, suppose t 1 , . . . , t n−1 are as in the previous case, but now t n = γ, with π/2 − π/(2n) < γ < π/2, and for all σ, we have t σ mod π ∈ (−π/(2n + 1), π/(2n + 1)). The contribution from this case is bounded by
Fourth, let the t i be as in the previous case, but assume there is some σ with t σ mod π ∈ (−π/(2n + 1), π/(2n + 1)). As noted in the proof of Lemma 4.1, there must be some j ≤ n−1 with t j ≥ π/(2n+1). Since max{t 1 , . . . , t n } is at most π/(2n) but at least π/(2n + 1), the mass associated with this case is bounded by
Hence this case contributes at most
With this case analysis, we get the upper bound
The integrals in E 1 and E 2 are amenable to numerical integration.
The table below displays these bounds. Since B n is not known for n ≥ 7, we presume that G n is accurate enough to use as a reference value. We have not continued beyond n = 16 because all columns agree with G n to the precision given. Our methods extend to count correlation immune Boolean functions that are also balanced, in the sense that there are an equal number of inputs giving 0 and 1 outputs. Such functions have been called 1-resilient [3] . In this section we indicate how our results extend to this case, without giving any of the proofs.
First, the probability that a Boolean function of n variables is 1-resilient is 1
where F ′ Z (t) = all signs cos(t 0 ± t 1 ± · · · ± t n ).
Note that there are now n + 1 variables but 2 n sign combinations. The analog of Denisov's formula is 
2
−n(n+1)/2 · 2 2 n .
Asymptotic corrections can also be made to this formula, and we can re-use a lot of our work if we note that 
