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Abstract Quantum Bernoulli noises (QBN, for short) are the family of annihilation
and creation operators acting on Bernoulli functionals, which satisfy a canonical anti-
commutation relation (CAR) in equal-time. In this paper, by using QBN, we first in-
troduce a class of self-adjoint operators acting on Bernoulli functionals, which we call
the weighted number operators. We then make clear spectral decompositions of these
operators, and establish their commutation relations with the annihilation as well as the
creation operators. We also obtain a necessary and sufficient condition for a weighted
number operator to be bounded. Finally, as application of the above results, we construct
a class of quantum Markov semigroups associated with the weighted number operators,
which belong to the category of quantum exclusion semigroups. Some basic properties
are shown of these quantum Markov semigroups, and examples are also given.
Keywords QuantumMarkov semigroup; quantum exclusion process; Quantum Bernoulli
noises; Weighted number operator.
PACS numbers: 02.50.Fz, 05.40.-a, 03.65.Db
1 Introduction
Quantum Markov semigroups (QMS, for short) are quantum analogues of the classical
Markov semigroups in the theory of probability, which provide a mathematical model for
describing the irreversible and loss-memory evolution of a quantum system interacting
with the environment, i.e., open quantum system (see, e.g. [2, 3, 13, 15]). In the past
four decades, general QMS have been studied extensively and many deep results have
been obtained (see, e.g. [1, 4, 5, 7, 9, 11] and references therein). One typical result in
this aspect is the theorem established by Gorini, Kossakowski, Sudershan and Lindblad,
which gives a characterization of the generater of a uniformly continuous QMS (see [15]
for details).
As a special type of QMS, quantum exclusion semigroups can be viewed as quantum
analogs of the classical exclusion semigroups (exclusion processes) in the theory of prob-
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ability [12]. Attention has been paid to quantum exclusion semigroups in recent years.
Pantaleo´n-Mart´ınez and Quezada [14] constructed a quantum exclusion semigroup, which
they called the asymmetric exclusion quantum Markov semigroup, on the infinite tensor
product space
⊗
l∈Zd C
2. In 2005, Rebolledo [18] considered a class of quantum exclusion
semigroups on the fermionic Fock space and investigated their decoherence property.
Quantum Bernoulli noises are the family {∂k, ∂
∗
k | k ≥ 0} of annihilation and creation
operators acting on Bernoulli functionals, which satisfy a canonical anti-commutation
relation (CAR) in equal-time and play an active role in building a discrete-time quantum
stochastic calculus in infinite dimensions [20, 6]. In 2016, by using quantum Bernoulli
noises, Wang and Chen [21] constructed a QMS with a formal generator of the following
form
L(X) = i[H,X] −
1
2
∞∑
k=0
(
X∂∗k∂k − 2∂
∗
kX∂k + ∂
∗
k∂kX
)
, (1.1)
where H is a self-adjoint operator acting on Bernoulli functionals and {∂k, ∂
∗
k | k ≥ 0}
are quantum Bernoulli noises. In the present paper, we aim to investigate quantum
exclusion semigroups in terms of quantum Bernoulli noises. More precisely, we would
like to construct a QMS with a formal generator of the following form
L(X) = i[H,X]
−
1
2
∞∑
j,k=0
w(j, k)
[
X
(
∂∗j ∂k
)∗
∂∗j ∂k − 2
(
∂∗j ∂k
)∗
X∂∗j ∂k +
(
∂∗j ∂k
)∗
∂∗j ∂kX
]
,
(1.2)
where H is a self-adjoint operator acting on Bernoulli functionals, w is some nonnegative
function and {∂k, ∂
∗
k | k ≥ 0} are quantum Bernoulli noises. From a physical point of
view, a QMS with a formal generator of form (1.2) belongs to the category of quantum
exclusion semigroups, and might serve as a model describing an open quantum system
consisting of an arbitrary number of identical Fermi particles, where H represents the
Hamiltonian of the system and ∂∗j ∂k represents the jump of particles from site k to site
j with the jump rate
√
w(j, k).
To construct a QMS with a formal generator of form (1.2), one needs to deal with
the operator series
∞∑
j,k=0
w(j, k)
(
∂∗j ∂k
)∗
∂∗j ∂k =
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k, (1.3)
which acts on Bernoulli functionals. So, our another goal in this paper is to make
clear the structure of the sum of operator series (1.3), which itself is interesting from a
mathematical point of view.
Our main work in this paper consists of two parts. In the first part, we define in a
natural way the sum Sw of operator series (1.3), which we call the 2D-weighted number
operator associated with w. We obtain the spectral decomposition of Sw and find out a
necessary and sufficient condition for Sw to be bounded. We establish the commutation
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relations of Sw with ∂k as well as ∂
∗
k, which differ from the well-known CCR and CAR.
We mention that we also introduce in this part a notion of the 1D-weighted number
operators and show structure properties of these operators. In the second part, we show
the possibility to construct a QMS with a formal generator of form (1.2). This is done
by combining the general results on QMS with our results on the 2D-weighted number
operators Sw, which are obtained in the first part. An easily verifiable sufficient condition
is found out for the existence of a QMS with a formal generator of form (1.2). And finally,
an example is offered to show the effectiveness of this condition and some other results
are also obtained.
The paper is organized as follows. In Section 2 and Section 3, we briefly recall
some necessary notions and known results about a general QMS, and collect necessary
fundamentals about quantum Bernoulli noises. Our main work then lies in Section 4 and
Section 5, where Section 4 is divided into two subsections for clarity.
General notation and conventions. Throughout, R always denotes the set of all
real numbers and N the set of all nonnegative integers. We denote by Γ the finite power
set of N, namely
Γ = {σ | σ ⊂ N and #(σ) <∞}, (1.4)
where #(σ) means the cardinality of σ as a set. By ℜz and ℑz we mean the real part and
imaginary part of a complex number z, respectively. If 〈·, ·〉 is a complex inner product,
then it is conjugate linear in its first variable and linear in its second one. For an operator
A, we denote by DomA its domain. If A is a densely defined operator in a Hilbert space,
then A∗ means its adjoint operator.
2 General results on quantum Markov semigroup
In this section, we briefly recall some necessary notions and general results about QMS.
We refer to [5, 9] and references therein for more details.
Let H be a complex separable Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖.
As usual, we denote by I the identity operator on H.
Let B(H) be the Banach algebra of all bounded operators on H and ‖ · ‖∞ the norm
in B(H). A linear map M : B(H) → B(H) is said to be completely positive if for all
integer n ≥ 1 and all finite sequence (Xi)
n
i=1, (Yi)
n
i=1 of elements of B(H) it holds that
n∑
i,j=1
Y ∗i M(X
∗
i Xj)Yj ≥ 0, (2.1)
namely the sum is a positive operator on H.
Definition 2.1. A quantum dynamical semigroup (QDS, for short) on B(H) is a one
parameter family T = (Tt)t≥0 of linear maps on B(H) with the following properties:
(i) T0(X) = X, for all X ∈ B(H);
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(ii) Tt+s(X) = Tt(Ts(X)), for all s, t ≥ 0 and all X ∈ B(H);
(iii) Tt(I) ≤ I, for all t ≥ 0;
(iv) Tt : B(H)→ B(H) is completely positive for all t ≥ 0;
(v) for every sequence (Xn)n≥1 of elements of B(H) converging weakly to an element
X of B(H), the sequence (Tt(Xn))n≥1 converges weakly to Tt(X) for all t ≥ 0;
(vi) for all trace class operator ρ on H and all X ∈ B(H), it holds that
lim
t→0+
Tr(ρTt(X)) = Tr(ρX).
We note that, as a consequence of properties (iii) and (iv), one has the inequality
‖Tt(X)‖∞ ≤ ‖X‖∞ (2.2)
for all X ∈ B(H) and all t ≥ 0. Thus, for all t ≥ 0, Tt is a bounded linear (hence
continuous) map on B(H). We also note that, as a consequence of properties (iv) and
(vi), the map t → Tt(X) is continuous with respect to the strong operator topology for
all X ∈ B(H).
Definition 2.2. A QDS T = (Tt)t≥0 on B(H) is said to be conservative if Tt(I) = I,
for every t ≥ 0. A conservative QDS is called a quantum Markov semigroup (QMS, for
short).
In the mathematical literature, a QMS is also known as an identity-preserving quan-
tum dynamical semigroup. The next lemma shows the existence of a QDS with un-
bounded generator.
Lemma 2.1. [5] Let G be the infinitesimal generator of a strongly continuous contraction
semigroup P = (Pt)t≥0 on H, and (Lk)k≥1 a sequence of operators defined in H and with
the property that for all k ≥ 1 the domain of Lk contains the domain of G. Assume that
〈u,Gv〉 + 〈Gu, v〉 +
∞∑
k=1
〈Lku,Lkv〉 = 0, ∀u, v ∈ DomG. (2.3)
Then there exists a minimal QDS T = (Tt)t≥0 on B(H) satisfying the equation
〈u,Tt(X)v〉
= 〈u,Xv〉 +
∫ t
0
[
〈u,Ts(X)Gv〉 + 〈Gu,Ts(X)v〉 +
∞∑
k=1
〈Lku,Ts(X)Lkv〉
]
ds
(2.4)
for all u, v ∈ DomG and all X ∈ B(H).
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Remark 2.1. Here in Lemma 2.1 the name “minimal” means that if S = (St)t≥0 is another
QDS on B(H) satisfying
〈u,St(X)v〉
= 〈u,Xv〉 +
∫ t
0
[
〈u,Ss(X)Gv〉 + 〈Gu,Ss(X)v〉 +
∞∑
k=1
〈Lku,Ss(X)Lkv〉
]
ds
for all u, v ∈ DomG and all X ∈ B(H), then it must satisfy that
Tt(X) ≤ St(X) ≤ ‖X‖∞I (2.5)
for all positive elements X of B(H) and all t ≥ 0.
Definition 2.3. Let G and (Lk)k≥1 be the same as in Lemma 2.1. Then the minimal
QDS T = (Tt)t≥0 on B(H) satisfying (2.4) is called the minimal QDS constructed from
G and (Lk)k≥1.
The next lemma is actually Corollary 4.5 of [5], which provides a simple and easily
verifiable condition for the minimal QDS to be conservative, namely to be a QMS.
Lemma 2.2. [5] Let G and (Lk)k≥1 be the same as in Lemma 2.1. Assume further that
there exists a self-adjoint operator C in H and a core D for C satisfying that:
(a) the domain of C coincides with the domain of G, and for all u ∈ DomC, there
exists a sequence (un)n≥1 ⊂ D such that both (Gun)n≥1 and (Cun)n≥1 converge in
H;
(b) there exists a positive self-adjoint operator Φ in H such that the domain of Φ con-
tains D and
− 2ℜ〈u,Gu〉 = 〈u,Φu〉 ≤ 〈u,Cu〉, ∀u ∈ D; (2.6)
(c) for all k ≥ 1, Lk(D) ⊂ DomC;
(d) there exists a constant b such that, for all u ∈ D, the following inequality holds
2ℜ〈Cu,Gu〉 +
∞∑
k=1
〈Lku,CLku〉 ≤ b〈u,Cu〉. (2.7)
Then the minimal QDS T = (Tt)t≥0 constructed from G and (Lk)k≥1 is conservative,
namely a QMS.
3 Quantum Bernoulli noises
In this section, we briefly describe the main notions and facts about quantum Bernoulli
noises (see, e.g. [20, 21] for details).
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In the following, we denote by Γ the finite power set of N, namely
Γ = {σ | σ ⊂ N and #σ <∞}, (3.1)
where #σ means the cardinality of σ as a set. Throughout, we assume that (Ω,F ,P) is
a probability space and Z = (Zn)n≥0 is an independent sequence of random variables on
(Ω,F ,P), which satisfies that
P{Zn = θn} = pn, P{Zn = −1/θn} = qn, n ≥ 0 (3.2)
with θn =
√
qn/pn, qn = 1 − pn and 0 < pn < 1 and, moreover, F = (Zn;n ≥ 0), the
σ-field generated by Z = (Zn)n≥0.
Remark 3.1. As is seen, Z is actually a discrete-time Bernoulli stochastic process. Ad-
ditionally, because F = (Zn;n ≥ 0), complex random variables on (Ω,F ,P) are usually
called functionals of Z (known as Bernoulli functionals in general).
To be convenient, we set F−1 = {∅,Ω} and Fn = σ(Zk; 0 ≤ k ≤ n), the σ-field
generated by (Zk)0≤k≤n, for n ≥ 0. By convention E will denote the expectation with
respect to P.
Let L2(Z) be the space of square integrable complex-valued random variables on
(Ω,F ,P), namely
L
2(Z) = L2(Ω,F ,P). (3.3)
We denote by 〈·, ·〉 the usual inner product of the space L2(Z), which is defined by
〈ξ, η〉 = E[ξη],
and by ‖·‖ the corresponding norm. It is known [16] that Z has the chaotic representation
property. Thus L2(Z) has {Zσ | σ ∈ Γ} as its orthonormal basis, where Z∅ = 1 and
Zσ =
∏
i∈σ
Zi, σ ∈ Γ, σ 6= ∅, (3.4)
which shows that L2(Z) is an infinite dimensional, separable complex Hilbert space. In
what follows, we call {Zσ | σ ∈ Γ} the canonical ONB of L
2(Z).
Lemma 3.1. [20] For each k ∈ N, there exists a bounded operator ∂k : L
2(Z) → L2(Z)
such that
∂kZσ = 1σ(k)Zσ\k, ∂
∗
kZσ = [1− 1σ(k)]Zσ∪k, σ ∈ Γ, (3.5)
where ∂∗k denotes the adjoint of ∂k, σ \ k = σ \ {k}, σ ∪ k = σ ∪ {k} and 1σ(k) the
indicator of σ as a subset of N.
In the language of physics, the operator ∂k and its adjoint ∂
∗
k are referred to as the
annihilation operator and creation operator at site k, respectively.
Definition 3.1. [20] The family {∂k, ∂
∗
k}k≥0 of annihilation and creation operators is
called quantum Bernoulli noises (QBN, for short).
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The next lemma shows that QBN satisfy the canonical anti-commutation relations
(CAR) in equal-time.
Lemma 3.2. [20] Let k, l ∈ N. Then it holds true that
∂k∂l = ∂l∂k, ∂
∗
k∂
∗
l = ∂
∗
l ∂
∗
k , ∂
∗
k∂l = ∂l∂
∗
k (k 6= l) (3.6)
and
∂k∂k = ∂
∗
k∂
∗
k = 0, ∂k∂
∗
k + ∂
∗
k∂k = I, (3.7)
where I is the identity operator on L2(Z).
From Lemma 3.1 and Lemma 3.2, one can easily get the following useful result.
Lemma 3.3. Let k ∈ N. Then ∂∗k∂k is projection operator on L
2(Z), and moreover
∂∗k∂kZσ = 1σ(k)Zσ , σ ∈ Γ. (3.8)
The number operator N in L2(Z) can be defined in many different ways. The following
definition is taken from [21].
Definition 3.2. The number operator N in L2(Z) is the one given by
Nξ =
∑
σ∈Γ
#(σ)〈Zσ , ξ〉Zσ , ξ ∈ DomN (3.9)
with
DomN =
{
ξ ∈ L2(Z)
∣∣∣ ∑
σ∈Γ
(
#(σ)
)2
|〈Zσ, ξ〉|
2 <∞
}
, (3.10)
where #(σ) means the cardinality of σ as a set.
Clearly, N is densely-defined, positive and self-adjoint, and moreover D ⊂ DomN ,
where D = span {Zσ | σ ∈ Γ} denotes the linear subspace (manifold) spanned by the
canonical ONB of L2(Z).
4 Weighted number operator
In this section, we introduce a class of operators densely defined in the space L2(Z),
which we call the 2D-weighted number operators. Among others, we examine structures
of these operators, and establish their commutation relations with the annihilation as
well as the creation operators.
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4.1 Definition and structure
We first clarify the meaning of convergence of a double vector series in L2(Z).
A double vector series
∑∞
j,k=0 ξjk in L
2(Z) is said to converge naturally if its sequence
of square-array partial sums
sn =
n∑
j,k=0
ξjk =
n∑
j=0
n∑
k=0
ξjk, n ≥ 0
converges in L2(Z) as n→∞. In that case, we write
∑∞
j,k=0 ξjk = limn→∞ sn.
Proposition 4.1. Let w : N × N → R be a nonnegative function. Then, for all σ ∈ Γ
and all n ≥ 1, it holds true that
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ
=
[ n∑
j=0
1σ(j)w(j, j) +
n∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
]
Zσ.
(4.1)
Moreover, if the function w satisfies that supk≥0
∑∞
j=0w(j, k) <∞, then the double vector
series
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ
converges naturally for each σ ∈ Γ.
Proof. Let σ ∈ Γ, n ≥ 1. Then, by CAR in equal time as well as properties of the product
operator ∂∗n∂n, we have
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ
=
n∑
j=0
[
w(j, j)∂∗j ∂jZσ +
n∑
k=0,k 6=j
w(j, k)
(
I − ∂∗j ∂j
)
∂∗k∂kZσ
]
=
n∑
j=0
[
1σ(j)w(j, j)Zσ +
n∑
k=0,k 6=j
(
1− 1σ(j)
)
1σ(k)w(j, k)Zσ
]
=
n∑
j=0
[
1σ(j)w(j, j)Zσ +
n∑
k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)Zσ
]
=
[ n∑
j=0
1σ(j)w(j, j) +
n∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
]
Zσ.
Now let the function w satisfy that supk≥0
∑∞
j=0w(j, k) < ∞. Then, by a calculation,
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we find
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
=
∞∑
j=0
1σ(j)w(j, j) +
∞∑
k=0
1σ(k)
∞∑
j
(
1− 1σ(j)
)
w(j, k)
≤
∞∑
j=0
1σ(j)α +
∞∑
k=0
1σ(k)
∞∑
j=0
w(j, k)
≤
∞∑
j=0
1σ(j)α +
∞∑
k=0
1σ(k)α
= 2α#(σ)
<∞,
where α = supk≥0
∑∞
j=0w(j, k), which together with the fact
lim
n→∞
[ n∑
j=0
1σ(j)w(j, j) +
n∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
]
=
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
implies that
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ =
[ n∑
j=0
1σ(j)w(j, j) +
n∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
]
Zσ
converges as n→∞, namely the double vector series
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ
converges naturally.
Definition 4.1. Let w : N× N→ R be a nonnegative function with the property that
sup
k≥0
∞∑
j=0
w(j, k) <∞. (4.2)
Then the 2D-weighted number operator Sw associated with w is the one in L
2(Z) given
by
Swξ =
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ, ξ ∈ DomSw (4.3)
with
DomSw =
{
ξ ∈ L2(Z)
∣∣∣ ∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ converges naturally
}
. (4.4)
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Recall that the system {Zσ | σ ∈ Γ} is an orthonormal basis of L
2(Z), which is called
the canonical ONB of L2(Z). By Proposition 4.1, we find that {Zσ | σ ∈ Γ} ⊂ DomSw,
which implies that D = span {Zσ | σ ∈ Γ} ⊂ DomSw, hence Sw is densely defined in
L
2(Z).
In what follows, when we say a 2D-weighted number operator we mean the 2D-
weighted number operator associated with a nonnegative function w satisfying condi-
tion (4.2).
The next theorem offers a characterization of the 2D-weighted number operators,
which shows that a 2D-weighted number operator admits a spectral decomposition in
terms of the canonical ONB of L2(Z).
Theorem 4.2. Let w : N× N → R be a nonnegative function satisfying condition (4.2).
Then a vector ξ ∈ L2(Z) belongs to DomSw if and only if it satisfies that∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 <∞, (4.5)
where ϑw is the function on Γ given by
ϑw(σ) =
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k), σ ∈ Γ. (4.6)
In that case, one has
Swξ =
∑
σ∈Γ
ϑw(σ)〈Zσ , ξ〉Zσ. (4.7)
Proof. First let ξ ∈ L2(Z) with
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 <∞. We show that ξ ∈ DomSw
and (4.7) holds. To do so, we set
η =
∑
σ∈Γ
ϑw(σ)〈Zσ , ξ〉Zσ
and
ηn =
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ, n ≥ 0.
Then, for each n ≥ 0, it follows from the boundedness of operators ∂∗k∂j∂
∗
j ∂k as well as
the norm convergence of the expansion ξ =
∑
σ∈Γ〈Zσ, ξ〉Zσ that
ηn =
∑
σ∈Γ
〈Zσ , ξ〉
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kZσ,
which together with Proposition 4.1 gives
ηn =
∑
σ∈Γ
ϑ(n)w (σ)〈Zσ , ξ〉Zσ , (4.8)
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where
ϑ(n)w (σ) =
n∑
j=0
1σ(j)w(j, j) +
n∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k). (4.9)
Thus, by the definition of η, we have
‖η − ηn‖
2 =
∑
σ∈Γ
|ϑw(σ)− ϑ
(n)
w (σ)|
2|〈Zσ, ξ〉|
2, n ≥ 0.
From (4.9), we find that 0 ≤ ϑ
(n)
w (σ) ≤ ϑw(σ) for all σ ∈ Γ and n ≥ 1, which implies that
|ϑw(σ)− ϑ
(n)
w (σ)|
2 ≤
(
ϑw(σ) + ϑ
(n)
w (σ)
)2
≤ 4
(
ϑw(σ)
)2
, σ ∈ Γ, n ≥ 0.
Note that the function σ 7→ 4
(
ϑw(σ)
)2
satisfies that∑
σ∈Γ
4
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 <∞.
On the other hand, we easily see that ϑ
(n)
w (σ)→ ϑw(σ) for all σ ∈ Γ, which implies that
|ϑw(σ)− ϑ
(n)
w (σ)|
2|〈Zσ, ξ〉|
2 → 0 (n→∞)
for all σ ∈ Γ. Thus, by the dominated convergence theorem, we get
lim
n→∞
‖η − ηn‖
2 = lim
n→∞
∑
σ∈Γ
|ϑu,v(σ)− ϑ
(n)
u,v(σ)|
2|〈Zσ , ξ〉|
2 = 0,
which implies that ηn converges to η as n→∞, namely the vector series
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ
converges naturally. Hence ξ ∈ DomSw, and
Swξ =
∞∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ = limn→∞
n∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ = limn→∞
ηn = η,
which, together with η =
∑
σ∈Γ ϑw(σ)〈Zσ , ξ〉Zσ, yields (4.7).
Now, let ξ ∈ DomSw. We show that
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 < ∞. In fact, by the
definition of DomSw, the vector sequence
ηn =
n∑
j=0
n∑
k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ, n ≥ 0,
converges in L2(Z). Thus there exists a finite constant c ≥ 0 such that
‖ηn‖
2 ≤ c, ∀n ≥ 0,
which together with (4.8) yields that∑
σ∈Γ
(
ϑ(n)w (σ)
)2
|〈Zσ , ξ〉|
2 = ‖un‖
2 ≤ c, ∀n ≥ 0. (4.10)
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Note that ϑ
(n)
w (σ) → ϑw(σ) as n → ∞, for all σ ∈ Γ. Thus, by the well-known Fatou
theorem, we get from (4.10) that∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 ≤ c <∞.
This completes the proof.
Remark 4.1. Let w : N × N → R be a nonnegative function satisfying condition (4.2).
Then, by Theorem 4.2, Sw has the following spectral decomposition
Sw =
∑
σ∈Γ
ϑw(σ)|Zσ〉〈Zσ |, (4.11)
where |Zσ〉〈Zσ| is the Dirac operator associated with basis vector Zσ. In particular, Sw
is self-adjoint, positive and satisfies that
SwZσ = ϑw(σ)Zσ , ∀σ ∈ Γ, (4.12)
which means that each basis vector Zσ is an eigenvector of Sw.
The next theorem gives a necessary and sufficient condition for a 2D-weighted number
operator Sw to be bounded.
Theorem 4.3. Let w : N× N → R be a nonnegative function satisfying condition (4.2).
Then Sw is bounded if and only if
sup
σ∈Γ
ϑw(σ) <∞, (4.13)
where ϑw is the function on Γ defined by (4.6). In that case, it holds true that
‖Sw‖ = sup
σ∈Γ
ϑw(σ) (4.14)
and DomSw = L
2(Z).
Proof. Write b = supσ∈Γ ϑw(σ). If b <∞, then by using Theorem 4.2 we find
‖Swξ‖
2 =
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 ≤ b2
∑
σ∈Γ
|〈Zσ , ξ〉|
2 = b2‖ξ‖2, ξ ∈ DomSw,
which implies that Sw is bounded and ‖Sw‖ ≤ b. Conversely, if Sw is bounded, then
‖Sw‖ <∞, which together with Remark 4.1 yields that
ϑw(σ) = ‖ϑw(σ)Zσ‖ = ‖SwZσ‖ ≤ ‖Sw‖‖Zσ‖ = ‖Sw‖
holds for all σ ∈ Γ, which implies that b ≤ ‖Sw‖, hence b <∞. Now suppose that b <∞.
Then, for all ξ ∈ L2(Z), we have∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 ≤ b2
∑
σ∈Γ
|〈Zσ, ξ〉|
2 = b2‖ξ‖2 <∞,
which together with Theorem 4.2 means that ξ ∈ DomSw. Thus DomSw = L
2(Z).
Finally, combining b ≤ ‖Sw‖ with ‖Sw‖ ≤ b gives ‖Sw‖ = b.
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Theorem 4.4. Let w : N× N → R be a nonnegative function satisfying condition (4.2),
and D = span
{
Zσ | σ ∈ Γ
}
be the linear subspace (manifold) spanned by the canonical
ONB. Then D is a core for Sw, namely D ⊂ DomSw and Sw|D = Sw.
Proof. By Proposition 4.1, we find that {Zσ | σ ∈ Γ} ⊂ DomSw, which implies that D ⊂
DomSw. Now let ξ0 ∈ DomSw. Then, by Theroem 4.2,
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ0〉|
2 <∞.
Set
ξn =
∑
σ∈Γn]
〈Zσ, ξ0〉Zσ, n ≥ 1,
where Γn] =
{
σ ∈ Γ | σ = ∅ or max σ ≤ n
}
. Note that the cardinality of Γn] is exactly
2n+1, which means that ξn is just a linear combination of finitely many basis vectors.
Hence {ξn | n ≥ 1} ⊂ D, in particular {ξn | n ≥ 1} ⊂ DomSw. Clearly, ξn → ξ0 as
n→∞. A direct calculation gives
‖Swξ0 − Swξn‖
2 =
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ0〉 − 〈Zσ, ξn〉|
2
=
∑
σ∈Γ\Γn]
(
ϑw(σ)
)2
|〈Zσ, ξ0〉|
2
=
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ0〉|
2 −
∑
σ∈Γn]
(
ϑw(σ)
)2
|〈Zσ, ξ0〉|
2,
which together with
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ0〉|
2 <∞ implies that
Sw|Dξn = Swξn → Swξ0.
Thus, the graph of Sw|D is dense in that of Sw, namely D is a core of Sw.
Definition 4.2. Let u : N → R be a bounded nonnegative function. The 1D-weighted
number operator Nu associated with u is the one in L
2(Z) given by
Nuξ =
∞∑
k=0
u(k)∂∗k∂kξ, ξ ∈ DomNu (4.15)
with
DomNu =
{
ξ ∈ L2(Z)
∣∣∣ ∞∑
k=0
u(k)∂∗k∂kξ converges
}
. (4.16)
In the same way as in the proof of Theorem 4.2, we can prove the following theorem,
which characterizes the 1D-weighted number operators.
Theorem 4.5. Let u : N → R be a bounded nonnegative function. Then a vector ξ ∈
L
2(Z) belongs to DomNu if and only if it satisfies that∑
σ∈Γ
(
#u(σ)
)2
|〈Zσ , ξ〉|
2 <∞, (4.17)
where #u(σ) =
∑∞
k=0 1σ(k)u(k). In that case, one has
Nuξ =
∑
σ∈Γ
#u(σ)〈Zσ , ξ〉Zσ . (4.18)
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This theorem shows that a 1D-weighted number operator is also densely-defined,
self-adjoint and positive.
Remark 4.2. A 1D-weighted number operator can be viewed as a 2D-weighted number
operator. In fact, if Nu is the 1D-weighted number operator associated with a bounded
nonnegative function u : N→ R, then we have
Nu = Sw(u), (4.19)
where w(u) is the function on N× N defined by
w(u)(j, k) =
{
u(j), j = k, (j, k) ∈ N× N;
0, j 6= k, (j, k) ∈ N× N.
(4.20)
Thus, a 1D-weighted number operator admits all properties that all 2D-weighted number
operators admit.
Example 4.1. The number operator N in L2(Z) is exactly the 1D-weighted number
operator Nu associated with u ≡ 1.
The number operator N plays an important role in many problems in mathematical
physics [6, 21]. The next result shows a role it plays in analyzing the 2D-weighted number
operators.
Theorem 4.6. Let w : N× N → R be a nonnegative function satisfying condition (4.2).
Then DomN is a core for Sw. In particular, for all bounded nonnegative function u : N→
R, DomN is a core for Nu.
Proof. By the assumption, we have α = supk≥0
∑∞
j=0w(j, k) < ∞. For all σ ∈ Γ, it
follows from (4.6) that
ϑw(σ) =
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
≤
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
1σ(k)w(j, k)
=
∞∑
j=0
1σ(j)w(j, j) +
∞∑
k=0
1σ(k)
∞∑
j=0
w(j, k)
≤ α
∞∑
j=0
1σ(j) + α
∞∑
k=0
1σ(k)
= 2α#(σ).
This, together with Definition 3.2 and Theorem 4.2, implies that DomN ⊂ DomSw. On
the other hand, by Definition 3.2, we find that
D = span {Zσ | σ ∈ Γ} ⊂ DomN.
Thus, by Theorem 4.4 and the inclusion relation DomN ⊂ DomSw, we know that DomN
is a core for Sw.
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4.2 Commutation relations
This subsection is devoted to establish the commutation relations of the weighted number
operators with the annihilation as well as the creation operators.
Theorem 4.7. Let u : N → R be a bounded nonnegative function. Then, for all n ≥ 0,
DomNu is an invariant subspace of ∂n, and moreover it holds on DomNu that
Nu∂n = ∂nNu − u(n)∂n. (4.21)
Proof. Let n ≥ 0. Then, for all m ≥ n, by using Lemma 2.2 we have
[ m∑
k=0
u(k)∂∗k∂k
]
∂n = ∂n
m∑
k=0,k 6=n
u(k)∂∗k∂k = ∂n
m∑
k=0
u(k)∂∗k∂k − u(n)∂n.
If ξ ∈ DomNu, then
m∑
k=0
u(k)∂∗k∂k
(
∂nξ
)
= ∂n
m∑
k=0
u(k)∂∗k∂kξ − u(n)∂nξ, m ≥ n,
which, together with Definition 4.2 as well as the continuity of ∂n, implies that ∂nξ ∈
DomNu, and taking the limit (m→∞) yields
Nu∂nξ = Nu
(
∂nξ
)
= ∂nNuξ − u(n)∂nξ.
This completes the proof.
The above theorem establishes the commutation relations of the 1D-weighted number
operators with the annihilation operators. With the same argument, we can prove the
next theorem, which establishes the commutation relations of the 1D-weighted number
operators with the creation operators.
Theorem 4.8. Let u : N → R be a bounded nonnegative function. Then, for all n ≥ 0,
DomNu is an invariant subspace of ∂
∗
n, and moreover it holds on DomNu that
Nu∂
∗
n = ∂
∗
nNu + u(n)∂
∗
n. (4.22)
Recall that the number operator N is exactly the 1D-weighted number operator Nu
associated with u(k) ≡ 1. Thus, combining Theorem 4.7, Theorem 4.8 with Example 4.1,
we come to a useful corollary as follows.
Corollary 4.9. For all j, k ≥ 0, DomN is an invariant subspace of ∂∗j ∂k, and moreover
it holds on DomN that N∂∗j ∂k = ∂
∗
j ∂kN .
Let w : N × N → R be a nonnegative function satisfying condition (4.2). Then, for
any fixed n ≥ 0, it can be shown that the function j 7→ w(j, n) is a bounded nonnegative
function on N, thus by Definition 4.2 we have the 1D-weighted number operator Nw(·,n)
associated with function w(·, n). Similarly, we have the 1D-weighted number operator
Nw(n,·) associated with function w(n, ·).
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Theorem 4.10. Let w : N×N→ R be a nonnegative function satisfying condition (4.2).
Then, for all n ≥ 0, it holds on DomN that
Sw∂n = ∂nSw + ∂nNw(·,n) + ∂nNw(n,·) −
[
2w(n, n) +
∞∑
j=0
w(j, n)
]
∂n, (4.23)
where Nw(·,n), Nw(n,·) are the 1D-weighted number operators associated with functions
w(·, n) and w(n, ·), respectively.
Proof. Let n ≥ 0. Then, for m ≥ n, we have
m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k =
m∑
j=0,j 6=n
m∑
k=0,k 6=n
w(j, k)∂∗k∂j∂
∗
j ∂k + ∂
∗
n∂n
( m∑
j=0,j 6=n
w(j, n)∂j∂
∗
j
)
+ ∂n∂
∗
n
( m∑
k=0,k 6=n
w(n, k)∂∗k∂k
)
+ w(n, n)∂∗n∂n.
(4.24)
Using this formula and Lemma 3.2, we can obtain the following relation for m ≥ n
( m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k
)
∂n
=
( m∑
j=0,j 6=n
m∑
k=0,k 6=n
w(j, k)∂∗k∂j∂
∗
j ∂k
)
∂n + ∂
∗
n∂n
( m∑
j=0,j 6=n
w(j, n)∂j∂
∗
j
)
∂n
+ ∂n∂
∗
n
( m∑
k=0,k 6=n
w(n, k)∂∗k∂k
)
∂n + w(n, n)∂
∗
n∂n∂n
= ∂n
( m∑
j=0,j 6=n
m∑
k=0,k 6=n
w(j, k)∂∗k∂j∂
∗
j ∂k
)
+ ∂∗n∂n∂n
( m∑
j=0,j 6=n
w(j, n)∂j∂
∗
j
)
+ ∂n∂
∗
n∂n
( m∑
k=0,k 6=n
w(n, k)∂∗k∂k
)
+ w(n, n)∂∗n∂n∂n
= ∂n
( m∑
j=0,j 6=n
m∑
k=0,k 6=n
w(j, k)∂∗k∂j∂
∗
j ∂k
)
+ ∂n
( m∑
k=0,k 6=n
w(n, k)∂∗k∂k
)
,
which together with
∂n
( m∑
j=0,j 6=n
m∑
k=0,k 6=n
w(j, k)∂∗k∂j∂
∗
j ∂k
)
= ∂n
m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k − w(n, n)∂n −
( m∑
j=0
w(j, n)
)
∂n + ∂n
m∑
j=0
w(j, n)∂∗j ∂j
and
∂n
( m∑
k=0,k 6=n
w(n, k)∂∗k∂k
)
= ∂n
m∑
k=0
w(n, k)∂∗k∂k − w(n, n)∂n
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gives
( m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k
)
∂n
= ∂n
m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k + ∂n
m∑
j=0
w(j, n)∂∗j ∂j + ∂n
m∑
k=0
w(n, k)∂∗k∂k
− 2
[
w(n, n) +
m∑
j=0
w(j, n)
]
∂n.
(4.25)
Now let ξ ∈ DomN . Then, by Theorem 4.6, we know that
ξ ∈ DomSw ∩DomNw(·,n) ∩DomNw(n,·).
Hence, by (4.25), we have
( m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂k
)
∂nξ
= ∂n
m∑
j,k=0
w(j, k)∂∗k∂j∂
∗
j ∂kξ + ∂n
( m∑
j=0
w(j, n)∂∗j ∂jξ
)
+ ∂n
( m∑
k=0
w(n, k)∂∗k∂kξ
)
−
[
2w(n, n) +
m∑
j=0
w(j, n)
]
∂nξ.
which, together with Definition 4.1, Definition 4.2 and the limit procedure (m → ∞),
yields
Sw∂nξ = ∂nSwξ + ∂nNw(·,n)ξ + ∂nNw(n,·)ξ −
[
2w(n, n) +
∞∑
j=0
w(j, n)
]
∂nξ.
Here we make use of the continuity of ∂n.
Theorem 4.10 establishes the commutation relations of the 2D-weighted number op-
erators with the annihilation operators. With the same argument, we can also get the
commutation relations of the 2D-weighted number operators with the creation operators
as follows.
Theorem 4.11. Let w : N×N→ R be a nonnegative function satisfying condition (4.2).
Then, for all n ≥ 0, it holds on DomN that
Sw∂
∗
n = ∂
∗
nSw − ∂
∗
nNw(·,n) − ∂
∗
nNw(n,·) +
( ∞∑
j=0
w(j, n)
)
∂∗n, (4.26)
where Nw(·,n), Nw(n,·) are the 1D-weighted number operators associated with functions
w(·, n) and w(n, ·), respectively.
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As is seen, the 2D-weighted number operators do not commutate with the annihilation
and creation operators in general. However, the case becomes much better when they
meet with the product operator ∂∗n∂n.
Theorem 4.12. Let w : N×N→ R be a nonnegative function satisfying condition (4.2).
Then, for all n ≥ 0, DomSw is an invariant subspace of ∂
∗
n∂n, and moreover it holds on
DomSw that
Sw∂
∗
n∂n = ∂
∗
n∂nSw. (4.27)
Proof. We use Theorem 4.2. Let n ≥ 0 and ξ ∈ DomSw. Then, by Lemma 3.3 we have∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ∂
∗
n∂nξ〉|
2 =
∑
σ∈Γ
(
ϑw(σ)
)2
1σ(n)|〈Zσ , ξ〉|
2 ≤
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2,
which, together with Theorem 4.2 as well as the self-adjointness of operator ∂∗n∂n, implies
that ∂∗n∂nξ ∈ DomSw and
Sw∂
∗
n∂nξ =
∑
σ∈Γ
ϑw(σ)〈Zσ , ∂
∗
n∂nξ〉Zσ =
∑
σ∈Γ
ϑw(σ)1σ(n)〈Zσ, ξ〉Zσ .
On the other hand, it follows from the continuity of operator ∂∗n∂n that
∂∗n∂nSwξ =
∑
σ∈Γ
ϑw(σ)〈Zσ , ξ〉∂
∗
n∂nZσ =
∑
σ∈Γ
ϑw(σ)1σ(n)〈Zσ, ξ〉Zσ .
Thus Sw∂
∗
n∂nξ = ∂
∗
n∂nSwξ.
5 Quantum exclusion semigroup
In the final section, we address the problem to construct a quantum Markov semigroup
(QMS, for short) with a formal generator of form (1.2). From a physical point of view,
such a QMS belongs to the category of quantum exclusion semigroups, and might serve
as a model describing an open quantum system consisting of an arbitrary number of
identical Fermi particles, where operator ∂∗j ∂k represents the jump of particles from site
k to site j with the jump rate
√
w(j, k).
In what follows, we denote by D the linear subspace (manifold) spanned by the ONB
of L2(Z), namely D = span
{
Zσ | σ ∈ Γ
}
. For n ≥ 0, we set
Γn] =
{
σ ∈ Γ | σ = ∅ or max σ ≤ n
}
, (5.1)
where maxσ means the biggest of integers contained in σ for nonempty σ ∈ Γ.
Definition 5.1. A nonnegative function w : N×N→ R is called a transition kernel if it
satisfies that
sup
k≥0
∞∑
j=0
w(j, k) <∞. (5.2)
A transition kernel w is said to be regular if it holds that infj≥0w(j, j) > 0.
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We mention that there do exist regular transition kernels on N×N. In fact, we have
a regular transition kernel w0 given by
w0(j, k) =
{
1, j = k, (j, k) ∈ N× N;
0, j 6= k, (j, k) ∈ N× N.
This transition kernel is called the canonical transition kernel on N× N.
According to Section 4, for a given transition kernel w, the 2D-weighted number
operator Sw associated with w is a densely defined, positive and self-adjoint operator in
L
2(Z), and moreover it admits the inclusion relation DomN ⊂ DomSw.
Definition 5.2. Let w be a transition kernel. An operator G densely defined in L2(Z) is
said to be Sw-admissible if both G and its adjoint G
∗ have the same domain as Sw and
further satisfy that
G+G∗ = −Sw (5.3)
on DomSw.
Theorem 5.1. Let w be a transition kernel and G be an operator densely defined in
L
2(Z). Suppose that G satisfies the following two requirements:
(1) G is the infinitesimal generator of a strongly continuous contraction semigroup
P = (Pt)t≥0 on L
2(Z);
(2) and G is Sw-admissible.
Then there exists a minimal QDS T = (Tt)t≥0 on B(L
2(Z)) satisfying that
〈
ξ,Tt(X)η
〉
=
〈
ξ,Xη
〉
+
∫ t
0
[〈
ξ,Ts(X)Gη
〉
+
〈
Gξ,Ts(X)η
〉
+
∞∑
j,k=0
w(j, k)
〈
∂∗j ∂kξ,Ts(X)∂
∗
j ∂kη
〉]
ds
(5.4)
for all ξ, η ∈ DomG and all X ∈ B(L2(Z)).
Proof. Set Ljk =
√
w(j, k) ∂∗j ∂k for j, k ≥ 0. Then, for all j, k ≥ 0, the domain of Ljk
clearly contains the domain of G since ∂∗j ∂k is a bounded operator on whole L
2(Z). For all
ξ, η ∈ DomG, it follows from the assumption that ξ, η ∈ DomSw, hence by Theorem 4.2
∞∑
j,k=0
L∗jkLjkη =
∞∑
j,k=0
w(j, k)∂k∂j∂
∗
j ∂kη,= Swη
which, together with the assumption of G being Sw-admissible, implies that
〈ξ,Gη〉 + 〈Gξ, η〉 +
∞∑
j,k=0
〈Ljkξ, Ljkη〉 = 〈ξ, (G+G
∗)η〉 + 〈ξ, Swη〉 = 0.
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This shows that operators G and (Ljk)j,k≥0 satisfy all the conditions in Lemma 2.1, thus
there exists a minimal QDS T = (Tt)t≥0 on B(L
2(Z)) satisfying that
〈
ξ,Tt(X)η
〉
=
〈
ξ,Xη
〉
+
∫ t
0
[〈
ξ,Ts(X)Gη
〉
+
〈
Gξ,Ts(X)η
〉
+
∞∑
j,k=0
〈
Ljkξ,Ts(X)Ljkη
〉]
ds
for all ξ, η ∈ DomG and all X ∈ B(L2(Z)), which is exactly the same as (5.4).
Remark 5.1. We call the QDS T = (Tt)t≥0 mentioned in Theorem 5.1 the minimal QDS
constructed from w, G and
(
∂∗j ∂k
)
j,k≥0
. By letting H = i
(
G + 12Sw
)
, one immediately
gets the formal generator of T = (Tt)t≥0, which is exactly the same as (1.2).
Next, we consider the conservativity of the minimal QDS constructed from w, G and(
∂∗j ∂k
)
j,k≥0
. To do so, we first make some necessary preparations.
Definition 5.3. An operator A in L2(Z) with D ⊂ DomA is said to be amenable if for
all ξ ∈ DomA the sequence
(
Aξn
)
n≥1
converges in L2(Z), where
ξn =
∑
σ∈Γn]
〈Zσ, ξ〉Zσ (5.5)
with Γn] being the one defined by (5.1).
Proposition 5.2. Let w be a transition kernel. Then Sw is amenable. In particular, the
number operator N is amenable.
Proof. In fact, by Theorem 4.4 we know that D ⊂ DomSw. Let ξ ∈ DomSw. Then, by
Theorem 4.2, we have ∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 <∞,
which together with∥∥Swξ − Swξn∥∥2 =∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ − ξn〉|
2
=
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 −
∑
σ∈Γn]
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2
implies that ‖Swξ − Swξn
∥∥→ 0, hence (Swξn)n≥1 converges in L2(Z).
Proposition 5.3. Let w be a regular transition kernel. Then the following statements
hold true:
(1) DomSw = DomN ;
(2)
〈
ξ, Swξ
〉
≤ 2α
〈
ξ,Nξ
〉
, ∀ ξ ∈ DomSw, where α = supk≥0
∑∞
j=0w(j, k);
(3) and
〈
Swξ,Nξ
〉
≤ 1β
〈
Swξ, Swξ
〉
, ∀ ξ ∈ DomSw, where β = supj≥0w(j, j).
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Proof. (1) According to Theorem 4.6, we need only to verify DomSw ⊂ DomN . Let
ξ ∈ DomSw. Then, by Theorem 4.2, we have∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 <∞.
On the other hand, it follows from the regularity of w that
#(σ) =
∞∑
j=0
1σ(j) ≤
1
β
∞∑
j=0
1σ(j)w(j, j) ≤
1
β
ϑw(σ), ∀σ ∈ Γ.
Thus ∑
σ∈Γ
(
#(σ)
)2
|〈Zσ , ξ〉|
2 =
1
β2
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ , ξ〉|
2 <∞,
which together with Definition 3.2 means that ξ ∈ DomN . It then follows from the
arbitrariness of the choice ξ ∈ DomSw that DomSw ⊂ DomN .
(2) Let ξ ∈ DomSw. By Theorem 4.2 as well as the expansion of ξ with respect to
the canonical ONB, we find
〈
ξ, Swξ
〉
=
∑
σ∈Γ
〈Zσ, ξ〉ϑw(σ)〈Zσ , ξ〉 =
∑
σ∈Γ
ϑw(σ)|〈Zσ , ξ〉|
2.
On the other hand, for each σ ∈ Γ, in view of the equality supj≥0w(j, j) ≤ α, we have
ϑw(σ) =
∞∑
j=0
1σ(j)w(j, j) +
∞∑
j,k=0
(
1− 1σ(j)
)
1σ(k)w(j, k)
=
∞∑
j=0
1σ(j)w(j, j) +
∞∑
k=0
1σ(k)
[ ∞∑
j=0
(
1− 1σ(j)
)
w(j, k)
]
≤ α
∞∑
j=0
1σ(j) +
∞∑
k=0
1σ(k)
[ ∞∑
j=0
w(j, k)
]
≤ α
∞∑
j=0
1σ(j) + α
∞∑
k=0
1σ(k)
= 2α#(σ).
Thus 〈
ξ, Swξ
〉
=
∑
σ∈Γ
ϑw(σ)|〈Zσ , ξ〉|
2 ≤ 2α
∑
σ∈Γ
#(σ)|〈Zσ , ξ〉|
2 = 2α
〈
ξ,Nξ
〉
.
(3) Let ξ ∈ DomSw. Then, with the same argument as in the proof of (2), we can
get
〈
Swξ,Nξ
〉
=
∑
σ∈Γ
ϑw(σ)#(σ)|〈Zσ , ξ〉|
2 ≤
1
β
∑
σ∈Γ
(
ϑw(σ)
)2
|〈Zσ, ξ〉|
2 =
1
β
〈
Swξ, Swξ
〉
.
Here we make use of the inequality #(σ) ≤ 1βϑw(σ), which is proven above (see the proof
of (1) for details).
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Theorem 5.4. Let w be a regular transition kernel and G be a densely-defined operator
in L2(Z). Suppose that G satisfies the following three requirements:
(1) G is the infinitesimal generator of a strongly continuous contraction semigroup
P = (Pt)t≥0 on L
2(Z);
(2) G is Sw-admissible and amenable;
(3) and there exists a constant b such that, for all ξ ∈ D, the following inequality holds
2ℜ
〈
Nξ,Gξ
〉
+
∞∑
j,k=0
w(j, k)
〈
∂∗j ∂kξ,N∂
∗
j ∂kξ
〉
≤ b
〈
ξ,Nξ
〉
, (5.6)
where D = span {Zσ | σ ∈ Γ} is the linear subspace (manifold) spanned by the
canonical ONB {Zσ | σ ∈ Γ}.
Then the minimal QDS T = (Tt)t≥0 constructed from w, G and (∂
∗
j ∂k)j,k≥0 is conserva-
tive.
Proof. We first note that all the conditions of Theorem 5.1 are satisfied. Thus it makes
sense to say the minimal QDS constructed from w, G and (∂∗j ∂k)j,k≥0.
Now let T = (Tt)t≥0 be the minimal QDS constructed from w, G and (∂
∗
j ∂k)j,k≥0.
We show that T = (Tt)t≥0 is conservative. To do so, we set
Ljk =
√
w(j, k) ∂∗j ∂k
for j, k ≥ 0 and take C = 2αN , Φ = Sw. Then, T = (Tt)t≥0 is also the minimal QDS
constructed from G and (Ljk)j,k≥0.
Clearly, C is a self-adjoint operator in L2(Z) and, by Theorem 4.4, Remark 4.2 as
well as Example 4.1, D is a core for C. By Proposition 5.3, Definition 5.2 as well as
requirement (2) of the present theorem, we have
DomC = DomN = DomSw = DomG.
By Definition 5.3, Proposition 5.2 and requirement (2), we know that for all ξ ∈ DomC
there exists a sequence
(
ξn
)
n≥1
⊂ D such that both
(
Gξn
)
n≥1
and
(
Cξn
)
n≥1
converge
in L2(Z). By Theorem 4.2 and Remark 4.1, Φ is a positive self-adjoint operator. For all
ξ ∈ D, by Definition 5.2 and requirement (2), we find
−2ℜ〈ξ,Gξ〉 = −[〈ξ,Gξ〉 + 〈Gξ, ξ〉] = −〈ξ, (G+G∗)ξ〉 = 〈ξ,Φξ〉 ≤ 〈ξ, Cξ〉.
It follows easily from Lemma 3.1 that Ljk(D) ⊂ D ⊂ DomC holds for all j, k ≥ 0.
Finally, by requirement (3), we have
2ℜ
〈
Cξ,Gξ
〉
+
∞∑
j,k=0
〈
Ljkξ,NLjkξ
〉
≤ b
〈
ξ, Cξ
〉
, ∀ ξ ∈ D.
Therefore, operators G and (Ljk)j,k≥0 satisfy all the conditions in Lemma 2.2, which
means that T = (Tt)t≥0 is conservative.
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As is seen, Theorem 5.4 actually offers a sufficient condition for the existence of a QMS
with a formal generator of form (1.2). The next example then shows the effectiveness of
this condition.
Example 5.1. Let f : Γ→ R be a bounded function and define Hf as
Hf =
∑
σ∈Γ
f(σ)|Zσ〉〈Zσ|. (5.7)
Then Hf is a bounded self-adjoint operator on L
2(Z) with DomHf = L
2(Z). Let w be
a regular transition kernel and G = −iHf −
1
2Sw. Then, it is not hard to verify that w
and G satisfy all the requirements in Theorem 5.4. Thus there exists a minimal QMS
T = (Tt)t≥0 on B(L
2(Z)) satisfying (5.4).
Remark 5.2. From Theorem 5.1, Theorem 5.4 and Example 5.1, one naturally comes to
the conclusion that under some mild conditions there does exist a QMS with a formal
generator of form (1.2). Such a QMS belongs to the category of quantum exclusion
semigroups.
We now show some basic properties of the QMS mentioned in Example 5.1. Recall
that E denotes the expectation with respect to P (see Section 3 for details), which is a
projection operator on L2(Z), thus belongs to B(L2(Z)).
Proposition 5.5. Let f : Γ → R be a bounded function and w a regular transition
kernel. Let T = (Tt)t≥0 be the minimal QMS on B(L
2(Z)) satisfying (5.4), where G =
−iHf −
1
2Sw with Hf being given by (5.7). Then, the expectation E is a subharmonic
projection operator for T , namely it satisfies that E ≤ Tt(E) for all t ≥ 0.
Proof. It can be verified that the contraction semigroup (Pt)t≥0 generated by G = −iHf−
1
2Sw can be represented as
Ptξ =
∑
σ∈Γ
e−[if(σ)+ϑw(σ)/2]t〈Zσ, ξ〉Zσ , t ≥ 0, ξ ∈ L
2(Z). (5.8)
On the other hand, we can easily find that the range of E has the following form
RanE = {αZ∅ | α ∈ C},
which together with (5.8) shows that RanE is invariant under the operators Pt, t ≥ 0.
Now let ξ ∈ DomG ∩ RanE and j, k ≥ 0. Then ξ = λZ∅ for some λ ∈ C. Clearly
∂∗j ∂kξ = 0, which gives
∂∗j ∂kξ = E∂
∗
j ∂kξ.
Thus, by Theorem III.1 in [10], E is a subharmonic projection for T .
Decoherence-free subalgebras play a fundamental role in the the study of decoherence.
As in [8], we define the decoherence-free subalgebra N(T ) of T as follows.
N(T )
=
{
X ∈ B(L2(Z)) | Tt(X
∗X) = Tt(X
∗)Tt(X), Tt(XX
∗) = Tt(X)Tt(X
∗), t ≥ 0
}
.
(5.9)
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According to [8], N(T ) is a von Neumann subalgebra of B(L2(Z)).
Proposition 5.6. Let f : Γ → R be a bounded function and w a regular transition
kernel. Let T = (Tt)t≥0 be the minimal QMS on B(L
2(Z)) satisfying (5.4), where G =
−iHf −
1
2Sw with Hf being given by (5.7). Then, on the decoherence-free subalgebra
N(T ), T takes the following form
Tt(X) = e
itHfXe−itHf , X ∈ N(T ), t ≥ 0. (5.10)
Proof. Let Ljk =
√
w(j, k) ∂∗j ∂k for j, k ≥ 0 and take D = DomG. Then, after a
lengthy but easy check, we can find that the operators Ljk, linear manifold D and QMS
T satisfy all conditions listed in Theorem 3.2 of [8]. Thus, by that theorem, relation
(5.10) holds.
In what follows, we always assume that f : Γ → R is a bounded function and w is a
regular transition kernel. Recall that Sw is the 2D-weighted number operator associated
with w. The following two propositions then characterize the decoherence-free subalgebra
N(T ) in terms of operators Sw, ∂k and ∂
∗
k .
Proposition 5.7. Let T = (Tt)t≥0 be the minimal QMS on B(L
2(Z)) satisfying (5.4),
where G = −iHf −
1
2Sw with Hf being given by (5.7). Then, for all X ∈ N(T ) and all
t ≥ 0, Tt(X) leaves DomSw invariant, and moreover it holds on DomSw that
SwTt(X) = Tt(X)Sw. (5.11)
In particular, for all X ∈ N(T ), DomSw is an invariant subspace of X, and it holds on
DomSw that
SwX = XSw. (5.12)
Proof. According to [8], the decoherence-free subalgebra N(T ) coincides with the com-
mutator of the following operator family
D(T ) =
{
e−itHfLjke
itHf , e−itHfL∗jke
itHf | j, k ≥ 0, t ≥ 0
}
, (5.13)
where Ljk =
√
w(j, k) ∂∗j ∂k. Let X ∈ N(T ) and t ≥ 0. Then, by using the above relation,
we have
e−itHfLjke
itHfX = Xe−itHfLjke
itHf , j, k ≥ 0.
which together with Proposition 5.6 implies that
LjkTt(X) = Tt(X)Ljk, j, k ≥ 0.
Similarly, we can get
L∗jkTt(X) = Tt(X)L
∗
jk, j, k ≥ 0.
Thus
L∗jkLjkTt(X) = Tt(X)L
∗
jkLjk, j, k ≥ 0, (5.14)
which, together with the notation Ljk =
√
w(j, k) ∂∗j ∂k as well as Definition 4.1, implies
that Tt(X) leaves DomSw invariant and SwTt(X) = Tt(X)Sw on DomSw.
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Proposition 5.8. Let T = (Tt)t≥0 be the minimal QMS on B(L
2(Z)) satisfying (5.4),
where G = −iHf −
1
2Sw with Hf being given by (5.7). Then, for all X ∈ N(T ), it holds
that
∂kTt(X)∂k = 0, ∂
∗
kTt(X)∂
∗
k = 0, k ≥ 0, t ≥ 0. (5.15)
In particular, for all X ∈ N(T ), it holds that
∂kX∂k = 0, ∂
∗
kX∂
∗
k = 0, k ≥ 0. (5.16)
Proof. Let X ∈ N(T ) and t ≥ 0. By (5.14), we have
L∗kkLkkTt(X) = Tt(X)L
∗
kkLkk, k ≥ 0,
which, together with the notation Ljk =
√
w(j, k) ∂∗j ∂k, Lemma 3.3 as well as the regu-
larity of transition kernel w, yields
∂∗k∂kTt(X) = Tt(X)∂
∗
k∂k, k ≥ 0,
which together with Lemma 3.2 gives
∂∗k∂kTt(X)∂k = 0, ∂
∗
kTt(X)∂
∗
k∂k = 0, k ≥ 0. (5.17)
Now let k ≥ 0. Then, for all σ ∈ Γ, by Lemma 3.1 we find
∂∗kTt(X)∂
∗
kZσ =
{
∂∗kTt(X)(∂
∗
kZσ) = 0, k ∈ σ;
∂∗kTt(X)∂
∗
k∂kZσ∪k = 0, k /∈ σ,
which, together with the fact that {Zσ | σ ∈ Γ} is an ONB, implies that ∂
∗
kTt(X)∂
∗
k = 0.
Similarly, for all σ, τ ∈ Γ, we have
〈Zσ, ∂kTt(X)∂kZτ 〉 =
{
〈∂∗kZσ,Tt(X)∂kZτ 〉 = 0, k ∈ σ;
〈Zσ∪k, ∂
∗
k∂kTt(X)∂kZτ 〉 = 0, k /∈ σ,
which implies that ∂kTt(X)∂k = 0. It then follows from the arbitrariness of t ≥ 0 and
k ≥ 0 that (5.15) holds.
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