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Abstract. The pandemic of COVID-19 has caused millions of infectious. Due to 
the false-negative rate and the time cost of conventional RT-PCR tests, X-ray 
images and Computed Tomography (CT) images based diagnosing become 
widely adopted. Therefore, researchers of the computer vision area have devel-
oped many automatic diagnosing models to help the radiologists and promote the 
diagnosing accuracy. In this paper, we present a review of these recently emerg-
ing automatic diagnosing models. 62 models from 14, February to 5, May, 2020 
are involved. We analyzed the models from the perspective of preprocessing, 
feature extraction, classification, and evaluation. Then we pointed out that do-
main adaption in transfer learning and interpretability promotion are the possible 
future directions. 
Keywords: Automatically diagnosing, Machine learning, Deep learning, Trans-
fer learning, COVID-19. 
1 Introduction 
 
COVID-19 becomes a worldwide pandemic. In the battle between human and the novel 
coronavirus, early diagnosing and early quarantine is of vital importance. However, 
testing based on RT-PCR (Reverse Transcription-Polymerase Chain Reaction) is time-
consuming and has a certain false-negative rate. To solve this problem, diagnosing 
based on scanning images (CT or X-ray) has been proved to be effective. In the area 
where the disease is breaking out, radiologists therefore have a heavy burden on ana-
lyzing scanning images. As artificial intelligence based diagnosing models can assist 
the radiologists to reduce the diagnosing time and promote diagnosing accuracy, re-
searchers pay much attention to the development of COVID-19 diagnosing models. As 
shown in Fig 1, as the epidemic becomes more and more serious, more and more 
COVID-19 diagnosing models come out.  
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Fig. 1. Number of global confirmed COVID-19 cases and the number of COVID-19 diagnosing 
models involved in this paper. 
Due to the fast development in this area, there have been several reviews ([63]-[68]) 
existing on this topic. On March, 24, 2020, the first review of COVID-19 diagnosing 
models [63] analyzed six models and critically argued their overfitting problem. Two 
days later, Joseph et al. [64] also discussed the same six diagnosing models and over-
viewed several artificial intelligence applications in the COVID-19 pandemic. Thanh 
[65] briefly summarized datasets, methods, and results of 12 diagnosing models. Shi et 
al. [66] and Muhammad et al. [67] focused on reviewing COVID-19 diagnosing models 
based on scanning images. Anwaar et al. [68] surveyed several computer vision appli-
cations for COVID-19, including diagnosis, prevention and control, clinical manage-
ment and treatment. However, there are still many models that have not been covered. 
Therefore, in this paper we systematically reviewed existing models as many as possi-
ble, discussed existing problems, and presented possible future directions. The contri-
butions of this paper are as follows: 
• We systematically reviewed and analyzed 62 COVID-19 diagnosing models ([1]-
[62], in chronological order) from the perspective of preprocessing, feature extrac-
tion, classification, and evaluation. These models are proposed from 14, February 
[1] to 8, May [62], 2020. 
• Based on the discussion of the existing models’ limitation, we pointed out that do-
main adaption in transfer learning and interpretability promotion are the possible 
future directions. 
2 Methods 
Diagnosing COVID-19 based on scanning images is regarded as a classification task 
by most researchers. These classification models have a similar pipeline. Firstly, the 
lung scanning images (CT or X-ray) are preprocessed, then the feature vectors are ex-
tracted by Convolution Neural Networks (CNN) or other feature extractors. The clas-
sifier predicts the infection. Finally, the model output heat map or bounding box to 
interpret the diagnosing result.  In the following sections, we will review methods 
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adopted in each stages of diagnosing models: 2.1 Preprocessing, 2.2 Feature Extraction, 
2.3 Classification, and 2.4 Evaluation 
2.1 Preprocessing 
To avoid overfitting, data augmentations are commonly adopted in the preprocessing 
stage. In Table 1, we summarized basic transformation-based data augmentation meth-
ods used by COVID-19 diagnosing models. Among these basic methods, rotating, flip-
ping, scaling, and cropping is the simplest and most common data augment methods, 
but their augment abilities are limited. Nour et al. [25] and Arvan et al. [40] used Gen-
erative Adversarial Network (GAN) [46] and Conditional Generative Adversarial Net-
work (CGAN) [47] respectively to generate virtual samples for data augmentation. 
Generative models can significantly increase the dataset size, but the quality of the gen-
erated sample is difficult to guarantee. The purpose of data augmentation is to prevent 
overfitting by increasing the variation, but the discriminant lesion patterns might be lost 
or distorted if the model increases the variation too much.  
Table 1. 
Paper Rotating or flipping Scaling or cropping Brightness adjusting Contrast adjusting 
[5] √ √ - - 
[6] √ √ √ √ 
[11] √ √ - - 
[19] √ √ - - 
[26] √ √ - - 
[29] √ √ √ - 
[30] - - - √ 
[32] √ - - - 
[37] √ √ - √ 
[43] √ - - - 
[46] √ √ - - 
[50] √ √ √ - 
Sum 11 9 3 3 
 
To reduce the interference caused by different scanners and enhance the image con-
trast, Md et al. [31] and Oh et al. [34] performed histogram equalization on the images. 
But histogram equalization could affect image details and bring unexpected noise. Md 
et al. [31] eliminated the noise by introducing Perona-Malikfilter (PMF), while Lv et 
al. [52] solved the problem by proposing Contrast Limited Adaptive Histogram Equal-
ization (CLAHE).  
In both x-ray and CT images, areas out of the lung could interfere with the diagnos-
ing model. Lung segmentation can reduce such undesired effects by only preserving 
the region of interest (ROI). Lung segmentation can be carried out by radiologists [1], 
but it is time-consuming and inefficient. U-Net [48] based methods were used in 
[5][6][8][28][38][41][51][52] for fast and automatic lung segmentation. Three models 
of them are X-ray scanning based models, but the other five of them are CT scanning 
based. For CT images, performing lung segmentation slice by slice will lose the con-
textual information between slices. Therefore, some researchers [2][11] applied 3D ver-
sions of U-Net for lung segmentation, such as V-Net and 3D U-Net++. Shan et al. 
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further developed a fast VB-Net [72] by integrating the bottle-neck structure based on 
V-Net, they also adopted a human-in-the-loop training strategy to iteratively update the 
model and reduce the annotation work.  Shi et al. [10] and Sun et al. [53] adopted this 
VB-Net to segment the lung for location-specific feature extraction. Besides, other 
methods such as Dense-Net in [13][34], OpenCV in [3], DeepLab in [9], and NABLA-
N in [32] were also adopted for lung segmentation.  
2.2 Feature Extraction 
Most COVID-19 diagnosing model adopted Convolutional Neural Network (CNN) for 
feature extraction, and most of them applied existing network structures. We summa-
rized some popular CNN structures that have been used by COVID-19 diagnosing mod-
els in Table 2. Some researchers also applied automatic network structure designing 
methods. Wang et al. [22] used a generative synthesis approach to identify the optimal 
network architecture. Dalia et al. [30] applied Gravitational Search Algorithm (GSA) 
to determine the best network architecture hyperparameters. Sivaramakrishnan et al. 
[41] developed an iteratively pruning strategy to identify the optimal network structure. 
Model ensemble can also promote the overall performance, Lawrence et al. [35] and 
Umut et al [29] perform model ensemble by voting and feature fusion, Md et al. [31] 
apply Softmax Class Posterior Averaging (SCPA) and Prediction Maximization (PM) 
for model ensemble, and Rodolfo et al. [39] combined seven traditional feature extrac-
tion models with Inception-v3 to obtain better results. 
Table 2.  
CNN Total Paper 
ResNet 28 [2][3][5][7][8][9][11][12][16][17][18][19][20][24][25][28][31][33][34][35][42][43][44][45][48][49][50][52] 
GoogLeNet 13 [1][7][11][12][14][20][25][37][41][42][44][45][48] 
DenseNet 13 [3][12][19][31][36][41][43][44][45][50][51][52][54] 
VGG 9 [3][12][14][31][33][35][41][44][48] 
MobileNet 7 [12][14][27][36][41][44][50] 
SqueezeNet 6 [7][19][25][36][43][46] 
AlexNet 5 [7][15][19][23][25] 
Capsule 2 [26][40] 
 
At the beginning of the pandemic, trying existing CNN is fast and convenient. How-
ever, these networks are designed for general image classification tasks such as 
ImageNet challenge. Radiologists diagnose COVID-19 by finding distinguishing fea-
tures such as local ground-glass appearance, some researchers design local methods to 
extract more discriminative features. For example, Umut et al. [29] and Oh et al. [34] 
use the local patches to train the CNN feature extractor. But lung infectious areas may 
vary significantly in size, the local methods with fixed patch size is unable to extract 
features of the target with the larger size. Hu et al. [38] proposed multi-scale learning 
to overcome such deficiency. The network aggregated features from different layers to 
make the final decision. Ying et al. [3] integrated ResNet50 with the Feature Pyramid 
Network (FPN) [53], which is a pyramidal hierarchy network structure for multi-scale 
feature extraction. Besides, the lesion of COVID-19 in the lung is a 3D object, slice-
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wise contextual information in CT images would be lost by conventional 2D feature 
extractor. Therefore, Zheng et al. [6] proposed a CNN structure with 3D convolution 
units to detect COVID-19. 
In practice, radiologists also need to consider information such as epidemiology and 
clinical manifestations for diagnosis. Therefore, some methods also combine auxiliary 
external information with visual features to improve the model. Wang et al. [13] com-
bine clinical features including age, sex, and comorbidity with CNN features. Similarly, 
since infected area usually lies near the edge of the lung, Xu et al. [2] additionally pro-
vide the distance-from-edge information of the local patch to the network. Shi et al. 
[10] and Sun et al.[53]calculate human-designed features including using volume, in-
fection lesion number, histogram distribution, surface area and radionics information.  
2.3 Classification 
Most existing COVID-19 diagnosing models use CNN as the feature extractor, and 
most of them use softmax as the classifier. Some researchers proposed improvements 
based on the CNN + softmax scheme. For example, Wang et al. [1] combined softmax, 
decision tree, and Adaboost, Zhang et al. [16] simultaneously perform softmax loss-
based classification and contrastive loss-based anomaly detection to make the final de-
cision. However, these models are black-box and usually need large-scale training sets. 
In [7][21][29], researchers develop non-end-to-end models and taking Support Vector 
Machine (SVM) as the classifier. Comparative experiments of classification algorithms 
including SVM, logistic regression,  k-NN, MLP, decision tree, AdaBoost, random for-
est, LightGBM, and Bagging Classifier have been done in [10][39][44][53]. Among 
them, classifiers in [39] and [44]are for visual feature classification, while classifiers in 
[10] and[53]are for hand-craft clinical feature classification, where they also employed 
feature selection by using least absolute shrinkage and selection operator (LASSO) and 
Deep Forest algorithms. 
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Fig. 2. Hierarchical relationships of lung disease. 
A straightforward way of modeling the COVID-19 diagnosing task into a classifica-
tion task is binary classifying the scanning images into COVID-19 class and normal 
class, and it is adopted by many models  [4][5][6][9][12][16][20][21][23][27][29][32] 
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[40][43][44][46][49]. But in practice, test images of other types of abnormal lung can 
be misclassified as COVID-19. As shown in Fig. 2., diagnosing COVID-19 is a fine-
grained task, lung diseases that belong to the same subclass share similar patterns in 
scanning images, and have a chance to be misclassified. Researchers overcome the 
problem of misclassification mainly through two approaches: multi-class classification 
and multi-step classification. 
For multi-class classification, some researchers added other pneumonia categories 
in addition to the binary classification tasks, such as viral pneumonia, bacterial pneu-
monia, Community-Acquired Pneumonia (CAP), and non-COVID-19 pneumonia, as 
summarized in Table 3. Other subclasses of viral pneumonia such as SARS, MERS are 
involved [15][39]. Some models also take account of other types of lung diseases, in-
cluding ARDS [7][30], Tuberculosis [34], lung cancer [11][13], Pneumocystis, Strep-
tococcus, Varicella [39], Fevers and upper respiratory tract symptoms [28].  
Table 3.  
 
[2][18] [3] 
[17][22][24][26] 
[31][35][37] 
[8][28] [14][33][36] [1] [10] [25] 
COVID19 √ √ √ √ √ √ √ √ 
Normal √ √ √ √ √ - - - 
Viral Pneumonia √ - √ - - √ - - 
Bacterial Pneumonia - √ √ - - - - - 
Community-acquierd pneumonia - - - √ - - √  
Non-COVID-19 pneumonia - - - - √ - - √ 
 
However, methods of multi-class classification rely heavily on datasets. Meanwhile, 
the model can not learn the hierarchical relationships between categories. Muti-step 
classification is to help the models to learn hierarchical relationships. For example, Ed-
uardo et al. [33] and Yeh et al. [51] trained two binary classifiers, one for normal/pneu-
monia classification and one for further COVID-19/non-COVID-19 classification. Lv 
et al. [52] firstly classify the screening image into normal/bacterial pneumonia/viral 
pneumonia, then perform the COVID-19/non-COVID-19 classification. The above 
methods manually set up the hierarchical relationships for the models, while Rodolfo 
et al. [39] proposed to automatically learn a decision tree by the state-of-the-art Clus-
HMC framework. They also comparatively tested multi-class classification and auto-
matically multi-step classification (hierarchical classification), they reach a conclusion 
of the multi-step classification could be a feasible approach to improve COVID-19 
recognition performance. 
2.4 Evaluation 
Researchers evaluated their proposed models with several metrics in experiments. The 
most used metrics are accuracy and the Area Under Curve (AUC). In Table 4, we sum-
marized the evaluation of the above-mentioned COVID-19 diagnosing models. We also 
listed the size of the training set and test set. For papers that not explicitly declared the 
size of training and test set, we calculate them with corresponding train/test split ratio. 
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Table 4.  
Date Paper 
Scanning type Training set Test set Model performance 
X-ray CT COVID-19 Total COVID-19 Total Accuracy AUC 
14-Feb [1] - √ 44 99 119 237 73.10% 78.00  
21-Feb [2] - √ 219 618 30 90 86.70%  
23-Feb [3] - √ 53 165 26 82 94.00% 99.00  
25-Feb [4] - √ 40 64 11 42 98.85%  
10-Mar [5] - √ 108 243 12 27  99.60  
12-Mar [6] - √ 289 499 76 131 90.10% 95.90  
18-Mar [7] √ - 80 160 27 54 95.30%  
19-Mar [8] - √ 400 3069 68 353  96.00  
20-Mar [9] - √ 222 312 183 1072 94.98% 97.91  
22-Mar [10] - √ 1326 2292 332 573 87.90% 94.20  
23-Mar [11] - √ 723 1136 154 282  99.10  
24-Mar [12] √ - 20 40 5 10 83.00% 90.00  
24-Mar [13] - √ 1266 5372 102 226 85.00% 88.00  
25-Mar [14] √ - 202 1284 22 143 97.82%  
26-Mar [15] √ - 74 137 32 59 95.12% 94.15  
27-Mar [16] √ - 70 100 50 764 96.00% 95.18  
27-Mar [17] √ - 54 4753 14 1188 89.82%  
28-Mar [18] - √ 100 513 50 256 98.80%  
29-Mar [19] √ - 130 2876 60 180 98.30% 99.80  
29-Mar [20] √ - 40 80 10 20 98.00%  
30-Mar [21] √ - 25 40 unclear unclear 97.48%  
30-Mar [22] √ - 76 16756 10 210 92.40%  
31-Mar [23] √ √ 144 263 144 263 98.00%  
31-Mar [24] √ - 76 16756 10 210 96.23%  
2-Apr [25] √ - unclear 624 unclear 1173 99.30%  
6-Apr [26] √ - 70 100 50 764 95.70% 97.00  
6-Apr [27] √ - 409 3514 46 391 99.18%  
6-Apr [28] - √ 829 1865 109 199  99.40  
7-Apr [29] - √ 2250 4500 750 1500 98.27%  
9-Apr [30] √ - 70 114 15 31 98.00%  
9-Apr [31] √ - 181 11896 78 5099 92.60%  
10-Apr [32] √ √ 3875 5216 unclear 45 98.78%  
12-Apr [33] √ - 66 16546 10 210 92.80%  
12-Apr [34] √ - 126 354 36 99 88.90%  
13-Apr [35] √ - 122 410 33 242 94.40% 96.90  
13-Apr [36] √ - 125 375 36 108  96.50  
14-Apr [37] √ - 256 1125 28 126 89.50%  
14-Apr [38] - √ 120 360 30 90 89.20% 92.30  
15-Apr [39] √ - 63 802 300 342 F1-score = 0.89  
15-Apr [40] - √ 286 625 47 105  96.10  
15-Apr [41] √ - 286 14997 27 1703 99.01% 99.72 
16-Apr [42] √ - 149 3783 31 11302 99.56%  
20-Apr [43] √ - 31 2031 40 3040  99.6 
22-Apr [44] √ - 137 274 unclear unclear 99%  
23-Apr [45] √ - 88 881 11 108 98% 99 
24-Apr [46] - √ 251 1768 108 203 83%  
24-Apr [47] √ - 180 718 45 175 95.30%  
27-Apr [48] √ - 191 1791 48 448 97.01%  
29-Apr [49] √ - 258 2799 60 945  98.5 
30-Apr [50] √ - 175 12092 20 1509 89.40%  
30-Apr [51] √ - 152 13594 31 231 96.80%  
1-May [52] √ - 105 5486 10 405 83.12%  
7-May [53] - √ 1196 2018 299 504 91.79% 96.35 
8-May [54] √ - 370 5029 92 1257 95.90%  
Sum 54 35 20 - - - - - - 
Average - - - 343 3209 79 747 93.59% 95.75 
 
The average accuracy and AUC of diagnosing models based on X-ray scanning are 
94.76% and 96.94, and the average accuracy and AUC of CT scanning based models 
are 90.13% and 94.76. Theoretically, 3D CT scanning contains more information than 
2D X-ray scanning, and CT scanning avoids the occlusion of ribs in X-ray scanning. 
However, X-ray scanning based models achieve better performance. We consider the 
reason is the large size of X-ray training sets helps the X-ray based model, while CT 
scanning is relatively more difficult to collect. The average training set size of X-ray 
based models is 4185, and the average size of CT based models is only 1417. 
Although the performance of existing models is relatively high (average accuracy of 
93.59% and average AUC of 95.75) but the size of the test set is worth noting, in some 
models, the test set has only a few COVID-19 samples. In Table 4 we also color the 
table cells according to the number of samples in training and testing dataset. 
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3 Research Trend Analysis 
3.1 Transfer Learning 
A typical solution to the problem of lacking massive scanning data is transfer learning. 
Among existing works, 27 out of 54 models adopted the transfer learning scheme. They 
pre-trained the CNN on a larger image dataset (mostly on ImageNet), then fine-tune the 
model with X-ray or CT scanning. But ImageNet contains images of general objects, 
which make the convolution filters to learn some patterns that will not appear in scan-
ning images. Therefore, researchers proposed to transfer the model that pre-trained on 
lung cancer dataset [13] or conventional pneumonia dataset [51]. As another way to 
avoid overfitting, some researchers restrict or even skip the fine-tuning of the CNN 
feature extractor. Wang et al. [1], Shervin et al [43], Narinder et al [45], and Sanhita et 
al. [47] only fine-tune certain part of the network, and Sethy et al. [7] and Ioannis et al. 
[27] skipped the fine-tuning process, only train a classifier based on the features ex-
tracted by fixed CNNs. However, these methods can reduce the chance of overfitting 
to some extent, but they did not unleash the full potential of deep models. 
Domain adaptation [56] is a branch of transfer learning, it’s a learning technique to 
address the problem of lacking massive amounts of high-quality, large-scale labeled 
data. Fine-tuning only a certain part of the network can be regarded as domain adapta-
tion [47], but there are also some specially designed deep domain adaptation models. 
Zhang et al. [49] use a domain discriminator to help the model better adapt to the target 
task. At present, there are few domain adaptation methods, we consider applying deep 
domain adaptation to solve the problem of lacking massive training data of COVID-19 
scanning images is an effective approach and valuable research direction.  
3.2 Interpretability 
In existing works, Class Activation Mapping (CAM) or Gradient-weighted Class Acti-
vation Mapping (Grad-CAM) [55] are adopted by researchers [5][8][9][16][17][18] 
[22][28][31][34][36][38][41][45][46][47][49][51][52] to output heatmaps for explain-
ing the final result and present an intuitive understanding of which area is the model 
focusing on. At the same time, heatmaps can also provide radiologists with more useful 
information and further help them.  
Detection based diagnosing is a emerging research direction, as the best of our 
knowledge, there are 5 detection based models [55][56][57][58][59] and 3 classifica-
tion + detection models [60][61][62]. Compared to classification models, detection 
models can directly output a bounding box or a binary mask, they have an inherent 
advantage on interpretability. Radiologists search for lesions in the scanning images to 
make the diagnosis, so an object detection task can better simulate the human diagnos-
ing process. Moreover, detection based methods can also avoid the information loss of 
local lesion patterns caused by the low dimension of the feature vector. 
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4 Conclusion 
In this paper, we reviewed 62 automatic COVID-19 diagnosing models that emerged 
from 14, February to 8, May, 2020. These models regarded diagnosing task as a classi-
fication task or an object detection task. In the preprocessing stage of these models, 
transformation-based data augmentation and lung segmentation are performed. For fea-
ture extraction, most models adopted existing CNN structures, while others developed 
local methods to obtain more discriminative features. To enhance the performance of 
the classifiers, researchers proposed multi-class classification and multi-step classifica-
tion. We also summarized the results of existing diagnosing models. Some of the mod-
els report very good performance, but the size of some test sets are not enough. 
 Based on the discussion of the existing models’ limitations, we pointed out two pos-
sible future directions. Many existing models applied transfer learning to overcome the 
small dataset problem, but the adopted networks are pre-trained on general datasets 
such as ImageNet. To better utilize the information from both the source domain and 
target domain, deep domain adaption is a possible solution. Besides, interpretability 
promotion is also important because it can further assist radiologists by providing more 
useful information. Detection based models have an inherent advantage on interpreta-
bility, so it is a valuable research direction. 
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