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EXACT SEQUENTIAL SIMULATION OF
BINARY VARIABLES GIVEN THEIR SUM
Arne Bang Huseby
Abstract
The paper considers the problem of simulating a vector, Xof n inde-
pendent binary variables conditioned on their sum, S. For a fixed value
of S an exact simulation method is provided in Huseby and Naustdal[4].
In certain situations, however, it is of interest to generate an increasing
sequence of binary vectors X1 < · · · < Xn, such that the s-th vector is
distributed as the vector Xgiven S = s, s = 1, . . . , n. If all the variables
of the vector Xare identically distributed, it can be shown that this is
equivalent to generating a random permutation, {pis}ns=1, of the index
set, {1, . . . , n}. For more details about this, see Huseby and Naustdal[4].
In the present paper, however, we provide a simulation algorithm for the
case when the variables of the vector Xdo not necessarily have the same
distribution. This algorithm utilizes the fact that the distribution of a
sum of independent binary variables is always log-concave.
1 Introduction
When using Monte Carlo simulations to estimate stochastic properties of a
model, it is often necessary to accelerate the convergence of the simulations. One
way of doing this is to condition on certain functions of the input variables. In
this paper we will focus on the problem of simulating a vector,X= (X1, . . . , Xn)
of independent binary variables conditioned on their sum, S. It is well-known
(see e.g., Huseby and Naustdal[4]) that the distribution of S can be calculated
in O(n2) time. Thus, if φ = φ(X) is some function of interest, then E[φ] can
often be estimated more efficiently by conditioning on S through the following
formula:
E[φ] =
n∑
s=0
E[φ | S = s] Pr(S = s) =
n∑
s=0
θs Pr(S = s) (1.1)
where we have introduced θs = E[φ | S = s] for s = 0, 1, . . . , n. Instead of
estimating E[φ] directly, we estimate the conditional expectations, θ0, θ1, . . . , θn.
This is done by sampling from the conditional distribution of X given S = s
for s = 0, 1, . . . , n. It turns out to be easy to sample X from the conditional
distribution given S = s. An exact method for doing this is provided in Huseby
and Naustdal[4]. We will refer to this approach as the direct sampling method.
The computational complexity of this method is O(n) per simulation. Since,
however, this needs to be repeated for s = 0, 1, . . . , n, the total computational
complexity of the direct sampling method becomes O(n2).
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In order to obtain faster methods, it is of interest to find an efficient way to
generate an increasing sequence of binary vectors, X1 < · · · < Xn, such that
the s-th vector is distributed as the vector X given S = s, s = 1, . . . , n. Such
a sampling method will be referred to as a sequential sampling method. If this
can be done with computational complexity lower than O(n2) per simulated
sequence, we have improved the direct method.
A general approach to a sequential sampling method can be described as
follows: Let C = {1, . . . , n} denote the index set of X. We then sample a
permutation, (i1, . . . , in) of indices as follows: Assume that we have sampled the
s first indices of the permutation, i.e., i1, . . . , is, and denote the corresponding
index set {i1, . . . , is} by As. Then the next index is sampled from the set of
remaining indices, i.e., C \As, with probability:
αAs,i = Pr (The (s+ 1)-th sampled index is i | As),
for all i ∈ C \As. (1.2)
The probability of sampling a given permutation, (i1, . . . , in) is then:
αA0,i1 · αA1,i2 · · ·αAn−1,in , (1.3)
where A0 = ∅.
From this sequence of index sets, A1 ⊂ · · · ⊂ An, we obtain the corre-
sponding increasing sequence of binary vectors, X1 < · · · < Xn, by letting
Xs = x(As), s = 1, . . . , n, where x(A) denotes the vector x = (x1, . . . , xn)
such that xi = 1 if i ∈ A, and 0 otherwise.
The sequential sampling method is characterized by the sampling probability
distributions used in each sampling step, i.e., by the αAs,i’s. Using such a
sampling method, the probability that after having sampled s indices, we have
sampled the set A, where |A| = s, is given by:
Pr(As = A) =
∑
(i1,...,is)∈Π(A)
α∅,i1 · · ·α{i1},i2 · · ·α{i1,...,is−1},is , (1.4)
where Π(A) denotes the set of all permutations of A.
Now, ideally we want the sequential sampling method to produce a sequence
of sets A1, . . . , An with the “correct” probabilities. That is, we want the αAs,i’s
to be chosen such that:
Pr(As = A) = Pr(X = x(A) | S = s), s = 1, . . . , n, (1.5)
In the special case where all the binary variables have the same distribution,
this is easily accomplished by using a simple uniform sampling method, i.e., by
letting:
αAs,i =
1
n− |As| =
1
n− s , for all i ∈ C \As (1.6)
With this choice we get from (1.4) that:
Pr(As = A) =
s!
n(n− 1) · · · (n− s+ 1) =
1(
n
s
) , s = 1, . . . , n, (1.7)
which is indeed is the correct probability. In fact for this particular case all
the index permutations are equally likely to occur. Thus, all we need to do to
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obtain a sequence of binary vectors with the correct conditional distributions,
is to generate a random permutation of the indexes. This can be done in O(n)
time by using the algorithm of Knuth[7], which of course is significantly better
than the direct sampling method. For more details see Huseby and Naustdal[4].
However, when the binary variables have different distributions, it is much
more difficult to find the right sampling probability distributions. Several al-
ternative methods, typically involving some kind of importance sampling or
weighted sampling, have been suggested for handling this case.
One such approach is to use weighted sampling without replacement. This
method starts out by assigning weights to each index. Let wi be the weight
assigned to index i, i = 1, . . . , n. The sampling probability distributions are
then given by the following:
αAs,i =
wi∑
j 6∈As wj
, for all i ∈ C \As (1.8)
We observe that if all the weights are equal, this method reduces to the uni-
form sampling method which can be handled by the algorithm of Knuth[7]. The
general case, however, can be handled by using a method given in Huseby, Naust-
dal and V˚arli[5]. The computational complexity of this method O(n log(n))
which again is better than the direct approach. The problem with this ap-
proach, however, is that it is difficult to find weights that produce the correct
sampling distribution. Still the error resulting from using the “wrong” weights
can be corrected by using importance sampling.
A different approach is to derive the permutations as follows: Let U1, . . . , Un
be n independent absolute continuous random variables. In each simulation we
sample U1, . . . , Un, and sort the resulting value in decreasing order. Let Ui1 >
· · · > Ui1 be the ordered sample. The resulting permutation is then (i1, . . . , in).
Note that if the Ui’s are identically distributed, then all permutations are equally
likely. By choosing the distributions of the Ui’s in a suitable way, different
permutation distributions can be simulated. The computational complexity
of this method is determined by the sorting operation which can be done in
O(n log(n)) time. Thus, this approach has the same complexity as weighted
sampling without replacement.
Finding distributions for the Ui’s such that the resulting permutation dis-
tribution is “correct” is again difficult. Still, as with permutation distribution,
it is possible to correct the results by using importance sampling. For more de-
tails on these approaches see Brostro¨m and Nilsson[3], Huseby and Naustdal[4],
Huseby, Naustdal and V˚arli[5], Lindqvist and Taraldsen[8], and Nilsson[9].
One serious drawback with importance sampling is that the importance fac-
tor may affect the statistical properties of the estimates. In some cases such
effects can be used to reduce the variance of the estimator, while in other cases
the variance may increase significantly. This problem is discussed in Huseby
and Naustdal[4]. Thus, finding an efficient exact sequential sampling method
is of interest. In the present paper we will show how this can be done using a
modified version of the direct sampling method.
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2 An Exact Sequential Sampling Method
In order to explain our approach we start out by reviewing the direct sam-
pling method presented in Huseby and Naustdal[4]. As before we let X =
(X1, . . . , Xn) be a vector of binary variables, and let S denote the sum of these
variables. Moreover, we assume that Pr(Xi = 1) = pi, i = 1, . . . , n. We also
introduce the following partial sums:
Sm =
n∑
i=m
Xi , m = 1, . . . , n . (2.1)
For convenience we include an empty partial sum as well, and denote this
by Sn+1. Thus, Sn+1 ≡ 0. The distributions of S1, . . . , Sn can be calculated
recursively using the following formula:
Pr(Sm = s) = pm Pr(Sm+1 = s− 1) + (1− pm) Pr(Sm+1 = s), (2.2)
where s ranges over the set of possible values of Sm, i.e., {0, 1, . . . , (n−m+1)}.
Note that (2.2) is valid in the limiting cases where s = 0 and s = (n−m+ 1),
since Pr(Sm+1 = s− 1) = 0 in the first case, while Pr(Sm+1 = s) = 0 in the last
case. Moreover, since we have defined Sn+1 as the empty partial sum, (2.2) is
valid if m = n as well.
In order to calculate the distributions of the partial sums, we start out by
determining the distribution of Sn. We then proceed recursively by calculating
the distribution of Sn−1, etc. A table containing all these distributions (includ-
ing the distribution of the sum of all the binary variables, i.e., S = S1) can thus
be derived in O(n2)-time. Note that all the calculations in this stage are done
prior to the actual simulations. When discussing the computational complexity
of the sampling procedure, we typically ignore this stage.
The algorithm for sampling from the conditional distribution of X given
S = s can now be described as follows. We start out by sampling X1 from the
conditional distribution of X1 | S = s. We then continue by sampling X2 from
X2 | S = s, X1 = x1, where x1 denotes the sampled outcome of X1, and so on.
This turns out to be easy noting that:
Pr(Xm = xm | X1 = x1, . . . , Xm−1 = xm−1, S = s) (2.3)
=
Pr(Xm = xm, S = s | X1 = x1, . . . , Xm−1 = xm−1)
Pr(S = s | X1 = x1, . . . , Xm−1 = xm−1)
=
Pr(Xm = xm, Sm+1 = s−
∑m
j=1 xj)
Pr(Sm = s−
∑m−1
j=1 xj)
=
pxmm (1− pm)1−xm Pr(Sm+1 = s−
∑m
j=1 xj)
Pr(Sm = s−
∑m−1
j=1 xj)
.
We observe that the term
∑m−1
j=1 xj keeps track of how many 1’s we have
generated. As soon as this sum reaches s, the formula (2.3) will prevent us from
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generating more 1’s since we in this case get that:
Pr(Xm = 1 | X1 = x1, . . . , Xm−1 = xm−1, S = s) (2.4)
= pm
Pr(Sm+1 = s−
∑m−1
j=1 xj − 1)
Pr(Sm = s−
∑m−1
j=1 xj)
= pm
Pr(Sm+1 = −1)
Pr(Sm = 0)
= 0.
A similar property of the formula prevents us from generating too many
zeros. In order to see this we rewrite (2.3) in the following equivalent form:
Pr(Xm = xm | X1 = x1, . . . , Xm−1 = xm−1, S = s) (2.5)
=
pxmm (1− pm)1−xm Pr(Sm+1 = (s−m) +
∑m
j=1(1− xj))
Pr(Sm = (s−m+ 1) +
∑m−1
j=1 (1− xj))
.
In this form the term
∑m−1
j=1 (1−xj) keeps track of how many zeros we have
generated. As soon as this sum reaches n− s, the formula will prevent us from
generating more zeros since we in this case get that:
Pr(Xm = 1 | X1 = x1, . . . , Xm−1 = xm−1, S = s) (2.6)
= pm
Pr(Sm+1 = s−
∑m−1
j=1 xj − 1)
Pr(Sm = s−
∑m−1
j=1 xj)
= pm
Pr(Sm+1 = n−m)
Pr(Sm = n−m+ 1) = 1.
Finally we observe that (2.3) is valid when m = n since we have defined
Sn+1 as the empty partial sum.
Assuming that the distributions of S1, . . . , Sn are calculated before running
the simulations, we see that all the necessary conditional probabilities can be
calculated when needed during the simulations without imposing additional
computational complexity. In each simulation run we calculate n probabilities,
one for each Xj . Moreover, each of these probabilities is calculated using a
fixed number of operations (independent of n). Hence, it follows that sampling
from the conditional distribution of X given S = s, can be done in O(n) time.
In fact, as we shall see, we can calculate all the conditional probabilities we
need before running the simulations. This saves additional time, although the
computational complexity is still O(n).
Now, sampling a binary variable Z with Pr(Z = 1) = p, is usually done by
sampling a uniform variable U and letting Z = I(U ≤ p), where I(·) denotes the
standard indicator function of an event. By using this method, sampling from
the conditional distribution of X given S = s can be done as follows: We start
out by generating n independent uniformly distributed variables, U1, . . . , Un.
We then define the Xm’s recursively as follows:
Xm = I(Um ≤ pm
Pr(Sm+1 = s−
∑m−1
j=1 Xj − 1)
Pr(Sm = s−
∑m−1
j=1 Xj)
) (2.7)
= I(Um ≤ µm(s−
m−1∑
j=1
Xj)) , m = 1, . . . , n ,
5
where we have introduced the following functions representing the conditional
probabilities used in the right-hand sides of the inequalities above:
µm(r) = pm
Pr(Sm+1 = r − 1)
Pr(Sm = r)
, m = 1, . . . , n , (2.8)
defined for r ∈ {0, 1, . . . , (n−m+ 1)}.
By using this procedure we observe that if s = 1, exactly one of the binary
variables will get the value 1, while the other variables will be zero. More
generally, for any given value of s, the sampling probabilities (2.7) will produce
a binary vector where exactly s of the coordinates will get the value 1, while
the other will be zero. This means that by varying s while using the same set
of uniformly distributed variables, U1, . . . , Un we may generate a sequence of
binary vectors X1, . . . ,Xn, such that Xs contains exactly s coordinates equal
to 1, s = 1, . . . , n. By using this sequence we actually have an exact sequential
sampling method. However, in order to show this, we need to prove that the
generated sequence actually is increasing. That is, we must show that as soon
as a coordinate gets the value 1 somewhere in the sequence, this coordinate will
keep this value throughout the sequence. In order to show this, we must prove
that the following fraction:
Pr(Sm+1 = s−
∑m−1
j=1 Xj − 1)
Pr(Sm = s−
∑m−1
j=1 Xj)
, (2.9)
is nondecreasing in s for all m. This is of course equivalent to proving that the
inverse fraction:
Pr(Sm = r)
Pr(Sm+1 = r − 1) (2.10)
is nonincreasing in r for allm, where we have simplified the notation by replacing
s−∑m−1j=1 Xj by r.
The numerator of (2.10) can be rewritten by conditioning on Xm as:
pmPr(Sm+1 = r − 1) + (1− pm)Pr(Sm+1 = r). (2.11)
By inserting (2.11) into (2.10) and simplifying the resulting expression, it
follows that (2.10) is nondecreasing in r for all m if and only if:
Pr(Sm+1 = r)
Pr(Sm+1 = r − 1) (2.12)
is nonincreasing in r for all m.
It is easy to see that (2.12) has the desired monotonicity property if the
following condition holds for all m and r:
Pr(Sm+1 = r − 1)Pr(Sm+1 = r + 1) ≤ [Pr(Sm+1 = r)]2 (2.13)
If an integer valued random variable satisfies a condition like (2.13), its dis-
tribution is said to be log-concave. Thus, we have established that our sampling
method will produce an increasing sequence of binary vectors provided that the
partial sums (2.1) have log-concave distributions. The proof of this result is
given in the appendix.
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We close this section by demonstrating the sampling algorithm on a simple
example. In this case we consider a situation where n = 4, and assume that
we want to sample an increasing sequence X1, . . . ,X4 of vectors of binary
variables. Furthermore, let p1 = 0.2, p2 = 0.4, p3 = 0.6, and p3 = 0.8. The
resulting distributions of the partial sums, including the empty sum S5, are
given in Table 1. All the conditional probabilities used in the right-hand sides
of the inequalities, i.e., the µm-functions, can be calculated by combining the
numbers from Table 1 and the pi’s. The resulting values are given in Table 2.
· s = 0 s = 1 s = 2 s = 3 s = 4
S1 0.0384 0.2464 0.4304 0.2464 0.0384
S2 0.0480 0.2960 0.4640 0.1920 0.0000
S3 0.0800 0.4400 0.4800 0.0000 0.0000
S4 0.2000 0.8000 0.0000 0.0000 0.0000
S5 1.0000 0.0000 0.0000 0.0000 0.0000
Table 1: The probability distributions of the partial sums.
· r = 0 r = 1 r = 2 r = 3 r = 4
µ1 0.0000 0.0390 0.1375 0.3766 1.0000
µ2 0.0000 0.1081 0.3793 1.0000 n/a
µ3 0.0000 0.2727 1.0000 n/a n/a
µ4 0.0000 1.0000 n/a n/a n/a
Table 2: The µm-functions.
In order to generate the sequence, we start out by generating four uni-
formly distributed variables, U1, . . . , U4. Assume e.g., that the outcomes are
U1 = 0.358, U2 = 0.291, U3 = 0.516, U4 = 0.891. The resulting increasing
sequence X1, . . . ,X4 of vectors is then calculated by using (2.7). We have di-
vided this process into four steps corresponding to the four values of s and the
corresponding four binary vectors. In each step each Um is compared to the
corresponding value of µm(r), where r is the number of remaining 1’s to be
generated in that step. If Um > µm(r), the resulting binary variable is zero,
otherwise the variable is 1.
Step 1. In this step s = 1, and we carry out the following comparisons:
U1 = 0.358 > µ1(1) = 0.0390 ⇒ X1 = 0.
U2 = 0.291 > µ2(1) = 0.1081 ⇒ X2 = 0.
U3 = 0.516 > µ3(1) = 0.2727 ⇒ X3 = 0.
U4 = 0.891 < µ4(1) = 1.0000 ⇒ X4 = 1.
That is, X1 = (0, 0, 0, 1).
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Step 2. In this step s = 2, and we carry out the following comparisons:
U1 = 0.358 > µ1(2) = 0.1375 ⇒ X1 = 0.
U2 = 0.291 < µ2(2) = 0.3793 ⇒ X2 = 1.
U3 = 0.516 > µ3(1) = 0.2727 ⇒ X3 = 0.
U4 = 0.891 < µ4(1) = 1.0000 ⇒ X4 = 1.
That is, X2 = (0, 1, 0, 1).
Step 3. In this step s = 3, and we carry out the following comparisons:
U1 = 0.358 < µ1(3) = 0.3766 ⇒ X1 = 1.
U2 = 0.291 < µ2(2) = 0.3793 ⇒ X2 = 1.
U3 = 0.516 > µ3(1) = 0.2727 ⇒ X3 = 0.
U4 = 0.891 < µ4(1) = 1.0000 ⇒ X4 = 1.
That is, X3 = (1, 1, 0, 1).
Step 4. In this step s = 4, and we carry out the following comparisons:
U1 = 0.358 < µ1(4) = 1.0000 ⇒ X1 = 1.
U2 = 0.291 < µ2(3) = 1.0000 ⇒ X2 = 1.
U3 = 0.516 < µ3(2) = 1.0000 ⇒ X3 = 1.
U4 = 0.891 < µ4(1) = 1.0000 ⇒ X4 = 1.
That is, X4 = (1, 1, 0, 1).
3 Computational Complexity Considerations
In order to determine the computational complexity of the sampling algorithm
we consider the example from the previous section one more time. Firstly, we see
that the algorithm consists of two main stages. In the first stage we calculate the
µm-functions. It is easy to see that this can be done in O(n2) time. As for the
direct sampling method we ignore this stage when discussing the computational
complexity of the method. The second stage consists of the actual simulations.
In each simulation run, we start out by generating the Um-s. This is done in
O(n) time. We then proceed by calculating the resulting sequence of binary
vectors. As in the above example, this involves going through n steps, one for
each vector in the sequence. In each step the binary vector is determined by
evaluating a set of inequalities, one inequality for each coordinate of the vector.
Thus, if the dimension of the binary vector is n, then for each of the n steps,
we need to evaluate (at most) n inequalities. This implies that all the n steps
can be completed in O(n2) time. The total computational complexity of the
algorithm is then O(n2) per simulation, which is the same as for the direct
sampling method.
Note, however, that if X1, . . . ,Xn is the sequence of vectors, then Xi−1
and Xi differ only in a single coordinate which is changed from zero to 1 when
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going from Xi−1 to Xi. Thus, assume that we have computed Xi−1 in Step
(i−1). Then in Step i we only need to evaluate inequalities for indices where the
corresponding coordinate in Xi−1 is zero. As soon as we find an index m such
that the corresponding coordinate in Xi−1 is zero, and such that the generated
value of Um is below the relevant µm-value, we have identified the coordinate
which should be changed from zero to 1. Hence, we do not have to evaluate the
remaining inequalities.
The number of inequalities we need to evaluate, depends on the the gen-
erated values of the Um’s. Thus, this number will change from simulation to
simulation. In the best cases the generated values are such that the result-
ing sequence is X1 = (1, 0, . . . , 0),X2 = (1, 1, 0, . . . , 0), . . . ,Xn = (1, 1, . . . , 1).
In such cases only one new inequality needs to be evaluated in each step,
making the total number of evaluations for all the steps together equal to
n. On the other hand in the worst cases we may end up with the sequence
X1 = (0, . . . , 0, 1),X2 = (0, . . . , 0, 1, 1), . . . ,Xn = (1, 1, . . . , 1). For such cases
the total number of evaluations is n(n+ 1)/2.
By expanding (2.8) it follows that µm(r) can be written as:
µm(r) =
pm Pr(Sm+1 = r − 1)
pm Pr(Sm+1 = r − 1) + (1− pm) Pr(Sm+1 = r) , (3.1)
for m = 1, . . . , (n− 1) and r = 0, 1, . . . , (n−m+ 1). From this it is easy to see
that µm(r) is increasing in pm for m = 1, . . . , (n− 1).
In order to minimize the number of inequality evaluations, we want the lower
coordinates of X to have the larger probabilities of being 1 and the higher
coordinates of X to have the smaller probabilities of being 1. Thus, we should
rearrange the indices so that p1 ≥ p2 · · · ≥ pn. If this is done, and the pm’s are
far away from each other, the number of inequality evaluations may be reduced
significantly.
To investigate more closely how much the ordering of the indices influences
the running time of the algorithm, we consider the following four cases.
Case 1. Linearly increasing probabilities:
pm =
m
n+ 1
, m = 1, . . . , n , (3.2)
Case 2. Equal probabilities:
pm = 0.5 , m = 1, . . . , n , (3.3)
Case 3. Linearly decreasing probabilities:
pm = 1− m
n+ 1
, m = 1, . . . , n , (3.4)
Case 4. Exponentially decreasing probabilities:
pm = 0.9m , m = 1, . . . , n , (3.5)
For each of these cases we let n vary in steps of 50 from 50 to 250. For
each combination of the four above cases and the five different n-values, we
run 10000 simulations and calculate the mean number of inequality evaluations.
The results are presented in Table 3 and in Figure 1. The four curves in the plot
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Figure 1: Mean number of inequality evaluations.
represent the four above cases, and show how the mean number of inequality
evaluations varies with n. The steepest curve represents Case 1, the second
steepest represents Case 2 and so on.
It is not surprising that Case 1 has the worst results as this represents a
situation where the indices are sorted in the worst possible way. In Case 2 all
the probabilities are equal, so there is no point in rearranging the indices. While
the algorithm shows better performance for this case compared to Case 1, the
results are not satisfactory. For this particular case it is much better to use
the random permutation method by Knuth[7] instead, as the computational
complexity of this specialized algorithm is just O(n) per simulation. In the two
last cases, however, we see that the performance is improved significantly. In
Case 3 the probabilities are spread out evenly on the interval [0, 1]. For small
n this results in very good performance. As n grows, however, the intervals
between probabilities becomes shorter. As a result the sorting the indices has
less effect. In Case 4 the numbers are distributed such that the probability
associated with any given index is kept constant as n grows. As a result the
performance is more stable.
In order to get a better impression of the performance, we consider the sim-
ulation results given in Table 3. Column 4 of this table contains the ratios
between the mean number of inequality evaluations and n. In all cases these
ratios grow as n grows, indicating that none of cases result in linear computa-
tional time. In Column 5 we present the ratio between the mean and n log(n).
In Case 4 we see that this ratio is fairly stable indicating that for this case the
mean computational complexity is approximately O(n log(n)). The last column
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contains ratios between the mean and the maximum number of inequality evalu-
ations, i.e., n(n+1)/2. We observe that these ratios are approximately 0.75, 0.5,
and 0.25 for Case 1, 2 and 3 respectively. While a ratio of 0.25 represents a sig-
nificant reduction compared to the maximum number of inequality evaluations,
the average computational complexity of the algorithm is still approximately
O(n2). For Case 4 we see that the ratio is decreasing, indicating once again a
lower computational complexity.
Case n mean mean/n mean/[n log(n)] mean/[n(n+ 1)/2]
1 50 971 19.421 4.964 0.762
1 100 3818 38.180 8.291 0.756
1 150 8540 56.932 11.362 0.754
1 200 15132 75.659 14.280 0.753
1 250 23612 94.448 17.106 0.753
2 50 663 13.251 3.387 0.520
2 100 2577 25.766 5.595 0.510
2 150 5738 38.253 7.634 0.507
2 200 10158 50.792 9.586 0.505
2 250 15805 63.218 11.450 0.504
3 50 352 7.037 1.799 0.276
3 100 1331 13.314 2.891 0.264
3 150 2934 19.561 3.904 0.259
3 200 5167 25.835 4.876 0.257
3 250 8013 32.051 5.805 0.255
4 50 322 6.442 1.647 0.253
4 100 814 8.139 1.767 0.161
4 150 1314 8.760 1.748 0.116
4 200 1815 9.076 1.713 0.090
4 250 2311 9.245 1.674 0.074
Table 3: Mean number of inequality evaluations
4 Conclusions and further Work
The main objective of this paper has been to provide an exact method for
sampling an increasing sequence of vectors of binary variables which is faster
than the direct method. In general we cannot guarantee that the computational
complexity of this method is better than for the direct method. The actual
improvement will typically depend on the success probabilities of the coordinate
variables. If these probabilities are far away from each other, and the coordinate
variables are sorted so that the corresponding sequence of success probabilities
is decreasing, then the proposed method is significantly faster than the direct
method.
It should be noted that by using the proposed method, the resulting increas-
ing sequence of vectors will be strongly dependent of each other. In contrast
the direct method generates a sequence of independent vectors. How this will
affect the actual use of the method, remains to be seen. Sometimes, however,
this kind of dependence can be an advantage. See e.g. Huseby and Naustdal[4].
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In a future study we will investigate this further, and compare the method to
methods based on importance sampling.
5 Appendix
In this section we shall prove that the distribution of a sum of independent
binary variables is always log-concave. For an introduction to the theory of log-
concave probability distributions see e.g., An[1] or An[2]. An[1] includes the
result that log-concavity is preserved under convolutions. From this our result
follows more or less immediately. However, we shall provide a more direct
argument. We start out by giving the definition of log-concavity for integer
valued random variables.
Definition 5.1 Let S be an integer valued random variable. S is said to have
a log-concave distribution if the following property holds for all s:
Pr(S = s− 1)Pr(S = s+ 1) ≤ [Pr(S = s)]2 (5.1)
We observe that if S has a log-concave distribution, then (5.1) implies that:
Pr(S = s)
Pr(S = s− 1) ≥
Pr(S = s+ 1)
Pr(S = s)
(5.2)
whenever both the denominators are nonzero. Moreover, by taking logarithms
we get that (5.1) also implies that the difference:
log(Pr(S = s))− log(Pr(S = s− 1)) (5.3)
is nonincreasing in s whenever the logarithms exist. Thus, we see that the
logarithm of a log-concave distribution indeed has a concave shape. Still the
condition (5.1) is easier to use as we do not have to assume that the probabilities
are positive. In fact (5.1) is trivially satisfied for those values of s where either
Pr(S = s− 1), Pr(S = s+1), or both are zero. From this it follows e.g., that if
S is binary, then the distribution of S is trivially log-concave, since for this very
simple type of distribution any choice of s will imply that either Pr(S = s− 1),
Pr(S = s+ 1), or both are zero.
We are now ready to prove our main result:
Theorem 5.2 Let X1, . . . , Xn be independent binary variables, and let S be the
sum of these variables. Then the distribution of S is log-concave.
Proof : We let Pr(Xi = 1) = pi and Pr(Xi = 0) = qi, i = 1, . . . , n. The
result is proved by induction on the number of binary variables. As already
pointed out, the result is trivial if n = 1. We then consider the general case and
assume that the result has already been proved to hold for sums of (n − 1) or
fewer binary variables. We then introduce T as the sum of the first (n − 1) of
the Xi’s, and let S be the sum of all the n Xi’s. Thus, S = T +Xn. We also
introduce the following simplified notation for the distributions of T and S:
Pr(T = i) = pii, i = 0, 1, . . . , (n− 1), (5.4)
Pr(S = i) = p˜ii, i = 0, 1, . . . , n.
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By the induction hypothesis we know that T has a log-concave distribution.
That is, the following inequality holds true for all i:
pii−1pii+1 ≤ pi2i . (5.5)
By applying the inequality (5.5) twice it is easy to see that we also have the
following inequality for all i:
pii−2pii+1 ≤ pii−1pii. (5.6)
We now consider the distribution of S. By conditioning on Xn we get that:
p˜ii−1p˜ii+1 = (pii−1qn + pii−2pn)(pii+1qn + piipn) (5.7)
= pii−1pii+1q2n + (pii−1pii + pii−2pii+1)pnqn + pii−2piip
2
n
Hence, it follows by applying (5.5) and (5.6) that:
p˜ii−1p˜ii+1 ≤ pi2i q2n + 2pii−1piipnqn + pi2i−1p2n (5.8)
= (piiqn + pii−1pn)2
= p˜i2i .
Thus, it follows that the distribution of S is log-concave as well, and so the
result is proved by induction. ¥
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