Abstract. We find a maximum principle for general non-Markovian semi-martingales. We do so by describing the adjoint processes with non-anticipating stochastic derivatives in a martingale random field setting. In the case of the Lévy processes this extends maximum principles with Malliavin derivatives, in the sense that we replace Malliavin differentiability conditions with weaker and simpler L2-conditions.
Introduction
There are two main approaches to optimization problems, dynamic programming with HJB-type equations or using BSDEs (backward stochastic differential equations). However, for dynamic programming the state equation must be Markovian, while any BSDE-approach requires the existence of the actual BSDE. Here we find a stochastic maximum principle that avoids both of these requirements.
We consider the performance functional (1.1)
and the associated optimal stochastic control problem, where u is the control and the state process is given by the semi-martingale X, (1.2)
where the last integral is with respect to the martingale random field, [CW75, DE10] , µ on [0, T ] × Z. The choice of martingale random fields is made to fit the most general description of the non-anticipating stochastic derivative made in [DE10] . But we must emphasize that any semimartingale whose jumps are totally inaccessible stopping times can be described via equation (1.2). With martingale random fields we can also consider some infinite dimensional cases, see [DE10] for examples. The goal is to find sup u J(u) for controls adapted to the filtration F, where X is adapted to the filtration G and F ⊆ G, i.e. for all t ∈ [0, T ] we have F t ⊆ G t . This is a problem with partial information if X is not F-adapted. We find (candidates for) optimal solutions by investigating (1.3) ∂ ∂y J(u + yβ) y=0 , u, u + yβ are admissible controls and |y| < δ, for some δ > 0. The controls are taking values in an open, convex set U ⊆ R n . In the literature (1.3) has sometimes been evaluated using a set of assumptions that requires U = R n . We explain this issue in Section 5, and state our maximum principle with weaker assumptions so that we can overcome this problem and indeed allow for U R n . Key to our approach is the non-anticipating derivative D, an operator from L 2 (Ω, G, P) to the space of integrable random fields, see, e.g. [Di 02, DE10] . The operator D coincides with the dual of the Itô non-anticipating stochastic integral with respect to a general martingale random field. Indeed we have that, for ξ ∈ L 2 (Ω, G, P), E ξ Here Λ represents the conditional variance measure associated to µ. For continuous semi-martingales Λ would be the quadratic variation, while for pure-jump semi-martingales Λ would be the predictable compensator for the jumps (with respect to G). These concepts are further detailed in the forthcoming sections 2.
Remark 1.1. Here we will briefly discuss why this optimization problem cannot be (easily) solved by the usual BSDE-methods. In a BSDE-type approach, (see e.g. [Pen90, FØS04, TL94]) we would define a "Hamiltonian"of type
where p and q are solutions to the adjoint BSDE:
The optimal solution is then described via conditions on H. Here λ t will be defined precisely in section 2, but if µ is a Brownian motion, then we just have Z = {0} and λ t (dz) = 1. Does equation 1.4 have a solution? Naturally, the answer depends on the noises in question and the requirements on p and q. Suppose we require
Suppose also that the martingale representation holds for G, i.e. that every square integrable G-martingale M has representation
by means of a predictable, square integrable random field η. If the martingale represention property holds for G in terms of µ, then (1.4) will have a solution, at least for the mild conditions found in [Jia00] (see also [Pro05, Section 4 .3] on the topic of the martingale representation property). However, if the martingale representation does not hold for G, then equation (1.4) may have no solution satisfying i)-ii)-iii). Indeed, the literature on optimization with BSDEs has focused on the cases where such a martingale representation is available.
One example where the martingale representation property does not hold is when u has conditionally independent increments and G is the filtration generated by the noise. In this case (1.4) may have no solutions [DS14, Remark 4.6]. (In [DS14] , a solution can only be found by considering a filtration with anticipating information.) Other examples can also be found by, e.g., problems with partial information or letting G be the filtration generated by µ and g(X T , ω) involve a random variable that is not G t -measurable for t < T .
Also note that when a direct BSDE-method is possible, our approach provides a new way of computing the adjoint equations.
Maximum principles using the duality relation of the Malliavin derivative with the Skorohod integral have been studied in [DNØ09, MBØZ12] . This limits the study to Lévy processes and, additionally, some restrictions are imposed to match the domains of the Malliavin derivative. Here we instead use the non-anticipating stochastic derivative, which enables us to treat very general martingale noises. Furthermore, in the case of Lévy noise, we reduce assumptions of Malliavin differentiable random variables to square integrability. Since the non-anticipating derivative coincides with the Malliavin derivative when both are well defined, this extends previous results. Indeed, the proof of our maximum principle will borrow heavily from the ideas found in [MBØZ12] .
For the portfolio problem with default risk, the main result is extended to a simpler sufficient condition for optimal control. Note that this example is not of Lévy type, nor is the state process (in general) Markovian.
In this paper, the maximum principle is studied in Section 4. But first we discuss the martingale random fields and stochastic non-anticipating derivative in Section 2 and the details on the optimization problem in Section 3. An important detail on the formulation of our type of maximum principle, that has previously been overlooked in the literature, is presented in Section 5. Section 6 presents an application to portfolio optimization in a market with assets subject to default risk.
The martingale random field
We now retrieve the stochastic integration and the non-anticipating stochastic derivative over a martingale random field µ. We refer to [DE10] for a detailed discussion on these concepts.
Let (Ω, G, P) be a complete probability space equipped with a rightcontinuous filtration G := {G t , t ∈ [0, T ]}. Let Z be a separable topological space. We denote B Z as the Borel σ-algebra on Z and B i) µ has a tight, σ-finite variance measure
In particular, any finite sums of orthogonal, square integrable martingales would be a martingale random field in the sense of i)-ii)-iii)-iv)-v) above. In general, the filtration G does not need to be the one generated by µ.
The G-predictable σ-algebra on Ω × [0, T ] × Z is denoted by P [0,T ]×Z and is generated by sets of type
) the random field µ has a σ-finite conditional random variance measure [DE10, Theorem 2.1]. For G-martingale processes the conditional variance measure is the G-predictable compensator. We denote this conditional variance measure by Λ, and it has the following properties
For later purposes we assume that Λ is absolutely continuous with respect to the Lebesgue measure on [0, T ]. Namely we assume that there exists a transition kernel
We refer to [Ç ın11] for further details on transition kernels. We denote I as the set of G-predictable random fields φ : Ω×[0, T ]×Z → R satisfying
We say that φ ∈ I is a simple random field if it can be expressed as a finite sum of type
where ∆ i = (t i , s i ]×Z i and φ i are bounded, G t i -measurable random variables for i = 1, . . . N < ∞. Simple, G-predictable random fields are dense in I by the usual Itô integration type arguments and we have that, for every φ ∈ I:
Note that
The non-anticipating stochastic derivative is a characterization of the integrand in the Kunita-Watanabe decomposition, developed in [Di 02, Di 03, DR07, Di 07, DE10]. It is the adjoint (linear) operator D = I * of the stochastic integral:
A full characterization is given in constructive form using the elements of the following dissecting system, a sequence of partitions of
Moreover, the partitions are nested in the sense that
The non-anticipating stochastic derivative can be represented as the limit [DE10, Theorem 3.1] (2.9) Dξ = lim n→∞ φ n with convergence in I of the stochastic functions of type (2.1) given by
where ∆ n,k = (t n,k , s n,k ] × Z n,k refers to the partion of A n described in (2.3)-(2.8). We have the following result [DE10, Theorem 3.1]:
1 Here it is possible to substitute 1/n with any sequence ǫn such that ǫn → 0
Moreover Dξ 0 ≡ 0 and ξ 0 ∈ L 2 (Ω, G, P) is orthogonal to space generated by
Indeed, by the orthogonality of the sum in (2.11), one can see that the following duality rule is verified: Let ξ ∈ L 2 (Ω, G, P) and κ ∈ I, then
Optimization problem
Define the state process X t , t ∈ [0, T ] by X 0 = a ∈ R and
Moreover φ ∈ I. We assume that X has an unique strong solution and note that X is G-adapted. The stochastic process u is the control taking values in an open and convex set U ⊆ R n .
In the performance functional (1.1),
Remark that we have allowed for g and f to depend on additional randomness besides u and X, and assume that they are both measurable. We assume f and b are continuously differentiable in x ∈ R and u ∈ U for all t ∈ [0, T ] and almost all ω ∈ Ω. We denote these derivatives ∂fs ∂x , ∂fs ∂u , similarly for b and φ. Remark that ∂fs ∂u ∈ R n since u is n-dimensional. We will denote · as the inner product in R n when appropiate. Furthermore g is continuously differentiable with respect to x ∈ R a.s., and we denote this derivative by g ′ .
The random field φ is continuously differentiable in x ∈ R and u ∈ U for almost all (ω, t, z) ∈ Ω × [0, T ] × Z. We assume that ∂φ ∂x ∈ I and with u = (u 1 , . . . , u n ) ∈ R n , ∂φ ∂u j ∈ I for j = 1, . . . n. Finally we define the G-semi-martingale
The first variation process G s (t), s ∈ [0, T ], is the solution to the equation
The solution of (3.2) is given as follows ([Pro05, Theorem II.37])
where for any t, M (t) is the G-semi-martingale defined by M s (t) = s t dM r for t < s ≤ T and M s (t) = 0 for s ≤ t. Furthermore we define, where t ∈ [0, T ],
In order to have the above quantities well-defined the following requirements are needed: Assumption 3.1. The control u with state process X (u) satisfies
.5]. Meaning that both g ′ (X T ) and
2 ds need to be in the domain of the Malliavin derivative, a space strictly smaller than L 2 (Ω, G, P). In addition, (3.9) would be replaced by the Malliavin differentiability of ∂ft ∂x (u t , X t ) and the integrability of D t ∂ft ∂x (u t , X t ) so that
∂x (u t , X t ) dt would be well defined (where D is the Malliavin derivative) since the arguments in the forthcoming (4.12) does not apply.
For a given control u with state process X = X (u) , we define the Hamiltonian by
where t ∈ [0, T ], v ∈ U and x ∈ R.
Maximum principle
Let F := {F t , t ∈ [0, T ]} be a right continuous filtration such that F t ⊆ G t for all t ∈ [0, T ]. We state the optimization result for F, naturally we can have F = G. Definition 4.1. We say that u is an admissible control if u : Ω × [0, T ] → U is F-predictable, Assumption 3.1 holds and
We denote the set of admissible controls by A F .
The following assumption is needed for the controls on which we apply the maximum principle. Assumption 4.2. Let u ∈ A F be fixed. For this u we assume that for any F-predictable and bounded process β satisfying (4.2) u t − β t ∈ U and u t + β t ∈ U dt × dP a.e.
there exists a δ > 0 such that A1) u + yβ ∈ A F for all |y| ≤ δ.
A2) The family
is uniformly dt × dP-integrable, and the family
is uniformly P-integrable. A3) The process Y 
In a converse conclusion in the forthcoming maximum principle, we will also require the following assumption: Assumption 4.3.
A4) If α is a random variable taking values in U a.s. then (with 0
is an admissible control (i.e. u ∈ A F ).
A controlû ∈ A F is a "local maximum" if
for all bounded F-predictable β and some δ > 0 that may depend on β.
Meaning that we cannot improve J(û) by making "bounded" pertubations ofû. Thus any solution to (3.1), J(û) = sup u∈A F J(u), must also be a local maximum. Ifû is a local maximum, we must naturally have (4.7) ∂ ∂y J(û + yβ) y=0 = 0.
The converse conclusions are not however true. Not every u satisfying (4.7) is a local maximum and a local maximum is not necessarily the optimal solution to (3.1).
Theorem 4.4. Letû be an admissible control and supposeû satisfies Assumption 4.2. Denotê
Ifû is a critical point for J(u), in the sense that
for all bounded, F-predictable processes β such thatû t ± β t ∈ U dt × dP-a.e., then
If Assumption 4.3 holds then the converse is also true: Ifû satisfies (4.8) thenû is a critical point.
For ease of notation we use the short hand notation b s = b s (û s ,X s ), f s = f s (û s ,X s ), and similarly for the other coefficients.
Proof. Supposeû is a critical point. Then
By the duality formula (2.12) (and (3.8))
By the Fubini theorem and the duality formula (2.12) (with integrability ensured by (4.3) and the non-anticipating stochastic derivative is well defined by (3.9))
By the continuity of D [DE10, Remark 3.4] and with sufficent integrability from (3.9) we have (4.12)
We recall (3.3), (3.4), and by (4.9)-(4.10)-(4.11) conclude that
Let α = (0, . . . , α (j) , . . . 0), be a random variable in R n which is zero except at the index j, where 1 ≤ j ≤ n. Set
We assume α (j) is bounded, F t -measurable and such that, u t ± β t takes values in U dt × dP a.e. Then Y s = Y (u,β) s = 0 for s < t so that (4.13) can be rewritten as (4.14)
A 1 + A 2 = 0 where
From (3.5)
Since Y admits a càdlàg representative and Y t = 0 we have
Recall (4.5) and (3.2). We have
Since Y t = 0 (interchange of integration and expectation justified by (4.3), (4.4))
ds.
By (4.5) we have
By the duality formula (2.12) (well defined by (3.10))
(4.15)
By the duality formula (2.12) (well defined by (3.10)) and since Y t = 0 we have
We see immediately that (interchange of derivation and expectation justified by (4.3) (4.4)) 
As a function of h, A 1 (h) + A 2 (h) = 0 for all 0 ≤ h ≤ T − t by (4.14). Hence ∂ ∂h {A 1 (h) + A 2 (h)} = 0 and thus
Recall that here u t + α is a F t -measurable random variable taking values in U a.s. Define
Here D "measures the minimum distance" between u (j) and U ω-wise. Note that 0 < D ≤ 1 a.s. Let ζ be a F t -measurable random variable bounded by C > 0. Then
We take α (j) = 1 2C ζδ and from (4.18) get
s. and we must have E ζ ∂H t ∂u (j) (X t ,û t ) = 0. Since this holds for all F t measurable ζ we conclude (4.19) E ∂H t ∂u (j) (X t ,û t ) F t = 0. The proof for the sufficient condition is complete as (4.19) holds for all 1 ≤ j ≤ n.
Conversely, suppose (4.8). By reversing the above argument we get that (4.14) holds for all β ∈ A F of the form
where the random variable α is F t -measurable, bounded and such that u±β, takes values in U dt × dP a.e. Here 0 ≤ t < t + h ≤ T . Hence (4.14) holds for all linear combinations of such β. Since any β ∈ A F can be approximated by such linear combinations it follows that (4.14) holds for all bounded β ∈ A F .
A remark on the technique used
In this paper, the maximum principle relies on on evaluating
where J is the performance functional (1.1). Here u is the control which is a "candidate" to be an optimal solution, y ∈ R and β is a pertubation of u. In this Section we discuss a technical point in how this technique has been presented in the literature, because some frequently used conditions have implications on how we can choose U (the space where the controls are taking their values). In several papers, e.g. [AØ08, APR10, BØ07, MBØZ12, HØP13, MØ08, Men09, PPS09], that evaluate (5.1) (for performance functionals of type (3.1), but with different assumptions on the noises) the following four assumptions are standard:
i) The admissible controls u take values in an open, convex set U ⊆ R n .
ii) The admissible controls satisfy some integrability conditions related to the problem and the corresponding state-process (given by a SDE) has a unique strong solution. iii) For all bounded andF t -measurable random variables α, the control
is admissible 2 . HereF = {F t , t ∈ [0, T ]} is a filtration relevant to the optimization problem. iv) If u and β are admissible controls, with β bounded, there exist δ > 0 such that u + yβ is also an admissible control for all |y| < δ. For convenience we only discuss the case when n = 1 in Condition i). However the issue presented here can easily be generalized to any n > 1.
Condition iii) implies that all the constants are elements of U , since C1 (t,t+r] (s), C ∈ R must be an admissible control. This can only be satisfied if U = R. Meaning that U cannot be taken to be any open, convex set as described in i), but it is necessary that U = R for the maximum principle to apply.
We could attempt to change Condition iii) to
iii') For all bounded andF t -measurable random variables α such that α ∈ U a.s., the control
is admissible. However, Condition iv) is still a problem. To explain, suppose U = (c 1 , c 2 ) for some c 1 < c 2 and let α be a bounded,F t -measurable random variable taking values in U . If condition iii') holds, both u s (ω) := α(ω)1 (t,t+r] (s) and β s (ω) := C1 (t,t+r] (s), C ∈ (c 1 , c 2 ), are admissible controls. Even if the random variable α satisfies α < c 2 a.s. we can have ess sup α = c 2 and thus u t + yβ t ∈ U a.s. is not possible for any y > 0. Hence u t + yβ t is not an admissible control for any y > 0, as it is not taking values in U , and Condition iv) fails.
The use of the "standard" assumptions i)-ii)-iii)-iv) is not a major issue, the resulting maximum principle will hold for U = R. Indeed the technical conditions are correct even if opaque. Moreover, if one is only interested in bounded controls one can apply the maximum principle and then check whether the resulting control is in fact bounded. There will however be a problem, at least formally, if integrability conditions or other conditions (i.e. ii)) on the admissible controls require them to take values in a bounded set. Also, the study of the control problem with U bounded has independent interest. As an example, in the forthcoming Proposition 6.1 we show additional results on the uniquess of the solution when U is bounded. Hence we used Assumption 4.2 in the maximum principle, Theorem 4.4.
Application to default risk
Here we show an application of the maximum principle to portfolio optimization. We choose a setting outside Lévy processes that has independent interest: Assets with credit risk modeled by doubly stochastic Poisson processes. Credit risk with doubly stochastic Poisson processes has been widely studied in the literature, see e.g. [JY01, Lan98, Duf05] .
Let λ s = (λ
s ds, and denote the filtration generated by λ as
No assumptions of independence are required between Λ (j) and Λ (k) for any j = k.
The n-dimensional pure jump process
s ) is a doubly stochastic Poisson process if, when conditioned on the λ's, it is Poisson distributed. We assume that
We investigate the exact properties of the critical points in Proposition 6.1 and sufficent conditions for a solution to (6) are given in Corollary 6.2.
Proposition 6.1. Assume that i) U is twice continuously differentiable and concave, ii) All bounded F-predictable processes taking values in U are admissible controls, iii) For any u ∈ A F and F-predictable bounded process β such that (6.3) u t ± β t ∈ U , dt × dP a.e.
then there exist ε > 0 such that is uniformly P-integrable, iv) Assumption 4.2 holds for all bounded u ∈ A F . Let ǫ = min(δ, ε), where δ is as in (4.4). Then the mapping y → J(u + yβ), y ∈ (−ǫ, ǫ), is strictly concave for all u ∈ A F and bounded F-predictable β satisfying (6.3). Furthermore, there is at most one bounded u ∈ A F such that u is a critical point (in the sense of Theorem 4.4).
Proof. First we prove the concavity of the mapping y → J(u + yβ), y ∈ (−ǫ, ǫ). We interchange the derivation and expectation and get where the last inequality follows by the concavity of U .
Next we want to show that there is at most one bounded u ∈ A F such that u is a critical point. First we show that when u ∈ A F is bounded and β is as in (6.3), we have ǫ > 1, i.e. that y → J(u + yβ) is a strictly concave mapping for y ∈ (−ǫ, ǫ) with ǫ > 1. The claim ǫ > 1 follows from ii) and the uniform integrability conditions Supposeū,û ∈ A F are both bounded and critical points. Set β t =ū t −û t . Consider the controlû + 1 2 β ∈ A F , and the mapping (6.5) h(y) → J û + 1 2 β + y 1 2 β , y ∈ (−ǫ, ǫ)
Note that ǫ > 1, h(1) = J(ū) and h(−1) = J(û). Since h is strictly concave at most one of h(−1) and h(1) can be a maximum.
Corollary 6.2. Suppose the Assumptions in Proposition 6.1 hold. If U is bounded and a critical pointû exists, thenû is optimal, i.e.
J(û) = sup
and optimal portfolioû is characterized by
for all t ∈ [0, T ] a.s.
Proof. This is a restatement of Proposition 6.1.
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