In this study, we propose a new global procedure to perform optimization of semiempirical intermolecular potential parameters on the basis of a large reference database. To obtain transferable parameters, we used the original method proposed by Ungerer ͓Ungerer et al., J. Chem. Phys. 112, 5499 ͑2000͔͒, based on the minimization of a dimensionless error criterion. This method allows the simultaneous optimization of several parameters from a large set of reference data. However, the computational cost of such a method limits its application, because it implies the calculation of an important number of partial derivatives, calculated by finite differences between the results of several different simulations. In this work, we propose a new method to evaluate partial derivatives, in order to reduce the computing time and to obtain more consistent derivatives. This method is based on the analysis of statistical fluctuations during a single simulation. To predict equilibrium properties of olefins, we optimize the Lennard-Jones potential parameters of the unsaturated hydrocarbon groups using the anisotropic united atoms description. The resulting parameters are consistent with those previously determined for linear and branched alkanes. Test simulations have been performed at temperatures ranging from 150 to 510 K for several ␣-olefins ͑ethylene, propene, 1-butene, 1-pentene, 1-hexene, 1-octene͒, several ␤-olefins ͑trans-2-butene, cis-2-butene, trans-2-pentene͒, isobutene, and butadiene. Equilibrium properties are well predicted, and critical properties can be evaluated with a good accuracy, despite the fact that most of the results constitute pure predictions. It is concluded that the AUA potential, due to a relevant physical meaning, can be transferred to a large range of olefins with good success.
I. INTRODUCTION
The use of molecular simulation techniques is becoming a routine way to predict equilibrium thermodynamic properties of fluids and fluid mixtures. Indeed, in recent years, important improvements have been made in simulation methodology and several efficient algorithms are available to obtain an entire liquid-vapor coexistence curve through different methods ͑Gibbs Ensemble Monte Carlo, [1] [2] [3] Virtual Gibbs Ensemble, 4 Histogram Reweighting, 5 Hamiltonian Scaling, 6, 7 Gibbs-Duhem Integration, 8, 9 ...͒. Nevertheless, despite those real progresses, property prediction is not yet a standard practice in industrial applications. Indeed, problems of industrial interest usually need accurate simulations concerning entire families of molecules, and this implies the optimization of precise transferable potentials. Although many general force fields are available nowadays to describe thermodynamic properties, most of them have been optimized using only one reference molecule, and only few of them describe properly equilibrium properties. Consequently, parameters appear poorly transferable, and an optimization work is needed for each new prediction, which is typically incompatible with industrial needs. A legitimate question is why does an efficient method not exist to perform optimizations on the basis of a large number of reference data, which could allow the optimization of transferable parameters. The answer to this question is probably that it is quite hard to reconcile accuracy and quickness in an optimization process. Recently, Ungerer proposed an optimization method allowing the development of transferable parameters. 10 By minimizing a dimensionless error criterion, this method has permitted the optimization of a complete force field for saturated hydrocarbons. [10] [11] [12] More precisely, the optimization consists in the minimization of a quadratic error function by a gradient method, thus requiring an evaluation of the partial derivatives of the function with respect to the potential parameters. In previous works, [10] [11] [12] these derivatives were calculated using finite differences between simulation results performed with two different sets of parameters, requiring thus numerous Monte Carlo simulations. Consequently, the computing time needed for the optimization process was important, and optimizations using a large number of reference data implied inaccessible computing times. In this work, we propose to improve Ungerer's method, using a new way to calculate the partial derivatives from statistical fluctuations.
Petroleum industry gives us good opportunities to test this new method. Indeed, the development of new processes requires important databases and molecular simulation techniques can be a solution to calculate properties that are difficult to obtain by an experimental way ͑expensive equipment required, dangerous handling,...͒. Nevertheless, it implies to optimize accurate and efficient force fields transferable to an entire family of molecules. Concerning saturated hydrocarbons, many force fields have been developed this past decade using different potential models and atomistic descriptions. For instance, three accurate united atom potential sets for n-alkanes have appeared recently: the TRAPPE ͑Ref. 13͒ and NERD ͑Ref. 14͒ models using a Lennard-Jones ͑6,12͒ description, and the model proposed by Errington 15 using an exponential-6 potential. Another atomistic description, the anisotropic united atom 16 ͑AUA͒ has been used to describe through a Lennard-Jones potential equilibrium properties of n-alkanes. 10, 16, 17 We showed that this potential appears highly transferable to branched alkanes 11 and cyclic alkanes. 12 That is why we decided to use this description further in this work. Concerning unsaturated hydrocarbons, only united atom parameters are available to describe pi-bonded groups of olefins. 18 -21 More precisely, in the last few years, Spyriouni et al. 19 have proposed a united atom model for ␣-olefins that allows good predictions for several equilibrium and critical properties, and Lisal et al. 20 have proposed a set of united atom parameters to describe isobutene only. More recently, Wick et al. 21 optimized a complete set of united atom parameters that allows the calculation of the liquid-vapor coexistence curves for ethylene, propene, 1-butene, trans, and cis-2-butene, isobutene, 1,5-hexadiene, and 1-octene.
In this work, we propose to use the improved procedure to optimize a complete Lennard-Jones force field using the AUA description, in order to predict equilibrium properties of alpha-olefins, beta-olefins, branched olefins and diene, with a single set of parameters for each type of force center. The simulation methods we use to establish coexistence curve are Gibbs Ensemble Monte Carlo, 1 and thermodynamic integration. 8, 9 The plan of this paper is as follows: The global optimization process is described and discussed in a first section. The application of this method to optimize a Lennard-Jones potential using the AUA description for the pi-bonded groups of olefins is presented and discussed in Sec. II.
II. OPTIMIZATION PROCEDURE

A. General principle
The problem of optimization of intermolecular potential parameters is a particular case of parameter identification with an a priori model, as discussed by Walter and Pronzato 21 for instance. The classically recommended approach for such a problem involves the following steps:
͑1͒ Definition of an error criterion that must be minimized, which involves ideally a large set of experimental data points to match; ͑2͒ Determination of the optimum parameters and of their uncertainties, based on an extensive probing of parameter space; ͑3͒ Validation of the model by comparison with a set of data that have not been used in the error criterion.
In such an approach, the systematic probing of parameter space in step ͑2͒ is intended to test the occurrence of several equivalent local minima, which is the sign of an illdefined problem arising from too abundant parameters with respect to the amount of independent experimental information. It must not be confused with local optimization methods, such as gradient methods and the simplex method ͑see Ref. 23 for an example of simplex method application͒, which is aimed at finding the nearest local optimum, irrespective of the possible presence of better optima far away. As a consequence, even if those types of methods allow stable optimizations, they imply a well-defined initialization, not always easy to determine.
This systematic approach is faced with two major difficulties in molecular simulation. The first is the cost of evaluating the error criterion, which involves as many Monte Carlo simulations as state points considered in the error criterion, i.e., several days of computing time. Thus it is difficult to consider a systematic probing of parameter space, which involves at least hundreds or thousands of evaluations of the error criterion. The second major difficulty is the statistical uncertainty attached to every molecular simulation result. As a consequence, the comparison of error criteria that result from different parameter sets is often misleading when looking for a local optimum. For instance, the local gradient estimated from two points close to each other in the parameter space may indicate the wrong search direction ͑see Fig.  1͒ .
In the present article, we do not pretend to provide a definitive solution to these difficulties, but instead, suggest a way to make the optimization procedure more efficient and its output more reliable.
With respect to the first step, we detail the reasons that made us define an improved error criterion, 10 which accounts explicitly for statistical uncertainties.
Regarding the second step, we propose to use statistical fluctuations to evaluate the derivatives of the error criterion vs each parameter of the intermolecular potential, thus allowing a very efficient search for the nearest local optimum. We propose also a set of systematic sensitivity tests that do not require additional molecular simulations and yet allow a reasonable assessment of those parameters that can be optimized simultaneously from a given error criterion.
B. Definition of the error criterion
An error criterion is most simply defined as the mean square relative deviation between experiments and model results
F͑ y ͒ϭ
where n is the number of reference data points f i exp and f i calc (y) is the simulation result with potential parameters y ϭ(y 1 ,y 2 ,...,y p ).
Although it may be used with good success, 23 this expression suffers a fundamental drawback because the differences ( f i calc Ϫ f i exp ) may have strongly varying uncertainties. If we imagine for instance that one of the f i exp has a particularly high uncertainty, F will be excessively influenced by the error on this term and the parameters obtained by minimizing F will be biased to match this false measurement.
A better alternative is the maximum likelihood criterion, 22 which involves explicitly the uncertainties on the contributing terms,
where s i is the estimated statistical uncertainty on the differ- .
͑3͒
In our previous article 10 we considered that s i was the uncertainty on the simulation result, which is justified in the case of well-known compounds because experimental uncertainties are small then. However the above expression ͑3͒ may be necessary for some properties where statistical uncertainties are low and experimental uncertainties are significant. This is for instance the case of vaporization enthalpy of poorly investigated compounds.
Apart from the application of a maximum likelihood criterion, an important step in making the optimization process more efficient is to maximize the number of independent experimental data f i calc that are considered with a given simulation run. For instance, the usual procedure of fitting the coexistence curve of pure compounds 13,14,24 -26 is equivalent to comparing two experimental data, the vapor and liquid densities, with the results of a single Gibbs ensemble simulation. As proposed in our previous article, 10 the consideration of vaporization enthalpy adds a third independent information in the error criterion with no extra simulation cost. However, it would be useless to consider vapor pressure as a fourth variable in addition to vapor density, because both variables contain essentially the same information. The reason why we preferred vapor pressure to vapor density is simply that it is more often measured directly than vapor density. We may introduce also derivative properties like thermal expansivity, isothermal compressibility or residual heat capacity in the error criterion. However, the simulation runs would be significantly longer and experimental data are less abundant on such properties, so that the benefit of doing so is still unclear.
A last way to improve the error criterion is the selection of reference conditions and components. If we draw a straight line from a set of points, we know that there is much less uncertainty in determining the slope from two distant points than from a region of close points. Similarly, a better control on potential parameters is obtained if two state points at very different temperatures are used than if numerous state points at close temperatures are considered. This remark is particularly relevant in molecular simulation, because many potential parameters have been optimized from liquid properties at ambient conditions only. 18, 23, 27, 28 Of course fitting a single state point is easier, but the extrapolation capability to high temperatures is generally poor. To a lesser extent, the usual procedure of fitting potential parameters for phase equilibria is also exploring a narrow temperature range, since it does not involve temperatures lower than the normal boiling point because of poor statistics below. 13,14,24 -26 Here again, adding a monophasic state point at low temperature, as suggested in our previous work, 10 is a way to constrain potential parameters more firmly than numerous state points between boiling and critical temperatures. The selection of reference components is also a delicate point. Selecting reference compounds of low molecular weight presents the advantage that reliable experimental information is more frequently available and simulation statistics are better. Yet, extending the range of molecular weight is desirable because this extends the temperature range of reference equilibrium data. When several groups are optimized simultaneously, it is desirable to select components where one group is well represented and the others absent, so that a given compound brings an information which is specific to a given group. 
C. Search for the local minimum
In the following section, we detail our implementation of the Gauss-Legendre least square estimator, as discussed by Walter and Pronzato. 22 The minimum condition for the error criterion F defined in Eq. ͑2͒ is that the partial derivatives of F with respect to potential parameters y j must be zero,
This expression may be parameterized by using the firstorder Taylor expansion of f i calc around the starting point of the optimization process, noted y 0 ,
where ⌬y k ϭy k Ϫy k 0 . The minimum condition can then be expressed as
The minimum of F is thus obtained from a linear system A⌬yϭB with p unknowns ⌬y k , kϭ1,...,p, and p equations. If p is greater than n, it can be seen easily that the matrix A is degenerate and that the system is undetermined, as expected when attempting to determine more parameters than reference data points. A key difficulty in exploiting Eq. ͑6͒ is the evaluation of the partial derivatives ‫ץ‬ f i calc /‫ץ‬y k (y 0 ). Doing this by finite differences, as we did in our previous works, 10, 12 is timeconsuming and poorly reliable for the reasons illustrated in Fig. 1 . It is proposed here to use statistical fluctuations, which are known to yield good estimates of thermodynamic derivative properties in either liquid or vapor phases. 29 More precisely, we propose to use the following fluctuation formula, which is true for any property ͗X͘ that can be obtained by an average in a statistical ensemble,
where U is the potential energy, including internal contributions such as bending and torsion. The properties appearing in the error criterion ͑density, vapor pressure, and vaporization enthalpy,...͒ must be expressed as functions of true statistical averages so that Eq. ͑7͒ can be applied. The liquid density obtained from a monophasic simulation in the NPT ensemble expresses as
where M w is molecular weight, N A is Avogradro number, and ͗V͘ is the ensemble average of the system volume with N molecules. Applying Eq. ͑7͒ and noting that the first term of its right-hand side, i.e., the derivative of instantaneous volume with respect to any potential parameter, is zero, we easily get
͑9͒
The expression of liquid density derived from a Gibbs ensemble simulation is slightly different because of the fluctuating mole number in the liquid phase,
We found that density could be very well approximated by the following expression, which simplifies the application of Eq. ͑7͒:
It is readily found that
where U is the potential energy of the system, including the liquid and vapor phases. Similarly to density, the derivative of the saturated vapor pressure is obtained from
where P V is the instantaneous virial pressure in the vapor phase. Note that this time, the first term of the right-hand side of Eq. ͑7͒ cannot be neglected, because the virial expression depends on intermolecular potential parameters.
The molar vaporization enthalpy is determined in the NPT ensemble at temperatures below the normal boiling point according to
where R is the perfect gas constant. It follows that
In the Gibbs ensemble, the molar vaporization enthalpy is determined simply as the difference of molar enthalpies of both phases, using vapor pressure as the best evaluation of equilibrium pressure,
͑15͒
Applying Eq. ͑7͒ in the same way as above to get
it is straightforward to obtain ‫⌬͗ץ‬ vap H͘/‫ץ‬y k in the Gibbs ensemble. When applying Eqs. ͑9͒, ͑11͒, ͑12͒, and ͑14͒, we need to evaluate repeatedly the derivative of the instantaneous potential energy U versus every potential parameter y k during the simulation. For some parameters like the Lennard-Jones parameter ⑀, the derivative may be determined rather simply by analytical derivation. However, this is not the general case because the derivatives versus other parameters like the distance between force center and carbon atom are more cumbersome to evaluate. As a consequence, we have decided to evaluate these derivatives by finite differences,
͑16͒
We have found that partial derivatives are still reliable when expressions ͑9͒, ͑11͒, ͑12͒, and ͑14͒ are evaluated from a limited subset of the configurations generated by a single simulation. Typically, it is sufficient to retain one configuration per 2000 Monte Carlo iterations. As a consequence, the overhead represented by the application of Eq. ͑16͒ to every potential parameter is negligible, and the simulation progresses at the same speed as usual. However, convergence of partial derivatives appears to need longer simulation runs by a factor of 2 or so. This is not surprising, as the evaluation of thermodynamic derivative properties from statistical fluctuations requires longer runs as well. 29 This does not constitute a real disadvantage, because it allows achieving a more accurate estimate of the initial point F(y 0 ) for the error criterion. In the cases investigated so far, the typical accuracy that can be reached on partial derivatives is 5%-10%.
Once the partial derivatives ‫ץ(‬ f i calc /‫ץ‬y k )(y 0 ) are evaluated, the solution of Eq. ͑6͒ by standard methods of linear algebra provides the evaluated optimum y 1 . At this stage, the error criterion ͑2͒ is determined again to check this new set of potential parameters. Ideally, the process of optimization should be repeated to generate increasingly accurate estimates of the optimum y 2 , y 3 , etc. In fact, it appears often useless because applications are generally facing one of the two following cases:
Case ͑1͒: The maximum likelihood criterion F(y 1 ) is significantly lower than 1, indicating that the deviation of the optimized model is lower than statistical uncertainty on average, and the simulation results f i calc (y 1 ) agree reasonably with the estimates of Eq. ͑5͒.
Case ͑2͒: Some of the optimized parameters y 1 have unrealistic values ͑such as negative energies for instance͒ and/or some simulation results f i calc (y 1 ) do not agree at all with the estimates of Eq. ͑5͒.
In case ͑1͒, improving potential parameters without changing the error criterion is hopeless, and the optimization is successful after one evaluation of the error criterion and related derivatives. This favorable case has been found with n-alkanes, 10 branched alkanes, 11 and cyclic alkanes, 12 among others. In these examples, additional tests with new molecules have validated the optimized parameter set. Yet, it may happen that this validation is not fully successful, the most likely explanation being that some parameters are not well determined. This was the case of our first attempt to optimize the olefin potential, as we discuss it in the next chapter. In such circumstances, enlarging the experimental database and reducing parameter space are favorable ways toward significant improvements. In case ͑2͒, the optimization process has failed, and improvements are unlikely to be provided by additional iterations. This unfavorable case has been found particularly when initialization was poor, or when we were trying to optimize too many parameters related to ''hidden'' groups, i.e., atoms with more energetic substituents such as the carbon of CO 2 , the central carbon of neopentane or the ternary carbon in isobutene. Here again, systematic sensitivity tests and reduction of parameter space may provide key improvements.
D. Sensitivity tests and parameter space reduction
The purpose of this section is to propose tests that do not require additional simulation runs, taking advantage of the rapid solution of the optimization problem ͑6͒ on today computers. As we have mentioned it in the previous section, this may serve either to correct for initial mistakes, such as optimizing too many parameters at the same time, or to evaluate more thoroughly an apparently satisfactory optimum before a time-consuming validation campaign is launched.
The main tests we can think of are the following: sensitivity tests to small variations of reference experimental data; sensitivity tests to small variations of the simulation results ͑averages and partial derivatives͒; reduction of the number of parameters optimized simultaneously; reduction of the number of experimental data points considered. Also, combined tests can be used, for instance to reduce simultaneously the number of parameters and of experimental points. Sensitivity tests to the initial parameters are useful as well but they cannot be performed unless the error criterion is computed again.
Testing the sensitivity to small variations of reference data or to simulation results is meaningful if these variations are compatible with the related uncertainties. Such tests may identify unstable optimization problems linked with flat optima or bad initialization, because the optimized parameters exhibit often a very high sensitivity in such cases. More generally, the dispersion of optimized parameters during repeated tests is a way to estimate their uncertainty.
The reduction of the number of optimized parameters is useful in analyzing the stability of the optimization process. We do this mainly in two ways:
͑1͒ Reduce the number of optimized groups from a given data set ͑a subset may be used too͒. Obtaining small parameter changes with respect to the full optimization is a good indication that a meaningful optimum has been found. This illustrated by Table I in the case of the CH 2 and CH 3 groups of n-alkanes. ͑2͒ Reduce the number of parameters for poorly determined groups ͑generally hidden atoms less energetic than their neighbors͒. This is a good way to stabilize the optimization when the variations of two parameters ͑such as ⑀ and ͒ compensate each other in some way. However, care must be taken that these tests may be inappropriate if the starting point is too far away from the optimum or if potential improvement requires coupled variations of several parameters.
III. OPTIMIZATION OF THE pi-BONDED GROUPS OF OLEFINS
Petrochemical industry is a potential user of simulation methods to evaluate thermodynamic properties of fluids in order to develop more powerful industrial processes. As a consequence, numerous intermolecular potentials are available to describe interactions in fluids composed of saturated hydrocarbon molecules. 10-18,24 -28 But only few models exist to simulate olefins.
18 -21 Consequently, we choose to test our new method of optimizing potential parameters to describe intermolecular interactions between olefins. In order to limit the optimization work and to obtain a more consistent potential model, we decided to use a set of parameters optimized in a previous work 10 to describe the saturated parts of olefins. This choice implies two important things: first, the type of potential and the description model of molecules must be the same as in those previous works, and secondly, the present work is reduced to the optimization of the pi-bonded groups of olefins.
A. Molecule description and potential type
The anisotropic united atom description, used in previous optimizations, consists of representing each CH x group by only one force center located near the geometric center of the group. So, computing time of such a simulation is comparable with a simulation using a united atom description, with a more realistic description due to the anisotropy that takes into account the hydrogen atom steric effects. In this case, three force centers have to be optimized: the CH 2 pibonded group, the CH pi-bonded group, and the C pi-bonded group. We choose to use a Lennard-Jones potential to describe intermolecular interactions. This type of potential, needs two parameters for every force center, ⑀ the energetic parameter, and the diameter parameter:
͑17͒
So that, including the carbon to force center distances ͑␦͒ involved in the AUA description, the optimization process involves the 8 following parameters: ⑀(vCH 2 ), (vCH 2 ), ␦(vCH 2 ), ⑀͑vCH͒, ͑vCH͒, ␦͑vCH͒, ⑀͑vC͒, and ͑vC͒. Table II shows carbon-to-carbon distances, bond angles, torsion, and bending potential parameters used in simulations. Expressions for the torsion potential u tors / ϭ ͚ jϭ0 8 a j (cos(⌽)) j and for the bending potential u bend / ϭ 1 2 k bend (cos()Ϫcos( 0 )) 2 have been taken in accordance with previous works. 10, 11 Distances involving saturated groups have been set to 1.535 Å, distances between pibonded groups have been set to 1.331 Å in accordance with Refs. 19 and 31. Average C-C-C angles centered on saturated carbon have been set to 114.0°, and parameters for bending and torsion potential involving saturated groups have been taken identical to those of Toxvaerd. 17 We chose to keep fixed angles composed of a pi-bond. This is in opposition with the model proposed by Wick et al., 21 but in accordance with Spyriouni. 19 In alpha and beta-olefins, the C(sp 2 ) -C(sp 2 ) -C(sp 3 ) angle has been set to 124.0°͑in accordance with Spyriouni 19 ͒ and in butadiene, the C(sp 2 ) -C(sp 2 ) -C(sp 2 ) angle to 124.0°in accordance with Szalay. 32 In isobutene, we fixed the value of the C(sp 3 ) -C(sp 2 ) -C(sp 3 ) angle to 124.0°. As a consequence, the C(sp 2 ) -C(sp 2 ) -C(sp 3 ) angle of isobutene has been set to 118.0°. The parameters of the torsion potential of the CH 2 vCH-CH 2 -CH 2 -sequence have been taken identical to those proposed by Jorgensen, 18 and those of the CH 2 vCH 2 -CH 2 vCH 2 sequence ͑butadiene͒ have been fitted from ab initio energies calculated by Szalay 32 and Kofranek. 33 The dihedral angle in beta-olefins has been set to 0.0 and 180.0°for the cis and trans configurations. We chose to keep fixed these angles as proposed by Jorgensen. 18 It is interesting to note that Wick et al. 21 have used a harmonic torsional potential to describe dihedral rotations around the bound connecting the two sp 2 carbons in trans and cis-2-butene. 
B. Simulation details
In order to compute phase equilibria, we have used the Gibbs ensemble Monte Carlo method introduced by Panagiotopoulos, 1 associated with the configurationnal statistical bias method of Smit et al. 3 Details about algorithms used can be found in Refs. 10 and 11. In order to extend equilibrium pressure calculations to low temperatures, we have integrated the Clapeyron equation as proposed by Kofke, 8 with some modifications detailed in Ref. 10 . Consequently, for temperatures under the normal boiling point, vaporization enthalpies are estimated from a single monophasic simulation at constant pressure,
where U liq is the average molar intermolecular potential energy of the liquid simulation box. To obtain vapor pressures, an integration scheme of second order of the Clapeyron equation has been used with regularly spaced 1/T values,
More explanations and discussion about the integration scheme can be found in Ref. 10 . The simulations have been performed with a total number of 200 molecules, except those related to 1-hexene and 1-octene where only 100 molecules were introduced. The selected occurrences for the various types of moves were generally 0.1 for translations and rotations, 0.2 for regrowth, 0.58 for transfers, and 0.02 for volume changes. We used standard long-range corrections, associated with a cutoff radius equal to half of the simulation box length.
C. Definition of the error criterion
The aim of this work is to predict several equilibrium properties of several types of olefins ͑␣-olefins, ␤-olefins, branched olefins,...͒ in a large range of temperatures. The error criterion F defined in Eq. ͑2͒ must so include all those data. First, it is important to define which properties will be used in the optimization process as reference data. As discussed above, we introduced vapor pressures, vaporization enthalpies, and liquid densities, computed by the GEMC at an intermediate temperature between the normal boiling point and the critical temperature. We introduced similarly the vaporization enthalpy and the liquid density computed from an NPT simulation at a second temperature, significantly lower than the normal boiling temperature. Then, the reference components have been selected in order to represent all optimized groups. A first optimization trial has been made including three alpha-olefins with low molecular weight: ethylene, propene, and isobutene where CH 2 pibonded group appears four times, CH and C pi-bonded group only one time. In this case, the optimization procedure was satisfactory, i.e., the maximum likelihood criterion F(y 1 ) appeared significantly lower than 1 and the optimum was stable with respect to sensitivity tests ͑Table III͒. Optimized parameters were consistent, and were validated with tests on the three molecules used in the optimization process. However, the validation on other molecules was not completely successful. More precisely, average errors obtained for longer alpha-olefins ͑1-butene, 1-pentene͒ were satisfactory, but the optimized parameters appeared unable to describe other types of olefins. For instance, simulations carried out on beta-olefins ͑but-2-ene, pent-2-ene͒, or butadiene gave unsatisfactory results. This partial failure of this first optimization trial illustrates an important problem of optimization method. As we had included in this first trial only alpha-olefins in the reference database, the CH 2 and CH pi-bonded group parameters were optimized to describe molecules containing CH 2 vCH-, or CH 2 vCH 2 sequences. These sequences do not appear in beta-olefins, where -CHvCH-sequence prevail. The reference molecules were thus poorly representative in this first trial. The molecules constituting the database involved in the optimization process must be in adequacy with the molecules that we aim at predicting properties. We consequently tried to enlarge the experimental database to include other types of olefins. Table IV shows the reference molecules in our second trial. We can note that CH 2 and CH pi-bonded groups are included in equivalent proportions, and appeared on different types of sequences. A branched olefin, isobutene, has been included to incorporate the pi-bonded C group in the reference database.
Six molecules are involved; consequently, the error criterion is composed of 30 reference data, depending on 8 parameters.
D. Initialization
In our case, we chose initial parameters by extrapolating and interpolating parameters optimized for linear alkanes in our previous AUA potentials: the CH 2 pi-bonded group has been taken intermediate between the CH 3 and CH 2 groups of linear alkanes, 10 the CH pi-bonded group intermediate between the CH 2 and CH groups of linear alkanes, 11 and the C pi-bonded group close to the CH group of linear alkanes. A possible justification could be the comparison between critical temperatures of ethylene and ethane, and some geometrical considerations. Indeed, the critical temperature of ethylene ͑282.34 K͒ is lower than that of ethane ͑305.32 K͒, 34 so we can suppose that the CH 2 pi-bonded group is less energetic than the CH 3 saturated group. Moreover, the number of hydrogen atoms involved in each group gives indications about the diameter parameters, and carbon to force center distances.
Nevertheless, we only used these initial parameters to perform the first optimization trial. Indeed, as mentioned above, this trial gave us a stable set of parameters that we could use as the initial point in the second optimization trial. Table III shows the initial parameters used in the first optimization trial, and the resulting parameters used to initialize the second optimization trial.
E. Evaluation of the partial derivatives
To minimize the error criterion, the investigated system required the evaluation of 130 partial derivatives through 6 Gibbs ensemble Monte Carlo simulations, and 6 monophasic NPT simulations. The computing time required was about 2400 h in a cluster of Pentium II and III. As partial derivatives calculations converge slowly, the number of Monte Carlo cycles is higher than in a usual MC simulation. Moreover, to obtain stable derivatives, it is important to calculate the average on a large number of stored values. Nevertheless, the number of needed simulations is lower than if we had used the method proposed in previous works. 10 Indeed, the estimation of the partial derivatives using a finite differences method would have required 58 simulations. The overall resulting speed-up provided by the new method is about a factor 3. Table V shows the partial derivatives obtained for the studied system, using those optimized in the first trial as initial parameters ͑Table III͒. Note that two levels of consistency appear. First, partial derivatives are consistent for a given molecule and a given property at different state point ͓e.g., ‫ץ(‬ liq ‫⑀ץ/‬ CH 2 )(T low ) and ‫ץ(‬ liq ‫⑀ץ/‬ CH 2 )(T high ) for ethylene͔. Second, for a given parameter, partial derivatives concerning a fixed property are comparable for different molecules ͓e.g., ‫⌬ץ(‬ vap H/‫⑀ץ‬ CH )(T high ) for propene compared to ‫⌬ץ(‬ vap H/‫⑀ץ‬ CH )(T high ) for 1-butene͔. We also compared some of these partial derivatives with those obtained by finite differences. In all cases, discrepancies were under 30% and all global absolute values were comparable. We supposed that these differences are most likely due to the rough way to evaluate derivatives used in the old method. 
F. Optimization results and sensitivity tests
The second optimization trial, which represents an important challenge due to the large number of reference data involved, has led to the second case referred in the first chapter: some of the optimized parameters y 1 had unrealistic values ͓e.g., the optimized value of ⑀͑C͒ was 3.38 K͔. This means that the optimization problem is ill-defined. Two ways were thus available to make the optimization problem well defined: to reduce the number of parameters optimized simultaneously, or to increase the number of experimental data points considered. The second solution was considered unlikely to succeed, because a significant effort had already been made to extend the reference database. On the contrary, the first proposed solution appears well adapted, due to the fact that the initial set of parameters is close to the desired optimum. Nevertheless, the reduction of number of parameters optimized is powerful only if the parameters whose coupled variations are responsible for the divergence are separated. We finally choose to practice a partial optimization of only three parameters over the eight parameters taken from the first optimization trial: ⑀(CH 2 ), ⑀͑CH͒, and ⑀͑C͒. Table VI shows the resulting values.
We carried out three types of sensitivity tests. A small variation of experimental data produces a variation on optimized parameters of Ͻ5% in all cases. A small variation of simulation results and partial derivative results in modifications of about 2%-3% on optimized parameters and a variation of about 10% of partial derivatives causes Ͻ1% variation for all optimized parameters. In each case, the minimized error criterion is not significantly changed during these sensitivity tests.
IV. PREDICTION OF THERMODYNAMIC EQUILIBRIUM PROPERTIES
The optimized molecular diameters indicated in Table VI and Fig. 2 form a consistent appears larger than CH and than C ͑cf. pi-bonded groups results͒. Similarly, the optimized energetic parameters are regularly spaced. It is important to note that the same conclusions have been made for previous optimizations. 10, 12 As mentioned in these references, the optimized carbon to force center distance places the force center close to the geometrical center of the optimized group. This conclusion is once again verified in this work. Moreover, the comparison between parameters of pi-bonded groups, and parameters of saturated groups shows that the entire set of AUA parameters is self-consistent. Those observations clearly imply that the optimization has converged toward values that have a good physical meaning. This illustrates the efficiency of a global optimization method. In opposition with these results, we can mention that united atoms parameters optimized on the one hand by Wick et al., 21 and on the other hand by Spyriouni et al. 19 do not form logical sequences. Indeed, and for instance, in those models, CH 2 groups appear smaller than CH groups that appear smaller than C groups. sities with the same accuracy. Nevertheless, our model appears more successful in predicting vapor pressures. We can note that simulation results for cis-2-butene and 1-pentene constitute pure predictions, because these molecules have not been used in the optimization process. Concerning the other molecules, two temperatures only have been included in the reference database. Table VII shows the relative errors between computed values and experimental data taken from the Dortmund Data Bank 34 and DIPPR data bank. 35 For these molecules, average errors are under 1.1% for liquid densities, under 1.5% for vaporization enthalpies, and under 10% for saturation pressures. Figures 6, 7 , and 8 show, respectively, saturated liquid densities, vapor pressures, and vaporization enthalpies of several isomers with four carbon atoms: an alpha-olefin ͑1-butene͒, a branched olefin ͑isobutene͒, a diene ͑butadiene͒, and two diastereoisomers ͑cis and trans-2-butene͒. Equilibrium properties of isomers are close and the separation between some of them is a challenging test of our potential. For instance, the gap between the two extreme critical tempera- tures ͑i.e., experimental isobutene critical temperature and experimental cis-2-butene critical temperature͒ is only 17.7 K. Nevertheless, the evolution of properties with temperature is reasonably reproduced. In Fig. 6 , the sequence 1-butene, isobutene, butadiene, trans-2-butene, and cis-2-butene is observed when liquid density increases at a fixed temperature. Moreover, the evolution of saturated liquid densities when temperature increases is consistent for each isomer. Similar observations can be made from Fig. 8 . Simulation results about vapor pressures are less satisfactory. Indeed, Fig. 7 shows that errors between experimental data and computed values appear higher than experimental gap between the properties of the different molecules. In fact, statistical uncertainty on pressure is probably too important to see significant differences between vapor pressures of such isomers without using a new simulation methodology. Relative average errors, reported in Table VII , for those five molecules are lower than 1.5% on liquid densities, 2.3% on vaporization enthalpies, and 10% on saturation pressures. The average relative error on vaporization enthalpies appears higher than those usually computed with AUA potentials. This can be explained by an important error observed on vaporization enthalpies of trans-2-butene. Indeed, neglecting this molecule, average error for vaporization enthalpies decreases to 1.5%. The origin of this particular error is not understood presently. Globally, simulation results appear satisfactory, and equilibrium properties of olefins are well predicted. Nevertheless, our model appears unable to describe the small but significant differences on vaporization enthalpies between the diastereoisomers cis and trans-2-butene ͑Fig. 8͒. Indeed, the only difference between these two isomers taken into account in our simulations is the value of the fixed dihedral angle. It clearly appears here that the description of such molecules must include other differences. The results obtained by Wick et al. 21 on these molecules suggest that the use of a flexible torsion potential is necessary to obtain better results in describing the differences between two diastereoisomers. Indeed, even if Wick's model does not describe each isomer with accuracy, it allows the description of the small differences between them.
In order to compare our model with those already published, we performed simulations of 1-butene, 1-hexene, and 1-octene at the same temperatures as Spyriouni.
19 Figures 9, 10 , and 11 show the simulations results compared with experimental data taken from the DDB, 34 and the DIPPR data bank. 35 We can see from Fig. 9 that our model allows prediction of equilibrium densities with the same accuracy as Wick's model, and gives better results than Spyriouni's one. Concerning vaporization enthalpies, Fig. 10 shows that both models may be considered of similar accuracy. Finite size effects due to the small size of our systems may cause the discrepancies shown by our model at temperatures close to the critical temperature. Figure 11 shows that our potential does not describe vapor pressures of alpha-olefins longer than 1-hexene as well as Spyriouni's work. Relative errors on vapor pressures on these components are indeed higher than those commonly observed with the other olefins ͑Table VII͒. This can probably be explained by the fact that our optimization process did not include alpha-olefins longer than 1-butene, while Spyriouni's potential was based on these molecules. Moreover, Wick's model, which has been optimized using the same type of reference basis, gives results less accurate than our model for vapor pressures. This is a proof that it is difficult to obtain a good compromise between accuracy and transferability. Concerning this aim, our model appears more successful than Wick's.
Finally, we estimated the critical properties C ͑critical density͒ and T C ͑critical temperature͒, and also the temperature of normal boiling point T eb , in order to compare our results with those presented by Spyriouni 19 where beta is the critical exponent, taken to be equal to 0.32. Normal boiling points were determined from fits of vapor pressures to the Clapeyron equation. Table VIII shows the resulting values. It appears that our model allows an accurate calculation of critical temperatures, critical densities, and normal boiling point temperatures for every molecule considered. Critical temperatures are estimated with a relative error of about 2%, and critical densities with a relative error of about 3%. The comparison of our model with Wick's and Spyriouni's shows that our parameters allow a better calculation of critical properties than those of Spyriouni, and that critical temperatures are better calculated with Wick's parameters. Nevertheless, we can note that globally, the temperature of the normal boiling point is better described with our model.
V. CONCLUSION
The present work proposes a general optimization method of semiempirical potential parameters to describe intermolecular interactions, based on the minimization of a dimensionless error criterion, according to a maximum likelihood principle. The search of the optimum by a GaussLegendre least square estimation has proved to be a very efficient way to get consistent sets of potential parameters on numerous systems. Only one evaluation of the error criterion is needed, whereas many optimization processes imply several evaluations ͑simplex method, 23 Hamiltonian scaling, 7 ...͒. Thanks to the original fluctuation method proposed in this work, the evaluation of partial derivatives needed in the minimization process can be realized with a strongly reduced number of Monte Carlo simulations. This study also presents a set of different tests allowing the evaluation of the uncertainty and the relevance of the optimized parameters. It is important to note that this method is general, and as a consequence can be applied with every type of potential.
The new method has been used to optimize the LennardJones parameters of an anisotropic united atom description of olefins. Eight parameters ͑energetic parameter, diameter parameter and carbon to force center distance of CH 2 and CH pi-bonded groups, and energetic parameter and diameter parameter of C pi-bonded group͒ have been optimized on the basis of a reference database composed of 30 different values describing the equilibrium properties of 6 olefins. The optimization led to a consistent set of parameters that form regular sequences with the parameters optimized for linear alkanes by Ungerer. 10 This shows that optimized parameters have a good physical meaning.
The optimized potential has been shown to predict the equilibrium properties of several pure olefins in a large range of temperature. The same set of parameters, optimized in this work for pi-bounded groups, and taken from Ungerer's work for saturated groups, allows the prediction of equilibrium properties of alpha-olefins ͑from ethylene to 1-octene͒, of several beta-olefins ͑cis and trans-2-butene, trans-2-pentene͒, isobutene, and butadiene. The model gives satisfactory results but appears unable to represent the small differences between two diastereoisomers ͑cis and trans-2-butene͒. The comparison between our model, which is an anisotropic united atom description, and models of Spyriouni 19 and Wick, 21 which use the united atom description, shows that the use of a third parameter to take into account the anisotropy of a hydrocarbon group allows the accurate calculation of two more equilibrium properties, the saturation pressure and the vaporization enthalpy, which clearly represent the equilibrium state.
The present study opens numerous perspectives in potential optimization. Indeed, a general and quick optimization process is now available to obtain transferable parameters on the basis of easily accessible experimental data. This would allow us to propose in a short delay several sets of parameters particularly useful for industrial applications, for instance to describe equilibrium properties of alcohols and etheroxydes. Another perspective could be the test of those parameters in binary and ternary mixtures of olefins with alkanes, or olefins with carbon dioxide and/or water.
