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Abstract
Context factors have lasting impacts on people’s
sentiments. Exploring impacts that different contexts
have on sentiments can be crucial for managing the
increasing number of communications companies
nowadays maintain with customers via social media
channels. To help companies prevent impacts of negative word of mouth, we provide an overview about
sentiment-influential contexts for tweets as one kind
of social media texts previously discussed within the
literature. We collected an overall amount of
358.923.210 tweets and performed analysis to uncover the effects of continents, mobile devices’ operating systems (OS) and the combination of both on
sentiments expressed within tweets. Our results show
remarkable differences for tweets originating from
North America and Apple devices, which turned out
to be the tweets with the lowest sentiments compared
to the other continents and the mobile OS Android.

1. Motivation
Over the last decade, social media have reached
an immense widespread [1, 2]. In private settings,
social media are used for connecting with friends, for
communicating with each other, presenting oneself to
other users, sharing personal experiences or achieving social standing and reputation within communities [3]. Textual social media (e.g. tweets on Twitter
or posts in Facebook) have proven to be a channel for
complaint articulation for customers, e.g. about inadequate behaviors of companies resulting from negative experiences with products and services [4, 5].
Negative perceptions and experiences can prompt
consumers to articulate negative sentiments online in
written social media [4-7]. As social media texts are
widely visible within social media channels, negative
sentiments articulated in social media texts can potentially infect huge masses of social media users and
provoke negative sentiments [5-7]. Additionally, social media texts containing negative sentiments tend
to spread more quickly [8] so that companies have to
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react fast to prevent damages. Companies reacting
adequately and quickly to customers’ concerns can
turn negative experiences into positive perceptions
[5, 9, 10]. Otherwise, negative perceptions can provoke other users to contribute their own negative
experiences [5]. This so-called negative word of
mouth (nWoM) can lead to the far-reaching dissemination of negative perceptions towards a company in
the online as well as in the offline sphere [5, 7]. Beyond keeping potential customers away from buying
companies’ products and consuming their services,
nWoM can furthermore lead to the termination of
existing customer relationships [11-13]. Eventually,
churning customers and the absence of new customers lead to decreasing sales [11-13], high costs for
acquiring new customers [14] and thereafter even to
companies’ existence being threatened.
For monitoring the opinions expressed in social
media texts, sentiment analysis offers a solution to
automatically identify opinion polarities from huge
volumes of textual data (cf. [15]). The results of sentiment analysis can inform companies about negative
sentiments expressed in social media channels, to
make companies try to meet and overcome customers’ concerns. While sentiment analysis enables companies to identify negative customers’ perceptions
identified from the texts’ contents, companies require
knowledge about the circumstances provoking certain
sentiments. In addition to the contents of the texts
captured by sentiment analysis tools, there are other
factors that influence the sentiments of people.
For example, the days during a week have been
shown to predominantly provoking negative sentiments compared to weekends (cf. [16-18]). Furthermore, places related to spare-time activities (e.g.
parks and green spaces [19-21]) are associated with
more positive sentiments than workplaces where sentiments are on average less positive (e.g. [22]). Companies that are aware of contexts as sentimentinfluential factors can tailor their customer communication according to the effects of contexts. For
strengthening the effects of positive messages propa-
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gated, companies can also rely on contexts provoking
positive sentiments. Companies aiming at positive
Word of Mouth (pWoM) spread (cf. [4, 11, 23]) for
evoking positive perceptions towards their products,
services or the company itself, should rather communicate related messages e.g. on weekends.
Depending on the locations (e.g. country or continent), customers may be more or less likely expressing negative sentiments within social media posts. To
counter the sentiment tendencies prevalent in certain
locations (e.g. countries or continents), companies
could thereafter adjust their customer communication. We address this research gap and perform analysis to identify the influences mobile devices’ operating systems (OS) have on sentiments expressed within tweets as one kind of social media posts. As a second context, we include continents. To address the
lack of investigations considering at least two contexts, we perform analysis combining mobile devices’ OS and continents as contextual factors.
The rest of the paper is organized as follows: In
the next chapter, conceptional basics of social media,
word-of-mouth, sentiment analysis and contexts are
introduced. Afterwards, within the chapter related
work, we give an overview of sentiment-influential
context factors and corresponding effects. Subsequently, we describe the steps performed within our
investigation and report the results of our analysis.
After interpreting and discussing the said results, we
draw on implications of our findings. The paper is
rounded off with a conclusion including limitations
and an outlook on future research.

2. Conceptional basics
In literature, the term “social media” is often described as “a group of Internet-based applications
that build on the ideological and technological foundations of Web 2.0, and that allow the creation and
exchange of User Generated Content (UGC)” ([24],
p. 61). UGCs represent “the sum of all ways in which
people make use of social media” ([24], p. 61). Social
media tools provide users with functionalities to connect with friends, presenting themselves to other users and communicating with each other [3]. Social
media posts are suitable to conduct word-of-mouth
propaganda and to lead communication that includes
personal experiences and opinions about a product,
service or promotion [4, 5] with consumers, friends,
colleagues or other acquaintances [23, 25]. Within
these communications, messages as well as therein
expressed sentiments are spread [23, 25] and widely
noticeable by other users within a social media channel [4-7]. To help companies take notice and control
the sentiments expressed within the ever-increasing

amount of social media posts, sentiment analysis
proposes algorithmic approaches to identify the polarity of texts [15]. In terms of sentiment analysis,
there are different approaches, amongst others dictionary- and sentence-based sentiment analysis [15].
When performing dictionary-based sentiment analysis, the sentiment of each entity (e.g. each word)
from a text is classified into a positive or negative
class using the dictionaries. These dictionaries annotate opinion carrying words, and the sentiment of the
whole sentence is determined by considering the sum
of the combined scores of all its entities [26].
However, not only the content or the formulation
of messages or opinions of customers on products,
services or the company itself, but also contexts play
an important role in provoking sentiments. Depending on the manifestations of contexts, people experience different sentiments [27]. Context can be defined as “any information that can be used to characterize the situation of an entity” ([28], p. 5) whereby
“an entity is a person, place, or object that is considered relevant” ([28], p. 5). Contexts such as time,
location or mobile OS as well as combinations of
contexts can be investigated as sentiment-influential
factors in the offline world. While time describes the
temporal contexts (e.g. time of day, day of week,
month of year) in which a tweet is posted, location
relates to the spatial properties (e.g. county, country,
continent) the user is surrounded by, when tweeting.
Mobile devices’ OS (e.g. Google Android or Apple
iOS) responsible for operating essential system functions on mobile devices, are associated with different
personality traits [29] and can thus be seen as another
sentiment-influential context. Additionally, contexts
are as well experienced, while being in the situation
of writing social media posts (e.g. tweets). Therefore,
contexts also act as sentiment-influential factors
within social media spheres (e.g. Twitter).

3. Related Work
The idea of observing contextual factors and their
influence on sentiments apparent within tweets is not
a new one. Efforts have been made to uncover the
effects of temporal factors such as time of day [16,
18, 30] and day of week [16-18, 31] on sentiments
within tweets. Tuesdays, Wednesdays and Thursdays
have been identified as days characterized by negative emotions [18], with Wednesdays having even
been identified as being the most negative days of the
week [16]. Throughout the week and towards weekends, the sentiments become more positive, with Fridays and Saturdays being the most positive days [16,
17]. Sundays are associated with peaks in positive
sentiment [18]. However, literature also reports de-
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clining sentiments on Sundays [26]. Regarding weekends, the results suggest that both positive and negative sentiments are more present as opposed to the
working week [31]. Regarding the times of a day,
there are contradictory findings within the literature.
While [30] state that the time between 5 a.m. and 6
a.m. is the happiest hour of a day, [18] identified the
most negative sentiments for this phase and the most
positive sentiments in the evenings. [16] showed that
there is a maximum of positive sentiments from 11
a.m. to 1 p.m. as well as from 5 p.m. to 8 p.m.
As for spatial influences, efforts have been made
to analyze the effects of different kinds of locations
and the impact of their properties on sentiments [16,
17, 19-21, 32-37]. Staying in green spaces such as
parks has been identified as inducing positive sentiments within tweets [19-21]. In line with that, [16]
identified that how a location is used, influences the
sentiments expressed in tweets. Farmland and places
associated with public transportation or industry
bring up more negative than positive sentiments.
Public places are almost equally likely to provoke
positive and negative sentiments. Commercial areas
tend to generate more positive than negative sentiments [16]. Places where time is shared with friends
and family also induce predominantly positive sentiments [17]. The weather prevailing at a location is
another sentiment-influential context [33-37]. People
are happier when temperatures drop slowly rather
than rapidly [35]. Extremely hot and cold temperatures [34], cloudy weather [34], high humidity [34],
excessive snowfall [35], hailstorms [35], and extreme
weather events such as hurricanes [33, 36] or earthquakes [37] have negative influences on the sentiment expressed within tweets.
There is further context information that rely on
characteristics of individuals. People with high incomes articulate themselves more positively within
tweets as people living in poorer neighborhoods [32,
38, 39]. Older people express more fear compared to
middle-aged people whose tweets contain more joyful terms [38]. Neighborhoods with higher proportions of White, Asian and Hispanic populations also
share predominantly more joy-related expressions
[38]. However, as [39] showed, Hispanic residents
can also be associated with less positive and sadder
emotions. People with an African background tend to
use more dimness-related terms in their tweets [38].
Higher degrees of education shape and higherearning populations share happier and more positive
emotions [39]. Tweets that are sent from mobile devices tend to be more negative in terms of expressed
sentiments than those that are sent from desktops [40,
41]. As for mobile devices’ OS, more positive posts
are more likely to stem from blackberry devices [42].

Within the literature, there are already approaches
relating to the effects of contexts on sentiments expressed within tweets. There are many investigations
concerning the identification of temporal, spatial and
person-related contexts as well as corresponding effects provoking positive and negative sentiments.
Nevertheless, related work mostly focuses on one
context solely or considers them isolated from each
other. [16, 17, 19-21, 32-37] have dealt with spatial
factors and focused on certain countries (e.g. USA
(cf. [16, 17, 19, 21, 32-36]), Haiti (cf. [37]) or Australia (cf. [20])) instead of whole continents. [42]
analyzed the influence of mobile OS on sentiments.
However, the authors do not match these influences
with continents (cf. [42]) as we did within our paper.
To address this research gap, we performed analysis
that combine mobile devices’ OS and continents.

4. Methodology
To identify the effects of mobile devices’ OS,
continents and the combination of both on sentiments
expressed within tweets, we aligned our approach to
the steps proposed within the text-mining procedure
of [43]. As we aim at identifying the effects of contexts on sentiments, we also describe how we proceeded this task. We split our approach (cf. figure 1)
into (1) preparing the analysis, (2) conducting the
analysis and (3) reporting the results.

Figure 1: Steps applied within the approach
Within the (1) preparatory steps, we first familiarized with the particularities of tweets. Then, we extracted the tweets and performed exploratory analysis
followed by conducting data reduction. Because mobile devices’ OS and continents as the context factors
to be investigated were not directly provided with the
extracted tweets, we had to perform further steps to
transform the provided data attribute values to obtain
the said context factors. Then, we appended the continents and mobile devices’ OS to the corresponding
tweets and (2) determined sentiment values for the
extracted tweets by applying an existing sentiment
analysis approach. As with the continents and mobile
devices’ OS, sentiment values were appended to the
corresponding tweets. Within the next step, summarization techniques are applied to the sentiment values
for tweets of the investigated context factors. Hereby,
the mean sentiment values for each context factor and
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the share of tweets at a certain sentiment level are
determined. The last step (3) is about reporting the
results. This includes the results to be presented and
interpreted. The obtained results may contradict previous findings so that resolving these conflicts can be
necessary. In the next chapters, we describe in more
detail how we approached within these three steps.

5. Preparing the analysis
5.1. Particularities of tweets
As tweets are the research objects within our investigation, we firstly familiarized ourselves with the
particularities of Twitter and tweets as the corresponding social media texts. Hereby, Twitter is a
microblogging application “stand[ing] halfway between traditional blogs and social networking sites,
and are characterized by a high degree of selfpresentation/self-disclosure and a medium to low
degree of social presence/media richness” ([44], p.
106). As a specific type of social media, it allows
users to “exchange small elements of content such as
short sentences, individual images or video links”
([44], p. 106). Tweets are amongst others characterized by their shortness (e.g. [31, 36, 42, 44, 45]).
Since November 2017, the maximum number of
characters to be used within a tweet is set to 280 (cf.
[46, 47]). This shortness in text length must be taken
into consideration when identifying sentiments expressed within tweets [36, 44]. Furthermore, our
analysis has to cope with the huge number of users
around the world that post tweets (cf. [31, 39, 42, 44,
48]). Therefore, we assume that the methods for processing the tweets need to be fast and performant and
must deal with the shortness of tweets to obtain accurate and reliable results [45].

5.2. Data extraction, data preprocessing and
data reduction
Using Twitter’s sampling Application Programmable Interface (API) in the “Spritzer” version, we
sampled approximately uniformly from all messages
being posted via Twitter in 2019. The data collection
procedure resulted in 358.923.210 English tweets in
the time range from January 1st, 2019 to December
31st, 2019. For our investigation, we only collected
tweets written in English. To that purpose, we filtered
the provided language field to determine only tweets
with the value "EN", which indicates that a tweet is
written in English language. By this means, we were
able to omit the complications of multiple languages
(cf. [49]). Further restrictions beyond the language

restriction as sampling by only incorporating tweets
containing certain hashtags have not been applied.
Fluctuations in collective public emotions and
sentiments can occur due to a multitude of competing
effects (cf. [50]) and can influence the results of this
investigation. By examining a whole year of tweets,
seasonal influences and corresponding distortions
resulting from deviating levels of sentiments expressed in certain months, such as higher temperature
and more positive sentiments in summer months than
in winter months, can be omitted. Therefore, because
all twelve months of a year are included in our investigation, the influences of the incorporated contexts
regarding sentiments are not distorted by a month being not included. As our data collection comprises
358.923.210 tweets, we assume that influences of
external events and competing effects are smoothed
to a high degree. We further regard the sample as a
representative collection of tweets appropriate for our
investigations because Twitter’s “Spritzer” API provides 1 % of all tweets posted with a maximum margin of error of 0.06 at a confidence level of 99 %
[51]. Each tweet delivered by Twitter comes as a
JSON (Java Script Object Notation) object that contains tweet text and meta data characterizing both
tweets and the situation in which it has been posted.
These meta data, such as timestamp, language,
source, geolocation and the device used for tweeting
(cf. [19]), are logged and provided by Twitter.
Subsequently, we performed exploratory analysis
to identify noise and outliers within the obtained data.
By this means, we noticed that not every tweet is
provided with location or device information. Thus,
we agreed on performing analysis concerning influences of location and mobile devices’ OS contexts
only with tweets containing this context information.
Filling up missing values by applying any of the
commonly proposed strategies (cf. [52]) could have
distorting effects as there were many data instances
with missing attributes. To ensure the dataset to be
without any redundant tweets, we additionally applied redundancy detection using tweet text and the
creation date as the properties of a redundancy. The
following steps of data reduction were carried out as
part of the transformation of the JSON objects into
CSV (Comma Separated Values) files. In this step,
we excluded entries that don’t match the goals of our
investigation. Many of the provided meta data are not
necessary for our analysis so that we only included
the device field, the self-reported location field and
the tweet text to identify sentiments expressed within
the tweets. Only a small fraction of the tweets has
geolocation coordinates that can be mapped directly
to locations in terms of latitude and longitude (cf.
[48]). Therefore, we relied on parsing the free-

Page 2514

response location field that accompanies a tweet. By
applying the methods from the Pycountry library
(https://pypi.org/project/pycountry/), we mapped the
self-reported location information to continents and
appended the continent to the corresponding tweet
within the CSV files.

5.3. Selection of methods to be applied
Identifying the influences of contexts on sentiments expressed within tweets requires a method to
assign sentiment values to tweets. Considering the
findings from subchapter 5.1., we decided to apply
the freely accessible “Valence Aware Dictionary for
sEntiment Reasoning” (VADER) approach [45].
VADER was specifically developed for sentiment
analysis in microblog-like texts and has achieved
remarkable results compared to other sentiment analysis approaches [45]. The approach is also fast
enough and can deal with huge numbers of tweets as
required for our investigation. Because VADER identifies sentiment values using a built-in sentiment dictionary [45], there is no need for labeled training data. VADER provides a compound sentiment score
that combines positive and negative sentiments into
one single value. This score can take values in the
range of -1 to +1 [45] and is calculated separately for
each tweet contained in the data set. Furthermore, we
applied summarization measures and decided to calculate mean values in terms of sentiments for all contexts being investigated. As the calculation of mean
sentiment values consolidates several sentiment values to one single value, we additionally decided to
determine the number of tweets whose sentiments are
at certain intervals. This included counting the number of tweets that have certain sentiment values regarding the investigated context factors. In doing so,
determining the sentiment intervals is independent
from calculating the mean sentiment values.
To test the statistical significance of our findings,
we additionally carried out t-tests (cf. [53]). In our
case, there are independent samples since one sample
selected from one population is not related in any
way to the sample from another population [53]. This
is because the assignment of tweets and the respective sentiment to a continent and a mobile devices’
OS is exclusive and does not consider an assignment
to more than one continent or mobile devices’ OS. To
be applicable, the tests require the dependent variable
to be at least interval scaled. We see this requirement
fulfilled as the dependent variable (sentiment value)
of each tweet is numeric. Additionally, the independent variables (contextual factors) are at least nominalscaled [53]. In the following chapters, every time the
term “significant” or “significantly” is used, the dif-

ferences in mean sentiment values or proportions
within sentiment intervals showed to be significant
by the pairwise calculated t-tests.

6. Performing the analysis
We observed a high proportion of neutral tweets
by filtering for tweets with a sentiment value of “0”
within the appended sentiment value field. As this
huge number of neutral tweets can have remarkable
influences on the results, we decided to exclude neutral tweets from further analysis. Therefore, we proceeded with the remaining 245.077.312 tweets being
either positive or negative. Then, we filtered the
tweets (cf. table 1) along with the corresponding sentiment values. For the analysis regarding one context,
either continents or devices, we applied one filter
criterion. E.g. by filtering the tweets with the value
(a) “Europe” or (b) “Android”, all tweets originating
from (a) Europe (cf. table 1 - IDs 1, 2 and 4) or
tweets sent from an Android OS (cf. table 1 - IDs 1
and 4) and their sentiment values are retrieved. When
combining the contexts of continents and mobile devices’ OS, we simultaneously set two filter criteria.
We retrieve e.g. all tweets sent from Android powered devices originating from Europe together with
the corresponding sentiment values by filtering with
“Android” and “Europe” (cf. table 1 - IDs 1 and 4).
Thereafter, the mean values of the sentiment values regarding the selected singular and combinatorial
contexts were calculated and the numbers of occurrences of sentiment values in the respective sentiment
intervals were counted. The results of determining
the mean sentiment values and the sentiment intervals
are more closely described in the next chapter.
Table 1: Example Tweets and Results
IDs
Example Tweets
1
2
3
4
…

IDs
1
2
3
4
…

I pray that your August will be full of good news,
positivity and blessings.
Hope you're having a great week.
I wish you all the best :-)
I have been on hold with you for 40 minutes and
then the call hangs up. Poor customer service!!!
…

Continent

Results
Mobile OS

Sentiment

Europe
Europe
Asia
Europe
…

Android
Apple
Apple
Android
…

0.8481
0.7732
0.8481
-0.4767
…

Page 2515

7. Reporting the results
7.1. Results of univariate analysis
Users of Apple devices turned out to be less positive compared to users of Android devices (cf. table
2). Tweets posted by Android devices have on average higher sentiments than tweets sent by Apple devices. Although the differences for mean sentiment
values between Apple and Android users seem to be
comparably low in our analysis, they showed to be
significant. We additionally determined the number
of tweets whose sentiments are at certain intervals
(cf. table 4). Regarding the mobile devices’ OS, the
distributions reflect that 12.89 % of the tweets sent
by Apple devices are strongly negative (within [-1; 0.66[), compared to 9.32 % for tweets sent by Android devices. As regards the strongly positive tweets
(within [+0.66 to +1]), the proportion of Android
tweets is about 5 % higher than the proportion of
tweets sent by Apple devices.
In terms of location as the second context, we obtained results for six continents, namely Africa (AF),
Asia (AS), Europe (EU), North America (NA), Oceania (OC) and South America (SA). Tweets originating from AS showed to be the most positive, followed by tweets from SA, EU and AF (cf. table 2).
Interestingly, the average sentiment values for tweets
from OC and NA show significant differences. In
addition, we notice that tweets in the range of +0.66
to +1.0 originate most frequently from SA, followed
by AS, EU and OC (cf. table 4). Considering the
mean sentiment values, it was assumable for NA having a low proportion of tweets within this interval.
Based on the mean sentiment value of AF, it is remarkable that tweets are strongly positive (within
[+1; +0.66]) with a proportion of only 23.19 %.
However, tweets with mean sentiment values between +0.33 and +0.66 occur most often for AF,
while the other continents have at least 7.85 % fewer
proportions in this interval. When investigating the
intervals for negative sentiments, it is significant that
NA consistently has the highest proportions, followed
by OC. Asia having the highest mean sentiment value, interestingly shows as well comparably high proportions in the strongly negative and the negative
intervals (within [-1; -0.66[ and [-0.66; -0.33[).

Mobile
OS

0.21452
0.19716
0.19327
0.18906

0.16195
0.12869
0.20179
0.13223

7.2. Results of bivariate analysis
The observations of the univariate analysis (cf.
tables 2 and 4) are partly reflected within the bivariate analysis (cf. table 3 and 5). Combining each continent with Android gives on average always more
positive sentiment values as if the same continents
are combined with Apple. Hereby, the highest difference can be observed for Asian tweets, where Android achieves on average significantly higher sentiment values compared to Apple (Δ 0.10366). South
American and African tweets from Android devices
are also significantly more positive. Differences observed for NA, EU and OC are however comparably
marginal. Tweets posted from AF, EU and OC using
Apple devices have consistently higher proportions
within the negative sentiment intervals and consistently lower proportions for the positive sentiment
intervals (cf. table 5). South American tweets having
a sentiment value in the range of ]0; +0.33[ occur
slightly more often for Apple devices than Android.
In Asia, there are also comparably many positive
tweets that are sent from Apple devices compared to
Android. However, strongly positive tweets (within
[+0.66; +1.0]) originate significantly more often from
Android devices (Δ 9.33 %). The observations for
North America are also remarkable, as one would
expect to find a higher number of positive tweets
from Apple devices because these devices originate
from NA. However, NA does not show the expected
higher sentiment values due to a possible connection
of this continent to the brand Apple that is based
there. But Android powered devices predominantly
originating from AS provoke more positive sentiment
scores for this continent.
Table 3: Sentiments of combined contexts
Combined Contexts
Mean Sentiment Values

Android

Table 2: Sentiments of singular contexts
Singular Contexts
Mean Sentiment Values
Asia
South America
Continents
Europe
Africa

Oceania
North America
Android
Apple

Apple

Asia
South America
Africa
Europe
Oceania
North America
Europe
Asia
Africa
South America
Oceania
North America

0.25694
0.22781
0.21481
0.19987
0.16436
0.13537
0.17091
0.15328
0.15323
0.14674
0.14323
0.10668
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Table 4: Proportions of sentiment intervals for continents and mobile devices’ OS
Singular
Contexts
Africa
Asia
North America
Europe
Oceania
South America
Android
Apple

[-1; -0.66[

[-0.66; -0.33[

[-0.33; 0[

]0; 0.33[

[0.33; 0.66[

[0.66; 1]

8.46 %

13.05 %

8.94 %

10.02 %

36.34 %

23.19 %

9.32 %

14.36 %

9.65 %

11.15 %

28.11 %

27.41 %

12.03 %

16.92 %

10.77 %

11.41 %

26.49 %

22.38 %

9.02 %

15.12 %

10.02 %

11.63 %

28.49 %

25.72 %

10.31 %

15.93 %

10.61 %

11.66 %

27.74 %

23.75 %

8.12 %

13.89 %

8.86 %

10.28 %

26.33 %

32.52 %

9.32 %

14.55 %

10.01 %

10.89 %

27.57 %

27.66 %

12.89 %

17.21 %

10.89 %

11.19 %

25.80 %

22.02 %

Table 5: Proportions sentiment intervals for the combinations of continents and mobile devices’ OS
Mobile OS

Combined
Contexts
Continents

Apple
[-1; -0.66[ [-0.66; -0.33[

[-0.33; 0[

Android
]0; 0.33[ [0.33; 0.66[

[0.66; 1]

[-1; -0.66[

[-0.66; -0.33[

[-0.33; 0[

]0; 0.33[

Africa

10.73 %

16.19 %

10.50 %

11.55 %

27.08 %

23.95 %

8.34 %

14.04 %

10.19 %

11.64 %

[0.33; 0.66[ [0.66; 1]
28.13 %

27.66 %

Asia

10.16 %

16.55 %

10.68 %

11.13 %

29.43 %

22.05 %

7.77 %

13.21 %

8.80 %

11.21 %

27.63 %

31.38 %

North America

12.96 %

19.38 %

11.13 %

10.81 %

25.94 %

19.78 %

10.71 %

17.27 %

10.87 %

11.01 %

26.40 %

23.74 %

Europe

9.42 %

16.44 %

10.35 %

11.42 %

28.25 %

24.12 %

7.98 %

15.66 %

10.30 %

11.64 %

27.84 %

26.58 %

Oceania

8.26 %

18.15 %

11.75 %

12.50 %

27.53 %

21.81 %

9.46 %

16.45 %

10.58 %

11.96 %

27.57 %

23.98 %

South America

10.26 %

16.82 %

10.76 %

12.35 %

28.90 %

20.91 %

7.79 %

14.29 %

9.37 %

11.34 %

29.14 %

28.07 %

7.3. Interpretation and implications
Actions, decisions and sentiments expressed within
social media texts are influenced by the contexts in
which people act. Certain manifestations of contexts
thereby provoke more likely positive or negative sentiments. While reacting is only possible after certain
conditions have already occurred, including contexts
into decision-making enables companies to perform
preventive actions. They can benefit by adapting the
way they communicate within certain markets by
aligning to the sentiments provoked by contexts. E.g.
as customers from certain countries or continents
may be more or less likely expressing negative sentiments within social media posts, companies could
thereafter adjust their customer communication to
counter sentiment tendencies prevalent there. Regarding the results of our analysis, companies should especially adapt messages for customers originating
from NA, and those North Americans that send
tweets from their Apple devices. Although the contexts NA and Apple provoke negative sentiments, the
combination of NA and Apple devices turned out to
provoke the most negative sentiments according to
our results (cf. tables 2 and 3). Therefore, we suppose
that there is the most potential for this combination
when companies want to include contexts into decision-making within the activities and tasks of customer communication. By providing tailored contents
and messages for these customers, the negative attitudes caused by the corresponding context factors of
NA (continent) and Apple (mobile devices’ OS)
could be countered. Instead, when companies intentionally aim at provoking pWoM, they should better
concentrate on AS and Android users.
Our findings retrieved for the mobile devices’ OS
are supported by the findings of [29] who report their
results from a psychological investigation. Users of
Apple devices are associated with more negative
traits. They are perceived as less honest, less humble
and are considered to manipulate others more often to
gain personal advantages [29]. Hereby, the results of
[42] are contradicting the findings of [29] and our
results. In this work, tweets sent from Blackberry
devices are associated with more positive sentiments
compared to tweets sent from Apple or Android devices (cf. [42]). As the data set of [42] comprises the
time range of May 1st, 2012 to April 30th, 2014, we
assume that this data no longer reflect the current
situation of mobile devices being used. The observed
differences of Android users being more positive
within our results could therefore be justified by
Blackberry users that switched to Android devices.
The market share of Blackberry has continuously
dropped so that there are nowadays predominantly

two major mobile OS, Android and Apple’s iOS, that
dominate the mobile devices market [54].

8. Conclusion
Our paper provides an overview about sentimentinfluential contexts within tweets, which is followed
by the identification of the influences of continents,
mobile devices’ OS and the combination of both. Our
approach is structured into preparatory steps, the execution of the analysis and the reporting of the corresponding results. The results of our analysis have
implications for the management of customer communications within social media channels because
companies strongly build on social media to foster
the external communication with customers (e.g. [55,
56]). NWoM expressed by disappointed or angry
customers within social media channels (e.g. Twitter
or Facebook) has the potential to negatively impact
the perception of (potential) customers towards a
company (cf. [5-7, 11-13]). As customers reporting
negative experiences within Twitter await replies
within one to three hours, companies have to react
quickly [10] or even better take preventive actions.
Hereby, the contexts inducing negative sentiments
can support the corresponding decision-making. In
addition, we see contributions of contexts for companies intentionally aiming at provoking pWoM. Companies that use Twitter for customer communication
benefit most from our results and findings about sentiment-inducing contexts due to the required higher
reaction speed [10]. Our results can support this task
as our investigation is based on tweets as research
objects. Companies apply Facebook as well as a customer communication channel where customers also
articulate negative perceptions and experiences (cf.
[5, 6, 10]). Therefore, we recommend as a possible
step for future research to give an overview of sentiment-influential contexts and corresponding effects
within Facebook posts.
The paper on hand is however not free of limitations. First, the analysis performed in our investigation was only performed with the VADER sentiment
approach. Secondly, our results can be seen rather as
initial findings derived from a data analytics procedure. Therefore, it is a necessary step in future research to deduce more sound recommendations from
our results. Thirdly, the results of our work are based
on the tweets of the year 2019. For this reason, we
propose to apply the described analysis procedure to
the data of previous years and to figure out observed
similarities and differences regarding the influences
of context factors.
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