. The dynamics of growth-factor-modified immune-response to cancer growth: One-dimensional models. Mathematical and Computer Modelling, 17(3), 83-106. doi:10.1016/0895-7177(93) corresponding to a tumor of size 1 cm being established in 50-500 days (depending on the value of the diffusion coefficient). Some exact solutions and wave speeds for analytic approximations to the system are obtained. An estimate is given for the tumor nucleation size in three dimensions, along with a lower bound on the system size necessary to support such tumor "outbreaks" (not unlike the budworm infestation problem). As more data becomes available on the nature of growth factors and the associated cellular response characteristics, models of the type developed here can be used as a basis for comparison of activation/inhibition interactions with the immune system.
INTRODUCTION
Cancer is a complex phenomenon consequent on the breakdown of the normal cellular interaction and control of replication.
The transformation of a normal cell can be broadly described as follows [l-3] .
In normal tissues, the pattern of organization is determined by a sophisticated interplay of long-and short-range interactions between cells. These interactions are mediated by genetically coded proteins, and they control the mechanisms involved in cellular replication. There are many factors likely to be of importance in all this-metabolic, hormonal, genetic, immunological, geometric, environmental, etc. Any disturbance in this genetic control (e.g., due to environmental factors) may yield a cell or cells with a different type of response to the cellular interactions taking place in its local milieu. A malignant transformation will produce cells that are characterized by a high proliferative advantage.
There are mechanisms of defense against such "predator" cells which under normal circumstances will destroy the abnormal cells or at least control their subsequent development. One such mechanism involves the immune system and the phenomenon of immunosurveillance. Thus, in general terms, certain cells of a tissue may lose their physiological function (due to environmental or other carcinogenic agents, or viral oncogenes) and become malignant.
They subsequently tend to invade the host organism by rapid proliferation (and, if successful, with subsequent vascularization and metastasis). Generally, the organism tries to counteract their action by sending specialized "killer cells" into the "battlefield."
The result is a competition between malignant and killer cells (amongst other things), the outcome of which will decide whether the cancer is rejected or becomes dominant.
More specifically, the immune system produces undifferentiated immune stem cells in the bone marrow. These subsequently differentiate into B-and T-lymphocytes, and are released into the Typeset by A#'l&X organism as a whole. When the B-cells encounter the antigen (foreign "invader"), they differentiate further into large cells that proliferate and secrete chemical substances capable of neutralizing the antigen (antibodies). On the other hand, the T-cells, after further differentiation in the thymus, regulate the action of the B-cells by both activation (or enhancement) and inhibition (or suppression). They are also involved in immune responses that are directly cell-mediated. This function-cytotoxic activity-is shared by other cellular species of the immune system, such as macrophages. There is a sequence of increasingly sophisticated mathematical models in the literature that concerns such cell-mediated responses. Early theoretical studies were carried out in [4] (see references therein) and extended in considerable detail, especially in [5, 6] . These works did not address the spatio-temporal problem of antibody-antigen dynamics, but are nevertheless extremely important to an understanding of (to quote Bell) a "simplest possible" model of immune response. Lefever and Garay [7] also developed a model of local cellular interactions in tumors, and under some reasonable simplifying assumptions, obtained a local balance equation for the number z of target (cancer) cells. Lefever and Garay summarized much of the data on cytotoxic and rejection parameters for the various immune response cells. They also estimated the mean time for complete extinction of the neoplastic cell population. This is important, because once the malignant cell production rate is inhibited, and the T-cell cytotoxicity ensures tumor rejection, tumor recurrence is certainly possible as long as a single neoplastic cell exists.
The next development along these lines was provided by Prigogine and Lefever [8] . They included spatial (l-dimensional) variations in a set of local balance equations for the cancer cells (dead and alive) and effector cells. This formulation leads directly to the concept of reactiondiffusion equations, which have received considerable attention in the last decades (for an early account, see [9] ). Most of their subsequent analysis in that paper pertains to the scalar case which arises when the effector cells diffuse much faster than the cancer cells "propagate" by cellular replication, and when the dead cells are eliminated rapidly. The governing equation is nevertheless extremely rich in its structure, and it is this richness of structure that we address here in terms of the modifying effects of growth factors.
A type of reaction-diffusion analysis related to [8] a ove has been carried out by Lefever and b Erneaux [lo] . They incorporated nonlinear diffusion terms and used perturbation techniques to construct slowly-varying travelling wave solutions to a system of four coupled reaction-diffusion equations. They also examined the sensitivity of the system to environmental fluctuations, and the dependence of bistability on these fluctuations.
Cellular environments depend, as we have noted above, on a plethora of factors (genetic, metabolic, geometric, hormonal, immunological, membranous, radiation, temperature, etc.) which can be expected to fluctuate somewhat over time (at best they may be constant on average). The authors showed that even in the presence of large, extremely rapid and completely incoherent (memoryless) noise (like Gaussian white noise), the stationary state of the tumor growth model remains remarkably coherent.
Furthermore, by increasing the variance of the noise, it is possible to induce bistability in a system which displays none (for certain parameter ranges) under constant environmental conditions. Clearly, this modifies the mechanism of tumor growth-indeed, tumor rejection seems facilitated [ll] . More recently, Qi [12] has re-examined some of the above models by Lefever and co-workers. He has reduced his system to one in two variables x and p, representing the density of living and dead cancerous cells, respectively. Obviously the dynamics of this system can be very complex as the parameter domains vary: we will be content in this paper to examine in detail the response of a spatio-temporal system with one dependent variable (z) to various growth terms which are chosen both for their suggestive behavior as growth factor modifications, and for their analytic simplicity. The analysis carried out here will form the basis for comparison with more sophisticated quantitative models incorporating growth factor effects and interactions as this information becomes available.
As we have noted, tumor growth is a function not only of the tumor cells themselves and their environment, but also upon their interactions with each other and normal cells. Most notably, there is much interest with regard to "Transforming Growth Factors" (TGF's, see [13] ). Sporn and Todaro [14] and Sporn and Roberts [15] have proposed two pathways for the involvement of growth factors in cellular growth control. Thus, an avtocrine control loop corresponds to a type of self-stimulation, whereby a cell secretes a hormone-like substance for which the cell itself has surface receptors. Recently, this concept has been extended to include inhibitory control mechanisms also [16] . The other type of control loop is paractine, in which local release of growth factors affects other types of cells in the surrounding microenvironment.
The primary effect of paracrine factors is an increase of the organism's ability, at a local level, to support the tumor. Thus, the tumor manipulates its environment to its own advantage.
An important related aspect of the above discussion is that of cancer metastasis. Once a tumor cell enters the blood stream or lymphatic system, it runs a major risk, as we have noted, of being wiped out by an immune system on the lookout for such cells. Tumor cells may escape this danger, however, by losing the cell surface molecules (see [17] ) that are needed for recognition by some immune cells. Tumor cells may also "protect themselves" against immune attack by forming aggregates. If these avoidance processes are successful, there is still no guarantee that all of the cells arriving at a potentially new organ site are capable of growing there, however. The response may well be related to the presence of growth factors produced by that cell's microenvironment.
Metastatic cells may become responsive to the growth factor(s) by switching on the gene(s) encoding the receptor(s) for it (them). As pointed out in [17] , any or all of the adaptions that tumor cells must undergo to become metastatic might provide points of attack for therapies aimed at preventing or treating disseminated cancer.
The purpose of this paper is to provide a blend of mathematical modeling and phenomenology: to represent in phenomenological terms the effects of different types of growth factors (characterized here as deviations from the normal logistic-type growth rates) on the spat&temporal dynamics of a simple one-dimensional model incorporating the immune response to a cancer cell population. This affords direct comparison with some of the results from earlier models (particularly that of [S] ), and provides a basis for more sophisticated modeling as more information on growth factors and their nature becomes available.
We consider a volume element containing a total number of Ni cells (the subscript i runs from 1 to 4 depending on which model of growth factor is used). Ni represents a saturation level for the cancer cells in that local volume element. The population of tumor cells is denoted by X(i,t), while the cytotoxic or "effector" cells are in one of two states: free (Ec) or bound (E), i.e., having recognized and bound a target cancer cell. The role of the cytotoxic cells is to limit the size of the tumor population by recognizing and destroying them. The rate constant for cellular replication of the tumor cells is Ai. The recognition-binding process of the X population cells by the Es effector cells (rate constant Ei) is followed [ll] by the lysis of the former and the dissociation of the complex E into EO and some non-replicating cellular product P (rate constant ks). The total number of effector cells is assumed constant in time (for a justification of this and other assumptions see [7] ). Schematically, the above mechanisms can be represented as follows x22x
(proliferation)
E. + X -% E A I30 + P
(binding and lysis)
As far as the various parameter domains are concerned, we will be guided by the detailed and well-justified data in [ll] . Tbus, we consider (using specific values in these ranges for later estimates) (i) 0.2day < Xi < 1.5 day;
(ii) 10e2 < p c 10; In what follows, we set up the dimensionless forms of the basic balance equation for each i (Section 2); describe the homogeneous steady states (Section 3); examine travelling wave solutions linking steady states (Section 4); discuss specific analytic solutions (Section 5); establish criteria for phase coexistence and nucleation (Section 6); and investigate critical domain size for tumoral state outbreaks (Section 7). A concluding discussion in Section 8 precedes three brief appendices on local stability of equilibria; the summary of rigorous results for one-dimensional systems and a description of the means by which the existence of travelling wave solutions is established for Fisher's equation.
BALANCE EQUATIONS
For the population density of malignant cells, X, the governing equation is
where D is the coefficient of diffusion and Xi is a rate constant for the corresponding fi(X)- 
(4 while a fourth case, a hybrid which will be referred to as "inhibition-activation" or "delayed activator," is generated by
where N is a population that is for now arbitrary. The quantity fa(X) is qualitatively similar to a class of activator-inhibitor profiles that have been discussed elsewhere [l&19], but is simpler to discuss analytically.
Four related functions gi(X) are shown in Figure 1 for the same value of Ni, Ni = 2, i = 1,2,3,4.
In general, the Ni will be different, and this will be assumed except where otherwise stated. Figure 1 shows clearly the reasons for labelling the growth rates fi(X) as "activator, " "normal," etc.
The equation for the population density EO of free cytotoxic cells is
Since lysis is expected to be much faster than the other processes in the volume element considered [8] , the quasi-steady state approximation l?c 5 0 is invoked, implying
E= kIEtX
hX + kz (7) whence equation (1) 
(10)
where gr(z) = ~(1 --~I~) and 92(x), gs( t are obvious modifications of (3) and (4), respectively. ) The expression for gd(t) is
where p = kJk1N is a parameter that may take on various values (depending on N), including 04. The population density N can be thought of as modifying the rate constant X4.
The steady state of (10) are solutions of the Hamiltonian type system
where H is a spatial invariant determined by the boundary conditions chosen, and the "potential energy" or "free energy"
KCx)= OSi(a)da-piX+piIn(X+l).
The homogeneous steady states of equation (10) are the extrema of K(x), which in general admits at most two physically acceptable values. Some examples of Vi(x) are shown in Figure 2 . Since it is important to understand the homogeneous problem for a given i in (Xl), being intimately related to the full problem, the next section is devoted to a study of the homogeneous steady states of (lo), i.e., 
HOMOGENEOUS STEADY STATES (z.,) (SEE APPENDIX 1)

Xl. i = 1: Normal Growth Rate
(From now we drop the subscript i when the context permits this.) This case has been discussed elsewhere in the literature [8] , so we content ourselves with merely stating the existence and linear stability results. We refer to the situation when z6 = 0 as the null tumoral or "cancer free" state. Clearly, this exists for all values of 81 and j3r. However, this cancer-free state is unstable for /3 < 1; it is stable for ,0 > 1. The non-zero steady state for 8 > 1 is given by
This exists only for /I < 1 (see Figure 3a) . In terms of the quantity PC, where (15) this steady state is stable with respect to small departures from z6. If 0 < 1, there exists for /3 E (1, Pe) the phenomenon of b&ability: two non-zero (i.e., cancerous) steady states exist (see Figure 3a) . The upper branch in (0,/l,) is stable, the lower is unstable. If /3 < 1, only the stable upper branch is present. If /I > ,&, we recover the stable cancer-free state only. The bistability is defined by
The steady states are solutions of
As in ah four cases, the cancer-free state is unstable for /3 < 1 and stable for /3 > 1. The tumoraI state(s) satisfy the cubic equation (22) and p = 0 (see Figure 4a ).
Linear stability analysis applied to the spatially homogeneous version of (10) reveals that both the upper (2, > 3,~) and lower branches (0 c x8 < ~~1) are unstable and the middle branch (~~1 < 2, < 2,2) is stable (see Appendix 1).
i = 4: Delayed Inhibitor
In this case, the cancer-free state is stable for all /3 > 0. The non-zero steady states satisfy the cubic equation /LP=-0+s-*z2+z2+z. P There is only one positive steady state x,: By following the "evolution" of the steady states of the homogeneous systems as functions of P, in particular, we are able to infer the qualitative shapes of the mi(z) in equation (lo), where
(see Figure 5 ). Of course, the behavior of mi(z) is easily calculated for given pi, Bi etc., but all that is required here is information on the qualitative behavior of the steady states. This information will then be used to discuss the existence of waves of translation occurring between cancerous and noncancerous regimes in inhomogeneous media (Section 4). AS will be seen below, there are four basic types of behavior for the mi(t): one type can evolve into another as ,8 varies for a given label i, so in this sense these four classes, (denoted in Figure 6 Consider now the "normal" system i = 1 corresponding to ml(z).
Since the 2, -p diagram for 0 > 1 is topologically equivalent to the case for 0 < 1 when /3 < 1, we refer to Figure 3b only in our discussion here. Thus, for /3 E (0,l) , ml(z) is in Class I. This changes for p E (1, &) so that ml(z) is in Class II(a). There are no non-trivial steady states for p > PC. An identical description applies to the activator case i = 2, corresponding to mz(z) (but recall that pc(e) varies from i = 1 to i = 4). The inhibitor system i = 3 gives the most complicated form of m(z) = ma(z) considered here. There are two non-null steady states for p E (0, l), whence ms(z) is in Class II(b). When p E (l,pc), there are three such steady states, two of which are unstable, so ms(t) is now in Class III. Finally, for the activator-inhibitor case (i = 4), m4(z) is in some sense %lose" to Class II(a) for /3 E (0, pe) ; note that linear analysis indicates marginal or neutral stability for the null state z, z 0.
TRAVELLING WAVE SOLUTIONS
We now seek travelling wave solutions linking steady-states (stable-stable or stable-unstable): of particular interest here is the possibility of a non-zero cancerous state replacing a cancerous one (or vice versa). In equation (10) 
so that Q satisfies the equation
In the phase plane (4, q) defined by the equations .
(2% Linearizing about the singular points (see [20] ) enables them to be classified in the usual way based on the characteristic equation
(where &I z 0), for each i. In Table 1 , we also identify the classes into which the singular points fall (dropping the subscript i).
Note that if c < 0 (i.e., wave travels to the left), then all the stable nodes and spirals change their stability while retaining their type, and the saddle points are unchanged.
As pointed out by Murray [20] in h is summary of insect population control, there are a number of travelling wave possibilities for various ranges of c. A rigorous account of many of the possibilities can be found in [21] . A brief summary of related theorems can be found in Appendix 2.
As noted in [20] , we can divide the phase plane into various domains and examine the trajectories between adjacent singular points.
Let us consider some (but not all) of the possible situations,
focusing for the present on Cases I, II(a) or II(b). In a similar fashion, other domains admit travelling wave solutions. Examination of equation (29) away from the singular points enables a comprehensive description of the phase plane to be found (see Figure 7) . In particular, we note that the sign of 3 changes from positive to By studying the eigenvalues and corresponding eigenvectors for this situation, and by utilizing continuity arguments with m'(0) and r&(42) in appropriate ranges, it can be inferred that there is a unique value of c, c, say, such that there is a trajectory joining the saddle points (0,O) and (42,O). This corresponds to a wave moving with unique speed c* propagating the stable cancerous state 4(-co) = r$2 to the stable non-cancerous state 4(oo) = 0. The value of c, depends on the nonlinear interaction term mi (4) . Note that similar considerations also apply to the states 41 and 42, except that (41~0) being a stable node if c2 > 4m'(&), implies the existence of waves for all c 2 2[rn'(dl)]i.
These waves carry the stable cancerous state 42 to the unstable cancerous state 41 < 42. It is a form of this transition that corresponds to an outbreak in the budworm infestation problem [20] . Case III further allows the possibility of waves carrying states 92 into Qjs. Clearly other possibilities exist depending on the sign of c.
Specifically, though, we are interested in the situation corresponding to Case II(a): a travelling wave solution linking states 4 = 42 and 4 = 0. The details below carry over, in particular, to Case III, but also to the other cases when modified appropriately. Since we have from (27) , shows that for c < 0 we require that the steady states x1 and z2 are closer together than are 0 and x1 (an almost identical situation to this one occurs in the budworm infestation problem). This is accomplished for the "normal" growth rate (i = 1) by increasing 0 towards 1 for p E (1, /3,). This corresponds to either (i) improving the relative efficiency of binding and lysis, or (ii) reducing the local saturation limit Ni; or some combination of both. Similar considerations also apply to the other three cases. The delineation of the p -8 plane for the normal case into regions for zero, one or two non-null steady states is shown in Figure 8a , with corresponding results for i = 3 in Figure 8c .
ANALYTIC SOLUTIONS FOR SIMPLIFIED MODELS
In this section, we attempt to gain insight into the wavefront problem by examining a related one with simplified expressions for m;(z). Specifically, we focus attention on Cases I and II(a), replacing the mi(z) in each case by an appropriate polynomial. This can be done for Cases II(b) and III also, of course, or in subdomains of interest for these cases.
Case I
Consider the equation 
This has an exact travelling wavefront solution [20] R(r*, ri*) = 4(r' -cri') = f#@), where 4(e) = {1+ (fi-1)e+}-2, 
This exact solution is one of an infinite set that exist for (dimensionless) c 1 2(m:(O))i. Murray [20] points out that the analytic solution, when obtained, may not be the most relevant because the quantitative form of the wave may be different from that obtained via asymptotic methods.
Indeed, using singular perturbation techniques in the small parameter 6 = cm2 5 0.25, Murray demonstrates that the O(1) term in the uniformly valid asymptotic solution 2 for all t is R(<; E) = (1 + e+>-r and thii term alone is accurate to within a few percent of the computed form. Notwithstanding these words of caution, however, we are primarily interested here in the speed of the wavefront, and not its detailed functional form. We note from (40) This situation pertains to the "normal" case (i = 1) and the "activator" case (i = 2), both for p E (0,l). Evaluating these cases we find
for i = 1,2,3, Ai = 2m. The "delayed inhibitor" case (i = 4) also apparently falls into this category, but as we have seen the state 3: = 0 is (linearly) marginally stable, and the wave speed is pure imaginary for all p (as it is for all p > 1 in the cases i = 1,2 above). 
PHASE COEXISTENCE AND NUCLEATION
The basic differences between the dynamic behavior we have examined here in the phenomenological models i = 1,2,3,4 are well exemplified by the differences between the Classes I and II(a). In Category I (corresponding to certain parameter domains for ,B and e,), any initial condition evolves into a progressive %umor." Outside the domain (for /I > ,& in particular), any tumor initially presented is rejected: only a stable null exists. This last statement is, of course, true for all classes, but once II(a) has been entered, for ,B E (1, &) (i = 1,2, and i = 3 for Class III), or in case i = 4, for p E (0, PC), a unique stable wave solution can exist between appropriate states. The stable steady states correspond to maxima of the "free energy" K(z) while the unstable state ti corresponds to a minimum of q(z). If the wavefront velocity is zero, the tumoral state and tumor-free state coexist: there exists an inhomogeneous steady state solution corresponding to two semi-infinite phases (z = 0 and z = ~1, for example) in equilibrium.
We have seen that for an idealized model of Case II(a) this will occur if t2 = 221. However, by applying the condition that the "free energies" of the phases are equal, we can arrive at an equivalent but more specific criterion.
Thus, (54)
As pointed out in [S] w h ere the normal case (i = 1) was studied in this domain, the onset of tumor growth is governed by a Maxwell construction (in the language of statistical mechanics), and is analogous to the mechanism of equilibrium first-order phase transitions. For 1 < p < ,&,, the wave is progressive in favor of the tumoral state (c > 0), while for flu, < ,8 < fie it is regressive (c < 0) (see Figure 3a) for i = 1,2,3. For i = 4, ,& E (0, ,&).
Clearly this indicates, in simplistic fashion, the efficiency of the immune system characterised by the parameter /3. In higher dimensions, the stabilizing effect of the cytotoxic cells becomes more obvious and can induce a nucleation phenomenon (see [22] for a general discussion of nucleation in systems with multiple stationary states). This corresponds here to a spherical tumor (state 21 in 3 dimensions with spherical symmetry) embedded in an infinite non-tumor region (state 0). Depending on p and Bi, there will, in general, be a critical radius above which the tumor will grow and below which it will shrink, The effect of diffusion on the "free energy" V(x) plays a role analogous to that of surface tension in the classical nucleation problem [23] . The critical radius corresponds in this one-dimensional treatment to the vanishing of the wavefront velocity discussed above, i.e., the coexistence of two semi-infinite states separated by a planar "boundary" (though the concentration of tumor cells will have a tanh-like behavior in the vicinity of the front (see equation (38)).
Even though this treatment neglects the obvious geometric effects of a spherically symmetric system, we can nevertheless gain an estimate of the size r,, of the "nucleus" by taking the ratio of minimum wave speed to typical growth rate corresponding to a "source" term mi(Zi), i.e., (59)
By symmetry, the maximum of x(r) can be expected to occur at r = L/2. Qualitatively this system, when resealed to r E (0, l), yields a solution like sinar, so (58) implies rnj(X) m $.
If xm is the maximum of x, it can be shown [20] that
where F(q) = # mi(<) d<.
Obviously, x, is implicitly dependent on L. Schematically, L(xm) is shown in Figure 9 . For L > L,, two solutions 2, E (x1,22) exist.
As we have noted, x1 is unstable and x2 is stable, and in the infinite domain, the state x2 can be propagated into the cancer free stable state x = 0. It is of interest to find L, such that for L > L, 2, E (XI, ~2). This can be accomplished by considering the approximate result (60). The conditions that must be satisfied for L = L, are ( These can be solved in principle to yield the pair (Lc, 2,) for each i. This we now do explicitly for i = 1 and in implicit form for i = 2,3,4 (see Appendix 1). 
Specifically for case i = 1, a choice of B = 0.2, ,6 = 1.5 < PC gives a value of ~1 w 0.1, or L, a 10. In the original units, L, M 1Odm M 10e2cm. -lo-'cm. depending on which value of D (lo-" or 10-Qcm2/sec) is used. The corresponding value of x,,, is x,,, M 2 or in the original units X = kzx/kl SVN 2N6 where 6, estimated from data in [24] varies approximately between 0.2 and 2; N is the total number of neoplastic and normal cells per unit volume. For solid cancers, N FY lo6 cells/mm3 [25] , so these values of 6 give plausible estimates of maximum cell population densities of the order of N. Clearly, even for small mammals, the typical organ size exceeds the range for L, above (based on the stated range for D) and so the tumor "outbreak" is likely to be sustained. Once again we anticipate similar orders of magnitude from the remaining three cases, by virtue of the considerations in the previous section.
DISCUSSION
We have examined in detail the dynamic behavior of a one-dimensional "tissue system" that supports spatially non-homogeneous perturbations to equilibrium states in the presence of growthfactor-modified immune response. While the functional forms for the growth factor response (characterized here as deviations from the normal logistic-type growth rate) are probably clinically over-simplistic, their analytic simplicity and overall properties render them extremely appropriate for models of this type. Thus, it is to be hoped that the four categories considered here (i = 1, normal; i = 2, activator; i = 3, inhibitor, i = 4, delayed activator) in some sense "span" the range of required activation/inhibition behavior, at least at this level of description.
A convenient and evocative description of the steady states of the governing partial differential equation can be made in terms of the so-called free energy function Vi(x), extrema of which define the homogeneous states of the system (see Figure 10 ). This function is of particular importance in the study of phase coexistence of tumoral/non-tumoral regimes and subsequent nucleation in dimensions greater than one. Phase-plane analysis of the governing equations yields the likelihood (under appropriate conditions) of travelling wavefront solutions, carrying one stable steady state into another stable or unstable one. Lower bounds on the wave speeds have been obtained in standard fashion. The wave can be progressive (c > 0) or regressive (c < 0) depending on the available difference of free energy Vi(x) between the steady states, and in principle the sign of c can change as the various biological parameters are modified appropriately. Analytic solutions for the waveform and speed have been obtained for approximate "source terms" in the governing equations and this provides insight into the dependence of the wave speed on the location of the steady states. Estimates )IcH 17:3-H of wave speeds are made for a certain range of diffusion coefficient, as are estimates (neglecting spherical geometric effects) of a tumor "nucleus" at coexistence. A finite domain is also briefly examined to estimate the system size above which a tumoral "outbreak" may be sustained (and below which it will be rejected).
Certainly for most systems of biological interest (within the limitations of the model) it appears that the criterion for this is generally satisfied.
As is frequently the case in mathematical modeling [25] , a simplified one dimensional model can give useful insights and parameter limitations for a more realistic fully three-dimensional problem. Many of the characteristics of the simpler system are present in more complex form (usually modified by geometric factors). However, there is a limitation that needs to be noted: the spherically symmetric radial version of equation (10) will contain an additional term 2r-1 ($$) on the right-hand side. This will preclude in general the existence of plane wave solutions q5(r -CG) for constant c. However, although c = c(r) in general it is clear that for sufficiently large r (provided that ( ) z r can be considered "slowly varying" in some appropriate sense) this term will become small compared to the others, at least away from the zeros of mi(z). Under these circumstances one might be justified in seeking such wavefront solutions, although careful analysis would have to be carried out in the neighborhood of the steady states where in fact mi(z) does vanish.
There is an alternative, somewhat indirect way of gaining insight into this problem. Consider the dimensional equation (8) written in the following form
where V2 E r-" s(r"g), n = 0, 1,2. Linearizing about X = 0 gives,
We have already noted that in one dimension (n = 0), a progressive wave of the form X(r, t) = f$(r -ct) = 4(t) must satisfy Dqb" + c 4 + a q5 = 0,
where Q = &M,'(O). A necessary and sufficient condition for a non-negative solution #J to exist is that c2 2 4aD (there being no restriction if a 5 0). However, the fundamental solution to (68) for a unit delta function source at the origin is X(r, t) = (4dh)"la exp {at-&}, so corresponding to a particular cancer cell density x(r, t), it must follow that
We may associate a "wave" of advance of the initial population with speed arbitrarily close to 2a = 2J&B3GJi3 for sufficiently large times. Note that (71) only depends weakly (i.e., in the asymptotic correction) on n.
As noted by Kendall [26] , even when a < 0, the quantity 26 still carries the connotation of a wave of advance. For given T, the maximum cell population will occur when (omitting the algebraic manipulations from (70)) Again, the maxima 2JiJ@@JB.
$=4D]al+y.
(72) move outward from the origin with speed asymptotically equal to
It is also important to note that for the range of diffusion coefficient values (10-l' -lo-'cm2/ set) the effects of the "reaction" terms mi(z) are considerable.
It has already been noted in Section 5 that a tumoral perturbation may grow to a size of 1 cm in as little as 50-500 days: this compared to a pure diffusion timescale of L2/D N 10-1000 years! The present model does not include in its kinetics the transformation of normal into neoplastic cells [2? ] (due to environmental carcinogenic agents, for example), or the effects of environmental fluctuations on bistability. This latter feature has been discussed using stochastic methods for the casei= 1 in [ll] . The extent to which the existence of microcancer states (induced by external carcinocenic agents) are affected by fluctuating environments for the other cases (i = 2,3,4) is a topic for further study [28] .
A further point remains. It is possible that a class of spatially periodic waves, perhaps themselves unstable, exist, and oscillate around the unstable steady states [2] . They would appear as Hopf bifurcations around ,D = 1 and ,0 = ,& f ori=1,2,3;andaround/3=Oandp=PCfori=4. Just what significance they may have for the biological problem remains an open question: they may, for example, be a means by which a non-trivial unstable state is "dismantled" en route to a stable equilibrium, or they may correspond to a bulk oscillation of the type discussed in [12] .
The x, -p plots for i = 1 to i = 4 have a number of qualitative features in common. With the exception of i = 3 (0 < f), there are one or two non-zero steady states (depending on 6 and p), and even in this exceptional case we may limit ourselves to 0 5 x, 5 0,' and obtain a similar configuration to the others. non-negative for I > l?;l, However, gs(z) is the only member of the gi(x) that is and that is why the upper branch appears in Figure 4 (a). In this regime of course, the label "inhibitor" becomes inappropriate, as does the association of f?,', with a local saturation level. Nevertheless, as noted earlier, growth factors are multifunctional [15] , and the same cells exposed to their influence at different concentrations may respond in very different ways (for a simple model of this phenomenon, see [18] ). Hence, it may be that the case i = 3 in this paper is more representative and useful in this context (being richer in structure) than the remaining cases.
Finally, we note the consequences of a simple modification to the logistic growth term for the case i = 1. Suppose that a growth factor, produced by the cancer cells, causes an increase in the local saturation level 8r, i.e., e1 = 191 (xc), a monotone increasing function of x. This is entirely plausible, since it is known that tumors are capable of manipulating their environment to their own advantage [29] . Again, suppose for simplicity that (dropping the subscript 1) 
Qualitatively, the x, -,B plots are similar to those in Figures 3(a) and 3(b) ; however, for 0 < 1, 0, increases as a increases from zero, as does the location of the x, intercept, corresponding to the growth-factor modified saturation limit [a( 1 -a)]-i. Thus, the range of p over which two non-zero roots exist is extended away from p = 1. The stability properties of the branches are the same as those for a = 0, and m'(0) = 1 -fl as before, so the minimum wave speed for the #r(~r) state to be propagated is unchanged. However, referring to equation (49), note that, since 22 is more sensitive to changes of a than is xl (observed from ,~(z;u) defined by (74)), the effect on the wave speed may be dominated by either of the factors (m'(zi))i
or ( 
The roots x1 and x2(> 21) are the appropriate roots of equation (74). The magnitude of the last term in (75), for given Z, is smaller when Q # 0 than when a = 0, while as a increases, x2 greatly exceeds XI. In each case, therefore, we anticipate that the wave speed will in general increase as the local saturation level increases. x8(1-81 -2l91+,) . For the most part in this paper, we are concerned with the heterozygote intermediate and inferior cases, or modifications of them. In the former case, Kohnogoroff ei al. [32] proved the existence of a number cmin such that the system possesses traveling wave solutions U(G, t) = <(z -ct) for all velocities c, ICI 1 cdn. In addition, they proved that the initial data [30] study the stability properties of the equilibrium states u z 0,01 and 1 for the initial value problem, noting that in the heterozygote inferior case, threshold phenomena can be expected, i.e., a disturbance of bounded support of the state u E 0 which is su&iently large on a suf%iently large interval grows to one, while a disturbance which is not suilkiently large in these two senses dies out.
Hence
Fife and McLeod [Zl] discuss the heterozygote inferior case for initial data without compact support and show that under some circumstances, u approaches a pair of diverging wavefronts. They also consider cases where f has more than one internal zero. The monograph by Fife [9] has many interesting details to which the unfamiliar reader is referred. Stability of the travelling waves has been of particular interest (see the summary in Chapter 11 of [20] ) in the sense of how various initial data evolve and to what limiting asymptotic functional form they tend.
APPENDIX 3 TRAVELLING WAVEFRONT SOLUTIONS FOR FISHER'S EQUATION
The term mi(x) in equation (10) Clearly, if Cz 2 C&n = 2 the origin is a stable node, and (1,O) is a saddle point whatever the value of c. The eigenvectors are (1, Xi)t, i = 1,2, and by considering an appropriate region of the 4 -4' plane (see [21] ), n, such that a branch of the unstable manifold of the saddle point joins up with the stable node, the existence of a 4(c), (#'(C) c 0, 4(-co) = 1, 6(co) = 0) is established. For each segment of the boundary, the phase flow is inward across the boundary. The region Q is thus au invariant of the flow (all orbits originating with n remain there). hrrthermore, any limit cycles would have to contain an equilibrium point, but (0,O) and (1,O) are on the boundary, so no limit cycles exist. The point (1,O) is repelling within a, so its unstable manifold must tend to the attractor at the or@.
There is no other dynamic behavior possible, by the Poincare-Bendixson theorem.
