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Abstract
For a diagram automorphism of an affine Kac-Moody algebra such that the folded diagram
is still an affine Dynkin diagram, we show that the associated Drinfeld-Sokolov hierarchy also
admits an induced automorphism. Then we show how to obtain the Drinfeld-Sokolov hierarchy
associated to the affine Kac-Moody algebra that corresponds to the folded Dynkin diagram
from the invariant sub-hierarchy of the original Drinfeld-Sokolov hierarchy.
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1 Introduction
Starting from an affine Kac-Moody algebra with a marked vertex of its Dynkin diagram, Drinfeld
and Sokolov constructed a hierarchy of integrable Hamiltonian evolutionary PDEs of Korteweg de
Vries (KdV) type in [3]. It is called the Drinfeld-Sokolov hierarchy associated to the affine Kac-
Moody algebra, which plays important roles in different research fields of mathematical physics.
For instance, if the Drinfeld-Sokolov hierarchy is associated to an untwisted simply laced affine
Kac-Moody algebra g with the zeroth vertex marked, then the tau function of its solution selected
by the string equation is proved to be the total descendant potential of the FJRW theory of ADE
singularities [7, 15, 20]. For the untwisted affine Kac-Moody algebra of BCFG types, Ruan and
the first- and the third-named authors of the present paper showed in [16] that the tau function of
a particular solution of the associated Drinfeld-Sokolov hierarchy coincides with the total descen-
dant potential of the so-called Γ-sector of the FJRW theory for the corresponding ambient ADE
singularities.
In the above mentioned work of [16], the following Γ-reduction theorem plays an important
role. Let g be an affine Kac-Moody algebra of type A
(1)
2n−1, D
(1)
n+1, D
(1)
4 and E
(1)
6 given in Table 1,
then the automorphism σ¯ of its Dynkin diagram induces a diagram automorphism σ on g, and the
σ-invariant subalgebra gσ is just an affine Kac-Moody algebra of type C
(1)
n , B
(1)
n , G
(1)
2 and F
(1)
4
respectively [13]. The automorphism σ generates a finite group Γ, which yields an action on the
Drinfeld-Sokolov hierarchy associated to g.
Theorem 1.1 (Theorem 1.4 of [16]) The Γ-invariant flows of an ADE Drinfeld-Sokolov hier-
archy define the corresponding Bn, Cn, F4, G2 Drinfeld-Sokolov hierarchy. Furthermore, the re-
striction of the ADE tau function to the Γ-invariant subspace of the big phase space provides a tau
function of the corresponding Bn, Cn, F4, G2 Drinfeld-Sokolov hierarchy.
A twisted affine Kac-Moody algebra can be realized as the invariant subalgebra of a twisted
automorphism of an untwisted simply laced affine Kac-Moody algebra. So it is natural to ask:
is there a Γ-reduction theorem for the Drinfeld-Sokolov hierarchy associated to the twisted affine
Kac-Moody algebra? Unfortunately, since the twisted automorphism does not yield an action on
the associated Drinfeld-Sokolov hierarchy, there is no such a theorem along this line. Instead, to
obtain an analogue of the Γ-reduction theorem for the cases of twisted affine Kac-Moody algebras,
we have to study the (untwisted) diagram automorphisms on affine Kac-Moody algebras and their
invariant subalgebras.
The Dynkin diagrams of affine type on which there exist automorphisms σ¯ such that the
corresponding folded diagrams are still Dynkin diagrams of affine type are listed in Tables 1–3,
with the vertices of the Dynkin diagrams labeled as in [13] (the blank node always stands for the
zeroth vertex). We observe, in particular, that the Dynkin diagrams of all twisted affine Kac-
Moody algebras are contained in Tables 2 and 3. Hence, to answer the above question, we only
need to clarify the relationship between the Drinfeld-Sokolov hierarchies of types X
(r)
ℓ′ and X
(r¯)
ℓ¯′
listed in Tables 2 and 3. We remark that, in Table 2, for Case (a2) with n = 1, the reduced Lie
algebra is of type A
(2)
2 , whose Dynkin diagram is illustrated in Case (d5) of Table 3. This reduced
Lie algebra also appears in Table 3, Case (c2) with n = 1, whose Dynkin diagram is obtained from
the one of Case (d5) with the two vertices exchanged.
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Table 1: Dynkin diagrams with automorphism: X
(1)
ℓ  X
(1)
ℓ¯
(a1)
A
(1)
2n−1
0
1 2 n− 2 n− 1
n
n+ 1n+ 22n− 22n− 1
σ¯  
0 1 2 n− 2 n− 1 n
C
(1)
n
(d1)
D
(1)
n+10
1
2 3
n− 2
n− 1
n+ 1
n
σ¯  
0
1
2 3 n− 2 n− 1 n
B
(1)
n
(d2)
D
(1)
4
0
2
3
1
4
σ¯
 
0 1 2
G
(1)
2
(e1)
E
(1)
6
σ¯
0 6 3
4 5
2 1
 
0 1 2 3 4
F
(1)
4
Let us consider an affine Kac-Moody algebra g of type X
(r)
ℓ′ given in Tables 1–3, on which there
is a diagram automorphism σ induced by σ¯ [13]. Denote by gσ the subalgebra of g that consists
of all σ-invariant elements. Note that the subalgebra gσ may not be the affine Kac-Moody algebra
of type X
(r¯)
ℓ¯′
associated to the folded Dynkin diagram (as we already pointed out, gσ is indeed
such a subalgebra for each case listed in Table 1). Instead, gσ may be the direct sum of such a
subalgebra and a certain linear subspace. So what we need is to figure out the difference between
these subalgebras. For this purpose, let us decompose g according to its principal gradation as
g =
⊕
k∈Z g
k, then its σ-invariant subalgebra is also decomposed as gσ =
⊕
k∈Z(g
σ)k. Let g¯ be a
graded subalgebra of g generated by (gσ)−1, (gσ)0, (gσ)1 . Then we have g¯ ⊂ gσ and the following
theorem.
Theorem 1.2 For any case listed in Tables 1–3, the following assertions hold true:
(i) g¯ is an affine Kac-Moody algebra associated to the folded Dynkin diagram X
(r¯)
ℓ¯′
;
(ii) gσ = g¯ for any case listed in Tables 1 and 2;
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Table 2: Dynkin diagrams with automorphism: X
(r)
ℓ′  X
(r¯)
ℓ¯′
(a2)
A
(1)
2n
0 1 2 n− 2 n− 1
n
2n 2n − 1 2n − 2 n+ 2 n+ 1
σ¯  
0 1 2 n− 2 n− 1 n
A
(2)
2n
(a3)
A
(1)
2n+1
σ¯
0 1 2 n− 2 n− 1 n
2n+ 1 2n 2n− 1 n+ 3 n+ 2 n+ 1
 
D
(2)
n+1
0 1 2 n− 2 n− 1 n
(b)
B
(1)
n+1
σ¯
0
1
2 3 n− 1 n n+ 1
 
D
(2)
n+1
0 1 2 n− 2 n− 1 n
(c1)
C
(1)
2n
σ¯
0 1 2 n− 2 n− 1
n
2n 2n− 1 2n− 2 n+ 2 n+ 1
 
C
(1)
n
0 1 2 n− 2 n− 1 n
(d3)
D
(1)
2n+1
σ¯
0
1
2 3 n− 2 n− 1 n
2n+ 1
2n
2n− 12n− 2 n+ 3 n+ 2 n+ 1
 
B
(1)
n
0
1
2 3 n− 2 n− 1 n
(d6)
D
(2)
(2n+1)+1
σ¯
0 1 2 n− 2 n− 1 n
2n+ 1 2n 2n− 1 n+ 3 n+ 2 n+ 1
 
D
(2)
n+1
0 1 2 n− 2 n− 1 n
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Table 3: Dynkin diagrams with automorphism: X
(r)
ℓ′  X
(r¯)
ℓ¯′
(a4)
A
(2)
2(n+1)−10
1
2 3 n− 1 n n+ 1
σ¯  
A
(2)
2n
0 1 2 n− 2 n− 1 n
(c2)
C
(1)
2n+1
σ¯
0 1 2 n− 2 n− 1 n
2n+ 1 2n 2n− 1 n+ 3 n+ 2 n+ 1
 
A
(2)
2n
012n− 2n− 1n
(d4)
D
(1)
2n
σ¯
0
1
2 3 n− 2 n− 1
n
2n
2n− 1
2n− 22n− 3 n+ 2 n+ 1
 
A
(2)
2n−1
0
1
2 3 n− 2 n− 1 n
(d5)
D
(1)
4 0
1
23
4
σ¯  
0 1
A
(2)
2
(d7)
D
(2)
2n+1
σ¯
0 1 2 n− 2 n− 1
n
2n 2n− 1 2n− 2 n+ 2 n+ 1
 
A
(2)
2n
0 1 2 n− 2 n− 1 n
(e2)
E
(1)
6 0 6
1
2
3
5 4
σ¯
 
0 1 2
D
(3)
4
(e3)
E
(1)
7
0 1 2
6 5 4
3 7
σ¯  
0 1 2 3 4
E
(2)
6
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(iii) gσ = g¯⊕ Hˆ for any case listed in Table 3, where Hˆ is a nontrivial subspace of the principal
Heisenberg subalgebra H of g (see Theorem 4.1 below).
Although this theorem looks very basic in the theory of Lie algebra, we could not find it in the
literature (except those cases in Table 1, see, e.g. [13]), so we will give a proof of it in the present
paper.
Based on Theorem 1.2, we will study the relationship between the Drinfeld-Sokolov hierarchies
associated to g and to g¯. In the original construction of the Drinfeld-Sokolov hierarchy [3], two
gradations of g play important roles (see (2.18)–(2.22) below): one is the principal gradation
1 = (1, . . . , 1), and the other one
sm = (s0, . . . , sℓ) , with si = δim
is given by the m-th marked vertex. Observe that the gradation sm is not preserved by the au-
tomorphism σ¯ for all cases in Tables 1–3. So in order to obtain an analogue of the Γ-reduction
theorem for these cases, we will start from a certain generalization of the Drinfeld-Sokolov hier-
archies proposed by de Groot et al. in [10] (cf. [8]). To construct such a generalized version of
the Drinfeld-Sokolov hierarchy we need to fix, instead of the gradation sm, an arbitrary gradation
s = (s0, s1, . . . , sℓ) (which belongs to the set S defined in (2.18)) of g satisfying the condition s ≤ 1
and being consistent with the given diagram automorphism σ of g, namely, si ≤ 1, and sσ¯(i) = si
for all i. Accordingly, the gradation s induces a gradation s¯ of g¯. Denote by H, H¯ the Heisenberg
subalgebras corresponding to the principal gradations of g and g¯ respectively, and Hσ = gσ ∩ H.
Then by appropriately choosing a basis of H we can represent these subalgebras as
H =
⊕
j∈J
CΛj ⊕ Cc, H¯ =
⊕
j∈J¯
CΛj ⊕ Cc, Hσ =
⊕
j∈Jσ
CΛj ⊕ Cc.
Here c is the center of the subalgebras, Λj ∈ gj, J, J¯ are the sets of exponents of g and g¯ respectively,
Jσ = {j ∈ J |σ(Λj) = Λj}, and they satisfy the relation
J¯ ⊆ Jσ ⊆ J.
Then associated to the affine Kac-Moody algebra g together with the gradations s and 1, we have
the Drinfeld-Sokolov hierarchy consisting of the flows ∂/∂tj , j ∈ J+, where J+ is the set of positive
exponents of g. Similarly, for the affine Kac-Moody algebra g¯, we also have the Drinfeld-Sokolov
hierarchy with the flows ∂/∂t¯j , j ∈ J¯+, that are associated to the gradations s¯ and 1 of g¯. The flows
∂/∂tj and ∂/∂t¯j are defined respectively on the jet space R and R¯ of certain finite dimensional
subspaces V ⊂ g and V¯ = V ∩ g¯ that will be defined in (3.21) and (4.27).
The main result of the present paper is given by the following theorem.
Theorem 1.3 Let g = X
(r)
ℓ′ be an affine Kac-Moody algebra whose Dynkin diagram is given in
Tables 1–3, on which there is a diagram automorphism σ induced by σ¯. Fix a gradation s ≤ 1
on g being consistent with σ, and let s¯ be the gradation on g¯ induced by s. Denote by Γ the finite
group generated by σ, then this group acts on the Drinfeld-Sokolov hierarchy associated to (g, s,1).
Furthermore, we have the following assertions:
(i) The flows ∂/∂tj are Γ-invariant if and only if j ∈ Jσ+.
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(ii) When j ∈ J¯+, the restrictions of ∂/∂tj on R¯ are proportional to the Drinfeld-Sokolov hier-
archy ∂/∂t¯j , j ∈ J¯+, associated to (g¯, s¯,1).
(iii) When j ∈ Jσ+\J¯+, the restrictions of ∂/∂tj on R¯ are zeroes.
(iv) For any case in Tables 1 and 2, suppose that τ s is a Γ-invariant tau function (see Defini-
tion 4.10 below) of the Drinfeld-Sokolov hierarchy associated to (g, s,1), then
log τ¯ s¯ =
1
µ
log τ s|tj=√µ t¯j , j∈J¯+; tj=0, j∈J+\J¯+ (1.1)
gives a tau function τ¯ s¯ of the Drinfeld-Sokolov hierarchy associated to (g¯, s¯,1). Here the
notion of tau function is given by Definition 3.14, and µ is a constant listed in Appendix B.
This theorem generalizes Theorem 1.1. Especially, we conclude that the Drinfeld-Sokolov hi-
erarchies of twisted type can be obtained by reduction of those hierarchies of ADE type. Here
we remark that the notion of tau function given by Definition 3.14 generalizes the ones for the
Drinfeld-Sokolov hierarchies that are introduced in [6, 17, 21], see Remark 3.18 below. We also
emphasize that the fourth assertion of Theorem 1.3 does not hold true for cases listed in Table 3
in general, see Remark 4.13 below for a counterexample.
The paper is organized as follows. In Section 2 we recall some basic properties of affine Kac-
Moody algebras. In Section 3 we give the definitions of Drinfeld-Sokolov hierarchies and their tau
functions used in the present paper. In Section 4 we prove Theorems 1.2 and 1.3. In the final
section, we give some remarks on the application of Theorem 1.3 to the so-called topological tau
functions.
2 Preliminary knowledge on affine Kac-Moody algebras
In this section, we recall the definition and some basic properties of affine Kac-Moody algebras
mainly following [3, 13], as a preparation for what follows.
2.1 Affine Kac-Moody algebra and its principal Heisenberg subalgebra
Let A = (aij)0≤i,j≤ℓ be a generalized Cartan matrix of affine typeX
(r)
ℓ′ with r = 1, 2, 3 (in particular,
ℓ = ℓ′ when r = 1), and {k0, k1, . . . , kℓ}, {k∨0 , k∨1 , . . . , k∨ℓ } be the sets of Kac labels and dual
Kac labels respectively (see [10] for their definition). It is known that k∨i aijkj = k
∨
j ajiki for
i, j = 0, 1, . . . , ℓ.
Denote by g(A) the complex affine Kac-Moody algebra associated to A, with h being a fixed
Cartan subalgebra. Let Π = {α0, α1, . . . , αℓ} and Π∨ = {α∨0 , α∨1 , . . . , α∨ℓ } be the sets of simple
roots and simple coroots corresponding to h respectively. Then g(A) has the following root space
decomposition:
g(A) = h⊕
(⊕
α∈∆
gα
)
, (2.1)
where ∆ is the root system of g(A). In g(A) there is a set of Chevalley generators {ei ∈ gαi , fi ∈
g−αi | i = 0, 1, . . . , ℓ}, which satisfy the following Serre relations:
[ei, fj] = δijα
∨
i , [α
∨
i , α
∨
j ] = 0, (2.2)
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[α∨i , ej ] = aijej, [α
∨
i , fj ] = −aijfj, (2.3)
(adei)
1−aijej = 0, (adfi)
1−aijfj = 0. (2.4)
Here δij is the Kronecker delta function, i, j = 0, 1, 2, . . . , ℓ, and i 6= j in the equations of (2.4).
The Cartan subalgebra of g(A) is given by
h = Cα∨0 ⊕ Cα∨1 ⊕ · · · ⊕ Cα∨ℓ ⊕ Cd,
where d is a scaling element satisfying
[d, ei] = ei, [d, fi] = −fi, i = 0, 1, . . . , ℓ. (2.5)
Note that
c =
ℓ∑
i=0
k∨i α
∨
i ∈ h (2.6)
is the canonical central element of g(A). On h there is a nondegenerate symmetric bilinear form
such that
(α∨i | α∨j ) = aij
kj
k∨j
, (d | α∨j ) =
kj
k∨j
, (d | d) = 0, (2.7)
where i, j = 0, 1, . . . , ℓ. Clearly,
(d | c) =
ℓ∑
i=0
ki =: h, (2.8)
which is called the Coxeter number of g(A). This bilinear form can be uniquely extended to the
normalized invariant symmetric bilinear form (· | ·) on g(A). We remark that, when restricted to
the simple Lie algebra generated by {ei, fi | i = 1, 2, . . . ℓ}, this bilinear form is a multiple of the
Cartan-Killing form on the simple Lie algebra, see [13] for more details.
Let g = [g(A), g(A)] be the derived algebra of g(A), then we have g(A) = g ⊕ Cd. In what
follows we will mainly use the derived algebra g rather than g(A). Note that g is generated by the
Chevalley generators, and we will also call g the affine Kac-Moody algebra associated to A.
The adjoint action of d induces on g the principal gradation
g =
⊕
k∈Z
gk, gk = {X ∈ g | [d,X] = kX} . (2.9)
Fix the following cyclic element
Λ =
ℓ∑
i=0
ei ∈ g1
and consider its adjoin action on g, then we obtain
g = ImadΛ +H, Im adΛ ∩H = Cc, (2.10)
whereH = {X ∈ g | adΛX ∈ Cc} is called the principal Heisenberg subalgebra of g. More precisely,
the principal Heisenberg subalgebra can be represented as
H =
⊕
j∈J
CΛj ⊕ Cc, (2.11)
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where
J = {m1,m2, . . . ,mℓ′}+ rhZ, 1 = m1 < m2 ≤ m3 ≤ · · · ≤ mℓ′−1 < mℓ′ = rh− 1, (2.12)
is the set of exponents of g and Λj ∈ gj, and the basis elements can be chosen to satisfy the
following relations:
[Λi,Λj ] = iδi,−jc, i, j ∈ J. (2.13)
In particular, we have
Λ1 = νΛ
for a certain constant ν. Note that these generators also have the following properties:
(Λi | Λj) = 1
i
([d,Λi] | Λj) = 1
i
(d | [Λi,Λj ]) = δi,−jh. (2.14)
Denote
Ik = (ImadΛ) ∩ gk for k 6= 0, I0 = adΛ
(I−1) , I =⊕
k∈Z
Ik. (2.15)
From the relations given in (2.10) and the definition of H it follows that c /∈ I0, hence
g = I ⊕H. (2.16)
This implies that I ∩Ker adΛ = {0}, from which it follows that the maps
adΛ : Ik −→ Ik+1, k ∈ Z (2.17)
are injective. On the other hand, the space Ik are finite-dimentional (dim Ik = ℓ, see Proposi-
tion 3.8 in [12]), so the maps (2.17) are bijections.
2.2 Gradations on an affine Kac-Moody algebra
Let us denote
S = {s = (s0, s1, . . . , sℓ) ∈ Zℓ+1 | si ≥ 0, s0 + s1 + · · ·+ sℓ > 0}. (2.18)
For each s = (s0, s1, . . . , sℓ) ∈ S, there is an element ds in the Cartan subalgebra h of g(A) fixed
via the nondegenerate bilinear form (· | ·) by the relations
(ds | α∨i ) =
ki
k∨i
si, i = 0, 1, . . . , ℓ; (d
s | ds) = 0. (2.19)
It follows from the invariance of (· | ·) that (ds | X) = 0 when X|g0 = 0 with respect to the
decomposition (2.9). So, for X ∈ g with X|g0 =
∑ℓ
i=0 xiα
∨
i we have
(ds | X) =
ℓ∑
i=0
xi
(
ds | α∨i
)
=
ℓ∑
i=0
xikisi
k∨i
. (2.20)
In particular,
(ds | c) = k0s0 + k1s1 + · · · + kℓsℓ =: hs. (2.21)
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The fact hs > 0 also implies that g ⊕ Cds = g ⊕ Cd = g(A). In particular, if we denote 1 :=
(1, 1, . . . , 1), then we have d1 = d, and h1 = h is just the Coxeter number of g(A).
The element ds satisfies the commutation relations
[ds, ei] = siei, [d
s, fi] = −sifi, i = 0, 1, . . . , ℓ,
and it induces a gradation
g =
⊕
k∈Z
gk[s], gk[s] = {X ∈ g | [ds,X] = kX}. (2.22)
For instance, when s = 1 we arrive at the principal gradation (2.9) of g. We also have the following
relations for any Xk ∈ gk[s], Xl ∈ gl[s]:
(ds | [Xk,Xl]) = δk,−lk(Xk | Xl). (2.23)
Let us recall briefly how to realize g starting from a simple Lie algebra, see § 8.6 of [13] for
details. Let G be a simple Lie algebra of type Xℓ′ , on which there is a diagram automorphism of
order r. The integer vector s ∈ S induces on G a Z/rhsZ-gradation G =⊕rhs−1k=0 Gk. Then g with
gradation s can be realized as
g =
⊕
k∈Z
(
zk ⊗ Gkmod rhs
)
⊕C c. (2.24)
More precisely, for any elements X(k), Y (k) ∈ zk ⊗ Gkmod rhs and parameters ξ, η ∈ C, the Lie
bracket is defined by
[X(k) + ξ · c, Y (l) + η · c] = [X,Y ](k + l) + δk,−l k
rhs
(X | Y )G · c, (2.25)
where ( · | · )G is the standard nondegenerate invariant symmetric bilinear form on G. The normal-
ized invariant bilinear form on g is then given by
(X(k) + ξ · c | Y (l) + η · c) = δk,−l 1
r
(X | Y )G . (2.26)
In fact, one can choose elements Ei, Fi and Hi of G with i = 0, 1, . . . , ℓ which yield the Weyl
generators of g as follows (see § 8.3 of [13]):
ei = Ei(si), fi = Fi(−si), α∨i = Hi(0) +
kisi
k∨i hs
· c. (2.27)
3 The Drinfeld-Sokolov hierarchies
In this section, we recall the definition of the Drinfeld-Sokolov hierarchies of both untwisted and
twisted types, and then introduce the notion of their tau functions. To this end, let us consider
two gradations on g: the principal gradation 1, and a gradation s = (s0, s1, s2, . . . , sℓ) ∈ S with
si ≤ 1 (s ≤ 1 for short). For convenience we will write
gk = gk[1], gk = gk[s],
and use the notations g≥l =
⊕
k≥l gk, g
<l =
⊕
k<l g
k etc.
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3.1 The dressing lemma and the pre-Drinfeld-Sokolov hierarchy
Let us introduce a Borel subalgebra of g as follows:
B = {X ∈ g0 ∩ g≤0 | (ds | X) = 0} , (3.1)
and consider operators of the form
L =
d
dx
+ Λ+Q, Q = Q(x) ∈ C∞(R,B). (3.2)
The following lemma plays a crucial role in the what follows, and we will call it the dressing lemma
(cf. [3, 10, 21]).
Lemma 3.1 Given an operator L of the form (3.2), then there exists a unique function U ∈
C∞(R, g<0) satisfying the following two conditions:
(i) e−adUL =
d
dx
+ Λ+H, H ∈ C∞(R,H ∩ g<0), (3.3)
(ii)
(
ds | eadUΛj
)
= 0 for any positive exponent j ∈ J+. (3.4)
Moreover, both U and H are differential polynomials in the components of Q with respect to a basis
of B (differential polynomials in Q for short below) with zero constant terms.
Proof: The existence of U ∈ C∞(R, g<0) and H ∈ C∞(R,H∩ g<0) satisfying the condition (3.3)
was proved by Drinfeld and Sokolov in [3] based on the decomposition property (2.10) of g. The
condition (3.4) is imposed to ensure the uniqueness of U andH. In the case when s = (1, 0, 0, . . . , 0)
the conclusion is proved in [21]. For the general case the proof is similar to that of [21], which we
give below for the convenience of the readers.
Let us write the equation (3.3) in the form
e
ad∑
k≤−1 Uk

 d
dx
+ Λ+
∑
k≤−1
Hk

 = d
dx
+ Λ +
∑
k≤0
Qk, (3.5)
where Uk,Hk, Qk take values in g
k (note that Qk = 0 when k ≤ −h′, where h′ is the smallest
positive integer satisfying the condition B ∩ g−h′ = {0}). By comparing the homogeneous terms of
both sides of the above equation, we obtain
[U−1,Λ] = Q0, (3.6)
[Uk,Λ] +Hk+1 +Wk = Qk, k = −2,−3, . . . . (3.7)
Here Wk ∈ C∞(R, gk+1) depends on Ui and Hi+1 with i > k and their x-derivatives.
From the decomposition (2.10) of g and the properties (2.13) of the elements of the Heisenberg
subalgebra (2.11), it follows the existence of U−1 ∈ C∞(R, g−1) satisfying (3.6). The property of
the Heisenberg subalgebra also implies that the map adΛ : g
−1 → g0 is injective, so the solution
U−1 of the equation (3.6) is unique. Moreover, the condition (3.4) with j = 1 is satisfied since
(ds | [U−1,Λ]) = (ds | Q0) = 0.
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For k ≤ −2, suppose that Ui and Hi+1 with i > k are given, then Wk is known. By using the
decomposition (2.10) of g we know the existence of solution Uk ∈ C∞(R, gk), Hk+1 ∈ C∞(R, gk+1)
of the equation (3.7), and we also know the uniqueness of Hk+1 since k < −1. In order to prove
the uniqueness of Uk, let us expand Uk = Uk|I + Uk|H with respect to the decomposition (2.16),
and consider the following two cases:
• If k 6∈ J , then Uk|H = 0, and from the property of the Heisenberg subalgebra H we know that
the map adΛ : g
k → gk+1 is injective, so Uk = Uk|I is uniquely determined by the equation
(3.7).
• If k ∈ J , then Uk|I is uniquely determined by the equation (3.7) for the same reason as above,
so we are left to determine Uk|H. In the case when the linear space H ∩ gk is 1-dimensional,
Uk|H = akΛk for some scalar function ak. From (2.20) we know that the condition (3.4) takes
the form
(ds | [akΛk,Λ−k]) = (ds | Zk) ,
where
Zk := −[Uk|I ,Λ−k]−
−k∑
m=2
1
m!
∑
k+1≤ki≤−1
k1+k2+···+km=k
adUk1adUk2 . . . adUkmΛ−k. (3.8)
Hence by using (2.13) and (2.21) we obtain
ak =
(ds | Zk)
(ds | kc) =
(ds | Zk)
khs
.
In the case when the linear space H∩ gk is 2-dimensional (only when k ∈ {n+ 2nZ} for the
affine Kac-Moody algebras of type D
(1)
2(n+1)), Uk|H = akΛk + ak′Λk′ with (recall (2.14))
(Λk | Λk) = (Λk′ | Λk′) = h, (Λk | Λk′) = 0.
Then the condition (3.4) takes the form
(ds | [akΛk + ak′Λk′ ,Λ−k]) = (ds | Zk) , (ds | [akΛk + ak′Λk′ ,Λ−k′ ]) = (ds | Zk′) ,
where Zk and Zk′ have similar expressions as that of (3.8), so the coefficients ak and ak′ are
uniquely fixed.
The lemma is proved. 
Remark 3.2 Due to the uniqueness result of the dressing lemma, we will use U(Q) and H(Q)
to denote the functions U and H that are determined by the dressing lemma to emphasize their
dependence on Q when it is needed.
Let the function U be determined by Lemma 3.1, then from the properties (2.20), (2.23) we
know that the following family of evolutionary equations are well defined:
∂L
∂tj
= [−(eadUΛj)≥0,L ], j ∈ J+. (3.9)
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Here and in what follows, we denote by X≥0 the projection of X ∈ g to g≥0 w.r.t. the gradation
(2.22) given by s.
Denote L ′ = d/dx+ Λ+H and V = ∂U/∂tj , then from the identity L = eadUL ′ we obtain
∂L
∂tj
=
∑
k≥0
1
(k + 1)!
k∑
l=0
adlUadV ad
k−l
U L
′ + eadU
∂H
∂tj
=
∑
k≥0
1
(k + 1)!
k∑
l=0
l∑
m=0
(
l
m
)
adadmU V ad
l−m+k−l
U L
′ + eadU
∂H
∂tj
=
∑
k≥0
1
(k + 1)!
k∑
m=0
(
k + 1
m+ 1
)
adadmU V ad
k−m
U L
′ + eadU
∂H
∂tj
=
∑
m≥0
∑
k≥m
1
(k −m)!(m+ 1)!adadmU V ad
k−m
U L
′ + eadU
∂H
∂tj
=
∑
m≥0
1
(m+ 1)!
adadmU V e
adUL
′ + eadU
∂H
∂tj
=
[∇tj ,UU,L ]+ eadU ∂H∂tj . (3.10)
Here we use the notation
∇tj ,UU =
∑
m≥0
1
(m+ 1)!
(adU )
m ∂U
∂tj
. (3.11)
We remark that the identity (3.10) was stated, without proof, in [19].
Denote
G(Λj) = e
−adU
(
∇tj ,UU − (eadUΛj)<0
)
, j ∈ J+, (3.12)
then we have the following lemma.
Lemma 3.3 The functions G(Λj) take value in H ∩ g<0, and satisfy the equations
∂G(Λj)
∂x
=
∂H
∂tj
, [Λ, G(Λj)] = [Λj ,H]. (3.13)
∂
∂tj
eadUΛi =
[(
eadUΛj
)
<0
, eadUΛi
]
+ [G(Λj),Λi], i, j ∈ J+. (3.14)
Proof: From the equations (3.9) and (3.10) it follows that
[∇tj ,UU − (eadUΛj)<0,L ] + eadU
∂H
∂tj
+ [eadUΛj,L ] = 0. (3.15)
Due to the decomposition (2.16), the function G(Λj) can be uniquely represented as
G(Λj) = A+B, where A ∈ I ∩ g<0, B ∈ H ∩ g<0.
Then the equation (3.15) can be rewritten as[
A+B,
d
dx
+ Λ+H
]
+
∂H
∂tj
+ [Λj ,H] = 0. (3.16)
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We write A =
∑
i<0Ai and B =
∑
i<0Bi according to the principal gradation g
<0 =
⊕
i<0 g
i. The
degree zero part of (3.16) reads
[A−1 +B−1,Λ] + [Λj ,H] = 0.
Note that [A−1,Λ] ∈ I0, and [B−1,Λ] + [Λj ,H] ∈ H, so from (2.16) and the bijection (2.17) it
follows that
A−1 = 0, [B−1,Λ] + [Λj ,H] = 0. (3.17)
The negative degree part of (3.16) yields the following two equations:
− ∂A
∂x
+ [A,Λ +H] = 0, (3.18)
− ∂B
∂x
+
∂H
∂tj
= 0. (3.19)
By considering the homogeneous terms in the equation (3.18) with respect to the principal gradation
and by using the bijection (2.17), we arrive at A = 0 and the fact that G(Λj) ∈ H∩ g<0. Then the
two equations given in (3.13) follow from the equation (3.19) and the second equation of (3.17).
Due to the fact that [G(Λj),Λi] is a multiple of the canonical center c, we have
∂
∂tj
eadUΛi =
[
∇tj ,UU, eadUΛi
]
=
[(
eadUΛj
)
<0
, eadUΛi
]
+ eadU [G(Λj),Λi]
=
[(
eadUΛj
)
<0
, eadUΛi
]
+ [G(Λj),Λi],
thus G(Λj) satisfies the equation (3.14). The lemma is proved. 
Now we arrive at the following proposition.
Proposition 3.4 The flows ∂/∂tj defined in (3.9) commute with each other, and they form the
so-called pre-Drinfeld-Sokolov hierarchy associated to the triple (g, s,1).
Proof: To simplify the notations let us write ϕ(Λj) = e
adUΛj. By using Lemma 3.3, we have, for
i, j ∈ J+,
∂2L
∂tj∂ti
− ∂
2L
∂ti∂tj
=
∂
∂tj
[−ϕ(Λi)≥0,L ]− ∂
∂ti
[−ϕ(Λj)≥0,L ]
= [−[ϕ(Λj)<0, ϕ(Λi)]≥0 − [G(Λj),Λi],L ] + [−ϕ(Λi)≥0, [−ϕ(Λj)≥0,L ]]
− [−[ϕ(Λi)<0, ϕ(Λj)]≥0 − [G(Λi),Λj ],L ]− [−ϕ(Λj)≥0, [−ϕ(Λi)≥0,L ]]
= [[ϕ(Λi)≥0, ϕ(Λj)<0]≥0 + [ϕ(Λi)≥0, ϕ(Λj)≥0] + [ϕ(Λi)<0, ϕ(Λj)]≥0,L ]
− [[G(Λj),Λi]− [G(Λi),Λj ],L ]
= [[ϕ(Λi), ϕ(Λj)]≥0,L ] +
[
∂H
∂tj
,Λi
]
−
[
∂H
∂ti
,Λj
]
=
[
∂H
∂tj
,Λi
]
−
[
∂H
∂ti
,Λj
]
,
where in the third equality we used the Jacobi identity and the fact that [G(Λi),Λj ] is a multiple
of the central element c. By using the definition of L and (3.1) , we see that(
ds |
[
∂H
∂tj
,Λi
]
−
[
∂H
∂ti
,Λj
])
= 0,
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which, together with the fact that [H,Λj ] is a scalar multiple of c for any j ∈ J+, implies that[
∂H
∂tj
,Λi
]
−
[
∂H
∂ti
,Λj
]
= 0,
∂2L
∂tj∂ti
− ∂
2L
∂ti∂tj
= 0.
The proposition is proved. 
3.2 The Drinfeld-Sokolov hierarchy and its Hamiltonian structure
Note that the Borel subalgebra B contains a nilpotent subalgebra N = g0∩g<0, which is generated
by the generators fi with si = 0. According to the Serre relations, we have
adΛN = adIN ⊂ B, I =
∑
i|si=0
ei. (3.20)
Since N ∩H = {0} the map adΛ : N → B is injective, hence we have a decomposition
B = adΛN ⊕ V (3.21)
with V being some ℓ-dimensional subspace of B. Clearly (3.20) and (3.21) hold true when Λ is
replaced by Λ1 = νΛ.
Observe that operators of the form (3.2) admit the following gauge transformations:
L 7→ L˜ = eadNL , N ∈ C∞(R,N ). (3.22)
The results of the following two lemmas can be derived by using the method given in [1, 3], based
on the decomposition (3.21) of the Borel subalgebra B.
Lemma 3.5 Let L be an operator of the form (3.2). Fix a complementary subspace V ⊂ B as in
(3.21), then there exists a unique function N ∈ C∞(R,N ) such that L V = eadNL takes the form
L
V =
d
dx
+ Λ+QV , QV ∈ C∞(R,V). (3.23)
Moreover, both N and QV are differential polynomials in Q with zero constant terms.
We call QV a gauge of the function Q, or L V a gauge of the operator L . In fact, if we take
another complementary subspace V˜, then the components of QV˜ can be represented as differential
polynomials in the components of QV , i.e. they are related by Miura-type transformations. In
what follows, we will fix a basis γ1, γ2, . . . , γℓ of the subspace V, then QV takes the form
QV =
ℓ∑
i=1
uiγi. (3.24)
We will denote by R the ring of differential polynomials in u = (u1, u2, . . . , uℓ), i.e.,
R = C[u,u′,u′′, . . . ] (3.25)
where the prime means taking derivatives with respect to x.
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Lemma 3.6 For the operators L and L V given above, the functions U and H determined in
Lemma 3.1 have the following properties:
e
ad
U(QV ) = eadN eadU(Q) , H(Q) = H(QV). (3.26)
In particular, the second property implies that the function H(Q) is invariant w.r.t. the gauge
transformations (3.22).
By using the method of [3] (see Lemma 3.8 therein), we obtain the following result.
Lemma 3.7 Let L V be an operator of the form (3.23). For any j ∈ J+, there is a unique function
R(QV ,Λj) ∈ C∞(R,N ) satisfying the condition that[
−(eadU(QV )Λj)≥0 +R(QV ,Λj),L V
]
takes value in V. Moreover, the components of R(QV ,Λj) are differential polynomials in QV with
zero constant terms.
Theorem 3.8 The equations (3.9) lead to a system of evolutionary equations on the jet space of
V:
∂L V
∂tj
=
[
−(eadU(QV )Λj)≥0 +R(QV ,Λj),L V
]
, j ∈ J+, (3.27)
where R(QV ,Λj) ∈ C∞(R,N ) is determined as in Lemma 3.7.
Proof: From (3.9) it follows that
∂L V
∂tj
=
∂
∂tj
(
eadNL
)
=
[
∇tj ,NN, eadNL
]
+ eadN
[
−(eadU(Q)Λj)≥0,L
]
=
[
−(eadU(QV )Λj)≥0 +∇tj ,NN,L V
]
. (3.28)
Here ∇tj ,NN is defined as in (3.11), and in the last equality we used the relations (3.26). Since ∂L
V
∂tj
takes value in V, it follows from Lemma 3.7 that ∇tj ,NN = R(QV ,Λj). The theorem is proved. 
Due to the above theorem, we can represent the equations (3.27) in the form
∂ui
∂tj
= Xij(u,u
′,u′′, . . . ) ∈ R, i = 1, . . . , ℓ; j ∈ J+. (3.29)
Note that R is the set of differential polynomials that are invariant with respect to the gauge
transformations (3.22).
Definition 3.9 The hierarchy of evolutionary PDEs (3.27) or (3.29) is called the Drinfeld-Sokolov
hierarchy associated to (g, s,1).
By using the fact that Λ1 = νΛ, we know that the first flow
∂
∂t1
of the Drinfeld-Sokolov hierarchy
is given by
∂
∂t1
= ν
∂
∂x
.
So we will identify t1 with x/ν in what follows.
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Theorem 3.10 ([1, 3]) The Drinfeld-Sokolov hierarchy (3.29) can be written, in terms of a given
gauge slice u1, . . . , uℓ, as a hierarchy of Hamiltonian systems
∂ui
∂tj
= {ui(x),Hj}, i = 1, . . . , ℓ, j ∈ J+, (3.30)
with Hamiltonians
Hj =
∫
hj dx, hj = (−Λj | H). (3.31)
Here the function H is given by Lemma 3.1, and hj ∈ R due to (3.26).
More precisely, the Hamiltonian systems (3.30) can be represented as
∂ui
∂tj
= {ui(x),Hj} =
ℓ∑
m=1
∑
k≥0
P imk
∂k
∂xk
δHj
δum
, j ∈ J+, (3.32)
where P imk ∈ R (note that these coefficients depend on the gradation s), and the variational
derivatives of Hj are given by
δHj
δum
=
∑
k≥0
(−1)k ∂
k
∂xk
∂hj
∂u
(k)
m
. (3.33)
The above theorem shows that the function H is a generating function of the Hamiltonian densities
hj . In fact, from (2.14) it follows that
H = −1
h
∑
j∈J+
hjΛ−j . (3.34)
Remark 3.11 Let m1 ≤ m2 · · · ≤ mℓ be the first ℓ elements of J+, then the Hamiltonian densities
hm1 , hm2 , . . . , hmℓ generate the ring R of gauge-invariant differential polynomials. So they can also
be used as the unknown functions of the Drinfeld-Sokolov hierarchy, which can be written as
∂hmi
∂tj
= Y ij (h,h
′,h′′, . . . ), i = 1, . . . , ℓ; j ∈ J+, (3.35)
where h = (hm1 , hm2 , . . . , hmℓ) and Y
i
j ∈ C∞(h)[[h′,h′′, . . . ]]. In the notion of [4] such Hamiltonian
densities are called the normal coordinates of the Drinfeld-Sokolov hierarchy.
Remark 3.12 Given an operator L of the form (3.2), and a gradation s ≤ 1 on g, there are
different choices of V. Note that any two systems of generators for R can be represented as
differential polynomials in each other, hence the equations (3.27) with different V are related by
Miura-type transformations. Furthermore, by following the approach of [3, 10], we can prove that
the Drinfeld-Sokolov hierarchy associated to (g, s,1) is related to the one associated to (g,1,1) by
a certain Miura-type transformation. Hence the Drinfeld-Sokolov hierarchies associated to (g, s,1)
with different gradations s are also related to each by Miura-type transformations. This fact is
illustrated in Examples 3.16 and 3.17 below.
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3.3 The tau functions of the Drinfeld-Sokolov hierarchy
In this subsection, we give the definition of the tau function of the Drinfeld-Sokolov hierarchy based
on that of [17, 21].
Let Q be a solution of the pre-Drinfeld-Sokolov hierarchy (3.9) associated to (g, s,1), and U be
given as in Lemma 3.1. We introduce a class of differential polynomials in the components of Q as
follows:
Ωsij =
1
hs
(
ds |
[(
eadUΛi
)
≥0
, eadUΛj
])
, i, j ∈ J+. (3.36)
Proposition 3.13 The following identities hold true:
Ωsij = Ω
s
ji,
∂Ωsij
∂tk
=
∂Ωskj
∂ti
, i, j, k ∈ J+. (3.37)
Moreover, the differential polynomials Ωsij are invariant with respect to the gauge transformations
(3.22), namely, Ωsij ∈ R.
Proof: Since (ds | [X,Y ]) = 0 for any X,Y ∈ g0, it follows from
[
eadUΛi, e
adUΛj
]
= 0 that
Ωsij =
1
hs
(
ds |
[(
eadUΛi
)
≥0
,
(
eadUΛj
)
<0
])
=
1
hs
(
ds | −
[(
eadUΛi
)
<0
,
(
eadUΛj
)
≥0
])
=
1
hs
(
ds |
[(
eadUΛj
)
≥0
,
(
eadUΛi
)
<0
])
=Ωsji.
To simplify notations, we denote X = eadUΛi, Y = e
adUΛj and Z = e
adUΛk. Clearly they commute
with each other. By using (3.14) we obtain
∂Ωsij
∂tk
=
1
hs
(
ds |
[
[Z<0,X]≥0 , Y
]
+ [X≥0, [Z<0, Y ]]
)
=
1
hs
(
ds | −
[
[Z≥0,X]≥0 , Y
]
− [X≥0, [Z≥0, Y ]]
)
=
1
hs
(
ds |
[
[X,Z≥0]≥0 , Y
]
− [[X≥0, Z≥0] , Y ]− [Z≥0, [X≥0, Y ]]
)
=
1
hs
(
ds |
[
[X<0, Z≥0]≥0 , Y
]
− [Z≥0, [X≥0, Y ]]
)
=
1
hs
(
ds | −
[
[X≥0, Z]≥0 , Y
]
− [Z≥0, [X≥0, Y ]]
)
=
∂Ωskj
∂ti
.
Finally, for any N ∈ C∞(R,N ) one has eadNds = ds, hence the right hand side of (3.36)
is invariant whenever eadU is replaced by e
ad
U(QV ) = eadN eadU(Q) (recall Lemma 3.6). Thus the
proposition is proved. 
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The proposition implies that for any solution u(t) with t = {tj}j∈J+ of the Drinfeld-Sokolov
hierarchy, there exists a function τ s = τ s(t) such that
∂2 log τ s
∂ti∂tj
= Ωsij(u,u
′,u′′, . . . )|u=u(t), i, j ∈ J+. (3.38)
Note that log τ s is determined up to a linear function of the time variables, and that log τ s depends
on the choice of the gradation s (see Examples 3.16 and 3.17 below).
Definition 3.14 The function τ s is called the tau function of the Drinfeld-Sokolov hierarchy
(3.29).
The following proposition shows that the Hamiltonian densities hj given in (3.31) are tau
symmetric in the sense of [4].
Proposition 3.15 The tau function and the Hamiltonian densities for the Drinfeld-Sokolov hier-
archy (3.29) are related by
∂2 log τ s
∂x∂tj
=
j
h
hj , j ∈ J+. (3.39)
Proof: By using (3.4) and (3.14) we obtain
Ωsji =
1
hs
(ds | [G(Λj),Λi]), (3.40)
where G(Λj) is defined by (3.12). So from (3.13) and ∂/∂t1 = ν ∂/∂x it follows that
∂2 log τ s
∂x∂tj
=
1
ν
Ωsj1 =
1
νhs
(ds | [G(Λj),Λ1]) = 1
hs
(ds | [G(Λj),Λ]) = − 1
hs
(ds | [Λj ,H]). (3.41)
Then by using (3.34) we complete the proof of the proposition. 
We emphasize that the tau function τ s depends essentially on the gradation s ≤ 1. Let us
illustrate it with the following examples.
Example 3.16 (Examples 5.1 and A.1 in [21]) Let g be the affine Kac-Moody algebra of
type A
(1)
1 , with the elements Λj chosen as in [3]. For s = (1, 0), we take the gauge Q
V = −uf1,
then the first two nontrivial equations of the Drinfeld-Sokolov hierarchy are (t1 = x):
ut3 =
3uux
2
+
uxxx
4
, (3.42)
ut5 =
15u2ux
8
+
5
8
uuxxx +
5uxuxx
4
+
uxxxxx
16
, (3.43)
where the subscripts tj mean the partial derivatives with respect to them. As is well known, this
integrable hierarchy is just the KdV hierarchy.
For s = (1, 1), the nilpotent subalgebra N is trivial, so we take QV = Q = v2(α∨1 − α∨0 ). The
first two nontrivial equations of the Drinfeld-Sokolov hierarchy are given by
vt3 = −
3
2
v2vx +
1
4
vxxx, (3.44)
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vt5 =
15
8
v4vx − 5
8
v2vxxx − 5
2
vvxvxx − 5
8
v3x +
1
16
vxxxxx. (3.45)
This integrable hierarchy is called the modified KdV hierarchy, which is related to the KdV hier-
archy by the Miura transformation u = −v2 + vx.
By using Definition 3.14, we know that the second-order derivatives of the logarithms of the
tau functions for the above two different choices of gradations satisfy the relations:
s ∂
2 log τs
∂t12
∂2 log τs
∂t1∂t3
(1, 0) 12u
1
8(3u
2 + uxxx)
(1, 1) −12v2 18 (3v4 − 2vvxx + vx2)
Example 3.17 Let g be the affine Kac-Moody algebra of type A
(2)
2 , and its elements Λj be chosen
as in Example 5.6 of [21]. For the Drinfeld-Sokolov hierarchies associated to different gradations s
on g, the gauge QV , the first nontrivial equation and the second-order derivatives of the logarithms
of the tau functions are given by
s QV t5-flow ∂
2 log τs
∂t12
(1, 0) −uf1 ut5 = − 1108
(
20u3 + 30uu′′ + 3u(4)
)′ 1
3u
(0, 1) −w4 f0 wt5 = − 1108
(
20w3 + 30ww′′ + 452 (w
′)2 + 3w(4)
)′ 1
3w
(1, 1) − v
3
√
2
(α∨0 − 4α∨1 ) vt5 = 136
(−16v5 + 20v(v′)2 + 20v2v′′ + 10v′v′′ − v(4))′ −23v2
Here we note that x =
√
2 t1 since ν =
√
2, and in the present example the prime means to take
derivative with respect to t1. Observe that the evolutionary equations of u and of w are known as
the Sawada-Kotera equation [18] and the Kaup-Kupershmidt equation [14] respectively, and the
above three equations are related by the following Miura transformations:
u = −2 v2 + v′, w = −2 v2 − 2 v′.
Remark 3.18 Formulae of the form (3.36) were introduced by Miramontes in [17] to define tau
functions for generalized Drinfeld-Sokolov hierarchies (see Equation (3.8) and (4.13) therein). The
method of [17] relies on an assumption, in terms of our notations, that the functions U and H
given by (3.3) must fulfill the following constraints (Equation (2.25) therein):
U ∈ C∞ (R, g<0) , H ∈ C∞ (R, (H ∩ g<0)⊕ Cc) . (3.46)
When s is chosen to be the principal gradation 1, such constraints are satisfied automatically, and
the tau function introduced in [17] coincides with the one defined by (3.38). However, when s 6= 1,
the above constraints are no longer trivial, since H may contain nontrivial component along the
basis vector Λ−1 ∈ H, however in this case Λ−1 /∈ g<0. For this reason, the condition (3.46) was
replaced in [21] by the condition (3.4) for the case when s = s0 is the homogeneous gradation.
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In the present paper, we use the condition (3.4) to fix the functions U and H for general
s ≤ 1, and define the tau function of the Drinfeld-Sokolov hierarchy by (3.38) which generalizes the
definition of the tau function given in [21]. In term of the present definition, τ s
0
coincides with the
one defined in [21] (which corresponds to the partition functions of cohomological field theories),
and the tau function τ1 coincides with the one given by Miramontes [17] (and also by Erinquez
and Frenkel [6]).
As we pointed out in Remark 3.12, the Drinfeld-Sokolov hierarchies corresponding to all s
are Miura-equivalent to each other. For such a Miura-equivalence class of Hamiltonian integrable
hierarchies, we have shown in [5] that there are many ways to introduce its tau functions via the
so-called tau structures. For each choice of s, our construction gives rise to a representative of
the tau structures, which is, roughly speaking, the collection of differential polynomials {Ωsij}. The
corresponding tau functions τ s have good behaviors in the reduction procedures, see Theorem 4.11.
4 Proof of the main results
From now on we assume that g is one of the affine Kac-Moody algebras that are listed in Tables 1–3
(or listed in Appendix B). Let us proceed to study the diagram automorphism σ on g, and the
induced symmetry of the corresponding Drinfeld-Sokolov hierarchy.
4.1 Diagram automorphisms and affine subalgebras
Let σ¯ be a permutation of the index set {0, 1, 2, . . . , ℓ} given in Tables 1–3, such that it preserves
the generalized Cartan matrix A of g, i.e.,
aσ¯(i)σ¯(j) = aij , i, j = 0, 1, 2, . . . , ℓ.
Then a diagram automorphism σ on the affine Kac-Moody algebra g is determined by
σ(ei) = eσ¯(i), σ(fi) = fσ¯(i), i = 0, 1, 2, . . . , ℓ. (4.1)
Assume that the order of the diagram automorphism σ is p, then its eigenvalues are given by
1, ǫ, ǫ2, . . . , ǫp−1 with ǫ = exp (2πi/p). Since σ is consistent with the principal gradation on g, we
have a series of bijections
σ : gk → gk, k ∈ Z,
and the eigenspace decompositions
gk = gk,1 ⊕ gk,ǫ ⊕ · · · ⊕ gk,ǫp−1 with gk,ǫl =
{
X ∈ gk | σ(X) = ǫlX
}
.
Let gσ be the subalgebra of g that consists of σ-invariant elements. It can be represented as
gσ =
⊕
k∈Z
(gσ)k, (gσ)k = gσ ∩ gk = gk,1. (4.2)
Since Λ, c ∈ gσ, σ can be restricted to I and H (see their definitions given in Section 2.1), we can
choose the basis elements Λj of H so that they are eigenvectors of σ. Denote
Iσ = gσ ∩ I, Hσ = gσ ∩H, Jσ = {j ∈ J | σ(Λj) = Λj}, (4.3)
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then we have
Hσ =
⊕
j∈Jσ
CΛj ⊕ Cc, (4.4)
and the gradation Iσ =⊕k∈Z(Iσ)k. We also have the bijections
adΛ : (Iσ)k → (Iσ)k+1, k ∈ Z. (4.5)
Following the notions of [11], let Gσ = (gσ)−1 ⊕ (gσ)0 ⊕ (gσ)1 be the local part of the graded
Lie algebra gσ. We consider the minimal graded Lie algebra whose local part is Gσ , that is,
g¯ = 〈(gσ)−1, (gσ)0, (gσ)1〉. (4.6)
Clearly, the Lie algebra g¯ is a subalgebra of gσ which has the gradation
g¯ =
⊕
k∈Z
g¯k, g¯k = g¯ ∩ gk. (4.7)
In particular, we have g¯k = gk,1 for k = −1, 0, 1 and Λ ∈ g¯. We will show in the following theorem
that g¯ is the derived algebra of an affine Kac-Moody algebra g(A¯) for a certain generalized Cartan
matrix A¯. Thus g¯ has the decomposition
g¯ = I¯ ⊕ H¯, (4.8)
where I¯ =⊕k∈Z I¯k and H¯ are defined as in (2.15), (2.11). From the bijections
adΛ : I¯k → I¯k+1, k ∈ Z (4.9)
and the facts I¯k = (Iσ)k, k = −1, 0, 1, it follows that I¯ = Iσ. On the other hand, we have
H¯ ⊂ Hσ ⊂ H. More precisely, we can modify, if needed, the choice of the basis Λj (j ∈ J) of the
Heisenberg subalgebra H of g so that
H¯ =
⊕
j∈J¯
CΛj ⊕ Cc,
where J¯ is a subset of Jσ. Note that the sets J , Jσ and J¯ of “exponents” satisfy the relation
J¯ ⊂ Jσ ⊂ J .
The following theorem is a slightly more detailed account of Theorem 1.2.
Theorem 4.1 Let g be an affine Kac-Moody algebra of type X
(r)
ℓ′ , on which there is a diagram
automorphism σ that is induced by σ¯ given in Tables 1–3 of Section 1. Then the following assertions
hold true:
(i) The subalgebra g¯ is an affine Kac-Moody algebra corresponding to the folded Dynkin diagram
of type X
(r¯)
ℓ¯′
. Its Chevalley generators are given in Appendix A, and its canonical center
c¯ = µc with a constant µ given in Appendix B.
(ii) For any case listed in Tables 1 and 2, one has gσ = g¯;
22
(iii) For any case listed in Table 3, one has gσ = g¯⊕ Hˆ, where
Hˆ =
⊕
j∈Jσ\J¯
CΛj (4.10)
with Jσ \ J¯ nonempty (see Appendix B).
Proof: By taking average of the elements of the σ-orbits of the Chevalley generators of g, we
obtain a system of generators Ei, Fi,Hi, i = 0, 1, . . . , ℓ¯ of g¯ (see (A.1) of Appendix A). To prove the
first assertion of the theorem, we only need to show that these generators satisfy the Serre relations
for a certain generalized Cartan matrix A¯ = (Aij) (see its definition given in (A.2)) corresponding
to the folded Dynkin diagram. We present the details of the proof of this fact in Appendix A. In
particular, from (A.1) one sees that
Λ =
ℓ¯∑
i=0
Ei,
hence it is also the cyclic element of g¯.
In order to prove the second and the third assertions of the theorem, it is sufficient to compare
the dimensions of g¯k and of (gσ)k for k ∈ Z due to the fact that g¯ ⊂ gσ. From the realization
(2.24) with s = 1 it follows that we only need to consider the integers k which lie in an interval of
Z with length rh. We do this comparison case by case, and illustrate this procedure for Case (a2)
in Table 2 and Case (a4) in Table 3 (also listed in Appendix B). To simplify the presentation we
assume that the canonical center c is trivial in this proof.
For Case (a2), it follows from (2.16) and properties of the exponents of g = A
(1)
2n that
dim gk =
{
2n+ 1, 2n + 1 ∤ k,
2n, 2n + 1 | k. (4.11)
We first note that the linear space g0 has a basis α∨i = [ei, fi], i = 1, . . . , 2n, from this fact it is
easy to see that
dim(gσ)0 = n. (4.12)
In the case when k = 1, 2, 3, . . . , 2n, the linear space gk is spanned by Xk0 ,X
k
1 , . . . ,X
k
2n with
Xki = [. . . [[ei, ei+1], ei+2], . . . , ei+k−1],
where j¯ ∈ {0, 1, 2, . . . , 2n} equals j modulo 2n+ 1. We have
σ(Xki ) =[. . . [[e2n−i, e2n−i−1], e2n−i−2], . . . , e2n−i−k+1]
=[e2n−i, . . . , [e2n−i−k+3, [e2n−i−k+2, e2n−i−k+1]] . . . ]
=(−1)k−1[. . . [[e2n−i−k+1, e2n−i−k+2], e2n−i−k+3], . . . , e2n−i]
=(−1)k−1Xk
2n−i−k+1, (4.13)
where the second equality holds true due to the Jacobi identity and the fact that [ei, ej ] = 0 unless
|i − j| ∈ {1, 2n}. Under the action of σ, gk is decomposed into n 2-dimensional orbit spaces and
one 1-dimensional orbit space. The 1-dimensional orbit space is spanned by
Y k =


X2j+1
n−j , k = 2j + 1,
X2j
2n−j+1, k = 2j,
(4.14)
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which satisfies the relation
σ(Y k) = (−1)k−1Y k.
Thus we obtain, for 1 ≤ k ≤ 2n,
dim(gσ)k =
{
n+ 1, k is odd,
n, k is even.
(4.15)
This together with (4.12) leads to, for general k ∈ Z, that
dim(gσ)k =
{
n+ 1, k is odd, and 2n+ 1 ∤ k,
n, other cases.
(4.16)
From this fact and the property of the affine Kac-Moody algebra g¯ it follows that dim(gσ)k = dim g¯k
for k ∈ Z. Thus Case (a2) is verified.
For Case (a4), the affine Kac-Moody algebra g is of type A
(2)
2(n+1)−1. From the values of the
exponents of g that is given in Appendix B, it follows that
dim gk =
{
n+ 2, k odd,
n+ 1, k even.
(4.17)
Note that the automorphism σ on g is defined by (see Table 3)
σ(Ki) =
{
K1−i, i = 0, 1;
Ki, i = 2, 3, . . . , n+ 1,
where Ki = ei, fi or α
∨
i = [ei, fi].
Let us first note that
g0 =span
{
α∨1 − α∨0 , α∨2 , α∨3 , . . . , α∨n+1
}
,
g1 =span {e0, e1, e2, . . . , en+1} ,
g2 =span {[e0, e2], [e1, e2], [e2, e3], . . . , [en, en+1]} .
Hence for 0 ≤ k ≤ 2, we have dim(gσ)k = dim gk − 1. When 3 ≤ k ≤ 2n, by considering the
connected sub-diagrams of the Dynkin diagram of the affine Kac-Moody algebra of type A
(2)
2(n+1)−1,
we can choose a basis Xk1 ,X
k
2 , . . . ,X
k
dim gk
of gk such that
Xk1 = [. . . [[e0, e2], ei3 ], . . . , eik ], X
k
2 = [. . . [[e1, e2], ei3 ], . . . , eik ]
with certain il ≥ 2, and Xki (3 ≤ i ≤ dim gk) being either of the following forms:
[. . . [[[e0, e2], e1], ej4 ], . . . , ejk ], [. . . [[[ej1 , ej2 ], ej3 ], ej4 ], . . . , ejk ] (4.18)
with certain jl ≥ 2. Observe that
σ(Xki ) =
{
Xk2−i, i = 1, 2;
Xki , i = 3, 4, . . . ,dim g
k,
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hence dim(gσ)k = dim gk − 1 for 3 ≤ k ≤ 2n. When k = 2n + 1, we can choose a basis of g2n+1
consisting of elements
X2n+11 = [[. . . [[e0, e2], ei3 ], . . . , ei2n ], e0], X
2n+1
2 = [[. . . [[e1, e2], ei3 ], . . . , ei2n ], e1]
with certain il ≥ 2, and X2n+1i (3 ≤ i ≤ n+ 2) either of the following form:
[. . . [[[e0, e2], e1], ej4 ], . . . , ej2n+1 ], [e0, [e1, [[[ej3 , ej4 ], ej5 ], . . . , ej2n+1 ]]]
with jl ≥ 2. Thus, similar to the above case when 3 ≤ k ≤ 2n, we have dim(gσ)2n+1 = dim g2n+1−1.
In a similar way we can prove, by replacing ei with fi, that dim(g
σ)k = dim gk − 1 for −2n ≤
k ≤ −1. Thus we arrive at
dim(gσ)k = dim gk − 1 =
{
n+ 1, k odd,
n, k even
(4.19)
for all k ∈ Z. This property is different from that for g¯ = A(2)2n , namely,
dim g¯k =
{
n+ 1, k odd and (2n + 1) ∤ k,
n, k even or (2n+ 1) | k. (4.20)
All other cases can be verified in a similar way. The theorem is proved. 
The first assertion of the above theorem implies that we can normalized the generators of the
principal Heisenberg subalgebra H¯ of g¯ as
Λ¯j =
√
µΛj , j ∈ J¯ , (4.21)
such that
[Λ¯i, Λ¯j ] = δi,−jic¯. (4.22)
On the other hand, we can extend the automorphism σ on g to σ : g(A) → g(A) by setting
σ(d) = d, so that the standard bilinear form (· | ·) on g(A) is invariant with respect to σ. Then g¯
is the derived algebra of
g(A¯) := g¯⊕ Cd
on which the standard bilinear form is given by
(· | ·)− = κ(· | ·)|g(A¯). (4.23)
Here the normalization constant κ is given in Appendix B. This constant satisfies the relations
h¯ = (Λ¯j | Λ¯−j)− = κµ(Λj | Λ−j) = κµh,
where h and h¯ are the Coxeter numbers of g and g¯ respectively.
Remark 4.2 We can also consider composition of diagram automorphisms, and obtain chains of
subalgebras like A
(1)
4n+1 ⊃ C(1)2n+1 ⊃ A(2)2n , D(1)n+2 ⊃ B(1)n+1 ⊃ D(2)n+1 etc.
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4.2 The Γ-reduction theorem
Let us note that the principal gradation 1 of g is consistent with the diagram automorphism σ.
In what follows we fix a gradation s ≤ 1 of g that is also consistent with σ, i.e., it satisfies the
condition sσ¯(i) = si.
Recall the decomposition (3.21) of the Borel subalgebra B. Since both B and its subspace adΛN
are invariant w.r.t. the action of σ, we can take a σ-invariant complementary subspace V ⊂ B. We
can also choose a basis γ1, γ2, . . . , γn of V such that
σ(γi) = ǫiγi, i = 1, 2, . . . , ℓ,
where ǫi satisfy ǫ
p
i = 1, and p is the order of σ. The automorphism σ : V → V induces a pullback
of the coordinate functions of QV =
∑n
i=1 uiγi, defined in (3.23), as follows:
σ∗(ui) = ǫiui, i = 1, 2, . . . , ℓ. (4.24)
This pullback action extends naturally to the ring R of differential polynomials in u1, u2, . . . , uℓ.
On the other hand, as indicated in Subsection 4.1, the generators Λj ∈ gj of the principal
Heisenberg subalgebra H can be chosen such that
σ(Λj) = ζjΛj, j ∈ J,
where ζj satisfy ζ
p
j = 1 (we remark that only the vectors Λj in (2.11) with multiple exponents j
may need to be adjusted). By using (2.14), (2.24) and the fact that Λ1 = ν
∑ℓ
i=0 ei, we obtain the
relations
ζ1 = 1, ζ−j = ζ−1j , ζj+rh = ζj . (4.25)
With respect to such generators of H the Drinfeld-Sokolov hierarchy is defined by (3.27), whose
flows ∂/∂tj are regarded as vector fields on the jet space of V acting on the differential polynomial
ring R.
Proposition 4.3 The pullback and the pushforward maps induced by σ : V → V have the following
properties:
(i) σ∗(hj) = ζ−1j hj;
(ii) σ∗(Ωsjk) = ζ
−1
j ζ
−1
k Ω
s
jk;
(iii) σ∗(Xij) = ζ
−1
j ǫiX
i
j;
(iv) dσ
(
∂
∂tj
)
= ζj
∂
∂tj
.
Here j, k ∈ J+, the functions hj , Ωsjk, Xij and the flows ∂/∂tj are defined respectively in (3.31),
(3.36), (3.29) and (3.27).
Proof: The proof is almost the same as the one for Proposition 4.8 of [16]. For the convenience
of the readers, let us write it down briefly here.
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We first verify the validity of the second property as follows. Recall that Ωjk defined in (3.36)
are invariant with respect to the gauge transformations (3.22) (see Proposition 3.13). So we have
σ∗(Ωsjk) =
1
hs
(
ds |
[(
e
ad
σ(U(QV ))Λj
)
≥0
,
(
e
ad
σ(U(QV ))Λk
)
<0
])
=
1
ζjζkhs
(
σ(ds) | σ
([(
e
ad
U(QV )Λj
)
≥0
,
(
e
ad
U(QV )Λk
)
<0
]))
=
1
ζjζkhs
(
ds |
[(
e
ad
U(QV )Λj
)
≥0
,
(
e
ad
U(QV )Λk
)
<0
])
=ζ−1j ζ
−1
k Ω
s
jk.
Here the second equality is due to σ(ds) = ds which follows from the consistency of s with σ, and
the relation σ(U(QV)) = U(σ(QV)) which can be seen from the proof of Lemma 3.1; while the
third equality is due to the fact that the bilinear form is invariant with respect to σ. The first
property of the proposition then follows from the second one, the formulae given in (3.38), (3.39)
and the fact that ζ1 = 1. To prove the third property, let us apply σ on both sides of (3.27) to
obtain
σ
(
∂L V
∂tj
)
= σ
([
−
(
e
ad
U(QV )Λj
)
≥0
+R(QV ,Λj),L V
])
, j ∈ J+. (4.26)
From these equations we have
l.h.s. =
ℓ∑
i=1
∂ui
∂tj
σ(γi) =
ℓ∑
i=1
ǫi
∂ui
∂tj
γi, ,
r.h.s. =
[
−
(
e
ad
σ(U(QV ))σ(Λj)
)
≥0
+R(σ(QV), σ(Λj)), σ(L V)
]
=ζj
[
−
(
e
ad
U(σ(QV ))Λj
)
≥0
+R(σ(QV),Λj), σ(L V)
]
=ζj
ℓ∑
i=1
σ∗
(
∂ui
∂tj
)
γi.
Here in computing the right hand side of the equation (4.26) we used the property of linear
dependence of R(QV ,Λj) on Λj, which can be seen from Lemma 3.7 and the proof of Theorem 3.8.
By comparing both sides of (4.26) and by using (4.24), we obtain
σ∗
(
∂ui
∂tj
)
=
ǫi
ζj
∂ui
∂tj
, dσ
(
∂
∂tj
)
= (σ∗)−1
∂
∂tj
σ∗ = ζj
∂
∂tj
.
The proposition is proved. 
The above proposition implies that, for j ∈ Jσ+ (i.e., ζj = 1, see (4.3)), the flow ∂/∂tj of the
Drinfeld-Sokolov hierarchy associated to g can be restricted to the jet space of
Vσ := V ∩ gσ = {X ∈ V | σ(X) = X}.
We want to compare such reduced flows with those of the Drinfeld-Sokolov hierarchy associated
to the affine Kac-Moody subalgebra g¯ of g introduced in the previous subsection. Note that
the gradations 1 and s of g are consistent with σ, so they induce two gradations 1¯ and s¯ on g¯
27
respectively. In fact, the adjoint actions of the corresponding derivations d1¯ and ds¯ on g¯ are equal
to that of d1 and ds respectively. By abusing notations, the principal gradation 1¯ on g¯ will also be
written as 1. Note that the Borel subalgebra of g¯ is given by B¯ = B ∩ g¯ (see its definition (3.1)).
Since g¯ and g have the same cyclic element Λ, we have the following decomposition
B¯ = adΛN¯ ⊕ V¯ ,
where
N¯ := N ∩ g¯, V¯ := V ∩ g¯. (4.27)
On the other hand, from Theorem 4.1 and properties of the exponents of g¯ that are given in
Appendix B it follows that Hˆ ⊂⊕|k|≥h¯ (gσ)k, which together with g0∩⊕|k|≥h¯ (gσ)k = {0} implies
that g0 ∩ Hˆ = {0}. Hence, we have g0 ∩ g¯ = g0 ∩ gσ, and consequently
V¯ = Vσ.
We denote by R¯ the ring of differential polynomials of the jet space of V¯, i.e.
R¯ = C [ui, u′i, u′′i , · · · | 1 ≤ i ≤ ℓ, σ∗(ui) = ui] . (4.28)
With the help of the above notations, we can construct the Drinfeld-Sokolov hierarchy associate
to (g¯, s¯,1) as was done in Section 3. More precisely, this hierarchy can be represented in the form
of (3.27), i.e.
∂L¯ V¯
∂t¯j
=
[
−(eadU¯(Q¯V¯ )Λ¯j)≥0 +R(Q¯V¯ , Λ¯j), L¯ V¯
]
, j ∈ J¯+. (4.29)
Here
L¯
V¯ =
d
dx
+ Λ+ Q¯V¯ , Q¯V¯ ∈ C∞(R, V¯), (4.30)
the function U¯(Q¯V¯) ∈ (R, g¯<0) is determined by Lemma 3.1 with g replaced by g¯ and the principal
gradation defined in (4.7), the normalized generators Λ¯j are defined in (4.21), and the function
R(Q¯V¯ , Λ¯j) takes value in N¯ (see Lemma 3.7). We emphasize that the equations (4.29) are well
defined since the gradations 1 and s of g are consistent with σ.
The following theorem is the main result of the present section, and it will be called the Γ-
reduction theorem.
Theorem 4.4 Each flow ∂/∂tj with j ∈ Jσ+ of the Drinfeld-Sokolov hierarchy (3.27) associated to
(g, s,1) can be restricted to R¯. Moreover,
(i) The reduced flows ∂/∂tj with j ∈ J¯+ form the Drinfeld-Sokolov hierarchy associated to
(g¯, s¯,1), and they are related to the normalized flows (4.29) by
√
µ∂/∂tj = ∂/∂t¯j ;
(ii) When j ∈ Jσ+ \ J¯+ (nonempty only for the cases listed in Table 3), the reduced flows ∂/∂tj
on R¯ are trivial.
The theorem will be proved in the following subsection. Before doing so, we observe that the
affine Kac-Moody algebra g¯ given in Table 1 is always of untwisted type, however, it can be of any
twisted type in Tables 2 and 3. In other words, the Γ-reduction theorem confirms that Drinfeld-
Sokolov hierarchies associated to affine Kac-Moody algebras of both BCFG type and of twisted
type can be obtained via reductions of the ones associated to affine Kac-Moody algebras of ADE
type. Let us give two examples to illustrate the reduction procedure.
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Example 4.5 (Case (a2) of Table 2) Let g be the affine Kac-Moody algebra of type A
(1)
2 , and
s = (1, 0, 1). The Borel and the nilpotent subsalgebras are given by B = span{α∨0 − α∨2 , α∨1 , f1}
and N = span{f1}. Take V = span{α∨0 − α∨2 , f1}, then we have the gauge
QV = v(α∨0 − α∨2 )− uf1.
The first three nontrivial systems of equations of the Drinfeld-Sokolov hierarchy are given by (with
t1 = x):
ut2 =2vux + 4uvx + vxxx, vt2 = −
ux
3
− 2vvx; (4.31)
ut4 =
2
3
uxxxv + 2uxxvx +
8uxvxx
3
− 4
3
v3ux + 4uvux +
8u2vx
3
+ 2uvxxx − 8uv2vx
+
vxxxxx
3
− 4 (vx)3 − 2vxxxv2 − 12vvxvxx, (4.32)
vt4 =−
uxxx
9
+
2v2ux
3
− 2uux
9
+
4
3
uvvx − 2
3
vxxxv − 4vxvxx
3
+
20v3vx
3
; (4.33)
ut5 =−
5u2ux
9
− 5uxuxx
9
− 5uuxxx
9
− uxxxxx
9
+
5
3
uxxxv
2 + 10vuxxvx + 10vuxvxx
+
25
3
ux (vx)
2 +
5v4ux
3
+ 10uv2ux +
40
3
u2vvx +
10
3
uvxxxv +
10
3
uvxvxx
+
40
3
uv3vx + 20v (vx)
3 − 5vxxxvxx − 5
3
vxxxxvx +
10
3
vxxxv
3 + 30v2vxvxx, (4.34)
vt5 =−
5uxxvx
9
− 10uxvxx
9
− 10v
3ux
9
− 10
9
uvux − 5u
2vx
9
− 5
9
uvxxx − 10
3
uv2vx
− vxxxxx
9
+
5 (vx)
3
3
+
5
3
vxxxv
2 +
20
3
vvxvxx − 35
3
v4vx. (4.35)
The second-order derivatives of the logarithm of the tau function are given by
Ωs11 =
u
3
− v2, Ωs12 =
4uv
3
+
vxx
3
+
4v3
3
, (4.36)
Ωs14 =
4vuxx
9
+
2uxvx
9
+
8u2v
9
+
2uvxx
3
− 16uv
3
9
+
vxxxx
9
− 4
3
v (vx)
2 − 8v
5
3
+
2v2vxx
3
, (4.37)
Ωs15 =−
5u3
81
− 5uuxx
27
− uxxxx
27
+
5v2uxx
9
+
10
3
vuxvx +
25u2v2
9
+
20
9
uvvxx − 5
9
u (vx)
2
+
25uv4
9
+
2
9
vxxxxv − 4 (vxx)
2
9
+
35v6
9
− 7
9
vxxxvx − 20v
3vxx
9
+
5
3
v2 (vx)
2 , (4.38)
Ωs22 =−
uxx
9
− 2u
2
9
+
4uv2
3
− 2v4 + 2vvxx
3
− 4 (vx)
2
3
, (4.39)
Ωs24 =−
uxxxx
27
− 8u
3
81
+
2v2uxx
3
+
8u2v2
3
− 2uuxx
9
+
8
3
vuxvx +
8uv4
9
+
20
9
uvvxx
− 4
3
u (vx)
2 +
40v6
9
+
2
9
vvxxxx − 2 (vxx)
2
9
− 28v
3vxx
9
− 10
9
vxvxxx + 4v
2 (vx)
2 . (4.40)
From (3.39) it follows that h1 = 3Ω
s
11 and h2 =
3
2 Ω
s
12, hence the map (u, v) 7→ (h1, h2) is a
Miura-type transformation, which illustrates Remark 3.11.
On g the diagram automorphism σ is induced by the permutation
σ¯(0) = 2, σ¯(1) = 1, σ¯(2) = 0.
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The action of σ on the basis of V is given by
σ(f1) = f1, σ(α
∨
0 − α∨2 ) = −(α∨0 − α∨2 ),
which induces the map
σ∗(u) = u, σ∗(v) = −v.
On the other hand, by comparing J and Jσ, we see that the generators Λj satisfy
σ(Λj) = (−1)j−1Λj , j = 3k ± 1 with k ∈ Z.
It is easy to see that the flows ∂/∂tj and the differential polynomials Ω
s
ij satisfy the relations
dσ
(
∂
∂tj
)
= (−1)j−1 ∂
∂tj
, σ∗(Ωsij) = (−1)(i−1)+(j−1)Ωsij.
By setting v ≡ 0, the flows ∂u/∂tj with j ∈ {1, 5} + 6Z+ are reduced to the Drinfeld-
Sokolov hierarchy associated to g¯ of type A
(2)
2 with gradation s¯ = (1, 0). Note that µ = 2, so
∂/∂t¯j =
√
2 ∂/∂tj . In particular, equation (4.34) is reduced to the Sawada-Kotera equation (see
Example 3.17)
∂u
∂t¯5
= − 1
108
∂
∂t¯1
(
20u3 + 30u
∂2u
∂t¯21
+ 3
∂4u
∂t¯41
)
. (4.41)
Example 4.6 (Case (c2) of Table 3) Let g be the affine Kac-Moody algebra of type C
(1)
3 , with
a gradation s = (0, 1, 1, 0). Let us take a gauge
QV = v(α∨2 − α∨1 )− u(f0 + f3)− w(f0 − f3).
With Λj taken as in [3], the first nontrivial equations of the Drinfeld-Sokolov hierarchy are given
by
ut3 =− 6uvvx − 3vxxxv + 3wvxx + 18v3vx +
3
2
vwxx − 3wwx, (4.42)
vt3 =vux + uvx −
1
2
vxxx + 3v
2vx +
3wxx
4
, (4.43)
wt3 =− vuxx −wux + 3uvxx − 2uwx +
3
2
vxxxx − 9v2vxx − 6vwvx − 18vv2x −
5
4
wxxx, (4.44)
ut5 =−
5
9
u2ux − 5
9
uxuxx − 5
9
uuxxx − 1
9
uxxxxx − 5
6
uxxxv
2 − 5
2
vuxxvx +
5
2
vwuxx
− 25
6
vuxvxx +
10
3
wuxvx − 5
3
uxv
2
x −
5
6
vuxwx + 5v
4ux − 10
3
uv2ux +
5
6
w2ux
− 5
2
uvxxxv − 5
3
uwvxx − 5uvxwx + 20uv3vx − 20
3
u2vvx − 5uvxvxx − 10
3
uvwxx
+
5
3
uwwx +
5
12
vxxxxxv − 5
3
vxxxxw − 10
3
vxxxwx − 5
2
vxxxv
3 − 15
4
vxxwxx + 10v
2wvxx
− 5
3
wxxxvx + 20v
2vxwx + 25vwv
2
x + 10vw
2vx + 15vv
3
x −
5
3
vxxxxvx − 5
6
vxxxvxx
− 35
24
vwxxxx + 5v
3wxx + 5v
2wwx +
5
3
wwxxx +
5
4
wxwxx. (4.45)
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Here we omit vt5 and wt5 , each term of which contains v, w or their x-derivatives. The first few
differential polynomials Ωsjk have the expressions
Ωs11 =
u
3
− v2, Ωs13 = −2uv2 + wvx − vwx −
w2
2
,
Ωs15 =−
uxxxx
27
− 5u
3
81
− 5u
2v2
3
− 5uuxx
27
− 5
9
vuxvx +
5
3
vwux +
5uv4
3
− 5
3
uvvxx − 5
9
uwvx
− 10
9
uvwx +
5uw2
18
− 5v
6
3
− 11
18
vxxxxv − 5
9
vxxxw +
5v2w2
2
− 5vxxwx
9
− (vxx)
2
6
− 25vxwxx
36
+ 5v3vxx +
1
18
vxxxvx + 5v
2wvx +
20
3
v2 (vx)
2 +
5
36
vwxxx +
5wwxx
9
− 5 (wx)
2
72
.
The diagram automorphism σ on g is given by
σ¯(i) = 3− i, i = 0, 1, 2, 3.
It induces the map
σ∗(u) = u, σ∗(v) = −v, σ∗(w) = −w,
and satisfies, due to Jσ = J , the relations
σ(Λj) = Λj, j ∈ 2Z+ 1.
Clearly, the above flows ∂/∂tj and the differential polynomials Ω
s
jk satisfy
dσ
(
∂
∂tj
)
=
∂
∂tj
, σ∗(Ωsjk) = Ω
s
jk,
which agree with the results of Proposition 4.3. Since Jσ = J¯ ∪ 3Zodd = J , from Theorem 4.4 it
follows that the flows ∂/∂tj with j ∈ 3Zodd+ must be trivial when restricted to R¯ = C[u, ux, uxx, . . . ].
We can see this fact for the flow ∂/∂t3 that is illustrated above. Moreover, the flows ∂u/∂tj with
j ∈ {1, 5}+6Z+ are reduced to the flows of the Drinfeld-Sokolov hierarchy that is associated to the
affine Kac-Moody algebra g¯ of type A
(2)
2 with gradation s¯ = (1, 0). In particular, the flow ∂/∂t5 is
reduced to the Sawada-Kotera equation (4.41) (note that in this case µ = 2, so ∂/∂t¯j =
√
2 ∂/∂tj).
4.3 Proof of the Γ-reduction theorem
Let L be the operator introduced in (3.2) with Q ∈ C∞(R,B), and the functions
U(Q) ∈ C∞(R, g<0), H(Q) ∈ C∞(R,H ∩ g<0) (4.46)
be defined by Lemma 3.1.
Note that the Borel subalgebras B and B¯ = B ∩ g¯ are invariant under the action of the auto-
morphism σ, and
B¯ = B ∩ gσ = {X ∈ B | σ(X) = X}
due to the fact that B ∩ Hˆ = {0} with Hˆ defined in Theorem 4.1. Then we have the following
decomposition of subspaces:
B = B¯ ⊕ Bˆ, (4.47)
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where Bˆ ⊂ B is spanned by the eigenvectors of σ with eigenvalues different from 1.
Let Q¯ = Q|B¯, then we have the following analogue of the operator (3.2) associated to the affine
Kac-Moody algebra g¯:
L¯ =
d
dx
+ Λ+ Q¯ ∈ C d
dx
⋉ C∞(R, B¯).
We denote the functions U and H that are defined by Lemma 3.1 as follows:
U¯(Q¯) ∈ C∞(R, g¯<0), H¯(Q¯) ∈ C∞(R, H¯ ∩ g¯<0). (4.48)
The operator L¯ admit a group of gauge transformations given by the nilpotent subalgebra N¯ =
N ∩ g¯, and a gauge slice L¯ V¯ of it is given by (4.30).
We have the following lemma.
Lemma 4.7 The functions given in (4.46) and (4.48) satisfy the following relations:
U(Q¯) = U¯(Q¯), H(Q¯) = H¯(Q¯). (4.49)
Proof: We regard L¯ as an operator in Cd/dx⋉C∞(R,B), and U¯(Q¯), H¯(Q¯) as functions taking
values in C∞(R, g<0), C∞(R,H ∩ g<0) respectively. Due to the uniqueness result of Lemma 3.1,
we only need to show that (
ds | eadU¯(Q¯)Λj
)
= 0, j ∈ J+. (4.50)
The case when j ∈ J¯+ follows immediately from the definition of U¯(Q¯) and the property (4.23) of
the bilinear form defined on g¯⊕ Cds = g(A¯). For the case when j ∈ J+ \ J¯+, since(
ds | eadU¯(Q¯)Λj
)
=
(
e−adU¯(Q¯)ds | Λj
)
,
where e−adU¯(Q¯)ds lies in g¯⊕ Cds, we only need to show that the relation
(X | Λj) = 0 (4.51)
holds true for any X ∈ g¯⊕ Cds and j ∈ J+ \ J¯+. In fact, it is easy to see that (ds | Λj) = 0, and
that (X | Λj) = 0 for any X lying in [Λ, g¯] or in H¯ (we note that 1 /∈ J+ \ J¯+). Thus (4.51) follows
from the decomposition (4.8) of g¯. The lemma is proved. 
Lemma 4.8 The Hamiltonian densities
hj(Q) = − (Λj | H(Q)) , h¯j(Q¯) = −
(
Λ¯j | H¯(Q¯)
)−
of the Drinfeld-Sokolov hierarchies associated to (g, s,1) and to (g¯, s¯,1) satisfy the following rela-
tions:
hj(Q¯) =


1
κ
√
µ
h¯j(Q¯), j ∈ J¯+;
0, j ∈ J+ \ J¯+.
(4.52)
Proof: For j ∈ J¯+, by using (4.21) and (4.23), we obtain
h¯j(Q¯) =
(−Λ¯j | H¯(Q¯))− = κ√µ (−Λj | H(Q¯)) = κ√µhj(Q¯). (4.53)
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For j ∈ J+ \ J¯+, Lemma 4.7 implies that H(Q¯) belongs to g¯, then hj(Q¯) vanishes due to (4.51).
Thus the lemma is proved. 
Proof of Theorem 4.4. As it was done in the previous subsection, we take a σ-invariant com-
plementary subspace V ⊂ B. Note that QV is a gauge of Q ∈ C∞(R,B), then Q¯V¯ = QV ∣∣B¯ taking
value in V¯ = V ∩ g¯ is a gauge of Q¯ = Q|B¯. Let L V and L¯ V¯ be the corresponding operators defined
in (3.23) and (4.30).
By using Lemma 4.7, together with the decompositions (3.21) and (4.47) of the Borel subalgebra
B, the equations (4.29) are recast to
∂L¯ V¯
∂t¯j
=
[
−(eadU¯(Q¯V¯ )Λ¯j)≥0 +R(Q¯V¯ , Λ¯j), L¯ V¯
]
=
√
µ
[
−(eadU(Q¯V¯ )Λj)≥0 +R(Q¯V¯ ,Λj), L¯ V¯
]
=
√
µ
[
−(eadU(QV |B¯)Λj)≥0 +R(QV
∣∣
B¯ ,Λj),
d
dx
+ Λ+ QV
∣∣
B¯
]
=
√
µ
∂L V
∂tj
∣∣∣∣
R¯
, j ∈ J¯+. (4.54)
So the first assertion of Theorem 4.4 is proved.
Now let us proceed to show the second assertion of Theorem 4.4. We represent the coordinates
of V as u = (u¯, uˆ), where
u¯ = {ui | σ∗ui = ui}, uˆ = {ui | σ∗ui 6= ui}. (4.55)
Recall the Hamiltonian representation (3.32) of the flows of the Drinfeld-Sokolov hierarchy. For
any j ∈ Jσ+ \ J¯+, according to Proposition 4.3 and Lemma 4.8, the Hamiltonian densities hj =
hj(Q
V) ∈ R satisfy the relations
σ∗hj = hj , hj |R¯ = 0.
They imply that each monomial term of the differential polynomial hj contain factors in uˆ and
their x-derivatives of total degree no less than 2, hence the variational derivatives of Hj =
∫
hjdx
satisfy
δHj
δum
∣∣∣∣
R¯
=
∑
k≥0
(
− ∂
∂x
)k ∂hj
∂u
(k)
m
∣∣∣∣∣
R¯
= 0, m = 1, 2, . . . , ℓ.
Thus we have (∂u/∂tj) |R¯ = 0 for j ∈ Jσ+ \ J¯+. The theorem is proved. 
With the notations introduced in (4.55), the Drinfeld-Sokolov hierarchy (3.29) associated to
(g, s,1) can be represented as:
∂u¯
∂tj
= X¯(u¯, uˆ),
∂uˆ
∂tj
= Xˆ(u¯, uˆ), j ∈ J+, (4.56)
where X¯, Xˆ ∈ R. It follows from the Γ-reduction theorem (Theorem 4.4) that
∂u¯
∂t¯j
∣∣∣∣
R¯
=
√
µ X¯(u¯, 0),
∂uˆ
∂t¯j
∣∣∣∣
R¯
=
√
µ Xˆ(u¯, 0) = 0, j ∈ J¯+, (4.57)
and that the reduced flows form the Drinfeld-Sokolov hierarchy associated to (g¯, s¯,1).
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4.4 Reduction properties of the tau functions
We proceed to study properties of solutions of the Drinfeld-Sokolov hierarchies, and in particular we
will concentrate on solutions of formal series in the time variables. As before we fix a σ-invariant
complementary subspace V in (3.21). Given any solution u(t) = (u1(t), u2(t), . . . , uℓ(t)) of the
Drinfeld-Sokolov hierarchy (3.27) (or (3.29) ) associated to (g, s,1) such that each ui(t) ∈ S :=
C[[t]] with t = {tj}j∈J+ , there is an action on S induced by (4.24) such that
σ∗ : u(t) 7→ (ǫ1u1(t), . . . , ǫℓuℓ(t)). (4.58)
On the other hand, the assertion (iv) of Proposition 4.3 leads us to define the map on the space of
the time variables 1
σ∗tj = ζjtj, j ∈ J+,
then one sees that
u˜(t) := σ∗
(
u
(
(σ∗)−1t
) )
(4.59)
is also a solution of the Drinfeld-Sokolov hierarchy. Indeed, by using Proposition 4.3 one has, for
any j ∈ J+,
∂u˜i(t)
∂tj
=
∂
∂tj
σ∗
(
u
(
(σ∗)−1t
) )
=
ǫi
ζj
∂ui(t)
∂tj
∣∣∣∣
t 7→(σ∗)−1t
=
ǫi
ζj
Xij(u(t))
∣∣
t 7→(σ∗)−1t = X
i
j(σ
∗u(t))
∣∣
t 7→(σ∗)−1t
=Xij
(
σ∗
(
u((σ∗)−1t)
) )
= Xij(u˜(t)). (4.60)
For the solution u˜(t), let τ˜ s(t) be the tau function defined by (3.38).
Proposition 4.9 The following equality holds true (up to the addition of a linear function in t):
log τ˜ s(t) = log τ s
(
(σ∗)−1t
)
. (4.61)
Proof: We only need to compare the second-order derivatives of both sides of (4.61). In fact, by
using Proposition 4.3, for any j, k ∈ J+ we have
∂2 log τ˜ s(t)
∂tj∂tk
= Ωsjk(u)
∣∣
u=σ∗(u((σ∗)−1t) )
= Ωsjk(σ
∗(u(t)))
∣∣
t 7→(σ∗)−1t
=σ∗ Ωsjk(u(t))
∣∣
t 7→(σ∗)−1t = ζ
−1
j ζ
−1
k Ω
s
jk(u(t))
∣∣
t 7→(σ∗)−1t
=ζ−1j ζ
−1
k
∂2 log τ s(t)
∂tj∂tk
∣∣∣∣
t 7→(σ∗)−1t
=
∂2 log τ s
(
(σ∗)−1t
)
∂tj∂tk
Thus the proposition is proved. 
The proposition implies that, up to the addition of a linear function of t, log τ˜ s(t) = log τ s(t)
if and only if
log τ s(σ∗t) = log τ s(t). (4.62)
1In general, we can define the map on the space of time variables as σ∗tj = ζjtj + cj for some shift constants cj
with j ∈ J+. Without lose of generality, we choose all such shift constants to be zero, for the reason that in this case
the solution u˜(t) of the Drinfeld-Sokolov hierarchy define by (4.59) still belongs to S .
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Definition 4.10 The tau function τ s(t) for a certain solution u(t) of the Drinfeld-Sokolov hier-
archy (3.27) associated to (g, s,1) is called Γ-invariant if it satisfies (4.62).
Now let us consider the tau functions τ¯ s¯ of the Drinfeld-Sokolov hierarchy (4.29) associated to
(g¯, s¯,1) which is defined by the formulae
∂2 log τ¯ s¯
∂t¯i∂t¯j
=
1
h¯s¯
(
ds¯ |
[(
e
ad
U¯(Q¯V¯ )Λ¯i
)
≥0
, e
ad
U¯(Q¯V¯ )Λ¯j
])−
, i, j ∈ J¯+ (4.63)
with
h¯s¯ = (ds¯ | c¯)− = κ(ds | µc) = κµhs. (4.64)
For the purpose of clarifying the relation between τ¯ s¯ and τ s, let us introduce the following notations:
t˜ = {tj}j∈J¯+, tˆ = {tj}j∈J+\J¯+ , t¯ = {t¯j}j∈J¯+. (4.65)
Theorem 4.11 Let the affine Kac-Moody algebras g and g¯ be given as in Tables 1 and 2. Suppose
a tau function τ s(t), satisfying the condition log τ s(t) ∈ S, of the Drinfeld-Sokolov hierarchy (3.27)
associated to (g, s,1) is Γ-invariant, then the function τ¯ s¯(t¯) defined by
log τ¯ s¯(t¯) =
1
µ
log τ s(t)
∣∣∣∣
tˆ=0; t˜=
√
µ t¯
(4.66)
is a tau function of the Drinfeld-Sokolov hierarchy (4.29) associated to (g¯, s¯,1).
Proof: Since τ s(t) is Γ-invariant, it follows from (3.39) that the Hamiltonian densities hj with
j ∈ J+ satisfy
hj(u(t) )|tˆ=0 =
h
j
∂2 log τ s(t)
∂x∂tj
∣∣∣∣
tˆ=0
=
h
j
∂2 log τ˜ s(t)
∂x∂tj
∣∣∣∣
tˆ=0
= hj(u˜(t))|tˆ=0 = σ∗hj(u((σ∗)−1t) )
∣∣
tˆ=0
=
1
ζj
hj(u((σ
∗)−1t) )
∣∣
tˆ=0
=
1
ζj
hj(u(t) )|tˆ=0 , (4.67)
where the last two equalities follow from the assertion (i) of Proposition 4.3 and the fact that
σ∗t¯ = t¯. For any case listed in Tables 1 and 2, we have ζj 6= 1 whenever j ∈ J+ \ J¯+, hence
hj(u(t) )|tˆ=0 = 0, j ∈ J+ \ J¯+. (4.68)
Let us recall the fact, as we explained in Remark 3.11, that the Hamiltonian densities h =
(hm1 , hm2 , . . . , hmℓ), where m1,m2, . . . ,mℓ are the first ℓ exponents in J+, are related to u =
(u1, u2, . . . , uℓ) by a Miura-type transformation. Hence, we can represent u in terms of h as fol-
lows:
ui = gi(h) ∈ C∞(h)[[h′,h′′, . . . ]], i = 1, . . . , ℓ. (4.69)
Moreover, such a representation must be consistent with the action of σ∗, namely, we have
σ∗ui = gi(σ∗h).
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By using (4.58), (4.68) and that σ∗hj = hj for j ∈ J¯+, we have
ǫiui(t)|tˆ=0 = σ∗(ui(t))|tˆ=0 = gi(σ∗h(u(t)) )|tˆ=0 = gi(h(u(t)) )|tˆ=0 = ui(t)|tˆ=0. (4.70)
It follows from (4.55) that uˆ|
tˆ=0 = 0, hence u¯|tˆ=0 satisfies the equations given in (4.57), which
means that u¯|
tˆ=0; t˜=
√
µ t¯ is a solution of the Drinfeld-Sokolov hierarchy associated to (g¯, s¯,1). In
other words, these solutions of the Drinfeld-Sokolov hierarchies associated to (g¯, s¯,1) and to (g, s,1)
are related by Q¯V¯ = QV
∣∣
tˆ=0; t˜=
√
µ t¯
. Consequently, by using Lemma 4.7, (4.21),(4.23) and (4.63)
we have, for i, j ∈ J¯+, that
∂2 log τ¯ s¯
∂t¯i∂t¯j
=
κµ
κµhs
(
ds |
[(
e
ad
U(Q¯V¯ )Λi
)
≥0
, e
ad
U(Q¯V¯ )Λj
])
=
1
hs
(
ds |
[(
e
ad
U(QV )Λi
)
≥0
, e
ad
U(QV )Λj
])∣∣∣∣
tˆ=0; t˜=
√
µ t¯
=
∂2 log τ s
∂ti∂tj
∣∣∣∣
tˆ=0; t˜=
√
µ t¯
.
Therefore, in consideration of ∂/∂t¯j =
√
µ∂/∂tj , we complete the proof of the theorem. 
As a conclusion, from Theorems 4.4 and 4.11 we arrive at Theorem 1.3.
Example 4.12 Let us compute some explicit solutions of the Drinfeld-Sokolov hierarchy associ-
ated to (g = A
(1)
2 , s = (1, 0, 1),1). The first few flows are given in Example 4.5 with unknown
functions u(t), v(t). Note that every solution is determined by its initial value (u(t), v(t))|t>1=0 =
(u0(x), v0(x)). We take u0(x) = ax and v0(x) = b with arbitrary constants a and b, and we arrive
at the following result:
u(t)|ti>6=0
=ax+ 2abt2 +
4
3
t4
(
3a2bx− ab3)− 5
9
t5
(
a3x2 − 18a2b2x− 3ab4)− 1
3
a2t22
− 4
27
t24
(
5a4x2 − 126a3b2x+ 45a2b4)+ 25
81
t25
(
2a5x3 − 114a4b2x2 + a4 + 246a3b4x+ 42a2b6)
− 80
9
t5t2
(
a3bx− 2a2b3)− 4
3
t4t2
(
a3x− 7a2b2)− 20
27
t4t5
(
19a4bx2 − 122a3b3x+ 3a2b5)+ h.o.t.,
v(t)|ti>6=0
=b− 1
3
at2 − 2
9
t4
(
a2x− 3ab2)− 10
9
t5
(
a2bx+ ab3
)− 32
27
t24
(
a3bx− a2b3)
+
50
81
t25
(
3a4bx2 − 10a3b3x+ 3a2b5)− 8
9
a2bt2t4 +
10
27
t2t5
(
a3x− 3a2b2)
+
10
27
t4t5
(
a4x2 − 22a3b2x− 7a2b4)+ h.o.t.,
where ‘h.o.t.’ means higher order terms in t2, t4, t5. The tau function has the expression
log τs(t)|ti>6=0
=− b
2x2
2
+
ax3
18
+ t2
(
2
3
abx2 +
4b3x
3
)
+ t4
(
8
27
a2bx3 − 8
9
ab3x2 − 8b
5x
3
)
36
+ t5
(
−5a
3x4
324
+
25
27
a2b2x3 +
25
18
ab4x2 +
35b6x
9
)
+
1
2
t22
(
−2a
2x2
9
+
4
3
ab2x− 2b4
)
+
1
2
t24
(
−4a
4x4
81
+ x
(
−4a
3
81
− 176ab
6
27
)
+
80
27
a3b2x3 − 136
27
a2b4x2 +
20a2b2
27
− 100b
8
9
)
+
1
2
t2
5
(
5a5x5
243
− 25
9
a4b2x4 +
950
81
a3b4x3 + x
(
−350a
3b2
81
− 575ab
8
27
)
+
175a2b4
81
+x2
(
25a4
243
− 50a
2b6
81
)
− 245b
10
9
)
+ t2t5
(
−20
27
a3bx3 +
100
27
a2b3x2 − 10a
2b
27
− 20
9
ab5x− 20b
7
3
)
+ t2t4
(
−8a
3x3
81
+
8
3
a2b2x2 +
8
9
ab4x+
40b6
9
)
+ t4t5
(
−40
81
a4bx4 + x
(
320ab7
27
− 20a
3b
27
)
+
640
81
a3b3x3 +
80
27
a2b5x2 +
20a2b3
9
+
1400b9
81
)
+ h.o.t.
Note that
σ∗(u(t), v(t)) = (u(t),−v(t)), σ∗tj = (−1)jtj for j ∈ 3Z+ + {1, 2}.
It can be seen that
(u˜(t), v˜(t)) =
(
u((σ∗)−1t),−v((σ∗)−1t))
is just the solution with initial data (u˜(t), v˜(t))|tj=xδj,1 = (ax,−b), and the corresponding tau
function satisfies the relation
log τ˜ s(t) = log τ s(t)|b7→−b; t 7→(σ∗)−1t.
This observation agrees with Proposition 4.9. One also observes that the tau function τ s(t) is
Γ-invariant if and only if b = 0.
In this case, the tau function of the Drinfeld-Sokolov hierarchy associated to (g¯ = A
(2)
2 , s¯ =
(1, 0),1) is given by (4.66) with µ = 2. Namely, the tau function satisfies
log τ¯ s¯(t¯)|t¯>6=0 =
1
2
log τ s(t)|b=0, x=√2 t¯1, t5=√2 t¯5, t2=t4=0, t>6=0
=
a
9
√
2
t¯31 −
5a3
81
√
2
t¯51t¯5 +
(
10
√
2 a5
243
t¯51 +
25a4
243
t¯21
)
t¯25 + h.o.t. (4.71)
Remark 4.13 Theorem 4.11 generalizes the second part of Theorem 1.1 to the affine Kac-Moody
algebras listed in Table 2, however, such a result does not hold for the cases listed in Table 3. The
reason is that, in the latter case, the equality (4.67) is not sufficient to derive hmi |tˆ=0 = 0 when
mi ∈ Jσ+ \ J¯+. For instance, considering the Drinfeld-Sokolov hierarchy given in Example 4.6, let
us compute its solution (u, v, w) with the initial value (u, v, w)|ti>1=0 = (ax, b, c), where a, b, c are
constants. We have
u(t)|ti>6=0
=ax+ t5
(
−5a
3x2
9
− 10
3
a2b2x+ 5ab4 +
5ac2
6
)
+
1
2
t25
(
100a5x3
81
− 100
27
a4b2x2 +
50a4
81
+
500
9
a3b4x+
25
18
a3bc− 100
3
a2b6 +
50
9
a2b2c2
)
+ t3t5
(
−20
3
a3b2x+ 20a2b4 − 5a
2c2
3
)
+ h.o.t.,
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v(t)|t>6=0
=b+ abt3 +
10
9
a2bxt5 +
1
2
a2bt23 +
1
2
t25
(
−200
27
a3b3x+
25a3c
108
+
100a2b5
9
− 25
27
a2bc2
)
+
10
9
a3bxt3t5 + h.o.t.,
w(t)|t>6=0
=c− act3 + t5
(
5a2b
9
+
5
9
a2cx− 5
3
ab2c
)
+
1
2
a2ct23 +
1
2
t25
(
−25
81
a4cx2 − 275a
3b3
27
− 25
9
a2b4c
+
25a2c3
27
+ x
(
−25a
4b
27
− 50
27
a3b2c
))
+ t5t3
(
5a3b
9
− 5
9
a3cx− 5
3
a2b2c
)
+ h.o.t.;
log τ s(t)|t>6=0
=− b
2x2
2
+
ax3
18
+ t3
(
−ab2x2 − c
2x
2
)
+ t5
(
− 5
324
a3x4 − 5
9
a2b2x3 + x2
(
5ab4
6
+
5ac2
36
)
+x
(
5abc
3
− 5b
6
3
+
5b2c2
2
))
+
1
2
t23
(−2a2b2x2 + 3abc+ ac2x− 6b6 + 3b2c2)
+
1
2
t25
(
5a5x5
243
− 25
81
a4b2x4 +
50
9
a3b4x3 + x
(
25a3b2
81
+
25ab8
3
− 50
9
ab4c2 +
25ac4
108
)
−125a
2c2
648
+ x2
(
25a4
243
− 50
3
a2b6 +
50
27
a2b2c2
)
− 5b10 − 25b
2c4
36
)
+ t3t5
(
−10
9
a3b2x3 + x2
(
10a2b4
3
− 5a
2c2
18
)
− 5a
2b2
6
− 10ab6x− 5b
4c2
2
− 5c
4
24
)
+ h.o.t.
Note that σ∗tj = tj for all j, so τ s(t) is automatically Γ-invariant. However, the formula (4.66)
does not give a tau function of the hierarchy associated to (g¯ = A
(2)
2 , s¯ = (1, 0),1), since the reduced
tau function and the associated function u still depends on the parameters b and c. In fact, if we
take b = c = 0, then v(t) = w(t) = 0, hence the tau function τ¯ s¯ of the Drinfeld-Sokolov hierarchy
associated to (g¯ = A
(2)
2 , s¯ = (1, 0),1) satisfies
log τ¯ s¯(t¯)|t¯>6=0 =
1
2
log τ s(t)|b=c=0, x=√2 t¯1, t5=√2 t¯5, t3=0, t>6=0
=
a
9
√
2
t¯31 −
5a3
81
√
2
t¯51t¯5 +
(
10
√
2 a5
243
t¯51 +
25a4
243
t¯21
)
t¯25 + h.o.t..
which coincides with (4.71).
5 Concluding remarks
In this paper, we prove a Γ-reduction theorem for the Drinfeld-Sokolov hierarchies associated to
affine Kac-Moody algebras which admit diagram automorphisms. We expect that this result is
useful to the study of the FJRW theory.
In [16], it was shown that the partition function of the FJRW theory of BCFG types can
be obtained from that of the FJRW theory of ADE types, by using the fact that the associated
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Drinfeld-Sokolov hierarchies and the string equations uniquely determine the topological solutions,
which are exactly the partition functions of the corresponding cohomological field theories. The
topological solutions of the Drinfeld-Sokolov hierarchies of ADE and BCFG types can be computed
explicitly, for instance, via an algorithm proposed in [2]. However, the Drinfeld-Sokolov hierarchy
associated to a twisted affine Kac-Moody algebra does not have an analogue of the string equation,
so one can not use it to pick up a particular solution. Actually, there is no definition for the
topological solution in the twisted cases.
For the untwsited cases, the string equation L−1τ = 0 is the first one of the Virasoro constraints.
In the twisted cases, the Virasoro constraints
Lmτ = 0, m ≥ 0
start from the zeroth one. One can show that these constraints together with the integrable
hierarchy itself determine a collection of solutions, which are parametrized by a finite-dimensional
space. We observe that the ODEs that determine the initial conditions of these solutions possess
the Painleve´ property, and that there exist affine Weyl group actions on the solution space of these
ODEs. We hope that these observations will be useful to the construction of the FJRW theory
corresponding to the twisted affine Kac-Moody algebras. We will study this problem in a separate
publication.
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Appendix A Proof of the Serre relations for g¯
Let g be the derived algebra of the Kac-Moody algebra associated to an affine generalized Cartan
matrix (aij)i,j=0,...,ℓ. Suppose
{ei, fi, α∨i | i = 0, . . . , ℓ}
is a collection of Chevalley generators of g, then they satisfy the following Serre relations
[α∨i , α
∨
j ] = 0, [ei, fj] = δijα
∨
i , [α
∨
i , ej ] = aijej , [α
∨
i , fj ] = −aijfj,
(adei)
1−aij (ej) = 0, (adfi)
1−aij (fj) = 0.
Suppose σ¯ is a diagram automorphism of (aij)i,j=0,...,ℓ, i.e. a bijection
σ¯ : {0, . . . , ℓ} → {0, . . . , ℓ}
such that
aij = aσ¯(i)σ¯(j),
then one can define a Lie algebra automorphism σ : g→ g such that
σ (ei) = eσ¯(i), σ (fi) = fσ¯(i), σ
(
α∨i
)
= α∨σ¯(i).
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For an index i ∈ {0, . . . , ℓ}, we denote its σ¯-orbit by 〈i〉, and Ni = #〈i〉, then define
bi = 3−
∑
j∈〈i〉
aji.
If we choose another representative i′ = σ¯m(i) ∈ 〈i〉, then
bi′ = 3−
∑
j∈〈i′〉
aji′ = 3−
∑
j∈〈σ¯m(i)〉
ajσ¯m(i) = 3−
∑
σ¯−m(j)∈〈i〉
aσ¯−m(j)i = bi,
so bi is independent of the choice of the representative i ∈ 〈i〉.
It is easy to see that bi’s are integers satisfying bi ≥ 1. Following [9], we say that σ¯ satisfies the
linking condition if
bi ≤ 2, ∀i ∈ {0, . . . , ℓ}.
Note that in affine cases, all diagram automorphisms satisfy this condition, except the diagram
automorphism of A
(1)
ℓ with σ¯(i) ≡ i+ 1 (mod ℓ+ 1) or its inverse. We assume that σ¯ satisfies the
linking condition from now on.
For each orbit 〈i〉, define
Ei =
∑
k∈〈i〉
ek, Fi = bi
∑
k∈〈i〉
fk, Hi = bi
∑
k∈〈i〉
α∨k , (A.1)
and define
Aij = bi
∑
k∈〈i〉
akj (A.2)
for two orbits 〈i〉, 〈j〉. Then it is easy to see that these elements of g and integers are also
independent of the choice of the representative i ∈ 〈i〉 or j ∈ 〈j〉.
Let I be the set of all orbits I = {〈i〉 | i ∈ {0, . . . , ℓ}}. It is shown in [9] that (Aij)i,j∈I is also
an affine generalized Cartan matrix2. In this appendix, we show that the elements {Ei, Fi, Hi}i∈I
of g satisfy the Serre relations associated to this generalized Cartan matrix.
Lemma A.1 The elements {Ei, Fi, Hi}i∈I of g satisfy
[Hi,Hj ] = 0,
[Ei, Fj ] = δijHi,
[Hi, Ej ] = AijEj,
[Hi, Fj ] = −AijFj .
Proof: We only prove the third one:
[Hi, Ej] =

bi ∑
k∈〈i〉
α∨k ,
∑
l∈〈j〉
el

 = bi ∑
k∈〈i〉
∑
l∈〈j〉
aklel
2The definition of Catan matrix used in [9] is different from the one we used in the present paper, i.e. the
Cartan matrix defined in [9] is the transposed matrix of the one we used. However, this difference doesn’t affect the
applicability of [9]’s result used here.
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=bi
Ni−1∑
α=0
Nj−1∑
β=0
aσ¯α(i)σ¯β(j)eσ¯β(j) =
Nj−1∑
β=0
(
bi
Ni−1∑
α=0
aσ¯α−β(i)j
)
eσ¯β(j)
=Aij
Nj−1∑
β=0
eσ¯β (j) = AijEj .
Proofs for the other three identities are similar, so we omit them here. 
Up to now we have verified that g¯ (recall that the center is assumed to be trivial in the current
proof) is in fact a reduced contragrediant Lie algebra with the Cartan matrix (Aij)i,j∈I of affine
type. Thus, according to Proposition 13 of [11], we conclude that g¯ is the affine Kac-Moody algebra
for the folded Cartan matrix (Aij)i,j∈I .
To make this paper self-contained, let us give a straightforward proof of the rest of the Serre
relations.
Lemma A.2 If bi = 1, then we have
(adEi)
1−Aij (Ej) = 0, (adFi)
1−Aij (Fj) = 0.
Proof: We only prove the first one, since the second one is similar. The condition bi = 1 means
that aij = 0 for all j ∈ 〈i〉 and j 6= i, then it is easy to see that [ej , ek] = 0 and [adej , adek ] = 0 for
all j, k ∈ 〈i〉.
For an arbitrary positive integer m, we have
(adEi)
m =

∑
k∈〈i〉
adek


m
=
(
Ni−1∑
α=0
adeσ¯α(i)
)m
=
∑
(d1,...,dNi)
m!
d1! · · · dNi !
(
ade
σ¯0(i)
)d1 · · ·(ade
σ¯Ni−1(i)
)dNi
, (A.3)
where the summation is taken over integer tuples (d1, . . . , dNi) satisfying
d1, . . . , dNi ≥ 0, d1 + · · · + dNi = m.
On the other hand,
(adEi)
m (Ej) = (adEi)
m

∑
l∈〈j〉
el

 = Nj−1∑
β=0
σβ ((adEi)
m (ej)) ,
so we only need to show that (adEi)
m (ej) = 0.
If dk (k = 1, . . . , Ni) satisfies dk ≥ 1− aσ¯k−1(i)j , then
(
ade
σ¯k−1(i)
)dk
(ej) = 0,
so we do not need to consider the tuples (d1, . . . , dNi) with such kind of dk’s in the summation
(A.3) for (adEi)
m (ej).
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If all dk’s satisfy dk ≤ −aσ¯k−1(i)j , then
m = d1 + · · ·+ dNi ≤ −
Ni−1∑
α=0
aσ¯α(i)j = −Aij.
So, when m ≥ 1−Aij, we have (adEi)m (ej) = 0. The lemma is proved. 
If bi = 2, there is exactly one index k ∈ 〈i〉 such that aik = −1. Actually, in all the affine cases
satisfying the linking condition, the automorphism σ¯ with some bi = 2 must be an involution, i.e.
〈i〉 = {i, σ¯(i)}. We denote
X = adei , Y = adeσ¯(i) , Z = [X,Y ],
then [X,Z] = [Y,Z] = 0. Denote by
ej = v, p = −aij, q = −aσ¯(i)j ,
then we have Xp+1(v) = 0, Y q+1(v) = 0. The Serre relation
(adEi)
1−Aij (Ej) = 0
is equivalent to
(X + Y )2p+2q+1 (v) = 0.
So the problem is reduced to the following conjecture:
Conjecture A.1 Let V be a linear space over a field k with chark = 0. Suppose X,Y,Z ∈ End (V )
satisfy
Z = [X,Y ], [X,Z] = [Y,Z] = 0,
and v ∈ V , p, q ∈ N satisfy
Xp+1(v) = 0, Y q+1(v) = 0,
then we have
(X + Y )2p+2q+1 (v) = 0.
Lemma A.3 Conjecture A.1 is correct when p = 0 or q = 0.
Proof: Assume that q = 0, i.e. Y (v) = 0. The Baker-Campbell-Hausdorff formula implies that
et(X+Y )(v) = e
t2
2
ZetX(v).
We need to prove that the left hand side is actually a polynomial in t with degree ≤ 2p. The right
hand side reads
e
t2
2
ZetX(v) =
∑
k,l≥0
t2k+l
k! l! 2k
Zk
(
X l(v)
)
.
We are to show that, when 2k + l > 2p, Zk
(
X l(v)
)
= 0.
By using the identity [X l, Y ] = lX l−1Z, we have
ZkX l(v) =X lZk−1(XY − Y X)(v) = −X lY XZk−1(v)
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=− lZkX l(v) − Y X l+1Zk−1(v),
which implies that
ZkX l(v) = − 1
l + 1
Y X l+1Zk−1(v) = · · · = (−1)
k
(l + 1) · · · (l + k)Y
kXk+l(v).
When 2k + l > 2p, we have k + l > p, so Xk+l(v) = 0. The lemma is proved. 
Lemma A.4 Conjecture A.1 is correct when p = q = 1.
Proof: First, we have
(X + Y )2(v) = (X2 +XY + Y X + Y 2)(v) = (XY + Y X)(v),
then
(X + Y )3(v) = (X2Y +XYX + Y XY + Y 2X)(v)
=
(
(Y X2 + 2ZX) + (Y X + Z)X + (XY − Z)Y + (XY 2 − 2ZY )) (v)
=3Z(X − Y )(v).
Next
(X + Y )4(v) = 3Z(X2 + Y X −XY − Y 2)(z) = −3Z2(v),
and
(X + Y )5(v) = −3Z2(X + Y )(v).
Note that
Z2X(v) =
1
2
Z[X2, Y ](v) =
1
2
ZX2Y (v) =
1
4
X[X2, Y ]Y (v)
=− 1
4
XYX2Y (v) = −1
4
XY (X2Y − Y X2)(v)
=− 1
2
XYXZ(v) = −1
2
Z(XY − Y X)X(v) = −1
2
Z2X(v),
so we have Z2X(v) = 0. Similarly, Z2Y (v) = 0. The lemma is proved. 
In all the affine cases satisfying the linking condition, either p = 0, q = 0, or p = q = 1 (since
|Aij | ≤ 4), so the Serre relation for the cases with bi = 2 is proved.
Finally, when g is an affine Kac-Moody algebra of type X
(r)
ℓ′ given in Tables 1–3, then one can
check case by case that the generalized Cartan matrix (Aij)i,j∈I is of type X
(r¯)
ℓ¯′
.
Appendix B List of Affine Kac-Moody algebras and their subal-
gebras
In this appendix we use the same notations as those appeared in Sections 2 and 4.1. Let g be the
derived subalgebra of an affine Kac-Moody algebra g(A) of type X
(r)
ℓ′ (we write g = X
(r)
ℓ′ for short)
listed in Tables 1–3. For g(A) = g⊕ Cd, let J be the set of exponents, h be the Coxeter number,
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c be the canonical central element, and (· | ·) be the standard invariant bilinear form. Similar
notations for the subalgebras g¯, gσ ⊂ g introduced in Subsection 4.1 are used. In particular, g¯ is
the derived subalgebra of the Affine Kac-Moody algebras g(A¯) of type X
(r¯)
ℓ¯′
(g¯ = X
(r¯)
ℓ¯′
for short),
whose canonical central element and standard invariant bilinear form are given by
c¯ = µc, (X | Y )− = κ(X | Y ) for X,Y ∈ g(A¯)
with constants µ and κ. Such data are listed in what follows.
(a1) • g = A(1)2n−1 (n ≥ 2),
J = {1, 2, 3, . . . , 2n − 1} + hZ, h = 2n,
• σ¯(0) = 0, σ¯(i) = 2n− i, i = 1, 2, . . . , 2n − 1,
• g¯ = C(1)n ,
J¯ = {1, 3, 5, . . . , 2n − 1} + h¯Z, h¯ = 2n,
µ = 1, κ = 1,
• gσ = g¯, Jσ = J¯
(a2) • g = A(1)2n (n ≥ 1),
J = {1, 2, 3, . . . , 2n}+ hZ, h = 2n+ 1,
• σ¯(i) = 2n− i, i = 0, 1, 2, . . . , 2n,
• g¯ = A(2)2n ,
J¯ = {1, 3, . . . , 2n − 1, 2n + 3, 2n + 5, . . . , 4n+ 1}+ 2h¯Z, h¯ = 2n+ 1,
µ = 2, κ = 12 ,
• gσ = g¯, Jσ = J¯
(a3) • g = A(1)2n+1 (n ≥ 2),
J = {1, 2, 3, . . . , 2n + 1} + hZ, h = 2n + 2,
• σ¯(i) = 2n− i+ 1, i = 0, 1, 2, . . . , 2n+ 1,
• g¯ = D(2)n+1,
J¯ = {1, 3, 5, . . . , 2n + 1} + 2h¯Z, h¯ = n+ 1,
µ = 2, κ = 14 ,
• gσ = g¯, Jσ = J¯
(a4) • g = A(2)2(n+1)−1 (n ≥ 2),
J = {1, 3, 5, . . . , 4n + 1} + 2hZ, h = 2n+ 1,
• σ¯(0) = 1, σ¯(1) = 0, σ¯(i) = i, i = 2, 3, . . . , n+ 1,
• g¯ = A(2)2n ,
J¯ = {1, 3, 5, . . . , 2n − 1, 2n + 3, 2n + 3, . . . 4n + 1}+ 2h¯Z, h¯ = 2n+ 1,
µ = 1, κ = 1,
• gσ 6= g¯, Jσ = J¯ ∪ (2n+ 1)Zodd
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(b) • g = B(1)n+1 (n ≥ 2),
J = {1, 3, 5, . . . , 2n + 1} + hZ, h = 2n + 2,
• σ¯(0) = 1, σ¯(1) = 0, σ¯(i) = i, i = 2, 3, . . . , n+ 1,
• g¯ = D(2)n+1,
J¯ = {1, 3, 5, . . . , 2n + 1} + 2h¯Z, h¯ = n+ 1,
µ = 1, κ = 12 ,
• gσ = g¯, Jσ = J¯
(c1) • g = C(1)2n (n ≥ 2),
J = {1, 3, 5, . . . , 4n + 1} + hZ, h = 4n,
• σ¯(i) = 2n− i, i = 0, 1, 2, . . . , 2n,
• g¯ = C(1)n ,
J¯ = {1, 3, 5, . . . , 2n − 1} + h¯Z, h¯ = 2n,
µ = 1, κ = 12 ,
• gσ = g¯, Jσ = J¯
(c2) • g = C(1)2n+1 (n ≥ 1),
J = {1, 3, 5, . . . , 4n − 1} + hZ, h = 4n + 2,
• σ¯(i) = 2n− i+ 1, i = 0, 1, 2, . . . , 2n+ 1,
• g¯ = A(2)2n ,
J¯ = {1, 3, 5, . . . , 2n − 1, 2n + 3, 2n + 3, . . . 4n + 1}+ 2h¯Z, h¯ = 2n+ 1,
µ = 2, κ = 14 ,
• gσ 6= g¯, Jσ = J¯ ∪ (2n+ 1)Zodd
(d1) • g = D(1)n+1 (n ≥ 3),
J = {1, 3, 5, . . . , 2n − 3, 2n − 1, n} + hZ, h = 2n,
• σ¯(n) = n+ 1, σ¯(n+ 1) = n, σ¯(i) = i, i = 0, 1, 2, . . . , n− 1,
• g¯ = B(1)n ,
J¯ = {1, 3, 5, . . . , 2n − 1} + h¯Z, h¯ = 2n,
µ = 1, κ = 1,
• gσ = g¯, Jσ = J¯
(d2) • g = D(1)4 ,
J = {1, 3, 3, 5} + hZ, h = 6,
• σ¯(0, 1, 3, 4, 2) = (0, 3, 4, 1, 2),
• g¯ = G(1)2 ,
J¯ = {1, 5} + 6Z, h¯ = 6,
µ = 1, κ = 1,
• gσ = g¯, Jσ = J¯
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(d3) • g = D(1)2n+1 (n ≥ 2),
J = {1, 3, 5, . . . , 4n − 3, 4n − 1, 2n} + hZ, h = 4n,
• σ¯(i) = 2n− i+ 1, i = 0, 1, 2, . . . , 2n+ 1,
• g¯ = B(1)n ,
J¯ = {1, 3, 5, . . . , 2n − 1} + h¯Z, h¯ = 2n,
µ = 1, κ = 12 ,
• gσ = g¯, Jσ = J¯
(d4) • g = D(1)2n (n ≥ 2),
J = {1, 3, 5, . . . , 4n − 5, 4n − 3, 2n − 1} + hZ ((2n − 1)Zodd are double exponents),
h = 4n− 2,
• σ¯(i) = 2n− i, i = 0, 1, 2, . . . , 2n,
• g¯ = A(2)2n−1,
J¯ = {1, 3, 5, . . . , 4n − 3} + 2h¯Z, h¯ = 2n− 1,
µ = 1, κ = 12 ,
• gσ 6= g¯, Jσ = J¯∐(2n− 1)Zodd
(d5) • g = D(1)4 ,
J = {1, 3, 3, 5} + hZ, h = 6,
• σ¯(0, 1, 3, 4, 2) = (1, 3, 4, 0, 2),
• g¯ = A(2)2 ,
J¯ = {1, 5} + 6Z, h¯ = 3,
µ = 1, κ = 12 ,
• gσ 6= g¯, Jσ = J¯ ∪ 3Zodd
(d6) • g = D(2)(2n+1)+1 (n ≥ 1),
J = {1, 3, 5, . . . , 4n + 3} + 2hZ, h = 2n+ 2,
• σ¯(i) = 2n− i+ 1, i = 0, 1, 2, . . . , 2n+ 1,
• g¯ = D(2)n+1,
J¯ = {1, 3, 5, . . . , 2n + 1} + 2h¯Z, h¯ = n+ 1,
µ = 1, κ = 12 ,
• gσ = g¯, Jσ = J¯
(d7) • g = D(2)2n+1 (n ≥ 1),
J = {1, 3, 5, . . . , 4n + 1} + 2hZ, h = 2n+ 1,
• σ¯(i) = 2n− i, i = 0, 1, 2, . . . , 2n,
• g¯ = A(2)2n ,
J¯ = {1, 3, 5, . . . , 2n − 1, 2n + 3, 2n + 5, . . . , 4n + 1}+ 2h¯Z, h¯ = 2n+ 1,
µ = 1, κ = 1,
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• gσ 6= g¯, Jσ = J¯ ∪ (2n+ 1)Zodd
(e1) • g = E(1)6 ,
J = {1, 4, 5, 7, 8, 11} + hZ, h = 12,
• σ¯(0, 1, 2, 3, 4, 5, 6) = (0, 5, 4, 3, 2, 1, 6),
• g¯ = F (1)4 ,
J¯ = {1, 5, 7, 11} + 12Z, h¯ = 12,
µ = 1, κ = 1,
• gσ = g¯, Jσ = J¯
(e2) • g = E(1)6 ,
J = {1, 4, 5, 7, 8, 11} + hZ, h = 12,
• σ¯(0, 1, 5, 2, 4, 6, 3) = (1, 5, 0, 4, 6, 2, 3),
• g¯ = D(3)4 ,
J¯ = {1, 5, 7, 11} + 12Z, h¯ = 4,
µ = 1, κ = 13 ,
• gσ 6= g¯, Jσ = J
(e3) • g = E(1)7 ,
J = {1, 5, 7, 9, 11, 13, 17} + hZ, h = 18,
• σ¯(7) = 7, σ¯(i) = 6− i, i = 0, 1, 2, 3, 4, 5, 6,
• g¯ = E(2)6 ,
J¯ = {1, 5, 7, 11, 13, 17} + 18Z, h¯ = 9,
µ = 1, κ = 12 ,
• gσ 6= g¯, Jσ = J
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