Context. The cluster 47 Tuc is among the most metal-rich Galactic globular clusters and its metallicity is similar to that of metal-poor disc stars and open clusters. Like other globular clusters, it displays variations in the abundances of elements lighter than Si, which is generally interpreted as evidence of the presence of multiple stellar populations. Aims. We aim to determine abundances of Li, O, and Na in a sample of of 110 turn-off (TO) stars, in order to study the evolution of light elements in this cluster and to put our results in perspective with observations of other globular and open clusters, as well as with field stars. Methods. We use medium resolution spectra obtained with the GIRAFFE spectrograph at the ESO 8.2m Kueyen VLT telescope and use state of the art 1D model atmospheres and NLTE line transfer to determine the abundances. We also employ CO 5 BOLD hydrodynamical simulations to assess the impact of stellar granulation on the line formation and inferred abundances. Results. Our results confirm the existence of Na-O abundance anti-correlation and hint towards a possible Li-O anti-correlation in the TO stars of 47 Tuc. At the same time, we find no convincing evidence supporting the existence of Li-Na correlation. The obtained 3D NLTE mean lithium abundance in a sample of 94 TO stars where Li lines were detected reliably, A(Li) 3D NLTE = 1.78 ± 0.18 dex, appears to be significantly lower than what is observed in other globular clusters. At the same time, star-to-star spread in Li abundance is also larger than seen in other clusters. The highest Li abundance observed in 47 Tuc is about 0.1 dex lower than the lowest Li abundance observed among the un-depleted stars of the metal-poor open cluster NGC 2243. Conclusions. The correlations/anti-correlations among light element abundances confirm that chemical enrichment history of 47 Tuc was similar to that of other globular clusters, despite the higher metallicity of 47 Tuc. The lithium abundances in 47 Tuc, when put into context with observations in other clusters and field stars, suggest that stars that are more metal-rich than [Fe/H] ∼ −1.0 experience significant lithium depletion during their lifetime on the main sequence, while the more metal-poor stars do not. Rather strikingly, our results suggest that initial lithium abundance with which the star was created may only depend on its age (the younger the star, the higher its Li content) and not on its metallicity.
Introduction
Galactic globular clusters are important tracers of early Galactic chemical evolution. Although they have been long thought to be coeval and chemically homogeneous stellar populations, this view has changed dramatically during the last decade, driven by the spectroscopic (Gratton et al. 2001 (Gratton et al. , 2004 (Gratton et al. , 2012 Marino et al. 2008 Marino et al. , 2009 ) and photometric (Anderson et al. 2009; Bedin et al. 2004; Da Costa et al. 2009; D'Antona et al. 2005; Han et al. 2009; Kravtsov et al. 2010a Kravtsov et al. ,b, 2011 Lee et al. 1999; Milone et al. 2008 Milone et al. , 2010 Piotto et al. 2005 Piotto et al. , 2007 Piotto et al. , 2012 discoveries of chemical inhomogeneities which should not be present in simple stellar populations. It is commonly accepted today that globular clusters are made of at least two stellar populations that are characterised by different abundances in proton capture and alpha-elements, however, with little variation in the iron-peak and neutron capture elements. Moreover, star-to-star variations in the abundances of light elements are significantly larger than observational errors, besides, there are clear indications of various (anti-)correlations between the abundances of different light elements. All these findings may point to changes in chemical composition of the globular cluster stars induced by different proton and α-particle capture reactions.
Surface (observed) chemical composition of red giant stars may be altered by mixing processes that may bring nuclear products from the deeper interiors to stellar surface. Such mixing processes, however, would not be able to account for the light element abundance correlations observed in unevolved stars (such as turn-off point stars and subgiants) since their core temperatures are not sufficiently high to start the NeNa or MgAl reaction cycles. Therefore, chemical abundance trends observed in unevolved globular cluster stars suggest that part of the cluster stars must have formed from gas already polluted by the previous generation stars. Although the nature of these primordial polluters is still under discussion, the most viable candidates are thought to be either intermediate mass Asymptotic Giant Branch stars (D'Antona & Ventura 2007; D'Antona et al. 2012; D'Ercole et al. 2008 D'Ercole et al. , 2010 Ventura & D'Antona 2005 , 2008 or fast rotating massive stars (Charbonnel et al. 2013; Decressin et al. 2007 Decressin et al. , 2009 Decressin et al. , 2010 .
The reliability of stellar abundance estimates relies on the realism of the assumptions involved in the procedure of their determination. The overwhelming majority of abundance studies so far have utilised hydrostatic, one-dimensional (1D) stellar model atmospheres. Current three-dimensional (3D) hydrodynamical model atmospheres, on the other hand, are readily able to account for the non-stationary and multi-dimensional phenomena in stellar atmospheres (such as convection, granulation, wave activity, and so forth). Besides, there is a growing amount of evidence which shows that differences between the abundances derived using 3D hydrodynamical and classical 1D model atmospheres may indeed be important, reaching in their extremes to −1.0 dex in case of atomic and to −1.5 dex in case of molecular species at metallicities below [M/H] = −2.0 (Collet et al. 2007; Dobrovolskas et al. 2013; Kučinskas et al. 2013 ). It is not surprising therefore that the number of studies using 3D hydrodynamical model atmospheres in stellar abundance work has been increasing very fast, especially during the last decade (see, for example, Asplund et al. 2000; Behara et al. 2010; Caffau et al. 2008 Caffau et al. , 2010 Collet et al. 2009; Dobrovolskas et al. 2012; González Hernández et al. 2009; Ramírez et al. 2009 ).
In this study we apply 3D hydrodynamical model atmospheres to investigate the evolution of light chemical elements lithium, oxygen, and sodium in a sample of 110 main-sequence turn-off (TO) stars of Galactic globular cluster 47 Tucanae. As a first step in this procedure, we determine the abundances of O and Na using classical ATLAS9 1D model atmospheres and 1D NLTE spectral line synthesis performed with the MULTI spectral synthesis package. We then utilise 3D hydrodynamical model atmospheres calculated with the CO 5 BOLD model atmosphere code (Freytag et al. 2012 ) to estimate the 3D-1D abundance corrections and apply them to correct the 1D NLTE abundances for 3D hydrodynamical effects. On the other hand, the 3D NLTE abundance of lithium was determined using interpolation formula from Sbordone et al. (2010) that was obtained using 3D hydrodynamic model atmospheres and NLTE spectral line synthesis. Our goal is therefore to obtain a reliable and homogeneous set of 3D NLTE abundances of Li, O, and Na for a statistically large number of TO stars, which could be used further to study chemical enrichment history of 47 Tuc and to constrain possible chemical evolution scenarios of Galactic globular clusters.
The paper is structured as follows. In Sect. 2 we describe the observational data used in this study. The details of atmospheric parameter determination are outlined in Sect. 3. Model atmospheres are described in Sect. 4. The procedure of 1D LTE and 1D NLTE abundance determinations and the impact of 3D hydrodynamical effects on the spectral line formation, as well as the resulting 3D-1D abundance corrections for Li, O, and Na, are described in Sect. 5. Finally, we discuss the possible chemical evolution scenarios of 47 Tuc in Sect. 6 and provide a short summary and conclusions in Sect. 7.
Observational data
Spectra of the TO stars in 47 Tuc investigated in this work were obtained with the GIRAFFE spectrograph in August-September, 2008 , under the programme 081.D-0287(A) (PI: Shen). The same data set was independently analysed by D'Orazi et al. (2010) .
All program stars were observed in the Medusa mode, using three setups: HR15N (wavelength range 647.0 − 679.0 nm, resolution R = 17 000), HR18 (746.8 − 788.9 nm, R = 18 400), and HR20A (807.3 − 863.2 nm, R = 16 036). In each setup, 114-116 fibres were dedicated to the program stars and 14-16 were used for the sky spectra. In total, 12 exposures were obtained using HR15N setup, 10 using HR18, and 6 exposures using HR20A setup, each individual exposure lasting for 3600 s.
Raw spectra were bias-subtracted, flat-fielded and wavelength calibrated using the command-line version (v. 2.8.9) of GIRAFFE pipeline 1 . All sky spectra from each setup were median averaged and the obtained master sky spectrum was subtracted from each individual stellar spectrum using a customwritten IDL routine (there is no sky subtraction routine included in the standard pipeline package). After the sky subtraction, individual star spectra were corrected for the barycentric radial velocity and co-added to increase the signal-to-noise ratio. Signalto-noise ratio of the final combined spectra was S /N = 80 − 90 in the vicinity of oxygen triplet at λ = 777 nm. In total, spectra of 113 TO stars were extracted during the data reduction procedure. Finally, continuum normalisation of the GIRAFFE spectra was performed with the IRAF 2 task continuum.
Cluster membership
The initial stellar sample selection was based on the colourmagnitude diagram of 47 Tuc (Fig. 1) . We then determined radial velocity of all selected stars to check whether they fulfill kinematic membership requirements. Radial velocity was calculated from the measured central wavelengths of two sodium lines (see Table 2 ), by taking the average value of the two measurements (line profile fit quality was not considered in the radial velocity determination procedure). Radial velocity from both sodium lines agreed to within 1.0 km s −1 for 74 stars (66 % of the sample) while the largest difference on velocity values determined from the two lines never exceeded 3.5 km s −1 .
Average barycentric radial velocity of the 113 sample stars is −17.6 km s −1 , which agrees well with the value of −18.0 km s −1 listed for this cluster in the catalogue of Harris (1996) . Our obtained radial velocity dispersion is 7.2 km s −1 , with the lowest and highest velocity values of −32.0 km s −1 and +1.3 km s −1 , respectively. We note that the velocity dispersion determined by us is slightly smaller than that obtained by Harris (1996) , 11.0 km s −1 . This, however, should be expected since all stars studied here are located between 4 ′ .5 and 11 ′ .5 from the cluster centre, that is, beyond its half-light radius of 3 ′ .17 (Harris 1996) . Our radial velocity results lead us to conclude that all selected stars are highly probable members of 47 Tuc.
Atmospheric parameters

Effective temperatures
Effective temperature of the program stars was determined by fitting wings of the observed Hα line profiles with the theoretical Hα profiles (Barklem 2008; Cayrel et al. 2011; Fuhrmann et al. 1993) . Theoretical line profiles were computed in LTE with a modified version of the Kurucz's BALMER code 3 , which allowed the usage of different theories for the self-broadening and Stark broadening of the line profile (see Sbordone et al. 2010) . In our case, we used the theory of Barklem et al. (2000a,b) for the selfbroadening and that of Stehlé & Hutcheon (1999) for the Stark broadening. A grid of input models for computing synthetic Hα profiles was calculated using ATLAS9 model atmosphere code (see Sect. 4 for details). In the fitting procedure, we only used Hα line wings (≧90% of the normalised flux) which are most temperature sensitive. We avoided the line core region because it forms in the outer atmospheric layers where deviations from the LTE are possible and, thus, the LTE approach used in the BALMER code may not be adequate (Fig. 2) . We also excluded two spectral lines located on the wings of the Hα profile, to avoid possible systematic shifts in the effective temperature determination. In Fig. 2 we show the spectral region around Hα line and highlight the regions that were used in (and excluded from) the fitting procedure.
It is important to note that effective temperatures determined from the Hα line wings are sensitive to surface gravity (see, e.g. Sbordone et al. 2010) . On the other hand, surface gravities of the studied TO stars were derived using empirical formula that requires the knowledge of effective temperatures (Sect. 3.2). Therefore, effective temperatures and gravities of the TO stars studied here were derived using iterative procedure, by adjusting T eff and log g simultaneously. However, because the program stars occupy very narrow range both in T eff and log g (see Fig. 1 , Table A .1), the corrections applied during the iterative procedure typically did not exceed ±10 K and ±0.05 dex, respectively.
We note that there is a systematic difference in the effective temperatures derived from the Hα line wings and those that would be inferred from the Yonsei-Yale isochrone, with differences becoming larger at lower T eff (Fig. 1) . For the majority of stars, however, this difference does not exceed ∼ 120 K. In terms of abundances, this would translate to differences of ∼ 0.1 dex in case of lithium and oxygen, and ∼ 0.08 dex in case of sodium (see Sect. 5.4), and would have a minor influence on the results obtained in this work.
Surface gravities
Iron ionisation equilibrium condition enforcement is one of the most widely used methods to estimate stellar surface gravity. However, we were not able to use this approach due to the small number -only two -of ionised iron lines available in our spectra. Instead, we determined surface gravities using the following relation (with T eff derived from the Hα line wings)
where T ⊙ eff = 5780 K is the adopted solar effective temperature, M and L are stellar mass and luminosity, respectively (sub-/upper-script ⊙ denotes solar values). Stellar luminosity of the individual stars was determined from the Yonsei-Yale isochrones 3 The original version of the code is available from http://kurucz. harvard.edu Synthetic spectrum of a TO star in 47 Tuc (00006129, T eff = 5851 K, log g = 4.06) showing Hα line region used for the effective temperature determination. Blue bar above the synthetic spectrum indicates the range were fitting of the Hα line wings was done, red dashed rectangles mark the regions excluded from the fitting procedure, while green dashed rectangles highlight the spectral regions used to determine continuum level.
(see Sect. 3.2.2) using their absolute magnitudes, M V , derived from photometry.
In Sect. 3.2.1-3.2.2 below we outline the procedures used to derive absolute magnitudes and masses, i.e. the quantities needed to obtain surface gravities of the program stars using Eq. 1.
Absolute magnitudes M V
We used BV photometry from Bergbusch & Stetson (2009) to determine M V of our program stars. During the visual inspection, we have found two possible photometric blends among the sample of program stars, namely stars with designations 00043029 (V 1 = 17.83 mag, V 2 = 18.49 mag, separation = 1 ′′ . 5) and 00112168 (V 1 = 17.64 mag, V 2 = 18.65 mag, separation = 0 ′′ . 5). These stars were unresolved or marginally resolved by the GIRAFFE fibre having 1 ′′ . 2 aperture on the sky, which led to incorrect determination of their atmospheric parameters. The two stars were therefore excluded from the abundance analysis.
Because of its high Galactic latitude (b = −45 • , Harris 1996), 47 Tuc experiences little interstellar reddening: the values found in the literature range from E(B − V) = 0.032 (Schlegel (1998), 4 ) to E(B − V) = 0.055 (Gratton et al. 1997) . Similarly, Grundahl et al. (2001) obtained E(B − V) = 0.04 from the Strömgren uvby photometry. We note that the reddening uncertainty of ∆E(B − V) = 0.02 would lead to the uncertainty of ∆ log g ≈ 0.02 in the surface gravity and therefore would have a minor impact on the effective temperature determination. To correct for the interstellar reddening, we adopted E(B − V) = 0.04 from Harris (1996) . The distance modulus, V − M V = 13.37, was also taken from Harris (1996) .
Stellar mass
We determined stellar mass from the comparison of the observed colour-magnitude diagram (CMD) of 47 Tuc with theoretical isochrones. For this purpose, we used t = 11, 12, and 13 Gyr age Yonsei-Yale 5 (Y 2 ) isochrones, computed for the metallicity of Z = 0.004 and α−element enhancement of [α/Fe] = +0.4. The observed CMD was fitted best with the 12-13 Gyr Y 2 isochrones (Fig. 1) . The narrow magnitude range occupied by the program stars (V = 17.225 − 17.507 mag) translates into a mass interval of ∼ 0.02 M ⊙ (Table 1) . Using Eq. 1 we find that the uncertainty in stellar mass of ∆M = 0.02 M ⊙ leads to a change in surface gravity of only ∆ log g ≈ 0.01 (while keeping the effective temperature and luminosity fixed).
Small mass range of the program stars, together with a small change in the average mass between the 12 and 13 Gyr isochrones, led us to assume a fixed average mass of 0.84 M ⊙ for all program stars.
Final sample
The final stellar sample used in this work contained 110 TO stars. Their atmospheric parameters derived using the prescriptions given in the previous sections are provided in Table A.1.
Model atmospheres
The following model atmospheres were used in our study: -ATLAS9: these 1D hydrostatic stellar model atmospheres were computed using the ATLAS9 code (Kurucz 1993; Sbordone et al. 2004; Sbordone 2005) , with new opacity distribution functions as described in Castelli & Kurucz (2003) for alpha-element enhanced ([α/Fe] = +0.4) chemical composition and microturbulence velocity of 1.0 km s −1 . ATLAS9 model atmospheres used in the 1D NLTE analysis of oxygen and sodium abundances with the MULTI spectral synthesis code were calculated with a mixing length parameter α MLT = 1.25. In addition, ATLAS9 model atmospheres used in the effective temperature determination were calculated with a mixing length parameter α MLT = 0.5, according to the recommendations of Fuhrmann et al. (1993) and van't 4 http://irsa.ipac.caltech.edu/applications/DUST/ 5 http://www.astro.yale.edu/demarque/yyiso.html Veer-Menneret & Megessier (1996) ; we note though that the choice of α MLT had a negligible influence on the derived effective temperatures; -LHD: these 1D hydrostatic model atmospheres were calculated using the LHD model atmosphere code. The code utilises the same equation of state and opacities as those used with the 3D hydrodynamical CO 5 BOLD model atmospheres (see below), thus allowing a differential comparison of the 3D and 1D predictions to be made (for more about the LHD model atmosphere code see, e.g., Caffau & Ludwig 2007) . In this study, LHD 1D hydrostatic model atmospheres were used together with the 3D hydrodynamical CO 5 BOLD model atmospheres to compute the 3D-1D abundance corrections for oxygen and sodium. -CO 5 BOLD: 3D hydrodynamical model atmospheres used in our work were calculated with the CO 5 BOLD model atmosphere code (Freytag et al. 2012) , which solves timedependent equations of hydrodynamics and radiation transfer on a Cartesian grid. The CO 5 BOLD models were used to assess the influence of convection on the thermal structures of stellar atmospheres and spectral line formation, and to compute the 3D-1D abundance corrections for oxygen and sodium.
Determination of elemental abundances
Abundances of lithium, oxygen, and sodium in the TO stars of 47 Tuc were determined using slightly different procedures. For sodium and oxygen, the 1D NLTE abundances were derived by best-fitting the observed line profiles with the synthetic spectra computed with the 1D NLTE spectral synthesis code MULTI. For this purpose, we slightly expanded and modified the model atoms of oxygen and sodium used with the MULTI code. The obtained 1D NLTE abundances of oxygen and sodium were then corrected for the 3D effects using 3D-1D abundance corrections computed with the 3D hydrodynamical and 1D hydrostatic model atmosphere codes CO 5 BOLD and LHD, respectively. The abundance of lithium, on the other hand, was determined using the equivalent widths of lithium lines measured in the spectra of the program stars. Then, we used the interpolation formula from Sbordone et al. (2010) to directly obtain the 3D NLTE lithium abundance estimate.
In the following sections we will focus on the steps involved in the abundance determinations of all three elements discussed here.
Spectral lines and their atomic parameters
Atomic parameters of spectral lines used in the abundance derivations of lithium, oxygen, and sodium are provided in Table 2. Central line (777.416 nm) of the oxygen triplet was significantly affected by telluric emission and thus proved to be unsuitable for the abundance determinations. Oxygen abundance was therefore derived using the two remaining lines of the oxygen triplet located at 777.194 nm and 777.539 nm.
3D+NLTE abundances of oxygen and sodium
The 1D NLTE abundances of oxygen and sodium were derived by fitting the observed spectral line profiles with the synthetic spectra computed using the 1D spectral synthesis code MULTI. We then corrected the obtained 1D NLTE abundances for the 3D hydrodynamical effects, by using 3D-1D abundance corrections (Castelli 2005b) .
calculated with the 3D hydrodynamical CO 5 BOLD and 1D LHD model atmospheres. In the latter two cases, spectral line synthesis was done using the Linfor3D package. A constant microturbulence velocity of ξ micro = 1.0 km s −1 was assumed for all program stars in the spectral synthesis calculations using the 1D model atmospheres (i.e., ATLAS9 and LHD), irrespective whether it was done with the MULTI or Linfor3D line synthesis packages. We note though, that none of the spectral lines analyzed in this paper were strongly saturated and therefore the resulting abundances were insensitive to the choice of microturbulence velocity (see Table 5 ). The steps involved in the derivation of oxygen and sodium abundances are summarised below.
Model model atom of oxygen
As a first step in the 1D NLTE abundance analysis, we modified and expanded the model atoms of oxygen and sodium. In the case of oxygen, we started with the model atom described in Mishenina et al. (2000) and updated it with new collisional transition rates. The updated version of the model atom currently consists of 23 energy levels of O i and the ground level of O ii for which detailed statistical equilibrium equations are solved. Additional 48 energy levels of O i and 15 energy levels of the higher ionisation stages were included to account for the particle number conservation. All 46 bound-bound transitions with the wavelengths shorter than 10 000 nm were used in the calculation of atomic level population numbers. Ionisation crosssections were taken from the TOPBASE (Cunto et al. 1993) . Rate coefficients for the bound-bound electronic collisional transitions obtained using detailed quantum mechanical calculations by Barklem (2007) were used with the lowest seven energy levels of O i. Other allowed transitions were approximated by the classical formula of van Regemorter (1962) , while for the forbidden transitions the formula of Allen (1973) was used, with Ω = 1. In terms of its complexity, the updated model atom therefore occupies an intermediate position between its older version presented in Mishenina et al. (2000) and a model atom utilised in, e.g., Fabbian et al. (2009) and/or Sitnova et al. (2013) . We note, however, that the Solar oxygen abundance obtained with the updated model atom is still very similar to that derived either by Mishenina et al. (2000) or Sitnova et al. (2013) (see this Section below).
Oscillator strengths of the oxygen lines at 630.0 and 636.3 nm were taken from Storey & Zeippen (2000) , while for the rest of the lines we used data from NIST. We utilised van der Waals line broadening constants obtained using quantum mechanical calculations (Anstee & O'Mara 1995; Barklem & O'Mara 1997) . One should note that at higher metallicities the Ni i line located at 630.0 nm becomes an important contributor to the strength of the forbidden oxygen line at 630.0 nm. To account for the nickel blend, we used log g f = −2.11 (Johansson et al. 2003) for the Ni i 630.0 nm line and a nickel abundance of A(Ni) = 6.17 ) in the spectral synthesis calculations. Isotopic splitting into two components with λ( 58 Ni) = 630.0335 nm and λ( 60 Ni) = 630.0355 nm (Bensby et al. 2004 ) was taken into account as well.
Since collisions with hydrogen atoms play an important role in the atmospheres of cool stars, this effect was taken into account by using the classical formula of Drawin (1969) , in the form suggested by Steenbock & Holweger (1984) and with a correction factor S H = 1/3. The numerical value of this coefficient was chosen by comparing predicted and observed oxygen line profiles in the solar spectrum. In particular, by setting S H = 0.0 it was not possible to reconcile the observed strengths Kurucz et al. (1984) . In case of 818 nm line, which experiences the strongest deviations from the LTE, we also show the LTE line profile (dashed line). All synthetic spectral lines were computed using solar sodium abundance of A(Na) = 6.25. of the IR triplet lines at 777.1-5 nm and the line at 844.6 nm, as this line and those belonging to the triplet system would imply different solar oxygen abundance. On the other hand, when the coefficient was set to 1.0 then the IR triplet was too weak and did not produce the same abundance estimate as that obtained from the forbidden oxygen line at 630.0 nm.
To test the updated model atom, we compared synthetic spectral line profiles with those observed in the spectrum of the Sun. We used the solar model atmosphere from Castelli & Kurucz (2003) , together with the chromosphere model VAL-C and the corresponding microturbulence velocity distribution from Vernazza et al. (1981) . In addition to testing the realism of the model atom, this also allowed us to investigate the possible influence of the chromosphere on the NLTE line formation. Test calculations showed, however, that the latter effect was very small: the difference in the equivalent widths of IR oxygen triplet lines computed using the model atmospheres with and without the chromosphere was less than 1.5%. To compare the theoretical lines profiles with those observed in the spectrum of the Sun, the re-reduced (Kurucz 2006 ) Kitt Peak Solar Flux Atlas (Kurucz et al. 1984 was used (R = 523 000, signal-to-noise ratio S/N = 4000 at the wavelength of the infrared sodium lines). In addition, we compared the synthetic line profiles computed for the centre of the solar disc with the observed ones from the atlas of Delbouille et al. (1973) . Synthetic lines were convolved with a Gaussian profile, to obtain the same spectral resolution as the Kitt Peak Solar Flux Atlas, and broadened by 1.8 km s Mishenina et al. (2000) and A(O) = 8.75 derived by Sitnova et al. (2013) , with the abundances in both cases measured us-ing IR triplet lines. Comparison of the calculated and observed oxygen line profiles in the solar spectrum is shown in Fig. 3 .
Model atom of sodium
In the case of sodium, we started with the model atom constructed by Korotin & Mishenina (1999) . The updated sodium model atom currently consists of 20 energy levels of Na i and the ground level of Na ii. Fine splitting has been taken into account only for the 3p level, in order to ensure reliable calculations of the sodium doublet transitions at 589 nm. In total, 46 radiative transitions were taken into account for the level population number calculations. Fixed radiative transition rates were used for other weak transitions. Photoionisation cross-sections were taken from the TOPBASE database (Cunto et al. 1993 ).
The sodium model atom was updated to accommodate new rate coefficients of collisions with electrons and hydrogen atoms and ionisation by the hydrogen atoms for the lower 9 levels of Na i, which were obtained by Barklem et al. (2010) using quantum mechanical computations. For other levels, the classical formula of Drawin has been used in the form suggested by Steenbock & Holweger (1984) , with the correction factor S H = 1/3. One should note however, that the S H parameter plays a minor role here because the spectral lines of sodium studied in this work arise from the transitions between the lower energy levels, and for these transitions we used the rate coefficients of collisions with hydrogen from Barklem et al. (2010) (i.e., no S H correction factor was applied for these levels). On the other hand, collisions with hydrogen have little influence on the change in the population numbers of levels with high-excitation energy and, therefore, do not influence the population numbers of the lowest 9 energy levels. The highest sensitivity to S H factor is seen in the case of sodium lines located at 568.2 and 568.8 nm. However, in case of the Sun, the change in S H from 0.0 to 1.0 leads to the change in the equivalent widths of these particular lines of only ≈ 1%. The change in the equivalent widths of other spectral lines is less than one percent.
Rate coefficients for the collisions with electrons have been revised, too. In this case, we used electron collision crosssections from Igenbergs et al. (2008) for transitions between the lowest eight energy levels of the sodium atom, for a wide range of impacting electron energies. Electron ionisation crosssections were also taken from Igenbergs et al. (2008) . For the rest of the allowed transitions we used the relation of van Regemorter (1962) , while for the forbidden transitions the formula of Allen (1973) was utilised.
To test the modified model atom, we carried out calculations of the spectral line profiles for the Sun, Procyon, and ν Ind. For the Sun, we used re-reduced Kitt Peak Solar Flux Atlas (Kurucz 2006) . In case of Procyon and ν Ind, spectra were taken from the UVES archive of the Paranal Observatory Project (Bagnulo et al. 2003) . The latter spectra were obtained with the UVES spectrograph and spectral resolution of R = 80 000, and have a S/N of more than 300. In case of the Sun, the synthetic sodium lines were convolved with a Gaussian profile to obtain the spectral resolution of the Kitt Peak Solar Atlas, and then further rotationally broadened by 1.8 km s −1 . Microturbulence and macroturbulence velocities were set to ξ micro = 1.0 km s −1 and ζ macro = 2.0 km s −1 , respectively. The average solar sodium abundance determined from nine sodium lines (located at 514. 88, 568.26, 568.82, 588.99, 589.59, 615.42, 616.08, 818.33, and 819.48 nm) is A(Na)(= log ǫ(Na)) = 6.25 ± 0.08 dex which agrees well both with the solar photospheric abundance of A(Na) = 6.24 ± 0.04 dex from and with cur- rently recommended solar abundance of A(Na) = 6.29±0.04 dex from Lodders et al. (2009) . If the model atom is constructed correctly it must describe adequately the spectral lines belonging to different multiplets, yielding identical abundance of a given chemical element irrespective to which line of the multiplet is used. To perform such test, we have chosen lines with different sensitivities to NLTE effects. For example, sodium lines at 818.3 and 819.4 nm are very sensitive to NLTE effects while the widely-used lines at 615.4 and 616.0 nm are not affected by strong deviations from the LTE. In Fig. 4 we show the observed spectrum of the Sun, together with the synthetic spectral line profiles computed under the assumption of NLTE. Clearly, synthetic line profiles fit well the observed lines belonging to different multiplets. For comparison, we also show the LTE line profile of the line located at 818.3 nm which is amongst the most sensitive to NLTE effects. In the case of metal-poor stars, the sodium lines at 615.4 and 616.0 nm are too weak to be measured reliably, thus the sodium abundance has to be determined using stronger lines. To further test the realism of the modified sodium model atom we therefore synthesised several stronger lines of sodium in the spectrum of ν Ind (HD 211998; T eff = 5240 K, log g = 3.43, [Fe/H] = −1.6). We conclude that also in this case all synthetic lines computed with a single sodium abundance of A(Na) = 4.5 fit the observed spectrum satisfactorily (Fig. 5 ).
In addition, we compared 1D NLTE abundance corrections derived for the sodium lines using our model atom with those obtained by Lind et al. (2011) . The sodium model atoms used in the two studies are very similar. In particular, collisions with Table 3 . Parameters of the 3D hydrodynamical CO 5 BOLD atmosphere models used in this work. 
1D NLTE abundances of O and Na
The newly updated model atoms of oxygen and sodium described in the previous sections were used to derive abundances of the two elements in the TO stars of 47 Tuc. For this purpose, we employed the spectral synthesis code MULTI (Carlsson 1986 ) in its modified version , while the abundances were determined by fitting synthetic line profiles to those in the observed spectra of TO stars using χ 2 minimisation. Throughout the spectral synthesis computations we used fixed microturbulence ξ micro = 1.0 km s −1 . Macroturbulence velocity was varied as a free parameter to achieve the best fit to the observed line profiles, with its typical values determined in the range of 1-5 km s −1 . Examples of the observed and best-fitted synthetic 1D NLTE spectral line profiles are shown in Fig. 7 , while the determined 1D NLTE abundances of O and Na are provided in Table A .1 (Appendix A). We note that typical differences between the abundances of oxygen and sodium obtained using 1D NLTE and LTE spectral line synthesis (estimated by fitting the NLTE and LTE synthetic profiles to the observed line profile) are indeed significant, ∆ 1D NLTE−LTE ≈ −0.20 and ≈ −0.35 dex, respectively.
3D-1D abundance corrections for O and Na
Convection has a significant impact on the spectral line formation in the atmospheres of cool stars. A number of recent studies have shown that treating convection in one-dimensional hydrostatic model atmospheres with mixing-length theory may lead to significant differences in the abundances of chemical elements with respect to those determined using 3D hydrodynamical model atmospheres (a non-exhaustive list includes Asplund et al. 1999; Bonifacio et al. 2010; Caffau & Ludwig 2007; Collet et al. 2007; Dobrovolskas et al. 2012; González Hernández et al. 2008) . The role of convection becomes especially important in the atmospheres of metal-poor stars ([Fe/H] < −2), where horizontal fluctuations of thermodynamic quantities and changes in the vertical temperature and velocity profiles may lead to significant differences in the predicted spectral line strengths. We therefore used 3D hydrodynamic CO 5 BOLD stellar model atmospheres (Freytag et al. 2012) to assess the impact of such effects on the spectral line formation in the atmospheres of our program stars.
The CO 5 BOLD models used for this purpose were taken from the CIFIST 3D hydrodynamical model atmosphere grid ). Since the model spacing in the T eff − log g − [M/H] plane is rather coarse, there are no CIFIST models with the atmospheric parameters exactly corresponding to those of the program stars. We therefore used four CO 5 BOLD models bracketing the parameters of TO stars with their T eff and [M/H]. The desired quantities (e.g., line strengths) were computed using each of the four models and then interpolated to the effective temperature and metallicity of a given TO star. Atmospheric parameters of the 3D hydrodynamical models are provided in Table 3. Each simulation run covered about ≈ 7.5 days in stellar time, or ≈19 convective turnover times as measured by the Brunt-Vaisälä timescale (see Kučinskas et al. 2013 , for the definition; we note that the advection timescale is always significantly shorter). Monochromatic opacities used in the model calculations were taken from the MARCS stellar atmosphere package (Gustafsson et al. 2008) and were grouped into a number of opacity bins using the opacity binning technique (Ludwig 1992; Ludwig et al. 1994; Nordlund 1982; Vögler 2004) . Five opacity bins were used for the [M/H] = 0.0 models and six bins for the [M/H] = −1.0 models. The models were computed using solar-scaled elemental abundances from Asplund et al. (2005) , by applying a constant enhancement in the alpha-element abundances of [α/Fe] = +0.4 for the models at [M/H] = −1.0. All model simulations were performed under the assumption of local thermodynamic equilibrium, LTE, with scattering treated as true absorption (for more details on the model calculations see Ludwig et al. 2009 ).
To perform spectral line synthesis calculations, from the four 3D hydrodynamical model runs we selected four smaller subsamples of 20 model structures (snapshots; 18 were selected in the case of model at T eff = 5927 K, log g = 4.0, [M/H] = 0.). The selected snapshots were spaced nearly equidistantly in time and spanned the entire length of each simulation run. Each snapshot ensemble was selected in such a way as to ensure that its most important statistical properties (the average effective temperature, its standard deviation, mean velocity at optical depth unity, mean velocity and residual mass flux profiles) would match those of the entire simulation run as closely as possible. Time separation between the individual snapshots in the 20 snapshot ensemble was ≈ 0.4 days (≈ 1 convective turnover time) which allows us to consider them statistically independent.
As in our previous work (e.g., Dobrovolskas et al. 2013; Kučinskas et al. 2013) , the influence of convection on the spectral line formation was assessed with the help of 3D-1D abundance corrections. This correction, ∆ 3D−1D , is defined as a difference between the abundance A(X) of chemical element X derived at the observed equivalent width of a given spectral line using 3D and 1D model atmospheres,
We also made use of two additional abundance corrections, 1D . These corrections utilise average 3D models which were computed by horizontally averaging all atmospheric structures in the twenty 3D model snapshot ensemble (the fourth power of temperature was averaged on surfaces of equal optical depth). Obviously, the average 3D models do not contain information about the horizontal fluctuations of dynamical and thermodynamic quantities. Therefore, the first of the two corrections, ∆ 3D− 3D , allows the importance of the horizontal fluctuations to be assessed, while the other, ∆ 3D −1D , the role of differences between the temperature profiles of the average 3D and 1D models. The total 3D-1D abundance correction is indeed the sum of the two constituents,
To compute the abundance corrections, 3D hydrodynamical, average 3D , and 1D LHD model atmospheres were used to synthesise spectral lines with the equivalent widths, EW, equal to those measured in the given program star, and to obtain the 3D, 3D , and 1D abundances of a given chemical element (note that this is different from what was done in Kučinskas et al. 2013 , where only very weak lines were used to compute abundance corrections). The resulting ∆ 3D− 3D , ∆ 3D −1D , and ∆ 3D−1D abundance corrections were then interpolated to the effective temperature of the given program star and the metallicity of 47 Tuc (the latter was kept fixed at [Fe/H] = −0.7). We note that the CO 5 BOLD and LHD model atmospheres were computed using the same atmospheric parameters, equation of state, and opacities, in order to minimise the possible sources of discrepancies in their predicted line strengths. This allowed us to focus solely on the differences arising due to different treatment of convection in the 3D hydrodynamical and 1D hydrostatic model atmospheres.
We thus computed 3D-1D abundance corrections for oxygen and sodium, for every object in the sample of 110 TO stars studied here and for every spectral line used in the abundance determination, using the line equivalent widths obtained during the 1D NLTE abundance analysis. The 1D NLTE abundances were then corrected for the 3D effects, by adding the average 3D-1D abundance correction obtained for a given element in a given star to its average 1D NLTE abundance. Abundances obtained using such procedure will be hereafter referred to as 3D+NLTE abundances, in order to make a clear distinction from the 3D NLTE abundances of lithium which were obtained based on full 3D NLTE spectral line synthesis calculations. The obtained 3D+NLTE abundances of oxygen and sodium are provided in Table A .1 (Appendix A).
The information about the obtained abundance corrections is summarised in Table 4 , where we provide ∆ 3D− 3D , ∆ 3D −1D , and ∆ 3D−1D abundance corrections for the spectral lines of oxygen and sodium used in our study. In each case, we list the average, minimum and maximum values of the correction computed from the ensemble of individual corrections corresponding to each of 110 TO stars in 47 Tuc. Obviously, the 3D-1D abundance corrections are small and typically do not exceed ∆ 3D−1D ≈ 0.06 dex.
Finally, we would like to warn the reader that the procedure used by us to obtain 3D+NLTE abundances should be utilised with caution. The reason for this is that population numbers of atomic levels in NLTE depend very sensitively on temperature but this is not taken into account by applying 3D-1D LTE corrections to 1D NLTE abundances. Our test simulations utilising full 3D NLTE radiation transfer and the 3D hydrodynamical models used above show that in the case of lithium the 3D+NLTE approach may in fact be justifiable at solar metallicity (Appendix B). However, at [M/H] = −1.0 (and below) the full ∆ 3D NLTE−1D LTE abundance correction becomes significantly different from the combined ∆ 1D NLTE−LTE + ∆ 3D−1D correction. Such deviation occurs because the lithium line formation extends rather far into the outer atmosphere where the amplitude of horizontal temperature fluctuations (and thus, its influence on the atomic level populations) is largest. Moreover, weaker line blanketing in the metal-poor stellar atmospheres leads to more efficient photoionisation. All this may result in significantly different population numbers in 3D NLTE and 1D NLTE cases. Clearly, these differences cannot be accounted for in the 3D+NLTE approach, by applying 3D-1D corrections to the 1D NLTE abundances. In this respect, the situation is somewhat safer with oxygen and sodium since in these two cases the contribution of horizontal temperature fluctuations and differences between the average 3D and 1D temperature profiles to the total 3D-1D abundance correction are about equal but of opposite sign, which leads to smaller total abundance correction, ∆ 3D−1D (see Table 4 ). It is nevertheless obvious that full 3D NLTE spectral synthesis should be utilised whenever such possibility is available; hopefully, this may gradually become accessible with the implementation of NLTE methodology into the 3D spectral synthesis codes (Holzreuter & Solanki 2013; Lind et al. 2013; Prakapavičius et al. 2013 ).
3D NLTE abundances of lithium
As a first step in the abundance analysis of lithium, we determined the equivalent width of the lithium 670.8 nm resonance doublet by fitting the observed spectrum of a given star with a synthetic line profile computed using 1D NLTE SYNTHE spectral synthesis package (Kurucz 2005; Sbordone 2005 ). We then used the obtained equivalent widths to determine 3D NLTE lithium abundance by using analytical formula (B.1) from Sbordone et al. (2010) . This interpolation formula was obtained by was derived using models in the metallicity range of [Fe/H] = −1.0 to -3.0, thus for the stars in 47 Tuc we were extrapolating to slightly higher metallicities.
We were able to detect the lithium resonance doublet in 94 TO stars. The derived 3D NLTE lithium abundances span the range of 1.24 < A(Li) < 2.21 dex, with the average value of A(Li) = 1.78 ± 0.18 (the error is standard deviation of lithium abundance in the ensemble of 94 TO stars). The obtained lithium abundances are provided in Table A .1 (Appendix A).
Abundances sensitivity to changes in the atmospheric parameters
The influence of the uncertainties in the atmospheric parameters to the abundance determinations of Li, O and Na was assessed by varying atmospheric parameters within their typical uncertainties: effective temperature by ±100 K, surface gravity by ±0.1 dex, and microturbulence velocity by ±0.2 km s −1 . We took the average atmospheric parameters and spectral line strengths measured in the TO stars of 47 Tuc as reference values for this test. The corresponding changes in the elemental abundances are provided in Table 5 . The numbers in case of lithium were obtained by varying the corresponding atmospheric parameters in the formula of Sbordone et al. (2010) , while for oxygen and sodium sensitivity determination was made using ATLAS9 model atmospheres and 1D NLTE line synthesis with MULTI. The last column contains all three abundance changes added in quadrature and thus may serve as a measure of combined sensitivity to changes in the uncertainty all atmospheric parameters. The results show that the uncertainty in the effective temperature has by far the largest impact on the abundance determination of all three elements investigated in this work. (Cannon et al. 1998; Carretta et al. 2005) , CN blends with sodium lines may introduce systematic changes in the derived sodium abundances, and may thus distort the resulting sodium abundance correlations. We therefore deemed it necessary to test the impact of CN spectral lines on the sodium abundance determination.
To this end, we synthesised a number of synthetic spectra with the Linux version (Sbordone 2005 ) of the spectral synthesis code SYNTHE (Kurucz 2005) , by using a number of ATLAS9 model atmospheres that corresponded to the average and extreme values of atmospheric parameters of the studied TO stars in 47 Tuc. The spectra were synthesised using different combinations of C and N abundances representing the most CN-rich and CN-rich stars, as well as those with the average CN abundance (see Table 6 ). As a reference, we also computed synthetic spectrum neglecting CN lines. Equivalent widths of synthetic sodium lines were then measured in each synthetic spectrum and sodium abundance was determined using the measured equivalent width and Linux version of the WIDTH code (Castelli 2005a; Kurucz 1993; Kurucz 2005) . We found that difference in the sodium abundance obtained from the spectrum without CN lines and that computed with the nitrogen enhancement of [N/Fe] = +1.25 dex is ≈ 0.02 dex for the sodium 819 nm line and < 0.01 dex for the 818 nm line. We therefore conclude that the impact of CN line blending on the sodium abundance derivations may be safely ignored.
Discussion
Abundance anticorrelations
In Fig. 8 we plot the determined abundances of oxygen against those of sodium. Our results confirm the presence of the Na-O abundance anti-correlation. This finding is in good agreement with the results of D'Orazi et al. (2010) although we obtain a slightly smaller spread in the sodium abundance (Fig. 8) . It is interesting to note that the observed Na-O abundance anti- correlation agrees surprisingly well with the model predictions of Sánchez-Blázquez et al. (2012) .
We find that the effects of convection play a minor role in the spectral line formation of O and Na taking place in the atmospheres of TO stars in 47 Tuc, leading to relatively small ∆ 3D−1D abundance corrections, −0.04 · · · + 0.04 dex for sodium and +0.01 · · · + 0.09 dex for oxygen. On the other hand, deviations from LTE are substantial: on average, the NLTE abundance correction is as large as −0.35 dex for sodium and −0.20 dex for oxygen.
Although less convincingly, our results also hint towards the existence of Li-O correlation (Fig. 9 ). This is supported by the results of Kendall's tau (τ) test (Press et al. 1992 ) which detects the existence of Li-O correlation at 95 % probability level, with τ = 0.14. Although one should note that the data scatter is large, this result is nevertheless robust even if the two stars with the lowest oxygen abundance are excluded from the test. On the other hand, evidence of the Li-Na anti-correlation is weak: in this case, Kendall's tau test yields the detection at the level of only 58 % (τ = −0.06).
6.2. Evolution of lithium abundances inferred from data on star clusters.
Lithium, along with hydrogen and helium, was synthesised during the Big-Bang nucleosynthesis what makes it particularly important element because of its relevance to cosmology. On the assumption that its abundance in the oldest stars has not been altered since the star formation, the knowledge of the lithium abundance may allow the models of primordial nucleosynthesis to be tested. In the warm metal-poor stars the lithium abundance is roughly constant, A(Li) = 2.1 -2.3, what is known as Spite Plateau Spite & Spite 1982a,b) . Primordial lithium abundance based on the WMAP measurements of the baryonic density (Komatsu et al. 2011; Spergel et al. 2003) and Standard Big Bang Nucleosynthesis (SBBN) is predicted to be A(Li) = 2.7 (Cyburt et al. 2008) . The value derived from the measurements of Planck satellite (Planck Collaboration et al. 2013 ) is the same within errors (Coc et al. 2013) . It is still eludes The spread in the derived lithium abundances in 47 Tuc appears to be larger and the mean abundance lower than what is found in other globular clusters: if the exceptionally Li-rich stars Cl* NGC 6397 K 1657 and Cl* M 4 M 37934 (Monaco et al. 2012 ) are excluded, other globulars show a rather uniform lithium abundance. In Table 7 we have assembled literature data of the mean A(Li) and the range in A(Li) variation for the handful of globular clusters, and added to these the metalpoor open cluster NGC 2243 (François et al. 2013 ). When confronted with several analyses of the same cluster in the literature we chose, when available, the ones with the 3D NLTE lithium (2013) abundances obtained using the fitting formula of Sbordone et al. (2010) , to be directly comparable to the present results. For M 92 we chose the reanalysis of Bonifacio (2002) rather than the original analysis of Boesgaard et al. (1998) , though this choice would bear no consequences to our discussion. The globular cluster NGC 6752 (Shen et al. 2010 ) is the one with the wider range in Li abundances, after 47 Tuc, and has a higher mean A(Li) abundance, too. ω Cen is not an ordinary globular cluster but rather the stripped core of a satellite galaxy, and is the only cluster in Table 7 that shows a large spread in [Fe/H]. In Table 7 and -all globular clusters display a dispersion in lithium abundances, probably due to the chemical evolution of the cluster itself, as suggested by the Li-O correlation and, possibly, Li-Na anti-correlation; -this dispersion is small with respect to the "gap" between the mean cluster abundance and the primordial lithium abundance predicted by SBBN and WMAP measurements of the baryonic density; -the mean lithium abundance of the metal-poor globular clusters (i.e., all except 47 Tuc) traces well the Spite Plateau; -47 Tuc has lower mean lithium abundance and higher dispersion than other globular clusters; -the mean lithium abundance and its dispersion in 47 Tuc are compatible with lithium abundances observed in the field stars at the same metallicity and older than 12 Gyr; -metal poor, old open cluster NGC 2243, with a metallicity close to that of 47 Tuc, has higher mean Li abundance; -field stars younger than 2 Gyr have, on average, higher lithium abundances than those that are older than 12 Gyr; -at approximately solar metallicity, there is a clear tendency for open clusters to have lower lithium abundance with increasing age.
These facts may be understood in terms of the following scenario. The stars in the globular clusters all form with the same Li abundance. This abundance may be slightly altered in the course of the star's life (see González Hernández et al. 2009 ). On top of this effect, one observes Li differences amongst the stars of first and successive generations, due to the effect of pollution of the cluster medium by the first generation stars (this would explain the Li-O correlation). All these effects are of second order, so that the mean cluster abundance is close to the original initial abundance, which is confirmed by nearly uniform Li abundance in all metal-poor clusters seen in Fig. 10 . In the most metalrich clusters, like 47 Tuc, the convective envelope is deeper and photospheric material is brought down to layers where the tem- Nissen & Schuster (2012) , to which we added our lithium abundances for 47 Tuc. In the latter case, the symbol for 47 Tuc has the same meaning as in the case of the globular cluster symbols shown in Fig. 10. perature is sufficient to destroy lithium. For this reason the mean Li abundance of 47 Tuc is lower and its Li dispersion is larger than in the other globular clusters. The old metal-rich field stars follow the same fate, and this is why, on average, they have a lower Li abundance. As time passes, Li is produced in the Galaxy so that the stars and clusters formed more recently are formed with a higher Li abundance. The open cluster NGC 2243 clearly shows this: in spite of the fact that its metallicity is only slightly slightly different from that of 47 Tuc, its mean Li abundance is clearly higher. Importantly, the highest Li abundance found in 47 Tuc is lower than the lowest abundance observed in NGC 2243 (excluding the Li-dip stars, of course). A prediction of this simplistic qualitative scenario, would be that, by analogy to what is observed in 47 Tuc, when NGC 2243 will reach the age of 12 Gyr it should have a mean Li abundance by 0.5 dex lower than its present-day value.
Chemical evolution of lithium in the Galaxy is difficult to model, due to the existence of several sources that can, potentially, produce lithium besides the Big Bang Nucleosynthesis (see Matteucci 2010 , for a review). Current models assume that the Galaxy started with the WMAP+SBBN lithium abundance, thus the evolution curve of lithium abundance stays well above the Spite Plateau (Matteucci 2010; Prantzos 2012) . It has already been pointed out by François et al. (2013) that the lithium abundance predicted by the model of Prantzos (2012) is about two times higher than that observed in NGC 2243. We may add here one further observation that while 47 Tuc lies at a metallicity at which, according to the model, Galactic cosmic rays are already contributing as much as 20% of the primordial lithium abundance, it lies well below the other globular clusters. It should, however, be borne in mind that although 47 Tuc is as metal-rich as many disc stars, it is much older, therefore it could not have benefited of the lithium produced by cosmic ray spallation. Similarly, it may be simply because of its rather old age that the lithium abundance in NGC 2243 is significantly lower than that predicted by the models of Galactic chemical evolution.
Comparison with the halo field stars
We also compare our results for 47 Tuc with those obtained in the recent investigation of Nissen & Schuster (2012) who measured lithium abundances in a sample of halo stars in the metallicity range −1.4 <[Fe/H]< −0.7. In terms of [Fe/H], 47 Tuc is therefore just on the edge of this sample, although it is well within the Z range (see below). The first important result of Nissen & Schuster (2012) is that there is no discernible difference in the lithium abundances of stars with different content of α elements. The second important result is that they highlight an almost linear dependence of Li abundance on both stellar mass and metallicity, with the less massive stars and the more metal-rich ones having lower Li abundances. Qualitatively, this result is indeed expected, because of the deepening of the convective envelope for less massive and more metal rich stars that is predicted by models of stellar evolution. On the Z scale adopted by Nissen & Schuster (2012) , based on Table 2 of Kim et al. (2002) , 47 Tuc has Z = 0.00396.
In Fig. 11 we reproduce Fig. 3 of Nissen & Schuster (2012) , adding to it our lithium measurements for 47 Tuc. We may see that only a fraction of stars in the cluster have a lithium abundance comparable to that of field stars of the same mass and Z, while many others show lower lithium abundances. We believe the most obvious interpretation of this fact is that the most Lirich stars in the cluster have suffered the same Li-depletion as field stars of the same mass and Z, while the others have suffered additional Li-depletion. This could be understood if the Na-O anticorrelation and the possible Li-Na anticorrealtion are interpreted in terms of multiple stellar populations and interstellar medium pollution by the first generations of stars.
It may be interesting to note that the linear relations of Nissen & Schuster (2012) cannot be extrapolated to lower metallicities, since they would predict higher Li abundances than those observed in field stars, as is nicely demonstrated by their Fig. 7 . It thus seems that these relations describe accurately lithium depletion over the metallicity range for which they have been determined. It would be therefore interesting to compare them with the data of globular clusters M 4 and NGC 6752, that lie at the low metallicity edge of the sample studied by Nissen & Schuster (2012) .
Possible role of diffusion
The scenario we have described in Sect. 6.2 assumes that the initial lithium abundance in Galactic globular clusters and metalpoor field stars was close to the value of the Spite Plateau. While it could be also possible to conceive that it had the initial WMAP+SBBN value instead, a very contrived mechanism for the Li-depletion must be sought for in order to explain, simultaneously: (i) the Spite Plateau, (ii) the lower abundance of 47 Tuc, and (iii) the depletion of lithium, with respect to the predictions of chemical evolution models, in NGC 2243. Korn et al. (2006 Korn et al. ( , 2007 , from a careful study of stars in NGC 6397, found significant differences in the Fe abundance between the TO stars and the stars at the base of the RGB, in the sense that the iron abundance is lower at the TO and higher at the base of the RGB. They interpreted this as evidence of atomic diffusion that allows iron to settle below the observable zone during the Main Sequence phase, but then to be brought back again to the atmosphere as the star expands and cools while evolving along the sub-giant branch (SGB). The models for turbulent diffusion of Richard et al. (2002) seem capable to reproduce the observed trends. Korn et al. (2006) suggested that this process is indeed the one that lowers the lithium from the WMAP+SBBN value to what is currently observed in globular clusters and metal-poor field stars. These models predict also an increase in the Li abundance along the SGB until dilution becomes important and the Li abundance rapidly decreases. This behaviour is indeed observed by Korn et al. (2006 Korn et al. ( , 2007 and confirmed in subsequent studies by the same group (Lind et al. 2009; Nordlander et al. 2012 ). The differences in abundances for other elements are also supported by the analysis of Lind et al. (2008) .
It should be noted however that other groups obtain different results for this same cluster. Koch & McWilliam (2011) do not find any significant difference in iron abundance between TO and RGB stars, although Nordlander et al. (2012) point out that a difference is visible, as long as one considers only the Fe ii lines. It should be born in mind that the Fe ii lines are sensitive to gravity and any error in the determination of surface gravities for the giant stars will affect the derived abundance. González Hernández et al. (2009) analyzed a sample of MS and SGB stars in NGC 6397 spanning the same range in colours, therefore effective temperatures, in order to minimise the uncertainties in comparing the Li abundances. They were able to demonstrate that the Li abundances are lower in MS stars than in SGB stars. However, both sets of stars, in their analysis displayed a steady decrease in lithium abundances with decreasing effective temperatures. This is at odds with the results of Lind et al. (2009) . The fact that all the spectra of González Hernández et al. (2009) have also been analyzed by Lind et al. (2009) shows how delicate this analysis is. The differences in Li abundances between the two studies is essentially rooted in the different effective temperatures adopted.
In the globular cluster M 4, Mucciarelli et al. (2011) measured lithium abundances in the TO stars and those along the SGB, and found that the lithium abundance steadily decreases as temperature decreases, without ever observing an increase in lithium. This behaviour is qualitatively identical to what was found by González Hernández et al. (2009) in NGC 6397, but at odds with the findings of Lind et al. (2009) for the same cluster.
Collectively, the above-mentioned studies, in spite of some contradictions among them, seem to suggest strongly that some mechanism may alter slightly the atmospheric chemical abundances along the evolution of a star. This is not at odds with the scenario we proposed in Sect. 6.2. Whether such processes are capable of diminishing the lithium abundances from the primordial WMAP+SBBN value to what is currently observed is, in our view, more doubtful. The only models that currently claim to be able to do so are the turbulent diffusive models of Richard et al. (2002) . These models are parametrised, and the parameter governing the efficiency of diffusion is not based on any physical consideration, but is adjusted to fit the observations. It is somewhat worrisome that to explain their observations in NGC 6752 with these models, Gruyters et al. (2013) needed to invoke a different parameter, and less efficient mixing than what is invoked in NGC 6397. In Fig. 10 the, already noted, near constancy of the mean Li abundance in the different low metallicity clusters, would then require the existence of some extremely fine-tuned mechanism that would imply different mixing efficiencies in the clusters of different metallicities in such a way as to allow them to deplete Li by nearly exactly the same amount, at the same time acting differently on other elements, like iron or magnesium. At higher metallicities, the same mechanism should be again tuned in order to match our observations of 47 Tuc. This is, indeed, possible, but it seems rather contrived. Another strong argument against diffusion as a viable and only mechanism for depleting lithium from the WMAP+SBBN value to the observed value is the near-constancy of the lithium abundances in ω Cen found by Monaco et al. (2010) for stars that span an age range of 5.6 Gyr. Since diffusion is necessarily a time-dependent phenomenon, one would expect to observe different degrees of depletion, the largest ones for the oldest stars, but this is not, apparently, the case.
Obviously, additional observational studies of these effects are highly desirable, with special care taken to keep all systematic effects under control. Nevertheless, we believe a major breakthrough may only come together with a better theoretical understanding of the physical processes involved. Current simple parametric models have little predictive power, and more sophisticated and physically motived models are needed.
Conclusions
We determined abundance of lithium in the atmospheres of 94 TO stars, as well as those of oxygen, and sodium in 110 TO stars belonging to the globular cluster 47 Tuc, taking into account NLTE and 3D hydrodynamical effects. The departures from LTE play a dominant role in the abundance determination: differences in the derived abundances reach to ∆ 1D NLTE−LTE ≈ −0.35 dex in the case of sodium and to ∆ 1D NLTE−LTE ≈ −0.20 dex in the case of oxygen. The role of convection in the atmospheres of TO stars in 47 Tuc plays a much lesser role in the spectral line formation, which leads to significantly smaller abundance corrections of ∆ 3D LTE−1D LTE ≈ +0.02 dex for sodium and ∆ 3D LTE−1D LTE ≈ +0.05 dex for oxygen.
Sodium and oxygen abundances are anti-correlated and our result is in very good agreement with that obtained by D 'Orazi et al. (2010) . On the other hand, the average lithium abundance obtained in our study, A(Li) = 1.78 ± 0.18, is ≈ 0.27 dex lower than that determined by D 'Orazi et al. (2010) . Our data also hints towards a possible existence of Li-O correlation.
The mean Li abundance in 47 Tuc is lower than what is observed in other Galactic globular clusters by roughly a factor of three. The highest Li abundance observed in 47 Tuc is lower than the lowest Li abundances observed in the open cluster NGC 2243, that is only 0.2 dex more metal rich but 8 Gyr younger than 47 Tuc. When put into context with Li observations in other globular and open clusters and field stars, our results suggest a scenario in which the Li depletion during the star's MS/TO/SGB lifetime, is essentially zero for stars of metallicity lower than about −1.0, and becomes more important as soon metallicity increases. The initial lithium abundance with which the stars were created may in fact depend only on their age (it is larger for the younger stars) and not on their metallicity. These facts may explain in a natural way, for example, the difference in the lithium content between 47 Tuc and NGC 2243.
To confirm (or disprove) the proposed scenario it would be important to observe lithium in other Galactic globular clusters of metallicity around −1.0, which may also allow determination of the metallicity at which the convective envelope becomes deep enough to result in significant lithium depletion. In the derivation of oxygen and sodium abundances we corrected the 1D NLTE abundances for 3D hydrodynamical effects by adding ∆ 3D LTE−1D LTE abundance correction. It is obvious that such procedure does not account for the strong dependence of atomic level departure coefficients on the horizontal fluctuations of temperature in the 3D hydrodynamical models. Ideally, elemental abundances should be derived using full 3D NLTE approach where NLTE spectral synthesis computations are performed in the framework of 3D hydrodynamical models. This, however, is still rarely possible since the majority of current 3D spectral synthesis codes lack the capability of NLTE radiative transfer computations. One is then, therefore, forced to resort to different simplifications, e.g., such as applying ∆ 1D NLTE−1D LTE + ∆ 3D LTE−1D LTE abundance correction to take into account both 3D hydrodynamical and NLTE effects. It would be therefore instructive to assess whether the ∆ 3D NLTE−1D LTE and ∆ 1D NLTE−1D LTE + ∆ 3D LTE−1D LTE corrections would lead to different final elemental abundances, and, if so, how large these differences may be expected to be. For this purpose, we used 3D hydrodynamical CO 5 BOLD and 1D hydrostatic LHD model atmospheres, together with the NLTE3D code, to compute full 3D, average 3D , and 1D synthetic profiles of the 670.8 nm resonance lithium doublet 7 . Spectral line synthesis was done with the Linfor3D code (see Sect. 5.2.4). Two 3D hydrodynamical models were used in this exercise (of the four utilised in Sect. 5. The obtained results clearly show that full ∆ 3D NLTE−1D LTE correction is always different from the sum ∆ 1D NLTE−1D LTE + ∆ 3D LTE−1D LTE , both at [M/H] = 0.0 and −1.0. It is nevertheless important to stress that while at solar metallicity the abundances obtained with both approaches agree to ≈ 0.03 dex, significant differences are seen at [M/H] = −1.0. In the latter case, the full 3D NLTE correction is positive and amounts to ∆ 3D NLTE−1D LTE = 0.065 dex for both weak and strong lines. The combined abundance correction, on the other hand, is negative and reaches to ∆ 1D NLTE−1D LTE +∆ 3D LTE−1D LTE = −0.094 dex and −0.100 dex for weak and strong lines, respectively. Obviously, application of such combined correction in the case of lithium with the [M/H] = −1.0 models may lead to erroneous results.
The reason why the differences between the two corrections become different at [M/H] = −1.0 is that horizontal temperature fluctuations in the 3D hydrodynamical model and differences between the temperature profiles of the average 3D and 1D models become larger at lower metallicities. Since atomic population numbers depend very sensitively on the local temperature, this leads to stronger deviations from NLTE in the 3D models compared to what would be expected in the 1D case. In this sense, situation may be somewhat safer in the case of oxy-7 NLTE3D code allows computation of atomic level population numbers for the model atom of Li in 3D NLTE/LTE and 1D NLTE/LTE (see Prakapavičius et al. 2013; Sbordone et al. 2010; Steffen et al. 2012 , for more details on the NLTE3D code) Article number, page 19 of 24 
Appendix C: 3D-1D LTE abundance corrections for oxygen and sodium
In this Section we provide ∆ 3D LTE−1D LTE abundance corrections for the oxygen and sodium spectral lines used in this study. Abundance corrections are provided for all four models used in Sect. 5.2.4, and a range of line equivalent widths, EW. The 3D-1D LTE abundance corrections provided in Tables C.1-C.4 for ξ micro = 1.0km s −1 were interpolated to the observed equivalent widths and added to the 1D NLTE abundances to obtain the 3D+NLTE abundances for oxygen and sodium as given in Table A .1. As demonstrated in Appendix B, the 3D+NLTE abundances are not a good approximation to the real 3D NLTE abundances in the case of Li (the 3D-1D LTE corrections do not even yield the correct sign). For oxygen and sodium, the validity of this approximation is unclear, and the corrections given in Tables C.1-C.4 should be considered as an order of magnitude estimate at best.
The corrections given for ξ micro = 0.5 and 1.5 km s −1 serve to demonstrate that the dependence of the 3D-1D LTE abundance corrections on the adopted microturbulence parameter is weak (see also Table 5 ), even for stronger, partly saturated lines. This is explained by the fact that the thermal line broadening largely dominates over the turbulent broadening for these relatively light atoms. For heavier elements, like e.g. iron, the impact of microturbulence on the 3D abundance corrections would be significant, and a proper evaluation of the 3D corrections for stronger lines would require a more elaborate treatment than the simple assumption of a fixed microturbulence that was sufficient in the present work. 3D-1D abundance corrections of the spectral lines used in this work as a function of the equivalent width, EW, computed using the model atmosphere with T eff = 5475 K, log g = 4.0, [M/H] = 0.0, and microturbulence velocities ξ micro = 0.5, 1.0, and 1.5 km s −1 . 
EW,
O i O i O i Na i Na i pm= 5533 K, log g = 4.0, [M/H] = −1.0. EW, O i O i O i Na i Na i pm= 5927 K, log g = 4.0, [M/H] = 0.0. EW, O i O i O i Na i Na i pm
