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The purpose of this paper is twofold: First, we construct solvable extension 
for a large class of nonsymmetric linear and unbounded operators in a 
complex or real Hilbert space; second, we apply the theory of solvable exten- 
sions developed above to the investigation of the convergence and the error 
estimates of certain iterative and direct methods and to the theory of the 
so-called HO-bounded operators. 
Thus, in Section I we first investigate the properties of a slightly more 
general class of K-p.d. operators than the one introduced by Martyniuk [I] 
and studied by the author [2] and then, following Friedrichs’ [2-4] procedure, 
we construct solvable K-p.d. extensions for such operators. In Section II 
we construct solvable extensions for a very general class of non-K-p.d. 
operators and then derive as corollaries of our theorem the corresponding 
results of Lax and Milgram [5]. The applicability of the principle of compari- 
son and the connection to the class of operators forming an acute angle 
discussed by Sobolevsky [6] is also indicated. In Section III we apply the 
results of Sections I and II to the problem of estimating the error resulting 
from solving two neighboring problems and in conjunction with author’s 
results in [7] we derive the convergence and error estimate of an iteration 
process for the nonbounded operator equations. Section IV deals with the 
problem of finding the best possible iteration while in Section V we apply 
the theory to the projectional methods investigated by Polsky [8J. In Section 
VI we discuss some properties of the so-called Ha-bounded operators; 
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finally, in Section VII we derive the error estimate for the generalized Ritz 
method. 
The author is greatly indepted to Professor Peter D. Lax for his suggestions 
and interest in this paper. The author also wishes to express his sincere 
appreciation to Professor Charles DePrima for his numerous suggestions 
which contributed to the shortening of the proofs of some of the theorems. 
I. K-POSITIVE DEFINITE OPERATORS 
In this section we define a class of linear, in general unbounded, operators 
in a Hilbert space and derive some of their properties to be used in the sequel. 
Let H be a complex and separable Hilbert space. An operator T defined on 
a dense domain D, in H will be called K-positive deJnite (K-p.d.)’ if there 
exists a closeable operator K with D,z D, mapping D, onto a dense 
subset KD, of H and two constants CQ > 0 and cya > 0 such that 
and 
// Ku II2 < olz(Tu, Ku), II ED,. (2) 
Let us first note that the class of K-p.d. operators, as defined above, 
contains among others the following operators: (a) Positive definite operator 
T; in this case we choose the operator K to be either the identity I or, if 
T is also self-adjoint, to be any root of T. (b) Closeable and densely invertible3 
operators T when we take K to be T. (c) The operators T of the form 
‘J’ = SZj+’ or T = S2&2 when for some i, 0 < i < j, the operator S2(j--i) 
is positive definite; in this case we take K = Szi+’ or K = S2i+2 provided, 
of course, that K so defined is closeable and such that KD, is dense in H. 
This class, in particular, contains as a subclass some ordinary differential 
operators of an odd and even order and weakly elliptic partial differential 
operators of an odd or even order [lo] which are, in general, nonself-adjoint. 
r The class of K-p.d. operators, with K closed, was introduced by Martyniuk [I] 
while its properties were discussed by the author [2] for the class in which K has a 
bounded inverse. 
* Let us recall that K is said to be closeable if whenever {u,} is a sequence in DK 
and f an element in H such that U, + 0 and Ku,, -f f, as n - CD, then f = 0. Let 
us add that, as was observed by Rellich [9], in applications it is more convenient 
to work with closeable than with closed operators. 
3 We will call an operator T invertible if T has a bounded inverse, densely invertible 
if T is invertible and the range RT is dense in H, and continuously invertible if T is 
densely invertible and RT -: H. 
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(d) A subclass of bounded symmetrizable operators investigated by many 
authors [ 1 I]. 
Furthermore, there are also K-p.d. operators which do not belong to any 
of the above classes [I]. 
LEMMA 1. If T is K-p.d., then 
(a) T is invertible; 
(b) T is K-symmetric; i.e., (Tu, Ku) = (Ku, TV), u, v E D,; 
(c) 1 (Tu, Kv) I2 < (Tu, Ku)(Tv, Kv), u, ZI E D,; 
(d) T is closeable. 
PROOF: To prove (a) note that since (Tu, Ku) < /I Tu 1) * 11 Ku i 1 the 
inequality (2) implies that II Ku 11 < or2 II Tu I j. Hence, in view of (I), 
II 2% /I > ~2 I/ u /I. Thus, T is invertible. The proof of (b) and (c) can 
be carried word by word from [2]. In order to show (d) note that if {un> is 
a sequence in D, and f an element in H such that Us + 0 and Tu, ---f f 
as n + co, then since /) Ku j I < 01s I/ Tu I I for all u in D, and K is closeable, 
we conclude that Ku, + 0, as n + 00. Let v be any element in D,. Since 
Ku, - 0 and Tu, + f, Lemma l(b) implies that 
(f, Ka) = li,m (Tu, , Kr) = lip (Ku, , 7’~) = 0, VED=. 
The last equality and the denseness of the set KD, in H show that f = 0; 
i.e., T is closeable. 
Note that the denseness of KD, was only needed in the proof of (d). 
Let f be an element in H andF(u) the functional 
F(u) = (SK4 - (Ku, f 1 - (f, K4 (3) 
defined on D, . It was shown in [2] that the problem of solving the equation 
Tu =f (34 
is equivalent to the problem of minimizing the functional F(u) and that to 
solve the latter it is, in general, necessary to extend somewhat the set D, 
on whichF(u) is defined and with it also the operator T. It will be shown below 
that using essentially the same arguments as in [2-41 the variational problem 
is solvable and that T possesses a closed and continuously invertible K-p.d. 
extension. 
Let D[T] denote the set D, with the new metric 
[u, 4 = (Tu, W, 1 u I2 = [u, u], u, v ED,. (4) 
Clearly D[T] satisfies all the hypothesis of the Hilbert space except possibly 
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that it is incomplete. Furthermore, in view of (1) and (2), we have the in- 
equalities 
IU 3YlIl4? y* = 6, > 0, UED, 
and 
Ii Ku II < ~2 : u 1, y2 = I&> 0, ugDT. 
Let H,, denote the completion of D[T] in the metric (4). 
(5) 
(6) 
LEMMA 2. (a) D[T] is dense in H,, . 
(b) H, is a subset of H in the sense of uniquely identifring the elements from 
H, with certain elements from H. 
(c) K can be extended to a bounded operator K, mapping all of H,, into H 
such that K C K, C K, where J? is the closure4 of K in H. 
(d) The inequalities (5) and (6) remain valid for all u in H,, . 
PROOF: (a) follows from the definition of the space H, . 
(b) Let h, be in H,, and {un} be a sequence in D, such that 1 u,, - h, / + 0, 
as n + co. Hence 1 u, - u, ( ---f 0 and by (5), valid for all u in D,, 
~~u~-uU,j~+O,asn,m-+co. Thus, u, converges to some h in H. We 
can thus assign to each h, in H, a definite h in H. This assignment is one-to- 
one for, if h = 0, then h, = 0. Indeed, if h = 0, then, in view of (6) and the 
closeability of K and the convergence of {u,J in H, , Ku, + 0 in H as n - co. 
Hence, for any u in D, we have 
[u, ho] = li,m [u, un] = li,m (Tu, Ku,) = 0, as n -+ co. 
Therefore, h, = 0 and H, has a continuous injection into H. 
(c) From (6) we see that K is a bounded operator from D, , considered as 
a manifold in H, , into H. Let K,, denote the extension of K to all of H,, 
into H and let R be the closure of K in H which exists since K is closeable 
in H. To show that KC K,, C l? it is sufficient to show that H, c DE. 
Let h, be any element in H,; then there is a sequence (un) in D, C DE such 
that j U, - h, 1 -+ 0, as n -+ co, whence by (5) and (6) we see that 
/(u,--hh,I(+Oand I/Run-Ku,Il-+O as n, m---f co. Since R is closed, 
this implies that h, E DE and Ku~ + Z?h, as n -+ co, i.e., H, L D, . 
* The operator K is called a closure or a trivial closed extension of K in DK if it is 
defined on the set DC (30~) consisting of all elements u in H for which there exists 
a sequence {u,j in D, and an element f in H such that /I u, - u /I -+ 0 and 
I/ Ku,, - f II + 0 as n + a) ; in this case we set lim, Ku, = Ru = f. 
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(d) Equations (5) and (6) carry over by continuity to all u in H,, . 
At the end let us note that the denseness of the set KD, is not used in the 
proof of Lemma 2. 
Having constructed the auxiliary space H,, it is now easy to solve the 
variational problem. In fact, by Lemma 2(c), (f, Ku) is a bounded conjugate 
linear functional of u in H,, and hence the FrCchet-Riesz theorem implies 
that to every iixed element f in H there exists a unique element w E H,, 
such that for all u in HO 
(f, W = Lku, 4. 
Consequently, the functional 
(7) 
F(u) = [u, u] - [u, w] - [w, u] = 1 24 - w 12 - 1 w 12, (8) 
which by definition (3) is valid for all u in D, , can be also extended to the 
entire space H,, . Considered in HO , F(u) attains its minimum d at u = w 
with 
d = ji; F(u) = F(w) = -1 w j2. (9) 
0 
We shall formulate the above result in the following 
LEMMA 3. If T is K-p.d., then d =i~n,fF(u) is attained at u = w, where 
w is uniquely determined by (7). Furthmmore,‘the value of d is given by (9). 
Let us note that, in general, the element w which minimizes the functional 
F(u) is not necessarily in D, so that the equation (3a) may not have a solution 
unless T could be somewhat extended. Theorem 1 below shows that for 
K-p.d. T such an extension is always possible. 
THEOREM 1. If T is K-p.d., then T can be extended to a closed K,,-p.d. 
operator T,, such that T,,z T, TO is continuously invertible, and DTO consists 
of all elements realizing the @mum of F(u) in HO as f ranges through all of H. 
PROOF: We know that (f, K v IS a bounded conjugate linear functional ) . 
of v in H,, for each f in H. Hence there is a linear bounded operator G defined 
on all of H into H,, such that 
(f,Kov) = [Gf,vl, VE%, fEH, (10) 
and so that, in view of (6) and (5), ) G ( < ya and I/ G I( < y2/y1 , i.e., G is 
also bounded when considered as a mapping from H to H. Moreover, if 
Gf = 0, then by (10) we have (f, K,v) = 0 for all v in H,, . Since KD, is 
dense in H, this implies that f = 0. Thus TO = G-l exists and is a closed 
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operator. Furthermore, T, 2 T and T is K,,-p.d. In fact, if f = Tzd, u E I), , 
then by (7), (lo), and (4) we have w = Gf = U, i.e., u E DrO and T,,u = Tu. 
For w E DTO , we have, by (4)-(6), (Tow, K,w) = [GT,w, w] = 1 w I? 
oil I[ w /I2 and 11 K,,u jI < 01~) w I2 = az(Tow, Kw,,), i.e., T,, is K,,-p.d. 
The operator T,, will be called a solvable generalized Friedrichs extension 
(s.g.F.e.) of T. For K = f, Theorem 1 furnishes a self-adjoint extension of 
a symmetric positive definite operator constructed by Friedrichs [3, 41. 
In case K is continuously invertible Theorem 1 ‘reduces to a similar 
theorem in [2]. 
Remark 1. T may still have other K-p.d. extensions. But among these 
extensions there is only one, the operator T,, we have just constructed, whose 
domain is contained in H, and which in some sense is maximal [2], i.e., 
if T’ is an arbitrary K-p.d. extension of T such that D,, C H, , then 
T,, =, T’. 
Remark 2. We complete this section with the proof of a theorem that 
can be used in one of the often applied techniques in the investigation of 
complicated operator equations which consists in comparing these equations 
with much simpler operator equations, the properties of which are well 
known. The “closeness,” defined in some sense, of the two operator equa- 
tions implies the community of various important properties such as existence 
and uniqueness of solutions, the applicability of various approximate methods 
and their convergence, etc. Theorem 2 below offers the possibility of intro- 
ducing a rather simple principle of comparison and of deriving from it a 
series of the above-mentioned properties. 
THEOREM 2. If T is K-p.d. and K is closed with D, = D, , then K = K0 , 
Ho = 4-T T = T, , R, = R, = H, and the equations Tu = f and Kv = f 
have one and only one solution .for each f in H. Furthermore, the f&nuing 
inequalities are valid 
where 0, > 0 and is such that 
I I 2% I IG 4 I I Ku I I . (W 
PROOF: Since K=R, Lemma 2(c) implies that K,,=K and D,= D,=H,,. 
Consequently, by Theorem 1, T = T, and T has a bounded inverse 
T-l on R, = H. To show that in this case K is also continuously invertible 
note first that T as an operator from H0 onto H is closed [2] and, therefore, 
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by the closed-graph theorem [12] is bounded, i.e., there is a constant 0 > 0 
suchthat Tu]/ <0/u(f or a 11 u in HO . Since K is closed and R, is dense 
in H the last inequality and Lemma l(a) imply that K has a bounded inverse 
Km1 on R, = H and thus both equations are uniquely solvable for each f 
in H. The inequalities (11) follow immediately from the inequalities (5) and 
(6) and the inequality 1) Tu 11 ,< 0 ( u I or (12) with 0i = 02 . 
COROLLARY 1. If T is K-p.d. and K is closed with D, = D,, then the 
operators T and K form an acute angle.5 
PROOF: The proof follows from (2) and Theorem 2. In fact, 
(Tu,K~)36/(Tull(IKuII, 8=l/azB1, UED,. WO) 
The consequences derived from Theorem 2 and Corollary 1 will be dis- 
cussed in Section V. 
II. EXTENSIONS OF NON-K-p.d. OPERATORS 
In this section we prove a theorem concerning s.g. Friedrichs extensions 
for a much more general class of nonsymmetric operators and then by special- 
izing the operators we derive from it some of the results of Lax and Milgran 
[5] under slightly less restrictive conditions. At the same time we derive 
slight generalization of the corresponding results in [2]. The results of this 
section are also related to the works of Browder [13] and Vishik and Lady- 
zinskaya [14]. 
THEOREM 3. Let T be K-p.d. and L be an operator with D, = D,. If 
I 6% Ku) I > rll I u 12, 71 > 0, u E D, (13) 
and 
I (Lu, Ku) I < ~2 I u I I v I, 272 > 0, 0, u E 4, (14) 
then L has a s.g.F.e. Lo such that Lo is closed, Lo2 L, Lo is continuously in- 
vertible, and Lo = To W, , where W, is a certain extension of TtlL in Ho . 
5 Following Sobolevsky [6] we say that two densely defined operators P and R 
form an acute angle if Dp = DR , (Pu, Ru) > 611 Pu IJ /I Ru /I for all u in Dp and some 
6 > 0, and they vanish only at zero element. Later on we will also use this definition 
in a slightly more extended sense in which the above inequality is replaced by the 
more general one: J(Pu, Ru)l > 6 /I Pu /I // Ru /I, u E Dp , 6 > 0. 
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PROOF: Let To be the s.g.F. k-e-p.d. extension of T constructed by Theo- 
rem 1 and let W be an operator with domain D, = D, C Ho and range 
R, C H,, defined by W = T;lL. Clearly, W is bounded in the He-norm 
for if u is any element in D, and v = Wu, then by (14) 
1 w 12 = / wu 12 = I T,‘L?4 12 = j(Lu, K,v 1) < q21 211 / 0 1. 
This shows that W is bounded in Ho . Since 
(Lu, Ku) = [T,-lLu, u] = [Wu, u] (15) 
for all u in D, , (13) shows that W has also a bounded inverse in Ho , i.e., 
7111~” <I WuI <.2l~l, u~4-. (16) 
Thus W has the unique bounded closure m defined on all of H,, such that 
RF = R, and p has a bounded inverse r-l on R, . Furthermore, (13) 
implies that RF = Ho. In fact, if we denote by Z,* the zero manifold of 
W*, then since R, @Z,* = Ho our assertion will follow if we show that 
2,: = (0). Let g E .?$*; then by (15), (13) and the continuity of the inner 
product and the operator W we have for this g 
0 = I [EY W*1 I = I P-g, id I 3 71 I g 12. 
This shows that g = 0 and R, = H,, . 
Let W, be such that W C W, C W and Rwo = DTo and set L, = TOW,, , 
where DLo = D, . It is easy to see that L, 3 L. In fact, for u E DL we have 
W,u = Wu = q:Lu and hence Lou = T,W,,u = Lu, i.e., L, 2 L. Further- 
more, Lo maps D=, onto H and is one-to-one. In fact, Rwo = DTo and To 
maps DTo onto H and Lou = 0 implies that W,,u = 0 and, consequently, 
that u = 0. Finally as a mapping from DL, , considered as a manifold in H,, , 
to H the operator L, is closed for, indeed, if u,, --+ u in H,, and Lou, -+ f 
in H, then W,u, -+ Wu in H,, and by (5), W,u, ---f Wu in H. But To is closed; 
therefore, Wu E DTo , i.e., u E Dwo = DL and L,u = T,,W,u = f. Since L, 
is onto H, one-to-one, and closed as a mipping from Ho to H there exists a 
constant c > 0 such that 11 L,,u )I > c 1 u 1 > cy, I( u 11, i.e., L;l is continuous 
and therefore closed as the mapping from H into H. Hence L, = (L;l)-l 
is closed as a mapping from DLo C H onto H. 
At the end let us note that the following equality is also valid: 
(L,u, I&w) = (To Wou, f&et) = [W,u, v], u E DL, , ‘u E H,, (17) 
This completes the proof of Theorem 3. 
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Remark 3. L has also a s.g.F.e. L, if instead of the inequality (14) we 
assume that L is K-real for all u in DL and has the property that (Lu, Ku) = 0, 
uinD,, implies v = 0. In this case W is symmetric and, though no longer 
bounded in H, , has a bounded inverse W-l defined on the range R, which 
is dense in H,, . The s.g.F.e. of L is given by L, = T,w, where w is the trivial 
extension of Win H,, . 
COROLLARY 2. Let T be K-p.d. and L be such that D, = D, and 
iii 1 u I2 ,< (Lu, Ku) < $2 I u 12, % > ;il > 0, u E D,, 
then L, = T,-,W, is a K,-p.d. s.g.F. extension of L, where W, is a certain 
symmetric extension of W = T’L in Ho . 
PROOF: Lemma l(c) and (18) imply that L satisfies all conditions of 
Theorem 3. Hence L, exists and is given by T,,W, , where W,, is such that 
WI W, 1 W = T;lL. Since 
[ Wu, v] = [T,lLzc, v] = (Lu, Kv) = (Ku, Lv) = (Ku, T, T;‘Lv) 
= (Tp, KT;lLv) = [u, T,ylLv] = [u, WV] 
the operator W, is symmetric in H,, . 
COROLLARY 3.6 If T is K-p.d. and L = T + S is such that D, 3 D, and 
(a) I (Lu, Ku) I 2 71~ 1 u 12, 71~ > 0, u E D,, 
(b) I (Su, Kv) 1 d r/4 1 u 1 1 v I, 774 > 0, u E 4-3 
then 
L, = T,,(l + NJ 
where N,, is a certain extension of N = T;lS in H,, . 
(19) 
PROOF: Corollary 3 is an immediate consequence of Theorem 3 for, 
in view of Lemma 1 and conditions (a) and (b), L = T + S satisfies (13) 
with Q = 73 and (14) with q2 = 1 + q4. Hence, by Theorem 3, L has a 
s.g.F.e. L, = TOW,, where W, 1 W = clL is the restriction of W such 
that RwO = D, . Since W = T;l(T + S) = I + T;lS = 1 + N and, by 
(b), the opera& C’S, defined on D,, is bounded in the H, - norm we 
see that W = 1 + m and N,, = 1 - W,, . 
6 Corollaries 3 and 4 were first proved for real apace H by Lax and Milgram [5] 
for the case when K = I and Condition (a) is (Lu, u) > vsl u I*. 
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COROLLARY 4. If T is K-p.d. and L = T $- S is such that 
(a) j (Lu, Ku) 1 3 773 / u It, u ED, , 
and 
then DLO = DrO and L, = T,, + S, , where S, is an extension of S in H,, . 
PROOF: As before we see that L = T + S satisfies (13) and (14) with 
Q = ~a and ~a = I + jj4y2 and L, = T,,(I + N,,), where in this case N, 
is a restriction of m = T;iS = T;ls with S being the extension of S to 
HO. Now vu E DTO if and only if u E DTO . This follows from the fact that 
w = I + T;‘s and T;?% E DTO for all u E HO . Thus, DwO is precisely 
DTO; hence DLO = DTO and, when we put S,, = TON,, we obtainL, = TO + SO. 
We complete this section by proving a theorem which is a generalization 
of Theorem 2 to non-K-p.d. operators and for which the comments expressed 
in Remark 2 are applicable. 
THEOREM 4. Let T be K-p.d. and K closed with D, = D, . If L is a 
closeable operator for which (13) is satisfied for all u in D, = D, , then L 
is continuously imertible, i.e., L = L, . 
PROOF : In view of our hypothesis, Theorem 2 implies that T,, = T 
and D, = HO . Since L is closeable as an operator from H to H it is closed 
as an operator from H,, to H for, as n + CO, ur, --j 0 in HO implies u, --f 0 
in H and Lu, + f in H implies that f = 0. Therefore, there exists a constant 
B,>Osuchthat)/Lu(I <@,/u(.H ence, in virtue of this and (6), ) (Lu, Kv) j 
G IILU II II K7J II G 4% 124 I I TJ I? i.e., L satisfies also the inequality (14) 
and w = T;iL = GIL = W = W, . Hence, by Theorem 3, L, = L. 
COROLLARY 5. If L satisfies the conditions of Theorem 4, then L and K 
form an acute angle with 
I(Lu,Wl 261 JILUI) jl~Ull> 8, =%lYz~z < 1, UEDL. (20) 
PROOF: The inequality (20) follows easily from (13), (2), and the fact that 
llLuI/ <8,IuIforalluinD,. 
Let us remark that when L = T then L is K-p.d. with D, = DK and 
qi = 1 so that in this case Theorem 4 and Corollary 5 reduce to Theorem 2 
and Corollary 1, respectively. 
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III. THE ESTIMATE OF THE ERROR ARISING IN THE 
SOLUTION OF Two NEIGHBORING NONHOMOGENEOUS PROBLEMS 
AND IN THE ITERATION PROCESS 
In this section we shall indicate the applicability of Theorem 3 to error 
estimates and to the solution of the nonhomogeneous complicated problems 
by iteration. 
Let us suppose there is a well-investigated and relatively simple K-p.d. 
operator T so that the equation 
T,u = f (21) 
is easily solvable for every f in H. Let L be a rather complicated operator 
which satisfies the conditions of Theorem 3. Suppose we have to solve the 
equations 
L,v = g, (22) 
where g is an element in H which is close to f and L, is the s.g.F.e. of L 
constructed in Theorem 3. If the solution of (21) is considered as an approxi- 
mation to the solution of (22), then the problem arises of determining a 
rough error estimate in terms of the error 11 g -f I/ and the degree of the 
approximation of the operators L and T. Using the representation L, = T,, W,, , 
this problem will be solved in Theorem 5 below. 
THEOREM 5. (a) Let T be K-p.d. and L be such that the conditions of 
Theorem 3 are satisjied. If u is the solution of (21) and v is the solution of (22), 
then the error estimate 1 v - u 1 is given by the formula 
I v -u I G 71 124 I + ~2ll.f --f IL (23) 
where r1 = ) W;l - I I and 72 = y&i . 
(b) If, in addition, L satisfies the hypotheses of Corollary 2, then the estimate 
(23) is valid with 
< 
I 1 - I I 1 - I 
71 max I 
q2 11
I 
and Y2 
92 
1 
?I1 
72=-. 
7jl 
(24) 
PROOF: (a) Let us first note that in view of our conditions on T and L 
the existence of s.g.F. extensions TO and L, = T,,W,, and the unique solva- 
bility of Eqs. (21) and (22) for arbitrary f and g in H follows from Theorem 1 
and Theorem 3, respectively. 
To obtain (23) note that by applying T;l to both sides of (21) and (22) 
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and using the representation L, = T,,W,, and the properties of W,, we obtain 
the equality 
w,v = u -1 T;l(g - f ) 
from which we obtain the relation 
0 - u = (W;’ .- I)?4 i- W;l7’;l(g --f). (24,) 
This yieis the inequality 
Let us first note that in virtue of (13), (17), and the Schwarz inequality we get 
Furthermore, by (2), I/ K,u /) < (~a // T,,u ) / for all u E DrO . Hence, if we 
put v = T,p, we get I( K,,T;lw 11 < 0~s (/ v 11 for all v of the form o = Tu, 
u ED,” , i.e., for all v E H. Consequently, 11 K,,T;l II < 0~~ . Since, by (4), 
I TiYg -f)l” = (g -f, Ik=J,-Yg --f H G I! K&l II Ilg - f 1l-L 
we see that 
! y(g -f )I G ?$/I&! -f Il. (27) 
Thus, combining the estimates (26) and (27) with the inequality (29, we 
obtain the error estimate (23). 
(b) To prove Theorem 5(b) note that (18) implies that the bounded and 
symmetric operator p(3 W,, 3 W = T;lL) is also positive definite so that 
w-l exists and satisfies the inequality 
This shows that the symmetric operator (r-l - I) in H,, satisfies the in- 
equality 
1 -fj2 --g- 1 21 12 < [(IF’ - Z)u, u] < 1-?il 711 I u I2 (280) 
from which, as is known [12], we derive the estimate 
- 
/ ET-l I 1 < 1 I 1 7jl I I 1 - 71 max q2 I - = 7?1 , 7j2 1. (29) 
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The fact that 
follows from (27) and (28). 
72 G Y2/7?1 (30) 
Remark 3. If g = j, I( = I, T and L are symmetric and positive definite, 
and the conditions DL = D, and the inequality (18) are replaced by the 
condition HO = H2 and the inequality Gr 1 u / 2 < 1 u 1: < +j2 / u I2 for all 
u E H,, , where H, is the completion of Dt in the metric [u, v] = (Lu, v), 
U,VE&, then for this case as well as for slightly more general case Theorem 
(b) was proved by Mikhlin [4, 151 by utilizing essentially the spectral resolu- 
tion of T and L. 
As another application of Theorem 3, in conjunction with our results in 
[7], we derive below the convergence and error estimate of a certain itera- 
tion process for the solution of (22). 
THEOREM 6. (a) Let T be K-p.d. and L be such that the conditions of 
Theorem 3 are satis$ed. If DLO = DTO and LY > 0 is a real parameter such that 
any one of the following three conditions 
lip ql(l - oliVY)nh ) < 1, for every h E H, , (31) 
lip dl(l - CXV> / < 1, (32) 
I(1 - G)I < 1, (33) 
(whose degree of restriction increases in the given order) is satisfied, then the 
sequence {v~+~} of i&rants determined by the iteration process 
TV, = g, TV,,, = (T - aL)v, + ag, n = 0, 1, 2, . . . . (34) 
converges in the H,,-metric to the solution of (22), i.e., lim, v,,, = v* belongs to 
DLO and Lo* = g. Furthermore, the error estimate is given by 
I x+1 - v* / ,< 1 (CJQ’ - II / ‘%+, - % 1 (35) 
or by a less precise but a more practical estimate 
I%+1 -vz)*( <I I w-l(/ct~II-cq Ivn+l-vn/. (36) 
(b) If, in addition, L satisfies the hypotheses of Corollary 2, then the scheme 
(34) converges for any 01 in the interval 
O<CY<2//Wl (37) 
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and the error estimate (35) is given in this case by 
where 
PROOF: (a) Let the sequence (vQ+J be determined by (34) or equivalently. 
in view of the representation L, = TOW,, , by the formula 
v ,i+l = (I - aW)v, -i- av” (34V 
If in Theorem 2 and Corollary 1 of the author’s paper [7] we put X = H,, , 
C = 1, B = 01 > 0, and L = I - aw, then our present scheme (34) is 
precisely the scheme (8) investigated in [7]. Consequently, by Theorem 2 [7], 
the sequence {vn+r} converges in H,, to a unique element v* in H, such that 
l%* = v,, and for which the estimates (35) and (36) are valid. Thus, all 
that is left to prove is to show that v* E DLO and L,v* = g. But this is an 
immediate consequence of the representation L, = T,-,W, and the properties 
of W,, for mv* = v,, E D TO = RWO implies that v* E D, 0 andL,v* = T,,WOu” 
= TV, = g. 
Let us add that the practical problem of how to choose the parameter (1 
so that (34l) gives a convergent scheme is delt with in [7] and, therefore, 
will not be discussed here. 
(b) If L satisfies the hypotheses of Corollary 2, then w is a symmetric 
and positive definite operator in H,, and as was shown in [7] the sequence 
{vn+r} determined by (34l) converges to the solution v* of WV = v,, , i.e.. 
to the solution of (22), for any OL in the interval (37). To derive (39) it is 
sufficient, in view of (35), to estimate the norm / (aw)-l - I /. By (28,) 
and consequently [ 121 
Let us remark in passing that the error estimate (35) is also directl! 
obtainable from the estimate (23) or rather from (24s). To see this it is suffi- 
cient to consider instead of (21) and (22) the equations Tv~,, =f and 
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&* = ~lg, where f = (T - &)w~ + erg and e = ctL. In this case the relation 
(24,) reduces to the equality 
v* - v,,, = ((Jwl - +n+1 + (Jwa% -f) 
= ((om-1 - I)v,+l + (cm-yuw - I)UTL 
= ((Jy - mn,, - %) 
from which (35) f o 11 ows. Furthermore, in view of the fact that 1 w 1 < Q, 
the parameter 01 will certainly be in the interval (37) if we take c1 so that 
0 < 01 < 217,. (39) 
IV. THE BEST ITERATION PROCESS 
In the present section we consider the problem of determining this value 
of a, ~~,,nt. , which gives the best convergence of the iteration method (34) 
or (34l) when applied to the class of operator equations (22) in which L 
satisfies the conditions of Corollary 2. In virtue of the error formulas (35) 
and (38) this means that we have to find the number 01 satisfying the require- 
ment (37) so that the value of the function E(cr) defined by (38) will be as 
small as possible. 
To find cuopt. we consider the graph of the function E(a) which, as is known, 
can be written in the form 
The representation (40) implies that for (Y in the interval 0 < 01 < l/q, the 
function E(a) is given by 
‘i 1 l 1 E(a)=~~~-l+~...l-~~-_ 2- - 1 EE E,(u) uTjp i = coy1 
(41) 
Similarly, for OL satisfying the inequality (Y > l/?jr (> l/+j,) we obtain 
EC4 = 5 ,* - u711 -L + 1 -- & + 1 - ;; + -& I\ = 1 - -$ E &(a) 
(42) 
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and for QI such that l/ij, < OL < l/;il the function E(ol) becomes 
/y(m) E 2’ g- -.- 
91 
1 .+ 1 __ L +. / L + L - 2 / [ 
6 $5 ei2 
= ( l/&jl) - 1 if l/7je < (Y < E 
I 1 - (l/olijJ if G < iy. < l/7& 
where 
(43) 
(49 
Thus we see from (4lk(44) that on the interval (0, S] the function E(a) 
is given by the monotonically decreasing function E,(a) while on the interval 
[G, 00) it is given by the monotonically increasing function &(cu), i.e., 
Furthermore, we see that at or = & we have 
(45) 
(46) 
The relations (45) and (46) show that E(cY) is represented graphically by the 
following, Fig. 1. 
FIG. 1 
The point A, whose coordinates are OL = olopt. = Cr and E(G) = 
(qz - +jI)/(+j2 + Q, will be called the sensitive point of our process for it 
is at this point that we have the best convergence of the process (34) or 
(38) in the sense that the error estimate (35) is least provided, of course, 
that aopt. -C 2/52, i.e., that 3+jI > q2. 
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If the last condition is not satisfied, then the point (Y = 2/+ja lies to the left 
of 01 = aOt,r. and we see from Fig. 1 that the next best choice of 01 is the value 
2 a, = 
q-2 + l jl (47) 
where E is a real number such that 0 < E < 1, for which 
E(rYJ z El(Lye) = q2 + tq-- 2)@1 . 
1 
It is not hard to see that the choice E = 1 corresponds to choosing a so that 
in the error estimate (36) the norm 1 I - ~lw / assumes its least value and, 
in fact, it is given in this case by 
(49) 
Thus, as is easily seen, in this case the error estimates (35) and (36) are the 
same. 
V. PROJECTIONAL METHODS 
In this section we indicate briefly the usefulness of Theorem 2 and Theorem 
4 by combining them with the recent results obtained by Polsky [8] and 
proving thus some of the assertions expressed in Remark 2. 
A sequence of closed subspaces M,, of H will be called projecta’onally 
complete [8] if ) 1 f - Pnf 1 1 -+ 0, as n + co, for every f in H, where P, is 
an orthogonal projection of H onto M,, . Consider the operator equation 
Lu=f, fEH, (50) 
where the operator L satisfies the conditions of Theorem 4. Let (R,J be a 
sequence of finite dimensional subspaces of D, = D, C H such that the 
sequences {MS} = {KR,} and {L,} = {LR,} are projectionally complete in H; 
let P, and n, denote the orthogonal projections of H on M, and L, , respec- 
tively. Then according to the projectional method [S]’ the approximate 
solution u, E R, is determined from the condition 
P,Lu, = Pnf. (51) 
’ For a different formulation of a family of direct Methods which also utilizes the 
concept of a projection see author’s paper [Z]. In some cases the two formulations 
are essentially equivalent. 
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THEOREM 7. If L satishes the conditions of Theorem 4 and the sequence 
{R,) C D, is such that {L,} and {MrJ are projectionally complete in H, then 
(a) For every f in H, the equation (50) has a unique solution u E Dz . 
(b) The approximate equation (51) is uniquely solvable for every f in H 
if and only if 7, > 0, where ~~ = minVEL,,,,~c~I=l / j P,v 1 I. 
(c) The error vectors w, = u * - u, and the residual vectors r, = Lu* - Lu, 
converge to zero for any f E H if and only if the condition (A): 7 >, 0, where 
7=lim,7,, is satisfied. Zf this is the case, then the error estimates are given 
bY 
azzd 
/lLu* --%I II < 11 + V/~?Jl llf - kf II (52) 
II u* -%II~IIL-llI[l +u/~n)1Ilf-Kzfll (53) 
where u* is the exact solution of (50) an u, an approximate solution of (51). d 
PROOF: The proof of Theorem 7 is essentially based on Theorem 4 
and Theorem 1 in [8]. In fact, (a) follows directly from Theorem 4. To prove 
(b) and (c) it is sufficient, in view of results obtained in [8],s to show that 
our conditions on L imply that rn > 0 and 7 = lim, 7% > 0. 
Let v be an arbitrary element in L, and w in M, such that I j v j] = 1 and 
]I w // = 1; put v =Lu, u E R,. Then, by Corollary 5, 
11 P,Lv !! = max i(v, W)i = max 
Lu 
-- , w 1,’ tc !I Lu I1 
Consequently, 7, = min,IIP,v1/36,andy=lim,7,~61. Q.E.D. 
COROLLARY 6. If T is K-p.d. and K closed with D, = D, , then for 
the equation Tu = f, f E H, the assertions of Theorem 7 remain valid. 
s For the sake of completeness, we indicate briefly the arguments of Polsky [8] 
in the proof of (b) and (c). Let fn = La, and P, denote the restriction of P, to L,. 
Clearly P,L, = M, if and only if there is no yn # 0 and in L, so that P,y, =- 0. This 
condition means that 7, > 0. Thus, 7, > 0 is a necessary and sufficient condition 
for the approximate equation P,f, := P,f to be uniquely solvable. Furthermore, 
the approximate solution is given by fn = P;lP,f with II P;’ I/ = r;l. To show (c) 
note that f, -~,SE L, and that iif,, - n,j 11 < 7;’ /I P,f, - pnn,f lj _~ 
r;’ 1; P,f - P,lI,fil Q ril IIf -II,jjl. Consequently, /I La, - Lu* 11 = lif. -fli 
< !‘fn -n,jll + IlnJ -fli Q [I + (l/r,J llf -n,fll - 0, as n - 00. This 
shows the sufficiency of condition (A). The necessity means that whenever r = 0 
then we can construct an element f E H so that Lu, -r+ f, as n *cc. The construction 
of such an f in H, when r .: 0, was given by Polsky. 
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VI. H,,-BOUNDED OPERATORS 
In later discussion we shall also have the opportunity to deal with closeable 
operators S such that D,z H,, . We call such operators H,,-bounded.g If 
S is H,,-bounded, then by S we denote the operator from H, to H defined 
by Su = Su. The introduced definition is explained by 
LEMMA 4. If S is H,,-bounded, then S is bounded and consequently there 
exists a constant rlr, > 0 such that 
//WI Gr/sIuI, UEf&* (54) 
PROOF: To prove Lemma 4 we observe that, in view of the closedgraph 
theorem and the fact that S is defined over all of the complete space H, , it 
is sufficient to show that S admits in H,, a closed extension, i.e., whenever 
(u,J is a sequence in H,, and f an element in H such that 1 u, - 0 1 + 0 and 
IISu,--flj+Oasn+co, thenf=O.By(l)andthedefinitionofSwe 
see that u, -j 0 and Sun + f, as n + 00. Since S is closeable, f = 0. Thus, 
S is closed in H, . Being everywhere defined in H0 , it is bounded, i.e., 
there exists a constant Q, > 0 such that (54) holds. 
Let us note in passing that when S satisfies the inequality (54) for all u in D, 
then S considered as a transformation from D[T] to H can be extended to 
S mapping all of H, into H but, in general, S need not be H,,-bounded for 
it may fail to be closeable as an operator in H. 
LEMMA 5. If S is Ho-bounded, then ST;l is bounded in H. 
PROOF: Since ST;’ is defined everywhere in H it is evident that to prove 
its boundedness in H it is sufficient to show that ST;’ is closeable in H. 
Suppose zc, -+ 0 and ST$, + f, as n + 00, for some f in H. Then 
v, = T;lu, - 0 and Sv, = ST&, ---f f as n --+ co. But S is closeable; 
hence f = 0. Thus, ST;l is closeable and defined on all of H, it is closed and 
therefore bounded. 
An operator S will be called H,,-compact if S is Ho-bounded and the 
corresponding operator S is compact; i.e., if for every set Q0 = {u; u E H,, , 
/ u 1 < M} the image SQs is p recompact in H. As will be seen later such 
operators are of great importance in proving the existence of eigenvectors 
and the applicability of various approximate methods. The two theorems to 
be proved below offer us various possibilities and conditions under which 
D If K is closed and DK = Dr, then in view of Theorem 2, the concepts of Ho- 
boundedness and HO-compactness of S reduce to the concepts of T-boundedness 
and T-compactness introdduced by Gohberg and Krein [17]. 
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the operator T;lS is compact in Ha . This, as we shall see later, will be proved 
useful in the application to differential equations and eigenvalue problems. 
THEOREM 8. The assertion (a): S is H,-compact => (b): T;lS is compact 
in H,, and (c): ST;l is compact in H. Furthermore, (b) Z. (c). If in addition 
we assume that K is closed and DK = D, , then (a) X+ (b) o (c). 
PROOF. (a) + (b). Let Q,, be an arbitrary bounded set in H,, . Since by 
Theorem 1 the operator T;l, considered as a transformation from H to HO , 
is bounded it maps the compact set SQa in H onto the precompact set 
T;lSQ, = T&SQ, in H,, . This implies that T;?S is compact in HO . 
(a) => (c). Let Q be a bounded set in H; then its image set Q, = T;lQ 
is bounded in H,, . This and the relation 
ST,lQ = SQ, 
show that the compactness of SQ,, in H implies the same for the set ST;lQ, 
i.e., STgl is compact in H. 
(b) + (c). Let {fn} be any sequence in H converging weakly to some 
element of H; then its image sequence u, = Tclfn converges weakly in H,, 
to u = T;lf E H,, because for any v in H,, 
[un , v] = [T,-‘f, , v] == ( f, , Kv) + ( f, f(v) = [T;‘f, TJ] = [a, v]. 
Let f and g be weak limits in H of {fn} and {g,>, respectively. Then u = T-lf 
and v = T;lg are the weak limits in HO of {Us} = {Trlfn} and (v,} = {T;lgn}, 
respectively and 
[T;?Su, , v,] = (sun, KvJ = (“T$f,, , KT,-&). 
Since, by Lemma 5, KT;l is bounded in H the relation (56) shows that the 
compactness of T&5’ in H,, implies the compactness of ST;l in H. 
To prove the third part of the theorem we need only to show that (c) * (a). 
In view of our hypothesis, this is an immediate consequence of Theorem 2 
and the relation (55) for in that case H,, = D[T] and the inequalities (1 I) 
and (12) show that not only is the image Q,, = T-lQ of a bounded set Q 
in H is bounded in Ho but also the image TQ, of a bounded set Qe in Ho 
is bounded in H. This and (55) implies that if any one of the sets ST-IQ, 
SQ,, is compact, then so is the other. 
THEOREM 9. If S is HO-bounded and KT;’ is compact in H, then T;lS 
is compact in H,, . 
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PROOF: Let Q,, be any bounded set in H, , i.e., ( u 1 < M, u eQO. Since 
S is H,,-bounded, Lemma 4 shows that there exists a constant r/s > 0 such 
that 
IISull G~sl~l GrlsM u~Qt,- (57) 
This and the compactness of KT;’ in H enable us to extract from Q,, a 
sequence of elements {un} such that 
lim /j KT;lS(u% - u~‘,)~I = 0. 
s.m 
Thus, by (4) and (57), 
from which, on account of (58), we conclude that 1 T;%(u, - u,) I2 -+ 0 
as 71 and m increase indefinitely. Hence the operator T&S is compact in H,, . 
Let S be a linear operator in H so that D, 3 D, . Our last theorem in this 
section offers us the opportunity of verifying the compactness of the operator 
L;lS in H, , where L is a complicated operator satisfying the conditions of 
Theorem 3 and L, = T,,W, by verifying instead the compactness of the sim- 
pler operator T;?S. In fact, we have 
THEOREM 10. L;?Y is compact in H, if and only ;f T&3 is compact in H, . 
PROOF: Since, by Theorem 3, L, = TOW0 it follows from the definition 
of W, that L;?Y = Wcl(T-?S) on D, . But W;l is a bounded operator 
in H,; hence, it follows from the last equality that if T&S is compact in H,, , 
then so is L;?!? and conversely. 
VII. ERROR ESTIMATE OF THE GENERALIZED RITZ METHOD 
We complete this article by using the above results in the brief discussion 
of the error estimate of the generalized Ritz method. 
It was shown in Lemma 3 and Theorem 1 that F(u) attains its minimum 
value d at w = T;lf and that for any other u in DTO the deviation of F(u) 
from d measures the distance from u to w by means of formula (9): 
] u - w I2 =F(u) - d. Th is shows that a sequence of elements (u,J con- 
verges to w if and only if F(u,J converges to d. This is the basis of the Ritz 
method which does effectively produce a sequence {un} in D, such that 
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Iun -WI =F(eu,)-d-0, as II--~ co. However, formula (9) does not 
offer us the means to estimate the error / U, ~ zc 1 unless we know the lower 
bound for d. 
To obtain the error estimate it seems more convenient to regard the 
generalized Ritz method as a special kind of a projection method [2] 
according to which we take the approximate solution u, in the form 
u, = 2 ain& , 
i=l 
where #i, i = 1, 2, . . . . is a system of linearly independent elements in 
D, , complete in H,, , and determine the coefficients a:, . . . . a,” from the 
condition that 
Where P, is the orthogonal projection of H,, onto the subspace H, determined 
bY $1 , . . . . +n . The condition (60) leads to the algebraic system 
which, in view of linear independence of & in the H,,-metric, is uniquely 
solvable for each f. It is now easy to prove 
THEOREM 11. Let S be a continuously invertible operator with D, c D, c 
H,, . If TclS can be extended to a compact operator in H, , then for any E > 0 
there exists an integer n, such that for all n > n, and any f in H the error 
estimate for the gtmneralized Ritz method is given by 
I%-WI <ElFfll (62) 
where w is the exact solution of (3a) and Us is its approximation determined by 
(59)-(61). 
PROOF: Let N denote the extension of T;lS to all of H,, . Since N is 
compact in H,, it is known that for any E > 0 there exists an n, such that for 
all n > no 
JN-PnNI <E. (63) 
Hence from (63), (60), and the property of N we obtain (62). 
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In fact, 
which is precisely the error estimate (62). 
COROLLARY 7. The Theorem 11 remains valid if S is continuously invutible 
with D, = H,, and either S is H,,-compact or KT,-1 is compact in H. 
PROOF: The proof of Corollary 7 follows from Theorem 8, Theorem 9, 
and Theorem 11. 
COROLLARY 8. If T,, is a self-aqoint and positive defiffite operator with 
T;’ compact in H, then Theorem 11 remains valid for K = I and 5’ = Ti12 
with 
I % - w I G e Ilf Il.1° (621) 
PROOF: It is known [4] that D, = Dr;/z = Ho. Hence, by Theorem 9, 
T-9 = Tell2 is compact in Ho and / Ff I2 = 1 A-l12f I2 = (TT-l/-f, 
To-l/y) = (OT112T-l/Tf, T1/2Tp1/2f) = 1 If 1 12. Corollary 8 is now an immediate 
consequence of Theorem 11. 
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