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1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x? of
the nonlinear equation
F(x) = 0, (1.1)
where F is a Fréchet-differentiable operator such that F ′ is a p-Hölder continuous operator (p ∈ (0, 1])
defined on an open subsetD of a Banach spaceXwith values in a Banach space Y.
A large number of problems in applied mathematics and also in engineering are solved by finding
the solutions of certain equations. For example, dynamic systems are mathematically modeled by
difference or differential equations, and their solutions usually represent the states of the systems. For
the sake of simplicity, assume that a time-invariant system is driven by the equation x˙ = Q (x) (for
some suitable operator Q ), where x is the state. Then the equilibrium states are determined by solving
Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering
equations can be functions (difference, differential, and integral equations), vectors (systems of linear
or nonlinear algebraic equations), or real or complex numbers (single algebraic equations with single
unknowns). Except in special cases, the most commonly used solution methods are iterative—when
starting from one or several initial approximations a sequence is constructed that converges to a
solution of the equation. Iteration methods are also applied for solving optimization problems. In
such cases, the iteration sequences converge to an optimal solution of the problem at hand. Since
all of these methods have the same recursive structure, they can be introduced and discussed in a
general framework.
We study the convergence of Newton’s method
xn+1 = xn − F ′(xn)−1F(xn), (n ≥ 0) (x0 ∈ D). (1.2)
A survey of sufficient conditions for the local as well as the semilocal convergence of Newton-type
methods as well as an error analysis for suchmethods can be found in [1–5]. and the references there.
Here we introduce recurrent functions to provide a finer semilocal convergence for Newton’s
method (1.2) than before [1–4,6–8,5,9–12].
Numerical examples involving integral and differential equations are also provided in this study.
2. Preliminaries and background
To make the study as self-contained as possible we briefly reintroduce some results.
Let x0 ∈ D be such that F ′(x0)−1 ∈ L(Y,X), the space of bounded linear operators from Y into
X. Assume F ′ satisfies a center-Hölder condition
‖F ′(x0)−1 (F ′(x)− F ′(x0))‖ ≤ `0 ‖x− x0‖p, `0 > 0, (2.1)
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and a Hölder condition
‖F ′(x0)−1 (F ′(x)− F ′(y))‖ ≤ ` ‖x− y‖p, ` > 0, (2.2)
for all x, y ∈ U(x0, R) = {x ∈ X : ‖x− x0‖ < R, R > 0} ⊆ D .
Note that in general
`0 ≤ ` (2.3)
holds, and that `
`0
can be arbitrarily large [3] (see also Examples 4.2–4.5).
Define
η ≥ ‖F ′(x0)−1 F(x0)‖, (2.4)
h = ` ηp (2.5)
and the function
ψ(r) = `
1+ p r
1+p − r + η. (2.6)
The first semilocal convergence results for Newton’s and modified Newton’s methods under Hölder
conditions were given in [11,12]:
Theorem 2.1. Assume
h ≤
(
p
1+ p
)p
(2.7)
and
r? ≤ R, (2.8)
where r? is the smallest positive zero of functionψ . Then sequence {xn} (n ≥ 0) generated by the modified
Newton’s method:
yn+1 = yn − F ′(y0)−1 F(yn), (y0 = x0) (n ≥ 0) (2.9)
is well defined, remains in U(x0, r?) for all n ≥ 0 and converges to a unique solution x? of Eq. (1.1) in
U(x0, r?). If r? is the unique zero of ψ on [0, R], and ψ(R) ≤ 0 then x? is unique in U(x0, R).
Moreover, if
h ≤ hν, (2.10)
where hν is the unique solution in (0, 1) of equation(
t
1+ p
)p
= (1− t)1+p. (2.11)
Newton’s method (1.2) converges to x? as well.
In the Lipschitz case p = 1, condition (2.7) reduces to the famous Newton–Kantorovich
hypothesis [9]:
hK = ` η ≤ 12 . (2.12)
Theorem 2.1 holds [10] if condition (2.7) is replaced by the weaker
h ≤ 2p−1
(
p
1+ p
)p
. (2.13)
Later in [5] (2.13) was replaced by an even weaker condition:
h ≤ 1
g(p)
(
p
1+ p
)p
, (2.14)
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where
g(p) = max
t≥0
f (t), (2.15)
f (t) = t
1+p + (1+ p) t
(1+ t)1+p − 1 (2.16)
with
g(p) < 21−p for all p ∈ (0, 1). (2.17)
Recently in [7] (2.14) was replaced by
h ≤ 1
a(p)
(
p
1+ p
)p
, (2.18)
where
a(p) = min
{
b ≥ 1: max
0≤t≤t(b)
f (t) ≤ b
}
, (2.19)
t(b) = b p
p
(1+ p) [b (1+ p)p − pp] . (2.20)
The idea is to optimize b in the equation
ψb(r) = 0, (2.21)
where
ψb(r) = b `1+ p r
1+p − r + η (2.22)
assuming
h ≤ 1
b
(
p
1+ p
)p
. (2.23)
Condition (2.23) guarantees that Eq. (2.24) is solvable (see Proposition 1.1 in [7] or [5]).
We showed in [3, p. 190] that parameter b can be replaced by the smaller
c(p, d) = d+
(
p
1+ p
)p
, (2.24)
with
d = `0
`
.
Moreover, we showed that our majorizing sequence is finer, and the information on the location of
the solution at least as precise as in [7,5].
3. Semilocal convergence analysis for Newton’s method
We need the following result on majorizing sequences for the Newton’s method (1.2).
Lemma 3.1. Let `0 > 0, ` > 0, p ∈ (0, 1], and η > 0 be given parameters.
Assume
((1+ p) `0 + `) ηp < 1+ p; (3.1)
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s1 =
(
1+ p− ` ηp
(1+ p) `0 ηp
) 1
p
− 1, (3.2)
δ1 the unique minimal zero in (0, 1) of equation
g1(s) = ` sp − `+ (1+ p) `0
(
(1+ s+ s2)p − (1+ s)p) = 0, (3.3)
δ0 = ` η
p
1− `0 ηp , (3.4)
s∞ = 1− `
1
p
0 η, (3.5)
δ∞ = (1+ p) s∞, (3.6)
δ2 = max
{
δ1,
δ0
1+ p
}
≤ s∞, (3.7)
δ1 ≤ s1; (3.8)
and
gn(s) = ` sn p − ` s(n−1) p + (1+ p) `0
(
(1+ s+ · · · + sn+1)p
− (1+ s+ · · · + sn)p) ≥ 0, (n > 1), (s ≥ δ1). (3.9)
Choose δ ∈ [δ2, s∞].
Then, the scalar sequence {tn} (n ≥ 0) given by
t0 = 0, t1 = η,
tn+2 = tn+1 + ` (tn+1 − tn)
1+p
(1+ p) (1− `0 tpn+1)
, (n ≥ 0) (3.10)
is non-decreasing, bounded above by
t?? = (1+ p) η
1+ p− δ , (3.11)
and converges to some t?, such that
0 ≤ t? ≤ t??. (3.12)
Note that the most appropriate choice for δ seems to be δ = δ2.
Moreover the following estimates hold for all n ≥ 0:
0 ≤ tn+2 − tn+1 ≤ δ1+ p (tn+1 − tn) ≤
(
δ
1+ p
)n+1
η. (3.13)
Proof. Using (3.1), we get by (3.2), (3.4) and (3.5), s1 > 0, δ0 ∈ (0, 1), s∞ ∈ (0, 1). We also have, by
(3.3),
g1(s) = −` < 0, and g1(1) = (1+ p) `0 (3p − 2p) > 0. (3.14)
It follows from the intermediate value theorem that there exists a minimal δ1 ∈ (0, 1): g1(δ1) = 0.
Estimate (3.13) will hold if (by (3.10))
0 ≤ tk+2 − tk+1 = ` (tk+1 − tk)
1+p
(1+ p) (1− `0 tpk+1)
≤ δ
1+ p (tk+1 − tk), for all k ≥ 0, (3.15)
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or
0 ≤ ` (tk+1 − tk)
p
1− `0 tpk+1
≤ δ. (3.16)
We shall show (3.16) using induction on k.
For k = 0, we must show by (3.10) and (3.16),
` (t1 − t0)p + δ `0 tp1 ≤ δ,
or
` ηp + δ `0 ηp ≤ δ,
or δ ≥ δ0, which is true by the choice of δ, and (3.7). Let us assume that (3.16), and (3.13) hold true
for all k ≤ n+ 1.
Then, we obtain
tk+2 ≤ tk+1 + δ1+ p (tk+1 − tk)
≤ tk + δ1+ p (tk − tk−1)+
δ
1+ p (tk+1 − tk)
≤ t1 + δ1+ p (t1 − t0)+
δ
1+ p (t2 − t1)+ · · · +
δ
1+ p (tk+1 − tk)
≤ η + δ
1+ p η +
(
δ
1+ p
)2
η + · · · +
(
δ
1+ p
)k+1
η
=
1−
(
δ
1+p
)k+2
1− δ1+p
η
<
η
1− δ1+p
= t??.
In view of (3.11) and (3.13), estimate (3.16) holds if
`
(
δ
1+ p
)k p
ηp + δ `0
1−
(
δ
1+p
)k+1
1− δ1+p
η

p
≤ δ (3.17)
or
`
(
δ
1+ p
)(k−1) p
+ `0 (1+ p)
(
1+ δ
1+ p + · · · +
(
δ
1+ p
)k)p
ηp − (1+ p) ≤ 0. (3.18)
Estimate (3.18) motivates us to introduce recurrent functions fk (k ≥ 1) for s = δ1+p :
fk(s) =
(
` s(k−1) p + (1+ p) `0 (1+ s+ · · · + sk)p
)
ηp − (1+ p). (3.19)
We need a relationship between two consecutive fk:
fk+1(s) =
(
` sk p + (1+ p) `0 (1+ s+ · · · + sk+1)p
)
ηp − (1+ p)
= ` s(k−1) p ηp − ` s(k−1) p ηp
+ (1+ p) `0 (1+ s+ · · · + sk)p ηp − (1+ p) `0 (1+ s+ · · · + sk)p ηp
+ ` sk p ηp + (1+ p) `0 (1+ s+ · · · + sk+1)p ηp − (1+ p)
= fk(s)+ gk(s) ηp. (3.20)
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We shall show that functions fk have unique positive solutions sk (k ≥ 1).
Using (3.19), we get
f1(0) = (`+ (1+ p) `0) ηp − (1+ p) < 0,
and
fk(0) = (1+ p) `0 ηp − (1+ p) < 0,
(by (3.1)).
We can have, for sufficiently large s,
fk(s) > 0 (s > 0).
It follows from the intermediate value theorem that there exist sk > 0: fk(sk) = 0. The solutions sk
are unique, since f ′k(s) > 0 (s > 0).
Note also that s1 is given by (3.2). By hypothesis (3.8), s1 ≥ δ1. It then follows from (3.9), (3.19) and
(3.20) that
f2(s) = f1(s1)+ g1(s1) ηp = g1(s1) ηp > 0, (3.21)
which implies s2 ≤ s1.
Let us assume sm ≥ δ1,m ≤ k.
As in (3.21), we have
fk+1(sk) = fk(sk)+ gk(sk) ηp = gk(sk) ηp > 0, (3.22)
which implies sk+1 ≤ sk. Sequence {sk} is non-increasing and bounded below by zero, and hence it
converges to some s∞. In view of (3.17), s∞ is the solution of the equation
f∞(s) = `0
(
η
1− s
)p
− 1 = 0, (3.23)
which is given by (3.5). We must also show sk+1 ≥ δ1. But this follows from (3.7) and sk+1 ≥ s∞. That
completes the induction for (3.13), (3.15) and (3.16).
Finally, note that sequence {tn} (n ≥ 0) is non-decreasing, and bounded above by t??, and hence it
converges to some t? satisfying (3.12).
That completes the proof of Lemma 3.1. 
Remark 3.2. (a) In view of estimate (3.17), hypotheses of Lemma 3.1 can be replaced by:
There exists δ satisfying
δ0 ≤ δ < 1+ p, (3.24)
and (
`
δp−1
(1+ p)p + `0
1+ p
1+ p− δ
)
ηp ≤ 1. (3.25)
(b) We will see later (Section 3) that delicate condition (3.9) is satisfied. This condition can also hold
if
gn(s) ≥ g1(s), (n > 1), (s > δ1) (see, (3.22)).
We can show the main semilocal convergence theorem for Newton’s method (1.2):
Theorem 3.3. Let F : D ⊆ X −→ Y be a Fréchet-differentiable operator.
Assume:
There exist a point x0 ∈ D and parameters η > 0, `0 > 0, ` > 0, p ∈ (0, 1], R > 0, such that:
conditions (2.1), (2.2) and (2.4), hypotheses of Lemma 3.1 hold, and
U(x0, t?) ⊆ U(x0, R). (3.26)
Then, {xn} (n ≥ 0) generated by Newton’s method (1.2) is well defined, remains in U(x0, t?) for all n ≥ 0
and converges to a unique solution x? ∈ U(x0, t?) of equation F(x) = 0.
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Moreover, the following estimates bounds hold for all n ≥ 0:
‖xn+2 − xn+1‖ ≤ ` ‖xn+1 − xn‖
1+p
(1+ p) [1− `0 ‖xn+1 − x0‖p] ≤ tn+2 − tn+1, (3.27)
and
‖xn − x?‖ ≤ t? − tn, (3.28)
where iteration {tn} (n ≥ 0) and point t? are given in Lemma 3.1.
Furthermore, if there exists R > t? such that
R0 ≤ R, (3.29)
and
`0
∫ 1
0
[θ t? + (1− θ)R]p dθ ≤ 1, (3.30)
the solution x? is unique in U(x0, R0).
Proof. We shall prove:
‖xk+1 − xk‖ ≤ tk+1 − tk, (3.31)
and
U(xk+1, t? − tk+1) ⊆ U(xk, t? − tk) (3.32)
hold for all n ≥ 0.
For every z ∈ U(x1, t? − t1)
‖z − x0‖ ≤ ‖z − x1‖ + ‖x1 − x0‖ ≤ t? − t1 + t1 = t? − t0
implies z ∈ U(x0, t? − t0). Since also
‖x1 − x0‖ = ‖F ′(x0)−1F(x0)‖ ≤ η = t1,
(3.31) and (3.32) hold for n = 0. Given they hold for n = 0, 1, . . . , k, then
‖xk+1 − x0‖ ≤
k+1∑
i=1
‖xi − xi−1‖ ≤
k+1∑
i=1
(ti − ti−1) = tk+1 − t0 = tk+1 (3.33)
and
‖xk + θ (xk+1 − xk)− x0‖ ≤ tk + θ (tk+1 − tk) < t?, θ ∈ [0, 1]. (3.34)
Using (1.2) we obtain the approximation
F(xk+1) = F(xk+1)− F(xk)− F ′(xk)(xk+1 − xk)
=
∫ 1
0
[F ′(xk + θ (xk+1 − xk))− F ′(xk)] (xk+1 − xk) dθ (3.35)
and by (2.2)
‖F ′(x0)−1 F(xk+1)‖ ≤
∫ 1
0
‖F ′(x0)−1 [F ′(xk + θ (xk+1 − xk))− F ′(xk)]‖ dθ ‖xk+1 − xk‖
≤ `
1+ p ‖xk+1 − xk‖
1+p. (3.36)
By (2.1), the estimate
‖F ′(x0)−1 [F ′(xk+1)− F ′(x0)]‖ ≤ `0 ‖xk+1 − x0‖p ≤ `0 tpk+1 < 1
538 I.K. Argyros, S. Hilout / Journal of Complexity 25 (2009) 530–543
and the Banach lemma on invertible operators [1,4,9], F ′(xk+1)−1 exists, and
‖F ′(x0) F ′(xk+1)−1‖ ≤ 11− `0 ‖xk+1 − x0‖p ≤
1
1− `0 tpk+1
. (3.37)
Therefore, by (1.2), (3.10), (3.36) and (3.37) we obtain in turn
‖xk+2 − xk+1‖ = ‖F ′(xk+1)−1 F(xk+1)‖
≤ ‖F ′(xk+1)−1 F ′(x0)‖ ‖F ′(x0)−1 F(xk+1)‖
≤ ` ‖xk+1 − xk‖
1+p
(1+ p) [1− `0 ‖xk+1 − x0‖p]
≤ ` (tk+1 − tk)
1+p
(1+ p) [1− `0 tpk+1]
= tk+2 − tk+1. (3.38)
Thus for every z ∈ U(xk+2, t? − tk+2)we have
‖z − xk+1‖ ≤ ‖z − xk+2‖ + ‖xk+2 − xk+2‖ ≤ t? − tk+2 + tk+2 − tk+2 = t? − tk+1.
That is
z ∈ U(xk+1, t? − tk+1). (3.39)
Estimates (3.38) and (3.39) imply that (3.31) and (3.32) hold for n = k+ 1. By induction the proof of
(3.31) and (3.32) is completed.
Lemma 3.1 implies that {tn} (n ≥ 0) is a Cauchy sequence. From (3.31) and (3.32) {xn} (n ≥ 0)
becomes a Cauchy sequence too, and hence it converges to some x? ∈ U(x0, t?) (since U(x0, t?) is a
closed set), so (3.28) holds.
The combination of (3.38) and (3.39) yields F(x?) = 0. Finally to show uniqueness let y? be a
solution of equation F(x) = 0 in U(x0, R). It follows from (2.1), the estimate
‖F ′(x0)−1
∫ 1
0
[F ′(y? + θ (x? − y?))− F ′(x0)]‖ dθ
≤ `0
∫ 1
0
‖y? + θ (x? − y?)− x0‖p dθ
≤ `0
∫ 1
0
[θ ‖x? − x0‖ + (1− θ) ‖y? − x0‖]p dθ
< `0
∫ 1
0
[θ t? + (1− θ) R0]p dθ ≤ 1 (by (3.30)), (3.40)
and the Banach lemma on invertible operators that linear operator
L =
∫ 1
0
F ′(y? + θ (x? − y?)) dθ (3.41)
is invertible.
Using the identity
0 = F(y?)− F(x?) = L(x? − y?), (3.42)
we deduce x? = y?. To show uniqueness in U(x0, t?) as in (3.40) we get
‖F ′(x0)−1 (L− F ′(x0))‖ ≤ `01+ p (t
?)1+p < 1 (by Lemma 3.1),
which implies again x? = y?.
That completes the proof of Theorem 3.3. 
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Remark 3.4. In the result that follows we show that our error bounds on the distances involved are
finer than and the location of the solution x? at least as precise as for earlier results using (3.10) for
` = `0. Denote by {rn} such a sequence [1–4,6–8,5,9–12].
Proposition 3.5. Under hypotheses of Theorem 3.3 and (2.23), with `0 < `, the following error bounds
hold:
r0 = t0 = 0, r1 = t1 = η,
tn+1 < rn+1 (n ≥ 1), (3.43)
tn+1 − tn < rn+1 − rn (n ≥ 1), (3.44)
t? − tn ≤ r? − rn (n ≥ 0), (3.45)
and
t? ≤ r?. (3.46)
Proof. Weuse induction on the integer k to show the left hand sides of (3.43) and (3.44) first. By (3.10)
we obtain
t2 − t1 = ` η
1+p
(1+ p) [1− `0 ηp] < r2 − r1
and
t2 < r2.
Assume
tk+1 < rk+1, tk+1 − tk < rk+1 − rk (k ≤ n). (3.47)
Using (3.10), and the induction hypotheses, we get
tk+2 − tk+1 = ` (tk+1 − tk)
1+p
(1+ p) [1− `0 tpk+1]
<
` (rk+1 − rk)1+p
(1+ p) [1− ` rpk+1]
≤ rk+2 − rk+1,
and
tk+2 < rk+2.
Letm ≥ 0; we can obtain
tk+m − tk < (tk+m − tk+m−1)+ (tk+m−1 − tk+m−2)+ · · · + (tk+1 − tk)
< (rk+m − rk+m−1)+ (rk+m−1 − rk+m−2)+ · · · + (rk+1 − rk)
= rk+m − rk. (3.48)
By lettingm→∞ in (3.48) we obtain (3.45). For n = 1 in (3.45), we get (3.46).
That completes the proof of Proposition 3.5. 
4. Special cases and applications
Application 4.1 (Lipschitz Case). Let p = 1. Then (3.1)–(3.8) become
(2 `0 + `) η > 2,
s1 = 2− (`+ 2 `0) η2 `0 η ,
δ1 = −`+
√
`2 + 8 `0 `
4 `0
,
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δ0 = ` η1− `0 η ,
s∞ = 1− `0 η,
fn(s) = (` sn−1 + 2 `0 (1+ s+ · · · + sn)) η − 2, (n > 1),
fn+1(s) = fn(s)+ g1(s) sn−1 η, (n ≥ 1)
and
gn(s) = g1(s) = (2 `0 s2 + ` s− `) sn−1 > 0
provided that s > δ1.
It is simple algebra to show that all hypotheses of Lemma 3.1 hold true provided that
hA = a η ≤ 12 , (4.1)
where
a = 1
8
(
`+ 4 `0 +
√
`2 + 8 ` `0
)
. (4.2)
Note that
`0 ≤ ` (4.3)
holds in general, and `
`0
can be arbitrarily large [1–4].
It then follows from (2.12), (4.1) and (4.2) that
hK ≤ 12 H⇒ hA ≤
1
2
(4.4)
but not necessarily vice versa unless if `0 = `.
Example 4.2. Define the scalar function F by F(x) = c0 x + c1 + c2 sin ec3 x, x0 = 0, where ci,
i = 1, 2, 3, are given parameters. Then it can easily be seen that for c3 large and c2 sufficiently small,
`
`0
can be arbitrarily large. That is (4.1) may be satisfied but not (2.12).
Example 4.3. LetX = Y = R, x0 = 1, U0 = {x : |x− x0| ≤ 1− β}, β ∈
[
0, 12
)
, and define function
F on U0 by
F(x) = x3 − β. (4.5)
Using hypotheses of Theorem 3.3, we get
η = 1
3
(1− β), `0 = 3− β, and ` = 2 (2− β).
The Kantorovich condition (2.12) is violated, since
4
3
(1− β) (2− β) > 1 for all β ∈
[
0,
1
2
)
.
Hence, there is no guarantee that Newton’s method (1.2) converges to x? = 3√β , starting at x0 = 1.
However, our condition (4.1) is true for all β ∈ I =
[
.450339002, 12
)
. Hence, the conclusions of
our Theorem 3.3 can be applied to solve Eq. (4.5) for all β ∈ I .
Example 4.4. LetX = Y = C[0, 1] be the space of real-valued continuous functions defined on the
interval [0, 1]with norm
‖x‖ = max
0≤s≤1
|x(s)|.
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Let θ ∈ [0, 1] be a given parameter. Consider the ‘‘Cubic’’ integral equation
u(s) = u3(s)+ λ u(s)
∫ 1
0
q(s, t) u(t) dt + y(s)− θ. (4.6)
Here the kernel q(s, t) is a continuous function of two variables defined on [0, 1] × [0, 1]; the
parameter λ is a real number called the ‘‘albedo’’ for scattering; y(s) is a given continuous function
defined on [0, 1] and x(s) is the unknown function sought in C[0, 1]. Equations of the form (4.6) arise
in the kinetic theory of gases [4,6]. For simplicity, we choose u0(s) = y(s) = 1, and q(s, t) = ss+t , for
all s ∈ [0, 1], and t ∈ [0, 1], with s+ t 6= 0. If we letD = U(u0, 1− θ), and define the operator F on
D by
F(x)(s) = x3(s)− x(s)+ λ x(s)
∫ 1
0
q(s, t) x(t) dt + y(s)− θ, (4.7)
for all s ∈ [0, 1], then every zero of F satisfies Eq. (4.6). We have the estimates
max
0≤s≤1
∣∣∣∣∫ ss+ t dt
∣∣∣∣ = ln 2.
Therefore, if we set ξ = ‖F ′(u0)−1‖, then it follows from hypotheses of Theorem 3.3 that
η = ξ (|λ| ln 2+ 1− θ),
` = 2 ξ (|λ| ln 2+ 3 (2− θ)) and `0 = ξ (2 |λ| ln 2+ 3 (3− θ)).
It follows from Theorem3.3 that if condition (4.1) holds, then problem (4.6) has a unique solution near
u0. This assumption is weaker than the one given before using the Newton–Kantorovich hypothesis
(2.12).
Note also that `0 < ` for all θ ∈ [0, 1].
Example 4.5. Consider the following nonlinear boundary value problem [4]:{
u′′ = −u3 − γ u2
u(0) = 0, u(1) = 1.
It is well known that this problem can be formulated as the integral equation
u(s) = s+
∫ 1
0
Q (s, t) (u3(t)+ γ u2(t)) dt (4.8)
where Q is the Green function
Q (s, t) =
{
t (1− s), t ≤ s
s (1− t), s < t.
We observe that
max
0≤s≤1
∫ 1
0
|Q (s, t)| = 1
8
.
LetX = Y = C[0, 1], with norm
‖x‖ = max
0≤s≤1
|x(s)|.
Then problem (4.8) is in the form (1.1), where F : D −→ Y is defined as
[F(x)] (s) = x(s)− s−
∫ 1
0
Q (s, t) (x3(t)+ γ x2(t))dt.
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It is easy to verify that the Fréchet derivative of F is defined in the form
[F ′(x)v] (s) = v(s)−
∫ 1
0
Q (s, t) (3 x2(t)+ 2 γ x(t)) v(t)dt.
If we set u0(s) = s, and D = U(u0, R), then since ‖u0‖ = 1, it is easy to verify that U(u0, R) ⊂
U(0, R+ 1). It follows that 2 γ < 5; then
‖I − F ′(u0)‖ ≤ 3 ‖u0‖
2 + 2 γ ‖u0‖
8
= 3+ 2 γ
8
,
‖F ′(u0)−1‖ ≤ 1
1− 3+2 γ8
= 8
5− 2 γ ,
‖F(u0)‖ ≤ ‖u0‖
3 + γ ‖u0‖2
8
= 1+ γ
8
,
‖F(u0)−1 F(u0)‖ ≤ 1+ γ5− 2 γ .
On the other hand, for x, y ∈ D , we have
[(F ′(x)− F ′(y))v] (s) = −
∫ 1
0
Q (s, t) (3 x2(t)− 3 y2(t)+ 2 γ (x(t)− y(t))) v(t)dt.
Consequently
‖F ′(x)− F ′(y)‖ ≤ ‖x− y‖ (2 γ + 3 (‖x‖ + ‖y‖))
8
≤ ‖x− y‖ (2 γ + 6 R+ 6 ‖u0‖)
8
= γ + 6 R+ 3
4
‖x− y‖,
‖F ′(x)− F ′(u0)‖ ≤ ‖x− u0‖ (2 γ + 3 (‖x‖ + ‖u0‖))8
≤ ‖x− u0‖ (2 γ + 3 R+ 6 ‖u0‖)
8
= 2 γ + 3 R+ 6
8
‖x− u0‖.
Therefore, conditions of Theorem 3.3 hold with
η = 1+ γ
5− 2 γ , ` =
γ + 6 R+ 3
4
, `0 = 2 γ + 3 R+ 68 .
Note also that `0 < `.
Conclusion
We introduced recurrent polynomials, and also used a combination of Hölder and center-Hölder
conditions, instead of only Hölder or Lipschitz conditions [1–4,7,8,5,9–12], for studying a semilocal
convergence analysis for Newton’s method in a Banach space.
This analysis has the following advantages over the works in [1–4,7,8,5,9–12]:
(a) weaker sufficient convergence conditions in some interesting cases (e.g., when p = 1);
(b) larger convergence domain;
(c) finer majorizing sequences;
(d) at least as precise information on the location of the solution.
Note that these advantages are obtained under the same computational cost as in [1–4,7,8,5,9–12],
since in practice the computation of the Hölder constant ` requires the computation of `0.
Numerical examples further validating the results are also provided in this study.
I.K. Argyros, S. Hilout / Journal of Complexity 25 (2009) 530–543 543
References
[1] J. Appell, E. De Pascale, J.V. Lysenko, P.P. Zabrejko, New results on Newton–Kantorovich approximations with applications
to nonlinear integral equations, Numer. Funct. Anal. Optim. 18 (1997) 1–17.
[2] I.K. Argyros, The theory and application of abstract polynomial equations, in: Mathematics Series, St. Lucie/CRC/Lewis
Publ., Boca Raton, Florida, USA, 1998.
[3] I.K. Argyros, Concerning the ‘‘terra incognita’’ between convergence regions of two Newton methods, Nonlinear Anal. 62
(2005) 179–194.
[4] I.K. Argyros, Convergence and Applications of Newton-Type Iterations, Springer-Verlag Publ., New York, 2008.
[5] E. De Pascale, P.P. Zabrejko, Convergence of the Newton–Kantorovich method under Vertgeim conditions: A new
improvement, Z. Anal. Anwendvugen 17 (1998) 271–280.
[6] S. Chandrasekhar, Radiative Transfer, Dover Publ., New York, 1960.
[7] F. Cianciaruso, E. De Pascale, Newton–Kantorovich approximations when the derivative is Hölderian: Old and new results,
Numer. Funct. Anal. Optim. 24 (2003) 713–723.
[8] N.T. Demidovich, P.P. Zabrejko, Ju.V. Lysenko, Some remarks on the Newton–Kantorovich method for nonlinear equations
with Hölder continuous linearizations, Izv. Akad. Nauk Belorus 3 (1993) 22–26. (in Russian).
[9] L.V. Kantorovich, G.P. Akilov, Functional Analysis, Pergamon Press, Oxford, 1982.
[10] J.V. Lysenko, Conditions for the convergence of the Newton–Kantorovich method for nonlinear equations with Hölder
linearizations, Dokl. Akad. Nauk BSSR 38 (1994) 20–24. (in Russian).
[11] B.A. Vertgeim, On conditions for the applicability of Newton’s method, (Russian), Dokl. Akad. Nauk., SSSR 110 (1956)
719–722.
[12] B.A. Vertgeim, On somemethods for the approximate solution of nonlinear functional equations in Banach spaces, Uspekhi
Mat. Nauk 12 (1957) 166–169. (in Russian); English transl.:; Amer. Math. Soc. Transl. 16 (1960) 378–382.
