In this paper we consider the transmission eigenvalue problem for Maxwell's equations corresponding to non-magnetic inhomogeneities with contrast in electric permittivity that has fixed sign (only) in a neighborhood of the boundary. We study this problem in the framework of semiclassical analysis and relate the transmission eigenvalues to the spectrum of a Hilbert-Schmidt operator. Under the additional assumption that the contrast is constant in a neighborhood of the boundary, we prove that the set of transmission eigenvalues is discrete, infinite and without finite accumulation points. A notion of generalized eigenfunctions is introduced and a denseness result is obtained in an appropriate solution space.
Introduction
The transmission eigenvalue problem is related to the scattering problem for an inhomogeneous media. In the current paper the underlying scattering problem is the scattering of electromagnetic waves by a non-magnetic material of bounded support D situated in homogenous background, which in terms of the electric field reads:
where E i is the incident electric field, E s is the scattered electric field, E is the total electric field, n(x) is the index of refraction, k is the wave number and the Silver-Müller radiation condition is satisfied uniformly with respect tox = x/r, r = |x|. The difference n − 1 is refereed to as the contrast in the media. In scattering theory, transmission eigenvalues can be seen as the extension of the notion of resonant frequencies for impenetrable objects to the case of penetrable media. The transmission eigenvalue problem is related to non-scattering incident fields [5, 6, 15] . Indeed, if E i is such that E s = 0 then E| D and E 0 = E i | D satisfy the following homogenous problem
with Γ := ∂D and ν the inward unit normal vector on Γ, which is referred to as the transmission eigenvalue problem. If the above problem has a non trivial solution then k is called a transmission eigenvalue. Conversely, if the above equations have a nontrivial solution E and E 0 , and E 0 can be extended outside D as a solution to curl curl E 0 − k 2 E 0 = 0 in R 3 , then if this extended E 0 is considered as the incident field the corresponding scattered field is E s = 0. In this case, the associated transmission eigenvalues are referred to as non scattering frequencies. Let us mention that the latter notion is much more restrictive and it is for instance proven that non scattering frequencies do not exist in special cases of geometries [4] . The notion of transmission eigenvalues is relevant to inverse (spectral) problems as it is shown that these frequencies can be determined from time-dependent measurements of scattered waves [11, 25] .
The transmission eigenvalue problem is a non-selfadjoint eigenvalue problem that is not covered by the standard theory of eigenvalue problems for elliptic equations. For an introduction we refer to the survey paper [9] and the Special Issue of Inverse Problems on Transmission Eigenvalues, Volume 29, Number 10, October 2013 [10] . The discreteness and existence of real transmission eigenvalues is well understood under the assumption that the contrast does not change sign in all of D [7] . Recently, regarding the transmission eigenvalue problem for the Helmholtz equation, several papers have appeared that address both the question of discreteness and existence of transmission eigenvalues in the complex plane assuming that the contrast is of one sign only in a neighborhood of the boundary ∂D [17, 23, 24, 29, 32] . The Weyl asymptotic and distribution of transmission eigenvalues are studied in [18, 27, 30, 33] .
The picture is not the same for the transmission eigenvalue problem for the Maxwell's equations. The transmission eigenvalues for Maxwell's equations is important in application [19] . Some results in this direction are the proof of discreteness of transmission eigenvalues in [12, 13] where the magnetic and electric permittivity doesn't change sign near the boundary. It is known [7, 8, 16, 22] that, if Re(n − I) has one sign in D the transmission eigenvalues form at most a discrete set without finite accumulation point, and if in addition Im(n) = 0, there exists an infinite set of real transmission eigenvalues. The existence of transmission eigenvalues for Maxwell's equations for which the electric permittivity changes sign is an open problem. The aim of this work to study the existence of transmission eigenvalues in the complex plane under the assumption that the electric permittivity is constant near the boundary. Although the index of refraction may be a complex valued function, our analysis does not cover the case with absorption where the imaginary part of n is proportional to 1/k. For the case with absorption, some non-linear eigenvalue techniques would be more relevant [14, 20, 31] . We also remark that, similarly to the scalar case in [29] , our analysis does not yield information on the existence of real transmission eigenvalues. Now we give an outline of this article with main results.
In section 2 we give an appropriate formulation of the transmission eigenvalue problem and relate transmission eigenvalues to the eigenvalues of an unbounded linear operator B λ .
This motivates us to derive desired regularity results in Section 3 that are needed to show the invertibility of B λ and prove the main theorem. The derivation of these results mainly uses the semi-classical pseudo-differential calculus introduced in [29] for the scalar case with appropriate adaptations to Maxwell's system. The assumption that the electric permittivity is constant near the boundary considerably eases the technicality of this section and allows us to use results from the scalar problem that are summarized in the Appendix. The main technical difficulty related to non constant electric permittivity is that the divergence free condition is different for E and E 0 near the boundary. One therefore cannot impose a "simple" control of the divergence of the difference which is needed to establish regularity results.
Using the regularity results obtained in Section 3, we show that B λ has a bounded inverse for certain λ in Section 4.
Section 5 is dedicated to proving the main results on transmission eigenvalues following the approach in [29] which is based on Agmon's theory for the spectrum of non self-adjoint PDE [1] . We prove for instance that the inverse B −1 λ composed with a projection operator is a Hilbert-Schmidt operator with desired growth properties for its resolvent. This allows us to prove that the set of transmission eigenvalues is discrete, infinite and without finite accumulation points. Moreover, a notion of generalized eigenfunctions is introduced and a denseness result is obtained in an appropriate solution space.
Formulation of the transmission eigenvalue problem
Throughout this article we denote m := n − 1 and shall make the following assumption on the index of refraction n.
Assumption 1
We assume the existence of a neighborhood N of Γ such that n is constant in N and that this constant is different from 1 (which means that m is constant and different from zero in N).
In the following D ⊂ R 3 denotes a bounded open and connected region with C ∞ -smooth boundary ∂D := Γ and ν denotes the inward unit normal vector on Γ (see Figure 1 for an example of the geometry). We set
endowed with the graph norm and define
Following the approach in [29, 32] for the scalar case, we rewrite the transmission eigenvalue problem in an equivalent form in terms of u :
Definition 2 Normalized non-trivial solutions u ∈ H 0 (curl 2 , D) and v ∈ L(curl 2 , D) to equations (5)-(6) are called transmission eigenvectors corresponding to k.
Function spaces for the transmission eigenvectors
To study the PDEs (5)- (6) and formulate the transmission eigenvalue problem, we first investigate the function spaces that transmission eigenvectors u and v belong to. This is the motivation of the next lemma. Figure 1 : Example of the geometry of the problem Proof. Taking the divergence of (6) implies div v = 0 and therefore div v ∈ H 1 (D). Taking the divergence of equation (5) yields
Lemma 1 Assume that assumption 1 holds and u
Since ∇m has compact support in D and v satisfies a vectorial Helmholtz equation in D, then standard regularity results give
). Hence, using again (7), div u ∈ H 1 (D) and we have proved the lemma.
We now define the following spaces:
and
Relating the transmission eigenvalues to the spectrum of an operator
Having studied the function spaces that transmission eigenvectors belong to, we are ready to introduce an operator which plays an important role in our analysis. We introduce the operator
and λ ∈ C is a fixed parameter (we will choose λ later). We can now relate the transmission eigenvalue with the eigenvalues of B λ . In fact, one observes that k is a transmission eigenvalue if and only if k 2 − λ is an eigenvalue of B λ (this also explains the motivation to define the operator B λ ).
To study the invertibility of the operator B λ , we first investigate the range of B λ .
Proof. Noting that v ∈ V and curl 2 = ∇div − ∆, we have that
Since ∇m has compact support in D, standard elliptic regularity results yield
. This proves our lemma.
Regularity results for transmission eigenvectors
As is seen from Section 2, the analysis of transmission eigenvalues will be obtained from the analysis of the spectrum of the operator B λ or more precisely of its inverse R λ . To show the existence of R λ for well chosen λ, we need certain regularity results and this is the purpose of this section. Moreover, the regularity results in this section (in particular Theorem 2) is important to apply the spectral theory of Hilbert-Schmidt operator in section 5. The reader may proceed to read section 4 and section 5 by assuming Theorem 1 and 2 and come back to the technical details in this section after that.
In this section we will derive a detailed study of equations (8)- (9) . Roughly speaking we will show that, for appropriate λ the solutions u and v are bounded by f and g in appropriate norms. The idea is based on applying the semiclassical pseudo-differential calculus used in [29] for the scalar problem. The analysis for Maxwell's equations requires non trivial adaptations since the normal component of the trace of u does not necessarily vanish, the curl curl operator is not strongly elliptic and the compact embedding for Maxwell's equations are more complicated. Restricting ourselves to the case m is constant near the boundary simplifies the analysis since one can first derive a semiclassical estimate for the normal component of the trace of v. This allows us to then derive estimates for u and v. In order to write the equation for the normal trace of v and apply the analysis in [29] we first need to rewrite (8)-(9) as a problem in R 3 .
Extending solutions to R

3
To begin with, we introduce a tubular neighborhood D ǫ of Γ, where
We define Γ s = {x : x = y + sν(y), y ∈ Γ} .
The boundary Γ corresponds to Γ s with s = 0.
To deal with the boundary conditions on Γ, we follow the idea in [29] and extend the transmission eigenvectors by 0 outside D. To begin with, let us introduce
Lemma 3 Assume (f, g) = B λ (u, v) as defined by equations (8) and (9) . Then u and v satisfy the following
where γu :
Here δ s=0 is the delta distribution on Γ and D s is the normal derivative.
Proof. From ∆ in geodesic coordinates (c.f. [29] and [26] ), we have that
where H is a smooth function on Γ (see Appendix). From curl 2 = ∇div − ∆ we are able to rewrite the equations (8)-(9) as follows
We now use the fact that (c.f. [26] )
with the same equations hold for v. Using above two equations to simplify equations (12)- (13) we get
We now use (c.f. [26] )
Then u T = 0 and (curl u) T = 0 yields
and therefore we get (10) . From equation (9) −λdiv v = div g.
This yields equation (11).
The following lemma is important in our analysis as it allows us in subsection 3.2 to derive an estimate only involving v N .
as defined by equations (8) and (9) . Then
In particular for λ = h −2 µ where h > 0 and µ = 0 ∈ C, we have
Proof. Equation (8) yields
Then we can prove the lemma.
A first regularity result
We prove in this subsection a first explicit continuity result for
for certain large values of λ. We refer to the Appendix for notations related to pseudodifferential calculus and some key results from [29] . Readers may need to read the Appendix first to be able to understand the proof.
Throughout this section, we let h := and µ := h 2 λ. Multiplying equations (10) and (11) by
Based on these two equations, we will derive the desired regularity results.
Before digging into the technical estimates, we first explain the ideas and what we are doing in each Lemma and Theorem. The general idea is to get first an estimate for v N and u N . This will allow us to derive estimates for v and J(v T ) and consequently estimates for v and u.
More specifically, it will be seen in Theorem 1 that the estimates of u and v stems from the estimates of v N in H sc (Γ) we will need to get an estimate for g 5 in H 3 2 sc (Γ) as is seen from (29) . The estimate for g 5 is obtained by establishing an equation for u N that allows us to control the H 3 2 sc (Γ) norm of this boundary term. This is the first main additional technical difference between the scalar problem treated in [29] and the present one. For the scalar case this step in not needed since the solution has vanishing traces on the boundary. Therefore, Lemma 5, Lemma 6, Lemma 7 and Lemma 8 serve to derive the desired estimate for u N in H 3 2 sc (Γ). In Lemma 8, we derive an estimate for u N that only involves v, f and g. This will serve to obtain an estimate for v in Theorem 1. The estimate of u N in H sc (Γ). This is the motivation of Lemma 7: an a priori estimate on v N independent of u. To fullfill this, we derive an a priori estimate for v N (involving u) in Lemma 6 and an a priori estimate on u involving v N in Lemma 5 (such that we can eliminate u in Lemma 7). Now we begin with the following lemma.
Lemma 5 Assume that assumption 1 holds. Assume in addition that |ξ|
Proof. From the Appendix, Q is a parametrix of −h 2 ∆ − µ(1 + m), then applying Q to equation (15) 
where K −M denotes a semiclassical pseudo-differential operator of order −M with M positive and sufficiently large. From equation (18), estimate (66) and Lemma 13
Then a direct calculation (see the Calculation subsection 3.3) yields the lemma.
Lemma 6 Assume that assumption 1 holds. Assume in addition that |ξ| 2 − µ = 0 , |ξ| 2 − (1 + m)µ = 0 for any ξ and x ∈ D and R 0 (x, ξ ′ ) − 1+m 2+m µ = 0 for any ξ ′ and x ∈ Γ. Then for sufficiently small h
Proof. The idea is to derive an equation for v N , which we will do in Steps 1, 2, and 3. In
Step 4, we then derive an a priori estimate for v N .
Step 1 :
Taking the traces on the boundary Γ and a direct calculation (see the Calculation subsection 3.3) yields
where we denote the right hand side as g 1 .
Step 2. Relating u N to v N .
Using a similar argument as in Step 1 (see the Calculation subsection 3.3) yields
Step 3. Derive an equation for v N .
From equation (14) 
Then, combining this with equations (22) and (23) 
Hence
Step 4. Getting an a priori estimate for v N .
From equations (63) and (64) we have
for any ξ ′ and x ∈ Γ. Then there exists a parametrix of (m+2)R 0 −(1+m)µ and consequently
A direct calculation (see the Calculation subsection 3.3) yields the lemma. Now Lemma 5 and Lemma 6 now yield the following.
Lemma 7 Assume that assumption 1 holds. Assume in addition that |ξ| 2 − µ = 0 , |ξ| 2 − (1 + m)µ = 0 for any ξ and x ∈ D, and R 0 (x, ξ ′ ) − 1+m 2+m µ = 0 for any ξ ′ and x ∈ Γ. Then for sufficiently small h
. (25) and
Proof. The assumptions in Lemma 5 and Lemma 6 are satisfied. Therefore we substitue estimates (17) and (36) into estimate (20) to get
sc (Γ), for h small enough we get estimate (25). Inequality (17) then yields estimate (26) . This proves the lemma.
Lemma 8
Proof. From equation (23) we have
Applying λ 2 − λ 1 to both sides and combining this with equation (22) yields
Since λ 2 = 0, for small enough h we have that
.
Now we are ready to prove the main theorem.
Theorem 1 Assume that assumption 1 holds. Assume in addition that |ξ| 2 − µ = 0 , |ξ| 2 − (1 + m)µ = 0 for any ξ and x ∈ D and R 0 (x, ξ ′ ) − 1+m 2+m µ = 0 for any ξ ′ and x ∈ Γ. Then for sufficiently small h
Proof. From (39) we have that
From (40) we have that
Combining the above with equation (28) yields
As in [29] , the symbol
is not zero and we can apply its parametrix to the above equation. Then
Estimates (28) and (47) yields
A direct calculation (see the Calculation subsection 3.3) yields for small enough h
Notice that v satisfies equation (21) . Then applying estimates (66) and (31) gives
From equation (18) we have that
From estimates (44) (27) (31) and (32) we have
This completes the proof.
Calculation
In this subsection, we will show the necessary calculations for subsection 3.2.
Calculation for Lemma 5
Taking the divergence of equation (8) and noticing that λ = µh −2 yields
Since ∇m has compact support in D and |ξ| 2 − µ = 0, estimate (67) yields
Since div (−λdiv v) = div g, we have that
Substituting (35) (with s=0) into (34) yields
Notice that since
From equation (14) and estimate (37) we have that
Plugging estimates (36) and (38) into (19) yields for h small enough
Calculation for Lemma 6
Calculation for Step 1
Taking the traces on the boundary Γ and using equations (68)-(69) we have
where γ is the trace operator on Γ. Taking the normal component yields
)] are pseudo-differential operators in hop h S −2 and hop h S −1 respectively, then
Applying op(ρ 2 − ρ 1 ) to both sides yields equation (22) .
Calculation for Step 2
Substituting equation (21) into equation (18) yields
Taking the traces on Γ and using equations (70) (71) yields
Taking the normal component and noticing that
yields equation (23). Calculation for Step 4
Applying estimates (65) and (72) gives
f N , and therefore
Applying estimates (65) and (72) yield
Since v N and −νdiv h Γ v T are the normal components of v and J(v T ) respectively, then
Then estimates (37) (41) and (42) yield for small enough that
Calculation for Lemma 8
From inequalities (65) and (72) one get
. (43) This motivates us to derive an estimate for |γ N Q∇ h div u| . Since ∇m has compact support in D, then estimate (67) yields
From equation (33) and estimate (35) (with s=1) we have that for small h
From Lemma 13 and estimate (72) we have
Combined with (44), this inequality gives
Substituting estimates (26) and (45) into (43) yields
Combining estimates (42) (25) and (46) implies that
Calculation for Theorem 1
Combining estimates (26) (27) (45) and (47) yields
Combining estimates (30) and (49) yields
Then for small enough h we have estimate (31).
A Second Regularity Result
In this section we study the regularity under the restriction that div ((1 + m) f) = 0 and div g = 0. The reason to consider this case is to obtain a regularizing effect of the operator R z . In particular, from equation (33), we see that div u has the same regularity as div ((1 + m)f) (with a similar situation for v) and therefore the regularizing effect does not hold in general.
On the other hand, if the right hand side of equation (33) vanishes, then the regularity of div u is controlled by u and ∇m · v. This allows us to obtain the desired regularity of u.
Theorem 2 Assume that the hypothesis of Theorem 1 hold.
Then Theorem 1 yields
3. (Similarly to Lemma 8) A priori estimate for u N .
From Lemma 8 of Section 3.2
Then for small enough h
As in estimate (43), we need to estimate |γ N Q∇ h div u| 
Using estimate (51) and Theorem 1, direct calculations yield
From Theorem 1 and estimate (50) we now have that
4. New a priori estimates for v and u.
As in Section 3.2, we have the following equation for v:
Then, using estimate (52), we obtain
Then
Since ∇m has compact support in D and div ((1 + m)f) = 0, then from equation (33) we have that
Combining this inequality with (52) and (53) yields for small enough h that
We finally arrive at the following estimates
5.
We use a bootstrap argument to prove the results of the theorem by repeating the above arguments line by line.
The inverse of B z
In this section we will show that B z has a bounded inverse for some z with sufficiently large |z|. We begin with the following. For a complex number z = |z|e iθ , θ ∈ [0, 2π[ we define arg z := θ. Now we define
Before we prove the main results in this section, we first make a connection between the set C(m) and the assumptions made in Theorem 1. Proof. Assume on the contrary that there exists ξ ∈ R d such that
This implies θ = arg µ ∈ C(m) ∪ {0} ∪ {arg
; x ∈ Γ}. This contradicts the assumption. Hence we have proved the lemma. Now we are ready to prove the following. ; x ∈ Γ} = [0, 2π[. Then there exists z with sufficiently large |z| > 0 such that B z has a bounded inverse R z :
; x ∈ Γ} = [0, 2π[ , then from Lemma 9 there exists µ = e iθ satisfying the assumption of Theorem 1. Let h > 0 and define z := µh
From (35) (with s=1), we have that
Therefore B z is injective and has closed range in F(D) × G(D) (the latter follows from a Cauchy sequence argument).
Now we prove that B z has dense range. The argument will be divided into three steps.
Step 1 : First we show that for any (
where ·, · denotes the natural F(D) × G(D) inner product. It is sufficient to show that p d = 0 and q d = 0 to conclude the proof in this step.
and therefore the tangential traces ν × curl q d and ν × q d are well defined in H −3/2 (Γ) and H −1/2 (Γ) respectively. Since u × ν = 0 and curl u × ν = 0 on Γ, then for all v ∈ C ∞ (D) we have that
where the integrals are understood as duality products. Hence
Now we want to apply Theorem 1 (one can check that we can relax the condition curl q d ∈ L 2 (D) from the proof of Theorem 1) to (q d , p 1 ). Since z = µh −2 and µ satisfies the assumption in Theorem 1, we obtain q d = 0, p 1 = 0 which implies p d = 0, q d = 0. This proves the first part.
Step 2 : We show that for any given (p c , q
It is sufficient to show p c = 0 and q c = 0 to conclude the proof in this step. Indeed from curl and therefore q c = 0.
Step 3 : Now we are ready to prove that B z has dense range in
. By the Helmholtz decomposition (see for instance [21] 
where
The existence of (p d , p c ) is guaranteed by the strict positiveness of ℜ(1 + m). As shown above, there exists (
. Now we have proved that B z has dense range in F(D) × G(D). Since B z is injective and has closed dense range in
z is well-defined.
Main results on transmission eigenvalues
We shall state and prove here the main results of our paper on the existence of transmission eigenvalues and the completeness of associated eigenvectors. The results of this section heavily rely on the regularity results obtained in section 3. Let us first introduce the Helmholtz decomposition. The motivation for introducing Helmholtz decomposition is to get the desired compact imbedding (which will be proved to be a Hilbert-Schmidt operator) for Maxwell's equations. For any
This is guaranteed by the strict positiveness of ℜ(1 + m) (see for instance [21] ). We now define
where u d is defined by (60).
For z chosen as in Theorem 3, we now consider the operator
norm is an equivalent norm in H(D), we have from [29, Lemma 4.1] (see also [1] ) that S We shall now apply Agmon's theory on the spectrum of Hilbert-Schmidt operators in [1] to get the desired main results. More specifically we shall apply the result of the following lemma that is a direct consequence of Proposition 4.2 and the proof of Theorem 5 in [29] .
Hence we have proved the lemma.
We now have the following expression for (S z ) λ .
Lemma 12
Let λ ∈ C and assume that
From Lemma 11 and the fact that P d I = I where I is the identity operator on H(D), we have that
where for the last equality we used that
We are now in position to prove the following result on the spectral decomposition of S z .
Theorem 4 Assume that Assumption 1 holds and assume that C(m) is contained in an interval of length < π 4
. Then there are infinitely many eigenvalues of S z and the associated generalized eigenfunctions are dense in {u ∈ U(D); div ((1 + m) u) = 0} × {v ∈ V(D); div v = 0}.
Proof. We prove the theorem in two steps.
Step 1. We shall apply Lemma 10 with S = S z , H = H(D) and p = 2. Since C(m) is contained in an interval of length < π 4
, then we can choose 0 ≤ θ 1 < θ 2 < · · · < θ N < 2π such that (recall that since n is a constant on Γ, then {arg
From Lemma 9 and Theorem 3, R re iθ k is well-defined as the bounded inverse of B re iθ k . Moreover R re iθ k is uniformly bounded with respect to r because of the estimates (54), (55) and (56). Now for sufficiently large r > 0, the angle of z + re iθ k is sufficiently close to re iθ k .
Therefore R z+re iθ k is also uniformly bounded with respect to r. Hence there exist r 0 such that sup r≥r 0 R z+re iθ k ≤ c.
From Lemma 12 we have that
Now we have found directions θ j as required in Lemma 10 for which the bounded growth conditions are satisfied. Proof. First we show that for each eigenvalue µ −1 of S z we can find a transmission eigenvalue k and and non trivial solution of (5)- (6) . Indeed, suppose (u d , v) ∈ H(D) is such that
Discussion
The assumption that the refraction index n is constant near the boundary (Assumption 1) is in fact only needed in Section 3 to establish desired regularity results. The arguments of Section 4 and Section 5 are still valid for non constant n if the regularity result holds. Relaxing Assumption 1 is part of an ongoing project where we think that the (simpler) approach in [32] would be feasible.
Appendix
We introduce a small parameter h. We define D (Γ) . We denote the commutator of two semiclassical pseudodifferential operators as [·, ·]. We refer to [2] and [34] for details. By a b we mean that a ≤ Cb for some independent constant C. In particular we need the following results from [29] . Let x = (x ′ , x n ) and ξ = (ξ ′ , ξ n ) where (x, ξ) is the local coordinate in the cotangent bundle T * (Γ × (0, ǫ)) and (x ′ , ξ ′ ) is the local coordinate in the cotangent bundle T * Γ.
For the case that −h 2 ∆ − µ is elliptic with the symbol |ξ| 2 − µ = 0 for any ξ and x ∈ D, we have in the tubular neighborhood of Γ the semiclassical symbol of
where H(x) is a smooth function depending on x. We denote by where ψ is a distribution on the boundary.
In the framework of semiclassical norms, the trace formula reads 
Since χ∇ h f = 0 then This completes the proof.
