The case-control study design is popular for genetic association studies of complex human diseases. However, case-control studies may suffer from bias due to population stratification. In this paper, the authors present simple formulas that can set a limit to the havoc population stratification bias can wreak (the lower and upper bounds of the confounding rate ratio and the upper bound of the type I error rate). The authors demonstrate applications of these formulas using two examples. The formulas can help researchers make more prudent interpretations of their (potentially biased) results. bias (epidemiology); case-control studies; data interpretation, statistical; epidemiologic methods; genetics Abbreviations: CRR, confounding rate ratio; ER-a, estrogen receptor alpha; IL, interleukin.
The case-control study design is popular for genetic association studies of complex human diseases (1, 2) . However, case-control studies may suffer from bias due to population stratification, if the study is conducted in a population comprising two or more strata in which allele frequencies and disease rates differ across the strata (3, 4) . Population stratification bias may manifest itself in a genecharacterization study, causing over-or underestimation of a genotype relative risk; it may also appear in a gene-mapping study as inflation of the type I error rate, causing an excess number of false-positive findings (5) .
Unfortunately, it is not always possible to adjust for or remove population stratification bias using conventional methods of matching or stratified analysis, because the possible strata in a population are not readily identifiable. (Race and ethnicity are difficult to characterize using questionnaires, and there may be subethnicities within ethnic groups that make correct identification even more difficult. Worse, population stratification is not limited to known racial/ ethnic groups; it may simply result from incomplete admixing of populations due to subtle geographic, social, or political barriers.) Recent methods of ''genomic control'' (6-9) and ''structured association'' (10-14) may offer hope for correcting the bias. However, these methods require typing of a panel of markers across the genome, which may prove too costly for a candidate gene study.
In this paper, we present simple formulas for gauging the potential impacts of population stratification bias. We demonstrate the applications of these formulas using two examples.
POTENTIAL IMPACTS OF POPULATION STRATIFICATION BIAS
In a population composed of several strata (indexed by j), let p j denote the frequency (g j ¼ p j /(1 ÿ p j ), the frequency odds) of the susceptibility genotype, b j the background disease rate (the disease rate for persons who do not carry the susceptibility genotype), and m j the total number of subjects (or more precisely, the total person-time) in the jth stratum. Furthermore, let RR G denote the relative rate of disease for persons who carry the susceptibility genotype as compared with those who do not (we assume RR G to be constant across the strata). In this stratified population as a whole, the disease rate for persons who carry the susceptibility genotype is
and for those who do not, it is
Therefore, population stratification bias as quantified by the ''confounding rate ratio'' (CRR) is CRR ¼ biased relative rate true relative rate
where
Among all of the strata in the population, let G (G ! 1) denote the ratio of the largest frequency odds and the smallest frequency odds of the susceptibility genotype, and let B (B ! 1) denote the ratio of the largest background disease rate and the smallest background disease rate. It is easy to show mathematically that the CRR is always bounded below by L and above by U, where L ¼ (1/U) 1 and
. In a case-control study with n 1 cases and n 0 controls for a susceptibility genotype having frequency p, the type I error rate with a significance level of a is bounded above by
a noncentral chi-squared distribution with 1 degree of freedom and a noncentrality parameter
; and v 2 df¼1;1ÿa is the upper a quantile of a (central) chisquared distribution with 1 degree of freedom (see Appendix). Note that U ¼ L ¼ 1 (no bias) and A ¼ a (no inflation of the type I error rate) when either G ¼ 1 (no variation in the frequency odds of the susceptibility genotype) or B ¼ 1 (no variation in the background disease rates).
The above bounds are not intended to be close to the true magnitude of population stratification bias. Rather, they serve to accommodate the magnitude of bias for every possible population stratification scenario conceivable, under the G and B constraints. G and B themselves are to be determined in an ad hoc manner. To err on the safe side, one can overexaggerate the values of G and B (to obtain more conservative bounds for population stratification bias) on the basis of one's best (but perhaps scant) knowledge of the stratified population under study. Table 1 presents the lower and upper bounds of the CRR and the upper bounds of the type I error rate under various conditions when p ¼ 0.3 and a ¼ 0.05. When the variation in the frequency odds of the susceptibility genotype and the background disease rates is not large (G ¼ B ¼ 1.5), the bias is approximately 5 percent at most, and the inflation of the type I error is negligible even at a large sample size of n 1 ¼ n 0 ¼ 1,000. As the variation gets larger (e.g., G ¼ B ¼ 5), the bias (up to approximately 80 percent) and the inflation of the type I error rate (up to approximately 0.5, even at a small sample size of n 1 ¼ n 0 ¼ 100) becomes intolerable.
EXAMPLES
Hefler et al. (15) conducted a case-control study of interleukin (IL) gene polymorphisms and breast cancer risk. The cases (n 1 ¼ 269) and controls (n 0 ¼ 227) were Caucasian women in Germany and Austria. Hefler et al. found that the odds ratio for the interleukin-6 (IL-6) gene (ÿ174C/C and ÿ174G/C vs. ÿ174G/G) was 1.64 and was statistically significant (15) . However, could this be nothing but population stratification bias in disguise? The breast cancer rates for various countries in Europe range from approximately 33 per 100,000 to 97 per 100,000 (16) , and IL-6 genotype frequencies range from approximately 0.30 to 0.45 (17) . Thus, it is reasonable to expect that, among the potential hidden strata in Hefler et al.'s study population, B will be no more than 2.94 (i.e., 97.01/32.98) and G no more than 1.91 ð 0:45=ð1 ÿ 0:45Þ 0:30=ð1 ÿ 0:30Þ ¼ 1:91Þ. Using the formula in the preceding section, we find that the upper bound for the bias is (18) conducted a casecontrol study in southern Taiwan to examine whether estrogen receptor alpha (ER-a) polymorphisms are related to breast cancer risk. Hsiao et al. found that the frequency of a silent single nucleotide polymorphism in the ER-a gene (allele 1 of codon 10) was significantly lower among breast cancer patients (32.0 percent; n 1 ¼ 189) than among controls (40.4 percent; n 0 ¼ 177) at a ¼ 0.05 (18) . To determine whether population stratification bias could have seriously damaged this study, we first obtain the following data. The range of the allele frequencies of codon 10 is approximately 0.33-0.38 among Asian populations (19) , and the range of the age-standardized breast cancer incidence rates is approximately 34-47 per 100,000 in the northern, central, southern, and eastern parts of Taiwan and the offshore islands (20) . From these figures, we expect that B will be no more than 1.38 (i.e., 47.30/34.18) and G no more than 1.24 ð (18) is unlikely to be a false alarm due to population stratification bias.
DISCUSSION
Half a century ago, Cornfield et al. (21) also studied the potential impact of an omitted variable on a positive finding. They demonstrated that the accumulated epidemiologic findings to date on the relation of tobacco smoking to lung cancer could not be explained away by the ''constitutional hypothesis.'' At that time, the omitted variable was the yetunknown and unmeasurable (but thought to exist) ''gene.'' It is interesting to learn that in this postgenomic era, 50 years after Cornfield et al., the gene itself becomes the easy part. It is now the nonconstitutional factor (i.e., population stratification) that proves elusive.
Population stratification bias was previously studied by Wacholder et al. (22) and Wang et al. (23) (the magnitude of bias) and by Heiman et al. (24) and Gorroochurn et al. (25) (the magnitude of the false-positive rate). They used computer simulation to demonstrate the impacts of bias in many different situations, assuming that the total number of strata, as well as the population number, the frequency of the susceptibility genotype, and the background disease rate in any given stratum, were known in advance. Researchers may have difficulty applying their results, because it is often not possible to obtain such detailed knowledge of the anatomy of a stratified population in real practice. At best, investigators may make an educated guess as to what the variation of the frequency odds of the susceptibility genotype (G) and the variation of the background disease rate (B) might be among the hidden strata. By overexaggerating those two values, conservative bounds for population stratification bias can be obtained. As is demonstrated in the two examples presented above, this would help researchers make more prudent interpretations of their (potentially biased) results.
