Due to the impact of weather forecasting on global human life, and to better reflect the current trend of weather changes, it is necessary to conduct research about the prediction of precipitation and provide timely and complete precipitation information for climate prediction and early warning decisions to avoid serious meteorological disasters. For the precipitation prediction problem in the era of climate big data, we propose a new method based on deep learning. In this paper, we will apply deep belief networks in weather precipitation forecasting. Deep belief networks transform the feature representation of data in the original space into a new feature space, with semantic features to improve the predictive performance. The experimental results show, compared with other forecasting methods, the feasibility of deep belief networks in the field of weather forecasting.
Introduction
Whether it is sailing, navigation, agriculture, or travel, accurate weather forecasts are always needed. In recent years, science and technology have developed rapidly, the methods of weather data collection have become more diverse, and more and more meteorological data can be collected. It is always a challenge to improve the accuracy of traditional weather forecasting with large amounts of collected meteorological data. Information and computer technology have driven the development of massive data analysis capabilities, stimulated the interest of many research groups in using machine learning techniques for big data research, and pushed them to explore hidden correlations of weather forecasting with big data sets. Our mission is to build a powerful weather forecasting model that uses a large amount of weather data to reveal hidden data associations in the data and ultimately improve the accuracy of weather forecasts.
Precipitation forecasting is the core of the meteorological forecasting system. Improving the accuracy of precipitation prediction results is crucial to improving the forecast results of the entire meteorological forecasting system. Precipitation prediction is a complicated systematic project. The establishment of a meteorological forecasting system involves not only the collection and storage of data, such as climate, geography, and environment, but also accurate predictions based on the obtained data. This has always been a hot issue in the field of meteorological forecasting. Currently, precipitation data is collected mainly in the following three ways: Measurement of rain ganges, satellite-derived rainfall data, and radar rainfall estimation [1] . The three acquisition methods have their own advantages and disadvantages. Although the precipitation data obtained by rain ganges is accurate, it only reflects the precipitation in a small area, with poor spatial representativeness. Precipitation data from satellites and radars have a high coverage area, but the data accuracy is not very satisfactory. Therefore, the precipitation data collected by the automatic weather station is the most reliable data among the precipitation observation data. However, due to the limitation of the geographical environment and funds, the automatic weather station cannot be evenly distributed, so the observation data inevitably appear unevenly distributed in time and space. Although the accuracy of precipitation data from rain ganges is great, the data lacks continuity in time and space, and it is difficult to reflect the overall trend of regional climate change. Therefore, the existing ground weather station cannot meet the increasingly demanding accuracy requirements of today's precipitation products, and there is an urgent need for research breakthroughs.
Nowadays, how to improve the accuracy of forecasts is a hot and difficult topic in the field of forecasting. In the era of big data, how to use the large amount of weather data collected to improve the accuracy of the traditional weather forecast rate has always been a challenge of weather forecasting. Our task is to create a powerful weather forecasting model that uses a large amount of weather data to reveal hidden data associations in the weather data and eventually improve the accuracy of the weather forecast.
Related Work
For the requirement of high quality and high resolution precipitation products, the National Oceanic and Atmospheric Administration (NOAA), National Severe Storms Laboratory (NSSL), and the National Weather Service (NWS) Hydrology Development Office jointly developed the NMQ plan (The National Mosaic and Multisensor QPE Project), developed real-time quantitative precipitation estimations and introduced all kinds of high resolution (QPE) products [2, 3] . Meanwhile, the free MPing software (Version 2.0) developed is used to collect meteorological data of the public's participation in the perception, collects the meteorological information around the public's location, and transmits it to the server through the MPing software installed in smart mobile devices to assist the dual-polarization radar data.
The weather forecasting method has achieved long-term development in recent years, with a lot of scholars establishing some prediction models about precipitation forecasting, such as the ARIMA (Autoregressive Integrating Moving Average) model [4] [5] [6] [7] , Markov model [8] [9] [10] , gray theory-based prediction model [11] , and so on. These studies have contributed to the development of the precipitation forecast. However, there are some shortcomings that should be further studied. The Markov model and gray model-based forecasting model are more suitable for the exponential growth of rainfall. The prediction error of extremum is larger in the ARIMA model. Deep learning is a novel machine learning method proposed in the field of artificial intelligence in recent years. Deep learning can be an effective big data processing method by training big data, mining and capturing the deep connection between big data to improve the classification and prediction accuracy. In addition, the deep learning model training is faster, and it shows better performance than the general growth of the method with the increase of training samples. The weather forecast model based on deep learning is better equipped to overcome the shortcomings of the existing forecast methods. Due to the achievements of deep learning algorithms in various fields, more and more people have tried to use deep learning algorithms in the field of weather forecasting, and some progress has been made. Researchers have done a lot of important work in this area. For example, Hsu demonstrated the potential of identifying the structure and parameters of three-layer feed forward Artificial Neural Network models (ANN), and it provided a better representation of the rainfall-runoff relationship of the medium-size Leaf River basin near Collins, Mississippi, than the linear ARMAX (autoregressive moving average with exogenous inputs) and the conceptual SAC-SMA (Sacramento soil moisture accounting) model [12] . Liu proposed that the deep neural network (DNN) model may granulate the features of the raw weather data layer by layer to process massive volumes of Algorithms 2018, 11, 132 3 of 11 weather data [13] . Belayneh and Adamowski evaluated the effectiveness of three data-driven models, the artificial neural networks (ANNs), support vector regression (SVR), and wavelet neural networks (WN), by using the standard precipitation index for forecasting drought conditions in the Awash River Basin of Ethiopia [14] . Afshin proposed a long term rainfall forecasting model using the integrated wavelet and neuro-fuzzy long term rainfall forecasting model [15] . The other study has shown the applicability of an ensemble of artificial neural networks and learning paradigms for weather forecasting in southern Saskatchewan, Canada [16] . Valipour forecasted annual precipitation based on a non-linear autoregressive neural network (NARNN) and non-linear inputbility of an ensemble of artificial neural networks with historical precipitation data, and the results showed that the accuracy of the NARNNX (non-linear autoregressive neural network with exogenous input) was better than that of the NARNN and NIO (non-linear input-output), based on values of r [17] . Ha used DBN (Deep belief networks) to improve precipitation accuracy with the past precipitation, temperature, and parameters of the sun and moon's motion in Seoul. Their experiment proved that the DBN performed better than the MLP (Multi-Layer Perceptron) for forecasting precipitation [18] .
Under the background of meteorological big data, deep learning technology can use massive multi-source meteorological data and take sufficient observation data as training samples to ensure the accuracy of the weather forecasting model. The deep learning model can explore the inherent data relationship between meteorological elements in depth, and establish a more accurate proxy model of complex mechanism models between weather conditions and meteorological elements.
Based on the above reasons, this study proposes an effective rainfall forecasting model based on deep belief networks. The purpose of our survey is to explore the potential of deep learning technologies for weather forecasting. We will explore several deep learning models for weather forecasting, such as support vector machine (SVM), support vector machines based on particle swarm optimization (PSO-SVM), and deep belief network models (DBN). The remainder of this paper is organized as follows: In the following section an introduction to PSO-SVM and DBN are presented. In the Simulation and Discussion sections, we describe the features of the data used for predictions of precipitation, as well as the comparative results among these prediction models. The last part is the Results section of this paper, and it presents some discussions of our model and the last section states our conclusions.
Material and Methods

SVM Based on the PSO
The support vector machine with particle swarm optimization (PSO-SVM) was used to analyze and process the precipitation data in the literature [19] . SVM has many unique advantages in solving small sample, nonlinear, and high dimensional pattern recognition problems. It is given by Vapnik in 1995 [20] . An artificial neural network model based on hybrid genetic algorithm and particle swarm optimization (HGAPSO) optimization was proposed as an intelligent method for predicting natural depletion of asphaltenes [21] . SVM is a classification method based on statistical learning and Vapnik-Chervonenkis (VC) dimensional theories [22] .
The literature [19] introduced the particle swarm optimization algorithm to search the training parameters in global space to improve the accuracy of the model for precipitation prediction. A combination of the PSO algorithm and SVM model can effectively solve the parameter selection problem of the SVM algorithm. It used the PSO algorithm to optimize the parameters in the literature [19] : Initialize parameters of particle swarm optimization include the population size, maximum iteration number, and the parameters, C and g. Particle swarm optimization is adopted to search the optimal solution of particles in global space by using the cross-validation algorithm. Inputting the training data into the SVM model with the optimal parameters allows the trained PSO-SVM model to be obtained. Figure 1 is the flowchart of the PSO-SVM model. 
Deep Belief Network
Deep belief networks are developed based on multi-layer restricted Boltzmann machines (RBMs) [23] . The algorithm is composed of a multi-layer restricted Boltzmann machine (RBM) and a BP (back propagation) network. The top layer of the BP network fine-tunes the RBM layers below to improve the performance of the algorithm. The restricted Boltzmann machine is divided into two parts. The first part is a visible layer, V, which is used to receive the feature data, and the second part is a hidden layer, H, which is used as a feature detector, including abstract features of the data [24] . This is illustrated in the Figure 2 below. The study [25] showed that RBMs can be stacked and trained in a greedy manner to form socalled deep belief networks (DBN). DBNs learn to extract a deep hierarchical representation of the training data. The joint distribution between the input vector, x , and the l hidden layers, k h , is as follows:
where 0  x h , and 
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where 0  x h , and The study [25] showed that RBMs can be stacked and trained in a greedy manner to form so-called deep belief networks (DBN). DBNs learn to extract a deep hierarchical representation of the training data. The joint distribution between the input vector, x, and the l hidden layers, h k , is as follows:
where x = h 0 , and P(h l−1 , h l ) is the V-H joint distribution in the top-level. RBM P(h k−1 |h k ) is a conditional distribution for the units of the visible layer conditioned on the units of the hidden layer of the RBM at the level, k. This paper uses a fast layer learning algorithm for deep belief nets proposed by Hinton [26] . The principle of greedy layer-wise unsupervised training can be applied to DBNs with RBMs as the building blocks for each layer [25, 27] . The process is as follows:
Step 1. Train the raw input, x = h (0) , as the first RBM layer. The first layer is its visible layer.
Step 2. The hidden layer of the first RBM layer is used as the visual layer of the second RBM layer.
The output of the first layer is used as the input of the second layer. This representation can be chosen as being the samples of p(h (1) |h (0) ) or mean activations of p(h (1) = 1|h (0) ). Step 5. When the training period is reached, or this satisfies the stop condition, end the iteration.
In this paper, we focus on fine-tuning by supervised gradient descent (SGD). We use a logistic regression classifier (LRC) to classify the input vector, x, based on the output of the last hidden layer, h (l) , of the DBN. Fine-tuning is then performed via SGD of the negative log-likelihood cost function.
The program module is shown in Figure 3 .
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(2) Conversion data format
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The format of the read data is a matrix, which requires further processing. Therefore, the data set can be loaded into the shared variable, reducing the consumption of continuously copied data, and improving the efficiency of the program. At the same time, the label of the data set is converted into a one-dimensional vector to facilitate the program calculation.
(3) Establish DBN model Initialize the parameters. Set the learning rate, fiftytune_lr = 0.1, the maximum iteration number of pre-training, pretraining_epochs = 100, the learning rate of pre-training, pretrain_lr = 0.01, the maximum iteration number of training, training_epochs = 100, and the batch data size, batch_size = 10.
Algorithms 2018, 11, 132 6 of 11 (4) Pre-training model Divide the training data into several minbatches to shorten the overhead of building models. At the same time, we give an index to every minbatch. An RBM is trained on the minbatch according to the index value, and establishes the function model. Through continuous iteration, we can build function models in all minbatches, so we get a series of model functions.
(5) Fine-tuning the model Create three functions to complete the fine-tuning of the model. The three functions calculate the loss function on a batch of the training, verification, and test set. During the fine tuning, we perform random gradient descent through the MLP to find the best DBN model with the best loss value.
(6) Results and Models
We test the test data with the best DBN model and get the test results. Get the best test accuracy on the test set and the time spent in the pre-training and fine-tuning phases of the program.
Results and Discussion
Data Collection and Preprocessing
For this study, we use the one-year ground-based meteorological data from Nanjing Station (NO.
[58238]). The data sets are downloaded from the China meteorological data network, and the information of the Nanjing station is showed in Table 1 . The dataset contains atmospheric pressure, sea level pressure, wind direction, wind speed, relative humidity, and precipitation. Data is collected every three hours. As shown in Table 2 , the first line is the attributes of the original meteorological data set; PRS represents atmospheric pressure, PRS_Sea is the sea level pressure, WIN_D is the wind direction, WIN_S is the wind speed, TEM is the temperature, RHU is the relative humidity, and PRE_1h is the one hourly precipitation. 
Data Normalization
In general, data need to be normalized when the sample data are scattered and the sample span is large, so that the data span is reduced to build the model and prediction. In the DBN modeling, to improve the accuracy of prediction and smooth the training procedure, all the sample data were normalized to fit them in the interval [0,1] using the following linear mapping formula:
where X is the mapped value; x is the initial value from the experimental data; N is the total number; x i is i of input data; and x max and x min denote the maximum and minimum values of the initial data, respectively.
Algorithm Validation
For the assessment of the algorithms' results, calibration and external testing were carried out. In the calibration assessment, the models were developed using the training set and validated with the same one. Finally, the prediction results were obtained via an external validation, training and testing the models with the training and test datasets, respectively.
In this paper, the number of samples was 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, and 2000. For each type of sample number, 80% of the data were randomly selected as the training set for constructing the algorithm model, and the remaining 20% of the data were used as the test set to validate the model accuracy.
From the analysis in the third section, we know the process of establishing the DBN model. We used the data processing method described in the third section to establish a DBN model for the pre-processed meteorological data. According to the data processing flow, the following data results are obtained. Figure 4 shows the time required for the pre-training part with the number of samples changes. The figure shows that as the number of samples increases, the time required for pre-training increases too. When the number of samples is small, the curve has a linear relationship with the number of samples; when the number of samples reaches a certain size, such as 1400, 1800, and 2000 points, the time consumed is almost the same, but the training time of 1600 points is less than the 1400 point and 1800 point, and it is higher than the pre-training time of 1200 samples. number; i x is i of input data; and max x and min
x denote the maximum and minimum values of the initial data, respectively.
From the analysis in the third section, we know the process of establishing the DBN model. We used the data processing method described in the third section to establish a DBN model for the preprocessed meteorological data. According to the data processing flow, the following data results are obtained. Figure 4 shows the time required for the pre-training part with the number of samples changes. The figure shows that as the number of samples increases, the time required for pre-training increases too. When the number of samples is small, the curve has a linear relationship with the number of samples; when the number of samples reaches a certain size, such as 1400, 1800, and 2000 points, the time consumed is almost the same, but the training time of 1600 points is less than the 1400 point and 1800 point, and it is higher than the pre-training time of 1200 samples.
We finetuned the pre-training model that was obtained, used the verification set to obtain the error rate of the fine-tuned model, and selected the model with the smallest error rate as the best model. The result in Figure 5 is the best error rate obtained by verifying the prediction effect of the model by the verification set. When the number of samples gradually increases, the error of the pretraining model in the validation set gradually becomes stable. The error rate of the 200 point is the highest compared to the number of other samples. Because of the small size of the data set, it cannot establish a better pre-training model, so the error is higher than others. The subsequent curve changes smoothly and the error rate is stable at around 11%. We finetuned the pre-training model that was obtained, used the verification set to obtain the error rate of the fine-tuned model, and selected the model with the smallest error rate as the best model. The result in Figure 5 is the best error rate obtained by verifying the prediction effect of the model by the verification set. When the number of samples gradually increases, the error of the pre-training model in the validation set gradually becomes stable. The error rate of the 200 point is the highest compared to the number of other samples. Because of the small size of the data set, it cannot establish a better pre-training model, so the error is higher than others. The subsequent curve changes smoothly and the error rate is stable at around 11%. The curve in Figure 6 is the error rate curve obtained by training the test data on the model. The average error rate of the verification data is 11.17%, and the average error rate of the test data is 10.55%, which is lower than the error rate of training and verification data. The lowest error rate is at the 200 point. Due to the small sample size, the error rate at this point changes significantly. The error rate of the 1600 point is 10%. Although the pre-training time of this point is shorter than others, the error rate is not higher than that of other sample numbers. On the whole, the error rate of the small sample size of the data is larger than the error rate when the sample size of the data is large. The curve in Figure 6 is the error rate curve obtained by training the test data on the model. The average error rate of the verification data is 11.17%, and the average error rate of the test data is 10.55%, which is lower than the error rate of training and verification data. The lowest error rate is at the 200 point. Due to the small sample size, the error rate at this point changes significantly. The error rate of the 1600 point is 10%. Although the pre-training time of this point is shorter than others, the error rate is not higher than that of other sample numbers. On the whole, the error rate of the small sample size of the data is larger than the error rate when the sample size of the data is large. The curve in Figure 6 is the error rate curve obtained by training the test data on the model. The average error rate of the verification data is 11.17%, and the average error rate of the test data is 10.55%, which is lower than the error rate of training and verification data. The lowest error rate is at the 200 point. Due to the small sample size, the error rate at this point changes significantly. The error rate of the 1600 point is 10%. Although the pre-training time of this point is shorter than others, the error rate is not higher than that of other sample numbers. On the whole, the error rate of the small sample size of the data is larger than the error rate when the sample size of the data is large. The curve in Figure 6 is the error rate curve obtained by training the test data on the model. The average error rate of the verification data is 11.17%, and the average error rate of the test data is 10.55%, which is lower than the error rate of training and verification data. The lowest error rate is at the 200 point. Due to the small sample size, the error rate at this point changes significantly. The error rate of the 1600 point is 10%. Although the pre-training time of this point is shorter than others, the error rate is not higher than that of other sample numbers. On the whole, the error rate of the small sample size of the data is larger than the error rate when the sample size of the data is large. Experiments show that the application of DBN is effective and feasible in the field of precipitation prediction.
The deep confidence network used in this article is implemented in the python platform using the theano package, which makes the program have very good scalability and facilitates the application of the program. The python platform has a large number of open source frameworks that can be applied to big data processing, and has a very broad prospect in the field of big data processing.
As shown in Figure 8 , the blue line indicates the time required for DBN to make predictions. M-SVM is based on mesh optimization, GA-SVM is based on genetic algorithm optimization, and PSO-SVM is based on particle swarm optimization. Because it consumes a lot of time for the model establishment in the previous period, when the model is used for prediction, the time consumed is lower than all the SVM methods used to establish the model. Additionally, it is guaranteed to have a certain accuracy rate. In practice, it is feasible to establish a good model using historical data in advance, and it will not affect the result of predicting precipitation. Therefore, an SVM method with excellent performance can be used when the data set is small, and the high efficiency of the DBN method can be used for large-scale data sets. Experiments show that the application of DBN is effective and feasible in the field of precipitation prediction.
As shown in Figure 8 , the blue line indicates the time required for DBN to make predictions. M-SVM is based on mesh optimization, GA-SVM is based on genetic algorithm optimization, and PSO-SVM is based on particle swarm optimization. Because it consumes a lot of time for the model establishment in the previous period, when the model is used for prediction, the time consumed is lower than all the SVM methods used to establish the model. Additionally, it is guaranteed to have a certain accuracy rate. In practice, it is feasible to establish a good model using historical data in advance, and it will not affect the result of predicting precipitation. Therefore, an SVM method with excellent performance can be used when the data set is small, and the high efficiency of the DBN method can be used for large-scale data sets. Data preprocessing can improve the running results of the model. After data preprocessing, the result of the operation is relatively smooth, so it is very necessary to preprocess the source data. According to  in terms of the test set's training accuracy, the accuracy of the DBN model is more stable than that of the PSO-SVM model. However, because the steps for building the model are different, the PSO-SVM optimizes the parameters (C, g) on the training set. It then uses the value of (C, g) on the test set to recreate the model. DBN establishes and fine-tunes the model on the training set. Then, the model is directly invoked on the test set, which saves the time for building the model. Therefore, in the application of large data volume, the model can be trained in advance and the response speed is faster.
Conclusions
The result of this study is expected to contribute to weather forecasting for wide range of application domains, including flight navigation, agriculture, and tourism. This paper focuses on the increasing size of meteorological datasets, discusses the application of big data processing technology in the meteorological field, and proposes a meteorological precipitation forecasting method based on deep learning. This method is based on the deep belief network and establishes a statistical model between precipitation features and other meteorological elements based on historical meteorological data. It uses meteorological big data to train the model, fully tap potential features between data elements, and achieve precipitation forecast based on meteorological data. The validity of the DBN model in precipitation forecasting was verified by comparison with the classical machine learning prediction method. The research shows that the forecasting method based on deep learning can overcome the shortcomings of traditional forecasting Data preprocessing can improve the running results of the model. After data preprocessing, the result of the operation is relatively smooth, so it is very necessary to preprocess the source data. According to  in terms of the test set's training accuracy, the accuracy of the DBN model is more stable than that of the PSO-SVM model. However, because the steps for building the model are different, the PSO-SVM optimizes the parameters (C, g) on the training set. It then uses the value of (C, g) on the test set to recreate the model. DBN establishes and fine-tunes the model on the training set. Then, the model is directly invoked on the test set, which saves the time for building the model. Therefore, in the application of large data volume, the model can be trained in advance and the response speed is faster.
The result of this study is expected to contribute to weather forecasting for wide range of application domains, including flight navigation, agriculture, and tourism. This paper focuses on the increasing size of meteorological datasets, discusses the application of big data processing technology in the meteorological field, and proposes a meteorological precipitation forecasting method based on deep learning. This method is based on the deep belief network and establishes a statistical model between precipitation features and other meteorological elements based on historical meteorological data. It uses meteorological big data to train the model, fully tap potential features between data elements, and achieve precipitation forecast based on meteorological data. The validity of the DBN model in precipitation forecasting was verified by comparison with the classical machine learning prediction method. The research shows that the forecasting method based on deep learning can overcome the shortcomings of traditional forecasting methods, especially in the context of big data, and it can better tap the value of air, like big data, and improve the application effect of meteorological big data.
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