Introduction
In X-ray tomography one collects projection images of an unknown two-or threedimensional body from different directions. For each direction, an X-ray source is placed on one side of the body and an X-ray detector on the opposite side. After a calibration step involving a logarithm of the measured projection images, the X-ray tomography experiment can be quite accurately modelled by (1.1) g = Af + e, where vector g ∈ R M is the data and f : Ω → R + is the X-ray attenuation function defined in a bounded domain Ω ⊂ R n . In this work, we take Ω to be the unit square [0, 1] 2 . The operator A represents integrals over f over the areas or volumes connecting the X-ray source and a pixel in the detector (pencil beam model). See Figure  1 (a). Furthermore, e ∈ R M is a Gaussian random vector modelling measurement noise. The inverse problem is given the measurement geometry and noisy data g, recover a discrete approximation f ∈ R N to f . Depending on the number and geometry of projection directions, this inverse problem is either mildly or strongly ill-posed [38, 37] . Ill-posedness means high sensitivity to inaccuracies in modelling and to errors in measurement. Overcoming this sensitivity requires regularization.
In this work, we study regularizing two-dimensional tomographic problems using Total Variation (TV) regularization introduced in [44] . We need a finite approximation to the continuous measurement model (1.1) . Consider the discrete model
where f ∈ R N represents the discretized two-dimensional body under imaging. We divide the square Ω into N = n × n square pixels with side length 1/n. The function f is approximated by a function which is constant inside each pixel; those pixel values are listed as elements of the vector f (see Appendix A). Further, g ∈ R M denotes the measurement data consisting of pixel values in digital X-ray projection images, and A ∈ R M ×N is a matrix approximation to A (see [37, Section 2.3.4] ). The discrete TV-regularized solution is defined by (1.3)f α,n := arg min
where α > 0 is a so-called regularization parameter. We use the anisotropic definition of total variation: in (1.3) the relation ν ∼ ν ′ is true whenever f ν and f ν ′ correspond to values at either horizontally or vertically neighboring pixels.
How to choose the regularization parameter α in (1.3)? To our best knowledge, these are all the currently available methods in the literature:
(1) The classical L-curve method [23] .
(2) Discrepancy principle, introduced for TV regularization by Wen and Chan in [53] in the context of image restoration. This method needs a priori information about the measurement noise amplitude. (3) Two approaches (quasi-optimality principle and Hanke-Raus rules) described by Kindermann, Mutimbu and Resmerita in [29] . (4) The so-called S-curve method, introduced in [30] and implemented for waveletbased tomography in [22] , can be extended to total variation regularization. Such extension is done in this paper for the first time, making use of a priori information about the sparsity of the gradient of the unknown.
Over the years, our research team has collected extensive experience on the solution of practical inverse problems. Based on that experience we claim that there is so far no parameter choice method that would be the best (or even perform acceptably) for all applications. Rather, it seems that for any given application there is a quest for finding a parameter choice rule that gives consistent, robust and useful results. For this reason we think that there needs to be a large collection of parameter choice rules, based on different principles, for having a better chance of finding a good one for each practical situation. We propose a new parameter choice method, based on the following observation. While the number M of measurement points is fixed (it is simply the number of detector elements times the number of projection images), the number N = n × n of pixels in the reconstruction can be freely chosen. See Figure 1 for an illustration. So given a tomographic dataset, we can use definition (1.3) to compute reconstructions in the same square domain but at varying resolutions, for example n = 64, 128, 256. Now what happens when n → ∞? Let us state our Working Hypothesis 1. Assume there is no noise in the data. Then, if we keep α > 0 fixed and let n → ∞, the reconstructed images converge to a limit image.
We know from [33] that Working Hypothesis 1 is true in a one-dimensional deconvolution problem. However, generalizing that result to tomographic problems in dimension two seems not to be straightforward and falls outside the scope of this paper. See Appendix B for some further observations.
The numerical evidence presented in Tables 1 and 2 in Section 3 below lead us to Working Hypothesis 2. Given a noisy dataset, there is a α 0 > 0 such that the convergence of Working Hypothesis 1 takes place with any α > α 0 but fails for any α < α 0 . This is due to the ill-posedness of the inverse problem. Furthermore, a higher noise level leads to a larger α 0 .
So our new parameter choice rule works like this: given a noisy dataset g, computê f α,n defined by (1.3) for a set of α values and a variety of resolutions n. Calculate the discrete TV norms of the reconstructions and define the optimal α to be the smallest value that leads to TV norms that do not depend on n.
The reader may wonder why α is divided by n in (1.3). This is because our Working Hypothesis 1 suggests an interesting relationship between the continuum TV problem formulation (1.4) arg min
and the discrete minimization problem (1.3). The division by n comes from approximations with a finite difference quotient and a midpoint rule integration quadrature:
In (1.5) the relation κ ∼ κ ′ is true whenever f κ and f κ ′ correspond to values at horizontally neighboring pixels. A similar computation using vertical differences is needed as well for the analysis regarding (1.4).
Applying total variation regularization to tomographic problems dates back to 1998 [10] in case of simulated data and to 2003 [31] in case of measured data. Since then, there have been many further studies: [32, 35, 47, 25, 48, 12, 2, 27, 49, 28, 46, 8, 9] . There are many computational approaches for minimizing the total variation functional. These include quadratic programming [33, 26, 18, 30, 22] , lagged diffusivity method [11] , domain decomposition methods [17, 16] , Bregman distance methods [42, 55, 19, 3, 56] , primal-dual methods [6, 5, 13, 39] , finite element methods [14, 1] , discontinuous Galerkin methods [21] and other methods [34, 51, 52, 20, 4] . See also the books [50, 43, 7, 45, 24] .
Scientific novelties of this paper include • Implementing a primal-dual interior-point quadratic programming method for solving the TV regularized tomography problem. One advantage of this approach is natural and effective enforcement of non-negativity.
• Testing the S-curve method in the context of TV regularized tomography.
• Introducing a novel multi-resolution parameter choice rule and testing it with measured X-ray data. While we discuss here the new multi-resolution parameter choice rule for twodimensional tomographic problems only, the approach generalizes directly to threedimensional settings and other inverse problems as well.
2. Computational models and algorithms 2.1. X-ray attenuation model. In X-ray imaging the X-ray source is placed on one side of an object and the detector at the opposite side. The radiation passes through the object and the attenuated signal is detected by a digital sensor (array of point like detectors), see figure 2 for an illustration. We model the (2D slice of X-ray source 
where L j is the jth line of the X-ray, g j is the value of the projection measurement of the jth source to detector line L j , I j is the measured X-ray intensity and I 0 is the initial intensity of the X-ray beam before entering Ω. We discretize this model by dividing the domain Ω into a lattice of pixels Ω i and by computing the length of the path L j inside each pixel Ω i , see figure 2. Assuming that the attenuation function f (s) is constant inside each pixel Ω i , the projection measurements g j can be approximated by
where |Ω i ∩ L j | denotes the length of the ray L j through pixel Ω i . Arranging the set of M measurements into a vector g = (g 1 , g 2 , . . . , g M ) ∈ R M , we obtain the model
where f ∈ R N = R n×n is the vector containing the attenuation values in the pixels and A ∈ R M ×N is the matrix that implements the transform from the pixel values to the projection data, see (2.2).
2.2. Discrete anisotropic TV. We consider the anisotropic total variation
where the N × N matrices D H and D V implement horizontal and vertical differences in the n × n pixel image represented by vector f. We use periodic boundary conditions. See Appendix A for an example of the construction of D H and D V . Now the TV regularized X-ray imaging problem (1.3) can be rewritten as follows:
2.3. Quadratic programming. The minimization problem of (2.3) can be reformulated as a quadratic programming problem.
3) can be rewritten as follows
where 1 is a vector of all ones and h
where Q is symmetric and positive definite matrix and
I denotes identity matrix and O denotes a matrix of all zeros.
2.4. Primal-dual interior-point (PD-IP) method. The formulation of the primaldual interior-point algorithm starts by rewriting the primal problem (2.4) as a logarithmic barrier problem [15] min
To solve this minimization problem, we introduce the Lagrangian function
where y is the Lagrangian multiplier. We note that the Lagrangian multiplier y is also the dual variable of the associated Lagrangian dual problem. For further information see [54, 41] , for example. Now the minimization problem of (2.5) can be solved by seeking a stationary point for the Lagrangian function. Differentiating the Lagrangian with respect to primal (z ∈ R nz ) and dual (y ∈ R ny ) variables yields 0 = ∇ z L(z, y; µ) = Qz + c − µZ
These conditions are the first order necessary optimality conditions, often referred to as the Karush-Kuhn-Tucker (KKT) conditions. To derive the primal-dual (path-following) method we consider the perturbed KKT conditions [41, 54] . Denoting µZ −1 1 = x, the perturbed KKT conditions can be written as a mapping F :
. . , x nz ) and µ > 0 is the central path parameter. The central path is defined by the trajectory P : P{z µ , y µ , x µ |µ > 0}. As µ → 0 the trajectory P converges to optimal solution of both the primal and dual problems. Note that at the optimal point µ = 0.
Applying Newton's method to (2.7), we obtain a linear system of the form (2.8)
where I is identity matrix, σ = c + Qz − B T − x, ρ = b − Bz and γ = µ X −1 1 − z − X −1 ∆ X∆Z. The variable ∆ x can be removed without producing any off-diagonal entries in the remaining system hence the KKT conditions can be written in a more compact way as (2.9)
2.5. The PD-IP algorithm. The PD-IP method presented here is an iterative method and is based on Mehrotra's predictor corrector approach [36] . The resulting algorithm can be summarized as follows.
Algorithm: for k = 0,1,2,.. Compute (z 0 , y 0 , x 0 ), with z 0 , x 0 > 0 Set µ = 0, ∆Z = 0 and ∆ X = 0 and solve (2.9) to compute the predictor steps (∆z pre , ∆y pre , ∆ x pre ). Compute a value for µ. Compute γ using (∆z pre , ∆y pre , ∆ x pre ) of step 2 and µ of step 3. 
Solve (2.9) for (∆z, ∆y, ∆ x).
Compute step length multipliers λ primal and λ dual Set
end for For further details of the algorithm see [40] .
Results

X-ray measurement data.
The parameter selection method was tested using experimental X-ray tomography data from a walnut. The projection data of the walnut was acquired with a custom-built µCT device nanotom 180 supplied by Phoenix-Xray Systems + Services GmbH (Wunstorf, Germany). The measurement set-up is presented in figure 3 . The chosen geometry resulted in a magnification with resolution of 18.33 µm/pixel. The x-ray detector is a 12-bit CMOS flat panel detector with 2304 × 2284 pixels of 50 µm size (Hamamatsu Photonics, Japan). A set of 90 projection images were acquired over a 180 degree rotation with uniform angular step of 2 degrees between projections. Each projection image was composed of an average of six 750 ms exposures. The x-ray tube acceleration voltage was 80 kV and tube current 200 µA, and the full polychromatic beam was used for image acquisition. For this work we chose only the projections corresponding to the middle cross-section of the walnut, thus resulting to a 2D reconstruction task.
We consider two test cases: i) Reconstruction using the measured X-ray data ii) Reconstruction using the measured X-ray data with 5% additional additive random noise, i.e., using measurementg + e where e is realization from multivariate Gaussian with standard deviation equivalent to 5% of the maximum value of the actual measurementg.
3.2. Selection of α using Working Hypothesis 2. In this work we consider three levels of discretization, i.e n = 128, 192, 256, each resulting a 2D reconstruction on a N = n × n grid. TV regularized reconstructionsf α,n were computed with several values of regularization parameter α by solving the minimization problem of (2.3) using the algorithm of section 2.5. Total variation norms f α,n TV of the reconstructed images were computed as a function of α at each discretization level n. Results from the measured data (case i) are presented in table 1 and results from the measured data corrupted with 5% of random additional noise (case ii) in table 2. A few samples of the corresponding reconstructions are shown in figures 4 and 5 for test cases i) and ii), respectively. The reconstructions in figures 4 and 5 are selected as follows. On the top row the value of the regularization parameter is too small producing a "noisy" reconstruction and on the bottom row the regularization parameter is too big producing an "over-regularized" reconstruction. In the middle row the value of the regularization parameter is selected based on Working Hypothesis 2 and on the computed values of the TV norms presented in tables 1 and 2. The selected value of α based on Working Hypothesis 2 is highlighted with green in the tables.
3.3. Selection of α using the S-curve method. The S-curve method was originally introduced in [30, 22] within a Bayesian inversion framework. In this work we apply the S-curve method for the TV regularized tomography.
The S-curve was applied as follows. For test case i), we computed TV regularized reconstructionsf α,n with fixed n for 14 different values of α ranging on the interval [10 −6 , 10 6 ] and computed the TV norms S(α) := f α,n TV for the reconstructions. Then the data {α, S(α)} was interpolated to get the Scurve. The S-curve was computed using the same three different discretization levels (n = 128, 192, 256) that were used in section 3.2.
In the test case ii) we computed reconstructions with 14 different values of α ranging on the interval [10 −4 , 10 8 ], and applied the S-curve interpolation procedure similarly as in case i).
As in [22] the a priori value for the sparsity levelŜ was estimated using three digital photographs of split walnuts. The photographs of the three walnuts are shown in figure 6 . The walnut used to measure the X-ray data is not included in the photos. In reality, as is the case also in this work, the a priori information, that we use to estimate the value ofŜ, comes from a different modality (e.g. anatomical Table 1 . TV norms of 2D reconstructionsf α,n computed on three different discretization levels with several values of α. α ranged on interval [10 −6 , 10 6 ] and the discretization levels were set to n = 128, 192, 256. The results are computed from projection data with 90 projection angles. The value of α corresponding to working hypothesis 2 is highlighted by green. n = 128 n = 192 n = 256 α 10 atlases) than the one we are considering (here digital photographs versus X-ray attenuation function). Therefore in order to compute theŜ for the total variation regularized X-ray tomography, each of the digital photographs f p were scaled such that the norm of the computed X-ray projection data of the photograph is the same as the norm of the measured projection data g. This was obtained by
This scaling of the photographs is essential since the total variations of the photographs are not directly comparable to the total variation of the X-ray attenuation function. The S-curve plots and the resulting reconstructions for each discretization levels are presented in figure 7 . Corresponding results with 5 % additional noise are presented in figure 8 .
As a reference, results with L-curve method were computed with both test cases i) and ii). The L-curve plots and corresponding reconstructions are here shown only for the discretization level n = 128, but the results for other discretization levels were similar. Figures 9 and 10 , present the L-curve plots and the corresponding reconstructions for the test cases i) and ii), respectively. Table 2 . TV norms of 2D reconstructionsf α,n computed on three different discretization levels with several values of α. α ranged on interval [10 −4 , 10 8 ] and the discretization levels were set to n = 128, 192, 256. The results are computed from projection data with 90 projection angles. Data is corrupted with additional additive random noise (5%). The value of α corresponding to working hypothesis 2 is highlighted by green. n = 128 n = 192 n = 256 α 10 . Photographs of three walnuts split in half. These images were used to provide a priori information about the expected total variation of the target. Of course, these are optical photographs and this physically very different objects from the reconstructions (tomographic slices representing X-ray attenuation coefficient). However, we assume that the total variations of the photographs, when scaled by (3.1), are comparable to the total variation of the X-ray attenuation coefficient. 
S-curve Reconstruction
Discussion and conclusions
The results listed in Tables 1 and 2 provide numerical evidence supporting our Working Hypothesis 2 stated in the Introduction. It seems that the new multiresolutionbased parameter choice rule finds useful and robust values for the Total Variation regularization parameter without the need for any a priori information. The fact that we use measured X-ray projection data (as opposed to simulated data) lends credibility to these initial findings. The S-curve method was modified to select value of the regularization parameter based on expected total variation of the target. The S-curve method was found to work quite robustly and reliably for the present datasets. However, a priori information about the total variation of the unknown function is needed for applying the S-curve method, while the proposed multi-resolution based method does not need anything else than the data.
The proposed method has at least the drawback that many reconstructions have to be computed with various choices of resolution n and regularization parameter α. This can be computationally demanding. On the other hand, the multiresolution nature of the method allows one to determine a good parameter using relatively low resolutions and then use the achieved parameter at a much higher, realistic resolution.
This work is just a computational feasibility study for the new parameter choice rule. More comprehensive testing and comparisons to other methods is still needed to assess the properties of the new approach. Also, a mathematical convergence analysis is needed to back the approach up theoretically. T ∈ R 9 . Now the 9 × 9 horizontal difference matrix D H takes the form 
Appendix B. Observations about convergence
The intuitive idea behind this work is that when the reconstructions are computed using (1.3) with the same regularization parameter α but with growing resolution parameter n, the reconstructions should converge. In particular, we expect the TV norms of the reconstructions to approach a limit value. The desired behavior described above is illustrated in Figure 11 and in Table 3 using the classical Shepp-Logan phantom. Note that these are not reconstructions!
The numerical results presented in this paper suggest that such a convergence is taking place. Also, the one-dimensional results in [33] show that convergence of reconstructions can be sometimes rigorously proven.
The present two-dimensional setting leads to some additional problems, though. For example, consider the characteristic function of the unit disc:
u(x) = 1 for |x| ≤ 1, 0 otherwise.
Then the total variation norm of u is 2π, namely the length of the jump curve (unit circle) times the jump along the curve (equal to one). Now consider approximating u by functions that are piecewise constant within an n × n pixelization. See Figure  12 . By the same calculation based on the length of the jump curve it is easy to see that the TV norm of all of these approximations, regardless of n, is exactly 8. Note that 8 = 2π. Figure 11 . Discrete anisotropic TV norms of the Shepp-Logan phantom at different resolutions. Note that these images are not reconstructions but just the phantom itself. See also Table 3 . Figure 12 . Pixel-based piecewise linear approximations to the characteristic function of the unit disc. Here white color denotes zero value and gray color denotes value one. The TV norm of all of these functions is exactly equal to 8.
