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ABSTRACT 
This study directly addresses important psychometric issues concerning emotional intelligence 
situational judgment tests (EI SJTs), including nonsensical dimensionality results, ambiguous 
facet constructs, and low Cronbach’s alpha, and then introduces an alternative methodology, 
cognitive diagnostic modeling (CDM), which seems to provide a better framework for the item 
level multidimensionality of these measures. This dissertation is the first study investigating the 
multidimensional nature of SJTs assessing EI using the CDM approach. Two ultimate purposes 
of this study include better understanding of the EI construct and advancing the psychometric 
analysis of EI measures assessed with the SJT format. The results of this study found that there 
are five dimensions underlying an SJT measuring emotion understanding (STEU) and they tend 
to have noncompensatory relationships. An SJTs measuring emotion management (STEM) 
showed four strategies required to perform well on the test, which interact in a compensatory 
manner. As hypothesized, the G-DINA (generalized deterministic inputs, noisy “and” gate) 
model best reproduced the SJT data among the other reduced models due to its statistical 
generality. However, a higher order structure of EI was not found in the CDM analysis. Among 
other commonly used methodologies, the CDM approach fully reflected the theoretical 
framework of EI and provided finer-grained information on the test and examinees, which can be 
reflected in better feedback to assessees.  
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CHAPTER 1: INTRODUCTION 
With an effort to assess desirable competencies or undesirable-but-latent qualities of job 
applicants and incumbents, the measurement of individual differences in the field of industrial 
and organizational (I/O) psychology has developed in many directions. One of the most 
interesting examples is the situational judgment test (SJT), which presents realistic work 
scenarios in the items and asks respondents what they would or should do.  
Despite multiple advantages of SJTs, concerns have been raised about the chronic 
psychometric issues concerning the construct validity of measures using this test format. The 
vague construct validity of the SJTs can be attributed to the inherently multidimensional nature 
of the measure. Although the target constructs of SJTs may be theoretically unidimensional, 
traditional factor analysis reveals impure factor structures or nonsensical factor loadings. 
Moreover, SJTs often suffer from low internal consistency reliability. Although strong criterion-
related validity of SJTs has led to their popularity, there are still unsolved issues about what is 
being measured. For these unique psychometric characteristics, SJTs were categorized as an 
assessment tool for multidimensional predictors (Weekley & Jones, 1999). 
 Meanwhile, there has been a methodological breakthrough in item response theory (IRT): 
cognitive diagnostic modeling (CDM). CDM assumes item-level multidimensionality in scales 
and utilizes a unique theoretical and methodological approach to separately assess the latent 
attributes. Furthermore, CDMs can provide an explanation of the process underlying how 
examinees answer items. This detailed  information about narrowly-defined skills and knowledge 
can be used to produce sophisticated person parameter estimates which can then reported as 
individualized feedback (Sorrel et al., 2016). 
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 For my dissertation, I applied three of the most frequently used CDMs (i.e., DINA, DINO, 
and G-DINA) to investigate the construct validity and to better understand the psychometric 
properties of two SJTs assessing emotion understanding and emotion management. Also, I fitted 
a higher-order latent trait (HOLT) model to examine whether there is a hierarchical relationship 
between a higher-order latent trait (θ) and subordinate attributes (α) in emotional intelligence 
(EI).  
This proposal consists of five chapters. The first chapter provides an overview of the 
study. The second chapter starts with the history, characteristics, scoring, and advantages of SJTs 
and then points out relevant psychometric issues for SJTs. The third chapter briefly introduces 
CDM methods and explains how the CDM approach helps us understand SJT data. The fourth 
chapter provides details of my empirical analysis. The final chapter is devoted to a summary and 
discussion of this study.  
  
3 
 
 
 
CHAPTER 2: SITUATIONAL JUDGMENT TESTS 
Situational judgment tests (SJTs) are defined as “assessments designed to measure 
judgment in work settings,” (Cabrera & Nguyen, 2001; McDaniel, Morgeson, Finnegan, 
Campion, & Braverman, 2001). What makes SJTs distinct from other tests is the test format 
consisting of a number of item stems (i.e., hypothetical situations) and corresponding response 
options (i.e., possible responses that might be made in a given situation). Unlike most single 
statement assessments where the respondents simply rate each statement on a Likert scale, the 
SJT test takers are presented with a brief description of a situation and then asked to evaluate 
potential strategies to deal with the given situation. These situations often include dilemmas or 
conflicts an individual may encounter in the workplace or in personal life, while the test takers’ 
ratings or choice of the response options demonstrate certain competencies to effectively solve 
the problems. High performance in SJTs requires a good understanding of the situation and 
insight into the likely results of various responses.  
A Brief History of Situational Judgment Tests 
SJTs have first been used as open-ended situational questions in civil service 
examinations (1873) and Binet’s intelligence test (Binet, 1905; Binet & Simon, 1916). The test 
format of today’s SJT was established by adding the corresponding multiple choice response 
options in one subtest of the George Washington Test of Social Intelligence (Moss, 1926). The 
psychometric properties of this test, however, were criticized for its low convergent validity with 
other social intelligence tests and low discriminant validity with abstract intelligence.  
Another use of a SJT was to assess the common sense or tacit knowledge of soldiers 
during World War 2, when consequences of such judgment could be of extreme importance. For 
military settings, constructs such as general aviation pilot judgment (Pilot Judgment Test; Hunter, 
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2003), individual adaptability (Grim, 2010), social insight (Legree, 1995), and tacit knowledge 
(Hedlund et al., 2003) were of interest. For college students, leadership (Grant, 2009) and 
medical judgment (Schubert et al., 2008) have been the focus of SJTs.  
More general use of SJT in corporate settings increased from the 1940s to the 1960s. 
Many of the newly developed measures targeted a specific working population—supervisors or 
managers whose responsibilities involved executive decision-making. Example inventories 
include the Practical Judgment Test (Cardall, 1942), Supervisory Practice Test (Bruce & Learner, 
1958), Test of Supervisory Judgment (Richardson , Bellows, & Henry, 1949; 1963), Business 
Judgment Test (Bruce, 1965), Supervisory Judgment Test (Greenberg, 1963), Supervisor quality 
measure (Mowry, 1957), and Leadership Evaluation and Development Scale (LEADS; Tenopyr, 
1969).   
Recently, the scope of the constructs assessed in SJTs has become broader. For personnel 
selection or general use in work settings, SJTs have been developed to evaluate management 
skills for entry level leaders (Motowidlo, Dunnette, & Cater, 1990), behavioral tendencies 
(Lievens, Sackett, & Buyse, 2009), interpersonal skills (Lievens & Sackett, 2012), customer 
service performance (Weekley & Jones, 1999), employee integrity (Becker, 2005), diversity 
management skills (Biga, 2007), leadership behavior (Peus, Braun, & Frey, 2013), personal 
initiative (Bledow & Frese, 2009), team role knowledge (Team Role Test; Mumford, Van 
Iddekinge, Morgeson, & Campion, 2008), and emotional intelligence (Sharma, Gangopadhyay, 
Austin, & Mandal, 2013; MacCann & Roberts, 2008).   
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Characteristics of Situational Judgment Tests 
 Regarding the unique characteristics of SJTs, there are several important aspects to 
consider: (1) test fidelity, (2) item stem characteristics (3) response option characteristics, and (4) 
degree of item heterogeneity. 
Test fidelity. Test fidelity is one of the essential characteristics of SJTs, because this test 
format is widely used for its high face validity and high relevance to work situations. In a 
broader perspective, SJTs are a selection tool that uses job simulations, where the job applicants 
are put in a position to handle realistic job tasks or responsibilities (Motowidlo, Dunnette, & 
Carter, 1990). Job simulation selection tools vary on their test fidelity which refers to “the degree 
of similarity between the simulation and the actual job” (Motowidlo & Tippins, 1993). In high-
fidelity simulation test, the simulations are very close replicas of realistic tasks and the job 
applicants are asked to respond as if they were in the actual job environment. A representative 
example of a high-fidelity job simulation is the assessment center, where the tasks may include 
an in-basket exercise, a role-play exercise, a data entry test, and so on.  However, high-fidelity 
job simulations tend to be expensive and have received the criticism that it is not fair to assess 
applicants’ specific job knowledge, which may unduly favor some applicants with more 
experience in that particular work setting.  
Low-fidelity job simulations include situational interviews and situational inventories, 
which are presented with oral or written descriptions of the situations. In the situational interview, 
the job applicants are asked to imagine hypothetical situations and verbally answer how they 
would deal with them (Latham & Sue-Chan, 1999; Weekley & Gier, 1987). In SJTs, the job 
applicants are often presented with a series of written scenarios and multiple choice response 
options in a paper-and-pencil based instrument. Although SJTs are a low-fidelity simulation tool, 
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SJTs show strong criterion-related validity and are viewed as a reasonable alternative to high-
fidelity simulation tools such as work samples or assessment centers (Motowidlo, Dunnette, & 
Carter, 1990b) 
Characteristics of item stems: Length, complexity, and comprehensibility. Item 
stems may vary in terms of their length, complexity, and comprehensibility. It is easy to expect 
these three features to be related to cognitive ability. Depending on the purpose of the test, the 
item stems may consist of a couple of sentences briefly describing situations or they may be full-
length paragraphs with meticulous details. For example, if the SJT is designed to assess the 
behaviors of prospective medical students, the item stems should provide enough details or 
specifications about the medical situation. The length of the item stems is also highly dependent 
on the targeted level of complexity. High complexity item stems may include multiple sources of 
dilemmas such as interpersonal conflict, role conflict, or work-life imbalance in one scenario. 
Comprehensibility may vary due to multiple factors including the vocabulary difficulty level, test 
length, and complexity. McDaniel and colleagues found that SJTs varied from being essentially 
uncorrelated with cognitive ability to being elaborately disguised tests of cognitive ability 
(Cabrera & Nguyen, 2001).  
Characteristics of response options: Instructions. There are various ways to write the 
test instructions. The choice of instruction is often a reflection of theoretical assumptions about 
the target construct: whether it is knowledge or behavioral tendency (Cronbach, 1949; Cabrera & 
Nguyen, 2001; McDaniel, Hartman, Whetzel, & Grubb, 2007). When the construct is 
knowledge-based, instructions often ask test takers to rate the effectiveness or to choose the best 
or correct answer. For behavioral tendency constructs, on the other hand, respondents are asked 
to rate the likelihood of enacting each response option or to choose the behavior they are most 
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(and least) likely to perform. For example, the nature of the construct, either as knowledge (i.e., 
maximum performance) or behavioral tendency (i.e., typical performance), influences whether 
test instructions ask respondents what they “should do” or “would do,” respectively.  
Another aspect of response options is whether test takers are asked to pick one response 
(e.g., “Pick the best answer”) or pick more than one response (e.g., “Pick the best and worst 
answer”). The nature of the response, whether it is dichotomous or continuous, may also differ 
depending on the instructions. Instead of choosing a response option, test takers are sometimes 
asked to rate the effectiveness of all the response options (e.g., “Rate how effective each 
response option is on a Likert scale”) or to rank all the response options (e.g., “Rank each 
response option from best to worst”). 
Item heterogeneity—Multidimensionality. SJT items tend to be heterogeneous at the 
item level, meaning one item may tap into more than one construct. This within-item 
multidimensionality may be one factor contributing to the low internal consistency and 
nonsensical factor loadings of SJTs. For example, the SJT score is often correlated with one or 
more frequently measured constructs such as cognitive ability, conscientiousness, agreeableness, 
or neuroticism (Cabrera & Nguyen, 2001).  
Nevertheless, multidimensionality appears to be an inevitable test characteristic of SJTs. 
Considering the fact that even single statement tests intended to measure unidimensional 
constructs have been found to be multidimensional to a certain degree, an SJT with a relatively 
more complex test structure is likely to be even more multidimensional. Obtaining a high total 
score on an SJT requires test takers to be skilled on the focal latent trait and have other 
competencies such as reading comprehension and work experience to understand the given 
situations accurately.  
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Scoring of Situational Judgment Tests 
 Developing scoring keys for SJTs is not simple, because SJTs do not have objectively 
correct answers. Instead, the scoring keys are developed based on the theories of their target 
constructs, consensus of subject matter experts (SMEs), or criterion-related validity.  
In theoretical scoring, response options correctly reflecting the relevant theories are 
scored as correct (+1), while contrasting response options are scored as incorrect (-1) and 
irrelevant options are scored as zero. This theoretical scoring method appears to provide a 
justification for the construct the test purports to measure—construct validity which has been a 
long-standing issue for SJTs (Bergman, Drasgow, Donovan, Henning, & Juraska, 2006).  
Consensus scoring has used both experts as well as laymen, which are often called expert 
scoring and consensus scoring, respectively. Expert scoring keys are developed based on SMEs’ 
judgments of the response options. SMEs may be asked to choose the best (and the worst) 
answer or to evaluate all the response options using a Likert scale. The former scoring keys are 
used for dichotomous (or trichotomous) scoring keys, while the latter is used for distance-based 
scoring methods. Consensus scoring keys based on consensus from a large sample of laymen are 
the most appropriate to score soft skills in two particular cases. The first case is when the group 
norm is a more important criterion than the experts’ evaluations. The second case is when 
experts have difficulty agreeing on correct answers. Unlike traditional cognitive ability tests 
having only one correct answer for each item, responses to items assessing the constructs SJTs 
attempt to measure often cannot be objectively evaluated as correct or incorrect. 
The response options in empirical scoring are evaluated for their effectiveness in terms of 
their relationship with the target criterion. For empirical scoring, a dummy variable is created for 
each option of each item. Then an option is scored positively if its dummy variable has a 
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substantial positive correlation with the criterion (Bergman et al., 2006). Because the constructs 
being measured in SJTs are job-related skills, this empirical scoring method provides evidence of 
both content validity and predictive validity.  
Advantages of Situational Judgment Tests 
 There are multiple reasons why SJTs have become popular in employment contexts. 
Using simulated job tasks, SJTs have shown high criterion-related validity and incremental 
validity over cognitive ability and personality (McDaniel et al., 2001; Chan & Schmitt, 1997; 
Clevenger, Pereira, Wiechmann, Schmitt, & Harvey, 2001; Weekley & Ployhart, 2005; 
O’Connell, Hartman, McDaniel, Grubb III, & Lawrence, 2007). SJTs are inherently designed to 
predict the criteria because the items are keyed in a way that ensures their correlations with job 
performance.  
The first meta-analysis of the criterion-related validity of SJTs found that SJTs assessing 
supervisory judgments have moderate criterion-related validity (ρ = .34). Results from a 
moderator analysis on whether the test was developed based on job analysis showed criterion-
related validity may improve to ρ = .38 where there was a job analysis as opposed to the ones 
without the job analysis (ρ = .29; McDaniel et al., 2001). General cognitive ability was found to 
be correlated .46 with SJTs across all SJTs, but some SJTs had nearly zero correlations with 
cognitive ability and others had large correlations. In the same year, Clevenger et al. (2001), 
using three independent samples, investigated the incremental validity of SJTs beyond traditional 
predictors such as job knowledge, job experience, cognitive ability, and conscientiousness. In 
their hierarchical regression analyses, SJTs explained 2.6% (β = .17) and 1.6% (β = .13) 
additional variance over the four alternative predictors in a government agency sample and a 
transportation customer service sample. Chan and Schmitt (2002) extended past research by 
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differentiating the criterion into three dimensions: task performance, motivational performance, 
and interpersonal performance. Their results corroborated previous findings that SJTs show 
incremental validity over cognitive ability, Big Five personality traits, and job experience on all 
three performance dimensions mentioned above (β = .24, 30, and 16; additionally explained 
variance of 5%, 8%, and 3%, respectively).  
More recent studies have also shown that SJTs account for a statistically significant 
proportion of the total variance in managerial performance (β = .14; additional 1% of the total 
variance) after controlling for cognitive ability, personality, and training experiences (Weekley 
& Ployhart, 2005). The squared semipartial correlation of the SJT with the criterion was higher 
(r = .02) than cognitive ability (r = .01), training experiences, (r = .01), and most personality 
traits (r = .00 to 04), suggesting the relative contribution of an SJT is larger or, at least, similar to 
these important traditional predictors. The incremental validity of the SJT on task performance 
still held (β = .07), when controlling for cognitive ability, Big Five personality traits, locus of 
control and positive affect (O’Connell et al., 2007). In sum, SJTs seem to be a powerful predictor 
of job performance along with cognitive ability and conscientiousness.  
Second, SJTs show smaller subgroup differences than cognitive ability measures. 
Minimizing subgroup differences is critical in personnel selection because the efficiency of an 
employment tool may be compromised due to the adverse impact caused by large differences.  
Adverse impact refers to subgroup differences in selection rates that disadvantage a group. The 
amount of adverse impact is often measured as the standardized mean difference between the 
focal group and the reference group.  
For example, the subgroup difference for cognitive ability tests is often almost d = 1.0 
(Sackett & Wilk, 1994; Newman, Hanges, & Outtz, 2007). Using SJTs or personality inventories 
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with little adverse impact alongside with cognitive ability inventories in the personnel selection 
may reduce this difference. Clevenger et al. (2001) compared the subgroup differences of five 
measures, using two independent samples. The findings showed that SJTs have lower mean 
differences for both White and African American samples (0.37 compared to 1.03; 0.37 
compared to 0.87) and for White and Hispanics samples (0.01 compared to 0.86), respectively. 
In comparison with three other alternatives (i.e., job knowledge, job experience, and 
conscientiousness), SJTs showed either lower or at least similar subgroup differences.  
In another study contrasting the mean of White and Black samples (O’Connell et al., 
2007), SJTs were found to have smaller subgroup differences when keyed to contextual 
performance (d = .18) as opposed to the task performance (d = .47), whereas a cognitive ability 
inventory had a larger subgroup difference (d = .66). The gender difference was also smaller for 
the SJT (d = .11 and .05 for task and contextual performances) than for cognitive ability (d = .30). 
Note that the SJT tended to favor female to male test takers (d = -.27) when predicting the 
performance composite construct. The subgroup differences were larger when there was more 
cognitive load and when using knowledge response instructions than behavioral tendency 
instructions.  
Third, SJTs can measure complex constructs or soft skills. Unlike most single statement 
tests designed to assess unidimensional constructs, the unique test characteristics of SJTs allow 
assessment of multidimensional competencies that directly correspond to performance in the 
workplace. Certain favorable competencies that are important for personnel selection are not 
unidimensional in nature. Competencies such as judgment, decision-making, problem solving, or 
interpersonal skills are usually constellations of many interacting variables (e.g., cognitive ability, 
job knowledge, personality traits). For example, judgment is a representative example of a multi-
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faceted construct, which is, by its definition, embedded in certain situational constraints (i.e., 
time constraints, interpersonal conflicts, dilemmas between two goals) and is influenced by the 
knowledge of the actor.  
Imagine a company that tries to measure the workplace judgment of job applicants by 
simply asking them to rate their own ability with single statements such as “I make appropriate 
decisions in difficult situations” or “I make effective judgments when faced with workplace 
dilemmas”. The selection tool may not measure the construct of interest, but rather measure self-
efficacy, or even worse, the score may simply reflect faking-good. SJTs, on the other hand, 
provide realistic situations that employees are likely to run into at work. The responses from 
SJTs (i.e., the decisions made in response to the scenarios) should be more informative for 
making inferences about the job applicants’ work-related judgment.  
Psychometric Issues for Situational Judgment Tests 
Despite all the advantages of SJTs, the unique characteristics of the SJT format have 
resulted in some psychometric complications. First, it is not clear what exactly SJTs measure. 
Although the measure, as theorized, may strive to assess a unidimensional construct, the 
empirical results from the dimensionality tests such as parallel analysis and different forms of 
factor analysis often do not support unidimensionality. More specifically, parallel analyses tend 
to give multiple significant factors or components without a strong first factor. Another 
frequently used technique for evaluating dimensionality, factor analysis, has not yielded clear 
and compelling interpretations for SJTs. Confirmatory factor analysis (CFA), for example, 
typically posits simple structure where observed variables load on just one factor. Unfortunately, 
simple structure does not properly deal with the within-item multidimensionality in SJTs.  
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A second concern originates from the construct-level multidimensionality often observed 
for SJTs. An item being multidimensional is not the problem. Rather, it becomes problematic 
when partialing out the variance attributed to each skill or knowledge, which clouds construct 
validity as well as scoring. Unfortunately, this is the case for the SJTs where the sources of 
multidimensionality are unclear—whether the multidimensionality comes from the construct 
itself, if so, which skills/knowledges contributes, or whether the multidimensionality is just due 
to the complex test format. As a result, many SJTs yield only one total score reflecting a 
complex construct. However, this total score is a product of multiple interacting variables. 
Third, a single score-based test report does not utilize the full information that can be 
obtained from SJTs. Despite the moderately high criterion-related validity enjoyed by SJT 
practitioners, the multiple sources of systematic variance that contribute to the total score are 
being neglected. As a result, the interpretation of the total score can be less accurate and only 
provide minimal guidance about the examinees. Also, the information about the response 
processes of the examinees cannot be explained with current scoring. SJT scores may reflect 
whether an examinee did nor did not perform well on an item or item set (1 = correct or 0 = 
incorrect), but this simple scoring does not explain why the examinee missed a particular 
question. Therefore, the current way of reporting may be satisfactory for personnel selection, but 
a more sophisticated scoring strategy could be more informative for feedback or training 
purposes. 
Recently, a new methodology, cognitive diagnostic modeling (CDM), was introduced to 
address similar issues in the field of Education. The next chapter is devoted to this new method.  
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CHAPTER 3: COGNITIVE DIAGNOSTIC MODELINGS 
Diagnosis is a decision to classify respondents into certain categories and to explain the 
processes underlying the observed responses. The quality of diagnosis is particularly critical for 
the fields of medicine, psychiatry, and education, where classification is the main purpose of the 
test administration. To facilitate this procedure, researchers have developed cognitive diagnostic 
models (CDMs; Henson & Douglas, 2005). In education, CDMs are used mostly for low-stakes 
test reports with the main purpose of providing students with customized feedback on their 
individual academic performance (e.g., NC-PIMS: North Carolina Partnership in Improving 
Math and Science). In psychiatry, CDMs are useful tools for making medical or psychiatrical 
diagnoses concerning mental disorders, because they evaluate whether diagnostic criteria are 
satisfied with the observed psychological symptoms (e.g., DSM-VI-TR).  
In fact, CDM can be viewed as including many other models such as 
skills assessment models, cognitive psychometric models (Rupp, 2007), latent response models 
(Maris, 1995), restricted (constrained) latent class models (Haertel, 1989), 
multiple classification latent class models (Maris, 1999), structured located latent class models 
(Xu & von Davier, 2008), and structured item response theory(Rupp & Templin, 2008) (Rupp & 
Mislevy, 2007; Mislevy, 2007). 
With an aim to provide a succinct overview of CDMs, this chapter consists of four 
sections devoted to (1) the definition of the CDM approach, (2) the input to CDM analyses, (3) 
an introduction to frequently used CDMs, and (4) the advantages of the CDM approach. 
What is Cognitive Diagnostic Modeling? 
Cognitive diagnostic models (CDMs) are defined as confirmatory multidimensional 
latent-variable models (Rupp & Templin, 2008). The multidimensionality resides within the 
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items, which is reflected in the Q-matrix—a matrix with a row for each item and a column for 
each latent attribute that shows on which attributes each item loads. CDMs are considered as a 
special case of latent class models, where the classes are defined by mastery or non-mastery of a 
set of attributes. In other words, CDMs assume the latent variables are binary (i.e., mastery or 
non-mastery) rather than continuous (i.e., reflecting a degree of the trait); CDMs attempt to 
determine which attributes a respondent has mastered.  
The binary latent variables in CDMs are called “attributes” and attributes are a more 
generic term for the skills or cognitive process required by the task (Tatsuoka, 1983; Tatsuoka, 
1995). Attributes in CDMs tend to have narrower definitions than the constructs or factors in 
traditional factor analysis. The set of attributes constitutes an attribute profile vector for each 
respondent, αi. Each item has its own set of relevant attributes and different items may require 
different subsets of these attributes for a correct response. The total number of attributes for a 
test is denoted as K and, because the attributes are dichotomous, there are 2K vectors of attributes 
possible for test takers. Note this assumption of dichotomous variables greatly simplifies 
estimation of the attributes for examines. For example, if K = 3, each examinee’s attribute vector 
is one of just 8 possibilities (= 23). If the latent traits were continuous, it would be necessary to 
search through the infinite number of points in R3 to obtain the estimated trait vector.  
Inputs to Cognitive Diagnostic Modeling 
The confirmatory nature of CDMs originates from the pre-specified loading matrix or 
pattern matrix reflecting the association between each item and attribute. More specifically, the 
items are placed in the rows and attributes are placed in the columns of the table, called the Q-
matrix (Tatsuoka, 1983). The entries of the Q-matrix are either 1 or 0, a 1 indicating that the 
attribute is assessed by the item. These dichotomous entries specified in the Q-matrix serve the 
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role of factor loadings and show which attributes are relevant for each item. The Q-matrix is 
crucial for CDM; if it is misspecified, then the CDM analysis will likely produce misleading 
results. Therefore, establishing the Q-matrix accurately is essential for the quality of the 
diagnosis.  
Skills space development. The Q-matrix development process requires careful attention 
to both the theoretical framework and empirical evidence. More specifically, the initial stage of 
Q-matrix development process involves skills space development. Note that the process 
introduced in this paper is for the case of developing a Q-matrix for an already-existing 
instrument.  
There are various ways of identifying an initial set of attributes. For an already-existing 
instrument, the theoretical framework for the skills assessed in the test can provide the basis for 
the Q-matrix. If there is not a theoretical framework, it is necessary to determine how many 
attributes or skills are involved in the test. The proposed attributes should be theoretically and 
statistically supportable. There are varying substantial and empirical strategies purporting to 
achieve this goal, using verbal protocols (Leighton, Gierl, & Hunka, 2004; Leighton & Gierl, 
2007) or eye tracking, consulting with the original test developers or subject matter expert panels, 
and conducting nonparametric dimensionality analyses (Roussos, DiBello, Henson, Jang, & 
Templin, 2010).  
The number of attributes should be determined so that each attribute possesses distinctive 
importance to avoid content redundancy. Jang (2005) suggested the number of attributes should 
not be too large to be statistically supported nor too few to be theoretically supported (Haertel, 
1989; Junker & Sijtsma, 2001; Macready & Dayton, 1977). More specifically, having too many 
17 
 
 
 
attributes per item or insufficient number of items addressing each attribute may cause 
nonidentifiable models as well as inaccurate estimation (DiBello, Roussos, & Stout, 2006).  
Refinement and finalization of the Q-matrix. Empirical refinement of the Q-matrix 
involves evaluations of the estimation results. The estimation methods vary from non-Bayesian 
to fully Bayesian-based models. For non-Bayesian models, joint maximum marginal likelihood 
estimation (JMLE) is used; for partially Bayesian models, maximum marginal likelihood 
estimation (MMLE) is commonly used; for fully Bayesian models, Bayesian Expected a 
posteriori (Bayes EAP), Bayes maximum a posteriori (Bayes MAP), and Markov Chain Monte 
Carlo (MCMC) estimation can be selected.  
The estimation results should be evaluated through a model checking process, which 
includes evaluating statistical convergence, parameter estimation, and model fit. Although 
different estimation methods result in different amounts of statistical information, all estimation 
methods should lead to statistical convergence. If the model does not converge, the Q-matrix 
should be revisited. After parameter estimation converges, the obtained estimates for the ability 
distribution and item parameters (i.e., difficulty parameter and discriminating parameter) should 
be checked to see if they are consistent with theoretical expectations. The evaluation of 
parameter estimation provides empirical criteria for revising the Q-matrix, for example, by 
adjusting the definition of attributes based on item difficulty level and by eliminating non-
significant entries in the Q-matrix (Jang, 2005). Lastly, appropriate model fit statistics should be 
evaluated to ensure that the selected model provides accurate information about test-takers’ 
attribute-level assessment.  
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Eventually, finalizing the Q-matrix for CDM analysis needs both content experts’ 
opinions and model comparison results. More details will be addressed in the analysis section of 
this dissertation. 
Types of Cognitive Diagnostic Models 
 CDMs define the probability of a correct response to item j using the examinee’s attribute 
profile (αi) and the j-th row of the Q-matrix (qj). The models vary in terms of complexity due to 
different assumptions about the interaction of αi and qj. Specifically, the models predict how a 
respondent will answer each item based on his or her attribute profile. The most crucial criterion 
differentiating the cognitive diagnostic models is the assumption of whether the required set of 
attributes are interacting in a noncompensatory way or compensatory way.  
One of the most frequently used noncompensatory models is the DINA model 
(deterministic input, noisy “and” gate; Haertel, 1989; Junker & Sijtsma, 2001; Macready & 
Dayton, 1977). The DINA model assumes that a correct answer to an item requires the mastery 
of all relevant attributes. Therefore, the probability of a correct response is zero for all 
respondents who do not possess all of the required attributes. An example of a construct 
involving noncompensatory skills is math ability. 
The DINO model (deterministic input, noisy “or” gate; Templin & Henson, 2006) is an 
example of a compensatory model that make the more relaxed assumption that possessing one of 
the required attributes increases test performance despite the lack of the other attributes. Suppose 
attributes one and two are required for an item. For example, if respondent i lacks the first 
required attributes (αi1 = 0) but has the other required attribute (αi2 = 1), the probability of him or 
her endorsing a correct answer to a disjunctive item is similar to the probability of the 
respondents who acquired both attributes (αi1 = αi2 = 1). This less restricted assumption is more 
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appropriate for non-cognitive ability tests and for the cases where the problem can be solved by 
several different strategies. For example, psychological tests assessing mental disorders assume a 
compensatory nature for the attributes (Templin & Henson, 2006).  
 Lastly, the models mentioned above mostly assume dichotomous responses (1/0), but the 
models can be used with extended response options such as the nominal response model, the 
graded response model or the binomial responses model, by adding additional parameters (J. 
Chen & Torre, 2013; Formann, 1992).   
Comparison between Cognitive Diagnostic Modeling and Other Models 
To further explain the applications of the CDMs, this section introduces the unique 
features of CDMs in comparison with other traditional statistical methods as well as advantages 
of CDMs in practice.  
CDM versus CTT and IRT. One important purpose of an analysis based on classical 
test theory (CTT) or item response theory (IRT) is to provide an accurate test score as an ability 
estimate for each respondent. The respondents are then placed on a unidimensional trait 
continuum, which ranges from low to high. This test score renders insights about the relative 
competencies of the respondents. The purpose of CDMs, however, is to explain why the 
respondents did or did not perform well on certain items and to provide multidimensional 
feedback on the skills assessed by the test (i.e., the “attributes”). In other words, traditional 
models (i.e., CTT or IRT) conceptualize respondents’ ability as a unidimensional latent construct 
on a single continuum, while CDMs view ability as a set of interrelated discrete attributes. For 
example, using CTT- or IRT-based analyses, an individual’s math ability is estimated as a single 
score, while in CDMs, the attributes—such as addition, subtraction, multiplication, and 
division—are estimated as either mastered (αij = 1) or not mastered (αij = 0) .  
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The differences in purpose of the analyses leads to different ways of reporting the results. 
Estimating a single trait score or subscale scores may suffice in the traditional analysis, because 
the main focus often lies on the breadth of the construct or nomological validity. In contrast, the 
outcome of the CDM analyses is an estimated attribute profile, which provides individualized 
feedback for further training and education. CDMs focus on identifying fine-grained skills 
needing more improvement in a particular domain (Rupp & Templin, 2008). From the 
perspective of CDMs, the total score is not sufficient for understanding achievement, because the 
same total score estimated in CTT- or traditional IRT-based analyses may reflect different 
combinations of mastery of different attributes. For example, the latent trait estimate might be 
the same value for two test takers (e.g., θ = .75), but the latent class estimates can be quite 
different, e.g., α1 = [00111] as opposed to α2 = [10011]. 
An important psychometric difference between CDMs and CTT- or traditional IRT-based 
analyses lies in assumptions made about within-item dimensionality. Note that I restrict the 
comparison mostly to the standard unidimensional IRT models because of their extensive use in 
measurement. Traditional IRT assumes unidimensionality (although multidimensional IRT 
models are moving beyond this restrictive assumption). Traditional CFA assumes observed 
variables load on one factor only, except in special cases where cross-loadings are allowed. The 
factors defined in CFA are usually broader constructs than the attributes in CDMs—the CDM 
attributes tend to deconstruct the broader traits of CFA and IRT. For example, CFA and IRT 
might model judgment as a single factor, whereas CDM dissects judgment into multiple 
attributes such as ability to understand the situation, ability to evaluate the cost-benefit of each 
action, etc. Therefore, items in CDMs often load onto more than one attribute, which is 
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conceptually similar to multidimensional IRT, but with simplifying assumptions that facilitate 
model estimation.  
Applications and Advantages of Cognitive Diagnostic Modeling. Based on its 
differing assumptions, CDMs are the most appropriate tools for the following cases. The first 
case is when the attributes might be viewed as more or less dichotomous. In this situation, CDMs 
provide higher precision for estimates than CTT or IRT/MIRT (Templin & Bradshaw, 2014). 
The higher precision derives from the greatly reduced parameter space where the outcome of the 
diagnosis is either mastery or non-mastery, instead of locating the estimate in a continuous 
multidimensional space. Moreover, CDMs provide equivalent precision with fewer items than 
IRT/MIRT even when dealing with unidimensional tests. 
The second case is when the ultimate purpose of the test is diagnosis or classification. In 
most psychological testing, the test results are reported as a test score at the facet level or as a 
total score. However, the continuous scores are not diagnosis. Diagnosis is a discrete decision 
with perhaps pre-specified cut-offs. For example, while the total score of a job applicant on a 
personnel selection battery is a score, a yes or no decision about the job applicants’ performance 
potential is a diagnosis. This diagnostic tool may be optimally used when making a classification 
decision for licensing, clinical screening, university entrance, placement, or learning. CDM is a 
superior method when classification or diagnosis is the ultimate purpose of the test, because it 
provides the diagnostic information on more specific skills (α) beyond the single estimate of a 
general ability (θ). Unlike CTT or IRT models having to estimate trait scores and find an 
appropriate cut-off score, CDMs can reduce estimation error and facilitate classification because 
scores are dichotomous. Moreover, the diagnostic quality of each item is estimated in CDM so 
that an optimal test can be developed with a set of highly discriminating items.  
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CHAPTER 4: EMPIRICAL STUDY 
Introduction  
Emotional intelligence (EI) has received a great deal of attention from researchers and 
practitioners as it was found to explain additional variance in important work outcomes such as 
job performance (Joseph, Jin, Newman, & O’Boyle, 2015; Joseph & Newman, 2010; O’Boyle, 
Humphrey, Pollack, Hawver, & Story, 2011; Van Rooy & Viswesvaran, 2004), leadership 
(Harms & Credé, 2010), and health (Martins, Ramalho, & Morin, 2010; Schutte, Malouff, 
Thorsteinsson, Bhullar, & Rooke, 2007) beyond cognitive ability and personality. As a result of 
the growing interests in the construct, the measurement aspect of the EI has flourished with many 
new scales (Cooper & Petrides, 2010; MacCann & Roberts, 2008; Mayer, Salovey, Caruso, & 
Sitarenios, 2003; Schutte et al., 1998; Wong & Law, 2002). 
One of the most recently introduced test formats for the EI measures is SJTs. Historically, 
SJT has been a popular test format for the factorially complex constructs such practical judgment 
(Cardall, 1942), supervisory judgment or leadership (Bruce & Learner, 1958; Peus et al., 2013; 
Tenopyr, 1969), tacit knowledge (Hedlund et al., 2003), and, recently, emotional intelligence 
(MacCann & Roberts, 2008; Sharma et al., 2013).  
Despite many benefits, the SJT format has chronic psychometric issues due to its unique 
test characteristics—item multidimensionality and vague construct validity. Multidimensional 
items result in low Cronbach’ alpha and factor analyses often give theoretically inconsistent 
dimensionality results. And these problematic psychometric properties are not an exception in 
the SJTs measuring EI, which hinders clear understanding of the construct. However, the 
struggles do not necessarily mean the SJT format itself is problematic, but instead suggest the 
choice of analytical strategies that assume unidimensionality may not be appropriate. 
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Regarding this issue, Sorrel et al. (2016) recently introduced the application of CDMs to 
SJTs, which is a new method in the field of Industrial and Organizational (I/O) Psychology. The 
authors argued that the traditional statistical analyses used to assess the validity and reliability of 
SJTs typically yield nonsensical results, because within-item multidimensionality in SJTs is 
inconsistent with typical practices of CFA. They applied CDMs to the data from a SJT 
measuring task and contextual knowledge of college students and obtained adequate model fits 
for the most frequently used CDMs including the DINA model, the DINO model, and the G-
DINA model. Sorrel et al. (2016) argued that especially when the ultimate purpose of the test 
administration is diagnosis and when the test results are used to better understand the cognitive 
processes of respondents, CDMs have advantages over other methods. 
In my dissertation, I took the CDM approach to investigate and better understand the 
psychometric properties of two EI SJTs. Specifically, I examined the construct validity of the EI 
SJTs by developing Q-matrices based on the relevant theory papers and technical manual of the 
target SJTs. The CDM analyses for model comparison were conducted to explore the nature of 
attribute interactions and to find the best fitting CDM for EI SJTs. The psychometric properties 
of item and person parameters were examined in detail. Lastly, the reliability of the CDM 
diagnosis was addressed in the testing context.  
The following literature review includes a brief introduction of EI theories and 
measurement and presents the psychometric issues to be addressed in this study. Research 
questions and hypotheses will be developed with theoretical and empirical rationales.  
Definition and Measures of Emotional Intelligence 
 Emotional intelligence (EI) is conceptualized via a four-factor model that includes four 
sequential emotional processes: (1) emotion perception, (2) emotion facilitation, (3) emotion 
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understanding, and (4) emotion management (MacCann, Joseph, Newman, & Roberts, 2014; 
Mayer, Caruso, & Salovey, 1999; Mayer & Salovey, 1993). Emotion perception refers to an 
ability to perceive and express emotions; emotion facilitation involves an ability to utilize 
emotion by facilitating desired emotions and delaying undesired emotions at the moment for the 
purpose of achieving an assigned task; emotion understanding is an ability to understand the 
structure, process, and causes of emotion; and emotion management refers to an ability to 
regulate emotion through appropriate reappraisals, distractions, etc.  
As shown in this definition, EI is viewed as a maximum performance individual 
difference and has been assessed via performance measures (e.g., STEU/STEM; MacCann & 
Roberts, 2008). A representative example of a traditional performance measure is a cognitive 
ability test that has one correct answer for each item. For example, there is only one answer to 
the arithmetic question, “(250 + 470) x 5”, which is 3,600, and any other answers are incorrect. 
However, EI has been mostly measured by instruments using single questions in a Likert-scale 
format as though the construct is a personality trait (Cooper & Petrides, 2010; Wong & Law, 
2002; Schutte, Malouff, Hall, Haggerty, Cooper, Golden, & Dornheim, 1998). Criticisms about 
self-report assessments and corresponding efforts in advancing EI measurement have resulted in 
the introduction of the SJT format to EI assessment. Despite many challenges still existing, the 
SJT format is considered to offer one of the most reasonable solutions for assessing soft skills 
like EI  (Mayer, Salovey, Caruso, & Sitarenios, 2001). 
The Construct Validity of Emotional Intelligence Situational Judgement Tests 
 Having the SJT as a test format, the construct that the EI measures assess is unclear. 
Specifically, when one item taps into multiple attributes, traditional methods are limited in 
estimating the amount of the contribution each attribute has to test performance. To date, there 
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was not a study directly investigating the finer-grained attributes influencing an item from an EI 
SJT. The first research question of this dissertation is whether the theorized dimensions for 
existing EI SJTs can be confirmed by the CDM approach.  
Research Question 1.1. What is the attribute space of the SJTs assessing emotion 
understanding which best describe the STEU data? 
Research Question 1.2. What is the attribute space of the SJTs assessing emotion 
management which best describe the STEM data? 
Moreover, the CDMs additionally allow examination of the relationships among the attributes. 
Although the required attributes to perform the high EI are moderately dependent, it is not 
known whether they interact in a noncompensatory or compensatory way. Therefore, this 
investigation leads to the following research questions: 
Research Question 2.1. Is the relationship between attributes and test performance 
compensatory (DINO) or noncompensatory (DINA) in STEU? 
Research Question 2.2. Is the relationship between attributes and test performance 
compensatory (DINO) or noncompensatory (DINA) in STEM? 
Multidimensionality of Emotional Intelligence and Higher-Order Latent Trait Models  
Varying taxonomies of multidimensional constructs have appeared in the literature 
(Edwards, 2001; Law, Wong, & Mobley, 1998). The taxonomy proposed for intelligence is the 
latent model or a superordinate model, which assumes the g-factor as a higher-order factor 
influencing the lower-order facets (Spearman, 1927). Similarly, EI is believed to be a 
constellation of emotion-related cognitive abilities, reflecting the multidimensionality inherent in 
its definition. How EI is operationalized in SJTs resembles the concept of a latent model (Law et 
al., 1998) or superordinate construct (Edwards, 2001). For example, the SJT aims to measure a 
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single construct, emotion management, but with many narrowly defined skills or knowledges. 
How emotion management in the workplace (θ) is being measured in SJTs is through the 
endorsement of a correct answer that requires multiple knowledges (α1, α2 …, αK) about 
interpersonal relationships in the workplace or corporation climate/norm. 
 In the field of CDMs, there has been a corresponding statistical model proposed to reflect 
the subordinate nature of specific attributes in relation to a higher-order latent trait. The higher-
order latent trait model attempts to model multiple specific attributes and a single general latent 
construct at the same time (de la Torre & Douglas, 2004). This approach assumes the attributes 
(α) are the specific knowledge or skills required for each item, which is similar to other CDMs’ 
assumption, but the model is unique in viewing the attributes arising from a broader latent trait 
(θ). For item parameter estimation, the Markov chain Monte Carlo (MCMC) algorithm is used 
due to the complexity of the joint posterior distribution. The parameter estimates are taken as the 
mean of the draws. 
Therefore, I propose that the higher-order latent trait model serves as an appropriate 
CDM for the SJTs measuring emotion understanding and management, reflecting the 
superordinate structure of the lower-order attributes. 
Hypothesis 1.1.  The higher-order latent trait (HOLT) model will show an adequate 
model fit for the SJT assessing emotion understanding. 
Hypothesis 1.2.  The higher-order latent trait (HOLT) model will show an adequate 
model fit for the SJT assessing emotion management. 
Statistical Generality of Generalized DINA Model 
More recently, as an extension of the DINA model, the G-DINA (generalized 
deterministic inputs, noisy “and” gate) model was proposed (de la Torre, 2011). The G-DINA is 
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called more general, because specifications of G-DINA model can yield both DINA and DINO 
models. In short, G-DINA can be specified or modified to fit both conjunctive and disjunctive 
relationships reflected in the DINA and DINO models, by collapsing 2𝐾 latent classes into 2𝐾𝑗
∗
 
latent groups on item j, where 𝐾𝑗
∗ is ∑ 𝑞𝑗𝑘
𝐾
𝑘=1
. For the advantage of statistical flexibility, the G-
DINA model has been recommended for the SJTs (Sorrel et al., 2016).  
Therefore, in this dissertation, I expect to find model comparison results similar to the 
previous findings from Sorrel et al. (2016), but with a larger sample and a Q-matrix initially 
driven by a technical manual and finalized by a data-driven refinement approach. The following 
hypotheses on model comparison were developed based on the statistical generality of each 
model. 
Hypothesis 2.1. G-DINA will show a superior model fit for the SJT assessing emotion 
understanding compared to DINA. 
Hypothesis 2.2. G-DINA will show a superior model fit for the SJT assessing emotion 
management compared to DINA. 
Hypothesis 3.1. G-DINA will show a superior model fit for the SJT assessing emotion 
understanding compared to DINO. 
Hypothesis 3.2. G-DINA will show a superior model fit for the SJT assessing emotion 
management compared to DINO.   
In sum, my dissertation study was designed with the intention to better understand the 
psychometric properties of EI SJTs. Through the CDM approach, I will first explore the attribute 
space to determine the dimensionality of EI SJTs and examine the underlying response processes. 
The CDM comparison will be followed by an investigation of the attribute dynamic in each SJT. 
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Another new CDM, a higher order latent trait (HOLT) model will be applied to the STEU and 
STEM to test the potential higher order construct—whether there is a higher-order construct in 
addition to lower-order attributes. Finally, the current study facilitates better understanding of the 
examinees by providing specific skill-based test reports. 
Method 
Participants 
The sample was recruited through the subject pool from introductory Psychology courses 
at a large Midwest university. Students had alternative options (e.g., a written assignment) so that 
this participation was voluntary. A total number of 1096 students participated and 1090 
completed the survey, which yields a final sample size of 1090 (64.8% female; 47.8% White; 
mean age = 19.6). The sample size was decided based on a simulation study of estimation errors, 
because accurate item parameter estimation plays a key role in determining the success of 
cognitive diagnosis. Item parameters, especially the discrimination parameters, indicate how well 
the item differentiates mastery from nonmastery for each attribute, which is an essential aspect of 
a reliable diagnosis (Roseman, 2001).  
Measures 
Emotional understanding. The full version of the Situational Test of Emotional 
Understanding (STEU; MacCann & Roberts, 2008) was administered to measure the ability to 
understand emotions. STEU consists of 42 item stems and 5 response options. For each stem, the 
responses can be scored as correct (1) or incorrect (0) based on the scoring key, which follows 
the appraisal theory of emotions (Roseman, 2001). The appraisal theory of emotions provides the 
theoretical explanation for how each of seventeen discrete emotions are generated by situations 
involving different combinations of seven appraisal dimensions (i.e., situational state, 
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motivational state, causal agency, expectedness, certainty, control potential, and problem type). 
The technical manual provides one correct answer for each item. An example item in the 
instructions to the STEU is: 
Clara receives a gift. Clara is most likely to feel? 
(a) Happy (b) Angry (c) Frightened (d) Bored (e) Hungry 
Here, the correct answer is (a) Happy.  
 Emotional management. The Situational Test of Emotional Management (STEM; 
MacCann & Roberts, 2008) was used to assess test takers’ ability to manage emotions. STEM 
consists of 44 item stems describing difficult situations in the workplace and in personal life with 
4 possible courses of actions. Each STEM item is scored as 1 (correct) or 0 (incorrect) based on 
the expert scoring key (i.e., the proportion of experts selecting that option). More specifically, for 
each given situation (i.e., each item stem), the strategy (i.e., the response option) advocated by 
the SMEs was chosen as the correct answer. STEM was developed to consider multiple 
knowledge components of emotion management—knowing how to effectively deal with 
different types of emotional situations. Forty-one items have one correct answer, while three 
items have two correct answers (exactly same proportion of experts selected the two responses 
on items 18, 39, and 43). An example item is in the following: 
Lee’s workmate fails to deliver an important piece of information on time, causing Lee to 
fall behind schedule also. What action would be the most effective for Lee? 
(a) Work harder to compensate.  
(b) Get angry with the workmate.  
(c) Explain the urgency of the situation to the workmate.  
(d) Never rely on that workmate again.  
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The correct answer for this item is (c).  
Preliminary Analysis: Dimensionality Check 
In order to check the degree of multidimensionality of the EI scales, I performed 
exploratory analyses for STEU and STEM separately. First, for each measure, parallel analysis in 
the framework of principal component analysis (PCA) and factor analysis (FA) was conducted 
by comparing the observed eigenvalues with eigenvalues generated from 1000 randomly 
generated data sets. If more than one eigenvalue of the real data is larger than the average 
eigenvalues from the simulated data, the scale is said to be multidimensional. Figure 1 and 
Figure 2 visually present the parallel analyses performed on STEU and STEM, respectively. For 
STEU, principal component analysis (PCA) produced 10 components and factor analysis (FA) 
showed 16 factors that are larger than the simulated eigenvalues, suggesting the scale is far from 
unidimensional. STEM appears to have 10 components and 15 factors, also indicating 
multidimensionality. The first eigenvalues of STEU and STEM are relatively small, with the 
proportion of variance accounted for by the first factor not exceeding 20%.  
Second, principal axis factoring (PAF) with Varimax rotation was performed for several 
factor models ranging from a 1-factor model to a 6-factor model. The purpose of these analyses 
was to see whether the factor loadings in each model represent the theorized factor structure. The 
empirical factor loadings may also serve as reference for modifying the initial Q-matrix. 
Consistent with the results from the parallel analyses, many items load on the first factor; 
however, the factor structure proposed in the technical manual was not recovered by PAF for 
neither STEU nor STEM.   
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Q-matrix Development 
 The standard Q-matrix development procedure includes three main stages (Buck et al., 
1998). The first step involves establishing the initial list of relevant attributes required to perform 
well on the test and a corresponding Q-matrix representing the relationship between attributes 
and items. Having a solid theoretical framework of the target construct is crucial for establishing 
the initial Q-matrix. As a second step, the initial version of Q-matrix is empirically refined 
through a repetitive and systematic procedure to reach convergence with theory. The last step is 
finalizing the Q-matrix that best explains the response process of the scale. The finalizing 
decision should be carefully made based on both empirical and theoretical criteria (the results 
from both the empirical refinement and the relevant theories or subject matter expert opinions).  
Initial construction of the Q-matrix. Multiple versions of the initial Q-matrices were 
devised for STEU and STEM based on the proposed theoretical framework from the scale 
development paper, relevant theory papers, the technical manual, and subject matter experts 
(SMEs). Although previous studies have relied only on a single version of the initial Q-matrix, I 
decided to apply several relevant emotion theories pertaining to the scales to investigate the 
multidimensional factor structure that best explains the data.  
Each item of STEU assesses process or experience of discrete emotions; the responses 
are scored based on Roseman’s appraisal theory (Roseman, 2001). The appraisal theory 
introduces varying dimensions of emotion appraisal that determine whether or which discrete 
emotions should occur. Different combinations of dimensions are theorized to result in seventeen 
discrete emotions. The valence of emotion (i.e., positive emotion and negative emotion) is 
determined, for example, depending on whether an individual runs into a motive-consistent event 
(e.g., hunger, sexual drive) or a motive-inconsistent event.  
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The appraisal theory further dissects the emotions into three categories based on whether 
the cause of emotion is a situation/outcome, someone else, or self. For example, when an 
individual faces a motive-consistent event (a positive emotional experience), the self-caused 
emotion is specified as pride, while other-caused emotion is labeled as love. Similarly, when 
experiencing a motive-inconsistent event (a negative emotional experience), others may cause 
emotions such as dislike, anger, or contempt, while self may cause emotions such as regret, guilt, 
or shame, depending on the degree of control potential over the event and nature of the motive. 
Roseman (2001) grouped the 17 discrete emotions into four families based on different 
combinations of these narrow appraisal dimensions: contacting family, distancing family, 
attacking family, and rejecting/excluding family. The contacting family includes motive-
consistent emotions which increase interactions with stimuli (e.g., joy); the distancing family 
refers to the emotions that decrease interaction with the stimuli and low control potential (e.g., 
sadness); the emotions in the attacking family (e.g., frustration) have features of motive-
inconsistency, high control potential, and instrumental problem; and the emotions in the rejecting 
family (e.g., shame) are experienced in response to motive-inconsistency, high control potential, 
and intrinsic problems.  
Five versions of the initial Q-matrix were generated based on (1) the framework of the 
test feedback report in the technical manual (e.g., the dimensions for subscores) and (2) theories 
of emotion appraisal. The Setting Q-matrix (42 x 2) explicates the relationship between test 
performance and two attributes regarding the location of the emotional experience. The Setting 
Q-matrix assumes the test requires two distinct abilities to understand the emotions associated 
with workplace settings (e.g., events with boss) and personal life settings (e.g., events with 
family or friends). The PANA Q-matrix (42 x 3) features three attributes required to understand 
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the valence of emotions (i.e., positive, negative, and neutral emotions), which implies an 
individual with high ability in positive emotion understanding may not necessarily score high on 
the items about negative emotion understanding. The reason to add ‘neutral’ attributes for the 
‘surprise’ emotion is because all items should have at least one entry in the Q-matrix. The Cause 
Q-matrix (42 x 3) emphasizes abilities to distinguish experienced emotions caused by the 
circumstance, others, and self. The Family Q-matrix (42 x 4) assumes the response process may 
differ for the abilities to understand the four emotion families (contacting, distancing, attacking, 
and rejecting). Lastly, the Dimension Q-matrix (42 x 5) incorporate the two main dimensions of 
appraisal theory, motive consistency and cause of emotion, which results in five distinctive 
attributes. Table 1 to Table 5 show the five initial Q-matrices for STEU. The attribute space of 
STEU is summarized in Table A1. 
For STEM, three versions of the initial Q-matrix were established based on (1) the 
dimensions of reported subscores as described in the technical manual, (2) a theory of emotion 
regulation/management, and (3) the opinions of SMEs that were reflected in the scoring key. The 
test feedback for STEM provides the two types of subscores. The first is the location of the 
scenario, resulting in two dimensions (i.e., ability to deal with difficult situations in the 
workplace and in personal life). The second is the three negative emotions resulted by difficult  
situations (i.e., abilities to deal with anger, sadness, and fear). The rationale for these subscores is 
that that emotion management involving different settings or different negative emotions may 
require distinct abilities. Therefore, the framework of the test feedback report led to two versions 
of the initial Q-matrix for STEM: The Setting Q-matrix (42 x 2) and the Emotion Q-matrix (42 x 
3), respectively. The third version of the initial Q-matrix for STEM, the Strategy Q-matrix (42 x 
4), is based on the emotion management strategies which are provided in the technical manual. 
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Each response option was written to reflect one or more coping strategies ranging from problem-
solving to distancing or avoiding. Although the response options were originally devised to 
reflect a wide range of emotion management strategies, the list of the most effective strategies or 
the correct responses was limited to four: (1) problem-focused strategies, (2) social support 
seeking strategies, (3) emotion-focused strategies, and (4) positive reappraisal. Table 6 to Table 8 
show the three initial Q-matrices for STEM. The attribute space of STEM is summarized in 
Table A2. 
Empirical refinement of the Q-matrix. Although Q-matrix misspecification is a cause 
of model misfit, its impact is often overlooked when evaluating model fit (de la Torre & Chiu, 
2015). The role of the Q-matrix in CDMs is analogous to the pre-specified factor loadings in 
CFA. In other words, it is hard to expect an acceptable model fit with theoretically imposed 
factor loadings that are far from describing the data. Therefore, the Q-matrix refinement 
procedure should be carefully delivered with consideration of data-driven and theory-driven 
suggestions.  
In this study, the Q-matrix subject to the empirical refinement was the Strategy Q-matrix 
for STEM. For other Q-matrices, modifying the initial versions of Q-matrices would be 
inconsistent with the theoretical framework. In the case where the CDM analyses are to be 
applied after the scales have been already developed based on relevant theories, the flexibility to 
alter the q-vector entries is limited and often not compatible with the theoretical framework. For 
example, the Setting Q-matrices for both STEU and STEM represent two locations (workplace 
and personal life) pertaining to emotional understanding and management. When an item was 
created to describe a workplace scenario, it seems incorrect to alter the entry to personal life or 
vice versa. Similarly, for the other Q-matrices such as the PANA Q-matrix, the Emotion Q-matrix, 
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etc., the q-vector for an item involving a specific emotion (e.g., joy) cannot be changed to 
another emotion (e.g., anger). Having the multiple versions of initial Q-matrices for each scale 
may compensate for this restriction.  
The Strategy Q-matrix, on the other hand, has more flexibility for Q-matrix modification 
for two reasons. First, the Strategy Q-matrix follows a theoretical framework advocating for 
item-level multidimensionality—each item is theorized to assess one or more attributes. More 
specifically, one response option tends to capture more than one emotion management strategy 
(e.g., problem solving-focused strategy and social support seeking strategy) that do not 
necessarily conflict with each other (e.g., positive emotion and negative emotion). Second, 
therefore, a reasonable Q-matrix modification does not weaken the theoretical basis of the scale, 
but rather the modified Q-matrix may improve the model fit. Therefore, I proceeded to Q-matrix 
modification with the Strategy Q-matrix. 
Q-matrix validation analyses were carried out using Qvalidation function under the G-
DINA model provided by the R-package, GDINA 0.9.9 (Ma & de la Torre, 2016). The purpose 
of this procedure is to obtain the general discrimination parameter (ς2) recently proposed by de la 
Torre and Chiu (2015) that does not require an assumption specific to which CDM is being used. 
While most discrimination parameter indices such as φ (de la Torre, 2008) are model-dependent, 
ς2 has the advantage of being flexibly applied as model-independent. This generality and 
applicability of ς2 is especially advantageous when the final CDM has not yet been selected. A 
simulated study showed the proposed validation method can accurately identify correct or 
misspecified q-vector entries (de la Torre & Chiu, 2015). The general discrimination index (GDI: 
ς2) is defined as  
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∗ )[𝑃(𝜶𝑐𝑗
∗ ) − 𝑃?̅?]
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𝐾𝑗
∗
𝑐=0
,                                      (1) 
 
where 𝑤(𝜶𝑐𝑗
∗ ) is the probability of the reduced attribute pattern, 𝜶𝑐𝑗
∗ ;  𝑃(𝜶𝑐𝑗
∗ ) is the probability 
of success; and 𝑃(𝜶𝑐𝑗
∗ ) is the mean success. Therefore, the general discrimination parameter (ς2) 
indicates how discriminating an item is between different reduced attribute vectors based on their 
probabilities of success. In order to obtain the maximum ς2 for an item, all attributes should be 
specified. The efficiency of attribute specification can be measured by the proportion of variance 
accounted for (PVAF; ς2/ ς𝑚𝑎𝑥
2 ), which serves as an empirical criterion for q-vector modification.  
 The Strategy Q-matrix validation involved several sequences: (1) obtaining the item 
parameters, (2) identifying misspecified q-vectors, (3) evaluating the attribute specification based 
on different cutoff values for PVAF, (4) modifying the Q-matrix with consideration of theory, 
and (5) applying an item by item search method on the misfitting items. The following section 
explicates the details of each step taken for the Q-matrix validation procedure.  
First, the initial version of the Strategy Q-matrix was used for the item calibration with 
the G-DINA model (de la Torre & Chiu, 2015). Second, based on the estimation results, 
misspecified (i.e., underspecified or overspecified) q-vectors were identified for different cutoff 
values (i.e., PVAF = .95, .90, and .80). The first cutoff value for the PVAF was set as .95, the 
default followed by more relaxed cutoff values (i.e., .90 and .80) when the suggested q-vectors 
with a stricter PVAF cutoff value were incompatible with theory or too many entries were 
suggested to be modified (Ma & de la Torre, in press). Third, for each suggested Q-matrix, the 
flagged items were examined for their suggested q-vector combinations and corresponding 
PVAF. Fourth, the entries of the initial Q-matrix were modified with a consideration of the 
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theoretical framework, which leads to a provisional Q-matrix. The provisional Q-matrix was then 
used to obtain overall model fit and item fit to see whether there was an empirical improvement 
from the initial version. It is quite common to have a large discrepancy between the theoretical 
framework and suggestions from the empirical analyses. Only the items with substantial 
improvement in discrimination power and a theoretical basis were considered for change. The 
second to the fourth steps were repeated until reaching the best overall model fit. Fifth, in order 
to reconfirm the correct combination of the q-vector entries for each item, a systematic search 
was conducted on the items with significant item misfit where the maximum absolute Fisher-
transformed correlation and the maximum log-odds ratio of item pairs were larger than the 
critical z-score ( > 3.88). The search method optimizes model fit by changing one entry at a time 
for each misfitting item. In the end, changes were made in two items. This search method was 
designed to take advantage of the information from the data as an alternative strategy to a data-
driven Q-matrix refinement whose code is not yet available for the G-DINA model.  
Finalizing the Q-matrix. To confirm whether the modified Strategy Q-matrix was 
compatible with the theory, there were three rounds of discussion between two subject matter 
experts (SMEs) to achieve interrater reliability as assessed by kappa statistics (κ), often used to 
assess nominal scale agreement among multiple raters (Fleiss, 1971). The evaluation of interrater 
reliability was based on guidelines from Landis and Koch (1977). Kappa statistics ranging 
from .81 to 1 are said to reflect almost perfect agreement, from .61 to .80 reflects strong 
agreement, from .41 to .60 is moderate agreement, and so forth. The target interrater reliability in 
this study was strong agreement (i.e., κ > .60; Landis & Koch, 1977). For the items with low 
agreement, the final decision was made by the author. The ratings of two SMEs converged over 
three rounds of discussion. The two SMEs had participated in multiple projects involving 
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emotional intelligence over a one-year period. The final Strategy Q-matrix (Table 9) was 
established by incorporating expert opinion (the theoretical approach) and empirical results, 
which resulted in changes in 31 out of 176 Q-matrix entries.  
Evaluation of the Proposed Q-matrices for STEU and STEM 
Multiple Q-matrices were proposed to explain the different item-attribute relationships 
residing in STEU and STEM. The five Q-matrices for STEU reflect different sets of attributes 
including locations of the emotion understanding (The Setting Q-matrix), valence of emotion 
(The PANA Q-matrix), causes of experienced emotion (The Cause Q-matrix), emotion family 
(The Family Q-matrix), and valence/cause of emotion (The Dimension Q-matrix). For STEM, 
the three Q-matrices were proposed addressing locations of the emotion understanding (The 
Setting Q-matrix), negative emotions (The Emotion Q-matrix), and emotion management 
strategies (The Strategy Q-matrix), which was modified through the Q-matrix validation process. 
In order to determine the best fitting Q-matrix for each scale, all proposed Q-matrices were 
compared for their model fits.  
CDM fit statistics. There are multiple CDM fit indices that can be used to evaluate 
model-data misfit pertaining to misspecifications of the Q-matrix or misuse of CDM itself. In 
this study, three relative model fit indices and four absolute model fit indices were obtained for 
the Q-matrix evaluation as well as CDM evaluation using two R-packages, CDM 4.5 and 
GDINA 0.9.9 (Chen, de la Torre, & Zhang, 2013; Robitzsch, Kiefer, George, and Uenlue, 2015; 
Ma & De la Torre, in press). The GDINA package has not been published yet, but the authors 
provided their most recent version of the GDINA R-package upon request. More weight was 
given to the absolute statistics when choosing the best Q-matrix, while the relative fit statistics 
for comparison held more weights for choosing a CDM. Although the fit statistics serve 
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compound purposes, the relative (Bayesian) statistics are often used for model selection, and 
classical fit statistics are locally used for checking item-level fit. In order to make valid 
inferences from different CDMs, it is important to ascertain absolute fit, while relative fit 
evaluation is more helpful for choosing the most appropriate CDM (J. Chen, de la Torre, & 
Zhang, 2013).  
 The three relative fit statistics included –2 log-likelihood (–2LL; Deviance), the Akaike 
Information Criterion (AIC; Akaike, 1974), and the Bayesian Information Criterion (BIC; 
Schwarzer, 1976). The relative fit statistics were computed as a likelihood function (ML) which 
contains the ML estimates of the item parameters (?̂?) and Bayesian estimates of the attributes 
vectors (𝜶): 
ML = ∏ ∑ 𝐿( 𝑿𝑖|?̂?, 𝜶𝑙)𝑝(𝜶𝑙)
𝐿
𝑙=1
𝑁
𝑖=1 ,                                       (2) 
where N equals the sample size; L is the total number of attribute patterns, 𝑿𝑖 represent the 
response vector for examinee i, 𝜶𝑙 is the lth attribute vector, the likelihood of the response vector 
of examinee i given 𝜶𝑙 is captured by 𝐿( 𝑿𝑖|?̂?, 𝜶𝑙), and 𝑝(𝜶𝑙) is the prior probability of 𝜶𝑙. The 
three relative fit statistics were then calculated as: 
–2LL = -2ln(ML)                                                         (3) 
AIC = –2LL + 2P                                                       (4) 
BIC = –2LL + Pln(N),                                                (5) 
where P represent the number of model parameters. As shown in the equations, AIC and BIC 
include penalty terms for adding more parameters to the model, which takes account of the 
model parsimony or complexity. AIC has a penalty of 2 for every parameter estimate and BIC 
increases the penalty as the sample size increases. Smaller values indicate better fit. 
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 There were four absolute fit statistics considered in this study: (1) the residual between 
the observed and predicted Fisher-transformed correlation of item pairs, which is referred to as 
the transformed correlation (𝑟𝑗𝑗′ ; Chen et al., 2013), (2) the residual between the observed and 
predicted log-odds ratios of item pairs (𝑙𝑗𝑗′; Chen et al., 2013), (3) the mean of absolute 
deviations of observed and expected correlations (MADcor; DiBello et al., 2007), and (4) the 
standardized root mean squared residual (SRMSR; Maydeu-Olivares, 2013; Maydeu-Olivares & 
Joe, 2014). For absolute fit, residual analyses were conducted at the item level to evaluate the 
accuracy of each model. The item fits were then evaluated based on the standardized residuals 
between the predicted and observed Fisher-transformed correlations of item pairs (Chen et al., 
2013). For item j, 
𝑟𝑗𝑗′  = |Z[Corr(𝑋𝑗, 𝑋𝑗′)]- Z[Corr(?̅?𝑗, ?̅?𝑗′)]|                                (6) 
𝑙𝑗𝑗′  = |log(𝑁11, 𝑁00/𝑁01, 𝑁10)- log(?̃?11, ?̃?00/?̃?01, ?̃?10)|,         (7) 
where Corr(·) is the Pearson’s product-moment correlation, Z[·] is the Fisher transformation, 𝑋𝑗 
and ?̅?𝑗 are the observed and predicted response vector, and 𝑁𝑗 and ?̃?𝑗′ are the sample sizes of the 
observed and predicted responses. The transformed correlation and the log-odds ratios are 
second moment statistics. In order to evaluate these two absolute fit statistics, maximum z-scores, 
Max. z(Corr) and Max. z(log OR), were calculated using the standard errors for each estimate. 
Significance tests were conducted on the z-score of the maximum absolute residual, using the 
Holm-Bonferroni correction for multiple comparisons (Holm, 1979). The z-score should not be 
significant to confirm adequate model fit. The MADcor and SRMSR were also based on 
comparing observed and predicted correlations and they are denoted as: 
MADcor = 
1
𝐽(𝐽−1)/2
∑ |𝑟 − ?̂?𝑖<𝑗 |                                                (8) 
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SRMSR = √
1
𝐽(𝐽−1)/2
∑ (𝑟 −  𝑟)̂2𝑖<𝑗  ,                                          (9) 
where J is the number of items in the scale. All absolute fit statistics indicating better fit hold 
smaller values or values close to zero.  
Q-matrix comparison. Multiple Q-matrices were proposed to explain the potential item-
attribute relationships for STEU and STEM. In order to determine which relationship best 
explains the responses, all proposed Q-matrices were compared for their model fits. For the Q-
matrix comparison, both absolute and relative fit statistics were calculated under the G-DINA 
model (de la Torre, 2011). The G-DINA model analytically subsumes several reduced models 
and, therefore, is considered to be a more appropriate choice when the CDM has not yet been 
selected (Sorrel et al., 2016). The best fitting Q-matrix for STEU and STEM was decided based 
on the Q-matrix comparison. 
Main Analysis: CDM Comparison 
 Before calculating the model-data fit statistics, item parameters were estimated for each 
CDM. If the test has K attributes for item j, the number of required attributes, 𝐾𝑗
∗, is 2 for DINA 
or DINO models and 2𝐾𝑗
∗
 for G-DINA model. After item parameters were estimated, person 
attribute profiles were estimated using MLE, MAP, and EAP estimation methods. There are 2𝐾- 
1 parameters for the joint attribute distribution estimation, but for a higher-order CDM the 
number is reduced to K, K + 1, and K + 2 for the Rasch model, 1-parameter logistic (1PL) model, 
and 2-parameter (2PL) logistic model, respectively. The 1 PL model refers to the 2PL model 
with estimated common slope parameters while the slope for Rasch model is set to be 1 (not 
estimated).  
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Although relative fit statistics have more weight on the CDM comparison, both relative 
and absolute fit statistics were acquired for all CDMs. In order to explore the research question 
about the attribute dynamics (whether the attributes interact in a noncompensatory or 
compensatory manner), two reduced models representing the different dynamics, DINA and 
DINO, were compared using the best fitting Q-matrix for STEU and STEM.  
To examine whether the subordinate structures of emotion understanding and 
management of EI SJTs are reasonably captured by diagnostic modeling (Hypothesis 1.1 and 
Hypothesis 1.2), a higher-order latent trait (HOLT) model was applied separately to STEU and 
STEM. Before applying the higher-order latent trait model, a decision was made between the 
noncompensatory and compensatory models. This decision was based on the model comparison 
results between the DINA and DINO models. Once the base model was selected, the base model 
with a common discrimination parameter for the higher-order construct was added to the model. 
Using the MCMC algorithm, parameter estimation was based on the mean of the draws after an 
adequate number of burn-in cycles, while standard errors were calculated by averaging sample 
variances of the parameters.  
To test the Hypotheses on statistical generality, (Hypothesis 2.1 - Hypothesis 3.2), the G-
DINA model was compared with the two reduced models, the DINA and DINO models. The 
model comparison was evaluated mainly by relative fit indices. 
Results 
Q-Matrix Finalization: Structure of Emotion Understanding and Management 
CDM Results. Table 10 presents the relative and absolute fit statistics for the proposed 
Q-matrices for STEU and STEM. Regarding the absolute fit statistics, the critical z-scores with 
Holm-Bonferroni correction are 4.38 and 4.02 at 0.01 and 0.05 significance levels for STEU (42 
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items). For STEM (44 items), the critical z-scores with Holm-Bonferroni correction are 4.41 and 
4.04 at 0.01 and 0.05 levels. The Q-matrix is considered to be appropriate for the scale, when the 
Max. z(Corr) and Max. z(log OR) values are smaller than the critical z-scores and when the 
MADcor and SRMSR values are closer to zero. Rejection of the z-score indicates at least one 
item or item pair does not have an adequate fit with the Q-matrix. 
For STEU, none of the Q-matrices met the criteria based on the absolute fit statistics, but 
the Dimension Q-matrix stood as the only Q-matrix close to meeting the criteria. This result may 
be inevitable when CDM is applied after the scale has been developed without considering the 
CDM attribute space. The relative fit statistics do not provide absolute criteria for appropriate fit, 
but Deviance and AIC support the Dimension Q-matrix and BIC advocates the Emotion Q-
matrix. The BIC measure tends to choose simpler models, since it has the strictest penalty term.  
For STEM, all the absolute fit statistics advocate for the Strategy Q-matrix. There was no 
item nor item pair with inadequate item fit in the Strategy Q-matrix. Deviance and AIC also 
support the Strategy Q-matrix, while BIC favors the Setting Q-matrix with two attributes only.  
ESEM Results. Additional post-hoc analyses were conducted to investigate the 
dimensionality of the data. Exploratory structural equation modeling (ESEM) method was 
performed for all Q-matrices using target rotation (Browne, 2001), which has the advantages of 
both EFA and CFA. Table 11 shows the fit statistics for each dimensionality. The Q-matrices 
with the same number of attributes have same model fit values, since ESEM does not impose 
restrictions (beyond those needed for identification) on the models. Overall, multiple fit statistics 
favor the 4 or 5 factor models for STEU and 4 factor model for STEM, which is consistent with 
the CDM results. More specifically, the four commonly used fit statistics—the root mean square 
error of approximation (RMSEA), the comparative fit index (CFI), the Tucker-Lewis index (TLI), 
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and the standardized root mean square residual (SRMR)—were calculated as well as the 
information criteria (AIC, BIC, and adjusted BIC). The Dimension Q-matrix and the Strategy Q-
matrix had the best fit for STEU and STEM based on the CFI and TLI; RMSEA and SRMR did 
not show improvement when adding dimensions.  
 Considering the results of both CDM and ESEM, the Dimension Q-matrix and the 
Strategy Q-matrix were chosen as the final Q-matrix for STEU and STEM. 
Model Comparison and Model Selection 
The absolute and relative fit statistics of the DINA, DINO, G-DINA, DINA-based HOLT, 
and DINO-based HOLT models are presented in Table 12. For STEU, the DINA model showed 
better model fits than the DINO model, suggesting the five attributes interact in a 
noncompensatory manner, but this difference was negligible. Regarding the comparison between 
the G-DINA and reduced models, the G-DINA model showed the best model fits as 
hypothesized. The only exception was with BIC, which often supports the simplest model due to 
the heavy penalty term. However, the hypotheses about the potential hierarchical structure in the 
emotion understanding were not supported as the HOLT model showed inadequate model fits.  
For STEM, the four emotion management strategies seem to have a compensatory 
dynamic as the DINO model fit better than the DINA model, meaning mastering one of attributes 
enables the test takers to perform as well on the items. The superiority of the G-DINA model was 
also found for STEM. Consistent with the STEU, the HOLT model did not adequately fit the 
STEM data, disapproving the possibility of the higher order latent variable.  
Based on the CDM results, DINA, DINO, DINA-based HOLT, and DINO-based HOLT 
models were discarded and the G-DINA model was chosen for the STEU and STEM. Therefore, 
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the psychometric properties of the G-DINA model such as parameter estimates were further 
examined.  
Interpretation of the Parameter Estimates 
 Item parameter estimates. Table 13 and Table 14 present the G-DINA item parameters 
including the guessing parameter (g), the slipping parameter (s), the class discriminating 
parameter calculated by P(1*)-P(0*), and the general discrimination index (GDI) for STEU and 
STEM. Similar to the other IRT models, the items with low guessing and slipping parameter 
values are considered good items. If an item shows guessing or slipping parameter values larger 
than .6, the item cannot be said to differentiate test takers’ attribute mastery levels. The G-DINA 
parameter, P(1*)-P(0*), is defined as the difference between the probabilities of two classes, the 
probability of mastering the relevant attributes and mastering none of them. Therefore, this G-
DINA parameter indicates how well the item differentiates test takers who mastered all and none. 
The values of the GDI, or this difference, as previously defined, should be large for good items. 
The items with high G-DINA parameters also tend to have high GDI, since both represent how 
discriminating the item is.  
 For STEU, the average values of the guessing and slipping parameters are .26 and .28. 
The probability of endorsing the correct answer when the test taker was supposed to be classified 
as 0 is 26%, while the probability for the test takers who mastered all to miss the item is 28%. 
The average G-DINA parameter equals .46 and GDI is .02. The item parameter estimates 
provide guidance on how informative each item is. For example, Item 13 with slipping parameter 
of .85 and zero GDI was one of the least informative, because even a qualified test takers tend to 
incorrectly answer this item, which eventually leads to low discriminating ability. STEU has two 
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more items with zero GDI (Item 30 and 36) whose slipping parameters are also very high (.57, 
and .59).  
 For STEM, the mean guessing and slipping parameters are .33 and .39, which are a bit 
higher than STEU. The G-DINA parameters are also lower (.28) than the STEU estimate (.46), 
although the GDI was a bit higher (.03). STEM particularly has many items (Item 1, 2, 6, 20, 23, 
24, 30, 35, 38, and 40) with large slipping parameter values ( > .60) and most of them also have 
very low discrimination parameters. STEM includes eight items with zero GDI (Item 1, 2, 6, 18, 
20, 22, 23, and 38) and their G-DINA parameter values are also low from -.03 to .13). The 
STEM items are generally less discriminating than the STEU. 
 Person parameter estimates. The inferences from the parameter estimates may be what 
most distinguishes CDMs from the other IRT or traditional methods. Table 15 and Table 16 
present the attribute profile, class probability and frequency of the test takers (N = 1090) for 
STEU and STEM respectively. Each row represents one of the 2𝐾 latent classes—the different 
combinations of attribute mastery. For example,  𝛼1 = {000} to 𝛼8 = {111} when there are three 
attributes for a test.  
 As summarized in Table 17, a large percent of the test takers (83%; 903 respondents) had 
mastered 3 or more attributes of the 5 dimensions in STEU. Only 5% of the test takers fell into 
the lowest ability group where none of the attributes was mastered. The case of mastering four 
attributes, in particular, has the highest class probability (.29) which indicates 29% of the test 
takers (318 respondents) had mastered four attributes. For STEM, the probability of mastering no 
attribute was higher (.19) than STEU, meaning 19% (204 respondents) of the test takers owned 
none of the four attributes that are needed to perform well on the emotion management questions. 
Still, 54% of the test takers had mastered 3 or all 4 attributes in STEM.   
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 Table 18 shows the estimated prevalence of each attribute for STEU and STEM, which 
indicates an attribute-level difficulty. Among the five dimensions in STEU, other-caused 
emotion was the least mastered attribute (51% mastery), while self-caused emotion was the most 
mastered attribute (90% mastery). Mastering negative emotion understanding (64% mastery) 
seems a bit easier than mastering positive emotion understanding (60%). Among the four 
emotion management strategies in STEM, problem solving, social support seeking, and positive 
reappraisal had nearly similar mastery prevalence (.64, .67, and .62), while emotion-focused 
strategy seems a less mastered attribute (.49). The mean mastery of all five attributes is .71 
and .61 for STEU and STEM. 
 Table 19 includes the CTT-based descriptive statistics of scale and attribute level scores 
such as number of items, minimum and maximum scores at scale and subscale levels, mean, 
standard deviation (SD), reliability, and correlations. Table 20 and Table 21 show the 
correlations among attribute scores calculated by CTT- and CDM-based analyses (attribute 
probability and attribute class using EAP, MAP, and MLE) for STEU and STEM, separately. 
Overall, the CTT-based scores and CDM-based scores show moderate to excellent convergent 
validities.  
Individual Feedback 
The fine-grained feedback customized for each test taker would be one of the unique 
benefits of using CDMs. Examples of the attribute-level feedback to three examinees with the 
same total score are presented in Table 22 (STEU) and Table 23 (STEM). Table 22 and Table 23 
present the number of items, the CTT-based subscore, percentages of the correct responses, 
CDM-based probability mastery, and CDM-based class mastery with three estimation methods 
for each attribute. Although there is a general pattern of observing similar CTT-based 
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percentages of correct responses and CDM-based probabilities of attribute mastery, they are not 
always consistent in magnitude or order, as depicted in Figure 3 (STEU) to Figure 4 (STEM). 
The class mastery profiles with EAP, MAP, and MLE estimation are more consistent for STEM 
than for STEU. The three examinees with the same mean total score show nonequivalent 
attribute mastery profiles. 
Classification Reliability: Accuracy and Consistency  
 The most frequently used way to assess reliability of a scale is to provide the Cronbach 
alpha reliability coefficient, which tends to be larger for more unidimensional and homogeneous 
scales (Miller, 1995). Therefore, it is challenging to fairly evaluate the reliability of certain scales 
with item-level multidimensionality such as SJTs, which often report low to moderate internal 
consistency. The reliabilities of STEU and STEM in this study are .77 and .74 at the scale level. 
The reliabilities of the attribute subscores for STEU range from .27 to .70 and from .31 to .66 for 
STEM.  
 Recently, two alternative statistics were introduced to assess the reliability of 
heterogeneous scales: classification accuracy (𝑃𝑎) and classification consistency (𝑃𝑐) by Cui, 
Gierl, and Chang (2012). 𝑃𝑎 equals the probability of accurately classifying a respondent based 
on his/her responses, 𝑃𝑐 is the probability of classifying a respondent consistently on two 
administrations of the test (please refer to the equations for the classification accuracy and 
consistency from Cui, Gierl, & Chang, 2012, as below). Their indices are available for the G-
DINA model in the CDM R-package. 
𝑃𝑎 = P (X ∊ 𝐶𝑡) = ∑ ∑ 𝑃(𝑋 = x|α)𝑟αx ∊ π𝑡α ∊ Ω                       (10) 
𝑃𝑐 = ∑ [∑ (∑ 𝑃(𝑋 = x|α)x ∊ πℎ
𝐻
ℎ=1 ]𝑟αα ∊ Ω ,                             (11) 
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For STEU, the classification accuracy is .58 at the scale level (both with the MLE and 
MAP estimation methods), while the attribute level accuracy ranges from .75 to .92 (mean = .87). 
The classification consistency is .52 and .53 when using MLE and MAP estimations. The 
attribute level classification consistency is higher, ranging from .63 to .98 (mean = .89). Among 
the five dimensions, other-caused emotion dimension has the lowest classification accuracy and 
consistency. Normally, the classification accuracy and consistency estimates at scale level are 
larger than at attribute level, because the scale level estimates indicate to which extent the CDM 
correctly classified the all attributes simultaneously. In case of smaller number of attributes in 
the scale, higher classification rates can be expected.  
STEM shows considerably higher classification accuracy and consistency at the pattern 
level (𝑃𝑎 = .74 and .76 𝑃𝑐 = .71 and .81 for MLE and MAP respectively) than STEU. The social 
support seeking attribute has the highest classification accuracy (𝑃𝑎 = .96), while the problem 
solving attribute has the lowest (𝑃𝑎 = .79). In general, the attribute level classification 
consistency for STEM was very high ranging from .87 to .97 (mean = .92). Table 24 summarizes 
the classification reliability results for STEU and STEM.  
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CHAPTER 5: DISCUSSION 
Although many traditional methods with unidimensional assumptions are not optimal 
analytical strategies, they have been used to investigate multidimensional scales. EI measures 
using the SJT format have the expected psychometric problems when analyzed with the 
traditional methods assuming unidimensionality. To address this issue, the current study took the 
CDM approach in examining the psychometric properties of two EI SJTs. First of all, the 
construct validity of SJTs measuring two EI facets was examined through the Q-matrix 
development process. More specifically, the study investigated whether the empirical evidence 
obtained from CDM analyses supports the theoretical framework proposed in the scale 
development paper (MacCann & Roberts, 2008). Establishing the attribute space and the Q-
matrices for both scales showed which finer-grained facets constitute emotion understanding and 
management. STEU was best described with the five distinctive attributes—abilities to 
understand positive emotion, negative emotion, situation-caused emotion, other-caused emotion, 
and self-caused emotions. The STEM, on the other hand, showed adequate fit with the four 
attribute model including problem solving, social support seeking, emotion-based, and positive 
reappraisal strategies.  
Second, comparison between two reduced models, the DINA and DINO models, suggests 
that the attributes of the STEU tend to interact in an noncompensatory manner (DINA model), 
meaning test performance does not improve by acquiring only some of the required attributes. 
On the other hand, the attributes of the STEM appear to compensate for each other in test 
performance (DINO model). Mastering one of the multiple relevant emotion management 
strategies seems to help boost an examinee’s test score. Exploring the response process 
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underlying SJTs not only contributes to the understanding of EI theories but also to 
understanding the psychometric properties of the relevant measures.   
Third, the flexibility and applicability of the G-DINA model was illustrated. As the G-
DINA model subsumes both the compensatory and noncompensatory models, its flexibility 
allows for model-independent Q-matrix validation (de la Torr, & Chiu, 2015). Moreover, the G-
DINA, as a saturated model, tends to achieve better model fits for the given data (Sorrel et al., 
2016). This pattern was also confirmed with STEU and STEM.  
Fourth, surprisingly, the hypotheses for the hierarchical structure of the two EI facets, 
emotion understanding and management, were not supported. Although the theoretical 
framework implicitly posited lower-order dimensions (e.g., workplace- and personal life-related 
emotional situations) under each EI facet, the higher order latent trait model did not adequately 
reproduce the STEU nor STEM. A possible explanation may be the low intercorrelations among 
the latent variables for STEU and STEM (Table 25 and Table 26). 
Practical Implication 
 One of the important outcomes of a CDM analysis is a finer-grained test report, which 
can be customized to each examinee. Especially, when the ultimate goal of the test 
administration is to make a diagnosis, the CDM approach provides an efficient summary of each 
examinee’s mastery level of each attribute. Although this advantage has been more widely 
acknowledged in educational and clinical settings, the benefits of the detailed feedback report 
can be of an enormous asset for the hiring and training procedures in HR. Beyond what the CTT-
based approach provides (e.g., a total score or subscore), the CDM report can offer direct 
diagnosis and the specific probability of the job applicants or employee mastering the relevant 
attributes. The sophisticated scoring of the CDMs is more useful for heterogeneous measures 
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such as SJTs, because it allows separate assessment of multiple attributes that are nested in one 
item. In practice, the test report can serve as an informative training tool that explicates why each 
individual did or did not perform well on the items and where the strength and weakness of the 
employees lie. Also, the attribute profile provides a guide on how to effectively train/teach each 
employee. For example, when the relationships of the attributes are compensatory, the HR 
practitioners may plan to improve the required skills or knowledge with more focus on the 
relatedness among them.  
 Another contribution of the CDM approach is it provides an alternative understanding 
about the psychometric properties of the SJTs. More specifically, the CDMs provide another way 
of assessing the reliability in the testing context. In classical test theory, reliability is defined as 
the ratio of the true-score and total-score (error plus true score) variances. In the CTT context, 
reliability is often assessed with internal consistency, test-retest reliability, and etc. For the SJTs, 
however, many of these reliability coefficients do not adequately assess the stability of 
measurement. To date, researchers have tended to choose test-retest reliability or split-half 
reliability over Cronbach’s alpha for heterogeneous measures such SJTs to avoid low internal 
consistency reliability estimates. CDMs, whose goal is to make an accurate diagnosis, can be 
assessed for their reliability by classification accuracy or classification consistency, which can be 
calculated from both simple equations or simulation (Cui et al., 2012).  
Limitations and Future Directions 
The current study should be cautiously interpreted in consideration of several limitations. 
First, the CDM analyses were applied to the STEU and STEM after the scales were developed. 
Although the SJTs are considered multidimensional, the attributes were not explicitly 
incorporated in the scale development procedure. Rather, the scales were originally developed 
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under a unidimensional framework, which may result in poor item and model fits under the 
CDM approach (Rupp & Templin, 2008). Also, the investigation of the response process was 
only exploratory, because the unique item-attribute relationship in respect to the CDM approach 
has not been explicitly pre-defined. Still, considering the CDM approach has not been widely 
utilized during the scale development process in I/O Psychology, the post-hoc CDM analyses of 
the SJTs are good start for CDM application (Templin & Henson, 2006; García, Olea, & Torre, 
2015; Sorrel et al., 2016). In the future research, taking item-level multidimensionality (i.e., 
item-attribute relationship) into account beforehand would be for better understanding of the 
psychometric properties of SJTs.  
Second, more research is needed to apply the fully data-driven Q-matrix validation 
methods (Chen, Liu, Xu, & Ying, 2015; Chiu, 2013; Liu, Xu, & Ying, 2012). For the Q-matrix 
validation, the current study utilized conceptual frameworks provided by the scale development 
paper and technical manual and followed empirical and systematic refinement procedure (de la 
Torre & Chiu, 2015). Although this Q-matrix validation was rigorous, using a fully data-driven 
Q-matrix validation may lead to more accurate evaluation of the dimensionality and ease heavy 
reliance on SME opinions, especially when the attribute space has to be established in the 
beginning of the scale development process.  
Third, the classification accuracy and consistency results reported in this study were 
calculated analytically. In other words, the reliability estimates are not obtained from simulation 
but from equations (Cui et al., 2012). The current version of the CDM R-package only provides 
reliability estimates for the simulated data for the reduced models (DINA and DINO models) but 
not for the G-DINA model. As the reliability estimates are important psychometric properties 
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needed to evaluate the quality of the classification in the CDMs, more discussion is encouraged 
on this issue.  
Lastly, there has not been a study empirically comparing the differences of the CDMs 
and multidimensional item response theory (MIRT), which both assume item-level 
multidimensionality and have similar attribute integration models (i.e., compensatory and 
noncompensatory). Therefore, more attention should be paid to investigate the different 
advantages that can be obtained from these similar psychometric analyses especially when 
applied to heterogeneous measures like SJTs.  
Conclusion 
The current study introduced the advantages of CDMs for the analysis and understanding 
of SJTs. Above all, the multidimensionality assumption of the CDM approach allows a more 
adequate examination of factorially complex measures such as SJTs. With the 
multidimensionality assumption, the unique requirement for the CDM analyses, the Q-matrix, 
explicitly described the item-attribute relationships. The Q-matrix provides empirical guidance 
about the construct validity of the SJTs which has been difficult to investigate with traditional 
methods. Moreover, CDMs provide insight about the response. The CDM approach is in 
particular useful and preferable when the ultimate goal of the analyses is to make a diagnosis and 
to offer individualized feedback. 
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TABLES 
Table 1. The Initial Setting Q-matrix for STEU 
Item Relevant Emotion Setting (K = 2) 
Work Life 
STEU1 Sad  0 1 
STEU2 Pride 1 0 
STEU3 Relief 0 1 
STEU4 Joy 0 1 
STEU5 Regret 0 1 
STEU6 Gratitude  1 0 
STEU7 Distressed  0 1 
STEU8 Hope  1 0 
STEU9 Contempt  0 1 
STEU10 Surprised  0 1 
STEU11 Frustrated  1 0 
STEU12 Angry 0 1 
STEU13 Scared 1 0 
STEU14 Dislike 0 1 
STEU15 Contempt  1 0 
STEU16 Sad  0 1 
STEU17 Hope  0 1 
STEU18 Angry 1 0 
STEU19 Regret 0 1 
STEU20 Surprised  1 0 
STEU21 Distressed  1 0 
STEU22 Gratitude  0 1 
STEU23 Joy 1 0 
STEU24 Pride 0 1 
STEU25 Relief 0 1 
STEU26 Frustrated  0 1 
STEU27 Dislike 0 1 
STEU28 Scared 0 1 
STEU29 Surprised  0 1 
STEU30 Scared 0 1 
STEU31 Joy 0 1 
STEU32 Hope  0 1 
STEU33 Relief 1 0 
STEU34 Sad  1 0 
STEU35 Distressed  0 1 
STEU36 Frustrated  0 1 
STEU37 Angry 0 1 
STEU38 Dislike 1 0 
STEU39 Contempt  0 1 
STEU40 Gratitude  0 1 
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 Table 1. The Initial Setting Q-matrix for STEU (Cont.) 
Item Relevant Emotion Setting (K = 2) 
Work Life 
STEU41 Regret 1 0 
STEU42 Pride 0 1 
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Table 2. The Initial PANA Q-matrix for STEU 
Item PANA (K = 3) 
Positive Negative Neutral 
STEU1 0 1 0 
STEU2 1 0 0 
STEU3 1 0 0 
STEU4 1 0 0 
STEU5 0 1 0 
STEU6 1 0 0 
STEU7 0 1 0 
STEU8 1 0 0 
STEU9 0 1 0 
STEU10 0 0 1 
STEU11 0 1 0 
STEU12 0 1 0 
STEU13 0 1 0 
STEU14 0 1 0 
STEU15 0 1 0 
STEU16 0 1 0 
STEU17 1 0 0 
STEU18 0 1 0 
STEU19 0 1 0 
STEU20 0 0 1 
STEU21 0 1 0 
STEU22 1 0 0 
STEU23 1 0 0 
STEU24 1 0 0 
STEU25 1 0 0 
STEU26 0 1 0 
STEU27 0 1 0 
STEU28 0 1 0 
STEU29 0 0 1 
STEU30 0 1 0 
STEU31 1 0 0 
STEU32 1 0 0 
STEU33 1 0 0 
STEU34 0 1 0 
STEU35 0 1 0 
STEU36 0 1 0 
STEU37 0 1 0 
STEU38 0 1 0 
STEU39 0 1 0 
STEU40 1 0 0 
STEU41 0 1 0 
STEU42 1 0 0 
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Table 3. The Initial Source Q-matrix for STEU 
Item Source (K = 3) 
Situation Other Self 
STEU1 1 0 0 
STEU2 0 0 1 
STEU3 1 0 0 
STEU4 1 0 0 
STEU5 0 0 1 
STEU6 0 0 1 
STEU7 1 0 0 
STEU8 1 0 0 
STEU9 0 1 0 
STEU10 1 0 0 
STEU11 1 0 0 
STEU12 0 1 0 
STEU13 1 0 0 
STEU14 0 1 0 
STEU15 0 1 0 
STEU16 1 0 0 
STEU17 1 0 0 
STEU18 0 1 0 
STEU19 0 0 1 
STEU20 1 0 0 
STEU21 1 0 0 
STEU22 0 0 1 
STEU23 1 0 0 
STEU24 0 0 1 
STEU25 1 0 0 
STEU26 1 0 0 
STEU27 0 1 0 
STEU28 1 0 0 
STEU29 1 0 0 
STEU30 1 0 0 
STEU31 1 0 0 
STEU32 1 0 0 
STEU33 1 0 0 
STEU34 1 0 0 
STEU35 1 0 0 
STEU36 1 0 0 
STEU37 0 1 0 
STEU38 0 1 0 
STEU39 0 1 0 
STEU40 0 0 1 
STEU41 0 0 1 
STEU42 0 0 1 
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Table 4. The Initial Family Q-matrix for STEU 
Item Family (K = 4) 
Contact Distance Attack Reject 
STEU1 0 1 0 0 
STEU2 1 0 0 0 
STEU3 1 0 0 0 
STEU4 1 0 0 0 
STEU5 0 1 0 0 
STEU6 1 0 0 0 
STEU7 0 1 0 0 
STEU8 1 0 0 0 
STEU9 0 0 0 1 
STEU10 0 1 0 0 
STEU11 0 0 1 0 
STEU12 0 0 1 0 
STEU13 0 1 0 0 
STEU14 0 1 0 0 
STEU15 0 0 0 1 
STEU16 0 1 0 0 
STEU17 1 0 0 0 
STEU18 0 0 1 0 
STEU19 0 1 0 0 
STEU20 0 1 0 0 
STEU21 0 1 0 0 
STEU22 1 0 0 0 
STEU23 1 0 0 0 
STEU24 1 0 0 0 
STEU25 1 0 0 0 
STEU26 0 0 1 0 
STEU27 0 1 0 0 
STEU28 0 1 0 0 
STEU29 0 1 0 0 
STEU30 0 1 0 0 
STEU31 1 0 0 0 
STEU32 1 0 0 0 
STEU33 1 0 0 0 
STEU34 0 1 0 0 
STEU35 0 1 0 0 
STEU36 0 0 1 0 
STEU37 0 0 1 0 
STEU38 0 1 0 0 
STEU39 0 0 0 1 
STEU40 1 0 0 0 
STEU41 0 1 0 0 
STEU42 1 0 0 0 
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Table 5. The Initial Dimension Q-matrix for STEU 
Item Dimension (K = 5) 
Positive Negative Situation Other Self 
STEU1 0 1 1 0 0 
STEU2 1 0 0 0 1 
STEU3 1 0 1 0 0 
STEU4 1 0 1 0 0 
STEU5 0 1 0 0 1 
STEU6 1 0 0 0 1 
STEU7 0 1 1 0 0 
STEU8 1 0 1 0 0 
STEU9 0 1 0 1 0 
STEU10 0 0 1 0 0 
STEU11 0 1 1 0 0 
STEU12 0 1 0 1 0 
STEU13 0 1 1 0 0 
STEU14 0 1 0 1 0 
STEU15 0 1 0 1 0 
STEU16 0 1 1 0 0 
STEU17 1 0 1 0 0 
STEU18 0 1 0 1 0 
STEU19 0 1 0 0 1 
STEU20 0 0 1 0 0 
STEU21 0 1 1 0 0 
STEU22 1 0 0 0 1 
STEU23 1 0 1 0 0 
STEU24 1 0 0 0 1 
STEU25 1 0 1 0 0 
STEU26 0 1 1 0 0 
STEU27 0 1 0 1 0 
STEU28 0 1 1 0 0 
STEU29 0 0 1 0 0 
STEU30 0 1 1 0 0 
STEU31 1 0 1 0 0 
STEU32 1 0 1 0 0 
STEU33 1 0 1 0 0 
STEU34 0 1 1 0 0 
STEU35 0 1 1 0 0 
STEU36 0 1 1 0 0 
STEU37 0 1 0 1 0 
STEU38 0 1 0 1 0 
STEU39 0 1 0 1 0 
STEU40 1 0 0 0 1 
STEU41 0 1 0 0 1 
STEU42 1 0 0 0 1 
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Table 6. The Initial Setting Q-matrix for STEM 
Item Setting (K = 2) 
Work Life 
STEM1 1 0 
STEM2 0 1 
STEM3 1 0 
STEM4 1 0 
STEM5 1 0 
STEM6 0 1 
STEM7 1 0 
STEM8 1 0 
STEM9 1 0 
STEM10 1 0 
STEM11 0 1 
STEM12 1 0 
STEM13 0 1 
STEM14 0 1 
STEM15 0 1 
STEM16 1 0 
STEM17 0 1 
STEM18 1 0 
STEM19 0 1 
STEM20 1 0 
STEM21 0 1 
STEM22 0 1 
STEM23 0 1 
STEM24 0 1 
STEM25 0 1 
STEM26 0 1 
STEM27 1 0 
STEM28 0 1 
STEM29 0 1 
STEM30 1 0 
STEM31 1 0 
STEM32 1 0 
STEM33 1 0 
STEM34 1 0 
STEM35 0 1 
STEM36 0 1 
STEM37 0 1 
STEM38 1 0 
STEM39 1 0 
STEM40 1 0 
STEM41 0 1 
STEM42 1 0 
STEM43 0 1 
STEM44 0 1 
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Table 7. The Initial Setting Q-matrix for STEM 
Item Emotion (K = 3) 
Anger Fear Sadness 
STEM1 1 0 0 
STEM2 0 0 1 
STEM3 1 0 0 
STEM4 1 0 0 
STEM5 0 0 1 
STEM6 0 1 0 
STEM7 0 0 1 
STEM8 1 0 0 
STEM9 0 0 1 
STEM10 0 1 0 
STEM11 0 0 1 
STEM12 1 0 0 
STEM13 0 0 1 
STEM14 1 0 0 
STEM15 0 1 0 
STEM16 1 0 0 
STEM17 0 0 1 
STEM18 1 0 0 
STEM19 0 1 0 
STEM20 1 0 0 
STEM21 0 0 1 
STEM22 1 0 0 
STEM23 0 1 0 
STEM24 1 0 0 
STEM25 0 0 1 
STEM26 1 0 0 
STEM27 0 1 0 
STEM28 0 0 1 
STEM29 1 0 0 
STEM30 0 1 0 
STEM31 0 1 0 
STEM32 0 0 1 
STEM33 1 0 0 
STEM34 0 0 1 
STEM35 1 0 0 
STEM36 0 0 1 
STEM37 0 1 0 
STEM38 1 0 0 
STEM39 0 1 0 
STEM40 1 0 0 
STEM41 0 1 0 
STEM42 1 0 0 
STEM43 0 1 0 
STEM44 0 0 1 
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Table 8. The Initial Strategy Q-matrix for STEM 
Item Strategy (K = 4) 
Problem Social Emotion Reappraisal 
STEM1 1 1 0 0 
STEM2 0 1 0 0 
STEM3 1 0 0 0 
STEM4 1 0 0 0 
STEM5 0 1 0 0 
STEM6 1 0 0 0 
STEM7 1 1 0 0 
STEM8 1 0 1 0 
STEM9 0 1 0 0 
STEM10 1 0 0 0 
STEM11 0 1 0 0 
STEM12 1 0 0 0 
STEM13 0 1 0 0 
STEM14 0 1 0 0 
STEM15 1 0 0 0 
STEM16 1 0 0 0 
STEM17 1 0 0 0 
STEM18 1 0 1 0 
STEM19 1 1 1 0 
STEM20 1 0 1 0 
STEM21 1 0 0 0 
STEM22 1 0 0 0 
STEM23 0 1 0 0 
STEM24 1 0 0 0 
STEM25 0 1 0 0 
STEM26 1 0 0 0 
STEM27 1 0 1 0 
STEM28 0 1 0 0 
STEM29 1 0 0 1 
STEM30 1 0 1 0 
STEM31 1 1 0 0 
STEM32 0 1 0 0 
STEM33 1 0 1 1 
STEM34 0 1 0 0 
STEM35 0 0 1 1 
STEM36 1 0 0 0 
STEM37 1 0 1 0 
STEM38 1 0 0 0 
STEM39 1 0 0 0 
STEM40 1 0 0 1 
STEM41 1 0 0 0 
STEM42 1 0 1 1 
STEM43 1 1 0 0 
STEM44 1 0 1 1 
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Table 9. The Final Strategy Q-matrix for STEM (*Revised entries) 
Item Strategy (K = 4) 
Problem Social Emotion Reappraisal 
STEM1 1 1 0 0 
STEM2 0 1 0 0 
STEM3 1 0 1* 0 
STEM4 1 0 1* 0 
STEM5 0 1 0 0 
STEM6 1 0 0 0 
STEM7 1 1 0 0 
STEM8 1 0 1 0 
STEM9 1* 1 0 0 
STEM10 1 0 1* 0 
STEM11 0 1 0 0 
STEM12 1 0 0 0 
STEM13 0 1 0 0 
STEM14 1* 1 0 0 
STEM15 0* 1* 1* 0 
STEM16 1 0 1* 0 
STEM17 1 0 0 0 
STEM18 0* 1* 1 0 
STEM19 1 1 1 0 
STEM20 1 0 1 0 
STEM21 1 0 0 0 
STEM22 1 0 0 0 
STEM23 0 1 1* 0 
STEM24 1 1* 1* 0 
STEM25 0 1 0 1* 
STEM26 1 0 1* 0 
STEM27 1 0 1 0 
STEM28 0 1 0 0 
STEM29 1 0 0 1 
STEM30 1 0 1 0 
STEM31 1 1 0 0 
STEM32 0 1 0 0 
STEM33 0* 0 0* 1 
STEM34 0 1 0 1* 
STEM35 1* 0 1 1 
STEM36 0* 1* 0 1* 
STEM37 1 1* 1 0 
STEM38 1 0 0 0 
STEM39 1 0 0 1* 
STEM40 1 0 1* 1 
STEM41 1 1* 1* 0 
STEM42 1 0 1 1 
STEM43 1 0* 0 1* 
STEM44 1 0 0* 1 
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Table 10. The CDM Fit Statistics for the Q-matrix Candidates 
            Relative Fit Absolute Fit 
 Num Npar Item 
par 
Class 
par 
N 
entries 
Deviance AIC BIC Max.  
z(Corr) 
p-
value  
(holm) 
Max.  
z(log 
OR) 
p-
value  
(holm) 
MADcor SRMSR 
STEU (42 items)                             
    Setting 2 87 84 3 42 50631 50805 51239 6.237 0.0000 6.0616 0.0000 0.034 0.045 
    PANA 3 91 84 7 42 50556 50738 51192 6.3412 0.0000 5.9155 0.0000 0.035 0.045 
    Cause 3 91 84 7 42 50566 50748 51203 6.3981 0.0000 6.2443 0.0000 0.036 0.046 
    Family 4 99 84 15 42 50472 50670 51165 5.4671 0.0000 5.3347 0.0001 0.035 0.045 
    Dimension 5 193 162 31 81 49878 50264 51228 4.4433 0.0038 4.5333 0.0025 0.027 0.035 
STEM (44 items)               
    Setting 2 91 88 3 44 55381 55563 56017 4.9797 0.0003 5.222 0.0001 0.031 0.039 
    Emotion 3 95 88 7 44 55374 55564 56039 5.0398 0.0002 5.3602 0.0000 0.031 0.039 
    Strategy 4 153 138 15 65 55196 55502 56266 4.8354 0.0006 5.3445 0.0000 0.03 0.038 
    Strategy_revised 4 193 178 15 82 54882 55268 56232 3.6986 0.1025 3.7214 0.0937 0.027 0.034 
Note. Num = number of attributes; Npar = number of estimated parameters; Item par = number of estimated item parameters; Class par = 
number of estimated latent class parameters or population parameters; N entries = number of entries with 1 in the Q-matrix. Based on GDINA 
Package, the critical z scores are 4.38 and 4.02 at 0.01 and 0.05 for STEU (42 items) and 4.41 and 4.04 at 0.01 and 0.05 for STEM (44 items). 
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Table 11. The ESEM Fit Statistics for the Q-matrix Candidates 
  Num Npar Chi-
square 
df Chi-
square/df 
CFI TLI RMSEA SRMR AIC BIC Adjusted 
BIC 
STEU (42 items) 
  
 
             Setting_ESEM 2 125 1075.541 778 1.382 0.94 0.94 0.02 0.03 50678 51512 50981 
    PANA_ESEM 3 165 960.093 738 1.301 0.96 0.95 0.02 0.03 50629 51663 51005 
    Cause_ESEM 3 165 960.093 738 1.301 0.96 0.95 0.02 0.03 50629 51663 51005 
    Family_ESEM 4 204 849.822 699 1.216 0.97 0.96 0.01 0.03 50590 51819 51037 
    Dimension_ESEM 5 242 771.834 661 1.168 0.98 0.97 0.01 0.03 50567 51985 51083 
STEM (44 items)             
    Setting_ESEM 2 175 1281.921 859 1.492 0.89 0.88 0.02 0.03 56788 57662 57106 
    Emotion_ESEM 3 217 1109.453 817 1.358 0.93 0.91 0.02 0.03 56699 57783 57094 
    Strategy_ESEM 4 258 997.887 776 1.286 0.94 0.93 0.02 0.03 56670 57958 57139 
    Strategy_revised 4 258 997.887 776 1.286 0.94 0.93 0.02 0.03 56670 57958 57139 
Note. Num = number of attributes; Npar = number of estimated parameters. 
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Table 12. The Fit Statistics for the CDM Comparison 
  
Scale 
  
Npar 
  
Item par 
  
Class par 
Relative Fit Absolute Fit 
Deviance AIC BIC Max. z 
(Corr) 
p-value  
(holm) 
Max. z 
(log OR) 
p-value  
(holm) 
MADcor SRMSR 
STEU_Dimension            
  DINA 115 84 31 50502 50732 51306 5.9836 0.0000 5.8072 0.0000 0.0370 0.0460 
  DINO 115 84 31 50522 50752 51327 6.2211 0.0000 6.0719 0.0000 0.0350 0.0450 
  GDINA 193 162 31 49878 50264 51228 4.4433 0.0038 4.5333 0.0025 0.0270 0.0350 
  HOLT_DINA 94 84 10 50524 50712 51181 5.7696 0.0000 5.6150 0.0000 N/A N/A 
  HOLT_DINO 94 84 10 50540 50728 51198 6.1501 0.0000 6.0170 0.0000 N/A N/A 
STEM_Strategy            
  DINA 103 88 15 55331 55537 56051 5.1879 0.0004 5.6807 0.0000 0.0300 0.0390 
  DINO 103 88 15 55283 55489 56004 4.9418 0.0004 5.5061 0.0000 0.0300 0.0380 
  GDINA 193 178 15 54882 55268 56232 3.6986 0.1025 3.7214 0.0937 0.0270 0.0340 
  HOLT_DINA 96 88 8 55362 55554 56034 4.9273 0.0004 5.5922 0.0000 N/A N/A 
  HOLT_DINO 96 88 8 55315 55507 55986 4.9545 0.0003 5.6908 0.0000 N/A N/A 
Note. Num = number of attributes; Npar = number of estimated parameters; Item par = number of estimated item parameters; Class par = 
number of estimated latent class parameters or population parameters.  
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Table 13. G-DINA Model Item Parameter Estimates: STEU 
Item g s SE (g) SE (s) P(1*)-P(0*) GDI 
STEU1 .28 .50 .06 .02 .21 .01 
STEU2 .31 .26 .06 .02 .43 .03 
STEU3 .35 .23 .06 .02 .42 .02 
STEU4 .57 .07 .07 .01 .36 .01 
STEU5 .48 .14 .06 .02 .39 .01 
STEU6 .48 .16 .07 .02 .37 .02 
STEU7 .48 .27 .06 .02 .25 .02 
STEU8 .07 .20 .03 .02 .73 .04 
STEU9 .13 .59 .03 .03 .28 .03 
STEU10 .57 .04 .05 .01 .40 .01 
STEU11 .38 .13 .06 .02 .48 .01 
STEU12 .26 .67 .04 .03 .07 .01 
STEU13 .26 .85 .06 .02 -.11 .00 
STEU14 .20 .66 .04 .03 .15 .01 
STEU15 .11 .43 .03 .04 .47 .04 
STEU16 .37 .04 .06 .01 .59 .02 
STEU17 .10 .32 .04 .02 .57 .02 
STEU18 .24 .46 .05 .03 .31 .03 
STEU19 .16 .10 .05 .01 .74 .05 
STEU20 .40 .07 .05 .01 .53 .03 
STEU21 .10 .27 .04 .02 .62 .03 
STEU22 .23 .03 .06 .01 .75 .04 
STEU23 .33 .18 .06 .02 .49 .01 
STEU24 .25 .05 .06 .01 .69 .04 
STEU25 .18 .07 .05 .01 .74 .04 
STEU26 .14 .21 .04 .02 .65 .03 
STEU27 .36 .30 .05 .03 .33 .01 
STEU28 .21 .23 .05 .02 .56 .02 
STEU29 .21 .25 .04 .01 .54 .03 
STEU30 .20 .57 .05 .02 .23 .00 
STEU31 .28 .16 .06 .02 .56 .02 
STEU32 .18 .33 .05 .02 .49 .02 
STEU33 .23 .22 .06 .02 .56 .04 
STEU34 .23 .30 .05 .02 .47 .02 
STEU35 .28 .09 .06 .01 .63 .03 
STEU36 .25 .59 .06 .02 .16 .00 
STEU37 .15 .76 .04 .03 .09 .01 
STEU38 .21 .32 .04 .03 .47 .02 
STEU39 .25 .29 .04 .04 .46 .05 
STEU40 .09 .08 .04 .01 .83 .05 
STEU41 .20 .23 .05 .02 .57 .04 
STEU42 .16 .10 .05 .01 .74 .03 
Note. GDI = General Discrimination Index. 
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Table 14. G-DINA Model Item Parameter Estimates: STEM 
Item g s SE (g) SE (s) P(1*)-P(0*) GDI 
STEM1 .22 .65 .03 .02 .13 .00 
STEM2 .24 .76 .02 .02 .01 .00 
STEM3 .42 .26 .04 .03 .32 .02 
STEM4 .46 .21 .04 .03 .33 .02 
STEM5 .34 .35 .03 .02 .31 .02 
STEM6 .16 .86 .02 .01 -.02 .00 
STEM7 .38 .45 .03 .02 .17 .01 
STEM8 .12 .48 .03 .03 .39 .02 
STEM9 .32 .28 .03 .02 .40 .03 
STEM10 .32 .44 .03 .03 .23 .01 
STEM11 .45 .08 .03 .01 .47 .05 
STEM12 .45 .33 .03 .02 .23 .01 
STEM13 .46 .16 .03 .01 .37 .03 
STEM14 .41 .42 .03 .02 .18 .01 
STEM15 .32 .29 .03 .03 .39 .03 
STEM16 .41 .31 .04 .03 .28 .01 
STEM17 .46 .14 .03 .01 .39 .04 
STEM18 .59 .42 .04 .03 .00 .00 
STEM19 .43 .19 .04 .02 .38 .04 
STEM20 .33 .61 .03 .03 .06 .00 
STEM21 .36 .30 .03 .02 .34 .03 
STEM22 .29 .59 .03 .02 .12 .00 
STEM23 .16 .86 .03 .02 -.03 .00 
STEM24 .32 .80 .04 .03 -.12 .01 
STEM25 .30 .38 .03 .02 .32 .02 
STEM26 .35 .14 .04 .02 .50 .04 
STEM27 .21 .56 .03 .03 .23 .01 
STEM28 .40 .06 .03 .01 .54 .06 
STEM29 .23 .38 .03 .02 .39 .03 
STEM30 .33 .81 .03 .02 -.14 .01 
STEM31 .21 .51 .03 .02 .28 .02 
STEM32 .34 .08 .03 .01 .58 .07 
STEM33 .18 .43 .02 .02 .39 .04 
STEM34 .27 .07 .03 .01 .66 .08 
STEM35 .18 .91 .03 .02 -.09 .01 
STEM36 .20 .06 .03 .01 .75 .11 
STEM37 .17 .36 .03 .03 .47 .06 
STEM38 .25 .65 .02 .02 .10 .00 
STEM39 .63 .01 .03 .01 .36 .02 
STEM40 .43 .61 .04 .03 -.04 .02 
STEM41 .17 .37 .03 .03 .46 .03 
STEM42 .40 .23 .04 .03 .37 .05 
STEM43 .47 .05 .03 .01 .48 .05 
STEM44 .44 .07 .03 .01 .49 .04 
Note. GDI = General Discrimination Index. 
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Table 15. Estimated Probability and Expected Frequency of the Latent Classes: STEU 
Latent 
Class 
Attribute  
Profile 
Class  
Probability 
Class  
Frequency 
1 00000 .05 57.55 
2 10000 .01 5.78 
3 01000 .00 0.00 
4 00100 .00 0.11 
5 00010 .00 1.85 
6 00001 .00 0.00 
7 11000 .02 26.49 
8 10100 .00 1.64 
9 10010 .00 0.00 
10 10001 .00 0.00 
11 01100 .00 5.12 
12 01010 .00 0.00 
13 01001 .00 0.00 
14 00110 .00 0.65 
15 00101 .08 87.42 
16 00011 .00 0.00 
17 11100 .00 0.00 
18 11010 .01 9.05 
19 11001 .01 6.87 
20 10110 .00 0.22 
21 10101 .00 2.40 
22 10011 .00 4.58 
23 01110 .00 0.00 
24 01101 .07 79.79 
25 01011 .00 0.00 
26 00111 .17 183.99 
27 11110 .00 0.00 
28 11101 .24 257.79 
29 11011 .00 2.51 
30 10111 .04 40.88 
31 01111 .02 17.33 
32 11111 .27 298.22 
 
 
 
  
71 
 
 
 
Table 16. Estimated Probability and Expected Frequency of the Latent Classes: STEM 
Latent 
Class 
Attribute 
Profile 
Class  
Probability 
Class  
Frequency 
1 0000 .19 204.92 
2 1000 .02 27.03 
3 0100 .00 0.00 
4 0010 .04 38.91 
5 0001 .00 0.00 
6 1100 .09 94.50 
7 1010 .02 22.02 
8 1001 .01 13.08 
9 0110 .01 8.39 
10 0101 .03 34.66 
11 0011 .05 53.08 
12 1110 .02 19.08 
13 1101 .16 176.69 
14 1011 .00 0.00 
15 0111 .04 48.07 
16 1111 .32 349.67 
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Table 17. Summary of the Estimated Probability and Expected Frequency of the Latent Classes 
Scale Num. of 
Attributes 
Mastered  
Estimated 
Probability 
Expected  
Frequency 
STEU    
 0 .05 57.55 
 1 .01 7.74 
 2 .11 121.32 
 3 .26 286.89 
 4 .29 318.50 
 5 .27 298.22 
STEM    
 0 .19 204.92 
 1 .06 65.95 
 2 .21 225.74 
 3 .22 243.83 
  4 .32 349.67 
Note. Num. of Attributes Mastered = number of mastered attributes in each latent class.  
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Table 18. Estimated Prevalence of Each Attribute in STEU and STEM 
Scale Attribute Non-mastery Mastery 
STEU Positive emotion .40 .60 
 Negative emotion .36 .64 
 Situation .11 .89 
 Other .49 .51 
 Self .10 .90 
STEM Problem solving .36 .64 
 Social support seeking .33 .67 
 Emotion focused .51 .49 
  Positive reappraisal .38 .62 
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Table 19. Descriptive Statistics: Number of items, minimum and maximum scores, mean, standard deviation, correlation, and internal 
consistency 
Note. N = 1090. 
  Scale Items Min Max M SD 1 2 3 4 5 6 7 8 9 10 11 
1 STEU_total 42 3 42 26.09 5.80 (.77)           
2     Positive emotion 15 0 15 10.78 2.83 .86 (.69)          
3     Negative 
emotion 
24 1 24 12.82 3.27 .89 .56 (.56)         
4     Situation 24 2 24 15.66 3.76 .92 .82 .78 (.70)        
5     Other 9 0 9 3.65 1.61 .52 .26 .65 .24 (.27)       
6     Self 9 0 9 6.78 1.86 .81 .80 .64 .64 .28 (.60)      
7 STEM_total 44 6 39 22.75 5.78 .56 .49 .48 .52 .22 .51 (.74)     
8     Problem solving 31 4 27 15.24 3.89 .46 .41 .39 .42 .18 .42 .93 (.58)    
9     Social support 
seeking 
21 2 19 11.12 3.46 .52 .46 .45 .49 .20 .47 .90 .74 (.66)   
10     Emotion focused 19 1 15 8.65 2.38 .37 .32 .31 .34 .15 .32 .77 .80 .61 (.31)  
11     Positive 
appraisal 
11 0 11 6.60 2.17 .50 .43 .43 .46 .20 .45 .78 .67 .66 .50 (.60) 
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Table 20. Correlations among Attribute Scores Calculated by CTT- and CDM-based Analyses: STEU 
  Attribute 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
1 STEU_total                           
2 STEU_pa .86                          
3 STEU_na .89 .56                         
4 STEU_sit .92 .82 .78                        
5 STEU_other .52 .26 .65 .24                       
6 STEU_self .81 .80 .64 .64 .28                      
7 steu_pa_prob .70 .77 .53 .61 .31 .69                     
8 steu_na_prob .75 .63 .72 .68 .33 .67 .84                    
9 steu_sit_prob .72 .63 .57 .72 .21 .60 .21 .32                   
10 steu_other_prob .36 .29 .33 .19 .58 .23 .17 .04 .34                  
11 steu_self_prob .72 .66 .58 .68 .23 .68 .26 .33 .94 .37                 
12 steu_pa_eap .62 .67 .47 .53 .26 .62 .93 .78 .18 .13 .23                
13 steu_na_eap .65 .55 .62 .58 .28 .59 .77 .93 .27 .00 .27 .75               
14 steu_sit_eap .67 .60 .54 .67 .20 .57 .17 .28 .98 .34 .92 .13 .22              
15 steu_other_eap .26 .21 .24 .13 .48 .15 .12 -
.01 
.25 .89 .26 .09 -
.07 
.25             
16 steu_self_eap .68 .61 .54 .64 .22 .63 .21 .29 .91 .37 .98 .18 .23 .91 .26            
17 steu_pa_map .61 .65 .47 .53 .25 .61 .92 .79 .18 .11 .22 .95 .77 .12 .06 .17           
18 steu_na_map .65 .56 .61 .60 .26 .59 .78 .93 .27 .00 .27 .77 .95 .22 -
.06 
.21 .82          
19 steu_sit_map .67 .59 .54 .67 .20 .56 .17 .28 .98 .34 .91 .13 .22 .98 .25 .90 .11 .22         
20 steu_other_map .23 .16 .23 .10 .45 .13 .06 -
.04 
.24 .88 .26 .03 -
.11 
.26 .91 .28 .00 -
.13 
.26        
21 steu_self_map .67 .61 .54 .63 .22 .63 .21 .28 .91 .37 .98 .18 .22 .91 .27 .99 .16 .21 .91 .28       
22 steu_pa_mle .48 .66 .26 .43 .16 .51 .74 .48 .14 .13 .18 .65 .43 .13 .10 .16 .62 .45 .12 .04 .16      
23 steu_na_mle .52 .31 .62 .45 .35 .42 .50 .75 .19 .04 .20 .45 .68 .19 .00 .19 .48 .65 .18 .02 .18 .24     
24 steu_sit_mle .64 .57 .51 .70 .16 .46 .23 .33 .83 .24 .74 .21 .27 .77 .18 .70 .21 .29 .78 .15 .70 .07 .09    
25 steu_other_mle .25 .17 .27 .11 .51 .13 .16 .05 .15 .81 .18 .13 .01 .14 .80 .16 .11 .02 .15 .76 .17 .07 .02 .16   
26 steu_self_mle .61 .58 .49 .51 .19 .71 .36 .39 .65 .23 .74 .34 .35 .63 .15 .70 .31 .34 .62 .14 .70 .12 .16 .54 .13   
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Table 21. Correlations among Attribute Scores Calculated by CTT- and CDM-based Analyses: STEM 
  Attribute 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
1 STEM_total                      
2 STEM_prob .93                     
3 STEM_social .90 .74                    
4 STEM_emo .77 .80 .61                   
5 STEM_appr .78 .67 .66 .50                  
6 stem_prob_prob .82 .78 .71 .58 .65                 
7 stem_social_prob .81 .65 .82 .51 .72 .79                
8 stem_emo_prob .48 .45 .43 .47 .36 .32 .37               
9 stem_appr_prob .73 .59 .69 .45 .81 .58 .76 .58              
10 stem_prob_eap .75 .71 .66 .53 .60 .96 .75 .29 .53             
11 stem_social_eap .78 .61 .78 .48 .69 .75 .98 .35 .73 .72            
12 stem_emo_eap .40 .37 .37 .39 .29 .27 .32 .92 .51 .24 .31           
13 stem_appr_eap .67 .54 .64 .41 .76 .54 .72 .53 .96 .50 .70 .47          
14 stem_prob_map .75 .71 .64 .53 .58 .96 .73 .29 .52 .97 .71 .24 .48         
15 stem_social_map .77 .61 .78 .48 .68 .75 .98 .35 .73 .73 .99 .30 .69 .71        
16 stem_emo_map .42 .40 .39 .41 .32 .29 .34 .91 .52 .26 .32 .95 .50 .25 .31       
17 stem_appr_map .67 .54 .63 .40 .75 .53 .71 .53 .96 .49 .69 .48 .98 .47 .68 .50      
18 stem_prob_mle .68 .69 .55 .51 .51 .88 .58 .24 .41 .81 .55 .19 .38 .82 .55 .21 .38     
19 stem_social_mle .73 .56 .77 .44 .61 .69 .91 .35 .66 .65 .89 .30 .61 .64 .90 .32 .59 .50    
20 stem_emo_mle .26 .26 .24 .33 .13 .11 .17 .81 .30 .10 .15 .75 .27 .10 .15 .71 .28 .04 .16   
21 stem_appr_mle .55 .44 .49 .32 .73 .39 .53 .41 .84 .34 .51 .35 .79 .32 .50 .37 .80 .27 .43 .20  
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Table 22. Attribute Profiles of the Examinees with Equivalent Mean STEU Score (M = 26) 
Attribute Item Subscore Correct (%) Prob EAP MAP MLE 
ID = 16               
    PA 15 12 80% 59% 1 1 1 
    NA 24 11 46% 61% 1 1 0 
    Situation 24 17 71% 100% 1 1 1 
    Other 9 1 11% 38% 0 1 0 
    Self 9 8 89% 100% 1 1 1 
ID = 243        
    PA 15 8 53% 7% 0 0 0 
    NA 24 15 63% 46% 0 0 1 
    Situation 24 14 58% 100% 1 1 1 
    Other 9 5 56% 76% 1 1 1 
    Self 9 7 78% 100% 1 1 1 
ID = 727        
    PA 15 9 60% 21% 0 0 0 
    NA 24 14 58% 91% 1 1 1 
    Situation 24 14 58% 99% 1 1 1 
    Other 9 4 44% 13% 0 0 0 
    Self 9 8 89% 100% 1 1 1 
Note. Correct (%) = percentage of the correct responses; Prob = probability of mastering the 
attribute. 
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Table 23. Attribute Profiles of the Examinees with Equivalent Mean STEM Score (M = 23) 
Attribute Item Subscore Correct (%) Prob EAP MAP MLE 
ID = 480               
    Problem 31 15 48% 5% 0 0 0 
    Social 21 11 52% 5% 0 0 0 
    Emotion 19 10 53% 96% 1 1 1 
    Reappraisal 11 8 73% 98% 1 1 1 
ID = 740        
    Problem 31 13 42% 34% 0 0 0 
    Social 21 13 62% 100% 1 1 1 
    Emotion 19 8 42% 86% 1 1 1 
    Reappraisal 11 6 55% 91% 1 1 1 
ID = 778        
    Problem 31 17 55% 54% 1 1 1 
    Social 21 7 33% 9% 0 0 0 
    Emotion 19 9 47% 43% 0 0 0 
    Reappraisal 11 6 55% 11% 0 0 0 
Note. Correct (%) = percentage of the correct responses; Prob = probability of mastering the 
attribute. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
79 
 
 
 
Table 24. Classification Reliability for the Latent Class Pattern and Skills: Accuracy and 
Consistency 
  G-DINA model 
  𝑃𝑎 𝑃𝑐 
STEU   
    MLE 0.58 0.52 
    MAP 0.58 0.53 
        A1 (PA) 0.89 0.94 
        A2 (NA) 0.91 0.94 
        A3 (Situation) 0.92 0.93 
        A4 (Other) 0.75 0.63 
        A5 (Self) 0.86 0.98 
        Mean 0.87 0.89 
STEM   
    MLE 0.74 0.71 
    MAP 0.76 0.81 
        A1 (Problem) 0.79 0.87 
        A2 (Social) 0.96 0.93 
        A3 (Emotion) 0.85 0.97 
        A4 (Reappraisal) 0.85 0.90 
        Mean 0.86 0.92 
Note. Note. Pa (Classification accuracy) = the probability of accurately classifying a randomly 
selected test taker based on his or her responses to test items; Pc (Classification consistency) = 
the probability of classifying a randomly selected test taker consistently on two administrations 
of the test. 
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Table 25. Estimated Correlation for the Latent Variables for STEU  
Attributes PA NA Situation Other Self 
Positive Emotion 1.00     
Negative Emotion 0.39 1.00    
Situation 0.55 0.49 1.00   
Other 0.15 0.20 0.17 1.00  
Self 0.23 0.16 0.31 0.07 1.00 
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Table 26. Estimated Correlation for the Latent Variables for STEM  
Attributes Prob. Social Emotion Reappr. 
Problem solving 1.00       
Social support seeking 0.35 1.00   
Emotion focused 0.40 0.40 1.00  
Positive reappraisal 0.40 0.31 0.32 1.00 
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FIGURES 
Figure 1. A Visual Presentation of the Parallel Analysis Results for STEU 
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Figure 2. A Visual Presentation of the Parallel Analysis Results for STEM
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Figure 3. Visual Presentation of the Attribute Profiles of the Examinees with Equivalent Mean 
STEU Score (M = 26) 
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Figure 4. Visual Presentation of the Attribute Profiles of the Examinees with Equivalent Mean 
STEM Score (M = 23) 
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APPENDIX: ATTRIBUTE SPECIFICATION 
Table A1. Attribute Specification of STEU 
Item Reflected Emotion Setting PANA Cause Family 
STEU1 Sad  Personal life Negative emotion Situation Distance 
STEU2 Pride Workplace  Positive emotion Self Contract 
STEU3 Relief Personal life Positive emotion Situation Contract 
STEU4 Joy Personal life Positive emotion Situation Contract 
STEU5 Regret Personal life Negative emotion Self Distance 
STEU6 Gratitude  Workplace  Positive emotion Self Contract 
STEU7 Distressed  Personal life Negative emotion Situation Distance 
STEU8 Hope  Workplace  Positive emotion Situation Contract 
STEU9 Contempt  Personal life Negative emotion Other Reject 
STEU10 Surprised  Personal life Neutral emotion Situation Distance 
STEU11 Frustrated  Workplace  Negative emotion Situation Attack 
STEU12 Angry Personal life Negative emotion Other Attack 
STEU13 Scared Workplace  Negative emotion Situation Distance 
STEU14 Dislike Personal life Negative emotion Other Distance 
STEU15 Contempt  Workplace  Negative emotion Other Reject 
STEU16 Sad  Personal life Negative emotion Situation Distance 
STEU17 Hope  Personal life Positive emotion Situation Contract 
STEU18 Angry Workplace  Negative emotion Other Attack 
STEU19 Regret Personal life Negative emotion Self Distance 
STEU20 Surprised  Workplace  Neutral emotion Situation Distance 
STEU21 Distressed  Workplace  Negative emotion Situation Distance 
STEU22 Gratitude  Personal life Positive emotion Self Contract 
STEU23 Joy Workplace  Positive emotion Situation Contract 
STEU24 Pride Personal life Positive emotion Self Contract 
STEU25 Relief Personal life Positive emotion Situation Contract 
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Table A1. Attribute Specification of STEU (Cont.) 
Item Reflected Emotion Setting PANA Cause Family 
STEU26 Frustrated  Personal life Negative emotion Situation Attack 
STEU27 Dislike Personal life Negative emotion Other Distance 
STEU28 Scared Personal life Negative emotion Situation Distance 
STEU29 Surprised  Personal life Neutral emotion Situation Distance 
STEU30 Scared Personal life Negative emotion Situation Distance 
STEU31 Joy Personal life Positive emotion Situation Contract 
STEU32 Hope  Personal life Positive emotion Situation Contract 
STEU33 Relief Workplace  Positive emotion Situation Contract 
STEU34 Sad  Workplace  Negative emotion Situation Distance 
STEU35 Distressed  Personal life Negative emotion Situation Distance 
STEU36 Frustrated  Personal life Negative emotion Situation Attack 
STEU37 Angry Personal life Negative emotion Other Attack 
STEU38 Dislike Workplace  Negative emotion Other Distance 
STEU39 Contempt  Personal life Negative emotion Other Reject 
STEU40 Gratitude  Personal life Positive emotion Self Contract 
STEU41 Regret Workplace  Negative emotion Self Distance 
STEU42 Pride Personal life Positive emotion Self Contract 
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Table A2. Attribute Specification of STEM 
Item Reflected Emotion Setting Strategy Strategy (R) 
STEM1 Anger Workplace Problem, Social Problem, Social 
STEM2 Sadness Personal life Social Social 
STEM3 Anger Workplace Problem Problem, Emotion 
STEM4 Anger Workplace Problem Problem, Emotion 
STEM5 Sadness Workplace Social Social 
STEM6 Fear Personal life Problem Problem 
STEM7 Fear Workplace Problem, Social Problem, Social 
STEM8 Anger Workplace Problem, Emotion Problem, Emotion 
STEM9 Sadness Workplace Social Problem, Social 
STEM10 Fear Workplace Problem Problem, Emotion 
STEM11 Sadness Personal life Social Social 
STEM12 Anger Workplace Problem Problem 
STEM13 Sadness Personal life Social Social 
STEM14 Anger Personal life Social Problem, Social 
STEM15 Fear Personal life Problem Social, Emotion 
STEM16 Anger Workplace Problem Problem, Emotion 
STEM17 Sadness Personal life Problem Problem 
STEM18 Anger Workplace Problem, Emotion Social, Emotion 
STEM19 Fear Personal life Problem, Social, Emotion Problem, Social, Emotion 
STEM20 Anger Workplace Problem, Emotion Problem, Emotion 
STEM21 Sadness Personal life Problem Problem 
STEM22 Anger Personal life Problem Problem 
STEM23 Fear Personal life Social Social, Emotion 
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Table A2. Attribute Specification of STEM (Cont.) 
Item Reflected Emotion Setting Strategy Strategy (R) 
STEM24 Anger Personal life Problem Problem, Social, Emotion 
STEM25 Sadness Personal life Social Social, Reappraisal 
STEM26 Anger Personal life Problem Problem, Emotion 
STEM27 Fear Workplace Problem, Emotion Problem, Emotion 
STEM28 Sadness Personal life Social Social 
STEM29 Anger Personal life Problem, Reappraisal Problem, Reappraisal 
STEM30 Fear Workplace Problem, Emotion Problem, Emotion 
STEM31 Fear Workplace Problem, Social Problem, Social 
STEM32 Sadness Workplace Social Social 
STEM33 Anger Workplace Problem, Emotion, Reappraisal Reappraisal 
STEM34 Sadness Workplace Social Social, Reappraisal 
STEM35 Anger Personal life Emotion, Reappraisal Problem, Emotion, Reappraisal 
STEM36 Sadness Personal life Problem Social, Reappraisal 
STEM37 Fear Personal life Problem, Emotion Problem, Social, Emotion 
STEM38 Anger Workplace Problem Problem 
STEM39 Fear Workplace Problem Problem, Reappraisal 
STEM40 Anger Workplace Problem, Reappraisal Problem, Emotion, Reappraisal 
STEM41 Fear Personal life Problem Problem, Social, Emotion 
STEM42 Anger Workplace Problem, Emotion, Reappraisal Problem, Emotion, Reappraisal 
STEM43 Fear Personal life Problem, Social Problem, Reappraisal 
STEM44 Sadness Personal life Problem, Emotion, Reappraisal Problem, Reappraisal 
 Note. Strategy (R) = revised attribute specification after Q-matrix refinement 
