In this paper, we propose a new method for accurate detection, estimation and tracking of formants in speech signals using time-varying quasi-closed phase analysis (TVQCP). The proposed method combines two different methods of analysis namely, the time-varying linear prediction (TVLP) and quasiclosed phase (QCP) analysis. TVLP helps in better tracking of formant frequencies by imposing a time-continuity constraint on the linear prediction (LP) coefficients. QCP analysis, a type of weighted LP (WLP), improves the estimation accuracies of the formant frequencies by using a carefully designed weight function on the error signal that is minimized. The QCP weight function emphasizes the closed-phase region of the glottal cycle, and also weights down the regions around the main excitations. This results in reduced coupling of the subglottal cavity and the excitation source. Experimental results on natural speech signals show that the proposed method performs considerably better than the detect-and-track approach used in popular tools like Wavesurfer or Praat.
Introduction
Accurate tracking of formants in speech signals has potential applications in acoustic-phonetic analysis of speech signals, speech enhancement, formant-based speech synthesis, pronunciation correction [1] [2] [3] [4] [5] . Many algorithms of varying complexity have been proposed in the literature for tracking formants in speech signals [6] [7] [8] [9] [10] . A dynamic programming (DP) based tracking with a heuristic cost function on the initial formant candidates estimated using a conventional LP analysis is used in [6, 7] . An integrated approach towards tracking is adopted in [8] [9] [10] using state-space methods such as Kalman filtering (KF) and factorial hidden Markov model (FHMM) . Most of these algorithms use an underlying linear prediction (LP) based modeling of speech signals, except in [10] which uses a nonnegative matrix factorization (NMF) based source-filter modeling of speech signals.
Linear prediction (LP) analysis of speech signals is widely used to model the vocal tract system [11, 12] . Many refinements to the conventional LP analysis have been proposed such as temporally weighted linear prediction (WLP) and sparse linear prediction (SLP) for accurate modeling of the vocal tract as well as the excitation source [13] [14] [15] [16] . However, the performance of these alternative LP models in tracking formants has not been studied extensively. The conventional LP analysis is still widely used in popular speech analysis tools for formant tracking [6, 7] .
Temporally weighted LP algorithms give differential emphasis on the samples by defining a weight function on the error signal being minimized [13] [14] [15] [17] [18] [19] . Different weight functions have been proposed in the literature for WLP analysis based on different criterion and for different purposes. Weight functions that follow the short-time energy of the speech signal within a glottal cycle have been used to increase the robustness of the analysis against degradations [13, 17, 19] . Another weight function with an attenuated main excitation (AME) reduces the effect of glottal source on the vocal tract estimation [14] . A generalized AME weight function also known as the quasi-closed phase (QCP) weight function was proposed for accurate estimation of glottal source parameters by glottal inverse filtering [15] .
The conventional least squares solution to the LP problem involves minimizing the L 2 norm of the prediction error signal with an inherent assumption that the excitation source signal is Gaussian process [20, 21] . Sparsity constraints based on the theory of compressed sensing may be used to utilize the super Gaussian nature of the excitation signal [16, 22] . This is achieved by approximating a non-convex L 0 norm optimization problem by a more tractable convex L 1 norm optimization [16] . Also, it has been shown that an iterative reweighted minimization of the norm can achieve increased sparsity of error signal and thereby yielding a solution more closer to L 0 norm optimization [22] .
Speech signal is conventionally analyzed over short segments (5-50 ms) with an inherent assumption of quasi stationarity [11] . This conventional short-time analysis can only give a piecewise approximation to the slowly but continuously varying vocal tract system. Also, the conventional methods for tracking formants based on short-time LP analysis typically use a twostage detect-and-track approach [6, 7] . Even the advanced formant tracking algorithms which directly track formants from the cepstral coefficients use this piecewise approximation of the vocal tract system [8, 9] . Time varying linear prediction (TVLP) tries to bridge this gap by modeling the speech signal over longer intervals of time by defining the vocal tract model parameters as a function of time [23] [24] [25] .
In this paper, we propose a new time-varying quasi-closed phase (TVQCP) linear prediction analysis of speech signals for accurate modeling and tracking of the vocal tract resonances which integrates the advantages of temporally weighted LP, time varying LP and sparse LP.
Conventional least squares linear prediction
In conventional linear prediction (LP) analysis the current sample x[n] is predicted as a linear weighted sum of the past p samples given byx
where {a k } p k=1 denotes the predictor coefficients. The predictor coefficients can be estimated as a solution to the convex optimization problem given bŷ
Here, N denotes the window length or the number of samples over which the predictor coefficients are optimized. Minimization of the L 2 norm of the error signal leads to the least square solution of the conventional LP analysis. However, a sparsity constraint imposed on the error signal is known to provide a better modeling of the excitation source and vocal tract system. This is achieved by minimizing the L 1 norm of the error signal which gives a convex approximation to the solution of an L 0 norm optimization problem, also referred to as sparse linear prediction (SLP) [16, 22] .
Weighted linear prediction
Weighted linear prediction (WLP) differs from the conventional LP in the sense that it uses a sample selective prediction. It gives differential emphasis to different regions of the speech signal within a glottal cycle towards their contributions in estimating the predictor coefficients. This is achieved by minimizing a weighted error signal given bŷ
where WN×N is a diagonal matrix with its diagonal elements corresponding to a weight function w n defined on the error signal.
Time-varying linear prediction
Time-varying linear prediction (TVLP) is a generalization of the conventional LP analysis where the predictor filter coefficients are continuous functions of time. TVLP introduces a time-continuity constraint on the vocal tract (VT) system and is a better approximation of the slowly varying VT system than the piecewise constant quasi-stationary approximation used in the conventional LP analysis. The current sample is predicted using the past p samples aŝ
where a k [n] denotes the k th time-varying prediction filter coefficient at time instant n. Different approximations of a k [n] are possible using a power series or trigonometric series or Legendre polynomials. In this paper, we use a simple power series or polynomial approximation of q th order given by
The TVLP coefficients are estimated by minimizing the L m norm of the error signal and represented as a convex optimization problem given bŷ
and (13)
.
Again, an L 2 or L1 norm minimization leads to a least square solution or a sparse solution to the convex optimization problem, respectively [16, 22, 25] .
Time-varying weighted linear prediction
Time varying weighted linear prediction (TVWLP) is analogous to WLP where the predictor coefficients are estimated by minimizing a weighted error signal given bŷ
where W N ×N is a diagonal matrix with its diagonal elements corresponding to the weight function w n defined on the error signal. In this paper, we propose to use the QCP weight function within the TVWLP framework which provides a more accurate closed phase estimate of the vocal tract and also imposes a limited sparsity constraint on the excitation signal.
Time-varying quasi-closed phase analysis
Time-varying quasi-closed phase (TVQCP) analysis is a combination of QCP based WLP analysis and the time-varying linear prediction analysis. Quasi closed phase analysis of speech signals belongs to the family of weighted linear prediction (WLP) methods with a specially designed weight function based on the knowledge of GCIs [15] . The QCP analysis uses a weight function that combines the advantages of WLP, sparse LP, and AME weight function. The weight function is designed so as to emphasize the closed phase region of the glottal cycle while at the same time attenuate the region around the main excitation [15] . Attenuation of the main excitation automatically imposes a limited sparsity constraint on the error signal and also reduces the influence of the excitation source on the vocal tract estimates. By defining a continuous weight function on the error signal the QCP analysis provides a flexible framework to approximate a closed phase analysis over multiple glottal cycles using either an autocorrelationbased or a covariance-based formulation.
An illustration of the QCP weight function w n along with the Liljencrants-Fant (LF) glottal flow derivative signal u n for about one glottal cycle is shown in Fig. 1 . It is characterized by three parameters, namely, the position quotient (Q p = tp/T0), duration quotient (Q d = t d /T0) and the ramp duration tr, where T 0 is the pitch period. A small non-zero value of deemphasis factor d w = 10 −5 is used to avoid any possible singularities in the weighted autocorrelation matrices.
Formant tracking experiments
Performance of most formant tracking algorithms depends on two aspects: (1) the tracking algorithm used and (2) the underlying spectrum estimation method. In principle, most of the tracking algorithms can be combined with any underlying spectral representation including the one derived using a QCP based WLP analysis. However, the main focus of this paper is to study the improvements provided by TVLP and TVWLP over the popular two-stage detect-and-track approach that uses conventional LP. In view of this, we compare the performance of our proposed TVQCP method in formant tracking with that of the popular speech analysis tools Wavesurfer and Praat [6, 7] .
Database
Performance of different methods in formant tracking is evaluated on natural speech signals using the vocal tract resonance (VTR) database [26] . The test data of the VTR database which has 192 utterances, 8 utterances each from 24 different speakers (8 female and 16 male), is used for the evaluation. The first three reference formant frequencies provided in the database have been obtained in a semi-supervised manner, where the formant tracks derived using an LP based algorithm [27] is verified and corrected manually based on spectrographic evidence. All the speech data, originally recorded at 16 kHz sampling rate, is downsampled to 8 kHz before processing.
Performance metrics
Formant tracking performance of the methods is evaluated in terms of formant detection rate (FDR) and formant estimation error (FEE). Formant detection rate is measured in terms of the percentage of frames where a formant is hypothesized within a specified deviation from the ground truth. Formant estimation error is measured in terms of the average absolute deviation of the hypothesized formants from the ground truth. The FEE for a single frame of analysis and for the i th formant is computed as F EEi = |Fi −Fi|/Fi * 100, where Fi is the reference ground truth andFi is the hypothesized formant frequency.
Experiments and results
Based on our earlier experiments on formant tracking using synthetic speech signals we propose to use a window size of 100 ms, an LP order of 8, and a polynomial order of 3 for the TVLP and TVWLP methods [28] . A preemphasis filter of P (z) = 1 − 0.97z −1 is used to preprocess the speech signals.
Comparison with other methods
Performance of the TVLP and TVQCP methods for different norm minimizations as compared to some of the popular formant tracking methods is given in Table 1 . TVQCP-L2 and TVQCP-L1 denote the least squares and sparse TVQCP methods with L 2 and L1 norm minimization, respectively. Similarly, TVLP-L2 and TVLP-L1 denote the least squares and sparse TVLP methods. WSURF-SCOV denotes the LP type-1 of Wavesurfer which uses a stabilized covariance analysis over 25 ms Hamming window. PRAAT-BURG denotes the Burg method of LP analysis with a 50 ms Gaussian-like window function. MUST-AFB denotes an adaptive filter-bank (AFB) based method proposed by Mustafa et al. [29] . It can be seen from Table 1 that the TVLP and TVQCP methods perform better than the popular methods using a twostage detect-and-track approach. The improvement of performance in tracking (both FDRs and FEEs) the third formant by the time-varying methods is considerably high. It can be seen from the results for TVLP-L2 and TVQCP-L2, that use of QCP based WLP analysis seem to improve the performance of formant tracking. However, the improvement provided by QCP analysis on top of the sparsity constraint is only marginal, at least on the dataset used.
Effect of window length, LP order, and polynomial order
The effect of the choices for window size, LP order p, and the order of the polynomial q on the tracking performance is provided in Table 2 . As the performance of TVQCP-L2 and TVQCP-L1 are almost comparable the effects of varying these parameters are studied using only the TVQCP-L2 method. It can be seen that the performance of the TVQCP method is quite stable over a range of values for the window length, and the polynomial order of the predictor coefficients. However, the performance seems to be a bit sensitive to the choice of LP order, which needs further investigations.
Conclusions
In this paper, we proposed a time-varying quasi-closed phase linear prediction analysis for accurate tracking formants in natural speech signals. The proposed method combines the advantages of multi-cycle closed phase analysis of WLP, continuity constraints of TVLP, and the sparsity constraints of sparse LP. Formant tracking experiments on natural speech signals show that the TVQCP method performs better than the conventional two-stage detect-and-track approaches used in popular tools for speech analysis. The time-varying constraints on the vocal tract filter and the QCP analysis greatly improves our ability to track the third formant. Notwithstanding a fairly stable performance over different analysis window lengths and polynomial orders of the coefficients, the sensitivity of TVQCP to the choice of LP order needs to be addressed. Also, the robustness of the proposed method against additive noise and reverberations needs to be investigated.
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