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Human chromosome classification or karyotyping is routinely carried out in medical genet-
ics laboratories in order to detect genetic abnormality and damage due to environmental 
factors, or for diagnosing cancer. In order to enable each human chromsome to be classified 
into one of twenty-three pairs, staining techniques are used which produce a banding pat-
tern on the chromosomes. This pattern, as well as other features such as length and position 
of the centromere ( a constriction in the chromosome) are used to make the classification. 
Much research has been done into the automation of this task, although the performance 
of automated classifiers has not yet matched that of an experienced cytogeneticist. 
In this dissertation, a new method of analysing chromosome banding patterns based on 
generalised Fourier analysis techniques is proposed. This involves defining a set of twenty-
four average chromosome profiles, with each average representing one type of chromosome. 
Using this set of average profiles, a set of orthogonal profiles is constructed. By correlating 
these orthogonal profiles with chromosome profiles, a set of band-description features, which 
can be used for classification, is extracted. 
This dissertation commences by presenting a brief introduction to chromosome karyotyp-
ing and a general introduction to pattern recognition, followed by a discussion of previous 
chromosome classification methods in which these techniques have been used. Then, the 
construction of average chromosome profiles and orthogonal profiles is described. Finally, 
classification using the features calculated using the orthogonal profiles and the features 
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Overview of Cytogenetics and 
Computer-Assisted Karyotyping 
Human chromosomes are routinely examined in medical genetics laboratories for detecting 
genetic abnormality, damage due to environmental factors or diagnosing cancer. In order to 
assist in making diagnoses, chromosomes must first be classified into groups and arranged 
on a standard diagram to produce a karyotype. This is a very time consuming process 
which can be automated to some extent by computer, although many years of attempts at 
solutions to the problem of computerised karyotyping have still not produced algorithms 
able to perform as well as cytogeneticists or cytogenetic technicians. 
This chapter presents an overview of genetics and specifically chromosome karyotyping, 
and then describes the process of computer-assisted chromosome karyotyping. 
1.1 Introduction to genetics 
A very brief introduction to human genetics is presented in this section 1. Every living 
organism is made up of a large number of cells, the majority of which contain nuclei. 
Each nucleus contains hundreds of thousands of genes, which carry the genetic code for 
the organism, and are bound together in large groups on bodies known as chromosomes. 
The number of chromosomes in the nucleus is dependent on the organism. The number of 
chromosomes in a human cell was conclusively observed to be 46 by Tjio and Levan (1956) 
[80]. For comparison, dogs have 78 chromosomes, the housefly has 12 and the tobacco plant 
has 48. In humans, the 46 chromosomes are divided into 1 pair of sex chromosomes and 22 
pairs of autosomes (non-sex chromosomes). The two chromosomes in each autosome pair 
are identical, while the pair of sex chromosomes consist of two identical X chromosomes in 
females and different X and Y chromosomes in males. 
1 More detail can be found in books on genetics such as those by Connor and Ferguson-Smith [7], 
Goodenough [17] and Winchester and Mertens [86]. 
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Figure 1.1: An image of homogeneously stained chromosomes of a human male. The two 
chromatids and the centromere are visible on most of the chromosomes. The chromosome 
marked "A" is an example of an acrocentric chromosome, and the chromosome marked "M" 
is an example of a metacentric chromosome (from [17]). 
The life cycle of a normal cell consists of alternating periods of growth and division. 
During the period between cell division, called interphase, the chromosomes are very long 
and slender, and are usually only visible when examined using an electron microscope. 
During interphase, the genes replicate until each chromosome is double, made up of two 
chromatids held together by a single centromere. 
During the division stage, called mitosis, the chromosomes become progressively shorter 
and thicker by coiling and folding. At this stage, after the necessary staining, the chromo-
somes are visible under an optical microscope. The chromosomes have a width of"' lµm 
and vary in length from "' lµm for the smallest to 15 µm for the largest, depending on 
the state of contraction of the cell [44]. Figure 1.1 shows a set of homogeneously stained 
human chromosomes during mitosis. The two chromatids and the centromere ( the constric-
tion where the chromatids join) are visible on most of the chromosomes in the image. Cell 
division continues with the chromatids becoming separated and moving to opposite ends of 
the cell, after which the cell divides. The cell then enters interphase again. 
It can be seen in Figure 1.1 that the chromosomes differ both in size and in the position 
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of the centromere. It was decided at a meeting in Denver in 1961 to number the pairs 
of human chromosomes from 1 to 22 according to length, with the two sex chromosomes 
designated as the twenty-third pair. 
The position of the centromere is constant for a given class of chromosome, and a 
chromosome class may be described as: 
1. Metacentric - centromere in the middle. 
2. Acrocentric - centromere close to one end. 
3. Submetacentric - intermediate position of centromere. 
The centromere divides each chromosome into a long and a short arm. The short arm, 
called the p arm is taken to be the top of the chromosome. The longer arm is referred to as 
the q arm. The positions of the p arm and q arm are sometimes referred to as the polarity of 
the chromosome. Due to the composition of chromosomes 13-15 and 21-22 , the ends of the 
p arms sometimes appear as satellites, separated from the rest of the chromosome by narrow 
stalks. The total length of the chromosome divided by the length of the p arm is known 
as the length centromeric index. It is also possible to calculate an area centromeric index 
by dividing the area of the p arm by the total chromosome area, and a density centromeric 
index by dividing the total optical density of the p arm by the total optical density of the 
chromosome. 
Since some of the chromosome pairs can be grouped together based on similarities in 
length and centromeric indices, it was also decided to divide the chromosomes into seven 
groups labelled by the letters A to G. Table 1.1 shows the seven groups and the general 
characteristics of the chromosomes included in each. This division into seven groups is often 
referred to as the Denver classification, with the groups referred to as Denver classes. 
Due to the similarities in length and centromere position of many types of chromosome, 
it is not possible to classify a homogeneously stained chromosome (such as those in Fig-
ure 1.1) as belonging to a specific pair with any great confidence. Around 1970, new staining 
techniques were developed that produced characteristic transverse banding patterns along 
the arms of each chromosome type [26]. The Giemsa stain [76] is a popular method at 
present. Bands resulting from Giemsa staining are visible using an optical microscope, and 
are called G-bands to distinguish them from bands produced by other staining techniques 
(Q-bands and R-bands) . 
The banding patterns allow for easier differentiation between the twenty-four chromo-
some classes, and allow a trained person to classify and present the chromosomes in the 
form of a karyotype with relative ease. Figure 1.2 shows a karyotype of very high quality 
G-banded chromosomes, and Figure 1.3 presents some ideograms which show the positions 
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Figure 1.2: Very high quality G-banded chromosomes displaying a total of 550 bands created 
as a composite of the best chromosomes from five chromosome spreads. It was created by 
David McDonald of the Laboratory of Pathology of Seattle and obtained from the Primate 
Cytogenetics Network at http://www.selu.com;-bio/cyto/index.html. 
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Figure 1.3: Ideograms of seven G-banded chromosomes. The positions of the centromeres 
are marked by thick black lines. The arms above and below the centromeres are divided 
into regions , with region 1 being closest to the centromere. Each band in each region is 
then numbered. For example, lq24 refers to the 4th band in the second region on the q 
arm of chromosome 1. The ideograms were created by Tim Knight and obtained from the 
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1.2 Routine karyotyping 
The traditional method of karyotyping chromo somes in medical genetics laboratories is 
outlined below: 
1. The chromosome spreads are prepared on 
2. Good chromosome spreads suitable for fur 
microscope slides under low magnification 
microscope slides. 
ther analysis are located by examining the 
under high magnification and photographed 3. These good chromosome spreads are viewed 





Figure 1.4: Image of a routine chromosome spread before karyotyping ( courtesy of the Natal 
Institute of Immunology). 
4. The photographs are developed, and chromosomes are manually cut out of the pho-
tograph and pasted onto a sheet of paper to form a karyotype. 
The chromosome staining in routine work is usually not done to the same standard as 
that shown in Figure 1.2. This results in shorter chromosomes with fewer bands visible 
on the chromosomes. A further complication arises as chromosomes in different spreads 
contract by different amounts, so the same class of chromosome from different spreads can 
have different numbers of bands visible. Another problem encountered are overlapping 
and touching chromosomes. Figure 1.4 shows a typical chromosome spread. Notice the 
overlapping chromosomes just below the centre of the image. Figure 1.5 shows a karyotype 
of the chromosomes in Figure 1.4. 
1.3 Computer-assisted karyotyping 
Computers can be used to simplify steps 2, 3 and 4 above. If the camera mounted on the 
microscope is replaced with a video camera connected to a computer, then large increases 
in productivity are possible. The simplest way of using this system is to capture the image 
and then print it out. Even though the chromosomes still have to be manually cut out 
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Figure 1.5: The karyotype of the chromosome spread in Figure 1.4 (courtesy of the Natal 
Institute of Immunology). 
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and glued onto the karyotype, the necessity to spend time developing the photographs is 
eliminated. Further gains can be made by installing appropriate software on the computer. 
The simplest software can be described as "electronic scissors", and allows the operator to 
cut and paste the chromosomes on the computer display and arrange them as a karyotype 
which can be printed. More advanced software automates the various steps to some extent 
and also possibly provides database functions allowing images and details to be stored 
electronically. Computerised metaphase finding systems are also available. 
There has been much research into automating karyotyping, the earliest before the 
discovery of chromosome banding patterns. One of the earlier karyotyping systems [42] 
(1966) used an instrument called a FIDAC (Film Input to Digital Automatic Computer) 
to scan and digitise photomicrographs of chromosomes. The analysis was carried out by 
an IBM 7094 computer. The authors reported that major limits on speed and the number 
of points sampled in an image were imposed by the computer, and hoped that increases in 
computer memory size and speed would increase accuracy and performance. 
Good automated karyotyping systems in the 1980's and early 1990's tended to be based 
on dedicated hardware. One of the most well-known is the Cytoscan [44], which was de-
veloped at the UK Medical Research Council Clinical and Population Cytogenetics Unit in 
Edinburgh, and marketed by Image Recognition Systems, Ltd. It can do metaphase finding 
and automatic chromosome separation and classification. It uses a Motorola M68000 and 
VME bus-based multiprocessor configuration. This consists of a master M68000 processor 
and up to ten slave M68000 processors. The time taken by this system for a full karyotype 
analysis including operator interaction time is rv2.5 minutes on good quality material. The 
main disadvantage of these systems was price. According to Lundsteen and Philip [48], 
the price of karyotyping systems in 1989 was between 50 000 and 200 000 US dollars. The 
performance of four of these systems is compared by Korthof and Carothers [41]. 
At this time there were some software-based products available which ran on standard 
IBM compatible personal computers or Apple Macintoshes2 • Due to the limitations of the 
personal computers, many of these products tended to be limited to very simple operations 
and provided little or no automation of the process. The capabilities of software based prod-
ucts have improved dramatically with the increases in personal computer power. There are 
presently a few very powerful software karyotyping products on the market. Unfortunately, 
the best software products are still expensive. 
2For example, see the description of a semi-automated karyotyping system implemented on an Apple 
Macintosh II computer by van Vliet, Young and Mayall [83]. 
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I Component I Description 
Motherboard Intel Endeavor 
Processor Intel 100 MHz Pentium 
Graphics Card Diamond Stealth 64 Vi deo 3000 
Monitor Philips 20B (20 inch di 
SCSI Controller Adaptec 2940 
Hard Drive 1 GB SCSI 
CD-ROM Hewlett Packard 2040i 
Frame Grabber Mutech MV-1000 PCI 
Camera Sony XC77-CE 
Printer Sony UP-930 Thermal 
splay) 
writable CD-ROM drive 
bus frame grabber 
Video Printer 
I 
Table 1.2: Summary of the hardware used in the imple mentation of the karyotyping system 
in use at the Natal Institute of Immunology. 
1.4 The karyotyping system imp lemented at the Natal 
Institute of Immunology 
This section describes the hardware and software of a 
assisted karyotyping system implemented at the Nat 
At this stage, there is very little automation in the so 
dissertation may be added in future. Section 1.4.2 pre 
personal computer based computer-
al Institute of Immunology in 1996. 
ftware, but routines discussed in this 
sents an overview of how the software 
is presently used for karyotyping. 
of the standard PC AT bus running 
1.4.1 Modern image analysis hardware 
Historically, due to the slow data throughput speed 
at 8 MHz, IBM-compatible PC-based image analys1 
with two monitors, a standard SVGA monitor conne 
monitor connected to the frame grabber3 . The imag 
stored in memory on the frame grabber and displayed 
acquisition, the output from the camera could be displa 
· s hardware consisted of a computer 
cted to the SVGA card, and a video 
e captured by the video camera was 
on the video monitor. During image 
yed in real time on the video monitor. 
C-based image analysis workstations 
standard video rate of 25 frames per 
With the invention of the PCI bus, single monitor P 
became possible. Images can be transferred at the 
second ( or faster) from the frame grabber to the v 
monitor, or to system memory. This type of equip 
system. The hardware used is summarised in Table 1 
ideo card for display on the SVGA 
ment was used for the karyotyping 
.2 and diagrammed in Figure 1.6. 







+ 100 MHz Pentium 
+ PC! bus frame grabber 
Sony UP-930 
Thermal Printer 
Figure 1.6: Schematic Diagram of the Karyotyping System implemented at the ::-,fatal In-
stitute of Immunology. 
1.4.2 The software 
The software, called "Karyopt", was initially written as a set of macros for Optimas 5.2 and 
later upgraded to run under Optimas 6.2 [58], an image analysis package originally written 
and distributed by Optimas Corporation in Seattle, Washington; but now distributed by 
Media Cybernetics in Silver Spring, Maryland. The image database functions are provided 
by Optimas Library [57J from the same company. Optimas sends commands to Library 
using Windows Dynamic Data Exchange (DDE). 
Upon starting the Karyopt software, one is presented with the database. Optimas Li-
brary, in which all the patient details and images are stored, along with a set of controls 
which allow one to view the records, add and remove records and search the records (Fig-
ure 1.7). 
\Vhen the "New metaphase" option is chosen, the software prompts for patient details 
to be entered, and then allows the user to capture an image from the camera. There is also 
an option to cut and paste chromosomes from separate images for cases in which there are 
outlying chromosomes which do not appear in the main field of view. When the captured 
image is satisfactory, the user interactively sets the threshold to separate chromosomes 
from the background, and the Optimas automatic object marking routine is used to mark 
the chromosomes, as shown in Figure 1.8. One now has the option of manually correcting 
faulty separation, for example, separating two chromosomes which have been marked as 
one object. 
Once all the chromosomes have been marked as separate objects, they are automatically 
sorted by length and displayed as shown in Figure 1.9. The controls on the right of the 
screen allow one to move chromosomes from the boxes on the right to numbered boxes on 
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K.176 FRED NURKE 7 25.00 56.00 46 NORMAL 
2 Pl.95 HENRYCRUN 23 12.00 95.00 46 NORMAL 
3 MN5~ MAURICE PONOUE 90 6.00 32.00 46 NORMAL 
Ready. 
Figure 1. 7: The initial Karyopt screen, showing the database and controls. 
the left and correct orientation and rotation of the chromosomes. Once all the chromosomes 
are moved into correctly numbered boxes, the software creates a karyotype similar to the 
one shown in Figure 1.5. This karyotype is stored in the database, and can be printed. The 
incorporation of automated classification routines will result in a number of chromosomes 
being preclassified into numbered boxes, with the user then having the option of correcting 
the classification. 
1.5 Standard data sets 
A number of standard data sets, described in Table 1.3, are available for testing classifiers. 
The chromosomes in the data sets are grouped together into cells. The Copenhagen set is 
considered to be of very high visual quality as the measurements were carefully made on 
selected cells of high quality. The Edinburgh, Philadelphia, CDAR and Cpr datasets were 
digitised from routine material, with no exclusion of, or correction to bent and overlapped 
chromosomes. The length statistics for the Copenhagen, Edinburgh, Philadelphia and Cpr 
data sets are given in Appendix B. 
12 
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Figure 1.8: An image of a metaphase after it has been thresholded and the chromosomes 
automatically located. There are two pairs of chromosomes which have not been separated 
by thresholding, and these can be manually separated using the controls on the right. 
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Figure 1.9: The Karyopt classification screen. The chromosomes are automatically sorted 
by length and appear in the boxes on the right of the screen. The user uses the controls 
on the right to move the chromosomes into the correct numbered boxes on the left , and to 
correct orientation and rotation. In this image, four chromosomes have already been moved 
into numbered boxes by the user. 
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I # Chroms I Remarks 
8106 Peripheral blood cells, digitised by 







Same as the Copenhagen set, but with 
overlapped and severely bent chromosomes 
excluded. It is described in detail by 
Lundsteen, Philip and Granum [49]. 
Peripheral male blood cells, digitised by 
TV camera 
Chorionic villus cells digitised by CCD 
line scanner 
Long blood metaphases 
Metaphase amnion cells 
Metaphase amnion cells 
Table 1.3: Summary of standard data sets available for use in chromosome classification 
. The second column shows the number of chromosomes in each data set. experiments 
The Cp h, Edi, Phi, 600 and Cpr data sets are available on CD-ROM or via FTP from 
Kingdom Medical Research Council Human Genetics Unit in Edinburgh. Each 
distributed in three formats: 
the United 
data set is 
1. Image s - Each chromosome is saved as a grey-scale image. 
2. Symb olic Profiles - The profile length, machine-found centromeric index, value show-
hether the automatically determined chromosome orientation is correct, and 
e extracted from each chromosome is stored in ASCII format. Profile extraction 




mark ed by a cytogeneticist is also included. 
3. Symb olic Feature Data - The values of thirty features extracted from each chromo-
are stored in ASCII format. These features are described in detail in Chapter 3 
are listed in Table 3.2). 
some 
(and 
These data sets are split into two sections, which allows uniformity amongst two-part cross-




Statistical Pattern Recognition and 
Classification 
This chapter gives an overview of several pattern recognition techniques that have been used 
for classifying chromosomes, and some of the techniques used in this dissertation. It covers 
parametric and non-parametric pattern recognition techniques and neural networks. A brief 
introduction to genetic algorithms is included. This is not strictly a pattern recognition 
technique, but has been used in order to optimise a set of classifications made by pattern 
recognition techniques. Readers can refer to Bishop [3], Duda and Hart [9], Fukunaga [13], 
Ripley [68], or Therrien [77] for a more thorough treatment of the subjects presented in 
this chapter. 
2 .1 Introduction 
Pattern recognition is carried out almost effortlessly by the human brain. Humans can, 
for example, easily recognize faces and scenes, are able to learn to spot manufacturing 
faults on a production line, or to recognize unusually shaped objects on a microscope slide. 
Getting computers to perform the same tasks with the same efficiency has proved to be a 
difficult task. Most approaches to this problem have been within a statistical framework. 
This chapter concentrates on using statistical pattern recognition for the classification of 
objects. 
Developing an automated classifier requires a training set , which is a set of example 
patterns preclassified into one of K predefined classes. These examples are used to develop 
a model of the underlying process which generated the example patterns. This model can 
then be used to classify patterns not in the training set. 
The patterns are usually represented by a d-dimensional feature vector X which is 
made up of a set of numerical features extracted from the objects to be classified. These 
features should be chosen so as to provide good discrimination between patterns belonging 
17 
to different classes. The choice of features is problem dependent and they can be extracted 
in various ways depending on the form of the raw data. Sometimes the raw data itself is 
used as the set of features. In a practical application, the feature vectors are often corrupted 
by noise, which justifies the use of statistical methods of classification. 
Ripley [67) gives a formal definition of classification as follows: 
We suppose there is a feature space X of potential observations, and to each 
we should assign a label, either that of one of K classes or 'doubt ' 'Dor 'outlier' 
0. 'Doubt' is used when more than one class seems plausible and 'outlier' 
when no class is plausible. Let Y = {C1 , ... , CK, 'D, O} be the space of possible 
decisions; a classifier is then a map from X to Y. 
This paradigm assumes cases (X,Y) are drawn independently from a prob-
ability distribution; we call the random variable X the pattern and Y the true 
decision (which usually does not take the value 'D). The training set Tis a set 
of N classified cases. Future cases will present a pattern X for the classifier to 
compute a decision. 
In the sections below, the doubt and outlier classes are sometimes combined into one class 
called the reject class Z = 'D u O. 
2.1.1 Model choice 
Models are developed using the data in the training set , but should have the ability to 
generalise to unseen data. A pattern classification system which can classify all the ex-
amples in the training set correctly, but produces anomalous results when any new data is 
presented to it is of little use in a practical situation. Models should have enough flexibility 
to represent the data, but not over-fit to the data. In general , the number of parameters 
in the model should be less than the number of patterns in the training set . 
Useful analogies can be drawn between modelling high-dimensional noisy feature vectors 
and fitting polynomials to one dimensional data corrupted by noise [3] . Consider fitting an 
Mth-order polynomial given by 
(2.1) 
to a set of N points (xi, Yi), where i = 1, ... , N , by finding a value for the w1 coefficients 
which minimises the sum of the squares of the differences between the fitted curve and each 
data point 
l N 2 
E = - L {y (xi) - yi} 
2 i=l 
(2.2) 
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Figure 2.1: Eleven data points obtained by sampling the "original function" and adding 
noise. A fitted polynomial (equation 2.1) with M = l is shown. 
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Figure 2.2: Eleven data points obtained by sampling the "original function" and adding 
noise. A fitted polynomial (equation 2.1) with M = 3 is shown. 
J (x) = 0.9sin (21rx) (2.3) 
at equal intervals and adding a small random value to the y-coordinate of each point. 
Polynomial curves with M = l , M = 3 and M = 10 were fitted to these points, and are 
shown in Figures 2.1, 2.2 and 2.3 respectively. The M = l polynomial is not flexible enough 
to model the data; the M = 3 polynomial provides good generalisation and is a convincing 
approximation to the underlying function; the M = 10 polynomial is over-fitted to the data, 
as it fits the data points exactly, but does not generalise well between the data points. 
2. 2 Bayes decision theory 
To classify a pattern vector X as belonging to a class Ck E Y, it is necessary to know the 
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Figure 2.3: Eleven data points obtained by sampling the "original function" and adding 
noise. A fitted polynomial (equation 2.1) with M = 10 is shown. 
X , or the probability that an object with a feature vector X belongs to class Ck. It is 
possible to write this in terms of parameters which are usually more easily estimated using 
Bayes' theorem 
p (C IX) = p (XICk) p (Ck) 
k p(X) (2.4) 
where P (Ck) is the prior probability of a pattern belonging to class Ck, p (XICk) is the 
class-conditional probability density1 of X for class Ck, and the unconditional density 
K 
p (X) = L p (XICk) p (Ck) 
k=l 
is a normalisation factor which ensures that 
K 




The prior probability is the probability that a pattern belongs to a certain class without 
considering the appearance of the pattern. For example, consider the process of classifying 
printed circuit boards at the end of a production line into one of two classes, "faulty" or 
"not-faulty". Depending on the efficiency and past history of the production line, one can 
assign a prior probability that a certain circuit board will be faulty before examining the 
board. The class-conditional probability density p (XICk) is the probability density for 
vector X given that it is a member of class Ck. 
There are two separate stages in the classification process. The first is inference, in 
which data (the training set T) are used to determine models for p (XICk) and values for 
P (Ck), or sometimes to model P (Ck IX) directly. In the decision making process, these 
models are used to assign a new pattern to one of the classes. 
1 An upper-case P represents a probability and a lower-case p represents a probability density. A prob-
ability density specifies that the probability that a vector variable x lies in the region R of x-space is 
P(x ER)= fnp(x)dx. The integral of p(x) over the whole of x-space is unity. 
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2. 2 .1 Inference 
The values for the prior probability P (Ck) for each class are determined from the training 
set or from other prior knowledge. If it is known that objects from each class have an equal 
likelihood of appearing, then P (Ck) can be set equal to }. If the training set is completely 
representative of the number of objects in each class that will be encountered by the classifier 
when classifying new data, then the prior probabilities can be set by counting the number 
of objects belonging to each class in the training set. The prior probabilities can be used 
to correct for training sets which are not representative of the true ratios of the number 
of objects in a class. For example, if a classifier is trained to detect a certain fault on a 
manufactured object at the end of a production line, it is pertinent to have a large number 
of examples of faulty objects in the training set, even though a faulty object might occur 
only once in every thousand objects manufactured. 
The conditional probability density p (XICk) can be modelled using parametric or non-
parametric estimation. For parametric methods, a specific functional form is assumed for 
the probability density, and the training set is used to optimize the parameters of the func-
tion. When using a non-parametric method, an attempt is made to model the probability 
density based solely on the training set with no assumptions made about underlying func-
tional forms. Bishop [3] also mentions semi-parametric estimation which includes mixture 
models2 and neural networks. 
2.2.2 Decision making 
When unseen feature vector Xis presented to the trained classifier, the class to which Xis 
assigned depends on the value of a set of discriminant functions y1 (X) , ... , YK (X) , where 
X is assigned to class Ck if 
Yk (X) > Yi (X) for all j # k (2.7) 
The most obvious definition for Yk (X) is 
(X) = p (C IX) = p (XICk) P(Ck) Yk k p (X) (2.8) 
as it is possible to show3 that this minimises the average probability of error (the error 
rate). As the denominator of the expression on the right of equation 2.8 does not depend 
on X, it is equivalent to set 
As only the magnitude of Yk (X) is important, it is also possible to use g (Yk (X)), where g 
is any monotonic function. 
2see Titterington et al. [79] and McLachlan and Basford [54] 
3see Duda and Hart [9] pages 16-17 
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In some situations, the cost of assigning an object to a group varies depending on the 
group, for example, when inspecting safety fuses on explosive shells, it is far more serious 
to classify an armed fuse as unarmed than it is to classify an unarmed fuse as armed. To 
take this into account , a minimum risk classification4 rather than a minimum error rate 
classification must be done. The classifier assigns a feature vector X to a class Cj if 
K K 
L LkjP (XICk) p (Ck) < L LkiP (XICk) p (Ck) for all i # j (2.9) 
k=l k=l 
where Lkj are elements of the loss matrix specifying the penalty associated with assigning 
a pattern to class Cj when it belongs to class Ck. If Lkj is set equal to 1 - okj , where Okj 
is the Kronecker delta5 , then equation 2.9 reduces to equation 2.7 for minimum error rate 
classification. 
It is often very difficult to decide when an unknown pattern should be assigned to the 
reject class Z. An advantage of obtaining a good estimate of the posterior probability 
P (Ck IX) is that a threshold() can be set such that if maxk P (Ck IX) <()then Xis assigned 
to the reject class. If a pattern is assigned to the reject class, it can then be further processed 
by another automated classifier or by a human. 
2.3 Parametric methods 
It is assumed that the functional form of p (XICk) for each class Ck is known, and can be 
parametrised by a vector (h. The problem then reduces to determining the best values of 
(h for each class using the samples in the training set. It is usually assumed that patterns 
in class Cj do not have any effect on (h if j # k. To show the dependence of p (XICk) on (h , 
p (X ICk) is written asp (XICk, (h). Values of (h can be determined by using a maximum 
likelihood method or Bayesian inference method. Let Xk = { Xt, ... , X~} refer to the m 
samples in the training set of the class Ck under consideration. The most commonly used 
and simplest choice for a functional form of p (XICk) is a multivariate Gaussian distribution 
N (µk, Ek) = (27r)d)IEkl1;2 exp {-1 (X - µk? E;:1 (X - µk)} (2.10) 
with d-dimensional mean vector µk and d x d covariance matrix Ek. The quantity 
(2.11) 
which appears in the exponent of equation 2.10 is called the Mahalanobis distance from 
X to µk , and is the Euclidean distance from X to µk weighted by the covariance of the 
particular class. It is possible to use only the Mahalanobis distance when classifying an 
4 See Bishop [3] page 27 
58ik = 1 if j = k and O if j '# k . 
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unknown pattern X by classifying it as belonging to the class having the smallest Maha-
lanobis distance between X and the class mean. This classifier is known as the minimum 
M ahalanobis distance classifier. 
2.3.1 Maximum likelihood 
As each sample is drawn independently from the distribution, the joint probability density 
of all the samples in class Ck is given by 
m 
P (xk I ok) = IIP (x7 I ok) (2.12) 
l=l 
This is labelled £, ( 0 k), the likelihood of (h with respect to the samples Xk . The best value 
for Ok written as Ok maximises equation 2.12. It is often easier to work with the logarithm 
of equation 2.12, called the log-likelihood 
m 
In£ (Ok)= lnp (xk I ok) = I:lnp (x7 1 (h) (2.13) 
l=l 
For the general case, equation 2.12 or 2.13 must be maximised using an iterative numerical 
procedure, although it can be solved analytically for the multivariate gaussian (2] to give 





2.3.2 Bayesian inference 
The goal of the maximum likelihood method is to find a single most likely parameter vector 
Ok , while the goal of Bayesian methods is to find a probability density function for values 
of Ok. In general, as more observations are added, the probability density of Ok becomes 
more sharply peaked at the position of the maximum likelihood value of Ok. Thus, for large 
values of N the two methods give very similar results6 . 
2.4 Non-parametric methods 
Let x be a point in a multi-dimensional space at which the probability density p (x) must 
be estimated, and let n be a region surrounding x. The probability that a vector x drawn 
6For a detailed account on using Bayesian inference to estimate parameters, see Duda and Hart [9], 
pages 49-59. 
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from the probability density p (x) is in R is by definition 
P = /np(x) dx 
Using the mean-value theorem, this can be written as 
P = p(x') V 
(2.16) 
(2.17) 
where x' is a suitable point in Rand V = fn dx is the volume of R. If p (x) is continuous 
and R is small enough, then p (x') can be replaced by p (x), so one can write 
P (x) = ~ (2.18) 
If N points are drawn independently from p (x), then the probability that k of them 
will fall into R is given by the binomial distribution 
Pr (k) = N! pk (1 - P)N-k = (N) pk (1 - P)N-k (2.19) 
k! (N - k)! k 
The mean (expectation value) and variance of a binomial distribution are 
t'[k] = NP (2.20) 
and 
Var (k) = £ [k2] - (£ [k]) 2 = NP (1 - P) (2.21) 
To find P, the maximum likelihood estimate of P , equation 2.19 is differentiated with 
respect to P and set equal to zero 
dPr (k) 
dP 
( :) [kP'-1 {1 - Pt-• - (N - k) P' {1 - Pt- •-1] 
( :) p•-1 {1 - Pt- •- 1 [K {1- P) - (N - k) P] 
0 
Solving for P, one obtains 
p 
(N - k) P 
k 
N 
This estimate is unbiased as£ [P] = ~ = P (from equation 2.20). 
The variance of P 
Var (P) £ [P2] - (£ [P])2 
£ [k2] - (£ [k])2 
N2 




approaches O as N -+ oo. Substituting equation 2.22 into equation 2.18 produces the 
estimate of the probability density at point x 
p(x) = :v (2.23) 
There are now two possible ways of proceeding. One can keep V constant and count the 
number of pattern vectors in V , or one can change V so that it encloses k pattern vectors. 
The first approach leads to the Parzen window or kernel based methods and the second 
approach leads to k-nearest neighbour methods. 
2.4.1 Kernel based methods 
The simplest form of this method involves placing a d-dimensional hypercube ( where d is 
the number of features in a pattern vector) with sides of length h centered at the point x 
at which the density estimate is to be made. The volume of the cube is 
(2.24) 
One can define a kernel function 1-l ( u) as 
1-l (u) = { 1 if luil ~ ! j = 1, . . . , d 
0 otherwise 
(2.25) 
so that 1-l ( Xi;:-x) is 1 if a pattern X1 from the training set lies within the hypercube centered 
at x. The number of patterns within the hypercube can be calculated as 
(2.26) 
The density estimate at point x can be obtained by combining equations 2.23, 2.24 and 
2.26 to get 
(2.27) 
It is equivalent to visualise this as placing a hypercube of side length h at each point X1 
in the training set and counting the number of cubes that contain x. A smoother kernel 
function such as a Gaussian distribution is normally used to provide a smoother probability 
density estimate. Equation 2.27 then becomes 
A 1 N 1 { 11 X1 - X 11 } 
p (x) = N ~ (21ra2)d/2 exp - 2a2 (2.28) 
where a is the width of the Gaussian kernel. It should be noted that these kernel based 
methods make the assumption that all the components of the pattern vectors have an equal 
amount of spread h or an equal standard deviation a. It is also assumed that the components 
of the pattern vectors are independent and that the covariance matrix is therefore diagonal. 
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2.4.2 k-nearest neighbour methods 
If k is kept fixed and V is taken to be the volume of a hypersphere centred at x and just 
large enough to contain precisely k training set points, then p (x) can be estimated directly 
using equation 2.23. 
The k-nearest neighbour method can also be used to construct a classifier directly. N 
hyperspheres, each encompassing k training set points from each class are placed at point 
X. X is then classified as belonging to the class having the smallest volume hypersphere. 
The more commonly used approach is to use a hypersphere centered at X with volume V 
containing exactly k training set points of any class. The number of points k1 belonging to 
each class C1 within the hypersphere is then counted. The class conditional density p (XIC1) 
is estimated as 
(2.29) 
where N1 is the number of points in class C1, the prior probability P (C1) is estimated as 
N1 
p(C1) = N (2.30) 
and the unconditional density is obtained from equation 2.23. Subst ituting equat ions 2.23, 
2.29 and 2.30 into Bayes' theorem (equation 2.4) results in 
k1 
p(C1IX) = k (2 .31) 
Thus, to minimise the probability of misclassifying an unknown pattern X , it should 
be assigned to the class for which k1 is largest. This is known as the k-nearest neighbour 
classification rule. The special case k = 1 is known as the nearest neighbour rule. 
2.4.3 Advantages and disadvantages of these methods 
The chief disadvantage of both methods is that all the training set examples have to be 
stored, and the distances between a point to be classified and all the stored points must be 
computed whenever a pattern vector is classified. There are a number of algorithms which 
allow the number of stored data points to be reduced7 . 
Another disadvantage of the kernel-based approach is the difficulty in choosing the kernel 
size parameter h. Choosing an overly large size parameter can smooth the density estimate 
in some regions of feature space. A small value of h can lead to noisy probability density 
estimates in regions of feature space with a low density of training set points. The k-nearest 
neighbour methods do not suffer from these drawbacks to the same extent, although small 
values of k will likewise lead to noisy classifications, and the probability density is in effect 
assumed constant over the minimum sphere containing the k training points, which may 
be large in sparse regions. 
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Figure 2.4: A McCulloch-Pitts neuron 
2.5 Artificial neural networks 
2.5.1 A brief history 
Artificial neural networks (ANNs) were originally developed as simple models of the human 
brain, which consists of the order of 1011 interconnected neurons. There have been three 
main surges of interest in ANNs. 
In 1943, McCulloch and Pitts [53] proposed the simple threshold unit shown in Figure 2.4 
as a model of a neuron (this later became known as the McCulloch-Pitts neuron). A neuron 
accepts a number of binary inputs, and outputs a 1 or O according to the following formula 
n; (t + 1) = H (t w;,n, (t) - µ;) (2.32) 
where ni (t) is the value of input i at time t, nj (t + 1) is the output of neuron j at the next 
time iteration, Wji is the weight on connection i to neuron j , Ni is the number of inputs 
to neuron j, µj is the threshold or bias associated with neuron j and H is the Heaviside 
function 
H ( O) = { 1 if () 2: 0 
0 if() < 0 
(2.33) 
McCulloch and Pitts showed that any finite logical expression can be realised by a network 
of McCulloch-Pitts neurons [1]. 
Around 1960, Rosenblatt and his group focussed on neural network models called per-
ceptrons [70]. These were layers of McCulloch-Pitts neurons with the outputs of one layer 
feeding into the inputs of the next layer. A single layer perceptron (simple perceptron) and 
a two layer perceptron are shown in Figure 2.5. Traditionally, these would be referred to as 
27 
(a) 
Figure 2.5: Perceptrons. (a) A one-layer perceptron (simple perceptron). (b) A two-layer 
perceptron. The inputs are shown as small filled circles to differentiate them from the other 
units, as no processing is performed by the inputs. The inputs are therefore not counted 
as a layer. 
two and three layer perceptrons, but the modern convention is not to count the inputs as a 
layer as they simply pass data straight onto the next layer without processing it in any way. 
Input data is presented to the network inputs, and the outputs are read from the outputs 
of the last layer of neurons. Similar networks called adalines were invented by Widrow and 
Hoff in the same period (85]. An iterative algorithm called the perceptron learning rule was 
developed to train simple perceptrons (by adjusting the weights) using examples of input 
and associated output patterns. It can be proved that if there is a solution to the problem, 
then the perceptron learning rule will converge to the solution in a finite number of steps [4] 
[70). A similar learning rule for perceptrons with more than one layer was not developed. 
In 1969, Minsky and Papert [56] pointed out a number of limitations of simple percep-
trons. Their main criticism was that simple perceptrons could only learn linearly separable 
problems. For example, it is impossible for a simple perceptron having two inputs and one 
output to learn to model a boolean XOR operation. After the publication of this work, 
research interest in neural networks dampened for about 20 years. 
In 1986, Rumelhart, Hinton and Williams [71] [72] popularised the back propagation 
algorithm, which allows training of networks with an arbitrary number of layers (this algo-
rithm is described and derived in Section 2.5.3). This revived interest in neural networks. 
2.5.2 The multilayer perceptron (MLP) 
In order for the back propagation algorithm to be used, the McCulloch-Pitts neurons are 
replaced by generalised units8 • The differences are 
8The neurons are referred to as units to emphasize that the MLP is not considered to be a good model 






Figure 2.6: A two-layer MLP showing the notation used for weights and unit activations. 
• The inputs and outputs are continuous valued variables. 
• The Heaviside function (equation 2.33) is replaced by a non-linear function g(x) called 
the activation function , gain function, transfer function or squashing function. This 
change is needed as the activation functions must be differentiable to allow the back 
propagation algorithm to be used. 
• The times t and t + 1 do not appear in the updating equation. This allows the units 
to be updated in any fixed or random order. 
Figure 2.6 shows the nomenclature used to refer to the units and weights of an MLP. 
( i refers to the value of the ith input unit out of a total of Ni, l1j refers to the activation 
of the jth hidden layer unit of Nj, and Ok refers to the activation of the kth output unit 
of Nk. The units in each layer are numbered starting at 1. The weight connecting unit i 
to unit j is referred to as wii· The activation functions of the hidden layer units are gh(x) 
and the activation functions of the output units are g0 (x). 
A hidden layer unit is shown in Figure 2.7. The updated version of equation 2.32 for 
this unit is 
(2.34) 
and the updated version for an output unit is 
(2 .35) 
The above two equations can be simplified by replacing the bias terms µi and µk by 
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Figure 2.7: A hidden layer unit in an MLP 
written as 
(2.36) 
and equation 2.35 can be written as 
(2 .37) 
where hi and hk are a convenient notation for the weighted sums of the inputs to units j 
and k respectively. The advantage of this simplification is that the bias can be treated as 
an ordinary weight during training. For the network in Figure 2.6, the output activation of 
a unit in the output layer can be obtained by combining equations 2.36 and 2.37 to obtain 
(2.38) 
Activation functions 
At least one layer of neurons in the MLP must have a non- linear activation function , else 
the network is equivalent to a one layer network which performs linear regression. The most 
common activation functions for the hidden and output layers are the sigmoid function 
and the tanh function 
1 
g(x)----
- 1 + exp (x) 
g (x ) = tanh (x) 
(2.39) 
(2.40) 
which are sketched in Figure 2.8. Linear activation functions are often used for the output 
units as they don't restrict the range of values that can be produced by these units. 
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Figure 2.8: The sigmoid function (equation 2.39) and the tanh function (equation 2.40). 
2.5.3 The back propagation algorithm 
The back propagation algorithm is an iterative algorithm used to train MLPs. The deriva-
tion below is based on the derivation in [27J. The training set consists of N pairs of 
Ni-dimensional input vectors e1 and corresponding Nk-dimensional target output vectors 
C:1i where 1 ::; l ::; N, and C:1 represents what the network output should be when e1 is 
presented to the inputs. Component j of input vector l is denoted as (; . An error function 
E 1 is defined which quantifies the difference between the output vector 0 1 produced by the 
network when vector e1 is presented to the inputs , and the target output vector C:1• Possible 
forms of this error function are discussed below, but for this derivation it is taken to be a 
general function of 01 and C:1• 
One iteration ( epoch) of the back propagation algorithm involves presenting all the 
patterns in the training set to the network and calculating the error and error gradient. 
The weights Wji and Wkj are then adjusted to decrease the error. 
The total error E after all the patterns in the training set have been presented to the 
network is simply 
(2.41) 
The back propagation algorithm aims to minimise E . The partial derivative of the error E 






The partial derivative of the error E with respect to a weight Wji leading to the hidden 
layer is calculated from equations 2.38 and 2.41. 
(2.44) 
where 
&; = g~ (h~) '2:&iwkj (2.45) 
k 
It is simple to implement a gradient descent algorithm which adjusts the weights to 
decrease E. Once the partial derivative of E with respect to each weight has been calculated, 
each weight leading to the output units is updated using wk? = wi;d + tlwkj , where 
(2.46) 
and each weight leading to a hidden unit is updated using wJfw = wJJ<l + tlw1i, where 
oE 
tlw1i = -r,- (2.47) 
OWji 
and r, is a constant known as the learning rate. At each iteration, this algorithm takes 
a step in the direction of the steepest descent on the error surface. The value of r, is 
determined by experience and experiment, and is usually set to a value between O and 1. 
Gradient descent is not the most efficient non-linear optimisation algorithm, and the choice 
of r, is generally very difficult ( the optimum choice of r, tends to vary during the training 
procedure). Another problem with this algorithm is that the direction towards the minimum 
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Figure 2.9: Gradient descent on a simple quadratic surface E = x 2 + 20y2 (the left and 
right diagrams are copies of the same surface). The minimum is at + and the ellipse shows 
a constant error contour. Four trajectories of 20 iterations starting at the open circle are 
shown. The only significant difference between the trajectories is the value of TJ, which is 
0.02, 0.0476, 0.049, and 0.0505 from left to right (from [27]). 
is not always in the direction of the steepest descent , which can lead to oscillations. This is 
illustrated in Figure 2.9, which shows the first 20 iterations taken by the gradient descent 
algorithm when finding the minimum of a simple quadratic error surface E = x 2 + 20y2 for 
four values of TJ. The error surfaces encountered when training neural networks tend to be 
very complicated with many local minima and other undesirable qualities. It is generally 
very difficult to decide whether an optimisation algorithm has reached the global minimum 
or become trapped in a local minimum. 
It is possible to remove the sums over all the patterns in the training set in equations 2.42 
and 2.44 and adjust the weights after each pattern has been presented. There are a number 
of more efficient algorithms for training MLPs which are described in Section 2.5.5. 
Error functions 
The most common error function used in training an MLP is the sum of squares 
l Nk 
E1 = - L ( (k - Oi) 2 
2 k=l 
(2.48) 
If this error function is used, then ggi = - ( (k - 01) and c51 = - ( (k - 01) g~ ( h1) . A 
large number of possible error functions are described by Masters [51] 9 . 
9See pages 38-55 
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2.5.4 Using neural networks for pattern recognition 
When using neural networks for pattern recognition, the usual approach is to have one 
input unit for each feature in the input vector X . For a problem with only two classes, it is 
possible to use one output unit with a target activation ( = 1 for input vectors belonging 
to class C1 and ( = 0 for class C2 • For a problem involving more than two classes, a 1-of-K 
encoding scheme for the output units is usually adopted, where the target value of each 
output unit k when an input vector X 1 belonging to class Ci is presented to the network is 
(k = '5jk ( this means that each class is represented by one output unit). 
Bishop [3) demonstrates10 that if one uses the cross-entropy error function 
E = - f= ~ CL ln ( 011) 
l=l k=l (k 
(2.49) 
and softmax output activation functions 
(0 ) 
_ exp (Ok) 
9o k - I:k, exp (Ok,) 
(2.50) 
where the sum in the denominator is over all output units , then the outputs represent the 
posterior probabilities that an input vector X belongs to each class Ck, or 
(2.51) 
with the additional useful property that 
(2.52) 
2.5.5 Training algorithms 
There have been a large number of heuristic adjustments to equations 2.46 and 2.47 to 
improve the speed and efficiency of learning, and the discovery that a number of traditional 
numerical optimisation algorithms can be applied to neural network learning. Gibb [15] 
provides a comprehensive overview of neural network training methods. In this section, brief 
introductions are given to "Backpropagation with momentum", as it is the most ubiquitous 
training algorithm; and "Conjugate Gradient Methods" and "Simulated Annealing", as these 
are used to train the networks used for the experiments in Chapter 6. Genetic algorithms 
(Section 2.7) can also be used to train neural networks [50]. 
Backpropagation with momentum 
A simple way of dealing with the oscillating trajectories sometimes exhibited by the gradient 
descent algorithm (shown in Figure 2.9) is the addition of a momentum term. This involves 
10See pages 237-240 
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Figure 2.10: Gradient descent on the simple quadratic surface of Figure 2.9. Both trajec-
tories are for 12 steps with TJ = 0.0476. On the left there is no momentum (a = 0) , while 
a = 0.5 on the right (from [27]). 
modifying equations 2.46 and 2.47 to have the form 
8E 
D.Wpq (t + 1) = -TJ-
8 
+ aD.Wpq (t) 
Wpq 
(2.53) 
where a is the momentum parameter, which must have a value of between O and 1. The 
idea behind this extra term is to give each weight Wpq some "momentum" or "inertia" based 
on the direction moved in the previous iteration, so that large oscillations are damped out 
and the algorithm proceeds sedately down the hill in the "average" direction. 
The effect of the momentum term can be demonstrated by first considering motion 
through a section of relatively low curvature. The gradient term 8
8E will remain almost 
Wpq 
constant , and after a number of iterations, equation 2.53 will become 




1 - a awpq 
increasing the effective learning rate from TJ to 2-o. On steep oscillatory sections, suc-
cessive momentum terms will tend to cancel, making the effective learning rate close to 
TJ · A demonstration of the effectiveness of gradient descent with momentum is shown in 
Figure 2.10. 
Conjugate gradient algorithm 
The conjugate gradient algorithm has the advantage that no parameters have to be set 
by the user. This solves one of the difficulties involved in using the gradient descent with 
momentum algorithm, which is the choice of the step-size and momentum parameters TJ 
and a. The conjugate gradient algorithm uses a series of line minimisations to find the 
minimum of the error function. Each iteration T consists of finding the value of >. which 





Figure 2.11: An illustration of the first step in a simple line minimisation process. The solid 
curve shows the error as a function of distance A along the search direction. Three points 
a< b <care chosen and a parabola (dotted curve) is fitted to E (a), E (b) and E (c). The 
minimum of the parabola at point d gives an approximation to the minimum of the error 
(from [3]). 
starting at point x~r) in a direction d(r) , and then choosing a direction d(r+ l) for a new line 
starting at the minimum found on the previous line. 
The basis of the method used to find the A which minimises equation 2.55 is to choose 
three points a< b < con the line such that E (a) > E (b) and E (c) > E (b) , fit a parabola 
to these points, choose the minimum of the parabola as point d, fit a parabola to the three 
points which have the smallest function values, and repeat the process until the required 
termination criteria are reached. Figure 2.11 illustrates one step of this process. In practice, 
there are a number of refinements made to this method leading to the very robust Brent 's 
method described in Press et. al. [66]. 
Unfortunately, the intuitively obvious choice for the new line direction d(r+l) at each 
minimum point - the direction of steepest descent - proves to be a bad choice, as this 
direction will always be perpendicular to the direction of the line used in the previous step. 
If it were not perpendicular then there would still be a non-zero derivative in the direction 
d(r). One can therefore write 
(2.56) 
where v7 E(r+l) is the error function gradient at the minimum of the line with direction d(r). 
Using the direction of steepest descent as a new direction would lead to oscillations in the 
trajectory followed by the algorithm. 
A better method is to choose the new direction d(r+l) as a compromise between the 
previous search direction and the gradient at the new point 
(2.57) 
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The value of f3r should be chosen so as not to change (to first order) the component of the 
gradient parallel to the direction d(r), which was just made zero. This requires that 
(2.58) 
Expanding the error function E (x) about x0 as 
1 
E ( x) = E0 + ( x - xo) VE ( xo) + 2 ( x - xo) · H · ( x - Xo) + ... (2.59) 
where His the second derivative Hessian Matrix 
(2.60) 
evaluated at x 0 , differentiating it to get 
VE (x) =VE (xo) + H · (x - x0 ) + ... (2.61) 
and using this expansion in equation 2.58 along with equation 2.56, shows that in order to 
satisfy equation 2.58, the directions must obey the relation 
d(r) · H · d(r+l) = 0 (2.62) 
The vectors d(r) and d(r+l) are then said to be conjugate. 
To make use of this relation in practice when minimising a non-quadratic function would 
require that the Hessian matrix be re-evaluated at each step, which is computationally 
expensive. It is possible to show11 that the sequence of conjugate directions can be generated 
without using the Hessian matrix by making use of equation 2.57 and obtaining values for 
/3r using the Polak-Ribiere rule 
_ (vE(r+i) -VE(rl). VE(r+i) 
/3r - (\7 E(r))2 (2.63) 
There are two other possible rules for calculating /3r, the Hestenes-Stiefel rule and the 
Fletcher-Reeves rule12 , which are equivalent if the function being minimised is exactly 
quadratic. It has been observed that the Polak-Ribiere rule performs better when minimis-
ing non-quadratic functions. On a strictly quadratic surface in n dimensions, the conjugate 
gradient algorithm will reach the minimum in exactly n steps, but usually requires more 
steps on non-quadratic surfaces. 
11 see Press et al. [66) and Bishop [3] 
12See Bishop [3] page 280 
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Simulated annealing 
Simulated annealing is an optimisation algorithm suitable for large-scale optimisation prob-
lems, especially those with large numbers of local minima surrounding the global minimum. 
It is based on an analogy with thermodynamics, which is that if a metal is heated and then 
allowed to cool sufficiently slowly ( anneal), the atoms will arrange themselves in the mini-
mum energy configuration for that system. 
Metropolis et al. (55] efficiently simulated a thermodynamic system in equilibrium at 
a given temperature. At each step of the algorithm, an atom is given a small random 
displacement, changing the energy from E1 to E2 . The probability of accepting this new 
configuration is given by the Boltzmann distribution 
( 
E2 - E1) 
p = exp - kT (2.64) 
Note that if E2 :::; E 1, then p 2 1, and the new configuration is always accepted. 
This algorithm can easily be applied to optimisation problems if the energy is replaced 
by the function which must be minimised, and the configurations are replaced by the set 
of parameters of the function. A random number generator must be used to make random 
changes to the values of the parameters. The denominator kT in equation 2.64 is replaced 
by a control parameter ( the effective temperature) with the same units as the function. 
The simulated annealing process starts with a high effective temperature, which then 
slowly decreases until the system ''freezes" and no further changes occur. At each effective 
temperature, enough iterations must be done to cause the system to reach a steady state. 
The sequence of temperature reductions and the number of iterations to be carried out at 
each temperature can be considered an annealing schedule [37] . 
Masters (50] outlines how the simulated annealing algorithm can be used in training 
neural networks. It is not intended to be a replacement for one of the gradient descent 
methods, but rather a way of initialising the network weights and of attempting to break 
out of local minima. The standard deviation of the random number generator is used as the 
effective temperature. When using simulated annealing to initialise network weights , they 
are first set to values provided by the user (usually random values) , and the standard devi-
ation (temperature) is set to a high value. The weights are perturbed randomly na times. 
After each weight perturbation, the error function is evaluated, and if it has decreased, the 
values of the weights are stored and the iteration counter is set back by n 5 iterations ( or to 
zero if n5 is larger than the number of iterations performed). The purpose of setting back 
the iteration counter is to allow the algorithm to run for longer at a certain temperature 
while improvements are being made. When the number of iterations performed is greater 
than na, the weights are set to the stored best values, the temperature is reduced and the 
process is repeated. Masters recommends reducing the temperature by multiplying by a 
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constant factor each time. The factor is computed as 





where Tstart and Tstop are the starting and stopping temperatures, and nt is the number 
of temperatures at which the procedure should run. It should be noted that this form of 
simulated annealing is deterministic, as only values of parameters which lead to a decrease 
in the error function are accepted. 
2.5.6 Regularisation 
An inherent disadvantage of neural networks is their large number of adjustable parameters. 
This corresponds to fitting a high order polynomial to a few data points, as illustrated in 
Figure 2.3. The technique of regularisation [3] [68] attempts to prevent over-fitting and 
encourage smoother network mappings by adding a penalty term n to the error function 
E = E + vn (2.66) 
One of the simplest forms of regularisation known as weight decay entails setting 
(2.67) 
where the sum is over all the weights in the network. This should prevent weights from 
saturating at large values and leading to over-fitting13 . 
An indirect way of implementing regularisation is to use early stopping, which involves 
stopping the training of the neural network before it has converged. Deciding on the optimal 
stopping time is difficult. One way of implementing early stopping is to split the training 
set into a training and a validation subset. The training subset is used to train the network, 
while the network is tested on the validation subset regularly during the training procedure. 
The performance on the validation set should improve at first and reach a minimum when 
the network has the best generalisation ability, and then start increasing. Stopping the 
training when the performance on the validation set reaches a minimum should therefore 
result in a network with the best generalisation ability. Possible difficulties with early 
stopping are that the error of the network tested on the validation set does not necessarily 
decrease monotonically, and the values of the final weights are dependent on the values 
initially chosen for the weights. 
Another approach to regularisation is to add a small amount of random noise to each 
pattern vector each time it is presented to the network during training. This is intended to 
prevent the network from becoming over-fitted to one set of pattern vectors. 






Figure 2.12: A simple probabilistic neural network. It consists of three units in the input 
layer, four units in the pattern layer divided into two groups or classes, and two units in 
the summation layer. 
2.6 Probabilistic neural networks 
By 1990, computers were powerful enough to allow practical use of kernel based methods 
(Section 2.4.1). Specht [75] revived interest in these methods by casting them into the form 
of a neural network, which he called a Probabilistic Neural Network (PNN) [50] . 
Figure 2.12 shows a simple probabilistic neural network. The input layer has d units , 
where dis the dimension of the pattern vector. The pattern layer has N units , where N is 
the number of training patterns. These units are grouped into K groups as shown, where 
K is the number of classes. Each unit in the pattern layer receives inputs from all the units 
in the input layer. The summation layer has K units , each of them receiving inputs from 
the units in one group in the pattern layer. 
During training, each unit in the pattern layer is set to store one pattern T j in the 
training set. All the units in one group contain patterns belonging to the same class. The 
only other task which must be done during training is to decide the value of a to be used 
in equation 2.68 below. 
When the network is used for classificat ion, the unknown pattern vector X is presented 
to the input layer. This pattern vector is passed to every unit in the pattern layer. These 
units each calculate the value of 
_ (X) _ 1 ex {-.:..;_IIT-=-j_-_X_;.;.11} 
P1 - (21ra2)d/2 p 2a2 
(2.68) 
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Each unit in the summation layer then calculates the sum of all the units feeding into it and 
normalises the sum based on the number of inputs, effectively calculating equation 2.28 for 
each class. The final layer chooses the class with the largest sum and outputs that class. 
The advantage of this structure is that it can easily be implemented in parallel. Masters 
(52] presents a number of enhancements to this basic PNN, including the use of different 
values of c; for each variable or for each class, and a number of efficient training algorithms. 
2. 7 Genetic algorithms 
Genetic algorithms are optimisation routines inspired by natural biological evolution. Using 
a genetic algorithm involves a number of iterations of a fixed-size population of candidate 
solutions called strings14 . At each iteration, the members of the population interact with 
each other in order to improve the solution. This section presents a simple example of 
a genetic algorithm which will assist in understanding the genetic algorithm applied to 
chromosome classification in Section 4.4.6. More details on genetic algorithms can be found 
in Davis (8], Goldberg (16] or Grefenstette (23]. 
The simple genetic algorithm described here can be applied to any system or function 
which takes a binary vector as an input and produces a scalar output. Assume that the 
algorithm will be used to minimise an arbitrary function E (x), where xis a binary vector. 
To start the algorithm, members of an initial population P0 of strings, where each string 
is a possible value of x , are constructed randomly. The population at the next iteration 
Pi is then constructed by using two operators - one-point crossover and mutation - on 
population P0 . Two different strings in population P0 are chosen using a random procedure 
which gives larger weighting to strings which produce smaller values of E (x). These strings 
are copied into population P1 after which they are operated on by the one-point crossover 
operator, which chooses a random position on the string, and exchanges string segments 
to the right of the chosen position. For example, if the two strings undergoing crossover 
are represented by 11101:001 and 10110:111, where the colon marks the crossover position, 
then the two resulting strings will be 11101:111 and 10110:001. These strings are then 
operated on by the mutation operator, which inverts a few randomly chosen bits in the 
strings. Once the number of strings in P1 is equal to the number of string in P0 , then the 
process is repeated to construct P2 from P1 , etc. The procedure can be stopped once a fixed 
number of populations have been generated, or if the value of E (x) gets small enough. At 
the end of the procedure, the string which produces the lowest value of E (x) is chosen as 
the solution vector. 
In order to use this algorithm on real optimisation problems, a method of encoding 
solution vectors containing real numbers to binary form must be implemented, or other 
14These candidate solutions are also sometimes called chromosomes in analogy to the biological structures 
which they are simulating. 
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forms of the operators which operate on real valued strings must be used. 
2.8 Measuring the performance of classifiers 
The parameter used most often to quantify the performance of a classifier is the number of 
misclassified patterns in the test set divided by the total number of patterns in the test set 
( often quoted · as a percentage). 
Testing a classifier using the same data used to train it can lead to over-optimistic error 
estimate [9). The hold out method was of the earliest proposed solutions to this problem. 
It involves dividing the training set into two parts, training the classifier on one part and 
testing it on the other. This approach leads to part of the training data being wasted in 
that it is not included in the training of the classifier. 
Cross-validation makes better use of the training data. The simplest form of cross 
validation involves splitting the training set into two halves, A and B. The classifier is 
trained on part A and an error estimate is obtained by testing the classifier on part B. 
The roles of the two halves are then swapped, and the classifier is retrained on part B and 
tested on part A. An unbiased estimate of the classification error is obtained by averaging 
the two classification errors [68] . If the amount of available training data is small so that 
keeping half of it aside leads to poor performance of the classifier, it is possible to divide 
the training set into V parts. The classifier will then have to be trained V times, each time 
using (V - 1) parts of the training set to train the classifier and testing the classifier on 
the remaining part. The error is estimated by averaging the V classification errors. If the 
training set is divided so that V is equal to the nu:r_nber of patterns in the set , this leads to 
the leave-one-out method. 
Other methods such as the jackknife and bootstrap methods15 attempt to provide es-
timates of the error using the same set for training and testing. The jackknife method is 
often confused with leave-one-out cross-validation. 
15See Ripley [68] pages 72-75 
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Chapter 3 
Extracting Features from Chromosomes 
A digitised chromosome image consists of a two-dimensional array of grey pixel values. In 
order to carry out automatic classification, a collection of distinguishing features must be 
extracted from each chromosome. These can include area, length, centromere position, one-
dimensional banding pattern and information about each band. This chapter describes the 
various techniques that have been used to extract chromosome features. These techniques 
all assume that the metaphase image has been thresholded to separate the chromosomes 
from the background, and that all touching and overlapping chromosomes have been sepa-
rated so that each chromosome is marked as a separate object. The automatic separation 
of touching and overlapping chromosomes is a difficult problem which will not be covered 
here. 
3.1 Global features 
Once each chromosome is marked, it is simple to measure the area and density (sum of 
the pixel grey-values) of each chromosome. The convex hull can also be extracted at this 
stage, and the minimum width enclosing rectangle can be used to orient the chromosome 
vertically (Figure 3.1). 
3.2 Integrated density profile 
The bands are usually perpendicular to the chromosome axis. It is therefore possible to 
represent the bands by a one-dimensional integrated density profile. A schematic diagram 
demonstrating how the integrated density profile is constructed is shown in Figure 3.2. 
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Figure 3.1: A chromosome, its convex hull, and the minimum width enclosing rectangle 
(from [651). 
-x 
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Figure 3.3: Finding the axis of a chromosome using skeletonisation. a: The skeleton of 
the chromosome is computed. b: The skeleton is represented by a polygon. c: The tips of 
the polygon are extended. d: The polygon is smoothed and the tips are restricted to the 
chromosome body (from [65]). 
3.2.1 Finding the chromosome axis 
Before an integrated density profile can be extracted, the chromosome axis has to be found. 
A number of parametric curves have been proposed and tried as a fit to the chromosome 
axis [59]. Two of the more recent axis-finding algorithms are described below. 
Piper and Granum [65] propose the method illustrated in Figure 3.3. The chromosome 
axis is located using a skeletonisation algorithm1 (Figure 3.3a) and a polygon is fitted to 
the skeleton (Figure 3.3b). As the skeleton does not extend to the tips of the chromosome, 
the ends of the polygon are extended (Figure 3.3c). Finally, the polygon is smoothed by 
convolution with a low-pass filter . Piper and Granum [65J also outline a "poor man's skele-
ton" algorithm which can be used to find the axis of straight or slightly bent chromosomes 
in less time than conventional skeletonisation. 
Groen et al. [24J proposed using a piecewise-linear (PWL) approximation to the axis. 
A rough approximation to the principal axis is calculated and the middle axis of the chro-
mosome is found by taking lines perpendicular to this axis (Figure 3.4a). As the lines are 
perpendicular to the principal axis and not to the chromosome, artifacts sometimes occur 
at the tips of the chromosome, so the tips are ignored in the initial stages of the PWL 
calculation. An iterative procedure is then used to find the PWL axis. A line is drawn 
joining the end points of the middle axis, and the point on the middle axis furthest away 
from this line is found. Two lines are then drawn from this furthest point to the middle axis 
end-points. This procedure is continued until all middle axis points are within a certain 
distance of the PWL approximation (Figure 3.4b). As lines perpendicular to the PWL 
1See a standard image processing text such as Jain [31] pages 381- 390 
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• points of the middle axis 
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to the middle axis points 
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d : requantization lines intersecting 
outside the chromosome boundary 
Figure 3.4: Construction of the piecewise-linear (PWL) axis. a: The middle of the chro-
mosome is computed in columns perpendicular to the principal axis. b: A piecewise-linear 
approximation is fitted to these middle axis points. c: Lines perpendicular to the axis 
intersect inside the chromosome. d: The lines are therefore adjusted near the breakpoints 
so that they do not intersect (from [241) . 
approximation intersect inside the chromosome (Figure 3.4c) , some adjustments are made 
to these lines around the breakpoints of the PWL axis (Figure 3.4d) . 
3.2.2 Calculating the density profile 
The density values (or grey-levels) are summed along each line perpendicular to the axis 
to get the integrated density profile. A fixed distance is chosen between all the sampled 
points on the transverse lines, and the grey-levels of points which do not fall on pixels are 
obtained by two-dimensional interpolation. The upper profiles in Figure 3.5 are integrated 
density profiles. 
3.2.3 Possible limitations of the integrated density profile 
Groen et al. [24] pointed out some possible limitations in using the integrated density profile 
to represent the banding pattern. It is possible that the chromatids can contract unequally 
and lead to the smearing of bands in the profile as illustrated in Figure 3.6a. Bands can 
also deviate from a rectangular shape resulting in the situation shown in Figure 3.6b. 
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Figure 3.5: Banded chromosomes with their integrated density (upper) and "shape" (lower) 






Figure 3.6: Potential problems with using an integrated density profile to describe a chro-
mosome banding pattern. a: Unequal contraction of chromatids leads to smearing of bands. 




Metacentric Chromosome Acrocentric Chromosome 
Figure 3.7: Centromere finding with an exhaustive search for the closest pair of opposite 
edge points. The points are found at the end of the chromosome for acrocentric chromo-
somes (from [24]) 
3.3 Locating the centromere 
Piper [60] pointed out that there are two basic types of centromere finding algorithms, 
boundary analysis algorithms and algorithms which analyse density profiles. Three algo-
rithms for locating centromeres described relatively recently are presented below. 
3.3.1 Boundary analysis 
Groen et al. [24] proposed two methods of finding the chromosome centromere using bound-
ary analysis. The first method, illustrated in Figure 3.7, is based on searching for the closest 
pair of opposite edge points. The head and tail of the chromosome are deleted, with the 
amount deleted chosen to be equal to the size of the p-arm terminal in an acrocentric chro-
mosome. The centromere is then assumed to be at the position of the closest opposite edge 
points. When the two points are at the end of a chromosome, then the chromosome is 
assumed to be acrocentric. 
In the second method, a width profile is constructed based on the lengths of lines 
perpendicular to the fitted chromosome axis. The profile is smoothed and a relative minima 
between two maxima is searched for. If no such local minimum is found , the chromosome 
is assumed to be acrocentric. 
3.3.2 Density profile analysis 
Piper and Granum [65] find the centromere using a "shape" profile, which is computed 
along lines perpendicular to the chromosome axis in a similar way to the integrated density 
profile, and is independent of the banding pattern [60]. Each value of the shape profile Si 
is the ratio of the second to the zeroth grey moment of the transverse slice, or 
S· _ I:1 m1dJ 




Figure 3.8: Transformation of the shape profile for detecting acrocentric centromeres. The 
centromere is chosen to be at the minimum of the transformed shape profile found between 
the dotted lines. The positions of the detected centromeres are marked on the profiles and 
on the images (from (65]). 
where 1 ::; i ::; l , l is the profile length, mi is the density (grey-level) of the jth pixel on 
perpendicular line i, and di is its distance from the axis (see the lower profiles in Figure 3.5). 
The centromere of a metacentric chromosome is usually found at the most pronounced 
minimum of the shape profile. No such minimum is found on the shape profile of an 
acrocentric chromosome, and a minimum has to be induced by reflecting the shape profile 
close to each end. If the shape profile Si has non-zero values in the range O to l and is zero 
elsewhere, then the transformed profile is 
(3.2) 
where k < l is the length of overlap between the original profile and its reflections as 
shown in Figure 3.8. This transformation tends to induce a minimum at a distance of about 
~ from the centromere end of acrocentric chromosomes, so k is chosen such that ft is the 
average centromeric index for acrocentric chromosomes. If minima are chosen within the 
bounds of the original profile (0 ::; i ::; l), then the centromere positions for metacentric 
chromosomes are not usually affected. 
3.3.3 Comparison of the methods 
Table 3.1 shows a comparison of the accuracy of the three centromere finding algorithms 
described above. Piper and Granum [65] defined a correct centromere as one which lies 
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Percentage of correct 
Authors Method centromere positions found 
:=============:==============~=== 
Groen et al. [24] closest pair of opposite edge points 93 
Groen et al. [24] local minimum of width profile 76 
Piper and Granum [65] "shape" profile 93.5 
Table 3.1: Comparison of the performance of the three centromere finding techniques de-
scribed in the text. All the tests were performed on the Copenhagen database with over-
lapped chromosomes excluded. The database used by Groen et al. [24] contained 7284 
chromosomes and the database used by Piper and Granum [65] contained 8106 chromo-
somes. See the text for details on the slight differences in the definition of a correctly 
positioned centromere used by the authors. 
within two pixels of the manually determined centromere for metacentric chromosomes, and 
either satisfies the previous criterion or lies between the manually located centromere and tip 
of the short arm in acrocentric chromosomes. Groen et al. [24] considered an automatically 
determined centromere to be correct if the distance between it and the manually located 
centromere was less than 10% of the chromosome length. 
3.4 Features derived from the profile 
3.4.1 Band transition sequences 
A Band Transition Sequence (BT-sequence) [47] is constructed from an integrated density 
profile as shown in Figure 3.9. Part B of Figure 3.9 is constructed from part A by the 
application of an iterative non-linear filter. The length of the chromosome (x-axis) is 
divided into 13 segments. The BT-sequence (part C) consists of fourteen BT-codes, one 
code corresponding to each length segment and one code for the terminal end of the short 
arm. Each segment code is constructed by determining the 'peak density' and 'density 
difference between peak and adjacent valley' in terms of density classes for the peak in the 
segment. The 'peak density' is represented by one of six density classes and the 'density 
difference' by one of four difference classes. If a segment contains no peak, then the 'peak 
density' and 'density difference' are assigned to class 0. These BT-codes are excluded from 
the print-out in Figure 3.9. 
3.4.2 Weighted density distributions 
Chromosome density profiles can be described by weighted density distributions (wdd's) 
by the application of a number of weighting functions [46]. The weighting functions were 
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Figure 3.9: Construction of a BT-sequence from a chromosome integrated density profile. 
A is the integrated density profile of a chromosome of class 1 printed out in 24 density levels. 
B is a sharp-edged profile of the same chromosome. a, b and c refer to peak density (a) , 
density difference between peak and adjacent valley (b) and peak position ( c). C shows 




Figure 3.10: Illustration of a chromosome profile weighted by a weighting function . The 
sum ( i = 1 to n) of all products of density values and corresponding weight factors is divided 
by the integrated density of the profile. c indicates the position of the centromere (from 
[46]) . 
calculate a wdd: 
WDD = I:f=o weightingfactori x densityi 
I:f=o densityi 
(3.3) 
Lundsteen et al. [46] and Gerdes and Lundsteen [14] expanded the original Granum 
weighting functions to those shown in Figure 3.11. 
Piper and Granum [65] also made use of weighted density distributions to describe 
chromosomes, although they redefined the weighting functions as shown in Figure 3.12. 
The redefined weighting functions are either symmetrical (wdd 2, 4, 6) or asymmetrical 
(wdd 1, 2p, 3) , have integrals of zero and are independent of the centromere position, 
although the "asymmetrical" weighting functions do depend on the chromosome polarity. 
These weighting functions are applied to the integrated density profiles to extract six wdd 
features (wddl , wdd2, wdd2p, wdd3, wdd4 and wdd6); to the profiles of absolute differences 
of the density profile P , defined as G ( i) = IP ( i) - P ( i - 1) I, to extract six gwdd features ; 
and to the "shape" profiles (Figure 3.5) to extract six mwdd features. 
3.5 Other features 
Other features defined by Granum [21] and Piper and Granum [65] are: 
• Relative Density, defined as the ratio of total optical density to area. 
• Convex Hull Perimeter (cvhp) (see Figure 3.1). 
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Figure 3.11: Illustration of the eight weighting functions used by Lundsteen et al. [46], which 
are used to compute the corresponding eight wdd's on the basis of a chromosome density 
profile. c indicates the position of the centromere. The first three weighting functions 
are independent of the position of the centromere, but this is taken into account in the 
remaining five. The weighting functions are scaled to match the length and centromere 














Figure 3.12: The wdd functions used by Piper and Granum [65]. Wdd 2, 4 and 6 are 
symmetrical and hence are independent of the chromosome polarity. Wdd 1, 2p and 3 
are asymmetrical and so are affected by the chromosome polarity. The integrals of these 
functions are zero and they are independent of the centromere position. 
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• Size, defined as the mean of the normalised area and normalised length. 
• Coefficient of variation of the density distribution (cvdd), defined as the ratio of the 
standard deviation to the mean of the values of the density profile. 
• Normalised root of the sum of squared density differences (nssd) , defined as 
V"E.~=1 (P (i) - p (i - 1))2 
nssd = k n p C) 
Li=O 'I, 
where k is a scaling factor . 
• Number of density profile maxima (number of bands) (nb) 
• Number of bands index (nbi), defined as the ratio of the number of bands in half the 
profile to the total number of bands in the profile. 
3.6 Feature levels 
Granum [21] and Piper and Granum [65] divide the features used to describe chromosomes 
into four levels. The level 1 features can be measured directly from a chromosome image 
and include the area and relative density. The axis needs to be found in order to compute 
level 2 features , which include the length, density profile and "symmetrical" wdd and gwdd 
features. Level 3 features require the axis profile and chromosome polarity to be known, and 
include the "asymmetrical" wdd and gwdd features. Level 4 features are the centromeric 
indices which require all the level 3 features and the position of the centromere to be known. 
Table 3.2 shows the features defined above and the corresponding feature levels. The band 
transition sequence features are level 3 features. 
3. 7 Feature normalisation 
Chromosomes in different metaphases contract by different amounts and can have different 
staining intensities. For example, chromosomes of the same type may vary in size by a 
factor of 2-3 between different metaphases [6]. Hence, in order to be able to compare cells 
in different metaphases to each other, the feature measurements, most notably the lengths, 
have to be normalised. This is easy to do if the classes of the chromosomes are known, 
but difficult to do before the chromosomes have been classified. Hilditch and Rutovitz 
[28] and Moore [30] proposed iterative methods which initially make a rough guess at a 
normalisation factor, tentatively classify some chromosomes, refine the normalisation factor 
based on the classified chromosomes, classify some more chromosomes, and continue until 
the normalisation factor converges. 
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Feature I Level II Feature I Level I 
Area 1 gwdd2p 3 
Relative Density 1 gwdd3 3 
cvhp 1 gwdd4 2 
Length 2 gwdd6 2 
Size 2 mwddl 3 
cvdd 2 mwdd2 2 
nssd 2 mwdd2p 3 
wddl 3 mwdd3 3 
wdd2 2 mwdd4 2 
wdd2p 3 mwdd6 2 
wdd3 3 Area c.i. 4 
wdd4 2 Density c.i. 4 
wdd6 2 Length c.i. 4 
gwddl 3 nb 2 
gwdd2 2 nbi 3 
Table 3.2: The feature levels of all the chromosome features defined in the text. Partly 
from [65]. 
Piper and Granum [65] used a simpler normalisation method for their features (Ta-
ble 3.2). Size-type features are normalised to the cell median measurement for that feature . 
The median is chosen instead of the alternatives - the mean or the sum of the feature 
measurement over all the chromosomes in the cell - as it is less sensitive to missing or 
additional chromosomes or undetected composites of two or more chromosomes. For other 
features , the measurements within each cell are normalised to have a mean of zero and 
a standard deviation of 100. The centromeric index is expressed as a proportion of chro-
mosome length, and so is automatically normalised for metaphase to metaphase length 
variation. 
3.8 Feature selection 
As using a large number of features can lead to over-fitting of the model to the training data 
and to long computation times when classification is performed, it is often advantageous 
to reduce the number of features by keeping the features with the largest discriminatory 
ability. An exhaustive search through all the possible feature combinations is impractical, so 
sub-optimum methods must be used. Granum [21] tested a number of standard statistical 
methods, but found that an heuristic method which he called SEPCOR outperformed them. 
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Granum calculates a separability measure v i for each feature , where 
standard deviation {µ ik I k = 1, 2, . .. , m} 
Vi = 
mean {aiklk = 1, 2, . . . , m} 
and µik and aik are respectively the mean and standard deviation of the value of feature i 
for a chromosome of true class k out of m classes. The correlation coefficient between two 
features i and j is r i j· The SEPCOR procedure attempts to assign a specified number of 
features from a list of all the features to a 'selected' subset and the rest to a 'discarded ' 
subset. The following steps are carried out: 
1. The feature with the maximum vi is chosen from the list and added to the 'selected' 
subset. 
2. All features in the 'selected' subset are correlated with features remaining in the list , 
and those features in the list with correlation coefficients greater than a parameter 
MAXCOR are moved to the 'discarded ' subset. 
3. The process is continued until the required number of features has been selected or 
the list is empty. 
The disadvantages of this method, namely the heuristic parameter MAXCOR and the 
tendency for the list to empty before enough features have been selected, are addressed by 
Piper 's MSEPCOR method (62]. The steps in the MSEPCOR procedure are: 
1. The feature with the maximum vi is chosen from the list and added to the 'selected' 
subset. 
2. The maximum correlations Ru = maxs {lrusl } between each unselected feature u in 
the list and all 'selected' features s are calculated. 
3. The feature u for which Vu (1 - Ru) is a maximum is added to the 'selected' subset. 
4. Steps 2 and 3 are repeated until the required number of features are selected. 
The results of running the MSEPCOR procedure on the Cph, Edi and Phi data sets to 
choose subsets of 10 or 16 features from those listed in Table 3.2 are shown in Table 3.3 
[65]. Feature sets were chosen for each data set separately and a pooled feature set using 
all three data sets was chosen. 
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Derivation of feature subsets 
Pooled Within each 
among data set 
Feature data sets Cph Edi Phi 
Area 
Relative Density + 
cvhp 
Length ++ 
Size ++ ++ ++ 
cvdd + 
nssd + + ++ ++ 
wddl 
wdd2 ++ ++ ++ 
wdd2p ++ ++ ++ 
wdd3 ++ I I ++ ++ TT 
wdd4 ++ ' ' ++ ++ TT 
wdd6 ++ ++ ++ ++ 
gwddl + + + + 
gwdd2 ++ ' ' ++ ++ TT 
gwdd2p + + + 
gwdd3 + I ++ + T 
gwdd4 I + + T 
gwdd6 + ++ + 
mwddl 
mwdd2 + ' T 
mwdd2p 
mwdd3 I T 
mwdd4 ++ ++ + ++ 
mwdd6 ++ ++ + ++ 
Area c.i. ++ ++ 
Density c.i. ++ ++ 
Length c.i. 
Table 3.3: Feature subsets consisting of 10 and 16 features constructed using the MSEPCOR 
method from the pooled data sets and from each data set individually. Features in the size 
10 subsets are marked "++". All these features are also in the corresponding size 16 subsets, 
and the additional six features in each subset are marked "+" (from [65]) . 
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Chapter 4 
Automatic Classification of 
Chromosomes 
This chapter reviews the algorithms which have been applied to chromosome classification 
and shows experimental results of the algorithms applied to some of the data sets described 
in Section 1.5. The chief differences between the algorithms are in the classifier used and 
the features passed to the classifier. Feature extraction methods are treated in detail in 
the previous chapter. The classifiers described in this chapter are divided into two groups 
based on the types of features passed to the classifier. The features can be 
1. A direct representation of the sampled chromosome profile, possibly with extra infor-
mation on the length and centromeric index (Section 4.3). 
2. the set of features listed in Table 3.2 extracted from each chromosome (Section 4.4). 
Further topics covered are the advantages and methods of taking the number of chromo-
somes per class into account (Section 4.1), the reliability of chromosome classification by 
humans (Section 4.2) and a comparison of the results produced by the best classification 
algorithms reported in the literature (Section 4.5) . 
4.1 Taking the number of chromosomes per class into 
account 
The simplest method of classifying a chromosome is simply to calculate the probability 
of the chromosome belonging to each class, and to assign the chromosome to the class to 
which it has the highest probability of belonging. Habbema (25] [26] and Slot [74] pointed 
out that in the case of assigning all the chromosomes in a cell to classes, it is known a priori 
how many chromosomes are in each class. The simplest way to take this into account is 
to calculate the class-membership probabilities for each chromosome (as described above) , 
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and then include a post-processing step in which the chromosomes are moved between 
classes until the limit on the number of chromosomes per class is satisfied. Some of these 
post-processing algorithms are described in Section 4.1.1. Unfortunately, the best ways 
of taking the number of chromosomes per class into account are prohibitively calculation 
intensive. For example, using the Bayes method which gives the solution with the smallest 
mean number of misallocations described by Slot [7 4] requires the evaluation of a sum 
consisting of the order of 1055 terms when applied to chromosome classification. Habbema 
[26] proposes using all the chromosomes in a cell simultaneously as a basis for discriminant 
analysis. In practice this involves carrying out calculations on a 46 x p covariance matrix, 
where p is the number of features extracted from each chromosome. Due to the large 
number of possible permutations of chromosomes in the karyotype and the large number of 
cells that would be needed to train such a large model without overfitting, this method is 
difficult to implement. 
4.1.1 Chromosome rearrangement algorithms 
Two rearrangement methods which are used in a number of experiments described in this 
chapter are outlined below. The "simple exchange" or SE algorithm is described by Lund-
steen et al. [45]. Piper [61] describes and presents results of tests of four rearrangement 
routines which he calls RCl-4. He discovered that the RC3 method ( described below) had 
the best performance and resulted in an improvement of between 2.2% and 4.0% when 
applied to likelihoods computed using varying numbers of features extracted from the Ed-
inburgh data set and passed to the maximum likelihood routine described in Section 2.3. 
SE: If more than two chromosomes are assigned to a class, only the two with the highest 
likelihood of belonging to the class are accepted. Any excess chromosomes are assigned 
to the classes for which they have the next highest likelihoods. Chromosomes which 
cannot be assigned to a class are rejected. 
RC3: This is a modification of the algorithm proposed by Rutovitz [73]. The rearrange-
ment is implemented as a cascade through a set of classes G1 , G2 , ... , Gn, where class 
G1 has an apparent excess of chromosomes and class Gn has an apparent deficit. In 
each stage of the cascade, one chromosome is moved from class Gi to class Gi+l· The 
cost of moving a chromosome from class Gi to Gi+l is defined as Ci = L~~
1
, where Li 
is the likelihood that a chromosome is of class Gi [61]. The cost of the whole cascade 
is defined as CC = TI Ci. Plausibility constraints allow the classifier to cope with 
unusual cases where, for example, there really are three chromosomes in a class ( e.g. 
Down's syndrome). The plausibility constraints implemented by Piper [61] are: 
(i) the reassignment of a chromosome to class Gj is only permitted if Li > k·max (Li), 






Percentage Classification Error 
Context-free \ Context-sensitive 
Table 4.1: The results of the three experiments described in the text , measuring the errors 
made when chromosomes are classified by humans. Percentage errors for both context-free 
and context sensitive classification results are shown. 
the maximum likelihood for the chromosome. 
(ii) the length of a cascade should not exceed 4 classes ( 3 moves). 
The rearrangement procedure computes the cost of all plausible cascades and then 
carries out the minimum cost cascade. This procedure is iterated until no further 
plausible cascades can be found. 
Other methods of applying constraints on the number of chromosomes per class have been 
proposed. The transportation method is the application of a linear programming algorithm 
to the problem, and is described in Section 4.4.4. The application of genetic algorithms is 
described in Section 4.4.6. 
4.2 Chromosome classification by humans 
Granum [21] quotes the results of three experiments which measured the error rate when 
chromosomes were classified by humans. The same data, consisting of chromosomes from 
22 normal cells, were used in each experiment. Chromosomes were classified in isolation 
(context-free classification) or, on separate occasions, simultaneously with all other chro-
mosomes of the same cell ( context-sensitive classification or karyotyping). 
In the first experiment, seven independent investigators classified chromosomes repre-
sented by photographic prints. For the second experiment, one investigator classified iso-
lated digitised chromosome profiles in four runs at weekly intervals, and karyotyped them 
twice. Overlapped and bent chromosomes were excluded, which resulted in incomplete cells 
which are more difficult to karyotype. The third experiment was carried out in the same 
way as the second, except that the chromosomes were represented by band transition se-
quences (Section 3.4.1). The results of the three experiments are shown in Table 4.1. It is 
immediately obvious that a trained person classifying chromosomes uses the constraints on 
the number of chromosomes per class to decrease the misclassification rate significantly. 
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4.3 Classifiers which use sampled profiles 
4.3.1 Early algorithms 
One of the earlier attempts at classifying G-banded chromosomes by Granlund [20] involves 
extracting integrated density profiles (Section 3.2) and using some standard spectroscopic 
techniques to extract features from the profiles. 
Techniques Used 
Curve-Matching: A reference profile for each class i of chromosome is obtained by cal-
culating the mean mij and variance s~1 at each point j of all the profiles belonging to 
class i in the training set. An unknown profile x1 is compared with all the reference 
profiles by computing 
i5; = I: kij (mi\- Xj) 2 (4.l) 
j sij 
for each class i, where kij is a weighting factor which is used to specify the relative 
importance of different features . 
Curve-Matching with Non-Uniform Sampling: Chromosomes are initially classified 
using the curve-matching technique, and the two most likely classes are considered 
further. To make the decision between these two classes, points on the profiles with 
the greatest discriminatory ability are manually chosen and used to decide between 
the two classes. 
Fourier Descriptors: Fourier coefficients are calculated for each chromosome profile in 
the training set and the magnitudes of harmonics 1 to 8 and the phase angles of har-
monics 1 to 4 are used to calculate the means and covariance matrices for the classes. 
Unknown chromosomes are classified using a parametric classifier (Section 2.3). 
Distribution Functions: The profile is approximated by a collection of Gaussian-like 
distribution functions [18] [19], as shown in Figure 4.1. The profile can then be 
described as a series of triplets, each including peak height , width, and position of a 
distribution function. Granlund postulated that using an average of the distribution 
function profile parameters as a reference description of a banding pattern is superior 
to using averages of the profiles or averages of Fourier components of the profile, as 
this approach is closely related to the physical banding mechanism and hence results 
in less "smearing" of the information. Unfortunately, as mentioned by Habbema [26], 
this approach does not work well in practice due to the uncertainty in the number 
of Gaussian curves that should be used to describe each type of chromosome and the 
difficulty of numerically fitting a group of non-linear functions to the profiles. 
Granlund [20] gives a description of the curve fitting techniques used and how the 
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Figure 4.1: Averaged density profiles of chromosomes 1, 5 and 8 in terms of distribution 
functions (from [20]) 
Curve Matching Sampled Curves Fourier coefficients Distribution functions 
17.1 15.0 22.4 9.9 
Table 4.2: The percentage error rates of the chromosome classification experiments per-
formed by Granlund (20]. The results were obtained using the hold-out method. 
varying number of distribution functions on different types of chromosome were taken 
into account by him. He used a parametric classifier to classify unknown chromosomes. 
Results of Classification Experiments 
The results of the classification experiments using the above techniques are presented in 
Table 4.2. The experiments were carried out using the hold-out method with a training set of 
219 chromosomes and a test set of 192 chromosomes. Bent and overlapping chromosomes 
and chromosomes of classes 21, 22 and Y were excluded from the sets. The number of 
chromosomes per class in the karyotype was not constrained. The classifications based on 
Fourier coefficients and distribution functions were very time-consuming when performed 
on the computer hardware available in the early 1970's. Therefore a preclassification stage 
using curve-matching was applied and only the three most likely outcomes were passed to 
the classification stage. 
4.3.2 Classification using band transition sequences 
Classification algorithm 
The construction of band transition sequences is described in Section 3.4.1. Lundsteen 
et al. (45] used the following classification algorithm. The feature set used to describe a 
chromosome consisted of 28 descriptors extracted from the BT-sequence: fourteen density 
descriptors X1, X2, ... , X14 (each with seven possible values) and fourteen difference de-
scriptors Y1, Y2, ... , Y14 (each with five possible values). The probability of observing each 
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combination of feature values was estimated using tables of absolute frequencies based on 
the training set. 
Three global features were used: normalised logarithmic area (Z1), area centromeric 
index (Z2) and density centromeric index (Z3). These were modelled using a Gaussian 
probability distribution function for each Z , where the means µk and standard deviations 
erk of the features were calculated using all chromosomes of type k in the training set. 
The features were all assumed to be independent and the class-conditional probability 
for a chromosome of type k was 
P(X, Y,Zlk) (4.2) 
14 
II [P (Xilk) p (Iilk)] [P (Z1lk)]3 [P (Z2lk)]2 [P (Z31k)]2 (4.3) 
i=l 
The weighting of the global features was chosen heuristically to obtain improved balance 
between local and global features. Bayes' theorem (Section 2.2) was used to estimate the 
posterior probability. All the prior probabilities were assumed to be equal. Unknown chro-
mosomes were classified based on the highest posterior probability, and the SE algorithm 
(Section 4.1.1) was used to limit the number of chromosomes per class . 
Results of classification experiments 
Experiments were initially done by Lundsteen et al. [45] , who applied the algorithm to the 
Edited Copenhagen database, and repeated by Gerdes and Lundsteen [14}, who used the 
Edited Copenhagen and CDAR databases. Gerdes and Lundsteen used a slightly improved 
algorithm where the global features were not assumed to be independent. 
Gerdes and Lundsteen used cross-validation with two halves of the Edited Copenhagen 
data set to obtain an average error rate inclusive of rejected chromosomes of 3.2%. Two 
experiments using cross-validation to determine the error rate were performed on the CDAR 
data set. For the first experiment, the data set was divided into even and odd numbered 
metaphases, and for the seconq. experiment, into the first and second halves. The average 
classification error of both experiments was 17.8%. 
4.3.3 Correlation techniques 
Forabosco et al. [12] classified chromosomes by using correlation coefficients between stan-
dard chromosome profiles and the profiles of the chromosomes to be classified. The set of 
24 standard chromosome profiles ( one for each class) was constructed by averaging a set 
of 38 length-normalised chromosomes in each class. During classification, the correlation 
coefficients of a profile of an unknown chromosome with standard profiles were calculated 
for all standard profiles with lengths differing by less than 30% from that of the unknown 
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chromosome, and the unknown profile was assigned to the class having the highest correla-
tion coefficient. An experiment was carried out on 20 metaphases, and resulted in an 18.2% 
classification error. 
4.3.4 Markov network models 
Granum and Thomason used automatically inferred Markov network models to classify 
chromosomes. This method is described in detail in (78] and the results quoted here are 
presented in [22]. Intensity profiles are sampled into six intensity levels using a procedure 
similar to the one illustrated in Figure 3.9. These sampled profiles are then described 
by a "difference string'' consisting of a series of symbols representing the magnitude of 
transitions between adjacent bands. The inference step involves building a constrained 
first-order Markov chain for each chromosome type using the difference strings of all the 
patterns in the training set. 
Experiments were performed using the Edited Copenhagen data set. Only chromosomes 
of type 1-22 were used. A set of 200 chromosomes of each type was extracted from the 
middle of the data set, and this set was divided into a training set and test set, each con-
taining 100 chromosomes of each type. Application of all the networks to each unknown 
chromosome was not done due to the computational expense. Instead, for the first ex-
periment, an a priori knowledge of classification into Denver groups was assumed, and for 
the second experiment a simple "length-test" was carried out - candidate classes for an 
unknown chromosome were chosen by comparing the length of the unknown chromosome 
to the length range for each chromosome type. The best classification errors for the first 
and second experiments were 6.4% and 7.3% respectively. 
4.3.5 Neural networks 
Jennings and Graham (32] conducted a preliminary study into using neural networks, specif-
ically the Kohonen self-organising feature map1 and the multi-layer perceptron (MLP) (Sec-
tion 2.5). A version of the Copenhagen set with 2904 chromosomes containing no overlapped 
or bent chromosomes and no Y chromosomes was used in the experiments. No constraints 
on the number of chromosomes per class was imposed. The data set was split into two parts 
and cross-validation was used. The best error rate obtained using a Kohonen network was 
16.7% using an input vector of 29 values sampled over the length of the integrated density 
profile, an 18 x 18 array of output nodes and six passes of the training data consisting of 
40 examples of each type of chromosome. The best error rate obtained with an MLP was 
6.6% using a 17-15-23 network trained using backpropagation with momentum and gradual 
reduction of the gain parameter. The input feature vector consisted of 15 samples of the 
1This network is described in many texts, for example, Hertz, Krogh and Palmer [27] pages 236- 246 
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Seven Denver classes Ten Denver classes 
Data set Best network topology % error Best netwo rk topology % error 
Copenhagen 2-14-7 5.4 2-24 -10 7.3 
Edinburgh 2-14-7 10.1 2-24 -10 14.3 
Philadelphia 2-14-7 14.6 2-26 -10 17.4 
Table 4.3: Classification error rates of the Denver classification MLPs. The results for the 
seven class classifier are from [11) and the results for the ten class classifier are from [10] . 
integrated density profile, the normalised length and the area centromeric index. 
Errington and Graham [10) [11) continued this work by implementing a (15+X)-100-24 
MLP classifier, where X =0, 1, 2, 7 or 10. The features used as inputs were 15 samples of 
the integrated density profile alone (X =0), or in combination with: length or centromeric 
index (X =1), length and centromeric index (X =2), or a classification into one of seven or 
ten Denver groups done by another neural network (X =7 and X = 10). The seven Denver 
groups are shown in Table 1.1 and the ten groups are obtained by splitting group A into 
three groups (Al, A2 and A3) each containing one chromosome, and splitting group E into 
two groups (El and E2) with chromosome 16 belonging to group El and chromosomes 17 
and 18 belonging to group E2. 
The neural networks were trained using a modification of the back-propagation technique 
which reduces the value of the learning rate T/ during training. While the back-propagation 
algorithm is running, the network classification performance on the training set and the 
error term over each epoch are monitored. The gain term is halved if the classification 
error rate does not decrease after four epochs or if the error term increases by 10% over the 
value at the previous epoch. 
The classification into Denver groups was done using a neural network with 2 inputs 
(length and centromeric index) and 7 or 10 outputs. The classification errors of the Denver 
classification networks with the best performance are given in Table 4.3. The classification 
errors for the networks which classify a chromosome into one of 24 classes are given in 
Table 4.4. No constraints on the number of chromosomes per class were imposed. 
Lerner et al. [43] used a MLP to classify cells obtained from the Institute of Medical 
Genetics at the Soroka Medical Centre in Beer-Sheva, Israel. The cells were divided into a 
"superior" set and an "inferior" set based on the chromosome quality. Only chromosomes of 
classes 2, 4, 13, 19 and X were used in the experiments. They compared the skeletonisation 
and piecewise linear (PWL) methods of extracting the chromosome axis. Features passed 
to the neural network were various combinations of 64 integrated density profile values 
extracted from the axis, length and length centromeric index. Each feature was normalised 
to lie in the [-0.5, 0.5) range. 
The number of hidden units in the MLP and the initial weights were set according to 
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Percentage Classification Error 
X Extra Features Copenhagen Edinburgh Philadelphia 
0 :-Jone 8.8 22.3 28.6 
1 :-J ormalised length 8.4 19.4 27.6 
1 Centromeric Index 7.7 21.0 26.5 
2 :-Jormalised length + centromeric index 6.9 18.6 24.6 
7 Seven Denver groups 5.8 17.0 22.5 
10 Ten Denver groups 6.2 17.8 22.7 
Table 4.4: The percentage classification errors of a (15+ X)-100-24 MLP, where the fea-
ture vector consisted of 15 samples of the integrated density profile and the extra features 
indicated. For the X =7 and X = 10 cases, the output of an MLP which preclassified the 
chromosomes into one of seven or ten Denver classes was used. The results for the X = 0, 1 
and 2 cases are available in [10] and [11], the results for the X = 7 case are available in [11], 
and the results for the X =10 case are available in [10]. 
Feature set I Best % error rate I 
Integrated Density Profile 7.1 
Integrated Density Profile and CI 3.5 
Integrated Density Profile, CI and Length 2.8 
CI and Length 7.1 
Table -!.5: The best percentage error rates obtained using four feature sets passed to a 
MLP classifier. These results are based on the "superior" data set from the Soroka :VIedical 
Centre in Beer-Sheva, Israel (from [43]). 
principal component analysis applied to the feature vectors. The network was trained using 
back-propagation with momentum. 70-90% of all the vectors in a dataset were chosen as 
training vectors, and each experiment was repeated four times with different vectors used 
as training vectors. The results were averaged. 
It was found that extracting the axis using the skeletonisation method gave superior 
classification results. Tests were performed using four sets of features. These feature sets 
and the best error rates obtained using the "superior" data set are summarised in Table 4.5. 
The "inferior" data set yielded results 4- 14% lower. It should be noted that comparing these 
results to those reported in other work can be misleading, as only a subset of chromosome 
classes was used. As each class used belongs to a different Denver class, the chromosome 
classes most likely to be confused are eliminated from the experiment. 
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4.3.6 Local band description 
Local band description methods attempt to represent each band in a profile separately. 
Groen et al. [24] used a a two-dimensional local band description method to attempt to 
overcome the potential problems with using integrated density profiles described in Sec-
tion 3.2. Bands are extracted by first thresholding each chromosome to locate regions 
potentially having a band. The image is then filtered using a two-dimensional Laplace fil-
ter2 to locate each band. Bands with a size below a heuristically set threshold are discarded, 
and if no bands are found , the chromosome is rejected from further analysis. 
For each band found , the minimum, maximum and middle position on the main chro-
mosome axis, the area of the band and the darkness of the band are calculated. If two 
bands on separate chromatids coincide then they are merged. 
For each chromosome, the following features are passed to the classifier: Length, cen-
tromeric index, the location of the band with the largest area, the location of the darkest 
band, the location of the first band after the centromere, the location of the darkest band 
on the p arm and the location of the darkest band on the q arm. 
The best results were obtained using a Bayes classifier. The tests were performed on 
a non-standard version of the Copenhagen database containing 7284 chromosomes. The 
method resulted in an 11.5% error rate with no rejected chromosomes. It is not stated 
whether a constraint on the number of chromosomes per class was implemented. 
Johnston, Tang and Zimmerman [33] used local band features derived from the inte-
grated density profile. Five features are extracted for each dark band on the chromosome. 
Figure 4.2 diagrams the extracted features for a band between delimiters V1 and V2. The 
features are: 
band-position (X): the location in pixels of the maximum height; 
band-width (W): the length in pixels of the chord (Vi,Vi); 
band-height (H): the grey-level distance between the maximum height and (Vi,Vi); 
band-mass (M): the summed optical density between the band profile and (Vi,Vi); 
band-shape (S): S = 1, where A=! ((H - cv1 ) + (H - cVi)) (Vi - Vi), where cVi and 
cVi are the density values at points Vi and Vi respectively. 
A maximum likelihood classifier (Section 2.3) was used for classification. Only chromo-
somes with the same number of bands were compared with each other. As chromosomes of 
a certain class can have a variable number of bands visible, this involved training a number 
of classifiers for each class. Unknown chromosomes were classified using only classifiers 
trained on examples containing the same number of bands. An algorithm similar to the SE 
algorithm (Section 4.1.1) was used to limit the number of chromosomes assigned to a class. 
The classifier was tested on the Edited Copenhagen data set. The cross-validation 
classification error with two halves was found to be 30.5% 
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Figure 4.2: Diagram showing the five band characteristics, described in the text , used to 
classify chromosomes ( from [ 33]). 
4.4 Classification using weighted density distributions 
and other features 
4.4.1 Early experiments 
The first experiments using wdd's as features were carried out by Lundsteen et al. [46] and 
Gerdes and Lundsteen [141, who extracted eleven features from each chromosome. These 
were eight wdd 's constructed using the weighting functions illustrated in Figure 3.11 and 
three global features: the normalised chromosome area, the centromeric index by area 
and the centromeric index by density. Classification of the chromosomes was based on 
parametric discriminant analysis (Section 2.3). The SE algorithm (Section 4.1.1) was used 
to limit the number of chromosomes assigned to a class. 
This method was tested on the Edited Copenhagen and CDAR datasets. The classifi-
cation error was estimated using cross-validation as described for the BTS experiments in 
Section 4.3.2. An average classification error of 2.0% was obtained for the Edited Copen-
hagen data set [14], and an average classification error of 9.0% was obtained for the CDAR 
data set (46]. 
4.4.2 Parametric classifiers 
Most of the work on chromosome classification has been dedicated to applying parametric 
classifiers (Section 2.3) to groups of the features listed in Table 3.2, which use the wdd 
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Database 
Features Copenhagen Edinburgh Philadelphia 
(a) 7.1 19.3 29.2 
(b) 7.3 16.2 26.7 
(c) 5.9 15.9 22.3 
(d) 5.8 16.3 21.0 
Table 4.6: The percentage classifier error rates from (65]. The following feature sets were 
used in each row: (a) Ten features from the pooled feature set, (b) Ten features selected from 
each training data set, ( c) Sixteen features from the pooled feature set, ( d) Sixteen features 
selected from each training data set. The error rates were estimated using cross-validation 
with the data set split into two halves. 
weighting functions shown in Figure 3.12. Each of these features is assumed to have a 
'true' value for each class with some Gaussian noise added (62], which justifies modelling a 
group of features by a multivariate Gaussian distribution. The best published results using 
a maximum likelihood classifier followed by a context-sensitive rearrangement procedure 
were obtained by Piper and Granum [65]. Groups of 10 or 16 features shown in Table 3.3 
were chosen using the MSEPCOR method. The assumption of zero feature correlation was 
made [62], but the method used to rearrange the chromosomes in the post-processing step 
is not stated. The classification errors obtained using cross-validation with the data set 
split into two halves are shown in Table 4.6. 
Much work has been carried out on making slight adjustments to the covariance matrix 
to speed up computation of the Mahalanobis distance and reduce over-fitting to small data 
sets, although the speed of modern computers obviates the need to reduce classification 
accuracy to gain speed. A useful result obtained by Piper [62] is that setting the off-
diagonal elements of the covariance matrix to zero (i.e. assuming that all features are 
uncorrelated) does not reduce classification performance by very much. The advantages of 
this assumption in a practical system is that there are fewer parameters to estimate while 
training the classifier, so a smaller training set can be used. 
Further algorithms aimed at reducing the time taken to calculate the Mahalanobis 
distance are given by Kirby et al. (36] and Kirby and Theobald [35] . 
4.4.3 Probabilistic neural networks 
Sweeney et al. (34] used a probabilistic neural network (Section 2.6) to classify chromosomes 
from the Copenhagen, Edinburgh and Philadelphia data sets. Chromosomes from each of 
the data sets that were either touching, overlapping or unclassifiable were excluded from the 
experiments. All thirty features listed in Table 3.2 were passed to the PNN. The number of 
chromosomes in each class was taken into account by implementing an update procedure. 
70 
Database % Error using hold-out % Error using leave-one-out 
Copenhagen 3.8 3.0 
Edinburgh 16.0 15.3 
Philadelphia 21.2 21.2 
Table 4. 7: The classification error rates of a probabilistic neural network applied to three 
chromosome data sets (from [34]) . 
Experiments were carried out using two techniques, hold-out and leave-one-out. The results 
are summarised in Table 4. 7. 
4.4.4 The transportation method 
The problem of arranging the chromosomes to take the limit on the number of chromosomes 
per class into account was initially formulated as a linear programming problem in the form 
of the transportation problem by Tso and Graham [81] . Once it was shown by Kleinschmidt 
et al. [38] that the particular transportation problem applicable to chromosome karyotyping 
has an efficient solution algorithm, it was applied to karyotyping by Tso, Kleinschmidt , 
Mitterreiter and Graham [82] . Kleinschmidt, Mitterreiter and Piper [39] later improved on 
these results. 
Theory 
In order to optimise the cell-wide classification, the product of the likelihoods over all 
possible joint-allocations 
m n 
L = IT IT (lijt ij (4.4) 
i=l j=l 
must be maximised [39] (the principle of maximum likelihood) , where m is the number of 
classes, n is the number of chromosomes in a cell, lii is the likelihood that chromosome j 
belongs to class i, and Xij is 1 if chromosome j is allocated to class i, and O otherwise. 
This is equivalent to minimising - log L , or 
m n 
LL Ci jXij ( 4.5) 
i=lj=l 
where cij = - log lii. This function must be minimised under the constraints that each 
chromosome should be assigned to exactly one class 
m 
L Xij = 1 for j = 1, .. . , n 
i=l 
(4.6) 
and that not more than two chromosomes should be assigned to each class for chromosomes 
of type 1 to 22 
n 




For the X and Y chromosomes (classes 23 and 24), the constraints used in [39] are 
and 
n 
I: Xij ~ 2 for i = 23 
j=l 
n 




To prevent three chromosomes being assigned to the X and Y chromosomes, a "dummy" 
chromosome is added to each metaphase. This chromosome has Cij = 0 if it is assigned to 
class 23 or 24, and Cij = oo if it is assigned to one of classes 1 to 22. 
The problem is now in the form of a transportation problem, a well known problem in 
operations research. The transportation problem is to determine a minimum cost shipment 
plan which satisfies the situation described below [82]: 
Suppose we have to transport a number of units of a commodity from a given 
set of m sources ton destinations. We are given ai, the number of units available 
at source i, and bi, the number of units required, or the demand at destination 
j. The cost of transporting a unit quantity from source i to destination j is rii 
and this cost varies linearly as the number of units transported along this route. 
If each chromosome class is viewed as a source, and each chromosome as a destination 
having unit demand, and rij as the negative log likelihood that chromosome j belongs to 
class i, then karyotyping can be solved as a transportation problem. There is an exact 
solution for the transportation problem with unit demand [38]. 
Experimental results 
The best results using the transportation algorithm were obtained by Kleinschmidt, Mit-
terreiter and Piper [39]. In their experiments, they 
1. set Cij equal to the logarithm of Mahalanobis distance from an unknown chromo-
some feature vector to the estimated class mean vectors, instead of using estimated 
likelihood. 
2. used sets of 16 or 30 of the features listed in Table 3.2 and the full covariance matrix. 
3. used an heuristic to weight the off-diagonal elements of the covariance matrix. 
Table 4.8 shows the best results obtained using the transportation method on a number of 
data sets. The off-diagonal elements of the covariance matrix were weighted by 0.8. The 
percentage misclassifications were calculated using two-part cross-validation. 
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Data · 16 Features 30 Features 
Set Error Rate% Correct Cells % Error Rate% Correct Cells % 
Copenhagen 2.0 71 2.0 69 
Edinburgh 11.9 4 11.2 10 
Philadelphia 14.5 13 14.7 13 
600 3.6 51 2.8 60 
Cpr 2.3 70 2.0 73 
Table 4.8: Results of chromosome classification experiments using the transportation 
method applied to the logarithm of the Mahalanobis distance after weighting off-diagonal 
covariance matrix elements by 0.8. The values in the "Error Rate" columns are the percent-
age of chromosomes misclassified. The percentage of cells which had all their chromosomes 
classified correctly are given in the "Correct Cells" columns (from [39]). 
4.4.5 Elliptically symmetric distributions 
Ritter, Gallegos and Gaggermeier [69] pointed out that the joint distribution of the features 
of chromosomes has a tail which is not well represented by the normal distribution, and 
that outliers resulting from this tail are responsible for a large number of misclassified 
chromosomes. They assumed that the feature vectors of chromosomes were elliptically 
symmetric, so the joint distribution of the feature set of a chromosome is characterised by 
a mean value, a variance matrix, and a radial function , with the same radial function form 
used for each class. The number of chromosomes per class was taken into account using 
the transportation algorithm (Section 4.4.4). 
Experiments were performed on the 1305 complete female cells of the Cpr data set using 
a normal distribution and three different forms of radial function. The errors were estimated 
using cross-validation, where the 1305 cells were randomly divided in ten different ways into 
groups of 1100 training cells and 205 test cells. The classification error varied from 2.96% 
when the normal distribution was used, to 1.88% using the best-performing radial function. 
4.4.6 Genetic algorithms 
Piper [64] formulated the chromosome classification problem as an optimization problem 
suitable for solution by a genetic algorithm (Section 2. 7) by writing it i:h the form of a 
function H which must be minimised. He used a genetic algorithm, with cross-over and 
mutation rules tailored to take the nature of the karyotyping problem into account , to 
perform the minimization. The form of H used by Piper is 
(4.10) 
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where lie is the log likelihood that chromosome i belongs to class c, Sc represents the group 
of chromosomes assigned to class c, ec is the number of extra chromosomes assigned to class 
c (i.e. the number of chromosomes in class c minus 2), Ii is the maximum log likelihood for 
a chromosome i and w is a positive constant. Minimising the first term in the summation 
over classes requires that chromosomes with the maximum log likelihood of belonging to 
class care assigned to it. The second term in the summation over classes penalises classes 
which contain more than two chromosomes, where higher values of w cause the constraint 
to be more rigorous. Other forms of the equation expressing the same restrictions could 
have been chosen, but it was discovered that this form led to more rapid convergence when 
genetic algorithms were applied. It was also discovered that lower error rates could be 
obtained if some initial classifications were made by another method before the genetic 
algorithm was applied. The possible classes to which chromosomes could be assigned were 
limited to a few most likely classes in order to limit the size of the search space. 
The above cost function was modified in order to take into account the similarity of the 
profiles of chromosomes of the same class. The revised cost function is 
H = In ( 1 + ~ ( (~< (l; - l,,)) + we, + p,) ) (4.11) 
where Pc is a measure of the similarity of profiles of chromosomes in class c. The similarity 
measures were based on cross-correlation of chromosome profiles normalised to the same 
length [87]. 
An attempt at incorporating a reject class was also made. The reject class had no class 
size penalty, chromosomes in the class were assumed to be perfectly matched and the log 
likelihood of a chromosome belonging to the reject class was taken to be its maximum log 
likelihood minus a system constant. 
Experiments were performed on two data sets, the Copenhagen set and the 600 set, and 
the results obtained using two-part cross-validation are shown in Table 4.9. 
Due to the computational complexity of minimising functions using genetic algorithms, 
this method cannot be implemented for routine use in computerised karyotyping systems 
in the near future. 
4.4. 7 Hybrid method 
Kleinschmidt, Mitterreiter and Rank [40] developed a method based on a pair of classifiers. 
Each cell was rated as good, medium or bad based on the level of agreement between the 
two classifiers. The two classifiers used were the Mahalanobis-distance based method [39] 
described in Section 4.4.4 and a transportation method based on the l1-norm of feature 
vectors weighted by variances. Applying the classification algorithm only to chromosomes 
in cells rated as good resulted in improved error rates which are presented in Table 4.10. 
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BCF BCF HM rej , BCF rej, HM 
Data Set P = 3200 P = 800 P = 800 P = 800 P= 800 
%E %E %E &E %R %E %R 
Copenhagen 1.9 2.2 1.9 2.4 1.0 1.7 1.8 
600 2.9 3.4 3.1 3.2 1.1 2.7 1.7 
Table 4.9: Percentage classification errors obtained by applying genetic algorithms to chro-
mosome classification (64]. P refers to the size of the population of "organisms" (strings) 
used by the genetic algorithm. The abbreviations used are: BCF - basic cost function 
(equation 4.10) , HM - homologue matching (equation 4.11) , rej - reject class added, %E 
- percentage classification error and %R - percentage of chromosomes placed in the reject 
class. 
Data Set I % of "good" cells I % of "good" cells classified incorrectly I 
Copenhagen 61.1 0.58 
Edinburgh 39.2 8.71 
Philadelphia 36.2 7.16 
600 50.7 1.65 
Cpr 57.6 0.37 
Table 4.10: The percentage of cells classified as good using the results of a pair of classi-
fiers and the percentage of these "good" cells correctly classified for a number of data sets 
(from [401). 
This method is useful in a practical situation when an automatic metaphase finder is 
available. The cells found by the metaphase finder can be ranked based on the expected 
success of automatic classification, and only cells in the "good" group can be passed to the 
automatic classification stage. 
4.5 Summary of the best results 
Table 4.11 presents the best results obtained by methods outlined above on five data sets. 
Doing a fair comparison of all the results cited above is very difficult due to the slight varia-
tions in the experimental procedure followed by different research groups. It is immediately 
clear that the classification procedure using the transportation algorithm far outperforms 
the others. It is also evident that classifiers based on groups of features extracted from the 
chromosomes tend to outperform algorithms making direct use of sampled profiles. 
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Best error rate 
Authors Classifier Cph Edi Phi 600 Cpr 
Piper an d Granum [65] (a) 5.8 15.9 21.0 
Kleinsch midt et al. [39] (b) 2.0 11.2 14.7 2.8 2.0 
Erringto n and Graham [10] (c) 5.8 17.0 22.5 
Sweeney et al. [34] (d) 3.8 16.0 21.2 
Piper [6 4] (e) 1.9 2.9 
Table 4.11: The b est results obtained on the Copenhagen, Edinburgh, Philadelphia, 600 
by various classifiers. The classifiers are (a) Maximum likelihood clas-
tures including wdd's (Section 4.4.2); (b) The transportation method 
Neural Networks (Section 4.3.5); (d) Probabilistic Neural Network (Sec-
Genetic Algorithms (Section 4.4.6). 
and Cpr data sets 
sifier using 16 fea 
(Section 4.4.4); (c) 
tion 4.4.3) and (e) 
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Chapter 5 
Analysis of Chromosome Images Using 
Normalised Greyscale Correlation: 
Generalised Fourier Expansions of 
Banding Patterns 
This chapter presents an analysis of one-dimensional integrated density profiles using gen-
eralised Fourier expansion methods borrowed from the theory of quantum mechanics. An 
advantage of using these methods is that they make use of linear mathematics only. Sec-
tion 5.1 describes the construction of sets of averaged chromosome profiles. An overview of 
the use of generalised Fourier expansions in quantum mechanics is presented in Section 5.2 , 
and the application of these techniques to analysing chromosome profiles and classifying 
chromosomes is developed in Sections 5.3 to 5.5. 
5.1 Construction of library chromosomes 
Libraries of 24 average chromosome profiles for the Cph and Cpr data sets were constructed 
in order to allow some analysis of the problem of classifying chromosomes based on pro-
files to be done, and for use in classification experiments. Average profiles numbered 1- 22 
correspond to chromosomes in classes 1-22, and the average profiles for the X and Y chro-
mosomes are numbered 23 and 24 respectively. The libraries were constructed using the 
procedure outlined below. The procedure was applied to each part of each data set (a and 
b) separately, resulting in two sets of 24 averages being constructed for each data set. 
1. An initial library was constructed using the steps below: 
(a) The orientation of reversed profiles was corrected based on the orientation flag 
stored with each profile in the data set. 
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(b) Each chromosome profile was normalised to the average length of that type of 
chromosome for the respective data set (shown in the tables in Appendix B) 
by fitting a cubic splinell to the profile and sampling the required number of 
equally-spaced points. 
( c) All the length-normalised profiles of the the same class were averaged to generate 
24 average profiles. 
( d) The areas of each average profile were normalised. 
(e) Each average profile was zero-padded with ten zeros at the beginning and zeros 
at the end to ensure that it was of length 128. This simplifies Fourier trans-
forming the library chromosomes2 • The ten zeros at the beginning were added 
for aesthetic reasons, as they prevent the first non-zero points of a profile from 
wrapping around to the end positions when a profile is shifted to the left by a 
small amount. 
2. The initial library was process,ed further to improve the averages. In general , this 
step results in higher peaks and lower troughs. 
(a) Each chromosome in the data set was correlated with the corresponding library 
chromosome and the position of greatest overlap between the library profile and 
the sampled profile was found by subpixel interpolation ( this process is described 
in Appendix A). 
(b) The position of each sampled profile in the data set was adjusted to the position 
of largest overlap. This was done by subtracting or adding the amount by which 
the profiles had to be shifted to the pixel positions (x-positions) and fitting a 
spline which was sampled at integer pixel positions. 
( c) The shifted profiles were averaged to create new averages. 
( d) The areas of each new average profile were normalised. 





where Pi is the profile height at position i. The library chromosome profiles were 
shifted to sub-pixel accuracy by Fourier transforming them, multiplying the Fourier 
transform by a shifting factor .and then inverse Fourier transforming them3 . 
1See Press [66) Section 3.3. 
2 Algorithms which can fast Fourier transform functions with a non power-of-2 number of points do exist, 
but are generally not as fast. 
3See, for example, Bracewell [5] pages Jl.04-107 and 367 
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The libraries with the median areas aligned are referred to as the Cph-M and Cpr-M 
libraries, with the two separate sections of each library denoted by adding an "a" or "b" 
to the end of the name (e.g. Cph-Ma and Cph-Mb). These library averages are shown in 
Appendix C. On inspection of these and by comparison of the averages from the two sections 
of the data set, it is obvious that a number of important features are retained in the average 
profiles, even though Granlund (19] recommends not using averages as some information is 
smeared. Profile averages calculated using the separate halves of the Cph data set show a 
small number of differences, although there are almost no differences between the averages 
calculated using different halves of the Cpr data set, most probably due to the larger size 
of this data set. 
In addition to the library described above, a second set of averaged library profiles 
without any length information included was constructed. This was done by carrying out 
steps 1 and 2 of the procedure outlined above, with the only difference being that each 
chromosome in the data set, regardless of class, was sampled to the average length of the 
class 1 chromosome for the corresponding data set. These libraries are referred to as the 
Cph-L and Cpr-L libraries. 
5.2 A brief introduction to the use of the generalised 
Fourier expansion in quantum mechanics 
As a number of allusions to generalised Fourier expansions in a quantum mechanical context 
are made in this chapter, a brief introduction to this topic is given in this section. 
Quantum mechanics is a theory used to describe systems which are so small that the 
action of making a measurement on the system changes the state of the system. Repeated 
attempts to perform the same measurement on the system in order to determine the value 
of an observable property of the system result in different values of the measurement being 
returned. The state of the system therefore must be described using a statistical theory4 . 
In quantum mechanics, every system is described by a state function '11 which can be 
a function of space and time variables5 . In order to simplify this discussion, consider the 
4 A more thorough treatment of the material in this section can be found in White [84]. 
5For example, a system consisting only of a single particle is described by a state function '1t (r, t), where 
r is the 3-dimensional position vector and t is the time. The product 
P (r, t) = '11* (r, t) '1t (r, t) 
is interpreted as the probability that the particle will be found in the volume element between r and r + dr 
at time t. The value of '1t is governed by the Schrodinger equation. For example, for a particle moving in 
a conservative force field, the Schrodinger equation is 
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one-dimensional time-independent system with state function 'ljJ (x). A measurement of an 
observable property a of the system 'ljJ is performed by operating on it using an operator 
A, so A'ljJ produces the observable a of system 'ljJ. In order to interpret the result of the 
measurement, the eigenfunctions of operator A must be used. The eigenfunctions Un (x) 
are those functions which satisfy the relation 
(5.1) 
where an is the eigenvalue associated with eigenfunction Un. As this operation is interpreted 
as performing a measurement on the system, the eigenvalue (the result of the measurement) 
must be real, which means the operator A must be hermitian. Hermitian operators have 
the attractive properties that their eigenvalues are real and that their eigenfunctions are 
orthogonal to each other, which means that the scalar product between any two eigenfunc-
tions ( ui I Uj ) is O if i =/= j . These eigenfunctions can be normalised to form an orthonormal 
set , which means that (ui juj) = <5ij, the Kronecker delta. The scalar product between two 
functions p ( x) and q ( x) in this one-dimensional case is defined as 
(p(x)lq(x)) = j_:p(x)q(x) dx (5.2) 
In order to interpret the results of applying operator A to state function 'ljJ, an expansion 
of 'ljJ in terms of the eigenfunctions of A is performed, 
(5.3) 
n 
where en are appropriate expansion coefficients. The values of Cn are calculated using the 
scalar product 
Cn = (un (x) l'l/J (x)) (5.4) 
which is analogous to the way in which expansion coefficients are calculated in the classical 
Fourier expansion in terms of sin nx and cos nx, or the expansion of a function in terms of 
spherical harmonics. 
Now consider operating on equation 5.3 with operator A. The result is 
A'ljJ (x) = L anCnUn (x) (5.5) 
n 
Further manipulation of this result shows that the expectation value of the observable (a) 
lS 
(5.6) 
with '11 normalised so that J w*(r,t)w(r, t) dV = 1 
where the integration is done over the entire region containing the particle. 
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This has the following interpretation: Each time the operator A is applied to system 'ljJ to 
produce an observable a, one of the an will be produced, with each an being produced with 
a probability of c~. This also implies that the system can be in state Un with probability 
c~. It can be shown that the values of Cn satisfy Ln c; = 1. 
For example, consider a system described by the state function 
1 1 1 
'ljJ (x) = -u1 (x) + -u2 (x) + 1nu3 (x) 
2 2 v2 
(5.7) 
If the operator A is applied to this system, one of three results a1 , a2 , or a3 will be obtained. 
If operator A is applied to a large number of systems in this state, then a1 will be produced 
(~)2 = l of the time, a2 will be produced (~)2 = l of the time, and a3 will be produced 
(~)2 =~of the time. The average, or expectation, value of the observable a is 
1 1 1 
(a) = -a1 + -a2 + -a3 
4 4 2 
(5.8) 
5. 3 Fourier analysis of chromosome profiles 
In order to carry out the analysis in this section, the scalar product of two discrete profiles 
must be defined. Equation 5.2 defines the scalar product for continuous functions , and the 
discrete scalar product is defined analogously to this. The scalar product of two discretely 
sampled profiles p and q with lengths of 128 pixels is defined as 
128 
(Pl q) = L PiQi (5.9) 
i=l 
where Pi and Qi refer to the ith pixel in the sampled profile. 
Let ui refer to the ith library chromosome profile constructed as described in Section 5.1 
(where i = 1, 2, . . . , 24, with chromosome X labelled 23 and chromosome Y labelled 24) , 
and let s be the profile of a chromosome belonging to an unknown class. The profiles are 
normalised to have unit area using an L2-norm6 so that ( uil ui) = 1; 0 :S ( uil uj) :S 1 for 
i =I= j; and O :S ( sJ ui) :S 1 for any chromosome profile s and all 24 library chromosome 
profiles. To simplify notation, define Sii = (uil uj) and rj = (sl uj) -
In analogy with the representation of a functions in terms of a set of basis functions 
described in the previous section, one can attempt to represent s as a linear combination 
of library chromosome profiles 
24 
s = L'YjUj +t (5.10) 
j=l 
where 1j are the expansion coefficients and 1: is the difference between the representation 
of s in terms of library chromosome profiles and the actual s. 
6 A profile p is L2-normalised if J{pjp) = 1. 
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In order to obtain the values of the coefficients Tj which provide the best representation 
of s, one minimises the mean squared error E = ( t::! t::) with respect to the coefficients Tj · 
When solving this equation to obtain values for Tj, one would hope that if s is very similar 
to library chromosome i, then Ti would be large and Tj would be small for j # i. In the 
case with only two library chromosomes, minimising the error is straightforward, 
(5.11) 
(5.12) 




8E and setting them equal to zero, one obtains two 
1'1 1'2 
linear equations which can be written in the form 
(5.13) 
One can attempt to expand this to use a larger basis containing 24 average profiles by 
doing a similar (but lengthier) calculation ( although in practice, the use of such a large 
basis is not possible). If one defines a matrix S having Sij in row i and column j, a vector 
, containing Tl to T24 , and a vector r containing r1 to r24 , then the set of linear equations 
obtained when solving the 24-class problem is 
S,= r (5.14) 
It should be noted that the matrix Sis real, symmetric (hermitian) , diagonally dominant 
and positive definite. Making use of the quantum mechanical analogy again, one could 
interpret 
Tl pi = 24 2 (5.15) 
}:j=l Tj 
as the probability that the profiles matches library chromosome profile i. A certain amount 
of theoretical justification for this can be obtained by examining the case where only two 
library chromosomes are used. The solution to equation 5.13 is simply 
r1 - S12r2 (5.16) Tl 
1 - (S12)2 
r2 - S12r1 (5.17) T2 -
1 - (S12)2 




p _ 'Yi (r1 - S12r2)2 
1 
- 'Yf + ,? - (rr + Ti) (1 - S12) 2 + 2S12 (r1 - r2) 2 
(5.19) 
If r1 = r2 then P1 = P2 = ! independent of the value of S12 . This is as expected, as in 
this case it is impossible to make an assignment , so the probability of each choice should 
be equal. As ;; becomes indefinitely large, 
2 
Pi= fl ~ 
'Yf + 'Yi 
2 
P2 = 12 ~ 
'Yf + 'Yi 
1 
1 + Sr2 
Sr2 
1 + Sr2 
(5.20) 
(5.21) 
so the chromosome with profile s will be always be assigned to class 1, as 1 > (S12)
2, but 
the confidence with which it is assigned increases as the similarity S12 between the two 
library profiles decreases. The use of an expansion in only two library profiles does not 
give much more information than the values of r1 and r2, but using larger bases of library 
chromosome profiles should lead to some further insight due to the inclusion of more off-
diagonal correlation coefficents in the matrix S . In practice, the full 24 class case cannot 
be used. This is discussed further in Section 5.5 . 
The main difficulty with this formulation of the problem is that because of the similarity 
of the chromosome profiles, the matrix S is badly conditioned and almost singular. The S 
matrices for the Cph-Ma, Cph-La, Cpr-Ma and Cpr-La libraries are shown in Appendix D, 
and the values of the largest and smallest numerically calculated eigenvalues and the ratio 
of the largest to smallest eigenvalues of the matrix S for the Cph-M and Cph-L library 
chromosomes are shown in Table 5.1. The large ratios of the largest to smallest eigenval-
ues demonstrate the high level of ill-conditioning of the problem. This demonstrates why 
classifying chromosomes using only profile information is a difficult problem. 
An objection to the analogy of the analysis above to quantum mechanics is the fact that 
the functions ui (the averaged chromosome profiles) used in the expansion in equation 5.10 
are not orthogonal to each other. An attempt is made to correct this difficulty in the next 
section by constructing a set of orthogonal chromosome profiles. 
5.4 Orthogonal chromosome profiles 
The eigenvalues of matrix Sare labelled wi, and are sorted so that w1 > w2 > . .. > W24. The 
eigenvectors corresponding to eigenvalues wi are b i. Let U be the matrix (b 1 , b2 , · · ·, b24 ) 





Library Smallest eigenvalue Largest eigenvalue Ratio 
Cph-Ma 7.94 X 10-5 1.97 X 101 2.48 X 105 
Cph-Mb 1.16 X 10-4 1.98 X 101 1.71 X 105 
Cph-La 1.41 X 10-5 2.21 X 101 1.57 X 106 
Cph-Lb 9.45 X 10-6 2.24 X 101 2.37 X 106 
Table 5.1: The largest and smallest numerically calculated eigenvalues and the ratio of the 
largest to smallest eigenvalue of the matrix S for the indicated sets of library chromosome 
profiles. 
where W is the 24 x 24 matrix with eigenvalues on the diagonal. As S is hermitian, the 
eigenvalues of S are real and the eigenvectors are orthogonal. The positive-definiteness of 
S ensures that the eigenvalues are positive. 
Let u be a vector consisting of the L2-normalised library chromosomes { u 1, u2 , ... , u24 }. 
It is possible to define a set of orthogonal chromosome profiles v = { v1 , v2 , ... , v24 } by a 
linear transformation 
(5.24) 
The L2-norm of the ith orthogonal chromosome vi is equal to the square root of the cor-
responding eigenvalue wi. To see this, consider calculating (vi lvi) for orthogonal chromo-
some i, taking equation 5.23 into account 
(v,I v,) = j ( ~ UJu;) ( ~U,}u;) dx 
I: ui; ( uj I uj) uij 
j 
This allows one to construct a set of normalised orthonormal chromosome profiles so that 
( Vi I Vj) = 6ij by defining 
1 24 
Vj = --. L Ul,cuk ..;w; k=l 
(5.25) 
These orthogonal chromosome profiles should consist of the important band-discriminating 
differences between the profiles of different classes of chromosome. Each chromosomes can 
now be expanded in terms of orthogonal chromosomes as 
24 
s = LCjVj + E 
j=l 
(5.26) 
Minimising ( cl c) with respect to Cj, one finds that the values of Cj are calculated in the 
same way as is shown in equation 5.4 in the quantum mechanical context, 
(5.27) 
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Once the values for all 24 Cj coefficients have been calculated, one can transform back 





as the orthogonal chromosome profiles are defined in terms of the real chromosome profiles 
by an orthogonal transformation. Unfortunately, this conversion from the Cj to '"'ti coeffi-
cients can be numerically unstable due to the division by the square-root of the eigenvalues, 
as the very small eigenvalues can add a large amount of noise to the sum. Even though the 
problem of the ill-conditioning of the S matrix has been removed by the use of orthogonal 
chromosome profiles, some numerical instability remains in this calculation. 
5.4.1 Sum rules 
One can prove two useful sum rules for the Cj and '"'ti coefficients. These are 
24 24 24 
L L Sik'"'ti'"'tk = L cJ = 1 (5.29) 
j=lk=l j=l 
and 
24 24 c2 
I:1l = I:i 
k=l j=l Wj 
(5.30) 
The proof for equation 5.29 will be presented for the two-class case, and can easily be 
expanded to the 24 class case. Refer back to equation 5.11 , the difference between a 
profile s and the profile constructed by summing multiples of the library profiles ui. If one 
substitutes the values for r 1 and r2 given by equation 5.13 which minimise equation 5.11 
into equation 5.12, then one obtains 
At the best possible minimum, E should have a value of zero, and hence 
2 2 




Proving the second part of equation 5.29 simply requires the replacement of 'Yi and 'Yi in 
equation 5.32 with ci and Cj, and replacing Sij with 6ij· The second equality in the first 
sum rule (equation 5.29) assumes the completeness of the sets {uj} and {vj} . The second 
sum rule (equation 5.30) is obtained directly from equation 5.28. 
When expanding a profile in terms of orthogonal chromosome profiles, one would hope 
that :E c; gets close to 1 after very few terms, as this would allow truncation of the Fourier 
series and would indicate that the most important components of a chromosome profile are 
well represented in the early terms. This is tested in Section 5.4.4. 
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5.4.2 Construction of orthogonal chromosome libraries 
Orthogonal chromosome profiles were generated for the libraries of average profiles described 
in Section 5.1 using equation 5.25. The libraries of orthogonal profiles are referred to as 
Cph-OM, Cph-01, Cpr-OM and Cpr-01, with the two sections of each data set used to 
generate separate orthogonal profiles. The Cph-OMa, Cph-OMb, Cpr-OMa and Cpr-OMb 
orthogonal chromosome profiles are shown in Appendix E. 
The generation of orthogonal functions from averages of "experimental" data, as is done 
here, is rather unusual. In most situations where real functions are expanded in terms of or-
thogonal functions , the orthogonal functions are determined using a theoretical description 
of the functions being represented. As no theoretical description of chromosome profiles 
exists, this approach had to be used. 
To test the quality of these orthogonal functions, overlaps between orthogonal chromo-
some profiles constructed from alternate subsets of each data set were calculated. This is 
described in detail in Appendix F. It is evident from the matrices in Appendix F that the 
orthogonal profiles calculated using the Cpr data set have better inter-subset orthogonality 
properties than those calculated from the Cph data set, most likely due to the larger simi-
larity between the libraries of averaged profiles calculated from the two sections of the Cpr 
data set. Examining the plots of the orthogonal chromosome profiles also demonstrates 
this , as orthogonal profiles calculated from different sections of the data sets start differing 
in a more pronounced way for lower numbered profiles in the Cph data set than in the Cpr 
data set. The large differences between higher numbered orthogonal profiles leads one to 
believe that they are made up largely of noise, with the noise being more prominent in the 
Cph data set due to the smaller number of examples in this data set. 
Due to the large amount of noise in the higher numbered orthogonal profiles, it was 
decided not to use all 24 orthogonal profiles when using expansions in terms of orthogonal 
profiles to calculate values for the 'Yi coefficients. Based on examination of plots of the Cph 
data set orthogonal profiles and values of overlaps between the orthogonal profiles, it was 
decided to use only the first 12 orthogonal profiles. This is further elaborated in Section 5.5. 
5.4.3 Calculating the overlap between orthogonal chromosome and 
real chromosome profiles 
Before overlaps between the Cph-OM or Cpr-OM library and real chromosome profiles can 
be calculated, the lengths of the real chromosome profiles must be normalised. This is done 
by rescaling the lengths of the real chromosome profiles by resampling using cubic splines so 
that the geometric mean of the profile lengths of all the chromosomes in a cell is equal to the 
geometric mean of the profile lengths in the corresponding library of averaged profiles. Each 
real chromosome profile is then shifted so that it is aligned with the orthogonal chromosome 
profiles. This is done by calculating the position of the maximum correlation coefficient 
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( to subpixel accuracy) with the first orthogonal chromosome profile, and then shifting the 
real chromosome profile to that position (Fourier transform shifting is used to shift the 
profile by subpixel amounts) . The first orthogonal chromosome profile is ideal for the task 
of alignment as it is triangular in shape. Once the real chromosome profile has been shifted, 
the zero-shift overlaps with the rest of the orthogonal chromosome profiles are calculated. 
Calculating overlaps of real chromosome profiles with the Cph-01 or Cpr-OL libraries 
is easier, as no alignment has to be done. Each real chromosome profile is interpolated 
using splines so that it has a length equal to that of the averaged chromosome of class 1 in 
the corresponding library, and the zero-shift overlaps with all the orthogonal chromosomes 
are then calculated. 
5.4.4 Test of the sum rules on real chromosome profiles 
Values of the coefficients Cj were calculated for all the chromosomes in the Cph data set 
using the Cph-OMa and Cph-OLa orthogonal chromosome libraries, with the coefficients 
calculated as described in the Section 5.4.3. As a test of the first sum rule (equation 5.29) , 
the percentage of chromosomes of each class for which 
r 
Kr= I:cJ (5.33) 
j=l 
exceeds 0.95 and 0.99 after T terms was calculated. Figures 5.1 and 5.3 show the percentage 
of chromosomes of all 24 classes for which Kr exceeds 0.95 for T = 6, 12, 18 and 24, where 
Figure 5.1 uses the Cph-OLa library, and Figure 5.3 uses the Cph-OMa library. Figures 5.2 
and 5.4 show similar plots with a threshold of 0.99 using the Cph-OLa library (Figure 5.2) 
and the Cph-OMa library (Figure 5.4). 
It is immediately clear from the plots that the orthogonal chromosomes do not provide 
a very good representation of the longer chromosomes. In Figure 5.1 , almost all of the chro-
mosomes except for chromosomes in class 1 have Kr larger than 0.95 after 12 terms. Even 
after 18 terms, not all the class 1 chromosomes have Kr above the threshold. Figure 5.2 
demonstrates that a large number of extra terms are needed in order to increase Kr from 
0.95 to 0.99. 
Figure 5.3 demonstrates that the Cph-OMa library has an even poorer ability to repre-
sent the longer chromosomes. After summing 24 terms, a rather small number of chromo-
somes in classes 1, 2 and 3 have values of K 24 larger than 0.95. This is most probably due 
to the median-area alignment of the library chromosome profiles from which the orthogonal 
chromosome profiles are calculated. As there are many more short chromosomes, many of 
the average profiles used to construct the orthogonal profiles have zero profile heights at 
sections which contain structure in the first three chromosome classes. This leads to less 
structure in these sections of the orthogonal profiles, so the beginning and end sections of 
the long chromosomes do not have a large palette to choose from. This is obvious from 
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the plots of the orthogonal chromosome profiles in Appendix E. Figure 5.3 also shows that 
most of the chromosomes in class 4 to class 24 have K 18 > 0.95, and hence can be well 
represented by 18 terms. Figure 5.4 shows that very few chromosomes have values of Kr 
that reach the 0.99 threshold level when Cph-OMa orthogonal chromosomes are used. 
5.5 Practical use of the calculated coefficients 
The effect of using a minimum Mahalanobis distance classifier and replacing wdd profile 
features with Cj coefficients of the profiles to be classified, calculated using some of the 24 
orthogonal chromosome profiles displayed in Appendix E, is investigated in Section 6.4. 
In order to make practical use of the 'Yi coefficients described above, a number of reduc-
tions in dimensionality of the problem have to be made. It was noted that as the average 
profiles have such a high similarity, use of equation 5.14 in the 24 x 24 case leads to nonsen-
sical values for 'Yi, as the best representation of an unknown profile in terms of 24 average 
profiles often involves adding a large negative multiple of one average profile to small posi-
tive multiples of other profiles, or other equally uninformative combinations. Attempts to 
use linear programming to force 'Yi 2: 0 for all j proved fruitless . It was discovered that 
limiting the matrix size to 4 x 4 by choosing to use the four average chromosome profiles 
with the largest correlation coefficients with the profile to be classified leads to a more 
stable system in which one 'Yi is usually close to one and the other three close to zero. A 
drawback of using a reduced set of averaged profiles is that one cannot interpret the results 
as probabilities (using equation 5.15) with much confidence. 
Using the orthogonal chromosome profiles overcomes this limitation to some extent, al-
though, as noted in Section 5.4.2, the orthogonal chromosomes with larger numbers tend 
to be somewhat arbitrary as they are highly contaminated by noise. To avoid using these 
noisy profiles, it was decided to use only 12 orthogonal chromosome profiles, which are 
calculated using a 12 x 12 matrix S and vector u in real time using the average profiles 
having the largest correlation coefficients with the profile of the chromosome to be clas-
sified. The choice of 12 orthogonal chromosome profiles was made after examination of 
the orthogonal chromosome profiles in Appendix E and the correlation coefficients between 
orthogonal chromosome profiles generated using different parts of the same data set shown 
in Appendix F. Reducing the number of orthogonal chromosomes has the additional ad-
vantage that the ratio of the largest to smallest eigenvalue of the 12 x 12 S matrix is one 
to two orders of magnitude smaller than the ratio for the 24 x 24 S matrix. 
In Chapter 7, the use of the 'Yi coefficients and normalised greyscale correlation in 
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Experiments in Chromosome 
Classification: Parametric and 
Non-parametric Models 
Experiments at classifying chromosomes into seven Denver classes, classifying chromosomes 
into 24 classes using the features listed in Table 3.2 and classifying chromosomes using 
orthogonal chromosome features are presented in this chapter. Use is made of parametric 
classification techniques such as the minimum Mahalanobis distance classifier, and non-
parametric techniques - neural networks. 
6.1 Overview of the classification techniques used 
Experiments were performed on the Copenhagen (Cph), Philadelphia (Phi), Edinburgh 
(Edi) and Cpr data sets described in Section 1.5. Three classification techniques - k-
nearest neighbour (Section 2.4.2), minimum Mahalanobis distance (Section 2.3) and neural 
network methods (Section 2.5) - were used in the experiments described in this chapter. 
Two types of neural network were used, the "cross-entropy NN" and the "sum-of-squares 
NN" described in Table 6.1. All neural ·network training was done using the simulated 
annealing method to set the initial weights, followed by the conjugate gradient descent 
method (Section 2.5.5). The simulated annealing algorithm was only used to set the initial 
weights, and not to escape from local minima. The parameters (defined in Section 2.5.5) 
used in the simulated annealing algorithm are Tstart = 1.0, Tstop = 0.2, nt = 3, na = 50 
and n 5 = 50. No specific stopping criterion for the training algorithm was used, and each 
neural network was trained for as long as possible. 
The classification errors in all the experiments were calculated using two-part cross-
validation (Section 2.8) in order to make the results comparable to most of the published 
results. The results of most classification experiments in this chapter are presented in 
93 
Hidden unit Output unit 
Network name Error function activation function activation function 
cross-entropy NN cross-entropy tanh softmax 
sum-of-squares NN sum-of-squares tanh linear 
Table 6.1: The two types of neural network used in the experiments. 
I \ I A B 
A [ tr A, te AJ [tr A, te BJ 
B [ tr B, te AJ [tr B, te BJ 
Average of [tr A, te BJ 
and [tr B, te AJ 
Table 6.2: The format in which results of classification experiments are tabulated. This 
table usually forms part of larger tables containing results of the same experiment performed 
on different data sets, or similar experiments with differing parameters. The notation [tr x , 
te yJ refers to the percentage misclassification error when the classifier was trained using 
subset x (A or B) and tested on subset y (A or B) of the same data set. 
tabular form in the format shown in Table 6.2. The percentage misclassifications of the 
classifier trained and tested on alternate subsets are presented with an average of these 
two values, as these are the standard cross-validation classifier performance measures. The 
percentage misclassification of the classifiers trained and tested on the same subset are 
included to provide an indication of the amount of over-fitting of the classifier to the training 
data. 
When performing experiments involving the use of orthogonal chromosome coefficients 
as features, the results are presented in the format shown in Table 6.3 to take into account 
the two sets of orthogonal chromosomes calculated for each data set. 
All the classification results quoted are context-independent, as no rearranging of chro-
mosomes to take the constraint on the number of chromosomes per class into account was 
done. It has been shown many times that taking this constraint into account improves 
the classification rates, so it was felt that as the aim was to examine the performances 
of the classifiers themselves, implementing a rearrangement step would be an unnecessary 
complication. 
6.2 Measurements and normalisation 
The length and centromeric index measurements used in the Denver class classification 
experiments were obtained from the symbolic profile data files. The length of each chro-
mosome was taken to be the number of points in the integrated density profile. This was 
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A B A B 
A [or A, tr A, te A] [or A, tr A, te B] [or B, tr A, te A] [or B, tr A, te BJ 
B [or A, tr B, te A] [or A, tr B, te BJ [or B, tr B, te A] [or B, tr B, te BJ 
Average of [or A, tr A, te B], [or A, tr B, te A], 
[or B, tr A, te B] and [or B, tr B, te AJ 
Table 6.3: The format in which results of classification experiments using orthogonal chro-
mosomes are tabulated. This table usually forms part of larger tables containing results of 
the same experiment performed on different data sets, or similar experiments with differing 
parameters. The notation [or w, tr x, te yJ refers to the percentage misclassification error 
when the orthogonal chromosome features were calculated using orthogonal chromosomes 
constructed using subset w (A or B), the classifier was trained using subset x (A or B) and 
tested on subset y (A or B) of the same data set. 
normalised within each cell by dividing each length by the median length of all the chromo-
somes in the cell. The machine-found centromeric indices were used in all the experiments. 
The normalised length and centromeric index were linearly rescaled to lie in a range approx-
imately between -1 and 1. This was done by subtracting 1 from each normalised length, 
and subtracting 0.25 from each normalised centromere position and multiplying this by 4. 
The 30 features in Table 3.2 were already normalised in the data sets [65). The mean 
and variance of each of the 30 features were calculated for each data set using all the data 
in the set. Each feature was then transformed to have zero mean and unit variance by 
subtracting the mean from each feature variable and dividing by the standard deviation. 
6.3 Software and hardware used 
The k-nearest neighbour routines implemented in the SPRLIB/ ANNLIB library written by 
the Pattern Recognition Group in the Faculty of Applied Sciences at the Delft University 
of Technology [29] were used. All of the neural network experiments were done using the 
MLFN program written by Timothy Masters [51]. A number of modifications were made 
to this program, including the implementation of a cross-entropy error function , softmax 
output activation function and a weight-decay term. Numerical routines , including the 
Fourier transform and correlation routines, were taken from Press et al. [66J . 
All experiments were run on a Pentium 133 MHz computer running the Linux operating 
system. All software was written in C or C++ and compiled using the Gnu C compiler 
version 2.7.2.1. 
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6.4 Comparison of classification using features and or-
thogonal chromosome coefficients 
Due to the striking visual similarity between the wdd weighting functions and orthogonal 
chromosome profiles, the possibility of replacing wdd features with orthogonal chromosome 
coefficients was investigated. As the orthogonal chromosome "weighting functions" are de-
rived from averages of the chromosome profiles in a data set, it is possible that they might 
result in better features than the wdd weighting functions. All these experiments were done 
using a parametric quadratic classifier, the minimum Mahalanobis distance classifier, with 
separate covariance matrices determined for each class. Firstly, experiments at determin-
ing the classification performance when using subsets of the features listed in Table 3.2 
were performed (Section 6.4.1). A comparison of the discriminatory ability of the features 
extracted from the chromosome profiles ( the wdd and gwdd features) and orthogonal chro-
mosome coefficients was then carried out. The percentage misclassification when using a 
minimum Mahalanobis distance classifier to classify chromosomes based on subsets of the 
profile features in isolation was determined first (Section 6.4.2). The performance when 
using these subsets of profile features in combination with a selection of other features was 
then examined (Section 6.4.3). 
6.4.1 Performance of subsets of features 
A minimum Mahalanobis distance classifier was used to classify chromosomes using subsets 
of 10, 16, 24 and 29 of the features listed in Table 3.2. The 10 and 16 feature subsets 
are those chosen by the MSEPCOR algorithm applied to the pooled data sets and listed 
in Table 3.3 (65] . The feature vectors containing 24 features were obtained by excluding 
"Area", "Density c.i.", "Length", "Length c.i.", "cvhp" and "nbi" based on recommendations 
by Ritter et al. (69], who point out that "Area", "Length" and "cvhp" are highly correlated 
with "Size"; "density c.i." and "length c.i." are highly correlated with "Area c.i."; and "nbi" 
shows a tendency to increase error rates. The 29 feature subset was obtained by omitting 
"Length", the inclusion of which was discovered to lead to large increases in classifier error. 
The results of applying the minimum Mahalanobis distance classifier to the Cph, Edi, Phi 
and Cpr data sets are shown in Table 6.4. 
The behaviour of the classifiers is very dependent on the size of the data set used, as 
expected (63]. With the three smaller data sets (Cph, Edi and Phi), some over-fitting to 
the training data takes place, as is evidenced by the significantly better performance of 
the classifiers on the training sets. As the number of features increases, the discrepancy 
between the performance on the training and test sets increases. With the large Cpr data 
set, very little over-fitting is observed. The classification error on part A of the data set is 
always higher than the classification error on part B, regardless of the part used to train 
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Number of Cph Edi Phi Cpr 
features \ A B A B A B A B 
10 A 4.63 7.72 15.78 21.08 23.52 27.13 9.16 8.38 
B 6.73 5.05 21.40 14.70 30.20 21.27 9.29 8.05 
7.23 21.24 28.67 8.84 
16 A 2.58 6.18 10.16 19.00 16.05 24.07 6.66 5.84 
B 5.36 2.94 19.26 12.11 27.11 13.07 6.98 5.69 
5.77 19.13 25.59 6.41 
24 A 0.79 5.71 5.20 18.59 7.74 23.10 5.57 5.02 
B 4.16 1.28 18.49 6.41 25.08 6.43 6.11 4.80 
4.94 18.54 24.09 5.57 
29 A 0.41 6.55 3.74 19.92 6.04 24.53 5.67 5.14 
B 4.51 0.81 19.87 4.91 26.54 4.23 6.28 4.90 
5.53 19.90 25.54 5.71 
Table 6.4: The percentage of chromosomes misclassified by a minimum Mahalanobis dis-
tance classifier applied to chromosomes in the Cph, Edi, Phi and Cpr data sets using subsets 
of 10, 16, 24 and 29 features. 
the classifier. For all four data sets, the cross-validation errors decrease as the number of 
features is increased from 10 to 24, and then increase when 29 features are used. The use 
of 29 features improves the performance of the classifier on the training sets for the three 
small data sets, although all four percentage misclassification rates increase for the Cpr 
data set. 
6.4.2 Discriminatory ability of profile features used in isolation 
The classification performance when classifying chromosomes based solely on features de-
rived from the profile is examined in this section. 
wdd and gwdd features 
The discriminatory power of the 6 wdd and 6 gwdd features is determined by examining 
the classification error when applying a minimum Mahalanobis distance classifier to groups 
of these coefficients. The classification errors when using the indicated subsets of wdd and 
gwdd features are shown in Table 6.5. 
Orthogonal chromosome features 
Orthogonal chromosome coefficients were calculated as described in Section 5.4.3 using both 
the equal length (L) and median area aligned (M) sets of orthogonal profiles. No correction 
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Features 
wdd 1- 2 A 
B 
wdd 1-4 A 
B 
wdd 1- 6 A 
B 
wdd 1- 6 + A 
gwdd 1- 2 B 
wdd 1-6 + A 
gwdd 1-4 B 
wdd 1-6 + A 
gwdd 1- 6 B 
Cph 





































Table 6.5: The percentage misclassification of chromosomes when applying a minimum 
Mahalanobis distance classifier to the groups of wdd and gwdd features listed in the leftmost 
column for the Cph and Cpr data sets. 
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of the orientations of unknown profiles was done ( the machine determined orientation was 
always used). Correlations were calculated using the orthogonal chromosome profiles gen-
erated from both halves of each data set , and hence the results are presented in the format 
shown in Table 6.3. The classification performance when using features calculated from 
orthogonal chromosome profiles 1- X , where X = 2, 4, 6, ... is presented in Table 6.6 for 
the Cph-OL and Cpr-OL orthogonal chromosome libraries, and in Table 6.7 for the Cph-
OM and Cpr-OM libraries. The value of X was increased until adding extra orthogonal 
chromosome features resulted in an increase in the classification error. 
Summary 
The classification performance of the wdd and gwdd features and orthogonal chromosome 
features used in isolation is shown graphically in Figure 6.1 for the Cph data set and in 
Figure 6.2 for the Cpr data set. Due to the inclusion of length information in the features 
calculated using the M orthogonal chromosomes, these features lead to better classification 
performance than the other features (which do not include length information) when few 
features are used. Unfortunately, when more than 8 M orthogonal chromosome features 
are used, the classification error increases, most likely due to the uncertainty in alignment 
between the orthogonal chromosome profiles having large numbers of oscillations and a real 
chromosome profile. Although the classification performance when using the L orthogonal 
chromosome features is worse than that obtained using the wdd and M orthogonal chromo-
some features when few features are used, the performance is very similar to that obtained 
using 6 wdd and 6 gwdd features when more than 10 features are used. When more than 
14 L orthogonal chromosomes are used on the Cph set , and more than 12 are used on the 
Cpr data set , the misclassification rates begin increasing. 
6.4.3 Discriminatory ability of profile features used in combination 
with non-profile features 
In this section, 18 features are passed to the classifier along with the profile features used 
in the previous section. The 18 features consist of those included in the 24 feature subset 
described in Section 6.4.1 without the six wdd features . 
wdd features 
The classification errors when using the 18 features in combination with 0, 2, 4 and 6 wdd 
features are shown in Table 6.8. 
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Cph Cpr 
Cph-OLa Cph-OLb Cpr-OLa Cpr-OLb 
X \ A B A B A I B A B 
2 A 75.73 75.31 75.97 77.01 75.19 73.90 74.83 73.63 
B 76.49 75.14 76.58 75.63 75.35 74.02 75.03 73.67 
76.35 74.48 
4 A 40.16 41.28 40.43 41.47 45.20 43.08 44.96 42.78 
B 41.31 38.36 41.63 38.29 45.56 43.07 45.37 42.84 
41.42 44.20 
6 A 17.59 22.03 17.54 21.83 26.06 24.02 26.02 23.94 
B 18.82 17.89 18.53 17.93 26.33 24.05 26.27 23.97 
20.30 25.14 
8 A 11.30 16.91 11.30 16.76 17.57 15.82 17.54 15.78 
B 13.38 11.75 13.00 11.64 17.83 15.71 17.76 15.67 
15.01 16.80 
10 A 7.35 11.60 7.38 11.34 14.88 13.21 14.84 13.19 
B 9.60 8.04 9.69 7.97 15.24 13.11 15.20 13.08 
10.56 14.21 
12 A 7.08 11.94 7.11 11.81 14.29 12.49 14.27 12.47 
B 9.10 7.12 8.96 6.87 14.71 12.46 14.67 12.44 
10.45 13.59 
14 A 5.71 11.02 6.00 11.15 14.59 12.78 14.56 12.75 
B 8.67 6.57 8.78 6.48 15.12 12.70 15.08 12.71 
9.91 13.93 
16 A 5.88 11.81 5.77 11.62 15.39 13.56 15.38 13.55 
B 9.34 6.59 9.16 6.61 15.95 13.42 15.93 13.39 
10.48 14.75 
Table 6.6: The percentage misclassification of chromosomes when applying a minimum 
Mahalanobis distance classifier to orthogonal chromosome features 1- X for the Cph and 




Cph-OMa Cph-OMb Cpr-OMb Cpr-OMb 
X \ A B A B A I B A B 
2 A 57.61 57.63 56.41 57.40 55.61 54.01 55.52 53.91 
B 57.49 56.55 57.32 56.20 55.26 53.55 55.32 53.49 
57.46 54.63 
4 A 28.66 31.07 28.13 30.17 26.99 25.39 26.90 25.36 
B 31.35 28.40 31.00 27.80 27.22 25.42 27.14 25.43 
30.90 26.28 
6 A 13.85 16.38 13.61 16.48 17.87 16.76 17.92 16.72 
B 15.84 14.33 15.90 14.26 17.93 16.20 17.95 16.22 
16.15 17.34 
8 A 8.69 14.84 8.67 16.61 14.63 14.00 14.63 14.10 
B 14.05 9.57 14.43 9.81 14.81 13.05 14.85 13.03 
14.98 14.44 
10 A 7.67 16.61 7.79 18.29 13.38 14.30 13.40 14.59 
B 14.49 9.02 15.25 9.30 15.55 11.98 15.51 11.94 
16.16 14.99 
12 A 6.62 20.60 6.70 21.02 12.39 21.40 12.41 20.22 
B 14.17 7.93 14.64 7.80 23.50 11.03 22.30 10.99 
17.61 21.86 
14 A 6.03 21.68 6.21 21.73 11.95 21.23 11.87 19.90 
B 14.34 7.68 14.75 7.85 22.88 10.41 21.99 10.36 
18.13 21.50 
Table 6. 7: The percentage misclassification of chromosomes when applying a minimum 
Mahalanobis distance classifier to orthogonal chromosome features 1- X for the Cph and 
Cpr data sets. The coefficients were calculated using the Cph-OM and Cpr-OM libraries of 
orthogonal chromosomes. 
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Figure 6.1: The percentage misclassification when using the indicated number of wdd or 
orthogonal chromosome features to classify chromosomes in the Cph data set with a mini-
mum Mahalanobis distance classifier. The graph is constructed using the "Cph" columns in 
Tables 6.5, 6.6 and 6. 7. The "wdd" series utilises both wdd and gwdd features as indicated 
in Table 6.5. 
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Figure 6.2: The percentage misclassification when using the indicated number of wdd or 
orthogonal chromosome features to classify chromosomes in the Cpr data set with a mini-
mum Mahalanobis distance classifier. The graph is constructed using the "Cpr" columns in 
Tables 6.5, 6.6 and 6.7. The "wdd" series utilises both wdd and gwdd features as indicated 




































Table 6.8: The percentage misclassification when using the 18 non-wdd features mentioned 
in the text in combination with X wdd features as inputs to a minimum Mahalanobis 
distance classifier. Results are shown for the Cph and Cpr data sets. 
Orthogonal chromosome features 
The classification performance when using orthogonal chromosome features 1- X in com-
bination with the 18 features is presented in Table 6.9 for the Cph-OL and Cpr-OL or-
thogonal chromosome libraries, and in Table 6.10 for the Cph-OM and Cpr-OM orthogonal 
chromosome libraries. The value of X was increased until the addition of extra orthogonal 
chromosome features resulted in an increase in the classification error. 
Summary 
The classification performance of the wdd and gwdd features and orthogonal chromosome 
features used in combination with 18 other features is shown graphically in Figure 6.3 for 
the Cph data set and in Figure 6.4 for the Cpr data set. For the Cph data set, the use of wdd 
features always results in better performance than both types of orthogonal chromosome 
features. For both data sets, the error rate increases dramatically when more than 6 M 
orthogonal chromosome features are used. For the Cpr data set, the use of 10, 12 or 14 
L orthogonal chromosome features leads to slightly lower misclassification rates than using 
6 wdd features. 
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Cph Cpr 
Cph-OLa Cph-OLb Cpr-OLa Cpr-OLb 
X \ A I B A I B A B A I B 
2 A 1.58 7.68 1.55 7.68 6.66 5.85 6.66 5.85 
B 6.32 2.77 6.35 2.90 7.09 5.61 7.09 5.61 
7.01 6.47 
4 A 1.32 6.57 1.26 6.59 5.99 5.33 5.99 5.34 
B 4.80 1.75 4.74 1.68 6.48 5.16 6.49 5.15 
5.68 5.91 
6 A 1.05 6.38 1.02 6.31 5.73 5.09 5.72 5.06 
B 4.60 1.36 4.63 1.39 6.32 4.90 6.32 4.90 
5.48 5.70 
8 A 0.85 6.44 0.85 6.33 5.61 4.98 5.60 4.97 
B 4.33 1.13 4.39 1.17 6.22 4.80 6.20 4.79 
5.37 5.59 
10 A 0.79 6.16 0.79 6.16 5.49 4.93 5.46 4.91 
B 4.54 0.83 4.57 0.83 6.05 4.74 6.04 4.72 
5.36 5.48 
12 A 0.64 6.29 0.67 6.31 5.40 4.89 5.39 4.88 
B 4.74 0.75 4.77 0.72 6.04 4.60 6.03 4.59 
5.53 5.46 
14 A 0.47 6.18 0.47 6.25 5.49 4.85 5.49 4.85 
B 4.86 0.70 4.74 0.68 6.12 4.60 6.10 4.59 
5.51 5.48 
Table 6.9: The percentage misclassification of chromosomes when using a minimum Maha-
lanobis distance classifier using the 18 non-wdd features mentioned in the text in combina-
tion with orthogonal chromosome features 1- X as inputs. The experiments were performed 
on the Cph and Cpr data sets, and the coefficients were calculated using the Cph-OL and 
Cpr-OL libraries of orthogonal chromosomes. 
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Cph Cpr 
Cph-OMa Cph-OMb Cpr-OMa Cpr-OMb 
X \ A I B A I B A I B A I B 
2 A 1.52 7.65 1.52 7.78 6.69 6.10 6.70 6.10 
B 6.79 3.11 6.73 3.07 7.11 5.82 7.11 5.83 
7.24 6.61 
4 A 1.32 6.87 1.38 6.95 6.19 5.64 6.20 5.66 
B 5.91 2.09 5.74 1.96 6.68 5.43 6.65 5.44 
6.37 6.16 
6 A 1.14 6.46 1.05 6.25 6.12 5.57 6.12 5.57 
B 5.91 1.86 5.77 1.81 6.52 5.29 6.49 5.31 
6.10 6.04 
8 A 1.05 8.46 0.97 10.79 6.23 5.77 6.23 5.74 
B 6.41 1.60 8.17 1.51 6.69 5.46 6.69 5.46 
8.46 6.22 
10 A 0.85 10.38 0.82 11.92 6.34 6.17 6.32 6.19 
B 6.65 1.43 9.02 1.51 7.03 5.51 7.12 5.51 
9.49 6.63 
Table 6.10: The percentage misclassification of chromosomes when using a minimum Maha-
lanobis distance classifier using the 18 non-wdd features mentioned in the text in combina-
tion with orthogonal chromosome features 1-X as inputs. The experiments were performed 
on the Cph and Cpr data sets, and the coefficients were calculated using the Cph-OM and 
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Figure 6.3: The percentage misclassification when using the indicated number of wdd or 
orthogonal chromosome features along with the 18 non-wdd features to classify chromo-
somes in the Cph data set with a minimum Mahalanobis distance classifier. The graph is 
constructed using the "Cph" columns in Tables 6.8, 6.9 and 6.10. 
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Figure 6.4: The percentage misclassification when using the indicated number of wdd or 
orthogonal chromosome features along with the 18 non-wdd features to classify chromo-
somes in the Cpr data set with a minimum Mahalanobis distance classifier. The graph is 
constructed using the "Cpr" columns in Tables 6.8, 6.9 and 6.10. 
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6.4.4 Discussion 
In general, the performance of the orthogonal chromosome features used in this way was 
found to be disappointing. Even though the orthogonal chromosome features outperformed 
the wdd features when used in isolation, there is not much difference in performance when 
the 18 non-wdd features are included. Due to the very similar error rates when using either 
wdd or orthogonal chromosome features in combination with other features, there would 
be no particular advantage to replacing the wdd features with the correlation coefficients of 
orthogonal chromosome profiles with real chromosome profiles with this type of classifier. 
6.5 A comparison of neural networks to traditional clas-
sification techniques 
An obvious way to attempt to improve classification performance would be to introduce a 
non-linear classification model. The most convenient non-linear model to use is the neural 
network, as a large body of literature on neural networks is available. Experiments at 
comparing the performance of neural networks to traditional parametric classifier models 
were performed. The first experiment entailed the classification of chromosomes into Denver 
classes based on length and centromeric index information, and the second experiment 
attempted to classify chromosomes into twenty-four classes using the subset of 24 features 
found to give the best performance in Section 6.4.1. 
6.5.1 Classifying chromosomes into Denver classes 
Chromosomes are divided into seven Denver classes based on their length and centromeric 
index as described in Section 1.1. Being able to classify a chromosome into a Denver class 
would be a useful preclassification step before an attempt is made to classify a chromosome 
into one of the 24 classes. Plots of centromeric index against length ( normalised as described 
in Section 6.2) for the Copenhagen, Philadelphia and Edinburgh data sets are shown in 
Appendix G. The division into seven groups is visible on the plots, although there are some 
characteristics which increase the difficulty of the task of classification, namely: 
1. the large amount of overlap between the classes 
2. the large number of outliers 
3. the unreliability of the automatic centromere locating algorithm. 
Four different classifiers were tried on the data sets, a k-nearest neighbour classifier, a 
minimum Mahalanobis distance classifier, a sum-of-squares NN and a cross-entropy NN. 
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The classification result of a classifier is considered correct if one of the n most probable 
classes with non-zero probability returned by the classifier corresponds to the correct class. 
Results below are given for n = 1, 2 and 3. This demonstrates the ability of a Denver 
class preclassifier to eliminate at least four Denver classes from consideration when doing 
a further classification into 24 classes. 
The k-nearest neighbour classifier 
The results obtained using the k-nearest neighbour method are shown in Table 6.11 for 
various values of k. Odd values of k were used to avoid ties . Testing a k-nearest neighbour 
classifier on the training set does not yield any useful information, and so was not done. 
Mahalanobis distance classifier 
The results obtained using a minimum Mahalanobis distance classifier to classify the chro-
mosomes into Denver classes are shown in Table 6.12. 
Neural networks 
Pairs of 2-14-7 cross-entropy and sum-of-squares neural networks were trained on all three 
data sets. Initial tests, which involved repeatedly training a cross-entropy neural network 
starting with the same initial weights on the Copenhagen data set , were done to check 
the convergence and repeatability of results. It was observed that in a few tests, the 
neural network did not converge to the proper solution, although when it did converge, 
the performance was always similar. Examination of Hinton diagrams1 , which graphically 
depict the magnitudes of the network weights, showed that in all cases the neural network 
had converged to a similar state. Bad classification performance was generally caused by 
small anomalies in a few weights. 
In the experiments reported here, the networks were trained on the data sets and then 
checked for convergence by testing on the training set. If they had not converged, they 
were retrained until convergence was achieved. Table 6.13 presents the number of epochs 
for which each network was trained and the classification errors. 
Summary and discussion 
Figure 6.5 is a graphical summary of the results obtained in this section. Unfortunately, 
one classifier does not stand out as being significantly better than the others, and the 
classification methods perform differently depending on the value of n. For the n = 1 case, 
the k-nearest neighbour classifier with k = 15 gives the best results for all three data sets. 
For the n = 2 case, the cross-entropy neural network performs the best on all the data sets. 
1See Bishop (3] pages 119-120 
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Data n=l n=2 n=3 
Set k tr A, te B I tr B, te A tr A, te B tr B, te A tr A, te B I tr B, te A 
Cph 7 5.01 I 5.71 2.58 2.87 2.24 I 2.52 
5.36 2.73 2.38 
15 4.75 I 5.62 2.05 2.31 1.45 I 1.93 
5.19 2.18 1.69 
31 5.18 I 6.24 1.75 1.99 1.11 I 1.32 
5.71 1.87 1.22 
45 5.39 I 6.18 1.88 2.02 1.02 I 1.11 
5.79 1.95 1.07 
Edi 7 11.77 I 11.62 3.68 3.59 3.00 I 3.13 
11.70 3.64 3.07 
15 10.95 I 11.08 2.35 2.56 1.47 I 1.53 
11.02 2.46 1.50 
31 11.91 I 11.58 2.18 2.37 0.82 I 0.92 
11.75 2.28 0.87 
45 12.42 I 12.07 2.25 2.33 0.68 I 0.65 
12.25 2.29 0.67 
Phi 7 14.07 I 14.91 6.53 I 6.69 5.00 I 5.03 
14.49 6.61 5.02 
15 13.70 I 13.99 5.10 I 5.06 3.10 I 3.12 
13.85 5.08 3.11 
31 13.50 I 14.26 4.17 I 4.58 2.10 I 2.11 
13.88 4.38 2.11 
45 13.57 I 14.57 4.27 I 4.75 2.13 I 1.70 
14.07 4.51 1.92 
Table 6.11: The percentage misclassification rates for a k-nearest neighbour classifier ap-
plied to classifying chromosomes into Denver classes on the basis of normalised length and 
centromeric index measurements. The classifier was applied to the Cph, Edi and Phi data 
sets. k indicates the number of nearest neighbours used. A classification was considered 
correct if one of the n classes with the largest non-zero numbers of points nearest the un-
known point corresponded to the correct class. Columns headed "tr x, te y" contain the 
classification error when the classifier was trained on part x and tested on part y of the 
data set. The value below each pair of values is the average (the cross-validation error). 
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Cph A 7.44 7.01 1.67 1.90 0.29 0.51 
B 7.67 6.97 1.84 2.11 0.56 0.51 
7.34 1.87 0.54 
Edi A 12.46 12.32 2.10 1.88 0.27 0.31 
B 12.11 11.94 2.25 1.98 0.27 0.24 
12.22 2.07 0.29 
Phi A 17.49 18.03 5.26 6.43 1.22 1.47 
B 16.60 15.93 5.03 5.43 1.70 1.43 
17.32 5.73 1.59 
Table 6.12: The percentage misclassification rates for a minimum Mahalanobis distance 
classifier applied to classifying chromosomes into Denver groups on the basis of normalised 
length and centromeric index measurements. The classifier was applied to the Cph, Edi 
and Phi data sets. A classification was considered correct if one of the n points with the 
smallest Mahalanobis distances from the unknown point corresponded to the correct class. 
The cross-entropy neural network and the minimum Mahalanobis distance classifier produce 
similar results for the n = 3 case, with the cross-entropy neural network having the lowest 
classification error for the Copenhagen and Edinburgh data sets, and the Mahalanobis 
distance classifier having the lowest error for the Philadelphia data set . Strangely, in then = 
1 case for the Philadelphia data set , the minimum Mahalanobis distance classifier produced 
the highest error rate. As expected, the cross-entropy neural network always out-performs 
the sum-of-squares neural network, even though a larger number of training epochs were 
always used for the sum-of-squares neural network. This supports the theoretical assertion 
(see Section 2.5.4) that the cross-entropy neural network is better suited to classification 
tasks. 
The high error rates for the n = 1 case limit the usefulness of preclassification of a 
chromosome into a single Denver before classifying it into one of the 24 classes. Using a 
Denver class preclassifier should be able to exclude at most three or four Denver classes 
from further consideration. Overall, the cross-entropy neural network appears to be the 
most successful classifier for preclassification into Denver classes. Due to the small size of 
the neural network, training time is not prohibitive, although the networks should always 
be checked for convergence after training by testing them on the training set. 
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Data Network No. of n=l n=2 n=3 
set type epochs \ A B A B A B 
Cph cross-entropy . 403 A 5.77 5.37 1.14 1.41 0.26 0.45 
275 B 5.5 4.78 1.08 1.34 0.29 0.34 
5.44 1.25 0.37 
Edi cross-entropy 354 A 11.43 10.85 1.38 1.54 0.38 0.24 
282 B 10.62 10.20 1.49 1.33 0.31 0.17 
10.74 1.52 0.28 
Phi cross-entropy 154 A 13.65 14.50 4.07 4.00 1.60 1.60 
125 B 14.47 13.47 4.58 4.07 1.90 1.80 
14.49 4.29 1.75 
Cph sum-of-squares 1428 A 6.59 5.91 1.61 1.88 0.82 1.02 
1497 B 6.24 5.52 1.52 1.75 0.88 1.04 
6.08 1.70 0.95 
Edi sum-of-squares 1298 A 12.07 11.60 2.33 2.29 0.92 0.89 
1152 B 12.04 11.53 2.22 2.12 1.49 1.13 
11.82 2.26 1.19 
Phi sum-of-squares 11676 A 14.84 14.60 4.62 4.17 1.53 1.90 
11578 B 14.70 13.73 4.82 3.93 2.41 2.10 
14.65 4.50 2.16 
Table 6.13: The results of training cross-entropy and sum-of-squares NNs on the Cph, Edi 
and Phi data sets. The first three columns give information on the data set used, the 
network type and the number of training epochs. The final columns present the percentage 
classification errors of networks. The classification was considered to be correct if one of 
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lJ error \ A B error I \ I 
0.0000 0.034 A 0.18 8.08 0.249 A 
0.059 B 8.81 0.72 0.265 B 
8.45 
0.0001 0.242 A 0.18 8.51 0.470 A 
0.290 B 7.61 1.15 0.445 B 
8.06 
0.0010 1.428 A 0.94 8.53 1.723 A 
1.410 B 9.10 2.86 1.670 B 
8.82 























\ I A B 
A 7.13 26.67 
B 28.71 4.33 
27.69 
A 11.10 25.03 
B 27.76 8.13 
26.40 
A 14.01 24.77 
B 28.67 11.93 
26.72 
Table 6.14: The percentage classification errors obtained by using a 24-50-24 cross-entropy 
neural network to classify chromosomes in the Cph, Edi and Phi data sets based on 24 
features. The weight decay constant 11 is given in the leftmost column. Values in the 
columns labelled "error" are the final training errors of the networks. 
6.5.2 Classification into twenty-four classes 
Due to the very good performance of the cross-entropy :NN at classifying chromosomes into 
Denver classes, it was decided to apply it to the task of classifying the chromosomes into 
24 classes using the 24 features that resulted in the best performance by the minimum 
Mahalanobis distance classifier. A 24-50-24 cross-entropy neural network was trained on 
this feature subset for the Cph, Edi and Phi data sets. Unfortunately, as shown in the top 
third of Table 6.14, due to the large number of parameters (weights) present in a neural 
network2 , use of the neural network led to even more over-fitting to the training set than 
was encountered with the minimum Mahalanobis distance classifier. Attempts to improve 
this by adding a small weight decay term (Section 2.5.6) were not very successful. A weight 
decay constant of 11 = 0.0001 reduces the classification error slightly, but the classification 
error increases if larger weight decay constants are used. Experiments on the Cph set using 
weight decay constants of 0.0100 and 0.1000 showed that this trend continues. These results 
are shown in the lower part of Table 6.14. Training the neural network using the Cpr data 
set would most likely have resulted in less overfitting, but this was not attempted due to 
the unreasonable amount of training time needed on such a large data set. 
2 A 24-50-24 neural network contains [(24 + 1) x 50] + [(50 + 1) x 24] = 2474 weights (the extra one 
added to the first term inside each set of square brackets is due to the extra bias weight). The number of 
weights is therefore very similar to the number of patterns in the training sets. 
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Figure 6.6: A comparison of the percentage classification errors calculated using two-part 
cross-validation obtained by using a number of classifiers on the Copenhagen (Cph) , Ed-
inburgh (Edi) and Philadelphia (Phi) data sets. The classifiers used are the minimum 
Mahalanobis distance classifier (Maha) with 10, 16, 24 and 29 features (from Table 6.4) , 
and a cross-entropy neural network (NN) with weight decay constants v of 0.0000, 0.0001 
and 0.0010 (from Table 6.14). 
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6.5.3 Discussion 
Figure 6.6 shows a comparison of the classification errors on the Cph, Edi and Phi data sets 
calculated using cross-validation for the minimum Mahalanobis distance classifier using 10, 
16, 24 and 29 features and cross-entropy neural networks with weight decay constants v of 
0.0000, 0.0001 and 0.0010. It is clear that the best performance for all three data sets is 
achieved by using the minimum Mahalanobis distance classifier with 24 features . 
Due to the disappointing performance of the neural network on the subset of 24 fea-
tures, it was decided that no useful results would be obtained by attempting to use a neural 
network with orthogonal chromosome features as inputs. Attempts to use sampled profiles, 
lengths and centromeric indices as features as done in the experiments reported in Sec-
tion 4.3.5 provided similar results to those presented above. The performance of neural 
networks cited in the literature [10] [11] is better, but ironically, use was made of a less 
efficient training algorithm (a modified back-propagation algorithm) along with an early 
stopping criterion. Due to the inherent ambiguities in deciding when to stop training, the 
use of early stopping was not attempted in these experiments. The use of a validation set 
to decide when to stop training was considered unsuitable, as this results in a change in the 
examples in the training set , which makes the comparison of the classification rates of the 
neural network with those of other classifiers less statistically sound. The only regularisation 
that was tried was the use of a weight decay coefficient. 
In conclusion, it was decided that as neural networks are overly flexible and do not 
perform well when a large neural network is used with a relatively small training set , and 
due to the exorbitant amount time needed to train networks, it is best to use parametric 




Classification of Chromosomes by 
Generalised Fourier Analysis 
In this chapter, direct use is made of techniques introduced and described in Chapter 5 
to classify chromosomes based on one-dimensional integrated density profiles and some 
length information only. It should be noted that no centromeric information is taken into 
account in the following experiments. A detailed description of how each of the coefficients 
is extracted from the profiles is given in Section 7 .1 and experimental results of classification 
experiments using the techniques are presented in Section 7.2. A discussion of these results 
follows. 
7 .1 Description of coefficients calculated from chromo-
some profiles 
In order to make a decision about how to classify an unknown chromosome, four sets of 
coefficients were calculated from the profile of the chromosome. The simplest of these are the 
correlation coefficients (calculated as described in Appendix A) between library chromosome 
profiles and the profile of the unknown chromosome ( this is similar to the technique used by 
Forabosco et al. [12], described in Section 4.3.3). Two sets of correlation coefficients were 
calculated, one set which did not take the lengths of chromosomes into account at all, and 
one set which took a small amount of length information into account. The , coefficients 
introduced in Chapter 5 were calculated in two ways, directly from an expansion of the 
unknown chromosome profile in terms of four library chromosomes, and by calculating an 
expansion of the unknown chromosome profile in terms of twelve orthogonal chromosome 
profiles, calculating the c coefficients, and then transforming back to , coefficients. 
A more detailed description of the calculation of each of these coefficients is presented 
below. The libraries of average profiles with lengths equal to the average lengths of the 
corresponding data set, and with median areas lined up were used (the Cph-M and Cpr-M 
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libraries shown in Appendix C) . 
1. Correlation coefficients: Twenty-four correlation coefficients, which do not take 
any length information into account, are calculated for the unknown profile. The 
following steps are carried out for each average profile i ( i = 1, 2, ... , 24) in the 
library: 
(a) The length of the unknown chromosome profile is normalised to be the same 
as that of average profile i by fitting a cubic spline and sampling the correct 
number of equally-spaced points ( the lengths of the average profiles for each 
class are shown in Appendix B). 
(b) The maximum correlation coefficient between the length-normalised unknown 
chromosome profile and the library average profile is determined using Fourier 
transform correlation (Appendix A). 
2. Length-constrained correlation coefficients: These are calculated in the same 
manner as the correlation coefficients described above, except that some simple length 
discrimination is included. For every average profile of class i in the library, the 
following steps are performed: 
(a) The length of the unnormalised chromosome profile is compared with the lengths 
of longest and shortest chromosomes of class i in the data set (shown in Ap-
pendix B). 
(b) If the length of the unknown profile falls into this range, the maximum-overlap 
correlation coefficient is calculated ( as above) , else the correlation coefficient for 
class i is set to zero. 
3. Direct , coefficients: These are the coefficients introduced in Section 5.3 which 
correspond to directly setting up a representation of the unknown chromosome profile 
in terms of library profiles. Due to the difficulties encountered when using all twenty-
four library chromosomes (mentioned in Section 5.5) , they are calculated using only 
four library chromosomes as a basis for the expansion. The four values of I are 
calculated as follows: 
(a) A 4 x 4 matrix of library profile overlaps (S matrix) using the four library 
profiles corresponding to the largest length-constrained correlation coefficients is 
constructed. 
(b) Values of rj, the overlaps of the unknown profile and the four library profiles 
chosen based on the above criterion are calculated by: 
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1. doing a length normalisation on the cell to be classified, where the lengths of 
all the chromosome profiles in the cell are scaled so that their geometric mean 
is equal to the geometric mean of the lengths of the library chromosomes. 
11. shifting the unknown chromosome profile so that the position of the median 
area is at position 64 of the profile. 
111. setting Tj equal to the zero-shift correlation coefficient with the jth library 
profile. 
(c) Equation 5.14 is used to calculate the four 'Yi coefficients. The 'Yi coefficients 
corresponding to classes of chromosomes which were not selected in step (a) are 
set to zero. 
4. 1 coefficients calculated using orthogonal chromosomes: These coefficients are 
introduced in Section 5.4. As mentioned in Section 5.5, making use of 24 orthogonal 
chromosome profiles is not advisable due to the large amount of noise contaminating 
the later profiles. In order to avoid this difficulty, a set of 12 orthogonal chromosome 
profiles is generated in real time before calculating the values of I for the unknown 
chromosome. The twelve "/ coefficients calculated using orthogonal chromosome pro-
files are determined as follows: 
(a) A 12 x 12 S matrix is constructed using the 12 library chromosome profiles with 
the highest length-constrained correlation coefficients. If less than 12 library 
profiles have non-zero length-constrained correlation coefficients, then other li-
brary profiles of similar lengths are used in addition to those that satisfy the 
correlation criterion. 
(b) Twelve orthogonal chromosome profiles are constructed using equation 5.24. 
( c) Overlaps ck are calculated for each orthogonal chromsome by calculating the 
zero-shift correlation coefficient of orthogonal chromosome k with the unknown 
chromosome profile. Instead of using the first orthogonal chromosome to line up 
the unknown chromosome profile as is described in Section 5.4.3, the unknown 
chromosome profile with median area at position 64 is used, as this had to be 
determined in order to calculate the direct I coefficients. 
(d) Equation 5.28 (with the 24 replaced by 12) is used to calculated twelve 'Yk coef-
ficients. 
Even though there are two sets of I coefficients calculated, the methods used and the differ-
ent sizes of the bases result in different values of these coefficients. Different interpretations 
should also be attached to these two sets of I coefficients. For the direct I coefficients, one 
expects the value of one 'Yi coefficient to be close to one and the other three to be close to 
zero, and hence converting them to probabilities does not add much insight. Converting the 
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'Yk coefficients calculated using orthogonal chromosomes into probabilities is more sensible 
due to the larger basis used. 
7.2 Results of classification experiments 
The first experiments involved examining the misclassification rate when classifying chro-
mosomes based on the values of a single type of coefficient. Four initial experiments were 
done on the Cph and Cpr data sets, each one performing the classification based on a 
different type of coefficient, namely correlation coefficients, length-constrained correlation 
coefficients, directly calculated 'Y coefficients or 'Y coefficients calculated using orthogonal 
chromosomes. These coefficients were calculated using the automatically determined ori-
entation of the chromosome profiles, so a small percentage of the profiles were inverted. 
In each experiment, an unknown chromosome was assigned to the class having the highest 
coefficient. The percentage misclassifications obtained for these experiments are shown in 
Table 7.1. 
Further experiments involved testing the performance of combinations of these coeffi-
cients. Unknown chromosomes were assigned to a class only if the highest values of various 
groups of coefficients corresponded to the same class, else the chromosome was labelled as 
unclassified (placed in a reject class). The concept of a reject class has been used before, but 
in a slightly different way, linked to a constraint on the number of chromosomes placed in 
each class rather than on a number of different classifiers agreeing on the same class. This 
form of reject class is used in the SE algorithm [46] described in Section 4.1.1 , and in the 
genetic algorithms [64] described in Section 4.4.6. Another multi-classifier approach was 
taken by Kleinschmidt et al. [40], who used the level of agreement between two classifiers 
in order to rank the quality of whole cells, rather than for placing individual chromosomes 
in reject classes. This method is described in Section 4.4.7. 
Table 7.2 shows the percentage of the chromosomes that were misclassified and left 
unclassified when using the indicated combinations of coefficients. The averages of the 
percentages of chromosomes misclassified and unclassified for the four combinations of co-
efficients used are depicted graphically in Figure 7.1 for the Cph data set , and in Figure 7.2 
for the Cpr data set. 
7. 3 Discussion 
Classifying a chromosome using the extremely simple approach of assigning it to the class 
for which the correlation coefficient between the chromosome profile and the average profile 
for that class is highest leads to a surprisingly low percentage of misclassified chromosomes, 
as can be seen in the top row of Table 7.1. This is remarkable as no other information 
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Figure 7.1: The percentage of Cph data set chromosomes misclassified and unclassified 
when assigning chromosomes to a class only when there is agreement between the classes 
suggested by the coefficients indicated below each pair of bars, and leaving the chromosome 
unclassified if the coefficients suggest different classes. This is a graphical representation of 
data in Table 7.2. 
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Figure 7.2: The percentage of Cpr data set chromosomes misclassified and unclassified 
when assigning chromosomes to a class only when there is agreement between the classes 
suggested by the coefficients indicated below each pair of bars, and leaving the chromosome 
unclassified if the coefficients suggest different classes. This is a graphical representation of 




A I B II 
Cpr 
A I B 
Correlation coefficients A 13.88 15.91 24.93 22.86 
B 14.87 14.24 24.71 22.47 
15.39 23.79 
Length-constrained A 11.59 12.94 21.40 19.36 
correlation coefficients B 12.06 11.39 21.38 19.20 
12.50 20.37 
Direct 'Y A 15.60 15.61 23.78 22.41 
coefficients B 15.98 14.41 23.77 22.09 
15.80 23.09 
'Y coefficients A 30.47 29.30 47.55 46.21 
calculated using B 31.65 28.85 47.24 45.61 
orthogonal chromosomes 30.48 46.73 
Table 7.1: The percentage misclassifications when classifying chromosomes in the Cph 
and Cpr data sets by assigning them to the class with the highest value of the coefficient 
indicated in the leftmost column. The results are presented in the format shown in Table 6.2. 
apart from the chromosome profile is taken into account , even information about the chro-
mosome length is discarded. Including some length information by using length-constrained 
correlation coefficients reduces the error by around 3% for both data sets (second row of 
Table 7.1). At first glance, it does not appear as if the direct 'Y coefficients provide much 
extra information, as the misclassification rates are similar to those obtained using the 
correlation coefficients only ( third row of Table 7 .1). Classifying chromosomes based on 
the highest , coefficient calculated from orthogonal chromosomes is very unreliable, as the 
misclassification rates are twice as large as those for correlation coefficients ( fourth row of 
Table 7.1). 
However, as can be seen from the results presented in Table 7.2, making a classifica-
tion decision based on a combination of these coefficients leads to a very small number of 
misclassified chromosomes. In the case where a chromosome is only assigned to a class if 
the highest length-constrained correlation coefficient, direct , coefficient and , coefficient 
calculated using orthogonal chromosomes correspond to the same class, the cross-validation 
misclassification rate is only 1. 75% for the Cph data set , and 2.36% for the Cpr data set. 
This low misclassification rate is coupled with a large percentage of chromosomes left unclas-
sified, 34.24% for the Cph data set and 51.44% for the Cpr data set , but this demonstrates 
that the routine can make informed decisions on whether a chromosome can be classified 
based purely on profile information or if other information is required. If one considers 
that it is generally preferred, especially in medical applications, that automated classifiers 
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I 
Coefficients I II 
Used \ A 
Cph 
I B II A 
Cpr 
I B 
LC & DG A 4.89 14.40 4.61 15.52 7.21 24.07 6.71 22.28 
B 4.83 15.16 4.16 14.07 7.24 23.99 6.59 22.10 
4.72 15.34 6.98 23.14 
LC &OG A 2.81 31.50 2.54 31.15 3.64 49.46 3.32 47.77 
B 2.49 33.05 2.20 30.41 3.69 49.10 3.30 47.28 
2.52 32.10 3.51 48.44 
DG& OG A 5.83 27.72 5.35 27.10 6.84 44.49 6.38 43.38 
B 6.44 27.96 5.05 26.25 6.82 44.35 6.37 42.82 
5.90 27.53 6.60 43.87 
LC, DG A 1.99 33.67 1.70 34.95 2.46 52.39 2.27 50.61 
&OG B 1.79 33.52 1.54 32.37 2.45 52.26 2.24 50.17 
1.75 34.24 2.36 51.44 
Table 7.2: The percentage of chromosomes in the Cph and Cpr data sets misclassified (left 
of each table cell) and unclassified (right of each table cell) when assigning chromosomes 
to a class only when there is agreement between the classes suggested by the coefficients 
indicated in the leftmost column, and leaving the chromosome unclassified if the coefficients 
suggest different classes. The following abbreviations are used for the types of coefficients: 
LC - length-constrained correlation coefficients; DG - direct I coefficients; OG - , coef-
ficients calculated using orthogonal chromosomes. The format of the results is similar to 
that shown in Table 6.2, except that averages of both the percentages of misclassified and 
unclassified chromosomes are shown below each quartet of results. 
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not make rash decisions based on too little data, then this large percentage of unclassified 
chromosomes is tolerable (but slightly disappointing). It is interesting to note that the 
percentage of unclassified chromosomes is larger for the Cpr than for the Cph data set, 
reflecting the lower quality of the chromosomes in the Cpr data set. 
When examining the performance of pairs of coefficients, one sees that the combination 
of length-constrained correlation coefficients and , coefficients calculated using orthogonal 
chromosomes leads to results similar to using all three coefficients, which supports the 
assertion that most of the useful classification information is due to the use of orthogonal 
profiles. The use of length-constrained correlation coefficients and direct , coefficients 
in combination leads to the smallest percentage of chromosomes left unclassified, but a 
relatively large misclassification rate. Using a combination of the two types of , coefficient 
leads to the worst results, with the highest misclassification rate, and a very large percentage 
of chromosomes left unclassified. 
A further advantage of the , coefficients is the possibility of interpreting them as prob-
abilities using equation 5.15. Admittedly, the interpretation of the direct , coefficients as 
probabilities is not at all rigorous in this case, as a basis of only four chromosome pro-
files is used, but due to the larger number of orthogonal chromosome profiles used, the 
, coefficients calculated using orthogonal chromosomes can be interpreted as probabilities 
with more confidence. This interpretation would allow one to set a probability threshold, 
with chromosomes which have their largest probability of belonging to a class below this 
threshold left unclassified. As an illustration, Figure 7.3 is a scatter plot of probabilities 
calculated using both types of , coefficient, with chromosomes classified correctly and in-
correctly indicated by the shape of the plotted point. Chromosomes were only classified if 
all three coefficients suggested the same class. 
It can be seen on the graph that a large percentage of correctly classified chromosomes 
are clustered towards the top right of the plot, and that most of the incorrectly classified 
chromosomes appear in the less densely populated parts of the plot. Unfortunately, there 
is a large overlap between correctly and incorrectly classified chromosomes, so setting a 
threshold based purely on this information would exclude many correctly classified chro-
mosomes too. Other information, such as the correlation coefficients would have to be 
considered as well. 
Use of the sum rules introduced in Section 5.4.1 could also be useful in determining 
chromosomes which have been classified correctly, or in improving the quality of the , 
coefficients calculated using orthogonal chromosomes. An example of the values of these 
coefficients for correctly and incorrectly classified chromosomes is provided in Figure 7.4, 
2 
which shows a plot of I:~ against I: c;, each sum being over 12 terms. It is clear that 
J 
the values of I: c; mostly cluster close to 1, and never exceed it, although a significant 
proportion of the values of the other sum exceed 1, often by large amounts. Examining 
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the correctly and incorrectly classified chromosomes. In order to test whether the position 
2 
where L ~ exceeds a certain threshold can be used as an indicator of where to truncate 
) 
equation 5.28, which calculates values for the 'Yi coefficients from the Cj coefficients, an 
. 2 
experiment was done in which equation 5.28 was truncated one term before L ~ exceeded 
) 
5 (an arbitrarily chosen value) . Unfortunately, this was found to lead to slightly worse 
classification results. 
As yet, no detailed investigation has been done into the use of various values which can 
be calculated as indicators of whether a classification is correct or not. Possible suggestions 
would be to look at correlations between correctly and incorrectly classified chromosomes 
with values of a large number of indicators, such as the sum rules , largest and smallest 
direct I coefficients and values of the probabilities used simultaneously. 
This classification based on profile information can be very useful in combination with 
another classifier using the features in Table 3.2 as inputs, as these features take profile 
information into consideration in a very limited way via the use of the weighted density 
distribution functions , but do take important features such as centromeric index into con-
sideration. A useful model for classification might be to use a minimum Mahalanobis 
distance classifier operating on extracted features to replace the initial classification done 
by length-constrained correlation coefficients. The average chromosomes to use as bases for 
the calculation of I coefficients can be chosen by using the chromosomes corresponding to 
classes with the lowest values of the Mahalanobis distance. Once all the profile coefficients 
have been calculated, chromosomes can be assigned to classes in a context-sensitive way by 
first assigning those chromosomes for which all four calculated coefficients agree, followed 
by those for which various triplets of coefficients agree and so on. The magnitudes of the 
probabilities estimated using the I coefficients can also be taken into account within each 
group by assigning the chromosomes to classes in decreasing order of a probability value. 
7 .4 Comparison with published results 
The only reported previous work in which classification decisions were made based on the 
correlation between the profiles of unknown chromosomes and a set of averaged chromo-
some profiles was done by Forabosco et al. [12]. The technique was tested on a set of 
20 metaphases and a classification error of 18.2% was obtained. As a non-standard chro-
mosome database was used, this result is unfortunately not directly comparable to results 
obtained in this work, although it falls into the same range as the results obtained using 
correlation coefficients and length-constrained correlation coefficients. 
Much of the early work on classifying chromosomes, such as that done by Granlund [20] 
was based on classification of chromosomes using only profile information. Later techniques 
which use only profile information are some of the neural network experiments performed 
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Author I Method Data Set I %MIS I % UN ! 
Hanbury Three profile coefficients Cph 1.75 34.24 
Hanbury Three profile coefficients Cpr 2.36 51.44 
Granlund [20] Curve matching unknown 17.1 -
Granlund [20] Sampled curves unknown 15.0 -
Granlund [20] Fourier descriptors unknown 22.4 -
Granlund [20] Distribution functions unknown 9.9 -
Forabosco et al. [12] Correlation coefficients unknown 18.2 -
Errington et al. [10] Neural network Cph 8.4 -
Granum et al. [22] Markov network models Edited Cph 6.4 -
Johnston et al. [33] Local band description Edited Cph 30.5 -
Table 7.3: Comparison of chromosome classification techniques which only use profile and 
possibly length information for classification. The columns headed "%MIS" and "% UN" 
contain the percentage of chromosomes misclassified and the percentage of chromosomes left 
unclassified by each method. The top two rows present the results, described in this chapter, 
of using a combination of correlation coefficients, direct 'Y coefficients and 'Y coefficients 
calculated using orthogonal chromosomes to make a decision. The four Granlund techniques 
are described in Section 4.3.1; the technique used by Forabosco et al. is described in 
Section 4.3.3; the neural network result is obtained by feeding 15 sampled points from a 
profile and a normalised length to a 16-100-24 neural network, as described in Section 4.3.5; 
the Markov network models are described in Section 4.3.4; and the local band description 
technique is described in Section 4.3.6. 
neural network [10] [11]; the Markov network models used by Granum and Thomason [22J ; 
and the local band description technique used by Johnston, Tang and Zimmerman [33]. 
The results of using a combination of correlation coefficients, direct 'Y coefficients and 'Y 
coefficients calculated using orthogonal chromosomes are presented in Table 7.3, along with 
the performance statistics of other classifiers reported in the literature which only use profile 
and length information. Strictly, comparisons should not be made between these results due 
to the different data sets and experimental techniques used, although one can get a general 
idea of the performance of the techniques. Some results of experiments utilising banding 
patterns are not shown in the table due to the inclusion of centromeric index information as 
well as banding information in the features passed to the classifier. The results excluded are 
those of experiments performed by Lundsteen et al. [45] using band transition sequences to 
describe chromosomes (Section 4.3.2); the results of neural network experiments including 
centromeric index in the inputs (Section 4.3.5) ; and the local band description techniques 
used by Groen et al. (24] (Section 4.3.6). 
It is clear from the table that the use of the combination of length-constrained correlation 
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coefficients, directly calculated "/ coefficients and "/ coefficients calculated using orthogonal 
chromosomes leads to a significantly smaller percentage of misclassified chromosomes than 




Advances in personal computer hardware now allow practical implementation of non-linear 
classification models in the form of neural networks. Neural networks are already used 
with great success in applications such as automated visual inspection of components on 
industrial production lines and in optical character recognition. As automated classification 
of chromosomes is a highly complicated problem, the use of a non-linear classification 
model would appear to be a good approach to improving the results. Unfortunately, the 
application of neural networks to chromosome classification proved to be disappointing, as 
is shown in Chapter 6. It was found that using efficient non-linear optimisation techniques 
to train neural networks having a sound theoretical basis for performing well as classifiers 
led to bad over-fitting of the neural network to the training set. The best solution would 
be to use a larger training set , but despite the speed of modern personal computers, the 
training time of a network on a large enough training set would still be prohibitive, and 
hence this solution is impractical at present. 
Another technique often used in industrial inspection applications in order to find pat-
terns in two-dimensional images is normalised grey-scale correlation. This technique is 
rather slow when applied to two-dimensional data, even when the fast Fourier transform 
method is used, but is tremendously fast when applied to one-dimensional data. An at-
tempt at using normalised grey-scale correlation to classify chromosomes using integrated 
density profiles was made. Averages of the profiles of each of the 24 classes of chromosome 
were calculated, and an unknown chromosome was classified by assigning it to the class 
with the average profile having the highest correlation with the profile of the unknown 
chromosome. This technique, although simple, gave surprisingly good results. 
An analysis shown in Chapter 5 demonstrates the difficulty of classifying chromosomes 
based on profiles alone by showing the large similarity (high correlation coefficients) between 
the averaged chromosome profiles in different classes. Borrowing some ideas from quantum 
mechanics led to attempts to represent a chromosome profile as a linear combination of 
average chromosome profiles, and hence determining the average profile to which it had 
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the largest resemblance based on the values of the expansion coefficients. Expansion of the 
unknown profile in terms of two average profiles was found to give no extra classification 
information above that gained from examining correlation coefficients. Eventually, the 
expansion was done in terms of four average profiles. The use of more than two chromosomes 
provides some information not available from the correlation coefficients due to the inclusion 
of more off-diagonal elements in the correlation matrix. However, the use of a larger basis 
proved to be unworkable, as this leads to large ill-conditioned systems of linear equations 
which must be solved. 
Expansion of an unknown chromosome profile in terms of averages of real profiles has 
limitations, as these average profiles are not orthogonal to each other. This means that 
adding extra average profiles into the expansion does not necessarily improve the series 
representation of the profile, as it is only for a series expansion in terms of orthogonal func-
tions that the accuracy of the series representation is guaranteed to increase as one adds 
more terms. Usually, orthogonal functions used in series expansions are determined from 
theoretical models of the function being expanded, but as no such models of chromosome 
profiles exist, a set of orthogonal chromosome profiles was constructed from the averaged 
chromosome profiles. Because of the unusual way in which these orthogonal profiles were 
constructed using averages of "experimental" data, it was not possible to use all twenty-
four orthogonal profiles, as the later orthogonal profiles were found to be contaminated by 
noise. It was therefore decided to represent real chromosome profiles as linear expansions of 
twelve orthogonal chromosome profiles. The expansion coefficients in terms of orthogonal 
profiles were then converted back to expansion coefficients in terms of real chromosome 
profiles by a linear transformation, and these coefficients were used in making classification 
decisions. Due to the larger basis used in this case, one has some justification in inter-
preting the squares of the expansion coefficients as probabilities in a quantum mechanical 
sense, where these probabilities have the advantage that no underlying parametric model 
is assumed. This interpretation suggests a very simple procedure for judging the reliability 
of a classification based only on the chromosome banding profiles. 
It was found that using a combination of correlation coefficients, expansion coefficients 
of real profiles in terms of four average profiles, and expansion coefficients of real profiles 
calculated using twelve orthogonal profiles, where an unknown chromosome was only as-
signed to a class if the highest coefficient of all three sets agreed on the same class led 
to low misclassification rates. These were lower than misclassification rates obtained by 
using other techniques reported in the literature which classified chromosomes based only 
on banding patterns. This technique does leave a large number of chromosomes unclassi-
fied, which is slightly disappointing, but this is felt to be tolerable given the difficulty of 
assigning chromosomes to classes based only on profile information. 
The use of the techniques developed in this dissertation allows a large amount of in-
formation to be extracted from chromosome profiles, but does not take other pertinent 
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features such as centromeric index and chromosome area into account. At present, these 
techniques are competitive with, but not clearly superior to existing techniques. Making 
the best use of these techniques would most likely involve combining them with a classifier 
which can make use of the non-profile features , such as a minimum Mahalanobis distance 
classifier, and developing a method by which the probabilities of chromosomes belonging 




Normalised Greyscale Correlation using 
the Fast Fourier Transform 
The correlation of two continuous functions g (x) and h (x) is defined as [66] 
Corr (g , h) - 1_: g (r + x) h (r) dr (A.1) 
which is a function of x ( the lag). The correlation will be large at some value of x if g ( x) 
is very similar to h (x) , but is shifted to the right by x. Similarly, the correlation will be 
large for some negative value of x if g is shifted to the left of h. Equation A.1 is a member 
of the Fourier transform pair 
Corr (g, h) ~ G (!) H* (!) (A.2) 
where G (!) and H (!) are the Fourier transforms of g (x) and h (x) respectively, and the 
asterisk denotes complex conjugation. 
Now consider two discretely sampled function gk and hk which are both periodic with 
period N. The discrete correlation of these two functions is defined by 
N-1 
Corr (g, h)i = L 9i+khk (A.3) 
k=O 
which is a member of the discrete Fourier transform pair 
(A.4) 
where Gk and Hk are the Fourier transforms of gi and hi respectively. 
To compute the correlation of two discretely sampled real functions, one simply has to 
Fourier transform each function , multiply one transform by the complex conjugate of the 
other, and inverse transform the result. The resulting vector C is real (as both the initial 
functions were real), and contains the correlation coefficients at different lags. 
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In order to obtain the position of maximum correlation with subpixel accuracy, the 
element m of C with the largest correlation coefficient is found, a parabola is fitted exactly 
to the correlation coefficients Cm-i , Cm and Cm+l , and the position of maximum correlation 




This section presents the profile length statistics for chromosomes in the Copenhagen (Ta-
ble B.1), Edinburgh (Table B.2), Philadelphia (Table B.3) and Cpr (Table B.4) data sets. 
The number of chromosomes in each class, the mean and standard deviations of the lengths 
and the minimum and maximum length per class is given. The lengths quoted are the 
number of fixed length sampling steps required to sample the whole profile. 
139 
Denver Chromosome Length Statistics 
Class Class Count Mean SD Min Max 
A 1 342 87 13 60 127 
2 341 83 12 59 130 
3 343 70 10 41 99 
B 4 346 
5 346 
C 6 348 62 8 44 86 
7 351 57 8 32 86 
8 351 52 7 36 96 
9 351 50 6 35 66 
10 355 49 7 17 70 
11 349 49 6 35 68 
12 351 49 6 35 69 
23 (X) 262 54 8 24 79 
D 13 354 42 6 26 61 
14 356 41 5 28 64 
15 355 40 5 28 55 
E 16 354 35 4 26 51 
17 360 35 4 26 50 
18 360 33 4 23 46 
F 19 360 
20 360 
G 21 360 23 3 14 37 
22 360 26 3 17 39 
24 (Y) 91 27 3 20 34 
Table B.l: The length statistics of the 8106 chromosomes in the Copenhagen (Cph) data 
set. The chromosomes are grouped by Denver class. The numbers in the "Count" column 
show the number of chromosomes of each class in the data set. The last four columns give 
the mean and standard deviation (SD) of the lengths, and the minimum and maximum 
lengths for each class of chromosome. 
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Denver Chromosome Length Statistics 
Class Class Count Mean SD Min Max 
A 1 242 66 10 31 93 
2 240 64 9 34 90 
3 242 54 7 33 79 
B 4 246 
5 242 
C 6 243 47 7 25 69 
7 245 43 6 27 58 
8 240 39 5 24 53 
9 241 38 5 22 55 
10 245 37 5 23 51 
11 240 37 5 24 53 
12 239 36 5 22 54 
23 (X) 122 43 5 30 58 
D 13 240 31 4 20 43 
14 242 29 4 17 47 
15 244 29 4 19 42 
E 16 238 25 4 15 35 
17 240 24 3 15 33 
18 244 24 3 15 37 
F 19 232 
20 241 
G 21 243 14 3 8 24 
22 237 16 3 9 25 
24 (Y) 120 18 3 13 28 
Table B.2: The length statistics of the 5548 chromosomes in the Edinburgh (Edi) data set. 
The chromosomes are grouped by Denver class. The numbers in the "Count" column show 
the number of chromosomes of each class in the data set. The last four columns give the 
mean and standard deviation (SD) of the lengths, and the minimum and maximum lengths 
for each class of chromosome. 
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Denver Chromosome Length Statistics 
Class Class Count Mean SD Min Max 
A 1 258 71 13 37 139 
2 259 67 12 40 131 
3 259 56 9 31 86 
B 4 257 52 102 
5 258 51 88 
C 6 259 49 8 31 76 
7 258 45 7 30 66 
8 259 41 7 25 67 
9 258 40 6 25 64 
10 258 39 6 26 60 
11 257 40 6 25 59 
12 258 39 6 26 62 
23 (X) 192 42 7 27 62 
D 13 259 33 6 21 53 
14 259 33 6 21 52 
15 258 32 5 20 53 
E 16 261 29 5 14 43 
17 258 28 5 18 51 
18 259 26 4 18 43 
F 19 261 
20 260 
G 21 258 20 4 12 36 
22 257 21 4 13 36 
24 (Y) 65 22 4 14 33 
Table B.3: The length statistics of the 5945 chromosomes in the Philadelphia (Phi) data 
set. The chromosomes are grouped by Denver class. The numbers in the "Count" column 
show the number of chromosomes of each class in the data set. The last four columns give 
the mean and standard deviation (SD) of the lengths, and the minimum and maximum 
lengths for each class of chromosome. 
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Denver Chromosome Length Statistics 
Class Class Count Mean SD Min Max 
A 1 5609 81 12 35 127 
2 5607 76 11 37 124 
3 5608 65 9 34 103 
B 4 5607 
5 5608 
C 6 5608 57 8 27 86 
7 5608 53 7 33 79 
8 5608 48 6 29 76 
9 5608 47 6 27 81 
10 5608 46 6 29 72 
11 5606 46 6 22 71 
12 5607 46 6 30 71 
23 (X) 4140 50 7 26 76 
D 13 5606 39 5 23 69 
14 5601 38 5 24 62 
15 5609 39 5 25 58 
E 16 5611 34 4 21 60 
17 5610 34 4 20 52 
18 5613 31 4 20 51 
F 19 5608 
20 5607 
G 21 5619 22 3 14 42 
22 5606 25 3 16 43 
24 (Y) 1468 25 3 17 62 
Table B.4: The length statistics of the 128990 chromosomes in the Cpr data set. The 
chromosomes are grouped by Denver class. The numbers in the "Count" column show the 
number of chromosomes of each class in the data set. The last four columns give the mean 
and standard deviation (SD) of the lengths, and the minimum and maximum lengths for 




Average Profiles for the Cph and Cpr 
Data Sets 
The Cph-M and Cpr-M average profiles for all 24 chromosome classes are shown in the 
table below, with the Cph-M library on the left and the Cpr-M library on the right. Two 
average profiles are shown for each chromosome class, with one generated from each half of 
the data set ( a and b). The average profiles calculated from X and Y chromosome profiles 
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Library Correlation Coefficients 
The overlaps (zero-shift correlation coefficients) of averaged chromosome profiles with other 
averaged profiles in the same library for the Cph-Ma (Table D.1) , Cph-La (Table D.2) , 
Cpr-Ma (Table D.3) and Cpr-La (Table D.4) libraries are presented in this appendix. The 
average profiles calculated from X and Y chromosome profiles are labelled 23 and 24 re-
spectively. Only the correlation coefficients calculated from subset a of each data set are 
shown, due to the similarity of overlaps calculated using each subset. As the matrices are 
symmetrical, only the upper triangular section of each matrix is shown. As the correlation 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Orthogonal Profiles for the Cph and Cpr 
Data Sets 
The 24 Cph-OM and Cpr-OM orthogonal chromosome profiles are shown in the table below, 
with the Cph-OM library on the left and the Cpr-OM library on the right . Two profiles 
are shown for each chromosome class, with one generated from each half of the library ( a 
and b). Note that in some cases the orthogonal profiles calculated from different halves of 
the same data set were inverted with respect to each other. These inversions have been 
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Appendix F 
Orthogonal Library Correlation 
Coefficients 
In most situations in which a function is represented in terms of a weighted sum of orthog-
onal functions , these orthogonal functions are generated algebraically using a theoretical 
description of the functions being represented. Due to the absence of a theoretical de-
scription of chromosome integrated density profiles, the unusual technique of constructing 
a series of orthogonal functions based on averages of experimental profiles was used. Be-
cause of this , a test of the quality of these empirically determined orthogonal profiles was 
performed. 
Two sets of average profiles were calculated for each data set , one from each section of 
the data set (see Appendix C) . A set of orthogonal profiles was constructed from each set 
of average profiles, leading to two sets of orthogonal profiles calculated for each data set 
(see Appendix E). In order to test the quality of these empirically determined orthogonal 
profiles, overlaps (zero-shift correlation coefficients) of orthogonal profiles constructed using 
the subset a averages of a data set with orthogonal profiles constructed using subset b of 
the same data set were calculated. These overlaps are shown in the four tables in this ap-
pendix, and were calculated for orthogonal profiles in the Cph-OMa and Cph-OMb libraries 
(Table F.1) , the Cph-OLa and Cph-OLb libraries (Table F.2) , the Cpr-OMa and Cpr-OMb 
libraries (Table F.3) and the Cpr-OLa and Cpr-OLb libraries (Table F.4) . Numbers on the 
left of each matrix refer to orthogonal chromosomes calculated from subset a, and numbers 
along the top refer to chromosomes calculated from subset b. 
The full matrices are shown as they are not symmetrical. This is because two sets of pro-
files are being compared with each other, in contrast to the matrices shown in Appendix D, 
where one set of profiles is being compared to itself. 
If the orthogonal profiles were perfectly determined, then correlating two sets of or-
thogonal profiles constructed using different subsets of the same data set should lead to a 
matrix with ones on the diagonal and zeros everywhere else. A brief glance at the tables 
167 
in this appendix will convince the reader that these orthogonal profiles do not satisfy this 
requirement completely, but that it is sufficiently satisfied, especially for the lower num-
bered orthogonal profiles. Even though the negative correlation coefficients on the diagonal 
might cause some initial alarm, they are acceptable as they are due to an orthogonal chro-
mosome profile calculated from one section of the data set being inverted with respect to 
the orthogonal chromosome profile calculated from the other section of the data set. 
Examination of Table F.l shows that for the first 12 orthogonal profiles in the Cph data 
set, the orthogonality criterion is met rather well, except in a few cases such as the overlaps 
between orthogonal profiles 6 and 7. A similar situation is visible in Table F.2, except that 
in a few situations, orthogonal profiles are numbered differently in the two sets so that not 
all the correlation coefficients close to 1 fall on the diagonal, for example, profiles 7 and 
8. Due to the larger size of the Cpr data set, the orthogonal profiles determined from this 
data set have better inter-subset orthogonality properties than the Cph set, as is visible in 
Tables F .3 and F .4. Further insight into the similarities of the orthogonal profiles calculated 
using different subsets can be obtained by examining the plots of the orthogonal profiles in 
Appendix E. 
The choice to use only 12 orthogonal profiles when calculating the 'Y coefficients using 
orthogonal chromosomes in Chapter 7 was made based on these matrices and the plots of 
the orthogonal profiles. Even though more orthogonal profiles could possibly be used for 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Plots of Chromosome Length Versus 
Centromeric Index 
This appendix contains plots of normalised centromeric index against normalised length for 
the Copenhagen, Edinburgh and Philadelphia data sets. The shapes of the points indicate 
the Denver class to which the chromosome belongs. 
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