Introduction
The Centralized, Cooperative, Cloud Radio Access Network (C-RAN) is a wireless access network architecture for next-generation communications which is based on centralized processing, collaborative radio, and a real time cloud infrastructure [4] . In the C-RAN architecture, the baseband units (BBUs) are centrally located in a pool confi guration which is connected to the remote radio units (RRUs) via optical fi ber. The BBU pool can be built using general purpose central processing units (CPU). Baseband processing resources in the BBU pool can be leveraged by using cloud computing technology. The C-RAN collaborative radio technology can signifi cantly improve wireless network performance, while C-RAN's baseband centralization enables resource sharing, reduces energy consumption, and improves the utilization of infrastructure [10] . C-RAN does however consume more fi ber resources than a traditional architecture. The prospect of transmitting untreated signals between BBUs and RRUs in a C-RAN would lead to a much higher transmission rate and a smaller transmission delay. Therefore, reducing fi ber resource consumption becomes a critical issue in implementing a C-RAN architecture.
Based on Orthogonal Frequency Division Multiplexing (OFDM) and multiple input multiple output (MIMO) technology, Long Term Evolution (LTE) is regarded as the technology at the forefront of the evolution from 3G to 4G services, and it has already been adopted by many operators. In order to improve cell throughput, multi-antenna technology has become an important direction in wireless access technology. Multi-antenna MIMO and beamforming technology can be used to improve system performance [7] . LTE-Advanced introduces novel technologies such as carrier aggregation (CA), multi-antenna enhanced MIMO, and coordinated multipoint transmission (CoMP) [8] . However, the system bandwidth required for LTE-Advanced can be fi ve times higher than that required for LTE [1, 6] . LTE is designed to improve system performance, but it also increases the amount of data transmitted between the BBU and RRU, and therefore the need for more costly fi ber optic links.
In this paper, we introduce a low-latency baseband signal compression algorithm. In the LTE system architecture, the evolved NodeB (eNodeB) includes two main components, the BBU and the RRU. The LTE baseband signal is generated in the BBU for the downlink, and then the baseband signal is transferred to the RRU. Digital-to-analog and analog-to-digital conversion is done in the RRU. Finally, the signal is sent to the radio interface. A standard common public radio interface (CPRI) [5] is used to transfer data via optical fi ber between the BBU and the RRU. The signals are a volume of samples with complex value of a certain bit width, such as an I-part of 15 bits and a Q-part of 15 bits. In the C-RAN architecture, a large number of RRUs are connected to the BBU pool, which thus requires a large number of fi ber optic links. Our algorithm is designed to compress the digital signals and the bit width before CPRI framing and to do so without any unacceptable degradation in system performance. If we can achieve this goal, we can reduce the costs associated with optic fi ber link resources quite signifi cantly.
The basic functional blocks of our compression scheme were introduced in Alcatel-Lucent's lightRadio™ solution, and are shown in Figure 1 [9] . An optical fi ber pair is used between the BBU and RRU, one for the downlink and the other for uplink. Compression and decompression processing modules are respectively added inside the BBU for uplink and inside the RRU for downlink transmission. For downlink, the BBU generates an uncompressed baseband signal, and then in-phase/quadrature-phase (I/Q) samples are compressed by the compression module.
Finally the compressed I/Q samples are sent to the RRU through the CPRI link. In the RRU, the compressed I/Q samples are decompressed by the decompression module, and then undergo normal processing inside the RRU. The uplink process is similar to the downlink, except that the original samples come from the analog-to-digital converter (ADC). The input to the ADC is the analog radio signal received from the antennas. Algorithm details are described in the next section.
Algorithm Details
The compression process consists of three steps as shown in Figure 2 . In the decompression module, the processes are reversed. They include:
• Removal of redundancy in the spectral domain, • Block scaling, and • Quantization.
The fi rst step is removing the redundancy in the spectral domain. The redundancy is caused by oversampling on signals. The oversampling is used to prevent out-of-band radiation from interfering with useful signals in the OFDM system. This module is designed to remove redundant spectral data by means of a low-pass fi lter, which ensures that only the data on valid bandwidth is sent. The number of samples can be reduced signifi cantly in this block.
The second step is to segment the samples into blocks. A scaling factor is selected for each block. Piecewise scaling is used to meet the fl uctuations of data in the time domain, especially for large and The third step is to quantize the pre-processed I/Q samples from the original bit width of Q S to a Q q bit width, normally Q q < Q S . The quantizer was specifically designed according to the data characteristics assuming a bit width of Q q and Q S . After the quantization, the bit width of one I/Q sample will be reduced to Q q . This function is performed sample by sample.
After this processing is complete, the number of data samples is reduced signifi cantly from that in the original data. Meanwhile the bit width of each sample is also reduced. The decompression module will use the same method to recover the original data. In the subsection following, each module will be described in detail.
Removal of Redundancy in Spectral Domain
Based on current practice, the sampling rate for processing in the ADC, the DAC, and the BBU is higher than the minimum required by the Nyquist sampling theorem in most wireless access technology. In an LTE system, the sampling rate also exceeds the signal bandwidth.
In LTE implementations, inverse fast Fourier transformation (IFFT) is used to generate OFDM signals. Typically, the Nyquist sampling theorem would then be used to select the smallest appropriate IFFT size. However, due to the complexity of this implementation, in practice, we use an IFFT size based on a power of two. For example, consider 20 MHz of spectrum for a Time Division (TD)-LTE system. As shown in Table I , we used a 100 physical resource block (PRB) confi guration from 3rd Generation Partnership Project (3GPP) specifi cation 36.101 [2] .
So the useful subcarrier number is 100*12 = 1200 (the number of subcarriers within each PRB is 12), the subcarrier width is Δf = 15 kHz, the width of signal bandwidth is 1200*15 kHz = 18 MHz [3] . The smallest size power of two which is larger than 1200 is 2048, so the signal is mapped on 1200 subcarriers in the middle of 2048 subcarriers. The remaining subcarriers are fi lled with zeros, so in practice, 2048*15k = 30.72 MHz bandwidth is used. Taking into account the 2 MHz bandwidth reserved for fi lter edge roll-off, there is about 10 MHz of bandwidth redundancy in the spectral domain. Thus, in the uncompressed form, a signal that is spectrally broader than necessary is being transmitted in the CPRI frames.
The fi rst step in reducing redundancy is upsampling on the input signal. In this process, zeros are inserted into the original signal. We then let this signal with zeros pass through a low-pass fi lter. Finally, downsampling is performed on the fi lter's output signal. The sampling rate of the original signal is f s . After these processes, the sampling rate of the output signal becomes a lower sampling rate f ds .
The value of f ds depends on the amount of redundant spectrum to be removed. It is important to note that in addition to the useful signal bandwidth, adequate protection bandwidth should also be reserved. Adequate protection bandwidth ensures that the fi lter doesn't damage useful information in the central band. The system bandwidth is limited to [−f ds /2, f ds /2] after downsampling.
The downsampling factor F is a rational number used to evaluate the effi ciency of the process, where K is the upsampling time and L is the downsampling time. K and L are positive integers.
Our aim in designing the fi lter coeffi cients was to ensure good amplitude and phase response in the passband. Meanwhile, to the greatest extent possible, signal in the block band should also be removed, and this becomes a tradeoff in the fi lter design. Our algorithm uses a Kaiser window to generate the fi lter coeffi cient, which shows desirable amplitude/phase response in its passband. Figure 3 shows the amplitude and phase response for the fi lter used in the simulation we described in the performance evaluation section. Figure 4 compares the frequency spectrum from the original signal and the signal pass "redundancy removal" block. Figure 4a shows the frequency spectrum of a typical LTE downlink 20 MHz system bandwidth baseband signal with a sample rate of 30.72 MHz. As shown, the useful spectrum is in the center and the redundancy is seen on both sides. We use the fi lter in Figure 3 to deal with the original time-domain signal. The output spectrum of the "redundancy removal" block is shown in Figure 4b . We demonstrate that most of the redundant spectrum has been fi ltered out, while the useful band is retained. Specifi c parameters, such as the downsampling factor and fi lter coeffi cient, will vary given different given system bandwidths. In practical implementations, key parameters (e.g., the number of fi lter coeffi cient taps) should be chosen carefully to achieve the best tradeoff possible between complexity and performance.
Block Scaling
In LTE, OFDM is used in downlink transmission. Orthogonal subcarriers are used to implement multiple narrowband systems, which introduces large peak-to-average power ratio (PAPR). A typical LTE radio signal has a large dynamic amplitude range. A Single Carrier Frequency Division Multiple Access (SC-FDMA) transmission technology is used in the LTE uplink to generate a signal with a lower PAPR, and in general an automatic gain control (AGC) block is also used to reduce the difference in power between user signals. However, the signal amplitude still has great volatility within a large range. Typically, time domain signal samples are transmitted using Q S bits per complex component in a fi xed-point scheme. If all of these signals are compressed to target Q q bits directly without any other processing, data saturation will frequently occur. At the same time, signal components with low amplitude are being impacted by high quantization noise. We introduce block scaling to solve this problem. In block scaling, the output from previous processing is segmented into a number of small blocks with N S samples. In each small block, a scaling factor is determined for the N S I/Q samples within the block. This scaling factor is used to process the amplitude of the samples into the normal range provided by Q q bits in order to minimize the quantization error. The scaling factor is also transmitted as overhead in each block. However, due to minimized quantization error, a lower quantizer resolution is applied, which results in an overall reduction in the transport data rate. This function is performed on each block with N S I/Q samples, at the output of the decimator. The scaling factor is transmitted together with each N S I/Q sample. Minimizing the block length N S will reduce the subsequent quantization error, however it will also increase the transmission overhead. Therefore, the selection of block length N S requires a tradeoff between the signal quality and the transport data rate.
In the k th block with N S samples, the sample with the largest absolute value will be selected as the scaling factor:
The scaling factor above is an integer and it does not exceed 2 Q S − 1, where Q s is the bit width used for transferring the scaling factor. Each sample in the block is then scaled with this scaling factor as shown in equation 3, where the Q q is the bit width used in quantization. s d (i) is the signal sampled at the frequency f ds • S s (i) is the output of black scaling.
Where
Quantization
After block scaling, I/Q samples are quantized using a quantizer with a Q q bit resolution for each component. This function is performed sample by sample. We apply a simple linear (uniform) quantizer with a resolution of Q q . We found that if Q q is close to the original bit width Q s , the linear quantizer works well. However, if Q q decreases signifi cantly, applying a nonlinear quantizer with optimized distances between quantization levels can result in a lower quantization error. This is an important consideration in the design of the non-linear (non-uniform) quantizer. Figure 5 shows the amplitude distribution of the downlink signal with scaling of Q q = 6. It is clear that a large portion of data has minor amplitude around zero, except for two impulses at the extreme values caused by block scaling saturation. We took these features into account in our quantizer design, and used the smaller quantization distance for signal components when there was high probability of occurrence (here, at low amplitudes). Using a training sequence to tune a quantizer is common practice in non-linear quantizer design. Multiple iterations are required to quantify an appropriate distance with a minimum quantization error. According to this rule, one trained nonlinear (non-uniform) quantizer curve of 6 bits is shown in Figure 6 . We can see that it has a smaller quantizer distance around zero.
In this case, the quantization levels are optimized in conjunction with block scaling. Higher resolution Q q will improve signal quality by lowering quantization noise while increasing transport data rates. Therefore, the resolution Q q is also a design parameter derived by analyzing the tradeoff between the required signal quality and data rates. Meanwhile, customer requirements are also a major factor in practical implementation.
After completing the three steps above, the number of original symbols as well as the bit width are both compressed. At the RRU, the process is reversed to recover the original data. Of course this reverse process can't recover all the original information. The choice of the parameters and the compression ratio will have a signifi cant impact on compression injury. We also performed a simulation analysis and lab evaluation of the compression algorithm. We describe our results in the section below.
Performance Evaluation
Performance degradation depends on the compression ratio and parameter confi guration. The compression ratio in the algorithm is calculated as below based on the parameters confi gured in the algorithm:
Here, error vector magnitude (EVM) is used to evaluate the error between original data and the data with compression algorithm processing. The EVM is defi ned as follows:
Where x -is the output signal (after the compression and decompression processes have already been completed), while x is its idealized noise-free version as shown in Figure 7 . A basic principle of compression algorithm design is to reduce the EVM under a certain compression ratio. In order to evaluate the algorithm more carefully, we have defi ned two types of EVM, the time domain EVM and frequency domain EVM. The frequency domain EVM is defi ned based on the bandwidth used by the frequency domain signal, while the time domain EVM is defi ned on the entire bandwidth signal. This is because our primary focus is on signal changes across the entire useful bandwidth.
3GPP has defi ned EVM requirements for different modulation schemes, as shown in Table II . The requirements are based on an end-to-end defi nition of EVM between the eNodeB and UE, and it is also a frequency domain EVM defi nition. EVM loss caused by I/Q compression is a part of end-to-end EVM in practical systems.
In addition, in order to assess the impact of scaling and quantization, we defi ne the following SQNR:
Where, s d (i) is the block scaling input in equation 3, sd (i) is the output of block rescaling at decompression side as shown in Figure 7 .
Simulation Analysis
The algorithm parameters for compression are shown in Table III . In the simulation and implementation, linear quantization is used for 11 bit and 8 bit compression, while nonlinear quantization is used for 6 bit compression.
In order to achieve an ergodic signal, we used the six data confi gurations (with different PRB numbers and modulation schemes) shown in Table IV which were selected to simulate different downlink user scheduling signals.
Our simulation results at compression ratios of 0.5201, 0.3868, and 0.2979 are respectively are detailed in Table V, Table VI, and Table VII .
The results show that EVM changes markedly at different compression ratios. Under 11 bit and 8 bit compression, the compression ratios are 0.5201 and 0.3868 respectively. The frequency EVM can be controlled to less than one percent. The 1/2 compression ratio means that if the original data was transmitted on two optical fi bers in the practical application, it can now be transmitted on only one optical fi ber. Looking more closely at the compression ratio, for example the 6 bit compression with low SQNR, the Our test sequence included: 1. Connecting the test equipment as shown in Figure 8 . The LTE CPRI compression lab test environment is shown in Figure 9 . The BBU is on the back framework. The black box at left is the test UE. The vector signal analysis (VSA) is on the top of the UE. The RRH and channel simulator are not shown in this fi gure because of their size. Test performance was monitored via the terminal shown at right. 2. Setting the system to work on the D-band carrier and to achieve a steady state. 3. Setting the system to transmission mode 3. 4. Loading the SCM channel model and gradually increasing the noise to reduce the signal-to-noise ratio (SNR). EVM has obviously increased, but it still falls within 3PGG requirements. And, in the spirit of joint optimization across the entire ecosystem, other parts of the system, such as the RRU and the UE, can be carefully designed in parallel to obtain further compression space.
TDD-LTE Demo Test Analysis
Based on the simulation results, we built a TD-LTE system demo testbed in our lab. We used fi eld programmable gate array (FPGA) resources inside the eNodeB and RRU to implement the compression and decompression module. Our demo evaluated the 1/2 and 1/3 compression rates. The algorithm parameters were consistent with those used in simulation.
5. Using the test UE to receive the downlink signal and obtain an average throughput performance under each SNR. 6. Shutting off the CPRI compression and then repeating steps 2 through 5.
We tested our demo system in a lab environment. Since performance was to be compared for both the compressed and uncompressed transmission schemes, we needed to maintain a stable state. Before moving forward, we needed to ensure that: CPRI-Common public radio interface LTE-Long Term Evolution Figure 9 . LTE CPRI compression lab test environment.
1. The platform was operating under normal conditions, and 2. The equipment had been fully preheated, and performance indicators were showing stable state.
The test results are shown as below. 1/2 CPRI compression rate. In our demo test for downlink, the LTE downlink signal was generated based on a standard 3GPP protocol for a commercial LTE eNodeB, the system bandwidth was 20 MHz, and the uplink/downlink confi guration was 1. 100 PRB resources were scheduled for target user equipment (UE), and adaptive modulation and coding (AMC) was used for scheduling. Figure 10 shows the test results for downlink under 1/2 ratio CPRI compression. The fi gure shows that the throughputs with and without compression are very close. The compression algorithm works well with limited performance degradation.
In our demo lab test for uplink, the system bandwidth was also 20 MHz, and the uplink/downlink confi guration was 1. 10 PRB resources were scheduled for the target UE. We used fi xed modulation and coding scheme (MCS) 16. We used an SC-FDMA signal generation scheme for the LTE uplink signal.
The signal PAPR was not as high as the downlink signal. However, since the uplink signal should pass the spatial channel before being received, the signal characteristic will become unstable, which will affect the design of the compression algorithm. The second test case examined the uplink CPRI compression performance for a single UE signal. Figure 11 shows the uplink throughput performance at a 1/2 compression rate. We observed that the compression algorithm works well with a 1/2 compression rate with a single UE.
Next, we carried out an uplink throughput performance comparison in the presence of interference from multiple UEs. Figure 12 shows that the performance gap is negligible with a 1/2 compression rate in the presence of strong interfering UEs.
1/3 CPRI compression rate. Figure 13 provides a comparison of downlink throughput performance at a 1/3 compression rate. Although the EVM loss in the simulation analysis is higher with 1/3 compression than with 1/2 compression, our tests indicated that the compression algorithm still worked well at the 1/3 compression rate for downlink. 
Figure 14
shows uplink throughput at a 1/3 compression rate when a single UE was deployed. We found that the compression algorithm yielded satisfactory results at the 1/3 compression rate. Figure 15 shows uplink throughput performance at a 1/3 compression rate in the presence of strong interference from another UE. We observed that with low SNR, the two curves match each other well even when there is strong interference. Under high SNR, the 1/3 compression leads to performance loss, but only 0.3 dB at an SNR of 6 dB to 8 dB.
Conclusions
CPRI transmission is the bottleneck for C-RAN implementation. LTE and LTE Advanced (LTE-A) introduce new and robust technologies, but also increase the amount of data transmitted on the CPRI interface. This paper describes a CPRI compression algorithm for an LTE system which reduces the data rate on the fi ber link. By eliminating redundant spectrum bandwidth and compressing the bit width, this algorithm can effectively reduce the amount of data transmitted on the CPRI. Simulation results show that data loss is negligible at a low compression ratio. The EVM can be controlled to less than one percent at the 1/2 compression rate. We verifi ed our compression scheme in an LTE lab demo. Performance with a 1/2 compression rate is ideal; performance with a 1/3 compression rate, a little less so. We also noted that EVM deteriorates signifi cantly at a high compression ratio, which indicates that there may be limited applicability for this specifi c implementation. In real life applications, there is a tradeoff between performance and resource consumption. In future research, we will study methods for optimizing algorithm confi guration in certain scenarios, such as the design of the quantizer. 
