We present a simple method for removing axis nonorthogonality and checking f~r length dependent scale errors in two--dimensional measurements. Use of this method requires that a two--dimensional master gage (ball or grid plate, for example) be measured in two positions which differ by a rotation of the plate 900 with respect to the measuring machine axes. The method is similar to that proposed by Reeve (1) but requires only linear least I squares fitting on a small computer.
INTRODUCTION
Typically two-dimensional standards consist of a plate with either a grid of lines deposited on the plate or an array of spheres attached to the plate. The goal of a two-dimensional measurement is to obtain the array of coordinates of either the line intersections or the ball centers.
This measurement is usually done on a coordinate measuring machine where either the plate, some locating device (microscope or LVDT probe), or a combination of the two, both gage and indicator , is moved. The coordinates are read from scales attached to the axes of motion.
In a perfect system this process gives the true coordinates, but in practice the motions are never truly rectilinear , the scales on the two axes are not identical, and the axes of motion are not orthogonal. The purpose of this paper is to describe a simple technique for checking for scale errors and nonorthogonality errors and removing such systematics from the measured coordinates. In this treatment it is assumed that the motions (x and y) are linear; thus straightness errors and errors due to yaw are assumed zero.
(2 ) This measurement proceeds as follows. The plate is placed on the machine table and o~iented so that its axes are aligned, as well as possible, with the machine axes. The coordinates are measured and normalized so that the specified plate origin has coordinates (0, 0). The plate is then rotated 900 , either clockwise or counterclockwise, and the coordinates remeasured.
(This rotation must be within about 10 see of 900 for the algorithm to work. T en seconds is the equivalent of 0. 0005 inch in 10 inches of travel, a figure well within the capability of any good measuring machine.
Again, the results
are normalized so the plate origin has coordinates (0, 0). The two sets of coordinates are inputs to a linear least squares fit which estimates the nonorthogonality, the scale error, the difference between the actual rotation and 900 , and the average x and y offsets between the two sets of coordinates. From these results the nonorthogonali ty can be removed and the scale differences either averaged or removed, if there is some pressing reason to trust one scale over the other. (For instance, one might use a laser interferometer for one of the scales and the machine lead screw for the other.
CALCULATIONS
Suppose the gage points on the plate can be specified by a set of vectors (X. ) 
where A is a matrix which describes the machine geometry.
' .
We call A the machine metric, For a two-dimensional measuring machine, there are several possible and equally sensible choices for One choice is,
which describes a machine with scales which are equal but in which the (2)
axes are nonorthogonal by an amount a.
(a is in radians and is assumed not to be more than a few microradians). This is the metric chosen by
Reeve (1) in his original paper On "multiple redundancy , though he does not use the same language to express his results. The machine metr'c in (2) is written so that the x axes of the gage and machine are aligned and the y axis of the machine is at an angle 900 -a. This choice is arbitrary. A slightly more complicated metric one might sensibly choose is:
e:y ~)
Here y is a small .error term that is included to take into account the fact that the scale for the x axis may be different than that for the y and that one trusts the y scale more. An equivalent representation,
trusting the x scale, would be =::::y \0 l-
Either of these forms can be built into the model described, Suppose, cided by law rather than nature. Thus, only the differences between scales may be ascertained and which one is to be termed " correct" is entirely the decision of the metrologist. Since the three more general forms for the machine metric, eqs. 3, 4, and 5, yield the same observational equations, we can work equally well with only one of them.
Beginning then with A , we have, from equation 1, the set of vectors ::::x (coordinates) measured in the first position. They. are:
The set of vectors measured in the second position is given by 
where B is the finite rotation matrix,
where e BA)
The logic behind (6) =B X.,
and when these coordinates are measured on the machine the numbers obtained are:
X' -A X -A B X., 
Here the data, measured co- 
It is easy \:0 show that since ..f. is infinitesimal, A 8=8, so that its in-
troduction at what appears to be the last minute is mathematically sound. With these first order qpproximations, the observational equations become:
and Yii :::: (l-
X2i + (a-l3)
. + 8
( l5b )
where we have performed the matrix multiplications indicated . in equation (11) . (We emphasize here that equation (15) is exactly the same for any of the three choices of , equations (3), (4), and (5), mentioned previously.
To obtain a best value for the parameters (a, l3,y, e: , e: ) we must choose x y them such that, on the average, equations (15) are satisfied. To do this,
we introduce a modified form of the traditional chi-squared which we define as follows:
where Xli (calc) and Yli (calc) represent the right hand sides of equations (15a) and (15b), respectively. A best value for the parameters will occur when the quantity chi-squared is a minimum , and furthermore,~hi-squared at this minimum is just the rms standard deviation in the coordinates.
(We assume here that the random errors in the x and y measurements are independent with mean 0 and variance cr
We obtain the equations for the minimum in chi-squared by partial differentiation of equation (16) 
The solution to equation (17) The latter method is that used in the computer programs given in the appendices.
Let us now suppose we have obtained the solution to equation (17),
i. e., we have the best fit values of a, S, y, 8 and 8 as well as the value for chi-squared. Using these parameters we can calculate a value for the " true" coordinates. The equations are:
and
A resulting "best" value for the coordinates may be obtained by a simple average; that is:
where we have probably not in the desired system as they are in a coordinate system aligned with the machine axes. They are put into the preferred gage system, which usually has one point with a large X coordinate which is specified to have a zero Y coordinate, by a simple rotation. If care was taken in the initial alignment this rotation will be small , but this is not a tSince the vector ..f. does not appear in the final solution for the coordinates its introductio~ may be unnecessary. This, however , would be difficult to prove as the coefficients for 8 and 8 do appear in the solutions for the -xother parameters necessity for the algorithm to work. All that is required is that positions 1 and 2 differ by a rotation that is within about 10 see of 900
RESULTS
This algorithm was checked in two different ways. Tpe first check consisted of trying the program on data wh~ch was computer generated.
This data is shown in Table 1 Reeve. These numbers are presented in Table   CONCL US IONS It appears that this algorithm can be a valuable and relatively simple tool for uncovering and correcting for simple errors in machine geometry.
Its advantages when compared with the complete multiple redundancy of Reeve are three-fold. First, it is simple enough to be programmed on a small computer, if the machine has the capability of double precision arithmetic. * Secondly, this algorithm includes a provision for assessing scale errors and, thirdly, the measurement method required coincides wi th techniques usually used by the operators of measuring machines.
the negative side, this method is definitely less flexible in terms of what kinds of measurements it requires; the desire to keep the program small enough for a minicomputer leads to necessarily stringent requirements on alignment to keep our approximations valid. Also, this method requires fewer measurements than the original algorith1ns which may prevent the averaging of other errors that is inherent in full multiple redundancy and the statistics used are certainly of an ad hoc nature.
The fact that it gives the same answers and standard deviations as the more powerful method assures us somewhat on this latter point.
In order to make this technique more useful to a variety of measuring machine users, .a program using the simple metric , equation ( *Least square fitting of this type requires taking differences of very large numbers which are often very similar in value. In coordinate measurement so many significant figures are required and differences are so small, it .is doubtful that any of the programs described would work in single precision. -133.
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All dimensions are in inches and angles are in radians. Gamma is dimensionless. 
The linear equations at the minimum in chi-squared are:
Y (A3)
A Fortran program for the solution of A3 appears as Appendix C Table Al shows the results of the program on the dummy data described in the text. Reeve s full multiple redundancy. The large standard deviation in the Reeve result on the dummy data is due to the inclusion of a length scale error, y, of 13. 7 ppm when the data were generated. 
.
All dimensions are in inches and angles are in radians.
Appendix B EQUIVALENCE OF THE OBSERVATIONAL EQUATIONS FOR THE THREE FORMS OF METRIC

ERROR.
Three logical choices for a machine metric with scale errors were given in the text. 
