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1. Introduction
Let G be a connected reductive group of type B , C or D deﬁned over an algebraically closed
ﬁeld k of characteristic exponent p  1 and let g be the Lie algebra of G . Denote UG (resp. Ng) the
set of unipotent (resp. nilpotent) elements in G (resp. g). In [6,7], Lusztig deﬁnes a partition of UG
into smooth locally closed G-stable pieces, called unipotent pieces (see [6] for symplectic groups
and [7] for special orthogonal groups). In [8], Lusztig proposes another deﬁnition of unipotent pieces
which uniﬁes the deﬁnitions in [6,7]. In Appendix A of [8], Lusztig and the author deﬁne an analogue
partition of Ng into smooth locally closed G-stable pieces, called nilpotent pieces. The unipotent or
nilpotent pieces are indexed by unipotent classes in the group GC over C of the same type as G ,
and in many ways depend very smoothly on p. In particular, the number of Fps -rational points in a
unipotent or nilpotent piece is a polynomial in ps independent of p, s.
On the other hand, there is a natural injection map from the set of unipotent classes in GC to the
set of unipotent classes in G (given by the Springer correspondence). Using this map and the closure
relation on unipotent classes one can deﬁne a partition of UG into locally closed pieces, which are
called MS-pieces (after Mizuno and Spaltenstein) by Lusztig [5]. We show in Section 4 and Section 5
that the MS-pieces are the same as unipotent pieces deﬁned by Lusztig (for symplectic groups this
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the MS-pieces are smooth and that the number of Fps -rational points in an MS-piece is a polyno-
mial in ps independent of p, s (this is statement 6.8 (a) of [5] for classical groups). We also deﬁne
MS-pieces in Ng and prove analogous results for Ng . In particular, we determine in Proposition 5.1
which unipotent classes (resp. nilpotent orbits) lie in the same piece (for pieces in symplectic groups
this follows from [6,8]; for unipotent pieces in special orthogonal groups another computation using
different methods is given in [10]).
In Section 6, we deﬁne a partition of UG (resp. Ng) into special pieces as in [5] (where p = 1) and
show that a special piece is a union of unipotent (resp. nilpotent) pieces (for UG this follows implicitly
from [12, III], see [10]). We also explain how this implies that the number of Fps -rational points in a
special piece is a polynomial in ps that depends only on the Weyl group of G (this is statement 6.9
(a) of [5] for classical groups).
2. Notations and recollections
2.1. Orders on the set of partitions and the set of pairs of partitions
Let P(n) denote the set of all partitions λ = (λ1  λ2  · · ·  0) such that |λ| :=∑λi = n. For
λ ∈ P(n) and j  1, deﬁne λ∗j = |{λi|λi  j}| and mλ( j) = λ∗j − λ∗j+1. For λ,μ ∈ P(n), we say that
λμ if the following equivalent conditions (a) and (a′) hold
(a)
∑
j∈[1,i] λ j 
∑
j∈[1,i] μ j for all i  1,
(a′)
∑
j∈[1,i] λ∗j 
∑
j∈[1,i] μ∗j for all i  1.
Let P2(n) denote the set of all pairs of partitions (α,β) such that |α| + |β| = n. For (α,β) ∈ P2(n),
α = (α1  α2  · · ·), β = (β1  β2  · · ·), we set
Ai =
∑
j∈[1,i]
(α j + β j), Bi =
∑
j∈[1,i−1]
(α j + β j) + αi, i  1. (1)
For (α,β), (α′, β ′) ∈ P2(n), we say that (α,β) (α′, β ′) if Ai  A′i and Bi  B ′i for all i  1.
2.2. Combinatorial parametrization of irreducible Weyl group characters
Let W be the Weyl group of G and W∧ the set of irreducible characters of W over C.
If W is of type Bn (or Cn), n 1, then W∧ is parametrized by ordered pairs of partitions (α,β) ∈
P2(n) (see [3]). We identify W∧ with P2(n) where (n,−) is the trivial character and (−,1n) is the
sign character.
If W is of type Dn , n  2, then W∧ is parametrized by unordered pairs of partitions {α,β} with
|α| + |β| = n where each pair {α,α} corresponds to two (degenerate) elements of W∧ (see [3]). We
identify W∧ with the set {(α,β) ∈ P2(n)|β1  α1} where each pair (α,α) is counted twice.
2.3. Combinatorial description of the images of Springer correspondence maps
Denote Ω pG the set of unipotent classes in UG and Ω pg the set of nilpotent orbits in Ng . Recall that
we have injective maps (see [15,4,16])
γ
p
G : Ω pG →W∧, γ pg : Ω pg →W∧
which map a class/orbit c to the irreducible character of W corresponding to the pair (c,1) under
Springer correspondence. We denote ΛpG (resp. Λ
p
g) the image of the map γ
p
G (resp. γ
p
g ). We may
write Ω p to denote either Ω pG or Ω
p
g (when it is easy to determine which one from the context) and
similar conventions apply for Λp , γ p .
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there exists a G-equivariant isomorphism from UG to Ng , and we can further identify Ω pG (p = 2)
with Λ1G , γ
p
G (p = 2) with γ 1G , and ΛpG (p = 2) with Λ1G since the classiﬁcation of unipotent classes
in G is the same as that in GC (which depends only on the type of G).
Since the classiﬁcation of unipotent classes in G or nilpotent orbits in g depends only on the
type of G , we assume from now on that G is a symplectic group Sp(2n) or a special orthogonal
group SO(N). We will often identify G = Sp(2n) with Sp〈,〉(V ) (resp. G = SO(N) with SOQ (V )), where
V is a vector space of dimension 2n (resp. N) over k equipped with a ﬁxed non-degenerate sym-
plectic form 〈,〉 (resp. ﬁxed non-degenerate quadratic form Q ), Sp〈,〉(V ) = {g ∈ GL(V ) | 〈gv, gv ′〉 =
〈v, v ′〉, ∀v, v ′ ∈ V } (resp. SOQ (V ) is the identity component of O Q (V ) = {g ∈ GL(V ) | Q (gv) =
v, ∀v ∈ V }). Thus g = sp(2n) = sp〈,〉(V ) = {x ∈ gl(V ) | 〈xv, v ′〉 + 〈v, xv ′〉 = 0, ∀v, v ′ ∈ V } (resp.
g = so(N) = soQ (V ) = {x ∈ gl(V ) | 〈xv, v〉 = 0, ∀v ∈ V , and x|R = 0} where 〈,〉 is the bilinear form as-
sociated to Q (namely 〈v, v ′〉 = Q (v + v ′) − Q (v) − Q (v ′) for v, v ′ ∈ V ) and R = {v ∈ V | 〈v, V 〉 = 0}
is the radical of Q ; recall that R = 0 unless p = 2 and dim V is odd in which case dim R = 1 and
Q : R → k is injective).
We have (see [3,11,13,17])
Λ1SO(2n+1) =
{
(α,β) ∈ P2(n)
∣∣ αi+1  βi  αi + 2},
Λ1Sp(2n) =
{
(α,β) ∈ P2(n)
∣∣ αi+1 − 1 βi  αi + 1},
Λ1SO(2n) =
{
(α,β) ∈ P2(n)
∣∣ αi+1 − 2 βi  αi};
Λ2SO(2n+1) = Λ2Sp(2n) =
{
(α,β) ∈ P2(n)
∣∣ αi+1 − 2 βi  αi + 2},
Λ2SO(2n) =
{
(α,β) ∈ P2(n)
∣∣ αi+1 − 4 βi  αi};
Λ2so(2n+1) =
{
(α,β) ∈ P2(n)
∣∣ βi  αi + 2}, Λ2sp(2n) = P2(n),
Λ2so(2n) =
{
(α,β) ∈ P2(n)
∣∣ βi  αi},
where for G = SO(2n) each pair (α,α) is counted twice in the sets Λp . Note that (see also [9])
Λ1G ⊂ Λ2G ⊂ Λ2g.
2.4. Combinatorial parametrization of Ω1G and the Springer correspondence (p = 2)
Assume p = 2 and G = Sp(N) (resp. SO(N)). We can identify
Ω1G with the set
{
λ ∈ P(N) ∣∣mλ(i) is even if i is odd (resp. even) and i = 0},
where if G = SO(2n) each λ with all parts even is counted twice (it corresponds to two (degenerate)
classes conjugate under O (2n)). For c = λ ∈ Ω1G , the partition λ is given by the sizes of Jordan blocks
of u − 1 where u ∈ c.
Assume c= λ = (λ1  λ2  · · ·) ∈ Ω1G and γ 1G (c) = (α,β), α = (α1  α2  · · ·), β = (β1  β2  · · ·).
Recall that λ and (α,β) are related as follows [4]. If G = SO(2n+ 1), then
λ2i−1 = 2αi + 1+ δi, λ2i = 2βi − 1+ θi,
where
δi =
⎧⎨
⎩
1 if βi = αi + 2,
−1 if αi = βi−1 (i  2), θi =
⎧⎨
⎩
1 if βi = αi+1,
−1 if βi = αi + 2, (2)0 otherwise, 0 otherwise;
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λ2i−1 = 2αi + δi, λ2i = 2βi + θi,
where
δi =
⎧⎨
⎩
1 if βi = αi + 1,
−1 if αi = βi−1 + 1 (i  2),
0 otherwise,
θi =
⎧⎨
⎩
1 if βi = αi+1 − 1,
−1 if βi = αi + 1,
0 otherwise;
if G = SO(2n), then
λ2i−1 = 2αi − 1+ δi, λ2i = 2βi + 1+ θi,
where
δi =
⎧⎨
⎩
1 if βi = αi,
−1 if αi = βi−1 + 2 (i  2),
0 otherwise,
θi =
⎧⎨
⎩
1 if βi = αi+1 − 2,
−1 if βi = αi,
0 otherwise
(note that γ 1SO(2n)(λ) = (α,α) iff all λi are even; the two degenerate classes corresponding to such a
λ are mapped under γ 1SO(2n) to the two degenerate elements of W
∧ corresponding to (α,α) respec-
tively).
2.5. Combinatorial parametrization of Ω2G and the Springer correspondence (p = 2)
Assume p = 2 in this subsection. Let G = Sp(2n) = Sp〈,〉(V ) (resp. G = SO(2n) = SOQ (V )). The
Sp(2n) (resp. O (2n))-orbit of u ∈ UG is characterized by the partition λ ∈ P(2n) given by the sizes of
Jordan blocks of u − 1 and a map ε : N = {0,1,2, . . .} → {ω,0,1} satisfying the following conditions
(a)–(d) (see [12, I 2.6])
(a) ε(i) = ω, if i is odd, or if i  1 and mλ(i) = 0,
(b) ε(i) = 1, if i = 0 is even and mλ(i) is odd,
(c) ε(i) = ω, if i is even and mλ(i) > 0,
(d) ε(0) = 1 (resp. ε(0) = 0).
We have mλ(i) is even for all odd i; ε(i) = 1 (for even i) iff 〈(u − 1) i2 v, (u − 1) i2−1v〉 = 0 (resp.
Q ((u − 1) i2 v) = 0) for some v ∈ V ; λ∗1 is even if G = SO(2n).
We identify Ω2G with the set of all (λ, ε) as above where if G = SO(2n) each (λ, ε) with ε(λi) = 0
for all λi is counted twice (it corresponds to two (degenerate) classes conjugate under O (2n)).
Moreover we identify Ω2SO(2n+1) with Ω
2
Sp(2n) via the natural bijection given by the special isogeny
SO(2n + 1) → Sp(2n) (henceforth a class (λ, ε) ∈ Ω2SO(2n+1) is parametrized using λ ∈ P(2n) instead
of λ ∈ P(2n + 1)).
Assume c = (λ, ε) ∈ Ω2G , λ = (λ1  λ2  · · ·), and γ 2G (c) = (α,β), α = (α1  α2  · · ·), β = (β1 
β2  · · ·). Recall that (λ, ε) and (α,β) are related as follows [11]. If G = Sp(2n), then
λ2i−1 = 2αi + δi, λ2i = 2βi + θi, ε(λ2i−1) = ε(δi), ε(λ2i) = ε(θi), (3)
where
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2 if βi = αi + 2,
1 if βi = αi + 1,
−2 if αi = βi−1 + 2 (i  2),
−1 if αi = βi−1 + 1 (i  2),
0 otherwise,
θi =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2 if βi = αi+1 − 2,
1 if βi = αi+1 − 1,
−2 if βi = αi + 2,
−1 if βi = αi + 1,
0 otherwise,
ε(δi) =
⎧⎨
⎩
0 if δi = ±2,
ω if δi = ±1,
1 otherwise,
ε(θi) =
⎧⎨
⎩
0 if θi = ±2,
ω if θi = ±1,
1 otherwise;
(4)
if G = SO(2n), then
λ2i−1 = 2αi − 2+ δi λ2i = 2βi + 2+ θi, ε(λ2i−1) = ε(δi), ε(λ2i) = ε(θi),
where
δi =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2 if βi = αi,
1 if βi = αi − 1,
−2 if αi = βi−1 + 4 (i  2),
−1 if αi = βi−1 + 3 (i  2),
0 otherwise,
θi =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
2 if βi = αi+1 − 4,
1 if βi = αi+1 − 3,
−2 if βi = αi
−1 if βi = αi − 1,
0 otherwise,
ε(δi) =
⎧⎨
⎩
0 if δi = ±2,
ω if δi = ±1,
1 otherwise,
ε(θi) =
⎧⎨
⎩
0 if θi = ±2,
ω if θi = ±1,
1 otherwise
(note that γ 2SO(2n)((λ, ε)) = (α,α) iff ε(λi) = 0 for all λi ; the two degenerate classes corresponding
to such a (λ, ε) are mapped under γ 2SO(2n) to the two degenerate elements of W
∧ corresponding to
(α,α) respectively).
2.6. Combinatorial parametrization of Ω2g and the Springer correspondence (p = 2)
Assume p = 2 and G = Sp(N) = Sp〈,〉(V ) (resp. SO(N) = SOQ (V )). The Sp(N) (resp. O (N))-orbit
of x ∈ Ng is characterized by the partition λ = (λ1  λ2  · · ·) ∈ P(N) given by the sizes of Jordan
blocks of x and a map χ : {λi}i1 → N satisfying the following conditions (a)–(c) (see [2])
(a) 0 χ(λi) λi2 (resp. [ λi+12 ] χ(λi) λi),
(b) χ(λi) χ(λi+1), λi − χ(λi) λi+1 − χ(λi+1),
(c) χ(λi) = λi2 (resp. χ(λi) = λi), if mλ(λi) is odd.
We have mλ(i) is even for all odd i (resp. {i = 0|mλ(i) is odd} = { j, j − 1} ∩ N+ for some j ∈ N+ =
{1,2, . . .}); χ(a) = min{i ∈ N | xav = 0 ⇒ 〈x2i+1v, v〉 = 0, v ∈ V } (resp. χ(a) = min{i ∈ N | xav = 0 ⇒
Q (xi v) = 0, v ∈ V }).
We identify Ω2g with the set of all (λ,χ) as above where if G = SO(2n) each (λ,χ) with χ(λi) =
λi/2 for all λi is counted twice (it corresponds to two (degenerate) orbits conjugate under O (2n)).
Assume c = (λ,χ) ∈ Ω2g , λ = (λ1  λ2  · · ·), and γ 2g (c) = (α,β), α = (α1  α2  · · ·), β = (β1 
β2  · · ·). Recall that (λ,χ) and (α,β) are related as follows [13,17]. If G = Sp(2n), then
λ1 =
{
α1 + β1 if α1 < β1,
2α if α  β , χ(λ1) = α1,1 1 1
170 T. Xue / Journal of Algebra 349 (2012) 165–184λ2i =
⎧⎨
⎩
αi+1 + βi if βi < αi+1,
αi + βi if βi > αi,
2βi if αi+1  βi  αi,
χ(λ2i) =
{
αi if βi > αi,
βi if βi  αi,
λ2i+1 =
⎧⎨
⎩
αi+1 + βi if αi+1 > βi,
αi+1 + βi+1 if αi+1 < βi+1,
2αi+1 if βi+1  αi+1  βi,
χ(λ2i+1) =
{
αi+1 if αi+1  βi,
βi+1 if αi+1 > βi,
i  1;
if G = SO(2n+ 1), let k 0 be the largest integer such that βk > 0, then
λ2i−1 =
⎧⎨
⎩
αi + βi if i < k + 1,
αi + 1 if i = k + 1,
αi if i > k + 1,
χ(λ2i−1) =
{
αi + 1 if i  k + 1,
αi if i > k + 1,
λ2i =
{
αi + βi if i < k + 1,
αi if i  k + 1, χ(λ2i) =
{
αi + 1 if i < k + 1,
αi if i  k + 1, i  1;
if G = SO(2n), then
λ2i−1 = λ2i = αi + βi, χ(λ2i−1) = χ(λ2i) = αi, i  1
(note that γ 2so(2n)((λ,χ)) = (α,α) iff χ(λi) = λi/2 for all i; the two degenerate classes corresponding
to such a (λ,χ) are mapped under γ 2so(2n) to the two degenerate elements of W
∧ corresponding to
(α,α) respectively).
2.7. Pieces in symplectic groups
Assume G = Sp(2n). When p = 2, each unipotent piece consists of one unipotent class. Let ci =
(λci , εi) ∈ Ω2G (resp. ci = (λci ,χi) ∈ Ω2g), i = 1,2.
Lemma. (See [8].) The classes c1 and c2 lie in the same unipotent (resp. nilpotent) piece if and only if λc1 = λc2 .
2.8. Pieces in special orthogonal groups
We refer the readers to [7,8] for details in this subsection. Assume that G = SOQ (V ). Let u ∈ UG
(resp. x ∈ Ng). There is a canonical Q -ﬁltration V∗ = (Va)a∈Z (where Va+1 ⊂ Va ⊂ V ) of V asso-
ciated to u (resp. x) as follows (see [8, 2.7(a), A.4(a)]). Let T = u − 1 (resp. T = x). If p = 2, then
(a) Va =∑ jmax(0,a) T j(ker T 2 j−a+1).
If p = 2, the ﬁltration V∗ = (Va) is deﬁned by induction on dim V as follows. If T = 0 we set
Va = 0 for all a  1 and Va = V for all a  0. Hence V∗ is deﬁned when dim V  1. Assume now
that T = 0 and dim V  2. Let e be the smallest integer such that T e = 0, f the smallest integer such
that Q T f = 0 and
m =max(e − 1,2 f − 2).
Then m 1. We set
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V−m+1 =
⎧⎨
⎩
{v ∈ V | T e−1v = 0} if e = 2 f ,
{v ∈ V | T e−1v = 0, Q (T f−1v) = 0} if e = 2 f − 1,
{v ∈ V | Q (T f−1v) = 0} if e < 2 f − 1;
Vm = V⊥−m+1 ∩ Q −1(0).
Let V ′ = V−m+1/Vm . Then Q induces a non-degenerate quadratic form Q ′ on V ′ and u (resp. x)
induces a well-deﬁned element u′ ∈ USOQ ′ (V ′) (resp. x′ ∈ NsoQ ′ (V ′)). By induction hypothesis, a canoni-
cal Q ′-ﬁltration V ′∗ = (V ′a) of V ′ is deﬁned for u′ (resp. x′). For a ∈ [−m+1,m] we set Va to be the
inverse image of V ′a under the natural map V−m+1 → V ′ (note that V ′m = 0 and V ′−m+1 = V ′).
This completes the deﬁnition of V∗ .
Let c ∈ Ω pG (resp. Ω2g) and u ∈ c (resp. x ∈ c). Let V∗ = (Va)a∈Z be the canonical ﬁltration associ-
ated to u (resp. x) as above. We deﬁne
fa = dim Va/Va+1.
Then fa = 0 for ﬁnitely many a ∈ Z and f−a = fa . The sequence of numbers ( fa)a∈N (N = {0,1,2, . . .})
depends only on c and not on the choice of u ∈ c (resp. x ∈ c); we denote this sequence by Υc. We
say two sequences ( fa)a∈N = (ha)a∈N iff fa = ha for all a ∈ N. It follows from (a) that
(a′) if c= λ ∈ Ω1G and Υc = ( fa)a∈N , then fa =
∑
i∈Nmλ(a + 2i + 1) for a ∈ N.
Let c1, c2 ∈ Ω p . If G = SO(2n), we assume that c1, c2 are not conjugate under O (2n).
Lemma. (See [8].) The classes c1 and c2 lie in the same piece if and only if Υc1 = Υc2 .
2.9. Closure relations on unipotent classes and nilpotent orbits
Let c, c′ ∈ Ω pG (resp. Ω pg ). We say that c  c′ if c is contained in the closure of c′ in G (resp. g);
and that c < c′ if c  c′ and c = c′ . In the following if G = SO(2n), we assume that c and c′ are not
conjugate under O (2n) (otherwise they are incomparable with respect to the partial order ).
Assume c= λ, c′ = λ′ ∈ Ω1G . We have c c′ if and only if λ λ′ (see [12, II 8.2]).
Assume c = (λ, ε), c′ = (μ,φ) ∈ Ω2G . We order the set {ω,0,1} by ω < 0 < 1. Then c  c′ if and
only if (λ, ε) (μ,φ) (see [12, II 8.2]), namely, the following conditions (a)–(c) hold,
(a) λμ,
(b)
∑
j∈[1,i] λ∗j −max(ε(i),0)
∑
j∈[1,i] μ∗j −max(φ(i),0), for all i  1,
(c) if
∑
j∈[1,i] λ∗j =
∑
j∈[1,i] μ∗j and λ
∗
i+1 −μ∗i+1 is odd then φ(i) = 0, for all i  1.
3. Reformulation of closure relations onΩ p
3.1. Let c, c′ ∈ Ω p (if G = SO(2n), we assume that c, c′ are not conjugate under O (2n)).
Proposition.We have c c′ if and only if γ p(c) γ p(c′).
If c, c′ ∈ Ω2g , the proposition is a result of Spaltenstein [13]. The proofs for c, c′ ∈ Ω pG when p = 2
and p = 2 are given in Subsections 3.2 and 3.3 respectively.
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(a) λ λ′ iff (α,β) (α′, β ′).
We prove (a) for G = SO(2n + 1). The proofs for Sp(2n) and SO(2n) are entirely similar and omitted.
For (α,β) ∈ Λ1SO(2n+1) , let Ai, Bi be as in (1) and let i =
∑
j∈[1,i](δ j + θ j), Θi = i−1 + δi , where
δ j, θ j are as in (2). One can easily verify that
i =
{
1 if βi = αi+1,
0 otherwise,
Θi =
{
1 if βi = αi + 2,
0 otherwise.
(∗)
We have
∑2i
j=1 λ j = 2Ai + i and
∑2i−1
j=1 λ j = 2Bi + Θi + 1. Assume λ λ′ . It follows from 2.1(a) and
(∗) that Ai  A′i and Bi  B ′i . Hence (α,β)  (α′, β ′) (see 2.1). Conversely assume (α,β)  (α′, β ′).
Then Ai  A′i and Bi  B ′i for all i. We show that Ai = A′i implies i ′i . Assume otherwise, Ai =
A′i,i = 1,′i = 0. Then βi = αi+1 and β ′i > α′i+1. Since Bi = Ai − βi  B ′i = A′i − β ′i and Bi+1 =
Ai + αi+1  B ′i+1 = A′i + α′i+1, we have βi  β ′i and αi+1  α′i+1 which is a contradiction. Similarly
Bi = B ′i implies Θi Θ ′i . Hence λ λ′ .
Remark. When G is Sp(2n) or SO(2n + 1), (a) is also obtained in [1, Proposition 2.4 and Proposi-
tion 2.11]. I am grateful to the referee for pointing this out.
3.3. Assume c= (λ, ε), c′ = (μ,φ) ∈ Ω2G , γ 2G (c) = (α,β) and γ 2G (c′) = (α′, β ′). We show that
(a) (λ, ε) (μ,φ) iff (α,β) (α′, β ′).
We prove (a) for G = Sp(2n) (and thus for G = SO(2n + 1)). The proof for SO(2n) is entirely similar
and omitted. Since
∑
j>i λ
∗
j =
∑
j∈[1,λ∗i+1](λ j − i) and, for i large enough,
∑
j∈[1,i] λ∗j =
∑
j∈[1,i] μ∗j , we
have
(b)
∑
j∈[1,i] λ∗j =
∑
j∈[1,i] μ∗j iff
∑
j∈[1,λ∗i+1](λ j − i) =
∑
j∈[1,μ∗i+1](μ j − i).
We show that
(c) if λμ and
∑
j∈[1,k] λ∗j =
∑
j∈[1,k] μ∗j , then
∑
j∈[1,λ∗k+1] λ j =
∑
j∈[1,λ∗k+1] μ j ,
(d) if λμ and
∑
j∈[1,m] λ j =
∑
j∈[1,m] μ j , then
∑
j∈[1,μm] λ
∗
j =
∑
j∈[1,μm] μ
∗
j .
By 2.1(a′), the assumptions in (c) imply that λ∗k  μ∗k , λ∗k+1  μ∗k+1. It follows that μ j = k for
j ∈ [μ∗k+1 + 1, λ∗k+1] and thus
∑
j∈[1,μ∗k+1](μ j − k) =
∑
j∈[1,λ∗k+1](μ j − k). Now (c) follows from (b).
By 2.1(a), the assumptions in (d) imply that λm+1  μm+1 and λm  μm . Let k = μm . Then∑
j∈[1,λ∗k ](λ j −k) =
∑
j∈[1,m](λ j −k),
∑
j∈[1,μ∗k ](μ j −k) =
∑
j∈[1,m](μ j −k) (since λi = k, i ∈ [m+1, λ∗k ];
μi = k, i ∈ [m+ 1,μ∗k ]). Now (d) follows from (b).
For (α,β) ∈ Λ2Sp(2n) , let Ai, Bi be as in (1) and let i =
∑
j∈[1,i](δ j + θ j), Θi = i−1 + δi , where δ j
and θ j are as in (4). One can easily verify that we have
i =
⎧⎨
⎩
2 if βi = αi+1 − 2,
1 if βi = αi+1 − 1,
0 otherwise,
Θi =
⎧⎨
⎩
2 if βi = αi + 2,
1 if βi = αi + 1,
0 otherwise.
(∗)
Using (3) one can easily check that λ2i−1 = λ2i iff βi  αi , or (if i  2) βi = βi−1, αi = αi+1 and
βi  αi+1 − 1; and λ2i = λ2i+1 iff βi  αi+1, or βi = βi+1, αi = αi+1 and βi  αi + 1. It then follows
that
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(f) if αi = βi−1 + 2 (i  2), then λ∗λ2i−1+1 is odd.
We have
∑
j∈[1,2i] λ j = 2Ai + i and
∑
j∈[1,2i−1] λ j = 2Bi + Θi .
Assume (λ, ε)  (μ,φ). It follows from λ  μ and (∗) that Ai  A′i except if i = 0,′i = 2 and∑
j∈[1,2i] λ j =
∑
j∈[1,2i] μ j . In the latter case, we have βi  αi+1, β ′i = α′i+1 − 2, λ2i+1  μ2i+1 and
λ2i  μ2i . Then μ2i = μ2i+1 and φ(μ2i) = 0 (we use (3)). Let k = μ2i . By (d), we have ∑ j∈[1,k] λ∗j =∑
j∈[1,k] μ∗j . By (f), μ
∗
k+1 is odd. If λ2i > k, then λ
∗
k+1 = 2i is even, which contradicts 2.9(c). Hence
λ2i = k and thus ε(k) = 0 (we use 2.9(b) and k even). It follows that βi = αi + 2 (since βi  αi+1) and
thus λ∗k+1 is even by (e), which again contradicts 2.9(c). Hence Ai  A′i . Similarly we have Bi  B ′i .
Hence (α,β) (α′, β ′).
Assume (α,β)  (α′, β ′). We show that if Ai = A′i then i  ′i . Assume otherwise, Ai = A′i ,
i = 1 (resp. 2), ′i = 0 (resp. 1 or 0). Then as in the proof of 3.2 (a), we have βi  β ′i and αi+1  α′i+1,
which contradicts to i ′i (we use (∗)). Similarly one can show if Bi = B ′i then Θi Θ ′i . It follows
that λμ.
We verify 2.9(b). Assume ε(k) = 1, φ(k)  0, and ∑ j∈[1,k] λ∗j =∑ j∈[1,k] μ∗j . Let m = λ∗k+1. Then
λm+1 = μm+1 = k (since μ∗k+1  λ∗k+1 < λ∗k  μ∗k ). By (c), we have
∑
j∈[1,m] λ j =
∑
j∈[1,m] μ j . Sup-
pose m = 2i. Note ε(λm+1) = 1 implies that δi+1 = 0, i = 0 and thus λm+1 = 2αi+1. Since Ai  A′i
and 2Ai + i = 2A′i + ′i , we have Ai = A′i and ′i = 0. Together with φ(μm+1)  0, this implies
that μm+1 > 2α′i+1. Hence αi+1 > α
′
i+1, which contradicts Bi+1  B ′i+1. Suppose m = 2i − 1. Note
ε(λm+1) = 1 implies that θi = 0, Θi = 0 and thus λm+1 = 2βi . Since Bi  B ′i and 2Bi + Θi = 2B ′i + Θ ′i ,
we have Bi = B ′i and Θ ′i = 0. Together with φ(μm+1) 0 this implies that μm+1 > 2β ′i . Hence βi > β ′i ,
which contradicts Ai  A′i .
It remains to verify 2.9(c). Assume
∑
j∈[1,k] λ∗j =
∑
j∈[1,k] μ∗j , λ
∗
k+1 − μ∗k+1 is odd, and φ(k) = 0.
Let λ∗k+1 = m. Then μm = k (since μ∗k+1 < λ∗k+1  λ∗k  μ∗k ). By (c),
∑
j∈[1,m] λ j =
∑
j∈[1,m] μ j . Sup-
pose m = 2i. Note that ε(μm) = 0 implies that θ ′i = 2,′i = 2 (β ′i = α′i+1 − 2) or θ ′i = −2, ′i = 0
(β ′i = α′i + 2). If β ′i = α′i+1 − 2, then ′i = 2 and 2Ai + i = 2A′i + ′i imply that Ai = A′i , i = 2 and
thus βi = αi+1 −2, θi = 2. Since λm = 2βi + θi > μm = 2β ′i + θ ′i , we have βi > β ′i and thus αi+1 > α′i+1,
which contradicts Bi+1  B ′i+1. If β ′i = α′i + 2, then μ∗k+1 is even (see (e)), which contradicts the
fact that λ∗k+1 − μ∗k+1 is odd. Suppose m = 2i − 1. Note that φ(μm) = 0 implies that δ′i = 2, Θ ′i = 2
(β ′i = α′i + 2) or δ′i = −2, Θ ′i = 0 (α′i = β ′i−1 + 2). If β ′i = α′i + 2, then Θ ′i = 2 and 2Bi + Θi = 2B ′i + Θ ′i
imply Θi = 2, Bi = B ′i and thus βi = αi + 2, δi = 2. Since λm = 2αi + δi > μm = 2α′i + δ′i , we have
αi > α
′
i and thus βi > β
′
i , which contradicts Ai  A′i . If α′i = β ′i−1 + 2, then μ∗k+1 is odd, which contra-
dicts the fact that λ∗k+1 −μ∗k+1 is odd. This completes the proof of (a).
4. Combinatorial deﬁnition of unipotent and nilpotent pieces
4.1. Let c˜ ∈ Ω1G and let c ∈ Ω pG (resp. c ∈ Ω2g) be such that γ pG (c) = γ 1G (c˜) (resp. γ 2g (c) = γ 1G (c˜)).
Deﬁne Σ p,Gc˜ (resp. Σ
2,g
c˜ ) to be the set of all classes c
′ ∈ Ω pG (resp. c′ ∈ Ω2g) such that c′  c and
c′  c′′ for any c′′ < c with γ pG (c′′) ∈ Λ1G (resp. γ 2g (c′′) ∈ Λ1G ). We show that (see 4.2(a))
(a) {Σ p,Gc˜ }c˜∈Ω1G (resp. {Σ
2,g
c˜ }c˜∈Ω1G ) form a partition of UG (resp. Ng)
and that (see remarks after Proposition 5.1)
(b) each set Σ p,Gc˜ (resp. Σ
2,g
c˜ ), c˜ ∈ Ω1G , is a unipotent (resp. nilpotent) piece deﬁned in [8].
In view of the properties of unipotent (resp. nilpotent) pieces proved by Lusztig (resp. and the au-
thor) [8], (b) implies that each set Σ p,Gc˜ (resp. Σ
2,g
c˜ ) is smooth and that the number of Fps -rational
points in such a set (called an MS-piece by Lusztig in unipotent case) is a polynomial in ps with inte-
ger coeﬃcients independent of p, s (in unipotent case this is the statement 6.8 (a) of [5] for classical
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and (a) for UG is shown in [12]. For completeness, we include here a different proof of (a) which
applies for both UG and Ng .
We deﬁne maps
ΦG : Λ2g → Λ1G , (α,β) → (α˜, β˜)
as follows. We can restrict ΦG to the sets Λ1G and Λ
2
G using the inclusion Λ
1
G ⊂ Λ2G ⊂ Λ2g .
If G = SO(2n + 1), deﬁne α˜1 = α1,
α˜i =
{ [αi+βi−12 ] if αi > βi−1,
αi if αi  βi−1,
i  2, β˜i =
{ [αi+1+βi+12 ] if βi < αi+1,
βi if βi  αi+1,
i  1.
If G = Sp(2n), deﬁne α˜1 =
{
[α1+β12 ] if β1 > α1 + 1,
α1 if β1  α1 + 1 and
α˜i =
⎧⎪⎨
⎪⎩
[αi+βi2 ] if αi < βi − 1,
[αi+βi−1+12 ] if αi > βi−1 + 1,
αi if βi − 1 αi  βi−1 − 1,
i  2,
β˜i =
⎧⎪⎨
⎪⎩
[αi+βi+12 ] if βi > αi + 1,
[αi+1+βi2 ] if βi < αi+1 − 1,
βi if αi+1 − 1 βi  αi + 1,
i  1.
If G = SO(2n), deﬁne α˜1 = α1 and
α˜i =
{ [αi+βi−1+22 ] if αi > βi−1 + 2,
αi if αi  βi−1 + 2,
i  2, β˜i =
{ [αi+1+βi−12 ] if βi < αi+1 − 2,
βi if βi  αi+1 − 2,
i  1
(note that ΦG((α,β)) = (α˜, α˜) iff (α,β) = (α˜, α˜)); we deﬁne ΦG to be the identity map on the set of
degenerate elements of W∧ .
It is easy to verify that in each case we get a well-deﬁned element (α˜, β˜) ∈ Λ1G .
4.2. In this subsection we show that for each c˜ ∈ Ω1G ,
(a) γ pG (Σ
p,G
c˜ ) = (ΦG |ΛpG )
−1(γ 1G (c˜)) (resp. γ 2g (Σ
2,g
c˜ ) = Φ−1G (γ 1G (c˜))).
Then 4.1 (a) follows from (a). In view of Proposition 3.1, (a) follows from the deﬁnition of Σ p,Gc˜ (resp.
Σ
2,g
c˜ ) and the following (b) and (c)
(b) ΦG |Λ1G = Id and (α,β)ΦG((α,β)),
(c) For any (α˜′, β˜ ′) ∈ Λ1G such that (α,β) (α˜′, β˜ ′), we have ΦG((α,β)) (α˜′, β˜ ′).
Remark. When G = Sp(2n) (resp. SO(2n + 1)), (b) and (c) are also obtained in Corollary 2.6 (resp.
Corollary 2.17) of [1]. In fact, the image ΦG((α,β)) of (α,β) ∈ Λ2g under our map ΦG is the same as
(α,β)C (resp. (α,β)B ) in the notation of [1]. I am grateful to the referee for pointing this out.
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Bi , A˜i, B˜ i , A˜′i, B˜
′
i be deﬁned for (α,β), (α˜, β˜), (α˜
′, β˜ ′) respectively as in (1). We prove the second
assertion in (b) and (c) in various cases.
(i) Assume G = SO(2n + 1). Note that we have β˜i + α˜i+1 = βi + αi+1, B1 = B˜1 and thus Bi = B˜ i .
Moreover, Ai  A˜i , and Ai < A˜i if and only if βi < αi+1. Hence (α,β) (α˜, β˜).
Assume there exists (α˜′, β˜ ′) ∈ Λ1G such that (α,β)  (α˜′, β˜ ′) and (α˜, β˜)  (α˜′, β˜ ′). Since B˜ j =
B j  B˜ ′j for all j, there exists an i such that A˜′i < A˜i . It follows that βi < αi+1 (since Ai < A˜i) and thus
β˜i  α˜i+1+1 by the deﬁnition of ΦG . On the other hand, β˜i > β˜ ′i  α˜′i+1 > α˜i+1 (we use B˜ j = B j  B˜ ′j ,
j = i, i + 1, and the fact that (α˜′, β˜ ′) ∈ Λ1G ), which is a contradiction.
(ii) Assume G = Sp(2n). We show by induction on i that
(d) if βi > αi + 1, then B˜i > Bi , A˜i = Ai ; if αi+1 − 1 βi  αi + 1, then A˜i = Ai , B˜ i = Bi ; if βi < αi+1 − 1,
then B˜i = Bi , A˜i > Ai .
It then follows that (α,β) (α˜, β˜).
It is easy to verify that (d) holds when i = 1. We have the following subcases:
(ii-1) βi+1 > αi+1 + 1. Then α˜i+1 > αi+1 and α˜i+1 + β˜i+1 = αi+1 + βi+1. Since βi > αi+1 + 1, by
induction hypothesis, A˜i = Ai . It follows that B˜ i+1 > B˜ i+1 and A˜i+1 = Ai+1.
(ii-2) αi+2 − 1  βi+1  αi+1 + 1. If βi  αi+1 − 1, then A˜i = Ai (by induction hypothesis) and
α˜i+1 = αi+1; if βi < αi+1 − 1, then B˜ i = Bi (by induction hypothesis) and β˜i + α˜i+1 = βi + αi+1. It
follows that B˜ i+1 = Bi+1. Since β˜i+1 = βi+1, we have A˜i+1 = Ai+1.
(ii-3) βi+1 < αi+2 −1. If βi  αi+1 −1, then A˜i = Ai and α˜i+1 = αi+1; if βi < αi+1 −1, then B˜ i = Bi
and β˜i + α˜i+1 = βi + αi+1. It follows that B˜ i+1 = Bi+1. Since β˜i+1 > βi+1, we have A˜i+1 > Ai+1.
(d) is proved.
Assume there exists (α˜′, β˜ ′) ∈ Λ1G such that (α,β)  (α˜′, β˜ ′) and (α˜, β˜)  (α˜′, β˜ ′). Suppose that
there exists an i such that A˜′i < A˜i . Then it follows from (d) that βi < αi+1 − 1 (since Ai < A˜i) and
thus β˜i  α˜i+1; B˜ i = Bi , B˜ i+1 = Bi+1 and thus β˜i  β˜ ′i + 1 α˜′i+1  α˜i+1 + 1, which is a contradiction.
Then there exists an i such that B˜ ′i < B˜ i . It follows from (d) that βi > αi + 1 and thus β˜i  α˜i ;
A˜i = Ai  A˜′i , A˜i−1 = Ai−1  A˜′i−1, and thus β˜i  β˜ ′i − 1 α˜′i  α˜i − 1, which is again a contradiction.
(iii) Assume G = SO(2n). We have β˜i + α˜i+1 = βi + αi+1, B1 = B˜1 and thus Bi = B˜ i . Moreover,
Ai  A˜i , and Ai < A˜i if and only if βi < αi+1 − 2. Hence (α,β) (α˜, β˜).
Assume there exists (α˜′, β˜ ′) ∈ Λ1G such that (α,β)  (α˜′, β˜ ′) and (α˜, β˜)  (α˜′, β˜ ′). Then B˜ j =
B j  B˜ ′j for all j and there exists an i such that Ai  A˜′i < A˜i . It follows that β˜i < α˜i+1, and
β˜i > β˜
′
i  α˜′i+1 − 2> α˜i+1 − 2, which is a contradiction. This completes the proof of (b) and (c).
5. Explicit description of pieces
5.1. We deﬁne maps
Ψ
p
G : Ω pG → Ω1G and Ψ 2g : Ω2g → Ω1G
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identiﬁcation map between Ω pG and Ω
1
G .
Assume that G = Sp(2n). Deﬁne Ψ 2G ((λ, ε)) = λ and Ψ 2g ((λ,χ)) = λ.
Assume that G = SO(N) and c= (λ, ε) ∈ Ω2G (note that if N is odd we use the identiﬁcation Ω2G =
Ω2Sp(N−1) and thus λ ∈ P(N − 1)). Deﬁne Ψ 2G (c) = λ˜ as follows. If ε(λ2i−1) = 1 and (when i  2)
λ2i−1 < λ2i−2, then λ˜2i−1 = λ2i−1 + 1; if ε(λ2i) = 1 and λ2i > λ2i+1, then λ˜2i = λ2i − 1; otherwise
λ˜i = λi . Note that Ψ 2SO(2n)((λ, ε)) = λ˜ with λ˜i all even iff λ = λ˜ and ε(λi) = 0 for all λi ; for the two
degenerate classes c1, c2 corresponding to such a (λ, ε), we deﬁne Ψ 2G (ci) = c˜i by γ 2G (ci) = γ 1G (c˜i),
i = 1,2.
Assume that G = SO(N) and c = (λ,χ) ∈ Ω2g . Let k  0 be the unique integer such that λ2k+2 =
λ2k+1−1 (when N is odd), and k = ∞ (when N is even). Deﬁne Ψ 2g (c) = λ˜ as follows. If χ(λ1) > λ1+12 ,
then λ˜1 = 2χ(λ1) − 1; if i  k, χ(λ2i) > λ2i+12 and χ(λ2i) > χ(λ2i+1), then
λ˜2i =
{
λ2i − χ(λ2i) +χ(λ2i+1) if χ(λ2i) − λ2i + χ(λ2i+1) 2,
2(λ2i − χ(λ2i)) + 1 if χ(λ2i) − λ2i + χ(λ2i+1) 1;
if i  k, χ(λ2i+1) > λ2i+1+12 and λ2i+1 − χ(λ2i+1) < λ2i − χ(λ2i), then
λ˜2i+1 =
{
λ2i − χ(λ2i) + χ(λ2i+1) if χ(λ2i) − λ2i + χ(λ2i+1) 2,
2χ(λ2i+1) − 1 if χ(λ2i) − λ2i + χ(λ2i+1) 1;
if i  k+1, λ˜2i = λ2i+1; otherwise λ˜i = λi . Note that Ψ 2so(2n)((λ,χ)) = λ˜ with λ˜i all even iff λ = λ˜ and
χ(λi) = λi/2 for all i; for the two degenerate orbits c1, c2 corresponding to such a (λ,χ), we deﬁne
Ψ 2g (ci) = c˜i by γ 2g (ci) = γ 1G (c˜i), i = 1,2.
We show that
(a) γ 1G ◦ Ψ pG = ΦG ◦ γ pG (resp. γ 1G ◦ Ψ 2g = ΦG ◦ γ 2g ).
If p = 2, (a) is clear. Assume that p = 2. We verify (a) for G = SO(2n+ 1). The other cases are entirely
similar. Let c ∈ Ω2G (resp. Ω2g). Assume that γ 2G (c) = (α,β) (resp. γ 2g (c) = (α,β)), ΦG((α,β)) = (α˜, β˜)
and (γ 1G )
−1((α˜, β˜)) = λ˜. Using the deﬁnition of ΦG , one easily shows that β˜i = α˜i + 2 iff βi = αi + 2;
β˜i = α˜i+1 iff βi  αi+1 and βi + αi+1 is even. Using this and the description of the map γ 1SO(2n+1)
in 2.4, one easily veriﬁes that we have
λ˜2i−1 =
⎧⎨
⎩
αi + βi if αi = βi − 2,
αi + βi−1 if αi  βi−1,
2αi + 1 if βi − 1 αi  βi−1 − 1,
λ˜2i =
⎧⎨
⎩
αi + βi if βi = αi + 2,
αi+1 + βi if βi  αi+1,
2βi − 1 if αi+1 + 1 βi  αi + 1.
Assume ﬁrst that c= (λ, ε) ∈ Ω2G = Ω2Sp(2n) . By the description of the map γ 2Sp(2n) in 2.5, we have
λ2i−1 =
⎧⎨
⎩
αi + βi if αi  βi − 1,
αi + βi−1 if αi  βi−1 + 1,
2αi if βi  αi  βi−1,
λ2i =
⎧⎨
⎩
αi + βi if βi  αi + 1,
αi+1 + βi if βi  αi+1 − 1,
2βi if αi+1  βi  αi .
Thus λ˜2i−1 = λ2i−1 + 1 iff βi  αi  βi−1 − 1 iff ε(λ2i−1) = 1 and λ2i−1 < λ2i−2; λ˜2i = λ2i − 1 iff
αi+1 + 1  βi  αi iff ε(λ2i) = 1 and λ2i > λ2i+1; otherwise λ˜i = λi . It follows from the deﬁnition
of Ψ 2G that λ˜ = Ψ 2G (c) and thus (a) follows.
Assume now that (λ,χ) ∈ Ω2g . It is enough to show that λ˜ = Ψ 2g (c). By the description of the map
γ 2so(2n+1) in 2.6, we have that λ2k+2 = λ2k+1 − 1 iff βk > 0 and βk+1 = 0, thus λ˜2i−1 = αi = λ2i−1 for
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of Ψ 2g (c). Assume now that i  k. Then λ˜2i−1 = λ2i−1 iff αi  βi − 1 (namely χ(λ2i−1)  λ2i−1+12 )
or βi−1 = βi  αi (namely λ2i−2 − χ(λ2i−2) = λ2i−1 − χ(λ2i−1) and χ(λ2i−1) > λ2i−1+12 ), λ˜2i = λ2i iff
αi  βi −1 (namely χ(λ2i) λ2i+12 ) or αi+1 = αi  βi (namely χ(λ2i) = χ(λ2i+1) and χ(λ2i) > λ2i+12 ).
Moreover, if λ2i−2 − χ(λ2i−2) > λ2i−1 − χ(λ2i−1) and χ(λ2i−1) > λ2i−1+12 , or χ(λ2i) > χ(λ2i+1) and
χ(λ2i) >
λ2i+1
2 , then it is easy to check that λ˜2i−1 and λ˜2i are as in the deﬁnition of Ψ
2
g (c). This
completes the veriﬁcation of (a) for SO(2n+ 1).
Proposition 5.1. Two classes c1, c2 ∈ Ω pG (resp.Ω2g) lie in the same unipotent (resp. nilpotent) piece as deﬁned
in [8] if and only if Ψ pG (c1) = Ψ pG (c2) (resp. Ψ 2g (c1) = Ψ 2g (c2)).
The proposition is clear when p = 2. If G = Sp(2n), the proposition follows from [8] (see
Lemma 2.7) and the deﬁnition of Ψ pG (resp. Ψ
2
g ). The proof of the proposition in the case where
p = 2 and G = SO(N) is given in Subsections 5.2–5.7. Note that the proposition computes the pieces
in classical groups explicitly. Another computation of the unipotent pieces is given in [10]. Now in
view of (a) and 4.2(a), 4.1(b) follows from Proposition 5.1.
5.2. Assume that p = 2 and G = SOQ (V ) in the remainder of this section.
Let c= (λ, ε) ∈ Ω2G (resp. c= (λ,χ) ∈ Ω2g). Assume
Ψ 2G (c) = c˜= λ˜
(
resp. Ψ 2g (c) = c˜= λ˜
)
where λ˜ = (λ˜1  λ˜2  · · ·). Suppose that Υc = ( fa)a∈N and Υc˜ = ( f˜a)a∈N (see 2.8). We show that
(a) fa = f˜a for all a ∈ N.
Then Proposition 5.1 follows from (a) and Lemma 2.8 (note that for c˜i = λ˜i ∈ Ω1G with Υc˜1 = Υc˜2 , by
2.8(a′) we have λ˜1 = λ˜2; note also that c is a degenerate class (if G = SO(2n)) iff c˜ is a degenerate
class iff f˜0 = 0 and then by [8] each degenerate class itself forms one piece).
We prove (a) by induction on dim V . Let u ∈ c (resp. x ∈ c) and let T = u − 1 (resp. x). If T = 0,
(a) is obvious. Assume from now on that T = 0. Let V∗ = (Va), V ′ , u′ (resp. x′) be associated to u
(resp. x) and m, e, f deﬁned for T as in 2.8. Let c′ be the class of u′ (resp. x′) in G ′ = SOQ ′(V ′) (resp.
g′ = soQ ′(V ′)) and let
c˜′ = Ψ 2G ′
(
c′
)= λ˜′ (resp. c˜′ = Ψ 2g′(c′)= λ˜′).
Suppose that Υc′ = ( f ′a) and Υc˜′ = ( f˜ ′a). Since dim V ′ < dim V , by induction hypothesis f ′a = f˜ ′a for all
a ∈ N. By the deﬁnition of V∗ we have that for all a ∈ [0,m − 1], fa = f ′a and thus fa = f˜ ′a . We show
that
(b) λ˜1 =m+ 1,mλ˜(λ˜1) = fm,mλ˜′(λ˜1) = 0, mλ˜′(λ˜1 − 2) =mλ˜(λ˜1 − 2) +mλ˜(λ˜1),
mλ˜′(i) =mλ˜(i) for all i = λ˜1, λ˜1 − 2.
It then follows from (b) and 2.8(a′) that f˜a = 0 for all a m + 1, f˜m = fm , and that f˜a = f˜ ′a for all
a ∈ [0,m− 1]. Hence (a) follows (note that fa = 0 for all am+ 1).
The proof of (b) for c ∈ Ω2G is given in Subsections 5.3–5.4 and that for c ∈ Ω2g is given in Subsec-
tions 5.5–5.7. For a subspace W ⊂ V and a subset E ⊂ W , we denote
W⊥ = {v ∈ V ∣∣ 〈v,W 〉 = 0}, E⊥W = {v ∈ W ∣∣ 〈v, E〉 = 0}.
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2 f − 1 if ε(e) = ω, and e = 2 f if ε(e) = 0. Note that e  2 since T = 0. We keep the notations in 5.2.
We can compute c′ = (λ′, ε′) in various cases as follows.
(i) e = 2 f − 2. We have
if mλ(e) is even, then mλ′ (e) =mλ(e)− 2, mλ′ (e− 1) =mλ(e− 1)+ 2, mλ′ (i) =mλ(i) for i /∈ {e, e− 1},
ε′(e) 0, ε′(λi) = ε(λi) for λi = e;
if mλ(e) is odd, then mλ′ (e) = mλ(e) − 1, mλ′ (e − 2) = mλ(e − 2) + 1 (if e > 2), mλ′ (i) = mλ(i) for
i /∈ {e, e − 2}, ε′(e) 0, ε′(e − 2) = 1 (if e > 2), ε′(λi) = ε(λi) for λi /∈ {e, e − 2}.
(ii) e = 2 f − 1 and ε(e − 1) = 1. We have
if mλ(e− 1) is even, then mλ′ (e) = 0, mλ′ (e− 1) =mλ(e− 1)− 2, mλ′ (e− 2) =mλ(e− 2)+mλ(e)+ 2
(if e > 2), mλ′(i) =mλ(i) for i /∈ {e, e − 1, e − 2}, ε′(e − 1) 0, ε′(λi) = ε(λi) for λi = e − 1;
if mλ(e − 1) is odd, then mλ′ (e) = 0, mλ′ (e − 1) = mλ(e − 1) − 1, mλ′ (e − 2) = mλ(e − 2) + mλ(e)
(if e > 2), mλ′(e−3) =mλ(e−3)+1 (if e > 3), mλ′ (i) =mλ(i) for i /∈ {e, e−1, e−2, e−3}, ε′(e−1)
0, ε′(e − 3) = 1 (if e > 3), ε′(λi) = ε(λi) for λi /∈ {e − 1, e − 3}.
(iii) e = 2 f − 1 and ε(e − 1) 0, or e = 2 f . We have,
mλ′ (e) = 0, mλ′ (e − 2) =mλ(e − 2) +mλ(e) (if e > 2), mλ′ (i) =mλ(i) for i /∈ {e, e − 2}; ε′(e − 2) = 1
iff ε(e − 2) = 1, ε′(λi) = ε(λi) for λi = e − 2.
In fact the result in case (i) follows from [7, 2.4 (ii), (iii)] and that in case (iii) follows from [7, 2.4 (i)]
(in these cases our V ′ is the same as V ′ in [7]). Assume now that we are in case (ii). Let T ′ = u′ − 1
be the map on V ′ induced by T . We have a decomposition of V into mutually orthogonal T -stable
subspaces V = W0 ⊕ W1 such that
λT0 = emλ(e), T e−1W1 = 0, εT1(e − 1) = 1,
where Ti = T |Wi = (λTi , εTi ), i = 0,1. Note that Q (T f−1w) = 0 for all w ∈ ker T e−1 ∩ W0 and
Q (T e−1W0) = 0 (as e − 1  f ). Let KW1 = {v ∈ W1 | Q (T f−1v) = 0} and LW1 = K
⊥W1
W1
∩ Q −1(0).
Then
V−m+1 =
(
ker T e−1 ∩ W0
)⊕ KW1 , Vm = T e−1W0 ⊕ LW1 .
Thus we have a natural decomposition of V ′ into mutually orthogonal T ′-stable subspaces
V ′ = W ′0 ⊕ W ′1 where W ′0 =
(
ker T e−1 ∩ W0
)
/T e−1W0 and W ′1 = KW1/LW1 .
It is easy to see that λT ′|W ′0
= (e − 2)mλ(e) . Let eT1 , f T1 be deﬁned for T1 as e, f for T . We have
eT1 = e− 1 and f T1 = f . Thus we can apply the result in case (i) for T1 on W1 to get T ′|W ′1 and then
the result in case (ii) follows.
5.4. We keep the notations in 5.3. Using the deﬁnition of Ψ 2G and the description of c
′ in 5.3, we
can compute λ˜ and λ˜′ in each case (i)–(iii) as follows. Let di =mλ(e − i).
Assume ﬁrst that we are in case (i) with d0 odd (resp. in case (ii) with d1 odd). Let d = d0 + d1
(resp. d = d0 + d1 + d2). Then d is odd. Note that λ′i = λi for all i  d + 1. For 2i − 1 d + 2, λ′2i−1 <
λ′2i−2( λ′d) and ε′(λ′2i−1) = 1 iff λ2i−1 < λ2i−2 and ε(λ2i−1) = 1, thus λ˜2i−1 = λ˜′2i−1; for 2i  d + 1,
λ′2i > λ
′
2i+1 and ε
′(λ′2i) = 1 iff λ2i > λ2i+1 and ε(λ2i) = 1 (note that if λ′2i = λ′d , then mλ(λ′d) is odd
and thus ε(λ′d) = 1), thus λ˜2i = λ˜′2i . We have shown that λ˜i = λ˜′i for all i  d+ 1. Let λ˜1 = (λ˜1, . . . , λ˜d)
and λ˜1
′ = (λ˜′1, . . . , λ˜′d). We have
in case (i) (with d0 odd) λ˜1 = (e + 1)ed0−1(e − 1)d1 , λ˜1′ = ed0−1(e − 1)d1+1;
in case (ii) (with d1 odd) λ˜1 = ed0+1(e − 1)d1−1(e − 2)d2 , λ˜1′ = (e − 1)d1−1(e − 2)d0+d2+1.
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all i  d + 1, λ′i = λi , ε′(λ′i) = 1 iff ε(λi) = 1. Hence λ˜i = λ˜′i for all i  d + 2. Let λ˜1 = (λ˜1, . . . , λ˜d+1),
λ˜1
′ = (λ˜′1, . . . , λ˜′d+1). If we are not in case (iii) with ε(e − 2) = 1, then λ˜d+1 = λ˜′d+1 since ε′(λ′d+1) = 1
implies that λ′d+1 < λ
′
d and thus ε(λd+1) = 1 and λd+1 < λd . We have
in case (i) (with d0 even) λ˜1 = (e + 1)ed0−2(e − 1)d1+1λ˜d+1, λ˜1′ = ed0−2(e − 1)d1+2λ˜d+1;
in case (ii) (with d1 even) λ˜1 = ed0+1(e − 1)d1−2(e − 2)λ˜d+1, λ˜1′ = (e − 1)d1−2(e − 2)d0+2λ˜d+1;
in case (iii)
{
λ˜1 = ed0(e − 1)d1+1, λ˜1′ = (e − 1)d1+1(e − 2)d0 if ε(e − 2) = 1,
λ˜1 = ed0(e − 1)d1 λ˜d+1, λ˜1′ = (e − 1)d1 (e − 2)d0 λ˜d+1 if ε(e − 2) 0.
Note that m = e in case (i) and m = e − 1 in case (ii) (iii). Now 5.2(b) for c ∈ Ω2G follows from the
above description of λ˜, λ˜′ and that (see [7, 2.6 (i), (iii), (vi)])
fm =
⎧⎨
⎩
1 if e = 2 f − 2,
mλ(e) + 1 if e = 2 f − 1 and ε(e − 1) = 1,
mλ(e) if e = 2 f − 1 and ε(e − 1) 0, or e = 2 f .
5.5. Assume c = (λ,χ) ∈ Ω2g in the remainder of this section. We keep the notations in 5.2. Let
χT : N → N be the function deﬁned for T as follows
χT (a) =min
{
s ∈ N ∣∣ T av = 0⇒ Q (T sv)= 0, v ∈ V }.
Then χ(λi) = χT (λi); we write χT = χ . We have
(a) e = λ1, f = χ(λ1).
We show in this subsection that
(b) fm =
⎧⎨
⎩
1 if e < 2 f − 1,
mλ(e) + 1 if e = 2 f − 1 and χ(e − 1) = f ,
mλ(e) if e = 2 f − 1 and χ(e − 1) = f − 1, or e = 2 f .
Recall that fm = dim Vm and Vm = V⊥−m+1 ∩ Q −1(0) (see 2.8). Note that e  2 since T = 0.
Suppose that e < 2 f − 1. Consider the map ρ : V → k, v →
√
Q (T f−1v), where √ is a chosen
square root on k. It is easy to show that ρ is linear. Thus if R = 0, then Vm = (kerρ)⊥ is a line; if
R = 0, (kerρ)⊥ is a two-dimensional subspace of V containing R and (kerρ)⊥ = Vm ⊕ R . In each
case, we have dim Vm = 1.
Suppose that e = 2 f − 1 and χ(e − 1) = f − 1, or e = 2 f . Then V−m+1 = ker T e−1. Note that
T e−1V ∩ R = 0 since Q |T e−1V = 0 (as e − 1  f ). Thus V⊥−m+1 = T e−1V ⊕ R and Vm = T e−1V . It
follows that fm =mλ(e).
Suppose that e = 2 f − 1 and χ(e − 1) = f . Let E be a complement to ker T e−1 in V and W =
E + T E +· · ·+ T e−1E . Similar argument as in [7, 1.9] shows that 〈,〉|W is non-degenerate and we have
a decomposition V = W ⊕ Y , where Y = W⊥ is T -stable and T e−1Y = 0. It is then easy to show that
V−m+1 = (ker T e−1 ∩ W )⊕ {v ∈ Y | Q (T f−1v) = 0} and thus Vm = T e−1V ⊕ LY , where LY ⊂ Y is a
line (we apply the discussion in the ﬁrst case for Y ). Hence fm =mλ(e) + 1.
5.6. We keep the notations in 5.5. Let j  0 be the unique integer such that
χ(e − j) = f and χ(e − j − 1) < f .
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(i) e < 2 f − 1. We have
χ ′(e − k) = f − 1 for k ∈ [0, j], χ ′(λi) = χ(λi) for λi  e − j − 1;
if mλ(e− j) is even, then mλ′ (e− j) =mλ(e− j)− 2, mλ′ (e− j− 1) =mλ(e− j− 1)+ 2 (if e > j+ 1),
mλ′ (i) =mλ(i) for i /∈ {e − j, e − j − 1},
if mλ(e− j) is odd, then mλ′(e− j) =mλ(e− j)− 1, mλ′ (e− j − 2) =mλ(e− j − 2)+ 1 (if e > j + 2),
mλ′ (i) =mλ(i) for i /∈ {e − j, e − j − 2}.
(ii) e = 2 f − 1 and χ(e − 1) = f . We have
χ ′(e − k) = f − 1 for k ∈ [0, j], χ ′(λi) = χ(λi) for λi  e − j − 1;
if mλ(e− j) is even, thenmλ′(e) = 0, mλ′ (e−2) =mλ(e−2)+mλ(e)+2δ j,1 −2δ j,2 (if e > 2), mλ′(e−
j) =mλ(e− j)−2+ δ j,2mλ(e), mλ′ (e− j−1) =mλ(e− j−1)+2+ δ j,1mλ(e) (if e > j+1), mλ′ (i) =
mλ(i) for i /∈ {e, e − 2, e − j, e − j − 1},
if mλ(e − j) is odd, then mλ′ (e) = 0, mλ′ (e − 2) = mλ(e − 2) +mλ(e) − δ j,2 (if e > 2), mλ′(e − j) =
mλ(e − j) − 1 +mλ(e)δ j,2 , mλ′ (e − j − 2) =mλ(e − j − 2) + 1 (if e > j + 2), mλ′(i) =mλ(i) for i /∈
{e, e − 2, e − j, e − j − 2}.
(iii) e = 2 f − 1 and χ(e − 1) = f − 1, or e = 2 f . We have
χ ′(λi) = χ(λi) for λi  e − 1;
mλ′ (e) = 0, mλ′ (e − 2) =mλ(e − 2) +mλ(e) (if e > 2), mλ′ (i) =mλ(i) for i /∈ {e, e − 2}.
We explain the computation of c′ in more detail in the remainder of this subsection. Recall
from [2, 3.7] that we have a decomposition of V into mutually orthogonal T -stable subspaces
V = W (1) ⊕ W (2) ⊕ · · · ⊕ W (r) such that mλ(i) =∑a∈[1,r]mλa (i), χ(i) = maxa χa(i), where T |W (a) =
(λa,χa). Moreover, T |W (a) = Wχ(λi)(λi) (for some i) for a ∈ [1, r−1], T |W (r) = Wχ(λi)(λi) (for some i)
if R = 0, and T |W (r) ∼= D(λ2k+1) if R = 0, where
(a1) T |W = Wl(s) means that there exist v0,w0 ∈ W such that W = span{T i v0, T iw0,
i ∈ [0, s − 1]}, 〈T i v0,w0〉 = δi,s−1, Q (T i v0) = δi,l−1, Q (T iw0) = 0; we have
λT |W = (s, s) and χT |W (i) =max
(
0,min(i − s + l, l)).
(a2) T |W = D(s) means that there exist v0,w0 ∈ W such that W = span{T i v0, T iw0,
i ∈ [0, s − 2], T s−1v0}, 〈T i v0,w0〉 = δi,s−2, Q (T i v0) = δi,s−1, Q (T iw0) = 0; we have
λT |W = (s, s − 1) and χT |W (i) =min(i, s).
We use the above description of a nilpotent element and the following facts when computing c′ .
(b1) Let W be a T -stable subspace of V such that T |W = W f (e − j) with f > e− j+12 (resp. T |W =
D(e− j) with f = e− j). Let KW = {v ∈ W | Q (T f−1v) = 0}, LW = K⊥WW ∩ Q −1(0), W ′ = KW /LW
and let T ′1 be the map on W ′ induced by T . Using the basis for W chosen as in (a1) (resp. (a2)),
one can easily check that
T ′1|W ′ = W f−1(e − j − 1)
(
resp. T ′1|W ′ = D(e − j − 1)
)
.
(b2) Let W be a T -stable subspace of V such that T |W = W f (e)a (an orthogonal decomposition into
a copies of W f (e)), where f  e+12 . Let W ′ = (ker T e−1 ∩ W )/T e−1W and T ′1 be the map on W ′
induced by T . Using the basis for W chosen as in (a1), one can easily check that
T ′1|W ′ = W f−1(e − 2)a.
(c) If W1 and W2 are two T -stable subspaces of V and T |Wi = (λi,χ i) with λ1 = λ2 and χ1 < χ2 
χ , then V = W1 ⊕ W⊥1 ∼= W2 ⊕ W⊥1 (as a T -space) (see [2, Lemma 3.6]).
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i ∈ [0, j − 1] is even (since χ(e − i) = f  e − j < e − i). Note that if d j is odd, then dim V is odd and
e − j = f (see 2.6).
Assume ﬁrst that we are in case (i) and that d j is even (resp. odd). We have a decomposition of V
into mutually orthogonal T -stable subspaces V = W ⊕ Y such that (we use (c))
T |W = W f (e − j)
(
resp. T |W = D(e − j)
)
and Q
(
T f−1Y
)= 0.
We have V−m+1 = KW ⊕ Y and Vm = LW , where KW = {v ∈ W | Q (T f−1v) = 0} and LW =
K⊥WW ∩ Q −1(0). Hence we have a natural decomposition of V ′ into mutually orthogonal T ′-stable
subspaces V ′ = W ′ ⊕ Y , where W ′ = KW /LW . Moreover (see (b1))
T ′|W ′ = W f−1(e − j − 1)
(
resp. D(e − j − 1)), T ′|Y = T |Y .
We have χ ′(i) = max(χT ′|W ′ (i),χT |Y (i)) and χ(i) = max(χT |W (i),χT |Y (i)). If i  e − j − 1, then
χT ′|W ′ (i) = χT |W (i) and thus χ ′(i) = χ(i). Now for k ∈ [0, j], χT ′|W ′ (e−k) = f −1 and thus χ ′(e−k) =
f − 1 (note that χT |Y (e − k) f − 1).
Assume that we are in case (ii). Then j  1. Assume that d j is even (resp. odd). We have a decom-
position of V into mutually orthogonal T -stable subspaces V = W0 ⊕ W1 ⊕ Y such that (we use (c))
T |W0 = W f (e)
d0
2 , TW1 = W f (e − j)
(
resp. D(e − j)), and Q (T f−1Y )= 0.
We have V−m+1 = (ker T e−1 ∩ W0) ⊕ KW1 ⊕ Y and Vm = T e−1W0 ⊕ LW1 , where KW1 =
{v ∈ W1 | Q (T f−1v) = 0} and LW1 = K
⊥W1
W1
∩ Q −1(0). Hence we have a natural decomposi-
tion of V ′ into mutually orthogonal T ′-stable subspaces V ′ = W ′0 ⊕ W ′1 ⊕ Y , where W ′0 =
(ker T e−1 ∩ W0)/T e−1W0, W ′1 = KW1/LW1 , and (see (b1) and (b2))
T ′|W ′0 = W f−1(e − 2)
d0
2 , T ′|W ′1 = W f−1(e − j − 1)
(
resp. D(e − j − 1)), T ′|Y = T |Y .
We have χ ′(i) = max(χT ′|W ′0 (i),χT ′|W ′1 (i),χT |Y (i)) and χ(i) = max(χT |W0 (i),χT |W1 (i),χT |Y (i)). Note
that χT |Y (i)  f − 1. For i  e − j − 1, χT |W0 (i)  χT ′|W ′0 (i)  χT ′|W ′1 (i) = χT |W1 (i) (= max(0,
i − e + f + j)) (since j  1) and thus χ ′(i) = χ(i); for e − j  i  e − 2, χ ′(i) = max(i − e + f + 1,
f − 1) = f − 1; χ ′(e − 1) = f − 1.
Assume now that we are in case (iii). We have a decomposition of V into mutually orthogonal
T -stable subspaces V = W ⊕ Y such that
T |W = W f (e)
d0
2 and T e−1Y = 0.
We have V−m+1 = (ker T e−1 ∩ W ) ⊕ Y and Vm = T e−1W . Hence we have a natural decomposition
of V ′ into mutually orthogonal T ′-stable subspaces V ′ = W ′ ⊕Y , where W ′ = (ker T e−1∩W )/T e−1W ,
and (see (b2))
T ′|W ′ = W f−1(e − 2)
d0
2 , T ′|Y = T |Y .
We have χ ′(i) = max(χT ′|W ′ (i),χT |Y (i)) and χ(i) = max(χT |W (i),χT |Y (i)). For 0 < λi  e − 2 (if
e = 2 f − 1), or 0 < λi  e − 1 (if e = 2 f ), we have λi − χ(λi)  λi2 < e − f and thus χT |W (λi) =
max(0, λi − e + f ) < χ(λi), which implies that χT |Y (λi) = χ(λi) and thus χ ′(λi) =max(max(λi − e +
f + 1,0),χT |Y (λi)) = χ(λi). Now if λi = e − 1 and e = 2 f − 1, then χ ′(λi) = max( f − 1,χT |Y (λi)) =
χ(λi) (we have χT |Y (λi) f − 1 and χ(e − 1) = f − 1).
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′ in 5.6, we
compute λ˜ and λ˜′ in each case (i)–(iii) as follows.
Assume ﬁrst that we are in case (i) or (ii) with d j even. Let d = ∑a∈[0, j] da . Then d is even.
We have λ˜i = λ˜′i for all i  d, since λi = λ′i  e − j − 1 and χ(λi) = χ(λ′i) for all i  d + 1 and
λd − χ(λd) = λ′d − χ ′(λ′d). Let λ˜1 = (λ˜1, . . . , λ˜d−1) and λ˜1
′ = (λ˜′1, . . . , λ˜′d−1). We have
in case (i) (d j even)
{
λ˜1 = (2 f − 1)ed0(e − 1)d1 · · · (e − j + 1)d j−1 (e − j)d j−2,
λ˜1
′ = (2 f − 3)ed0(e − 1)d1 · · · (e − j + 1)d j−1 (e − j)d j−2;
in case (ii) (d j even)
{
λ˜1 = ed0+1(e − 1)d1 (e − 2)d2 · · · (e − j + 1)d j−1 (e − j)d j−2,
λ˜1
′ = (e − 2)d0+1(e − 1)d1 (e − 2)d2 · · · (e − j + 1)d j−1 (e − j)d j−2.
Assume that we are in case (i) or (ii) with d j odd. Then d j+1 is odd. We have 2k + 1=∑a∈[0, j] da
(k as in the deﬁnition of Ψ 2g ). Let k
′ be the unique integer such that λ′2k′+2 = λ′2k′+1 + 1. We have
2k′ + 1 =∑a∈[0, j+1] da − 1 and λi = λ′i for all i  2k′ + 2 and thus λ˜i = λ˜′i for all i  2k′ + 2. Let
λ˜1 = (λ˜1, . . . , λ˜2k′+1) and λ˜1′ = (λ˜′1, . . . , λ˜′2k′+1). We have
in case (i) (d j odd)
{
λ˜1 = (2 f − 1)ed0(e − 1)d1 · · · (e − j + 1)d j−1 (e − j)d j−1(e − j − 1)d j+1−1,
λ˜1
′ = (2 f − 3)ed0(e − 1)d1 · · · (e − j + 1)d j−1(e − j)d j−1(e − j − 1)d j+1−1;
in case (ii) (d j odd)
⎧⎨
⎩
λ˜1 = ed0+1(e − 1)d1 (e − 2)d2 · · · (e − j + 1)d j−1 (e − j)d j−1(e − j − 1)d j+1−1,
λ˜1
′ = (e − 2)d0+1(e − 1)d1 (e − 2)d2 · · ·
(e − j + 1)d j−1 (e − j)d j−1(e − j − 1)d j+1−1.
Assume now that we are in case (iii). Then d0 is even. Let d = d0 + d1. We have λ˜i = λ˜′i for all i 
d+2, since λi = λ′i and χ(λi) = χ(λ′i) for i  d+1. Let λ˜1 = (λ˜1, . . . , λ˜d+1) and λ˜1
′ = (λ˜′1, . . . , λ˜′d+1). If
χ(e− 2) < f , then λ˜d+1 = λ˜′d+1 since either χ(λd)− λd +χ(λd+1) 1 and χ ′(λ′d)− λ′d +χ(λ′d+1) 1
or d is odd (this happens only when e = 2). We have
in case (iii)
{
λ˜1 = ed0(e − 1)d1+1, λ˜′ = (e − 1)d1+1(e − 2)d0 if χ(e − 2) = f ,
λ˜1 = ed0(e − 1)d1 λ˜d+1, λ˜′ = (e − 1)d1 (e − 2)d0 λ˜d+1 if χ(e − 2) < f .
Note that m = 2 f − 2 in case (i) and m = e− 1 in case (ii) (iii). Now 5.2(b) for c ∈ Ω2g follows from
the above description of λ˜, λ˜′ and 5.5(b). This completes the proof of Proposition 5.1.
6. Special pieces
We say that a unipotent class (resp. nilpotent orbit) c is special if γ pG (c) (resp. γ
p
g (c)) is a special
character of W (see [3,5]). If G is of type Bn or Cn , then (α,β) ∈ P2(n) is special if and only if αi+1 
βi  αi +1 for all i  1; if G is of type Dn , then (α,β) ∈W∧ is special if and only if αi+1−1 βi  αi
for all i  1, in particular each degenerate character is special (see [3]).
Let c be a special unipotent class (resp. nilpotent orbit) in G (resp. g). We deﬁne the corresponding
special piece Sc to be the subset of UG (resp. Ng) consisting of all elements in the closure of c
which are not in the closure of any special unipotent class (resp. nilpotent orbit) c′ < c (see [5] when
p = 1). We show that a special piece is a union of unipotent (resp. nilpotent) pieces (for unipotent
case, see also [10]). Hence UG (resp. Ng) is partitioned into special pieces Sc indexed by special
unipotent classes (resp. nilpotent orbits) c. When p = 2, these follow from [5]. In the remainder of
this subsection assume p = 2.
Let c ∈ Ω2G (resp. Ω2g) be special and let Sc be the corresponding special piece. There exists c˜ ∈ Ω1G
such that γ 2(c) = γ 1G (c˜). Assume the corresponding special piece Sc˜ (in the unipotent variety of the
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c˜1, . . . , c˜h , where c˜i ∈ Ω1G , i ∈ [0,h]. We show that
(a) Sc =⊔i∈[0,h] Σ2,Gc˜i (resp. Sc =
⊔
i∈[0,h] Σ
2,g
c˜i
).
Assume γ 1G (c˜) = (α˜, β˜). Let c∗ ∈ Sc and assume γ 2(c∗) = (α,β). Then (α,β) (α˜, β˜) and for any
special (α˜′, β˜ ′) < (α˜, β˜), (α,β)  (α˜′, β˜ ′). Assume ΦG((α,β)) = (α˜∗, β˜∗). It follows from 4.2(b) that
(α˜∗, β˜∗)  (α˜′, β˜ ′) and from 4.2(c) that (α˜∗, β˜∗) (α˜, β˜). Hence (α˜∗, β˜∗) = (α˜i, β˜ i) for some i ∈ [0,h]
and thus c∗ ∈ Σ2,G
c˜i
(resp. Σ2,g
c˜i
) (note if c is a degenerate class, then h = 0 (see [3,5]) and c∗ = c).
This shows that Sc ⊂⊔i∈[0,h] Σ2,Gc˜i (resp. Sc ⊂
⊔
i∈[0,h] Σ
2,g
c˜i
).
Now if c is a degenerate class, then h = 0 and the r.h.s of (a) is {c} ⊂ Sc (see 4.2(a)). Assume
c is not a degenerate class and assume γ 1G (c˜
j) = (α˜ j, β˜ j), j ∈ [0,h]. Assume c∗ ∈ Σ2,G
c˜ j
(resp. c∗ ∈
Σ
2,g
c˜ j
) and γ 2(c∗) = (α j, β j). Then we have ΦG((α j, β j)) = (α˜ j, β˜ j) (see 4.2(a)). Let c′ < c be another
special class and assume that γ 2(c′) = (α˜′, β˜ ′). We have (α j, β j) (α˜ j, β˜ j) (α˜, β˜) (see 4.2(b)) and
(α j, β j)  (α˜′, β˜ ′) (see 4.2(c)). Thus c∗ ∈ Sc. Hence Σ2,Gc˜i ⊂ Sc (resp. Σ
2,g
c˜i
⊂ Sc), i ∈ [0,h]. The proof
of (a) is completed.
It follows from (a) and the remark after 4.1(b) that
(b) the number of Fps -rational points in a special piece is a polynomial in ps with integer coeﬃcients inde-
pendent of p and s.
In view of the identiﬁcation Ω2SO(2n+1) = Ω2Sp(2n) given by the special isogeny SO(2n+ 1) → Sp(2n),
it follows from (b) that
(c) the number of Fps -rational points in a special piece is a polynomial in ps that depends only on the Weyl
group.
Note that (c) implies statement 6.9 (a) of [5] for classical groups. I am grateful to the referee for
pointing out that our results imply 6.8 (a) and 6.9 (a) of [5] for classical groups.
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