Abstract-We study the performance of linear consensus protocols based on repeated averaging in the presence of additive noise. When the consensus dynamics corresponds to a reversible Markov chain, we give an exact expression for the weighted steady-state disagreement in terms of the stationary distribution and hitting times in an underlying graph. This expression unifies and extends several results in the existing literature.
I. INTRODUCTION
This paper studies the discrete-time noisy linear system,
x(t + 1) = P x(t) + w(t),
when the matrix P is stochastic. The vector w(t) represents noise, and we will assume it to be a random vector with zero mean, covariance Σ w , and having the property that w(t 1 ) and w(t 2 ) are independent whenever t 1 = t 2 . This recursion is often known as the (noisy) consensus iteration. Consensus protocols have many applications in algorithm design for distributed and multi-agent systems, where one usually thinks of each component x i (t) as being controlled by a different "agent," with the agents asymptotically "coming to consensus" as all the components of x(t) approach the same value.
Indeed, the design of distributed policies for control and signal processing in networks of potentially mobile agents has attracted considerable attention in recent years, and the past decade of research has led to the understanding that a key tool for such systems is the consensus iteration. It turns out that many sophisticated network coordination tasks can be either entirely reduced to consensus or have decentralized solutions where the consensus iteration plays a key role; we mention formation control [15] , [24] , [23] , [17] , distributed optimization [28] , [14] , coverage control [7] , distributed task assignment [3] , networked Kalman filtering [2] , [25] , cooperative flocking/leader-following [8] , among others.
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(1). Intuitively, the action of multiplying a vector x(t) by a stochastic matrix P has the effect of bringing the components x i (t) "closer together," while the addition of the noise w(t) counteracts that; the two processes result in some equilibrium level of expected disagreement as t → ∞. We are motivated by the observation (made in some of the previous literature and discussed later) that the equilibrium level of disagreement often grows with the dimension of the matrix P . Thus even though Eq. (1) is stable in the sense that expected disagreement between any pair of nodes is bounded as t → ∞, this stability can be almost meaningless for large systems. This has implications for all distributed protocols which rely on consensus, as it implies that in some cases they may not be robust under the addition of noise. Understanding exactly when this happens is the goal of this paper.
A. Statement of our main result
This paper has a simple main result which serves to unify and extend several previous works, and we begin with a concise statement of it. We start with a number of definitions. We will assume P to be an irreducible and aperiodic matrix, and we let π be the stationary distribution vector, i.e., π
We will use D π to stand for the diagonal matrix whose (i, i)'th entry is π i . Furthermore, we define the weighted average vector,
as well as the error vector
Intuitively, e(t) measures how far away the vector x(t) is from consensus. Indeed, it is easy to see that the noiseless update x(t + 1) = P x(t) has the property that x(t) converges to ( i π i x i (0)) 1. The quantity e(t) thus measures the difference between the "current state" x(t) and the limit of the noiseless version of Eq. (1) starting from x(t). Our goal is to understand how big the error e(t) is as t goes to infinity. We will measure this by considering the following linear combination of squared errors at each node,
i.e., we weigh the squared error at each node proportionally to the stationary distribution of the node. Finally, our actual measures of performance will be the asymptotic quantities
which measures the limiting disagreement among the nodes. We will sometimes write δ ss (P, Σ w ) when the update matrix P and the noise covariance Σ w are not clear from context. Before stating our main result, let us recall the notion of a hitting time from node i to node j in a Markov chain: this is the expected time until the chain visits j starting from node i. We use H M (i → j) to denote this hitting time in the Markov chain whose probability transition matrix is M . By convention, H M (i → i) = 0 for all i. We will use the notation H M to denote the matrix whose i, j'th element is H M (i → j).
With the above definitions in place, we are now able to state the main result of this paper.
Theorem 1: If the Markov chain with transition matrix P is reversible, then
The theorem characterizes δ ss in terms of combinatorial quantities associated with an underlying Markov chain, namely the stationary distribution and the hitting times. Inspecting the theorem, note that it expresses δ ss in terms of a difference of two linear combinations of entries of the matrix H P 2 D π Σ w D π , both with nonnegative coefficients which add up to n. Furthermore, this theorem captures the intuition that not all noises are created equal, in the sense that noise at key locations should have a higher contribution to the limiting disagreement. Indeed, in the event that noises at different nodes are uncorrelated, the second term of Theorem 1 is easily seen to be zero and we obtain
We see that in this case δ ss is a linear combination of the variances at each node, where the variance σ 2 i multiplied by π 2 i n j=1 π j H P 2 (j → i). Note that this multiplier is a product of a measure of importance coming from the stationary distribution (i.e., π 2 i ) and a measure of the "mean accessibility" of a node (i.e.,
In the event that all noises have the same variance, we obtain the simplified version
As we discuss later, for many classes of matrices P the quantity n i=1 n j=1 π 2 i π j H P 2 (j → i) grows with the total dimension of the system n. In other words, although the system is technically stable in the sense of having bounded expected disagreement as t → ∞, this stability is almost meaningless if n is large. Equations (2) and (3) allow us to determine when this is the case by analyzing how stationary distribution and hitting times grow on various kinds of graphs.
B. Organization of this paper
The remainder of this paper is organized as follows. We conclude the introduction with Section I-C which discusses the previous literature and places our results in the context of existing work. We then turn to the proof of Theorem 1, which is proved in Section II. Finally we conclude with some final remarks in Section III.
C. Related work
The problem of analyzing the equilibrium level of disagreement in consensus with noise was initiated in [29] where it was shown that for symmetric P with eigenvalues 1 = λ 1 , λ 2 , . . . , λ n , we have δ ss P,
In fact, the expression on the righthand side equals the so-called Kemeny constant of the Markov chain P 2 , which we will formally define later and which is a certain linear combination of hitting times.
Several papers have explored the connection betwen δ ss (P, σ 2 I) and the electric resistance of the underlying graph. The recent work [13] proved the inequality
where R M is a measure of the average resistance associated with the stochastic, reversible matrix M . As [13] notes, in the case when P is symmetric we have that π max = π min = 1/n and Eq. (4) becomes an equality; thus for symmetric matrices, δ ss can be expressed in terms of the average resistance. A similar reduction to resistance was remarked on in [19] in continuous time. Theorem 1 may be viewed as a generalization of this equality in two ways: from symmetric to reversible chains, and from uncorrelated noise Σ w = σ 2 I to general Σ w (a more detailed discussion of these connections can be found in [10] , the full version of this paper).
Finally, the main observation that Eq. (1) can have asymptotic disagreement which grows with the size of the system was, to our knowledge, first made in [1] (in continuous time). As observed in [1] in the context of vehicular formation control, this means that any protocol which relies on consensus iterations can suffer from a considerable degradation of performance in large networks. Furthermore, [1] showed that topology can have a profound influence on performance, by proving that while on the ring graph the asymptotic disagreement grows linearly with the number of nodes, it remains bounded on the 3D torus (and grows only logarithmically on the 2D torus).
We next mention some other closely related strands of literature. Our work is related to the recent sequence of papers [30] , [31] , [20] , [6] which considered the effects of noise in a continuous-time version of Eq. (1) over directed graphs (by contrast, our assumption that P corresponds to a reversible and irreducible Markov chain implies that P ij = 0 if and only if P ji = 0). In [30] , explicit expressions for a measure of steady-state disagreement were computed for a number of graphs. The paper [31] investigated steady-state disagreement on trees and derived a partial ordering capturing which trees have smaller steady-state disagreements. The papers [20] , [6] studied leader selection problems wherein we must choose leader(s) to track an external signal.
Other related work includes [26] which investigated consensus-like protocols with noise in continuous time, focusing on connections with measures of sparsity such as number of spanning trees, number of cut-edges, and the degree-sequence. The related paper [27] investigated several measures of robustness related to δ ss in terms of their convexity. The recent paper [19] characterized steady-state disagreement in a number of fractal graphs. Our earlier work [9] focused on connections between asymptotic disagreement and the Cheeger constant and coefficients of ergodicity of the corresponding Markov chain.
II. PROOF OF THEOREM 1
The purpose of this section is to prove Theorem 1. We begin the proof with a series of preliminary lemmas. The matrix J defined as J := 1π T , will be of central importance to the proof. The following lemma collects a number of its useful properties.
Lemma 2: We have that:
Proof: The first six equations are immediate consequences of the definitions of J, P , and π. The seventh equation can be established by induction. Indeed, the base case of k = 1 is trivial. If the identity is established for some k, then
Note that some care is needed in applying the seventh equation as it is obviously false when k = 0.
To prove the final inequality suppose that for some vector v ∈ C n and some λ ∈ C, we have (P −J)v = λv. If λ = 0, then
which implies that π T v = 0. In turn, this implies that Jv = 0 and consequently v is an eigenvector of P with eigenvalue λ. By stochasticity of P , this implies |λ| ≤ 1. The strict inequality follows since the matrix P is irreducible and aperiodic, and consequently has only a single eigenvector whose eigenvalue has absolute value 1.
Next, we define the matrix
Σ(t) := E[e(t)e(t) T ].
The following lemma derives a recursion satisfied by Σ(t).
Lemma 3:
Proof: Indeed, using Lemma 2,
and therefore,
and finally since E[e(t)w(t) T ] = E[w(t)e(t)
T ] = 0, this immediately implies the current lemma.
Observe that
As a consequence of Lemma 3, it is not hard to see that the initial condition x(0) has no influence on δ ss . Indeed, using Σ 0 (t) to denote what Σ(t) would be if x(0) = 0 we have that
Since ρ(P − J) < 1 by Lemma 2, we see that
ss to denote what δ ss would be if x(0) = 0, we have that
Thus for the remainder of this paper, we will make the assumption that x(0) = 0, i.e., that the initial condition is the origin. This assumption will slightly simplify some of the expressions which follow.
In our next corollary, we write down an explicit expression for Σ(t) as an infinite sum.
Corollary 4: For t ≥ 1,
Proof: Indeed, as we are now assuming that x(0) = 0, Lemma 3 implies that for t ≥ 1,
where the last line used Lemma 2 for the equality (P − J)
and therefore if k ≥ 1,
Plugging this into Eq. (5), we obtain the statement of the corollary. Appealing once again to Lemma 2, we may rewrite the previous corollary as
Furthermore, by Lemma 2 the matrix P −J has spectral radius strictly less than 1. It follows that we can define
and this is a valid definition since the the sum on the right-hand side converges. Moreover,
Our next step is to observe that if we define D π := diag(π 1 , π 2 , . . . , π n ), then the quantity δ ss we are seeking to characterize can be written as
We therefore now turn our attention to the matrix Σ ss D π . Our next lemma derives an explicit expression for this matrix as an infinite sum. The proof of this lemma is the only place in the proof of Theorem 1 where we use the reversibility of the matrix P .
Lemma 5:
Proof: Indeed, from Eq. (6),
Now the reversibility of P means that for all i, j = 1, . . . , n, we have that π i P ij = π j P ji . We can write this in matrix form as D π P = P T D π . One can also verify directly from the definitions of J and D π that
Plugging the last two equations into Eq. (8), we obtain the statement of the lemma.
For reasons that will become clearer later, we would like to introduce the matrix Σ defined as
As before, by Lemma 2 we have that ρ(P −J) < 1, and consequently the sum on the right hand side converges and Σ is well defined. Furthermore, since Tr(AB) = Tr(BA), Lemma 5 immediately implies that Tr( Σ) = Tr(Σ ss D π ), and putting this together with Eq. (7), we have
Furthermore, since by Lemma 2 we have that J(P k − J) = 0 for all k ≥ 0, we have that
Finally, using Eq. (11), followed by Eq. (9) and Lemma 2, we have the following sequence of equations:
which we may rearrange as
With these identities in place, we are finally ready to prove Theorem 1. Proof: [Proof of Theorem 1] Let us stack up the hitting times in the Markov chain which moves according to P 2 in the matrix H, i.e., H ij := H P 2 (i → j). By conditioning on what happens after a single step, we have the usual identity
On the other hand, since a random walk spends an expected 1/π i steps in between visits to node i,
We can the previous two equations in matrix form together as
Multiplying both sides of this equation by D π Σ w D π on the right, we obtain
On the other hand, observe that we may rearrange Eq. 
Adding Eq. (13) and Eq. (14), we obtain
meaning that all the columns Σ+HD π Σ w D π lie in the null space of I − P 2 . But because P is irreducible and aperiodic, the null space of I − P 2 is span{1}. Thus Σ + HD π Σ w D π is a matrix with constant columns. In other words, there exists a vector v such that
We can, in fact, compute 1v T exactly is by utilizing Eq. Finally recalling that δ ss is the trace of Σ (see Eq. (10)), δss = −Tr(HDπΣwDπ) + π T HDπΣwπ.
III. CONCLUSION
The main contribution of this paper is an expression for the weighted steady-state disagreement in reversible stochastic linear systems in terms of stationary distribution and hitting times in an underlying graph. An open question is whether similar expressions might be obtained without the assumption of reversibility. Finally, it is also interesting to consider how the results we have presented here might be extended to time-varying linear systems.
