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ABSTRACT 
As the popularity of the Internet grows, the information on the Internet is increasing as 
well. Search engines are important tools to help people retrieve information of interest from 
the huge amount of documents. However, currently used search engines return long lists of 
URLs. Users have to click each URL to download the actual document and check its content 
and click the back button to access other URLs if the answer is not found in the current URL. 
This process is both labor intensive and time consuming. Multibrowser, a program that 
addresses this problem, is presented in this thesis. Multibrowser combines the advantages of 
multidisplay and direct display to present a more efficient user computer interface. First, the 
system downloads the actual documents according to the list of URLs returned by a standard 
search engine and saves the documents on the local disk. Second, the system converts the 
documents into n-gram vectors and clusters them into three groups according to the n-gram 
vectors. Then each document is assigned a color according to its position in relation to the 
cluster centroids. Also, each paragraph is linked with other paragraphs which have similar 
contents. Last, the documents are presented to the users using Multidisplay, where each 
document has a corresponding color bar. Users can look through the content of several 
documents at the same time and see the similarity among them by the colors bars; users can 
then retrieve the most similar paragraphs to a certain paragraph by clicking its "find similar" 
link. In addition, the investigation of hash tables for our text processing shows that the hash 
table size has to be chosen very carefully to avoid undesirably large collision probability. 
Some good values are suggested based on our experiments. 
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1. INTRODUCTION 
Nowadays, the WWW has been becoming an inseparable component of our society and 
is a necessary part of our daily life. Actually, the WWW has a history of only about ten 
years. This chapter will give a brief review of the WWW and of search engines, and then 
discuss the need to improve the performance of search engines. 
1.1 The Origin of the WWW 
WWW is built on a foundation of HTTP (Hypertext Transfer Protocol) and HTML. 
HTTP was first introduced in 1989 by Tim Bemers-Lee of CERN, the European Laboratory 
for Particle Physics. HTTP offers a stateless connection that allows the authors of Web pages 
to link pages containing multimedia files. It applies the client-server model: the server 
responds to the client when it receives a request from the client. 
The first WWW browser was Mosaic, which was developed at NCSA (National Center 
for Supercomputing Applications at the University of Illinois at Urbana-Champaign). Mosaic 
is a client software system which communicates with WWW servers and translates Web page 
HTML codes and text into a display for the user. Browsers provide an easy way to view and 
navigate the Web. When users click on a hypertext link, the browser can retrieve the 
appropriate URL by communicating with the appropriate Web server. 
1.2 History of Automated Web Searching 
When the Web first became available to the public, the only way to navigate it was by 
"surfing." That is, a user began with a known page and launched forth from the links it 
contained, browsing until something of interest had been found. In the early days, there were 
only several hundred HTTP servers on the Internet, so this method could work. Due to the 
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rapid growth of the Web both in the numbers and kinds of resources available, it became 
necessary to find a better way of organizing information on the Web. 
In October 1993, ALIWEB (Archie-Like Indexing of the WEB) was developed by a 
team led by Martijn Koster. ALIWEB combines human and automated effort to generate the 
index. In ALIWEB, a web-master has to create and maintain a special ALIWEB file which 
describes the contents of the site on his/her server. ALIWEB would then use fully automated 
robot software to travel the Web searching for these special files. The robot software will 
compile the names of these files into an index. Then the users can use these indexes to ease 
information hunting. 
The code for ALIWEB' s automated robots was placed on the Internet after the creation 
of ALIWEB. Many more complicated robots were created by revising these codes, which 
include spiders, worms, crawlers and intelligent agents. These new generation robots retrieve 
actual Web pages for indexing instead of specially designed files. 
WWWW (World Wide Web Worm), or W4 was one of the first publicly accessible 
search tools to appear on the Web. The Worm used its robots to discover documents and 
index their URLs (Uniform Resource Locators) and <TITLE>s. The Worm was based on a 
theory similar to citation searching. It treated links as citations to Web pages. The Worm's 
database contained only Web pages that were linked from other Web pages, in an effort to 
capitalize on an author's judgment that another page was worth referencing. It indexed the 
URLs, and disassembled them into component words that were stored together so that users 
could retrieve the associated pages using keyword searches. It was hoped that, by limiting the 
index exclusively to URLs and <TITLE>s, the Worm would be able to keep up with the 
rapid growth of the Web without using a prohibitively large amount of resources. 
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The Worm was a big improvement over its predecessors in Web Retrieval technology. It 
offered a way to create a database of Web pages without external human intervention. A 
user search would produce results in the form of a unique set of <TITLE>s and URLs hot-
linked to the original documents on their home servers. The requirement for the Worm is 
that Web page authors should put sufficiently descriptive information in a document's 
<TITLE> or URL. 
Then Web Crawler and Lycos were developed, which established the pattern for most of 
the currently used search engines. More new search engines were developed after that and 
they are available to serve users. 
Though many different search engines have different implementations and can return 
different search results, the basic working mechanisms are the same. 
1.3 How Search Engines Work 
All of the modem search engines have following basic functions: 
• Finding Web pages 
• Harvesting Web pages and building an index 
• Searching the index with a user query 
• Providing a user interface 
1.3.1 Finding Web Pages 
A Web robot is defined in the WWW Robot FAQ as ... "a program that automatically 
traverses the Web's hypertext structure by retrieving a document and recursively retrieving 
all documents that are referenced." It is used to collect web pages. 
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All robots begin searching from some active page on the Web, preferably one with a 
variety of links to follow. Beginning with the first link on this active page, a robot can reach 
other pages by employing either a depth-first or a breadth-first strategy. 
A depth-first strategy would send a robot to the page attached to the first link on the 
initial page, then to the page on the first link of the second page, then to the first link on the 
third page, and so on. The robot evaluates each link based on some criteria, such as whether 
the page contains indexable text or whether or not the robot has already encountered the page 
before, and then it can choose either to store the URL or to discard it. When the robot reaches 
a dead end, either by attempting to follow a link to a page that is no longer available or by 
accessing a page that contains no outward links, it takes one step back to the page it last 
visited and follows the next available link. 
In the breadth-first strategy, the robot takes one step backward after each step forward. It 
follows the first link on the initial page, then retreats to follow the second link on that same 
page, as shown in Figure 1-1. It continues in this manner until it has gathered or discarded all 
of the URLs of the links on the first page, then it moves on to the page associated with the 
first link. 
After it builds a database of URLs to work with, it can choose a link from the URL 
database to begin the next excursion. 
1.3.2 Harvesting Web Pages and Building an Index 
When all the available URLs have been saved in a database, another subsystem 
(harvester robot) will be used to build and search the index. The harvester robot revisits each 
Web page the first robot discovered, extracts part or all of the text from the page, breaks it 
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into component words, and integrates it into a master index of words. Most search tools also 
create a separate database containing records similar to catalog cards. Each record is 
composed of a Web page URL, title, and summary. When a user search retrieves a URL, the 
search tool presents this summary record to the user. These master indexes are updated on a 
daily or weekly basis. 
Initial State Queue 
0 
Visited 
Goal State 
Step 1 Queue 
©@@ 
Visited 
© 0 
Goal State 
Step2 Queue 
Visited 
Goal State 
Figure 1-1. Breadth-first Search Example 
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Step3 Queue 
Visited 
Goal State 
Step4 Queue 
Visited 
Goal State 
Final Step Queue 
0@ 
Visited 
Goal State Goal State ''E" Reached 
Figure 1-1. Continued 
Words are the basic units of the index. Each word entry in the index has four fields: 
• The URL of a page containing the word 
• The word's position in the page 
• The total number of words in the URL or <TITLE> 
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• The field in which the word occurs 
Most web search tools index the URL and <TITLE> parts, and at least part of the text 
body from a web page. As the harvester robot reads each word on the Web page, it creates an 
entry in the database. Web search tools also use other criteria to determine what constitutes a 
word. Some robots do not index words less than three characters long, and automatically 
omit some common stop-words, such as "to" and "in." Some other statistics for each word 
can be added too. 
Once a query is input, a search engine breaks the user query into its component pieces. 
The search engine checks the index for each word of the query individually. As it receives 
the results for each word, it creates a temporary table containing the entries from the index 
database for this word to help assemble and order the final list of results. Then the search 
engine will merge these individual tables into another table according to a ranking algorithm. 
A ranking algorithm determines the order of the URLs which will be returned to the user. 
Then the search engine returns the URLs together with their summaries to the user. 
1.3.3 User Interface 
The user interface is the part of search engine used to directly interact with users and is 
the part of the search engine that the user sees. It dictates what the user may type and what 
results appear on screen. The user interface can be divide into two parts: one is the interface 
used to input the search key words and the other one is the output interface for displaying the 
search results. 
1.3.3.1 Interface for Entering Search Key Words 
Search engines get the key words input by users, then retrieve the appropriate 
information according to the key words. The simplest is just a text field where words can be 
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input. Some advanced ones support Boolean expressions on key words. 
Figure 1-2 is an example from northemlight.com. Queries are inputted into a textfield. 
When the user clicks the search button, the queries will be submitted to the search engine and 
the search process begins. 
1.3.3.2 Interface for Displaying the Search Results 
When a search engine finds the information, it ranks the items according to some criteria 
and presents the result to the users. The user's custom results page is typically a set of 
citations and each is composed of a hypertext link in the form of a Title or URL together with 
some other information. The results appear in ranked order. Users scroll down the page to 
view hits. Users have to click URLs to download the documents. 
I Help C.nter I 
I Accounts _ I 
About 
Northern light.com 
Just what you've been searching for. 
Example: lung cancer prevention 
Search for 
Select a source I ~~~I"~h_ ~oI"tl-LerI\ L~gh~ 
enm,• 
lid 
Simple Search I Power Search I Business Search I lnvestext Search I Stock Quotes I Search News 
• Custom Search Folders™ 
The World Wide Web prioritized, categorized 
and organized into neat little Custom Search 
Folders. 
What's New t I ! •• 
I Dow Jones Industrials I 11287.08 I +100.52! 
1_:p,j,:1t~d .April ·11. 200=":1 :)4:5~? Pt,_.1 Ef;iT 
Today's Headlines More headlines ... 
Figure 1-2. query input window 
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If a page linked to the esults has been moved or deleted, or if its home server is 
unavailable or too busy, or if any of a number of other mishaps has occurred, the user may 
not be able to reach the page. 
Figure 1-3 is an example of search results from northemlight.com. 
Buy books at 
WIES&IHU 
•< Narrow Your Search with · Custom Search Foldersrn 
Your search returned 1 , 149,570 items 
which we have organized into the 
following Custom Search Folders: 
ii Search Current News 
ii Special Collection documents 
1,149,570 items for: 
l~ig~. perfo_r_JU_artc_e network_ Tu; I Sm Alert Edit this search 
[I Documents that best match your search 
1. A High-Performance. Network for Distributed Computation and Visualization 
68% - Articles & General info: A High-Performance ... Network Distributed 
Computation and Visualization(DI ... A High-Performance ... Network Distributed 
Computation and Visualization(DI ... Title: CISE Research Instrumentation: ... A 
High-Performance ... 0711]3/1997 
Personal page: http://dune.mcs.kent.edu/ ~farrell/ discov/ 
Figure 1-3. An example display of Search result 
1.4 Drawbacks of Current Search Engines 
Current search engines have serious limitations. One of the major limitations is that the 
returned results can contain many links pointing to irrelevant documents. One way to reduce 
the number of irrelevant links is to provide a predetermined taxonomy, and search only 
among documents pre-categorized as being in the desired taxonomic category. Many search 
engines have applied this way to organize the links. This is only a partial solution as it is 
presently labor intensive to create the taxonomy and locks users into a one-size-fits-all 
taxonomic structure that might not be suitable for a given information seeking need. The 
standard way to solve the other major problem, excessive length of returned URL lists, is to 
provide the items in the returned lists in the order of their estimated relevance. While 
relevance ordering is useful, it is well known that the quality of the resulting orderings is 
imperfect. Even many ordering can have erratic performance on specific searches. 
1.5 Improving Search Engines 
In recent years, many new strategies are presented to optimize the results of the search 
engines. The retrieved documents are clustered and presented to the users using some 
visualization techniques. It facilitates the users in finding the relatedness among documents 
because the documents are clustered and visualized by the relevance of their contents. For 
example, in Mukherjea' s system ( 1999), a Bulls-Eye visualization is used. In this system, the 
document of interest (main document) is located at the center and other documents are 
around it. The positions of the documents are determined by the similarity between the main 
document and another document. Grouper (Zamir 1999) retrieves the documents and clusters 
them using Suffix Tree Clustering (STC), and displays the results in different groups. 
Our system, Multibrowser, applies multidisplay and direct display to enhance the 
efficiency of the user interface. After the documents are downloaded to the local disk, they 
are clustered into three groups. Each document is assigned a color according to its position in 
the clusters. Furthermore, each paragraph has a link to several other paragraphs which are 
most similar to it. The display window shows several documents simultaneously and users 
can find the similarity among different documents by the color bars associated with the 
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documents. Users can also click the link associated with a particular paragraph to retrieve 
several paragraphs which are most similar to that paragraph. 
1.6 Thesis Organization 
The remainder of this thesis is organized as follows: first, the concepts of multidisplay 
and direct display will be presented in Chapter 2; then the details of the multibrowser system 
are discussed in Chapter 3. Some discussion about hash tables for n-gram based processing is 
discussed in Chapter 4; and a conclusion is given in Chapter 5. An appendix discusses our 
research work on using software engineering concepts to enhance learning. 
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2 DIRECT DISPLAY AND MULTIDISPLA Y 
The user interface is one of the most important components of modem computer 
applications. Search engines, like many other applications, have to present the desired 
information to users in a friendly way. 
Nowadays, the Web is becoming more and more popular. As a result, the information on 
the web is increasing exponentially. The information returned by a search engine is huge and 
it is often not easy to find the desired information from such huge amount of documents. So, 
how to provide users a more user-friendly interface is a key issue to improve the efficiency of 
a search engine. 
Most of the current search engines return a long list of URLs. Users have to click URLs 
to retrieve the corresponding web pages and then find the useful information. This procedure 
involves lots of cognitive overhead and is labor intensive because of the following reasons. 
First, users have to choose which URLs to check by reading meta-information returned by a 
search engine, which are usually very short and ambiguous. Second, users have to access a 
web page by clicking a URL and if there is not enough information on this page, the users 
have to click the "Back" button to return to the search engine result pages before going to the 
next URL. 
Visualizing the search results is one way to give users a clearer idea about the search 
results. In recent years, diverse visualization techniques have been studied to help navigate 
through large numbers of documents. 
Multibrowser is one way to provide a more user friendly interface, which combines the 
advantages of direct display and multidisplay, so it is more efficient than the user interface of 
13 
traditional search engines. In this chapter, the ideas of direct display and multidisplay are 
introduced first, and then multibrowser will be presented. 
2.1 Direct Display Vs. Indirect Display 
Direct display is contrasted with indirect display. Their definitions are as follows: 
Definition: direct display is the presentation of actual content (Berleant 2001). 
In direct display, a user can see the content of the documents. 
Definition: Indirect display is the presentation of meta-content (Berleant 2001). 
In indirect display, a user cannot see the real content of the documents. What users see is 
meta-information about the documents, such as the authors of the documents, sizes of the 
documents, last update times, a short passage, and so on. All major search engines use 
indirect display to present the search result to the users. Users have to decide which 
documents should be downloaded by checking the meta-information. 
2.1.1 Comparison Between Direct Display and Indirect Display 
Because what indirect display needs is just the meta-information of documents, it needs 
less network resources than direct display. But it is difficult for users to make judgments 
from the meta-information about which documents are preferable, because the meta-
information cannot always represent the main ideas of the documents. In contrast, direct 
display presents users the contents of the documents, so users can make the decisions in the 
first place. Table 2-1 shows some of the pros and cons of direct display and indirect display. 
Nowadays, the available network resources, such as bandwidth and storage capability, 
etc, are increasing rapidly; so direct display can be employed in more and more applications. 
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Table 2-1. Relative advantages and disadvantages of direct and indirect display strategies. 
Characteristics upon which a comparison is made are listed in the left column. 
Characteristic !Direct display Indirect display 
Ease of access to content Yes, content is displayed 
No, content is not immediately I 
displayed I 
Higher since actual content is No, lower since abstractions lose 
Clarity of display 
klisplayed information 
!Fewer since content is No, higher since content must be 
Interface actions required 
immediately present explicitly requested 
No, more since user must judge 
!Less since user can absorb relevance of content based on 
Cognitive overhead 
information without obstacles meta-information, and navigate 
more 
Utilization of future 
!Less since abstractions 
technological improvements to Greater since more information is 
economize on transmission and 
bandwidth and display real ~ransmitted and displayed 
klisplay 
estate 
less due to less need for 
Suitability for display of a 
Greater since if things can be 
abstraction when a limited 
limited number of items 
shown directly it is often useful 
number of information items are 
~o do so 
present 
Summarization/preview 
tontent not summarized 
Yes, meta-content semantically 
function compresses content 
Higher since information is not Lower since abstractions are 
Bandwidth required for display 
abstracted usually smaller 
!Display footprint 
More since full information is 
rlisplayed 
Less since less is displayed 
Greater since abstractions reduce 
!Suitability for multidisplay of !Less since too many items won't 
footprints of each item, allowing 
!many items fit in display area 
more to be displayed at once 
,_ ----· -
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2.2 Monodisplay Vs. Multidisplay 
Direct display and indirect display concern what should be presented to users ( content of 
documents or meta-information about documents); monodisplay and multidisplay handle the 
question of how to present multiple documents to users. 
Definition: a monodisplay is the presentation of one item (Berleant 2001). 
Definition: a multidisplay is a tiled, space-filling collage (Berleant 2001 ). 
Monodisplay presents one document to users one time. Most search engmes use 
monodisplay: users have to click one of the URL from the URL list returned by a search 
engine to retrieve the content of that document. If users want to read the content of another 
one, they have to click the back button to return the previous page to click another link. 
On the other hand, a multidisplay presents users more than one documents 
simultaneously. 
2.2.1 Comparison Between Monodisplay and Multidisplay 
Monodisplay is easier to implement and it is enough if users just want to process one 
document. Multidisplay is more preferable if users want to access several documents. When 
a monodisplay system is used to display several documents, users have to perform some 
actions, such as clicking mouse buttons, to access every document. It is labor consuming and 
also interrupts thought flow. A multidisplay system can display more than one document in 
response to one action from a user, so users need fewer actions than in a monodisplay 
system. 
Another important feature of multidisplay is that it can display the relationship among 
different documents. Users can find the wanted information faster because when a document 
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is found useful, other similar documents can be found easily with the help of the relationship 
indication. 
Because multidisplay is supenor to monodisplay, and direct display is better than 
indirect display, we combine multidisplay and direct display to generate a new system to 
browse multiple documents. This is the direct multidisplay approach. 
2.3 Combination of Direct/Indirect Display and Mono/Multidisplay 
There are four possible combinations of multi/monodisplay and direct/indirect display. 
They are indirect monodisplay, direct monodisplay, indirect multidisplay and direct 
multidisplay. 
Indirect monodisplay is used to display information about one document. 
Direct monodisplay is used to display the content of one document. 
Indirect multidisplay is used to display several items at the same time with each item 
containing some information describing one document. Most of the current search engines 
apply the indirect multidisplay strategy to present users the search results. 
Direct multidisplay displays the content of several documents simultaneously. 
2.4 Direct Multidisplay and Multibrowser 
First, let's review some of the disadvantages of the strategies existing in current search 
engines. Most of the current search engines return a long list of URLs to the users and there 
is limited descriptive information about the documents that are linked by the URLs. In order 
to find the desired information, users have to read the descriptive information, click a link to 
access a document, and go through the document to get an idea of this document. If users 
don't find the desired information, they have to return to the URL list page by clicking the 
"Back" button, then access another document, and so on. This process involves lots of 
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cognitive overhead because users have to make judgments to choose some relevant URLs to 
click on to access the real documents according to the meta-information. Also, they have to 
remember which ones have interesting stuff. This process is labor intensive and time 
consuming because users have to check so many URLs to find the desired information. 
In view of above discussion, it's obvious that direct multidisplay is very helpful m 
overcommg the drawbacks of current search engines. Direct multidisplay can show the 
content of several documents at the same time, so users need fewer button clicks to check 
several documents. So, our multibrowser applies the direct multidisplay strategy. 
The aim here is to make it easy to extract the information from documents. But there are 
some issues to be considered. 
• Which documents should be shown simultaneously and how to navigate those 
documents. Our solution is to assign each document a color. The similarity of colors shows 
the similarity of the contents of documents, so users can easily find the relatedness among the 
documents according to the their colors. When a document is found interesting, users can 
easily find other ones with the similar content by checking the documents with the similar 
color. See figure 3-2. 
• How to navigate in the documents. Before talking about the solution for this one, 
paragraph processing is discussed first. 
The aim of paragraph processing is to find the degree of relationship among paragraphs 
within the same document or other documents. It is very common that some paragraphs with 
similar contents are in some documents whose contents are totally different. Sometimes, 
what users want is just a piece of information within one paragraph. It is very useful to find 
similar paragraphs in a set of documents, so users can easily find the paragraphs related to a 
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paragraph of interest. Multibrowser divides the documents into paragraphs. For each 
paragraph, the several most similar paragraphs are found and a link is attached to this 
paragraph. When the link is clicked, the multibrowser will present those most similar 
paragraphs together with the whole documents. See figure 3-2. This solves the navigation 
problem at the same time. 
In next chapter, details of the multibrowser system will be introduced. 
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3 MULTIBROWSER 
In previous chapters, the concepts of multidisplay and direct display have been 
introduced. Our system, multibrowser, is discussed thoroughly in this chapter. 
3.1 Related Work 
Document clustering has recently been investigated as a technique to deal with 
organizing documents retrieved by search engines on the Web. The intent of document 
clustering algorithms in this context is to try to group documents together based on their 
similarities. Given such clusters, users could find interesting documents more easily than 
otherwise, as well as understand the structure of the body of retrieved documents better. 
Document clustering has traditionally been performed in batch mode, but recently the 
need to cluster results returned by search engines in real time has led to work on real time 
clustering. Such clustering methods process documents relatively superficially since deeper 
analyses cannot be done in real time. For example, Excite (www.excite.com) identifies 
potentially useful search terms for refining the search, based on their ability to define a 
cluster among the returned documents, and hence to weed out other documents. The 
NorthemLight search engine (www.northemlight.com) provides "Custom Folders" and the 
retrieved documents are organized in these folders. These folders are clusters based on 
several parameters of the documents, such as type, source, language or subject. 
Grouper (Zamir and Etzioni 1999) works as a meta-search engine interface. It queries 
different search engines, and only looks at the top hits from each. Thus, its clusters are not 
affected by many low relevance documents, as is the case in NorthemLight's folders. It also 
can run on a client machine, making it a friendly component of distributed IR systems. It is 
also argued to be scalable. Grouper also relies on the concept of coherent clusters, meaning 
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that the clustering algorithm groups similar documents together without excluding a 
document from some reasonable cluster just because it is already in another cluster. Thus 
Grouper can generate overlapping clusters. Grouper uses Suffix Tree Clustering (STC) - a 
fast, incremental, linear time clustering algorithm that produces coherent clusters. Better 
known in the bioinformatics field, suffix trees have a variety of computational advantages, 
and are argued to provide results in Grouper that are both faster and more precise than 
previous algorithms. 
Visualization techniques can assist users in dealing with document clusters efficiently. 
One class of visualizations groups documents sharing such attributes as size, publication date, 
forum, etc. Another class compares documents based on their content of keywords, n-grams, 
etc. 
2CE developed a 3-D browser. This browser presents several documents simultaneously 
by displaying them on the different faces of a cube. The sides of the cube rotate when a user 
clicks on one face of the 3D cube, and the page being clicked becomes the primary page in 
the center of the screen. 
Our present work uses a simple visualization abstraction of a document - a color - to 
allow convenient visual perception of the relatedness among documents which have passages 
presented and visible on the screen. N-grams are used in our present work for document 
comparison and hence for clustering. Damashek ( 1995) describes using n-grams for 
document comparison. Damashek explicitly ignores collisions. Our work does also, but in 
addition, we investigate the issue of collisions. Cohen (1997) focuses on recursive hashing of 
n-grams as a way to improve computation speed, while the present work focuses on hashing 
issues relevant to memory usage. 
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3.2 System Overview 
Basically, multibrowser is a direct multidisplay system which displays the contents of 
several documents at the same time. Documents are processed before being displayed to 
make it easy to find the relatedness among documents. The processing includes two steps: 
document-scale processing and paragraph-scale processing. In document-scale processing, 
documents are clustered into three groups and each document is assigned a color according to 
its position in these three groups. In paragraph processing, the N most similar paragraphs are 
found for each paragraph and a link is attached to this paragraph which retrieves the N most 
similar paragraphs when clicked. Here N is the number of subwindows on screen. The 
interface of the system displays several documents at the same time and users can see the 
relatedness among documents by their color. In addition users can easily retrieve the N most 
similar paragraphs to a certain paragraph by clicking the link attached to this paragraph. 
Another issue is that how to handle duplicated pages. Sometimes, several pages have the 
same or almost the same content, which is a kind of information redundancy. That means we 
don't want two paragraphs with the same content to appear on screen at the same time. 
Multibrowser accomplishes it by ensuring that any two of the N most similar paragraphs 
have a distance greater than a threshold. The system can find different sets of paragraphs 
depending on the threshold. 
It works as follows: 
1) Some key words are inputted. 
2) The system contacts a standard search engine. 
3) It retrieves the corresponding URL list returned by the standard search engine. 
4) It downloads the documents from their URLs. 
22 
5) It converts each document to a vector according its n-gram values and this n-gram 
vector is used in the following step to gauge the similarity of documents and paragraphs. 
6) It clusters documents and assigns a color to each document to represent its position in 
the clusters and generates the corresponding color files. 
7) It orders the paragraphs of documents according to their n-gram values and finds the 
N most similar paragraphs to each paragraph. 
8) It generates new HTML pages. 
The details of system are discussed soon. First, the idea of n-grams is introduced because 
it is the basic tool used to gauge the similarity of the documents. 
3.3 N-grams 
3.3.1 What Is an N-Gram? 
An n-gram is n consecutive characters. A document can be represented by the 
distribution of the n-grams in it. The distributions of n-grams of different documents can be 
used to compare the similarity among the documents. 
In more detail, a document can be represented as a vector whose components are the 
numbers of occurrences of the distinct n-grams. But the problem is that the dimension of the 
corresponding vector is large. For example, when 5-grams are used and all the 256 one-byte 
characters are considered, the number of possible 5-grams is 2565 =240 which occupies too 
much memory. So we have to figure out ways to overcome it. Fortunately, most of the 
possible 5-grams almost never occur in real documents. So we can use a hash table to 
represent a document vector and this way saves lots of computer resources. If a reasonable 
hash table is used, the number of collisions introduced by hashing the n-grams that occur is 
small enough. 
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In our system, a document is converted to the vector representation by the following 
steps: 
1) Let H be the size of the hash table and Wann-character wide window. 
2) Construct an H-dimensional array A and initialize all the components to 0. 
3) Move the window W one character along the document. 
4) Convert the corresponding n-gram into a number. 
For example, an n-gram gram can be converted to a number V by: 
V = gram[O] + gram[l] * 256 + · · · + gram[n - 2] * 256n-l + gram[n -1] * 256n-I. 
5) Use a hash function to get the value of this value. 
6) Increase the corresponding component of the array A by 1. 
7) If the end of the file is not reached, go back to step 3). 
8) Return then-gram vector. 
3.3.2 Using N-Grams to Gauge the Similarity of Documents 
After the documents have been converted to vectors, these vectors can be used to gauge 
the similarity among documents. These vectors support a cosine-based document similarity 
metric (Damashek 1995). 
In Multibrower, the following metric is used to gauge the similarity between two 
documents. Suppose two documents have n-gram vectors Vi and Vz respectively and D is the 
hash table size. First these two vectors are normalized, that is, 
W;[j] =-;=V=;[=j=] = 
D 
L,V/[k] 
k=I 
D 
Where w; is the normalized vector and L W/[k] =I. 
k=l 
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Now, all documents (represented by the heads of vectors of n-gram hash codes) fall on 
the hypersurface of a hypersphere in the many-dimensional space whose axes are the hash 
codes in our space of possible hash codes. 
Then a value Sis calculated using the following equation: 
D 
S = LW1[i]*W2[i] 
i=l 
The more similar the documents, the larger the S. This is known as the cosine measure. S 
can be used to gauge the similarity of documents; higher values of S indicate greater 
similarity. 
3.4 How the System Works 
3.4.1 Step 1: Downloading the Documents 
The system starts by accessing a standard Web search engine, giving it a query, and 
downloading the documents in the list of URLs returned by the search engine. This 
downloading, and subsequent processing, takes time. Users could let it run while doing other 
things or overnight, or librarians could use it to create browsable repositories which, once 
created, would be available for browsing interactively in real time. 
3.4.2 Step 2: Clustering the Documents 
Once downloaded, the documents are clustered. Later, the paragraphs will be subjected 
to an independent processing step which will directly support browsing from one paragraph 
to related paragraphs. 
To cluster the documents, every document is converted into a corresponding vector of n-
grams. These vectors are the input to the clustering algorithm. 
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In order to indicate the relatedness among documents visually, the documents are 
clustered into three groups which correspond to three dimensions named red, green and blue 
respectively. A document's coordinates along each dimension determine the contribution of 
the corresponding color to the associated colored bar which is assigned to every document. It 
means the similar documents will have similarly colored color bars. 
Here the K-means Clustering Algorithm is used to cluster the document vectors. 
Let { v 1, v2, ••. , VN} be the set of N vectors. 
Let c?, c?, c? be the centers of three clusters in the jth iteration. 
Let Ni be the number of vectors in cluster i, i= 1, 2, 3. 
Then 
N; 
F/ = Ilh-c/ll 
k=I 
represents the sum of squared distances of all vectors in a cluster to the cluster centroid. 
The vectors are processed by following procedure: 
Randomly choose 3 vectors from all of the vectors as the initial cluster centers 
In the l iteration: 
Assign vectors { v; }:1 to the 3 clusters using the minimum distance classification rule: 
vEcluster m m=l, 2, 3. 
p, m = I, 2, 3. 
Calculate the new cluster centers cf j) 
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i=l,2,3. 
(3) Stop if Fy+i) = FY), i = 1, 2, 3. 
That means that the sum of the squared distances of all vectors in a cluster to the new 
cluster centroid clj+I) is minimized. 
Now all the documents are clustered into three groups and we can get the three centroids 
of the clusters. Then a document's distances to the three centroids will determine the 
contribution of the corresponding color to the colored horizontal bar which is displayed in 
conjunction with the document. See figure 3-: 1. 
3.4.3 Step 3: Generating Color Codes for the Documents 
For each document, an RGB color is generated based on the cosine of the corresponding 
angles to the centroids of clusters R, G, and B. This color is the background color of a small 
HTML file to be used as a colored tag for the corresponding document. See figure 3-1. When 
a document is eventually displayed, it will be displayed starting at the beginning of some 
paragraph in it, and the color tag of the document will be displayed in a horizontal bar above 
the document. Thus documents that are measured to be similar will be displayed with 
similarly colored horizontal bars allowing readers to quickly and visually determine 
relatedness among documents displayed simultaneously in different frames (Figure 3-2). 
Each document's horizontal bar also contains the URL from which the document was 
downloaded, increasing the information density of the color tag. 
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Figure 3-1. An example of document clusters, simplified to 2 dimensions. The cluster 
centroids are named R, G, and B. A document vector V's degree of relatedness to each 
centroid is determined by the angles by a, p and y between it and the respective centroids and 
is proportional to the cosine of those angles. Only a quadrant is needed because all vector 
components are positive. 
3.4.4 Step 4: Paragraph-Scale Processing 
In this step, each paragraph in the set of documents is represented by an n-gram vector as 
described in the above paragraphs. And for each paragraph, the M most similar paragraphs 
are found, where M is the number of subwindows used by the system. Thus, users will be 
able to easily find the most similar paragraphs to a certain paragraph. The most similar 
paragraphs can be found by standard sorting algorithms from the set of paragraph vectors. 
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3.4.5 Step 5: Reformatting the Documents 
In order to facilitate use, some additional information has to be added to the original 
documents. For example, each paragraph in each document can be provided with an icon 
which, when clicked, retrieves the six most closely related paragraphs in the set of documents 
and sends to the user's browser their containing documents, specified to display at the 
beginnings of the retrieved paragraphs. 
Currently, a set of HTML frames 1s generated and each paragraph's containing 
document is shown in a frame. The original documents are revised to add a hyperlink to each 
paragraph. When such a link is clicked, the corresponding html frame files will be retrieved. 
To find the paragraphs most related to any given paragraph, the same n-gram based 
vectorization process followed for whole documents will be used. Figure 3-2 shows an 
example display. 
Assignment 23 (No pts), CprE 485x, Due Thursday 
4/20 
ProJect Devozlopment 
Figure 3-2. Example display 
Colored document 
tags and the 
corresponding 
document URLs 
Links pointing to 
the 5 most similar 
paragraphs 
29 
3.5 Some Problems Involved in the System 
The first problem occurred when the documents were converted to n-gram vectors. The 
HTML tags in the documents have to be removed before they are converted to n-gram 
vectors. Consecutive carriage returns are removed to decrease the effect of the formatting 
information. 
Another problem occurred when the downloaded pages are displayed. Some homepages 
have a <base href="http://someServer"> tag. A browser tries to find all the links on the 
current page using the http://someServer as a base, when it finds such a tag on the current 
page. Also, some pages have missing script source and Netscape cannot handle this. Our 
solution is removing such tags. 
3.6 Future Work 
The system has to download the documents and preprocess them and both of the 
procedures take time. Therefore it cannot be used like a usual search engine because of the 
long delay. 
The solution to overcoming the long delay is using a repository, that is, the system 
downloads the documents, processes them and saves the information on local disk. So one of 
the most important issues is how to overcome the long delay of the multibrowser. 
The system software is implemented with Java to increase its extensibility because Java 
1s an object-oriented programming language. So it's very easy to extend the system to 
accommodate new features in future work. For example: 
• Currently, the software only retrieves the search results from Altavista, but it can 
be extended to retrieve search results from other search engines by adding 
corresponding classes. 
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• Currently, the six most similar paragraphs are found for each paragraph. This 
number can be changed to other values. Finding the N most similar paragraphs is 
implemented in a sorting class. N is a parameter of this class, which can be 
specified to change the number of most similar paragraphs found. 
• Currently, 5-grams are used to gauge the similarity of the documents and 
paragraphs. It can be changed to some other value of n by changing a parameter 
in the system. 
In the next chapter, we investigate some issues that arise in using n-grams as we 
have used them here. 
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4 HASH TABLE SIZES FOR STORING N-GRAMS FOR 
TEXT PROCESSING 
4.1 Introduction 
Natural language text processing applications such as information retrieval, document 
comparison, and document clustering make extensive use of string comparisons. Because 
texts generally are constructed from words, such comparisons have frequently relied on 
comparing the word profiles of the texts. However pure word comparison has significant 
shortcomings. Words have different lengths leading to computational efficiency deficits in 
speed and memory relative to computations on constant-length strings. Furthermore, 
assessing similarity between different but related words (such as different inflections of the 
same word root) can be important in text processing, and the nai:ve approach of recording a 
match between two words only if they are fully identical frequently supports merely a 
baseline performance level from which significant improvement can be sought. 
Stemming algorithms can alleviate the word match problem, but at the cost of additional 
computation. N-grams can both alleviate the word match problem and support improved 
computational efficiency compared to word based processing, because n-grams are simply 
strings of length n. Thus 4-grams all have length 4, 5-grams have length 5, etc. N-grams 
support partial matching when texts contain different but similar words because the 
similarities between the words cause the passages to have n-grams in common. For example, 
"computer" and "computation" are different words but share two 5-grams, "compu" 
and "omput". 
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4.1.1 Uses of N-grams 
N-grams were investigated for tasks related to information Retrieval at least as early as 
1979 (Suen). Since then they have been investigated in such tasks as language identification 
(Damashek 1995; Sibun and Reynar 1996), spelling correction (Zamora et al. 1981; Salton 
1989), document categorization (Huffman and Damashek 1994; Labrou and Finin 1999), 
document comparison (Damashek 1995), robust handling of noisy (misspelled, OCR'ed etc.) 
texts (Grossman et al. 1995; Pearce and Nicholas 1996; Pearce and Miller 1997), topic 
highlighting (Cohen 1995), document space visualization (Fox et al. 1999; Huffman 1995; 
Charoenkitkarn et al. 1994), spoken document Retrieval (Ng and Zue 2000), and other 
information Retrieval related applications (Grossman 1994; Cavnar 1994). 5-grams have 
been most thoroughly investigated (e.g. Damashek 1995) and have emerged as an n-gram 
size capable of supporting even higher information Retrieval precision and recall than words 
as shown using the TREC-7 Ad Hoc task (Mayfield and McNamee 1998). Unfortunately, n-
grams that are too long will fail to capture similarity between different but similar words, and 
n-grams that are too short will tend to find similarities between words that are due to factors 
other than semantic relatedness. 
4.1.2 Problem 
Despite the advantages of 5-gram based text processing, the number of different 5-grams 
creates its own challenges. There are 265=107 possible sequences of 5 letters and roughly 50x 
more than that if other common characters (spaces, digits, punctuation) are included. To 
implement a table containing the number of occurrences of each possible 5-gram in a 
particular document in an array containing one entry per possible n-gram would thus require 
a very large array. Memory requirements have posed significant problems (Ng and Kantor, 
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1995), yet as memory becomes more available, the number of documents to process tends to 
increase as well. Thus, it would be useful to encode documents in terms of their 5-grams in a 
more memory-efficient manner (Crowder and Nicholas 1996). 
Because most of the possible sequences of n characters rarely or never occur in practice 
for n=5, a table of then-grams occurring in a given text tends to be sparse, with the majority 
of possible n-grams having a frequency of zero even for very large amounts of texts. For 
example, 40 MB of text from the Wall Street Journal were found to contain only 2.7*105 
different 5-grams out of a possible 7 .5* 1018 (based on an alphabet of 27 characters, Ebert et 
al. 1997). Even the entire Web is quite sparse (Table 4-1). 
In Table 4-1 ten random letter 5-grams were generated, then searched for on the Web. 
Only two were found by the Alta Vista search engine (as of 8/2/00) anywhere on the entire 
Web in a non-binary document or its URL, in any human language. For a single document, a 
vastly lower percentage of all possible n-grams would be present. 
Sparseness is further increased by the fact that the number of distinct n-grams in a given 
text is strictly limited by the document's length. A document containing M characters 
contains a maximum of M-n+ l""M distinct n-grams, and normally contains fewer since some 
n-grams occur more than once. 
Table 4-1. Some random 5-grams 
Ten random letter 5-grams Number found on the Web 
obive thjfs jpomz aqzmk owsop 2 (jclur & obive) 
znqfm xifiq mkxre zgwhb jclur 
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4.1.3 Solution Approach 
The sparseness of the n-gram table suggests compacting it. One way to reduce the size of 
the table of n-grams in a text is to simply store a list of the n-grams that actually occur, in 
association with the number of times each appears in the text. This provides an accurate 
accounting. Another way to reduce the table size is to hash the large space of possible n-
grams into a considerably smaller array. This risks collisions, which may be duly recorded 
for accuracy or, alternatively, ignored for the sake of computational efficiency, in which case 
a given location in the array could contain a number expressing the summed occurrences of 
two (or more) n-grams. 
The computational advantages of ignoring collisions are substantial. Even if only the 26 
English letters are considered, there are still 265 potential 5-grams. Interpreting the bit pattern 
of each 5-gram as an integer without hashing leads to a sparse 2565 -element array for storing 
the n-gram content of any given document. Because of its sparseness, a great amount of 
memory can be saved by hashing, with tolerably few collisions. For example, with a hash 
table of size~218, a document can be represented by an array with about 218 elements, which 
is 0.000024% of 2565. If a hash table of size~225 is used, that size is still only 0.0031 % of 
2565• As a result, the strategy of hashing 5-grams and ignoring any resulting collisions to 
support speed and simplicity has been found useful (Damashek 1995). 
This paper investigates collisions in 5-gram hash tables, with the goal of minimizing 
their occurrence. We show that, using the commonly employed hash function 
h(k)=ko/otablesize for prime tablesize, different table sizes exhibit wide variation in collision 
probability. We show that this pattern of variation is similar for the three languages 
investigated, English, French, and German, but not for randomly generated n-grams. In order 
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to support systems that use hash tables of 5-grams, we empirically determine and provide a 
list of table sizes covering a range from approximately 216 to 240 that have low collision 
probabilities. Choosing from the table sizes in this list avoids the possibility of inadvertently 
choosing a table size with an average or a high collision probability. 
4.2 Methodology 
We investigated the effect of hash table size on collision probability for 5-grams. To 
hash them, each was converted to an equivalent 5-byte integer i from 0 to 240-1, as follows: 
Let the characters in the n-gram be named a0 ..• a4 , starting from the leftmost character. 
Let num( an) be the 1-byte integer equivalent of character an. 
(1) i= a0+256a1+2562a2+2563a3+2564a4 
The resulting values were hashed using the standard hash function h(i)=i%tablesize 
where tablesize is prime. For each language tested, 100 documents from the Web were hand-
picked and checked to ensure that each was written in the desired language and was a real 
document of reasonable length. This resulted in a total of 436,950 bytes of English, 469,638 
bytes of German, and 446,032 of French. The English documents were from an ad hoc, 
diverse set of sources, while the French and German documents were from various university 
sites in those countries. 
In order to determine when a collision occurred, the hash codes were first stored in an 
array in which one element stored the hash code of each n-gram in the file. The hash code of 
the kth n-gram in the document was stored at array index k. This required b-4 array elements 
for the b-4 n-grams in a file of b bytes. Then, the array was scanned for recurring hash codes. 
A recurring code could indicate a collision, if the two occurrences of the code derived from 
different n-grams, or a non-collision, if the two occurrences derived from different 
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occurrences of the same n-gram. This was determined by using the array index at which a 
hash code was stored as the offset into the document where the corresponding n-gram would 
be located. 
4.3 Results and Discussion 
We investigated a variety of table sizes between 2/\ 15 to 2/\40 for each of the three 
languages, as described next. 
4.3.1 Collision Probabilities, Table Sizes and Languages 
Different table sizes exhibit wide variation in collision probabilities (Figure 4-1 ). These 
variations are similar for English, French and German. Observe the *'s in the three 
overlapping graphs of Figure 4-1. Each * represents an average of the collision probabilities 
for the 20 prime table sizes nearest to but below a given power of 2. In all three graphs the 
pattern of * 's is generally descending, but exhibits certain upward exceptions, for example at 
224. For all three languages, the average collision probability that occurred when hashing the 
n-grams in a document is substantially higher, on average, for table sizes just under 224 than 
for table sizes just under 223 , 222, and even 221 • Similarly, upward exceptions to the generally 
descending trend occur at 231 and 232 for all three languages. This contrasts with a control 
condition in which a similarly size set of randomly generated n-grams were processed and 
graphed the same way (Figure 4-2). 
To determine the statistical significance of these results, observe that for each language, 
the highest magnitude exceptions to the downward trend for the *'s are at the same three 
points out of the 25 plotted, 224, 231 , and 232• Given that a language L1 exhibits this property, 
we seek the probability of a statistical null hypothesis that both other languages L2 and L3, 
exhibit the same property due to chance. 
0.04 
0.035 
0.04 003 + 
0.035 0025 0 05 
+ 
0.045 003 0.02 
0.04 0.025 + 0 015 
0.035 
0.02 
0.01 
0.03 * 0.015 
0.025 0.005 
0.02 0.01 + 0 
15 
0.015 0.005 * + 
001 
0 
+ 15 
0.005 + + 
0 "'"*+ 
15 20 25 
37 
4 
¼ 
* 
.,.. 
30 
+ Collision rate for the prime table size 
nearest lo but below the power of 2 
A shared exception to 
the downward trend 
near 224 
.. 
30 
35 
German 
35 40 
English 
35 
French 
40 
40 
Figure 4-1. Graphs showing collision probabilities (y-axis) vs. hash table sizes (x-axis). 
Each plotted point is the average for the 20 largest prime table sizes below 2 to the powers 15 
through 40. English, French, and German all show a trend of generally decreasing collision 
probability with increasing table size, consistent with well known properties of hash tables. 
Obvious upward exceptions to the downward trend are evident in the *'s for table sizes near 
the same powers of 2 for all three languages, though not for randomly generated n-grams (as 
shown in Figure 4-2). 
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Figure 4-2. The collision probabilities corresponding to different hash table sizes for 
randomly generated 5-grams. This is the control condition, which we compare with the 
graphs for the English, French and German shown in Figure 4-1. 
1) Assumption: L2 and L3 each have at least three exceptions to the downward 
trend. This assumption is conservative, therefore allowable, and is met in the current 
case. Call these exceptions E1, E2 , and E3. 
2) P(E1 is in the same place in the sequence of 25 plotted points as one of the 
three highest magnitude exceptions in L1)=3125. Remove that place from further 
consideration. 
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3) P( E2 is in the same place in the sequence of the remaining 24 plotted points as 
one of the two remaining highest magnitude exceptions in L1)=2124. Remove that 
place from further consideration. 
4) P(E3 is in the same place in the sequence of the remaining 23 plotted points as 
the remaining highest magnitude exception in L1)=1123. 
5) P( all three highest magnitude exceptions in L2 correspond to the exceptions in 
L1 )= (3/25)*(2/24)*( 1/23)=0.000435. 
6) For the third language L3, the analogous probability, P(all three highest 
magnitude exceptions in L3 correspond to the exceptions in L1 and L2) is also 
0.000435. 
7) P(both L2 and L3 have the same pattern of exceptions)=0.0004352=1.9* 10-7 
which effectively rules out the hypothesis that the results are due to chance. 
4.3.2 Empirical Determination of Good Table Sizes 
In order to support systems that use hash tables of 5-grams, we empirically investigated 
hash tables whose sizes are the 20 largest primes below powers of 2, for each power of 2 
from 216 to 240• From this we identified which of the 20 table sizes resulted in the lowest 
collision frequency, for each power of 2. Given a power of 2 representing the approximate 
table size desired, using the table size identified means both using a table size with a collision 
probability lower than for nearby table sizes, and also avoiding the possibility of 
inadvertently choosing a table size with a particularly high collision probability. Table 4-2 
shows these table sizes together with the collision probability for each. To choose a good 
table size for a particular application, pick a table size from the "Best hash table" column. 
The other columns compare these table sizes with similar, 
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Table 4-2. Hash table sizes and collision probabilities. The best hash table size is the 
table size with the lowest collision probability of the 20 largest prime table sizes below 2 to 
the power indicated in the left hand column. The worst hash table size is the table size with 
the highest collision probability of the same 20 table sizes. 
Power I Best hash j Collision I Worst hash table I Collision 
I of2 I table size ! probability !size ! probability 
~J 653931 0.03453484380364 II 654071 0.04291337681657 c=J 130843! 0.01656482435061 II 1310711 0.06934431857192 
~II 2620511 0.00804668726399 II 2621391 0.01564938780181 
c:JI 5242031 0.00379448449479 II 5242871 0.01173131937293 
~II 10484231 0.00181714154938 II 10485711 0.00437807529466 
c=JI 20969571 0.00082847007667 ll 20971431 0.00254262501430 I 
~I 41941811 0.00039134912461 II 41943011 0.00307586680398 
~l 8388283! 0.00030667124385 II 8388427\ 0.00293855132166 
~II 167769311 0.00041423503833 ll 167769611 0.02023343631995 
~I 33554231 0.00028836251287 ii 335543471 0.00181485295800 
I 
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II 
671087471 0.00013502689095 ll 671088591 0.00378761872068 I c=J 1342174931 0.00002517 450509 II 1342174671 0.00080787275432 I 
~II 2684350911 0.00002517450509 ll 2684353311 0.00029522828699 I 
~II 5368707911 0.00001373154823 ii 5368709091 0.00124957088912 I 
c:JI 10737414671 0.00002288591372 ii 10737414191 0.00116947019110 I 
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Table 4-2. Continued 
~I 21474832491 0.00002288591372 II 21474836471 0.01076324522257 
~I 42949667691 0.00004348323607 ll 4294967291! 0.00602357249113 ! 
~II 85899342891 0.00003890605332 II 8589934583! 0.00220162489987 
I 34 I 1 71798688091 0.00001830873098 II 171798691071 0.00038906053324 
I 35 i 3435973782110.00000228859137 II 34359738299j 0.00028378533013 
I 36 i 68719476619IF·o II 687194767311 0.00070259755121 
I 37 I 137438953331lf ·o II 137438953403j 0.00007323492390 
I 38 I 274877906813IF·o II 27 48779066871 0.00003890605332 
I 39 I 549755813869iF·o 
II 
549755813797i 0.00001830873098 
I 40 I 1099511627 689IF·o II 1099511627689IF·o I 
naively chosen table sizes and with the worst table sizes from the set of 20 from which the 
best table size was identified. 
4.4 Conclusion 
5-grams have been found useful for profiling documents in a number of text processing 
tasks. To best exploit the computational advantages that hash tables provide in storing the 5-
gram profiles of documents, a common and simple hashing scheme should be used, and 
collisions should be ignored but their rate should be minimized by appropriate choice of a 
hash table size. We have shown that the properties of English, French, and German are 
similar for this purpose, and have empirically identified good hash table sizes over a wide 
range. 
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4.5 How to Run the Program 
Software has been developed to do the experiment. For each language, a set of web 
documents has been downloaded to the local disk. For a certain hashtable size, the software 
reads each document into the memory, deletes the html tags, computes the total number of 
collided n-grams and saves the results in a data file. Then the data is analyzed using Matlab 
and the corresponding graphs are drawn to show the results. 
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5 CONCLUSION 
How to provide users a more friendly user interface is always a very important issue in 
applications. This problem is especially important for situation such as when multiple 
documents are involved. 
Multibrowser is built on the basis of direct display and multidisplay, which are more 
suitable in situations where users want to browse the contents of multiple documents. Before 
the documents are displayed, they have been processed based on their n-gram values, and the 
relationships among the documents are constructed according to their distribution in the 
document space. Each document is assigned a color bar according its position in the 
document space. Furthermore, documents are processed at the paragraph level, which 
provides fine-grained matching of related topics. Display is via a direct multidisplay HCI 
strategy to facilitate efficient interaction with texts. When documents are displayed on the 
screen, users can browse the content of several documents simultaneously and see the 
relatedness among documents by the color bars attached to the documents. The more similar 
the colors are, the more similar the documents are. In addition, users can easily find the most 
related paragraphs of a certain paragraph by clicking the "find similar" link following it. 
Multibrowser provides a solution by combining document pre-processing and direct 
multidisplay. 
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APPENDIX. USING SOFTWARE ENGINEERING 
CONCEPTS TO ENHANCE LEARNING: A NOVEL 
APPROACH 
Abstract 
Teaching of many topics in computer and electrical engineering, engineering in general, 
and indeed many other fields appeal to software in some form. Some topics require students 
to use existing packages. Knowledge about testing and usability can help students understand 
limitations and get used to using existing software products. As a more technical example, 
teaching of algorithms for computer networks can benefit from a number of software 
engineering techniques for specifying what software does, because those techniques help to 
clearly describe those algorithms in a variety of ways. Such techniques can emphasize 
visualization (benefiting students who respond to the visual modality), logical sequences 
(benefiting sequential learners), summarizations (benefiting global learners), and others. The 
diverse techniques of software engineering can address problems arising in numerous 
contexts, both in courses and in engineering practice. The proposed approach can therefore 
serve students and instructors in a variety of courses, and the integration of software 
engineering into these courses can both help students to learn topics in those courses as well 
as become familiar with software engineering techniques through their use. 
Software engineering is a large collection of diverse techniques - and overarching 
principles - that guide the entire process of producing software. This process starts with 
talking to clients before writing a single line in a computer language, to designing and 
writing software, to fixing problems and providing new capabilities in existing software. 
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Properly applied, software engineering leads to quality computer programs that do what users 
need them to do. Improperly applied, it leads to unending problems with the resulting 
software. Great potential exists for using software engineering concepts and techniques to 
enhance learning in a variety of important courses in the Department of Electrical and 
Computer Engineering. 
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1 Introduction 
Software engineering has rapidly become a major topic area in computing education and 
its techniques have been widely adopted by companies and government agencies for software 
development projects. Departments of software engineering and degree programs in software 
engineering are becoming more common, and guidelines for software engineering education 
have received increasing attention. As part of this trend toward increased educational 
emphasis in software engineering, programs in computer science and engineering have been 
moving toward giving their students a significant foundation of knowledge in software 
engineering. We want to make software engineering a direct contributor to other areas of 
education that focus on non-software engineering educational goals. The result will benefit 
pedagogy throughout the curriculum, as well as better integrate software engineering into the 
curriculum. 
2 Implementation 
Several courses can be used to examine how software engineering concepts can help in 
other courses in the Department of Electrical and Computer Engineering. For each course 
that we examined, we identified a specific course topic that is important for students to 
comprehend and that will likely benefit from use of software engineering concepts. Typical 
suitable topics include those requiring teamwork, orderly thinking about synthesizing 
solutions to complex, ill-structured problems, communication with clients, specifications and 
design, and understanding of algorithms and other data manipulation procedures. For the 
chosen topics, we determined how specific concepts and techniques from the software 
engineering field can help in teaching the topic, and prepared a concise report explaining this. 
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The report was prepared with advice and/or other contributions from the instructor, and 
provided to the instructor. 
For the Senior Design course, abstracts of students' proposed projects were screened to 
identify projects most likely to benefit from the proposed approach. The student teams for 
those projects received some consultation from their advisors and were required to use 
software engineering concepts in their work. At the conclusion of their projects, evaluations 
will be obtained from their advisor, from the faculty advisors, from the students themselves, 
and from the clients who suggested the projects as to the effects of the use of software 
engineering principles. For the Computing in Java course, team projects follow the software 
engineering life cycle with emphasis on the functional requirements. For the Computer 
Networking and Data Communications course, a communications protocol has been taught 
using the proposed approach. Ability to understand protocols is a core part of this type of 
course. Student learning of the protocol will be assessed using a homework assignment and a 
qmz. For all courses involved, instructor feedback will be obtained on both their 
satisfactions with the proposed approach and its utility. 
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3 Student Learning Enhancement 
Current practice is to partition software engineering concepts into specific software 
engineering courses. Yet, such concepts can be used to help communicate diverse topics in 
many other courses. For example, software engineering can help teach students to address 
large, complex problems requiring teamwork. Another example appears in the Appendix. In 
industry and government, software engineering principles are typically used but practitioners 
generally learn this on the job unless they are young enough to have taken a formal course as 
students. 
Students will better learn effective ways to visualize, communicate, document, 
decompose, and solve problems arising in courses and in the typical engineering environment 
of team development of complex systems. 
4 Project Significance 
Information Technology (IT) is currently a major initiative at the university level. The 
College of Engineering and the Department of Electrical and Computer Engineering are 
major supporters of this initiative. Software engineering is a key concept in IT. Additionally, 
a multidisciplinary initiative in software engineering at ISU is being developed to create a 
program to meet the high demand of regional industry for students trained in this area. 
Using techniques from software engineering, instructors will be able to use them when 
appropriate; helping students to learn valuable techniques they can apply in their professional 
careers. 
5 Ways to get project ideas 
For each course, we have to collect materials about the content of the course, difficult 
spots, etc. There are several ways to get the relevant information. 
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Talk to past students of the class for possible trouble spots in the course 
This could give misleading information since students don't always see the overall 
picture: where they have problems others might not, or vice versa. 
Ask TA if they have noticed any areas where students do not understand the topic 
This idea would work well for courses that are lab-based, especially if the professor 
points the lab out as a possible trouble spot. Also, the TA might have ideas of more trouble 
spots if many students come for help for specific areas or homework assignments. 
If other professors have recently taught the course, they might have ideas of where 
SE techniques might be useful 
This could cause coordination problems. But for classes that are switching professors, 
the past professor might have used SE previously, or know where problems might lie. 
5.1 Approach the professor in one of following ways for ideas 
Make sure the professor feels involved in the process, not like we are trying to tell them 
how to run their classroom - they are the teachers, not us. But hopefully we can offer some 
new ways of looking at things. 
The following questions can be used to get some information from professors: 
• Do you have initial thoughts about how SE techniques could help? 
This would give a good feel of what they expect, would assist in future dealings with 
the professor, and why they are involved in the project. 
• What are some of the topics that students seem to find to be sticking points? 
This approach forces them not to think about the solution, which we are dealing with, 
but the problem that they might not be aware that we might be able to help with. 
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Where do you think SE techniques would help? 
Gives us an idea of how much they know about SE. This would also be a good 
starting or ending place for a conversation. 
How do you think SE principles could be applied to your course? 
Would let us know what they are thinking, why they are involved in the project, and 
more about what they expect to get out of it. 
Ask professor if they already use any SE principles and/or techniques in their course. 
If so, which one(s), for what topic, and do they use SE for a project, just a homework 
assignment, for teaching the subject in the lecture, or another way? 
Possible ideas could be to supplement what they are already doing - we don't want to 
reinvent the wheel. But maybe there is another technique they could try that would 
do the same thing, in a better way. 
Ask professor for topic ideas where SE might help in their course. 
5.2 Approach professor with solution ideas 
Depending on the professor, and the class, this could be different for each class. Also 
depends on how many viable solutions there are for each topic, and how many different 
solution SE techniques we have for the class. 
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Present SE techniques that can be used independent of topic. 
List SE techniques (solutions) (which could be used differently for each topic), and 
match each technique to the topic(s) it solves. This would be used to let the professor 
choose the SE technique they are most comfortable with, and then select the topic(s) 
that the SE technique could help teach. 
Address each problem separately, with a list of possible SE technique solutions 
The professor would choose the topics or problems they are most concerned with, or 
most interested in having SE techniques applied to, and then we (with or without the 
professor) could choose the SE technique that fits that area. 
Have a list of problems/topics 
For each, have one viable solution. 
This solution would be if we selected the best SE technique for each topic before 
approaching the professor with our ideas. The professor could choose from the topics, 
similar to the processes in both of above solutions. 
We know which one we would want to do, but have at least 3 options. Let the 
professor have most of the input in choosing which one. This is again letting the 
professors teach their own classes, not telling them which one we want to do. But 
know which area we are interested in. 
Possibly we could lean a little toward having different classes use different SE 
techniques. Then we would have a variety of SE techniques to analyze and evaluate 
their performance in aiding learning. 
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Examine the syllabus for ideas 
We need to have an idea what we are doing before we approach the professor, so we 
look like we know what we are doing, and aren't just looking to them for the answers. If we 
already have an idea what the class is about, they won't feel like they are doing our job for us. 
Brainstorm for ideas 
This would be necessary both before and after approaching others for ideas, because as stated 
above, we need ideas before we approach the professor, and the professor's ideas could generate 
some new ones. 
6 Case study 
6.1 CprE 184X 
6.1.1 Course background 
This is a 2 credit course. About 30% of the students have little or no programming 
background. Lectures are 1 hour/week and labs are 2 hrs/week Homework emphasizes 
writing up lab reports and robots are used. 
6.1.2 Possible software engineering approaches used in CprE 305 
6.1.2.1 Possibility 1: Communicate Teamwork Issues 
Fact: 2-person teams seem to work well in the labs. 
Solution: a lab in which 2 separate 2-person teams must coordinate. 
Example: Make robot go to a destination over a given path. 
Then make it return to the origination point. 
Teams must coordinate to solve the problem. 
Instructor suggests that the robot's paths could be curved, and points out that the 
course has more robot labs than non-robot labs. 
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Teamwork can be based around a design, or a set of specifications. 
(Instructor prefers the design approach). 
Design options are addressed next (specification options after that). 
6.1.2.1.1 Possibility la (Teamwork): Design options 
Specifications are given by instructor (the "customer") and include. 
Shape and length of path; time limits; resource limits (personnel, equipment, tools, 
hardware and software, etc.). 
Evaluation criteria. 
Need for good communication can be based around a design document. 
Have teams cooperate and coordinate using the design document. 
A design document is produced be each team. 
Design covers both hardware and software aspects. 
Give them an outline so they know how to write a good one. 
Outline includes e.g. technical approach, resources needed, etc. (to be fleshed 
out more later). 
Four options for doing this are next (instructor prefers option 2) 
Option 1: team 1 develops first draft, team 2 reads, together they do a formal review, 
and iterate until done. 
Both teams work as one larger team from the resulting document. 
Option 2: team n develops design, passes it to team n+ 1, team n+ l submits a grade 
for it, uses it to solve entire implementation task, then submits another grade for it. 
Even teams write it, odd teams use it, OR 
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Each team designs to slightly different specifications, and all teams design and 
implement. 
Some details: this exercise relies on a four part schedule: 
Wednesday - discuss what designs are. 
Friday (lab) - pass out the specs at the end of class, they then do design for 
HW. 
Wednesday - answer any questions. 
Friday (lab) - each team implements another team's design. 
Option 3: team n develops design, passes it to team n+l, team n+l implements it, 
team n's grade incorporates team (n+l)'s implementation performance. 
Teams must not have access to their own designs when implementing! 
Option 4: one team writes a design to get robot there; partner team uses it to write a 
design to get robot back; both teams implement their designs. 
First team implements while 2nd writes, so the teams' activities are staggered. 
6.1.2.1.2 Possibility lb (Teamwork): Specifications Options 
Basic constraints are given by instructor (the "customer") and include. 
Time limits; resource limits (personnel, equipment, tools, hardware and software, 
etc.). 
Evaluation criteria. 
Requirements would need to hit a balance between being too much like specs and 
not providing enough guidance - system is simple so it would be easy to say too 
much. 
Need for good communication is based around specifications document. 
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• Have teams cooperate and coordinate via the specifications. 
• A specifications document is produced by two teams jointly. 
Specs cover the state of the robot after it gets there and before it returns. 
Specs also cover relevant API-like issues. 
Give them an outline so they know how to write good specs. 
• Option 1: team 1 develops first draft, team 2 reads, together they do a formal review, 
and iterate until done. 
They then develop separate software designs & glue them into one software 
download. 
Option 2: team n develops specs, passes them to team n+ 1, team n+ 1 submits a grade 
for them, uses specs to do design and implementation, then submits another 
retrospective grade for them. 
All teams write specs, and do a design and implementation. 
Option 3: team n develops specs, passes it to team n+l, team n+l designs & 
implements, team n's grade incorporates team (n+l)'s performance. 
Teams must not have access to their own specs, to get them to use another team's. 
6.1.2.2 Possibility 2: Communicate the rapid increase in confusion as team size 
increases 
• This can be demonstrated mathematically, with a hands-on exercise, or both. 
• Exercise approach would be suitable as an in-class exercise; could also be done in a 
lab. 
• Would make a classroom activity that is fun as well as educational. 
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• Three possibilities follow; one could be used or they could be combined (Instructor 
prefers possibility 2c). 
6.1.2.2.1 Possibility 2a (Team size): Showing it Mathematically 
• Show it mathematically, explaining the theory. 
1 person, 0 communication paths. 
2 people, 1 communication path. 
3 people, 3 communication paths. 
4 people, 6 communication paths. 
5 people, 10 communication paths. 
6 people, 15 communication paths. 
1 +2+3+4+ ... N=about N*N/2. 
Give story about Euler's teacher telling him to add up all the numbers from 1 to 100. 
• N*N means things get worse fast. 
• Calculate how many paths for the number of people in the class ( a lot!). 
6.1.2.2.2 Possibility 2b (Divide Class into Ad Hoc Differently Sized Teams) 
• Have different sized teams compete, showing an optimum size. 
.. .like the one I've used, maybe fine tune it. 
Give each team a lengthy arithmetic problem like. 
3+6-1-10+8+2-7 ... 
They are timed while they decompose the problem, solve it, and get the answer. 
Typically small teams solve it faster than large teams! 
Graph on the board the results, showing that bigger teams aren't usually faster. 
Explain why. 
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Could be combined with possibility 2a (to explain the principle involved). 
6.1.2.2.3 Possibility 2c (Well and Poorly Organized Teams) 
Have largish teams, organized (or not) in different ways. 
Have them compete; the well organized teams should do better! 
"Well organized" implies the# of communication paths is controlled. 
Assign different teams different organizational structures. 
Follow-up discussion: people relate their experiences in different structures. 
Could be combined with possibility 2a (to explain principles). 
Could use the same task as in possibility 2b. 
6.1.2.3 Possibility 3: Understanding and Using the engineering life cycle 
It's better to settle on specs before designing, and settle on a design before 
implementing. 
General idea: they run through the phases of the life cycle in one class session. 
Depending on the exercise, it could be done in either class or lab. 
Changes to specs could be made during design, implementation, and after 
implementation. 
The point: illustrate that changes that could be made early, are much more 
expensive if made later. 
Instructor found this to be more suitable as an exercise to be done toward the end of 
the semester, but before the last larger lab project. It would be a fun thing to do in 
class. 
Outline of procedure. 
Exercise is completed in one class or lab. 
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Exercise requires them to 
... read, or write a spec document, 
... then a design document, 
... and *finally* they can implement. 
6.1.2.3.1 Possibility 3: Task 1 - Spaghetti Towers 
Task 1: build towers of spaghetti and tape towers. 
Each team gets spaghetti and tape. 
"Best" tower wins. 
Option 1 - give them the specs. 
Tell them how much spaghetti and tape they get. 
The winner is the tallest tower. 
Option 2 - they make their own specs. 
Provide them with an evaluation function. 
They can choose how much spaghetti and tape to use. 
... but using more impacts the evaluation function. 
Evaluation function combines height with amount of spaghetti and tape. 
6.1.2.3.2 Possibility 3: Task 2 - Paper and Tape Containers 
Task 2: build containers out of a piece of paper and tape. 
Container that holds the most, using the least tape, wins. 
(Need some formula). 
In this case they read, not write, the spec document. 
Would be fun to have some material (e.g. com) that they use to measure container 
capacity, 
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... or capacity could be measured with ruler and calculation. 
To show that changes should be made as early as possible: 
Make a change in the specs after they've done the design, 
... and/or, make a change in the specs after implementation. 
A possible such change would be a reduction in volume. 
Discussion would center around the fact that difficulty of fixing a problem 
rises dramatically as it is delayed to later life cycle phases. 
A house analogy fits the paper construction: 
Easy to change around where the bathroom is during specs 
... harder to change the blueprints (i.e. the design) 
... most difficult and expensive to do after the house is built 
6.1.2.3.3 Possibility 3: Task 3 - Index Card Houses 
Task 3: construct buildings out of index cards. 
They must specify their own evaluation criteria, 
... i.e. they generate their own specs. 
They can tear the index cards so it's not the standard card house task. 
Advantages: 
They produce the spec document, not the instructor. 
Task emphasizes creativity rather than competition. 
Disadvantage: uses up a lot of index cards. 
6.1.2.3.4 Possibility 3: Including the Maintenance Phase of the Life Cycle 
Maintenance is of major importance (67% of the total effort, in software domain!), 
... often maintenance is not handled much in typical courses (despite importance). 
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• To incorporate maintenance into the life cycle exercise: 
After a tower, container, or building is constructed. 
... make plans to change it! 
What changes would be harder? Easier? Why? 
Any changes should go through the life cycle in miniature. 
Actually make one or more of the changes. 
Experiences could be discussed in class. 
6.1.2.4 Possibility 4: good problem decomposition 
• Communicate what makes a decomposition good or not so good. 
• To do this, describe the two major concepts involved: 
Cohesion (relatedness within a module). 
Coupling (relatedness among modules). 
Have them help rate cohesion, coupling with cars, families, etc. - everyday things. 
Have exercise involving decomposition of software or robot problem. 
No implementation needed - this is a design issue. 
• Assessment: instructor prefers possibilities 1-3, but rates this one as potentially good 
also. 
6.1.2.5 Possibility 5: Improve Understanding of Pointers 
• 
• 
• 
• 
• 
Problem: pointers are hard to understand . 
Solution A: use Java, which makes pointers easy . 
Solution B: a clear semi-graphical approach to describing them, perhaps from UML. 
Solution C: a "simplest possible" pointers programming exercise . 
Solution D: a robot programming task using the pointer concept. 
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Example: robot goes to some location. 
It finds data or a pointer. 
If a pointer, it goes where the pointer says, 
... once it finds data, it does something with it. 
The physical layout of the robot's arena could resemble a graphical depiction of a 
C pointer explanation. 
• Assessment: less desirable than possibilities 1-3. Instructor currently has an in-class 
exercise in which students act out a computer, some as parts of the computer and 
others help execute it. A sorting exercise can show how changing pointer values can 
be more efficient (less movement of data/people) than a non-pointer solution. 
6.2 CprE 305. Computer System Organization and Design 
6.2.1 Course background 
The course is taught using the Verilog HDL hardware description language. In general, it 
would be good to keep the students informed about why they are going through the process 
they are going. The course does things in accordance with good methodology but because it 
tends to be planned out for them ahead of time, thereby increasing their efficiency, they 
would benefit from better awareness of the ways in which what they do conforms to good 
methodology. 
6.2.2 Possible software engineering approaches used in CprE 305 
6.2.2.14GL features 
Since the students use Verilog, a 4GL with C-like syntax and visual programming 
capabilities, problems typical of 4GLs, and of visual programming languages will be likely to 
occur. In particular, students may be likely to think that once a model is running, it is 
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therefore valid. With 4GL's, the assumption that once the program runs it is running properly 
is often a problem. By teaching the students to watch out for this temptation by checking the 
outputs of their programs for reasonableness, always a good idea in software development 
but easy to forget when using 4GLs, the products of their efforts would hopefully be more 
likely to be reasonable than they would otherwise be. 
6.2.2.2 Parallel Statements 
Verilog has some semantic differences from C that can be confusing. For example, a=b; 
b=c; can mean different things depending on whether the statements are executed in parallel 
or not, whether they refer to the actions of circuit components like flip flops that may be edge 
triggered or level triggered (adding different timing issues to the semantics), and whether 
they refer to different points along a net that is subjected to rapidly changing input signals. 
Students can be confused by this and mistakenly assume the wrong semantics applies in 
a particular case. 
One way to address this is to show students different semantic descriptions of the same 
code segment, such as a=b; c=d;. However this would be using concepts from compilers or 
programming languages more than software engineering. Another drawback is that some 
students may not respond positively to using a formal description approach as a method of 
clarification. 
Another way to address this would be to describe a system such as in the figure using a 
UML construct such as activity diagrams, thereby illustrating the parallelism. Or perhaps 
better, have the students generate the diagram. 
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6.2.2.3 Bottom-up design 
The students build their systems using a bottom-up strategy, while the design is 
predetermined. This could be motivated with a discussion appealing to the advantages and 
disadvantages of top down and bottom up design, in general and in the context of the 
hardware problem dealt with in the course. 
6.2.2.4 Cohesion and coupling 
System design requires decomposition. Could software engineering provide guidance in 
this? Perhaps the concepts of cohesion and coupling, along with a design strategy that 
encourages high cohesion and low coupling, would be helpful. In this course, the basic 
design of the system they spend the semester on is predetermined. They simulate NAND 
gates, then use them to do flip flops, use them to do registers, use MUXs, decoders, and 
registers to do register files, use those, an ALU which they do, and a memory module which 
is given them, and do a processor with those. This can make them think design is too easy, or 
"just happens." However, the concepts of cohesion and coupling could be used to help them 
understand the way the design is the way it is. Cohesion and coupling can be appealed to 
based on their intuitive meanings, or the more formal classification of modules into 
categories of cohesion and coupling can be used. 
To rate cohesion of a module, its proper classification m the spectrum of cohesion 
categories should be determined. This spectrum of categories (from best to worst) consists of 
functional cohesion, informational cohesion, communicational cohesion, procedural cohesion, 
temporal cohesion, logical cohesion and coincidental cohesion. 
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To rate coupling among modules, its proper classification in the spectrum of coupling 
categories should be determined. This spectrum of categories (from best to worst) consists of 
data coupling, stamp coupling, control coupling, common coupling and content coupling. 
6.2.2.5 Parallelism 
Due to the parallelism that is typical of digital circuit operation, a way to help students 
visualize parallelism could be helpful. What might software engineering contribute to this 
need? Perhaps activity diagrams could be used to express parallelism. Petri nets can be used 
to describe the concurrent systems. Especially, it can be used for describing concurrent 
interrelated activities. However, Petri nets may be outside the desired scope of the course. 
Sequence diagrams may not be suitable for parallel system description. Scenarios may have 
too many cases to be suitable. So let us focus on activity diagrams. 
Activity diagrams. An activity diagrams is a state machine-like construct focusing on 
activities, which are states in which some computational activity is taking place. Activity 
diagrams show these activities, relationships among them, and the possible state transitions 
depending on different conditions. Heavy bars with more than one incoming or outgoing 
arrow indicate the start or end of concurrent processing. Activity diagrams are used to model 
sequences of actions and conditions within a process. They are like flow charts in important 
ways, but differ in supporting parallel activities and their synchronization. See figure A-1. 
A potentially significant problem with activity diagrams as described is that they do not 
indicate which modules execute which activities and the way that the modules communicate. 
One solution to this is to organize actions into "swimlanes." A swimlane represents 
responsibility for part of the overall activity and may be implemented by one or more 
modules. Swimlanes are separated by vertical solid lines, as shown in figure A-2. 
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A related description method is the state diagram, which is similar to the activity 
diagram but does not stress states as places where activities are occurring. This is another 
option that could be explored. 
6.2.2.6 Code Reuse Issue 
A component is often designed, then used in different places in the system. This is a 
kind of code reuse. Students in this course do make use of reusability in that they build 
components that are then used in different places in their systems. However, the concept of 
reusability and the implications of building a component intended for reuse as opposed to 
one build without reuse in mind is never explained to them. Potentially such an 
understanding would be a good investment. 
RE 5-20 
Make electronic 
file 
Check data for 
life insurance 
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Prepare incoming 
documents 
lm:1eJ( docutnems 
Complete rcquc-st 
Draw up 
insurnnce policy 
Draw up contta(;t 
mortgage-deed 
Pay pn:n,•ision to 
insurance: agent 
tivity diagram for processing mortgage reques1s (Loan: Processing Mortgage Request). 
Figure A-1: Activity diagram, quoted from Bahrami (1999) Figure 5-20. 
• A reusable component can be a module, code fragment, design, part of a manual, or 
set of test data. 
• Two types of reuse are accidental reuse, which means the developer accidentally 
realized parts of some existing products can be reused in a new product, and deliberate reuse, 
which means the components are constructed specifically for the future reuse. 
FIGUII S-22 
Swimlmes i'I an &ethlity diagram. 
l11.~i.taru:e.A.gcnt 
Clw!ck drua for 
life imuram:e 
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Draw up 
insurnru:e policy 
Pmwupcomract 
rr,ortg~ 
Pay· i,,<Wisioo ro 
iitmtmee agent 
Figure A-2: Swimlanes in an activity diagram, quoted from Bahrami (1999) 
Here are a few facts about reusability. 
• The reasons we need reusable components include: first, it can save much time 
because there is no need to develop parts of the new products; second, the product is more 
reliable because the reused components have been ( or should have been) tested thoroughly, 
more thoroughly than if they were not for reuse. 
• It takes more effort to design a component with good reusability than the equivalent 
one-time component. Components which are very likely to be used elsewhere should be 
constructed with reuse in mind. Components not likely to be used elsewhere can neglect the 
reusability issue. Object-oriented design can be used to design a product with good 
reusability. 
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6.2.2. 7 Large System Development Issues 
Large system development is an issue that could be addressed. How to develop large 
systems well? If there is a temptation to fix problems later rather than as early in the process 
as possible, then teaching about the relatively greater expenses associated with 
procrastinating fixes until later in the engineering process might be helpful. See figure. 
1000 Larger software projects 
500 At IBM-SSD 
200 GTE .... 
"S 
100 80% 0 0 -X ! Median (TRW survey) '6 50 0 20% D .... _D---· .... °a° SAFEGUARD Cl) _:r---0 20 0 
Q) 
> :;::::; 10 U- ---Q) -- A a: 5 - -- 0 Smaller software projects A 
0 0 [Boehm, 1980) 2 
1L-_L_j_ __ .J.._ _ ....L-__ -1..-. _____ _ 
Requirements Implementation Acceptance 
and specification test 
Design Integration Maintenance 
Phase in which fault was detected and corrected 
Figure 1.4 Relative cost of fixing a fa~lt at each phase ~f the soft-
ware life cycle. The solid line is the best fit for_the_data relah~g to 
the larger software proiects, and the dashed line 1s the _best ~,t for the 
smaller software projects. (Barry Boehm, Software Engtneertng Eco-
nomics, © 1981, p. 40. Adapted by permission of Prentice Hall, Inc., 
Englewood Cliffs, NJ.) 
Figure A-3: Software develop and its cost, quoted from Schach (1999) 
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6.2.3 Material developed for CprE 305 
• Transparency 1: 
Hello! Today's discussion is on: 
How software engineering can help CprE 305 students 
How does software engineering affect CprE 305? 
You are designing hardware, not software ... 
. . . but you design hardware by writing software! 
Therefore guidance on software development. .. 
. . . applies to designing hardware with Verilog 
By following good software development practice ... 
. . . you can develop software faster and better 
The point of software engineering is to ... 
. . . develop software faster and better 
The point of today is to help you to ... 
. . . develop your term projects faster and better 
• Transparency 2: 
So, what is software engineering? 
An approach to software development 
Based on the "software life cycle" idea 
Better than the "no approach" approach 
Becomes more important for larger projects 
Provides good code structure 
Provides good team coordination 
For 1-week HWs, you don't need it! 
For larger projects, you do 
Industry emphasizes large projects 
Few I-week HW style tasks in industry 
• Transparency 3: 
How to do software engineering 
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- just follow a reasonable software life cycle model 
... there's a bunch 
... they're all the same 
.. .lets take a look at some ... 
Now, let's look at resource allocation 
Seems like "minor" phases just take a few%, right? 
... but those few % are important 
as shown by the figure 
• Transparency 4: 
Let's skimp, and see what happens 
Given: 9 week term project 
... no maintenance (rightly or wrongly) 
How many hours needed for each phase? 
S'pose we skimp on requirements by 25% 
... then make it up in specs, or design, or etc. 
Let's make a table: 
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Phase Old New time if fixed in 
time for Specs Des Imp Int phase 
Requirements [J l l I I 
Specs 
Design 
Implementation 
Integration 
TOTAL TIMES 
If time, let's make pie charts for each result column 
• Transparency 5: 
Unexpected need for more time in a phase 
Given: you find a project needs an extra day of effort in phase P 
Option 1: you give it the extra day 
Option 2: you don't, fixing it later in implementation 
6.3 CprE 308. Software Systems Integration 
Should code inspections or code walkthroughs be used? In general, their "fault-detecting 
power. . .leads to rapid ... early fault detection. The additional time required .. .is more than 
repaid by increased productivity" (Schach 1998 p. 462.). A relevant source is IEEE standard 
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1028 (1988), "IEEE Standard for Software Reviews and Audits." If an inspection or 
walkthrough is to be performed in class prior to implementing the code in lab, then the main 
question is whether to use the walkthrough technique or the inspection technique. Compared 
to walkthroughs, inspections are more formal and have more steps. Here are a few other 
relevant characteristics of each; modifications appropriate to this context will be needed and 
some possible ones are noted. 
6.3.1 Walkthroughs 
l) Team has 4-6 members. For purposes of the course, the team should have the same 
number of people as the lab teams, though not necessarily the same actual individuals. 
2) Team includes someone involved in writing the code, someone who will work with it 
later, the team leader of the team that wrote the code, an end user, and an SQA person. For 
purposes of the course, this could be the team leader of the team writing the code, another 
member of that team, a member of the team who will extend it later (if possible, otherwise 
someone on another team), and someone from still another team taking the role of an 
eventual user of the system. 
3) Walkthrough chair should be the SQA person. Actually, the chair should be the 
person who has the most to lose or gain from the quality of the result, so for the course, the 
chair should perhaps be either the representative of the next team to continue development of 
the software, or the team leader of the team that will implement the code in the next lab. 
4) The code is distributed ahead of time to the walkthrough participants. For this course, 
this would be prior to the class meeting of the walkthrough. 
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5) Walkthrough participants review the code and write down a list of questions and 
another list of probable bugs. For the course, prior to class each participant should develop 
those two lists. 
6) Faults found during the walkthrough are not fixed, only found. For the course, 
students should avoid trying to figure out what the fix is after identifying a fault. This saves 
time since the walkthrough must be completed during class and also, a single debugger will 
work more efficiently than a committee discussion. 
7) The walkthrough may be driven by going through the lists, or by going through the 
code with interruptions as needed when the current location in the code triggers a list item. 
For the course, time may be a factor. List driven walkthroughs are faster, but less thorough. 
Which would be best for the course? 
8) Walkthrough results are not used for personnel evaluations, to avoid motivating any 
participants to be defensive or hold back on noting problems. For the course, this simply 
implies that the walkthrough itself not count for a grade, at least not beyond simple 
participation or not. 
6.3.2 Inspections: 
1) An overview of the code precedes the individuals' reviews, which precedes the main 
inspection meeting. This suggests two meetings, one for an author to overview the code for 
the inspection team, and another for the actual inspection. 
2) A checklist of possible faults to look out for is provided, and the inspection session is 
driven by methodically going through the code. For the course, the instructor would provide 
the checklist of faults. 
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3) A written report on the inspection is produced within 1 day of the inspection session. 
This would need to be done by the inspection team leader. The one day deadline may not be 
feasible in the context of a course, but if due by email to the other team members, it is 
potentially feasible. 
4) The code is reworked. This is prior to actually compiling it. For the course, one 
person would have to be responsible for the rework, perhaps meaning that someone else 
would then be responsible for the compilation step. 
5) There is a followup stage, where the inspection session moderator makes sure all 
problems have been addressed by the rework. Again, this is prior to compilation. 
6) Statistics are maintained on the number, severity, and kind of faults found. This is 
useful in detecting when something unusual is occurring, however in the context of the 
course, this step may not be necessary. 
7) Inspection teams consist of 4 people, a moderator, a representative of the team that 
produced the product under inspection, a representative of the team that will extend the 
product under inspection, and a tester, and of those, someone must be responsible for 
recording the findings of the inspection. For the course, the tester could be someone from the 
team developing the software who will have responsibility for testing it. 
8) Results are not used for personnel evaluations, to avoid motivating any participants 
to be defensive or hold back on noting problems. For the course, this simply implies that the 
walkthrough itself not count for a grade, at least not beyond simple participation or not. 
9) faults found during the walkthrough are not fixed, only found. For the course, students 
should avoid trying to figure out what the fix is after identifying a fault. This saves time since 
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the walkthrough must be completed during class and also, a single debugger will work more 
efficiently than a committee discussion. 
6.3.3 A third option 
If we abstract out the "essential component" of both walkthrough sand inspections, it is 
that code is best written first, then debugged by visual examination, and only then is it 
compiled. (Research has shown this to be more efficient than compiling it immediately!) 
A streamlined approach to exercising them on this basic concept not only may have 
more impact, but would be easier to integrate into lab exercises throughout the semester, 
should you choose to do that later, based on the one exercise that we're planning on for fall. 
• The protocol then would be: 
- They listen to the appropriate lecture material in class, Student M then writes 
the code, Student N takes it home, reads it, and lists bugs and etc. They meet in lab, 
discuss the list, ... and proceed to compile and debug it until it works. 
- Then, those that follow the directions will reap the benefits, those that don't 
will continue to struggle during the lab sessions, and the only difference in lectures is 
the possible need to schedule things so they have time to hear the concepts, then write 
the code, then take it home and study it, and only then show up for lab. 
- A highly tuned, detailed learning experience on inspections would be nice, but 
the streamlined approach above may work better in practice. 
• Introducing students to the process. The process should be explained during a 
lecture. The best time to do this is about 1/3 of the way through the semester. This can 
include the following possibilities: 
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- Hand out some code, have them look it over and try to identify bugs, for one 
of the classes. 
- An-class exercise that runs through the process in miniature. In pairs, one of 
them can write a small program, give it to the other to study, that person makes a list 
of bugs or questions, the writer then steps the reader through and they discuss bugs, 
then they fix and hand in. 
6.3.4 Material developed for CprE 308----"Code Reviews: Making Code Development 
More Efficient" 
• Transparency 1: 
More Efficient Software Development 
... with nonexecution-based testing 
Execution-based testing: 
o try running it 
o debug from there 
Nonexecution-based testing 
Review the code without a computer first! 
About Nonexecution-Based Testing 
Reviewing the code without a computer 
"Doesn't this waste time?" 
OS development: 
o reviews decreased bug detection costs by 85% 
o Switching system development: 
§ decrease was 90% 
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o Jet Propulsion Lab saved $25,000 per inspection 
OS development: 
§ Reviews decreased bug detection costs by 85% 
(Source: S. Schach, Classical and Object-Oriented Software Engineering 
with UML and Java, 4th ed., p. 141) 
• Transparency 2: 
Should Code Reviews be Used? 
Yes: 
o ... they make software development more efficient 
o You might think they waste time ... 
o ... but apparently they save time! 
Let's do a code review next 
o ... so you can use it with, say, lab programs or term projects 
o Reason: so you know how to develop code more efficiently 
• In class exercise: 
Code Reviews: an Approach to More Efficient Software Development 
Today we will run through a code review process in miniature. You can then apply this 
idea in labs, team projects and other future software situations. Please hand in your results. 
To do this code review, simply follow the following steps. 
1) On paper, write a C program. Leave plenty of white space so you can fix bugs later! It 
should solve the problem of counting up the month's heating degree days, and also the 
month's cooling degree days. Here's how to calculate the "heating degree days" for a given 
day: if the day's average temperature is 65 degrees or higher, there are no heating degree 
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days for that day because the building need not be heated. However if the average 
temperature is below 65 degrees then the number of degrees it needs to be heated to get up to 
65 is the number of heating degree days for that day. To find the cooling degree days, 
compute the number of degrees of cooling needed to get the average temperature down to 65. 
The average temperature is simply midway between the day's high and low temperatures. 
Example: the high temperature on one day is 55 degrees, and low is 35 degrees. The average 
is then 45 degrees. This is 20 degrees below 65, so there are 20 degree days for that day. If 
that happened 30 days in a row, the cumulative degree days would be 30x20=600. Write a 
function that takes as an argument two arrays of integers, called highs and lows. Each array 
has one element for each day of a month, plus an extra element, highs[0] and lows[0], saying 
how many days the month has. highs contains the high temperature for each day, and lows 
contains the low temperature for each day. Step through the arrays, and calculate the average 
temperature for each day and use that to help add up the total "heating degree days," used as 
a measure of fuel use for heating on cold days. 
2) Raise your hand. I will assign you to a team of 2. 
3) Each team member reads the other member's code, writing down on it a list of bugs 
or questions. 
4) Each team then discusses the bugs and questions. 
5) Each person then independently fixes bugs in his/her own code. 
6) Write your names on both programs and hand in. 
7) Leave. As you leave, think: "code reviews make software development more 
efficient." 
Here are examples of annual average heating and laces around the U.S. 
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Typical heating and cooling degree days for some cities in the US (source: USA Today) 
Barrow, Alaska 
Heating degree days 20,370 
Cooling degree days 0 
Bismarck, N.D. 
Heating degree days 8,932 
Cooling degree days 499 
Hilo, Hawaii 
Heating degree days 0 
Cooling degree days 3,134 
Kansas City, Mo. 
Heating degree days 5,326 
Cooling degree days 1,388 
Key West, Fla. 
Heating degree days 68 
Cooling degree days 4,820 
Yuma, Ariz. 
Heating degree days 983 
Cooling degree days 4,244 
6.4 EE 424. Digital Signal Processing 
Professor Julie Dickerson indicated that the most efficient and effective way to apply 
software engineering techniques in this course is as follows: "I think that the students have 
the most trouble in the lab trying to structure and document their code. It would be a good 
place to apply it." Consequently, we generated the following ways for students to structure 
and document in labs. 
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6.4.1 Student coding guideline----handout to the students 
Good coding guidelines. Observing these simple rules for documenting and structuring 
code will help you work more effectively and efficiently - in this course as well as in future 
coding situations. 
• Documenting your code: 
It is important in EE 424 labs to document the code 'as you go,' so that the code is more 
easily understood when reused in later labs by someone else or by yourselves. Here is how to 
document your code for this purpose. 
a. Self-documentation. Use meaningful variable and function names. A variable called 
'n' doesn't carry any meaning of what 'n' represents, whereas if 'n' had been named 
'filterMultiplier', the code will be that much more understandable. Another example of this is 
a function called 'filter'. Reusing this code in future labs could get difficult, especially when 
combining multiple filters together to create a more complex filter. Using a more descriptive 
function name such as 'EchoFilter' allows for simpler understanding and reuse. Good 
variable and function names are classified as self-documentation because the names 
themselves document their meanings. 
b. Leave a maintenance trail. It is important to leave comments marking any code that 
you change, either by adding something or modifying it. Use your name and the date of your 
change. Then later, you will be able to more easily find possible places of error, and when 
you use the code for another lab, it will be obvious what part of the file is actually the part 
you wrote and want to reuse. This also serves to make less work for the TA, who will 
consequently be happier. 
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c. Comments. Comment almost everything you write. Comments should explain what 
the code is doing. For this reason, every line of your code should be commented unless there 
is an obvious reason that it does not need to be. For example, every loop can be commented 
at both the beginning and end. At the beginning, say what the loop does, and at the end say 
what loop is ending. Individual lines of code can be commented, stating briefly something 
that enhances the understandability of what the code is doing. Sections of code should also be 
prefaced with comments explaining what the code does, its inputs and outputs, programmer 
name, date, and anything else to enhance its understandability and future reusability. 
• Structuring your code: 
Programs should have good structure so that they can be more easily debugged and 
modified, and so that chunks of code can be more easily reused in later labs. Here's how. 
a. Indentation. Good indentation has been shown to make code more understandable. 
Indent the statements in a loop, the statements in a function, or any time a change in margin 
will enhance understandability. When you indent, how many spaces should you use? One 
study showed that 2 or 4 spaces were best, but didn't test 3. It seems likely that the "top of 
the curve" was at 3 spaces, so we recommend indenting 3 spaces. That means any given 
statement starts 0,3,6,etc. spaces from the left. 
b. Blank space. Adding a blank line between sections of code makes it easier to read the 
program. Usually a single line is sufficient. However, do not put in too much blank space, 
because that tends to make the code spread over more screens, requiring more scrolling 
around and making it more difficult to find a given section of code or get a birds-eye 
perspective on it. 
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c. Copy or call? A section of code should not be copied and reused in the same program. 
Instead, make it into a function and call the function in each place you want to use the code. 
This will allow you to debug more easily, since each fix won't have to be made separately to 
different copies. If each call should be slightly different (say a different value of variable 
frequency, you can define a function that takes frequency as an input argument. Another 
benefit of using functions is that each call is only one line, instead of several lines of repeated 
code. This makes the program easier to understand. 
6.5 CprE/EE 465. VLSI 
One reason why this kind of course is suitable is that it involves specification and 
verification problems in VLSI, and these have significant similarities to similar problems in 
software engineering. An interesting difference is related to design - for VLSI the physical 
layout encourages communication links to be with physically neighboring modules, whereas 
in software engineering the communication constraints are less. From a software engineering 
standpoint, the concepts of cohesion and coupling seem likely as candidates for 
communicating, explaining, and understanding some relevant design issues. Professor 
Akhilesh Tyagi notes that many of the people doing research in the area have been involved 
in somewhat similar work in software engineering. 
The course is becoming a high-level design course. HDLs are indispensable - they 
change a hardware problem into a software problem. The course uses Verilog. Students' 
biggest problems tend to be in the labs. Some lab problems that confront students: 
• Design tools are not user friendly enough. They crash themselves and their 
computers a lot. This makes labs frustrating. They waste lots of time and it's hard to get 
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through labs. Good programmers have fewer problems with Verilog. Some of these problems 
can change from generation to generation of the design software. 
• Students often do things like specifying delayless loops. This causes system to 
have a slow response time due to infinite looping. 
• It is easy to describe circuits that are impossible to build, and not realize it. 
• Due to use of verilog, an object oriented design approach would likely be useful. 
For debugging, the following possibilities present themselves as potentially useful here. 
6.5.1 Possible solutions 
6.5.1.1 Sandwich approach 
Implementation strategy might benefit from the sandwich approach, which judiciously 
combines top down and bottom up implementation strategies, incorporating the advantages 
of both. Control mechanisms, which tend to be at the top of the tree-like graph describing 
which modules call which other modules, are implemented top down, and operational 
modules, which realize specific functionalities and tend to be at the bottom of the tree, are 
implemented bottom up, meeting in the middle. 
\ I 
\ I 
I \ / 
: : 
[''',:<j Logic module 
Operational module 
I 
I 
I 
\ 
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\ 
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Figure 14.2 Product of Figure 14. l developed using sandwich implemen-
tation and integration. 
Figure A-4: Sandwich approach, quoted from Schach 1999. 
The sandwich approach avoids a shortcoming of the top-down approach in that, while 
serious design faults tend to be detected early since they tend to be in the top level modules, 
the lower level operational modules may be inadequately tested, especially if they are to be 
reused later. The sandwich approach also avoids a shortcoming of the bottom up approach in 
that, while the lower modules are implemented early and therefore tend to be relatively 
thoroughly tested because they are run repeatedly while developing the upper level modules, 
serious design faults in the upper control modules tend to be detected late, leading to the risk 
of requiring significant redesign after significant implementation has been done. 
Modules a, b, c, d, j, g are control modules, indicating they should be implemented top 
86 
down. Modules e, f, h, 1, 1, m, k are operational modules, indicating they should be 
implemented bottom up. 
Some other design issues: the design process can first involve developing a system 
description at the behavioral level and simulating it. After verifying the behavioral 
description of the system by simulation, the system can be divided into several subsystems. 
This process will be performed recursively until all subsystems can be found in libraries or 
previous designs. Because in every step, the simulation of the behavioral description and the 
simulation of the hardware description are compared to verify the hardware description, it 
will be relatively straightforward to locate errors in the hardware description. 
6.5.1.2 Hardware or software for implementation 
A major design issue is deciding whether to implement something in hardware or 
software. What software principles could help in guiding such decisions? Dimensions such as 
speed, power, maturity of the design, and reusability all factor into such a decision. The 
requirements phase is the first step of software engineering life cycle. Only after the client's 
basic requirements are clear to the developers can the management plan, detailed 
specifications, design, and implementation proceed. Consequently, developers should decide 
whether to implement something in hardware or software in the requirement step. In 
requirements phase, the client and developers communicate basic characteristics of the 
system to be built. The developers can then make decisions about what to implement in 
software and what in hardware. The following factors can be used to make this decision: 
1. Speed. The developers should determine if software can meet the need. If not, 
some parts of the system have to be implemented in hardware. 
87 
2. Maturity of the design. If a technique is not mature, it better to implement the 
technique in software because it easier to change than hardware. 
3. Reusability. It is harder to build something for reusability than not. It is also 
harder to build equivalent functionality in hardware than software, enough harder that going 
the extra mile to make the hardware reusable in other contexts is worth serious consideration, 
even if a software solution would not be made reusable. 
4. Power. Hardware consumes more power than software. If minimal power 1s 
required, software should be considered. 
5. There may be other factors which may be required by a client. The developers 
should consider all these factors in deciding what should be done in hardware and what in 
software. 
The software engineering approach of Structured Systems Analysis may be useful 
in this. 
6.5.1.3 Debugging issues 
Debugging is a process which involves locating and removing the errors. Errors can be 
divided into two groups: syntax errors and Logic errors. Syntax errors are caused by incorrect 
use of programming language and the compile can identify these syntax errors. So it's easy to 
remove. Logic errors mean that the program can be compiled and the executable file is 
generated, but output of the program doesn't satisfy requirement specifications. Logic errors 
are more difficult to be found and removed. 
Normally, debugging process includes following phases: 
• Information Gathering 
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In this phase, a programmer should collect as much information about the failures as 
possible. 
• Fault Isolation 
The aim of this step is to isolate the locations of the failures. 
0 Binary Partition Approach 
If the program executes correctly until statement 1 and produces an incorrectly output in 
statement 2, it's obvious that the failure must be between statement 1 and statement 2. Then 
some methods, such as trace or a few output statements can be added at a point about the 
midway between statement 1 and statement 2. According to the output of this point, the 
failure can be restricted in the first half if the output of this point is incorrect; or the failure 
must be in the second half if the output is correct. This process can be proceeded recursively 
until the failure is identified. 
0 Structured Question and Answer Approach 
In this approach, a series of structured questions are posed and answered to identify the 
failure. 
0 Involving others Approach 
In this approach, new people are involved. These new people read parts of the Software 
Requirement Specifications and Software Design Specifications and then use binary partition 
approach to identify the errors. 
0 New Test Case Approach 
If it 1s difficult to locate the faults based on the available test data reports; the 
fundamentally different test cases must be designed to gather more information. 
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It seems to me that the structured Question and Answer Approach and Involving Others 
Approach is more suitable in a very complicated software development process and need 
much more time. 
New Test Case Approach can be used sometimes, but it maybe not very useful in class 
because it's not easy to construct fundamentally different test cases for most in-class 
programs. 
Binary Partition Approach is a useful approach in everywhere from a very large system 
to a several-line program. It's easy to implement and it's really useful according to my 
experience. 
Fault Confirmation 
After the fault location is isolated, a programmer has to make sure that this place is the 
sole cause of the failure. 
Documentation 
The abnormal behavior of the program, test environment, correction and modification 
must be carefully documented. 
Fix the Fault 
When the exact location of faults are identified and confirmed, remedial action should 
begin. Before correction is implemented, its effect on other place has to be evaluated 
carefully. And after the correction, a subset of the software, which includes the corrected part, 
has to be tested both locally to make sure that the correct doesn't affect other parts' 
functionalities. 
New Testing after Each Correction 
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After every correction, the software has to be re-tested. Especially, some parts which are 
related to the corrected parts have to be examined carefully. 
Specific ideas on using software engineering ideas to enhance learning in 465. 
A lab in which they debug problem programs, geared to familiarizing them with the 
more troublesome bugs up front, so they can deal with them more easily when the 
occur later. 
An arrangement whereby students who identify bugs in the design and simulation 
software are rewarded, and the information is rapidly propagated to the other 
students, so that these bugs are worked around more efficiently, on average. 
6.5.2 Online bug report system 
This Web based reporting system allows students to fill out a form, submit it to a 
repository of submittals, view a table of contents listing all submittals and the date each was 
submitted, and click to view any one desired. (Figure A-5.) 
Here are the components of the system: 
• process.cpp is the CGI file which should be placed under the directory "cgi-bin". 
• reportForm.htm, body.html, mainpage.html, title.html, and no_record should be 
placed under the directory "htdocs". 
• A subdirectory named "body", which 1s used to store the records separately, 
should be created under htdocs. 
Title: brief description of proble•: 
Details of proble•: 
Severity of the proble• (check one) 
Cminor 
r minor-to-moderate 
(" moderate 
<' moder ate-to-severe 
r severe 
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What do you know about the cawse o~ the problea? 
How was the problea handled? 
Did the problea prevent co•pletion of the lab (check one) 
f"Yes 
f" No 
r In part 
Reco-endations for other students 
Figure A-5: An example display of the bug report system. 
6.5.3 Source code of this CGI program 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <fstream.h> 
#define MAX_ENTRIES 50 
#define LF 10 
#define CR 13 
typedef struct { 
char *name; 
char *val; 
}entry; 
char *makeword(char *line, char stop); 
char *fmakeword(FILE *f, char stop, int *len); 
char x2c(char *what); 
void unescape_url(char *url); 
void plustospace(char *str); 
FILE* title, *body, *recordNo; 
//ofstream title( 11title 11 ); 
//ofstream body( 11body 11 ); 
void main(int argc, char *argv[]) { 
entry entries[MAX_ENTRIES]; 
register int x,m=0; 
int cl; 
int no_record; 
char* fileName=new char[20]; 
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char* fileUrl=new char[20]; 
printf( 11Content-type: text/html%c%c 11 ,I0,IO); 
/* 
This file is used to record how many users have given reports; 
the number of records is used as the name of the record file 
*/ 
if((recordNo=fopen( 11 •• /htdocs/no_record 11 , 11r+ 11 ))==NULL){ 
printf( 11 Open file error!\n 11 ); 
exit(l); 
if(fscanf(recordNo, 11 %d 11 ,&no_record)<=0) { 
no _record= 1000; 
printf( 11Error 11); 
} 
sprintf(fileName, 11 •• /htdocs/body/record%d.html 11 ,no_record); 
sprintf ( file U rl, 11 •• /body/record %ct.html 11 ,no _record); 
fseek(recordNo, 0L, SEEK_SET ); 
fprintf(recordNo, 11 %d" ,++no_record); 
fclose(recordNo ); 
/* 
This file store the title part of the page 
*/ 
title=fopen( 11 •• /htdocs/title.html 11 , 11r+ 11); 
/* 
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For every report, a new file is generated to store it 
*I 
body=fopen(fileName,"w+"); 
I* 
Add the new content before <lbody>and </html> 
*I 
fseek(title,-17,SEEK_END); 
if(strcmp(getenv("REQUEST _METHOD"), "POST")) { 
} 
printf("This script should be referenced with a METHOD of POST.\n"); 
exit(l); 
if(strcmp(getenv("CONTENT_TYPE"),"application/x-www-form-urlencoded")) { 
printf("This script can only be used to decode form results. \n"); 
exit(l); 
} 
cl= atoi(getenv("CONTENT_LENGTH")); 
for(x=0;cl & (!feof(stdin));x++) { 
} 
m=x; 
entries[x].val = fmakeword(stdin,'&',&cl); 
plustospace(entries[x].val); 
unescape_url(entries[x].val); 
entries[x].name = makeword(entries[x].val,'=); 
printf("<Hl>Thanks, your report has been added!</Hl>\n"); 
// printf("<A HREF=\"body.html\">See list of problems and solutions<! A>"); 
// printf("<A HREF=\"465form.htm\">lnput another problem<IA>"); 
// printf("<A HREF=>Go to course webpage<IA>"); 
fprintf(title,"\n<A HREF=%s> %s <IA>\n<P>\n",fileUrl,entries[0].val); 
fprintf(title,"<IBODY>\n<IHTML>"); 
I* 
Generate a new record file 
*I 
fprintf(body,"<HTML>\n"); 
fprintf(body,"<TITLE>\n"); 
fprintf(body, 11<ffITLE>\n 11 ); 
fprintf(body, 11 <BODY>\n"); 
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fprintf(body, 11 <P><FONT COLOR=\11 BLUE\" SIZE=4 >Brief description of problem: 
<IFONT><P>11 ); 
fprintf(body, 11 <FONT COLOR=\11 black\11 SIZE=3>%s\n<IFONT>",entries[0].val); 
x=l; 
fprintf(body, 11 <P><FONT COLOR=\11 BLUE\" SIZE=3 >Details of problem:<IFONT>\n 
<P>11); 
fprintf(body, 11<FONT COLOR=\11black\11 >%s<IFONT>\n",entries[x++].val); 
fprintf(body, 11<P><FONT COLOR=\11 BLUE\11 SIZE=4 >Severity of the 
problem:<IFONT>\n <P> 11); 
fprintf(body, 11<FONT COLOR=\11Black\11 SIZE=3 >%s<IFONT>\n 11 ,entries[x++].val); 
fprintf(body, 11<P><FONT COLOR=\11 BLUE\" SIZE=4>What was the cause of the 
problem?<IFONT>\n <P>"); 
fprintf(body, 11<FONT COLOR=\11 black\" SIZE=3>%s<IFONT>\n",entries[x++].val); 
fprintf(body, 11 <P><FONT COLOR=\11 BLUE\" SIZE=4>How was the problem 
handled?<IFONT>\n <P>"); 
fprintf(body, 11 <FONT COLOR=\11black\11 SIZE=3>%s<IFONT>\n" ,entries[x++ ].val); 
fprintf(body, 11 <P><FONT COLOR=\11BLUE\" SIZE=4>Did the problem prevent 
completion of the lab?<IFONT>\n<P>"); 
fprintf(body, "<FONT COLOR=\11 black\" SIZE=3>%s<IFONT>\n 11 ,entries[ x ++].val); 
fprintf(body, "<P><FONT COLOR=\11BLUE\" SIZE=4>Recommendations for other 
students:<IFONT>\n <P>"); 
fprintf(body, 11 <FONT COLOR=\11black\" SIZE=3>%s<IFONT>\n",entries[x++].val); 
fprintf(body, 11 <P>\n<P> 11 ); 
//fprintf(body, "\n<A HREF= . ./title.html>Back\n "); 
/* 
for(x=l; x <= m; x++){ 
fprintf(body, "%s\n11 ,entries[x]. val); 
} 
*I 
fprintf(body, 11 </BODY>\n"); 
fprintf(body, 11 </HTML>\n"); 
fclose(title ); 
fclose(body); 
exit(0); 
char *makeword( char *line, char stop) { 
int x = 0,y; 
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char *word= (char*) malloc(sizeof(char) * (strlen(line) + 1)); 
for(x=0;((line[x]) && (line[x] != stop));x++) 
word[x] = line[x]; 
word[x] = \0'; 
if(line[x]) ++x; 
y=0; 
while(line[y++] = line[x++]); 
return word; 
} 
char *fmakeword(FILE *f, char stop, int *cl) { 
int wsize; 
char *word; 
int 11; 
wsize = 102400; 
11=0; 
word= (char*) malloc(sizeof(char) * (wsize + 1)); 
while(l) { 
word[ll] = (char)fgetc(f); 
if(ll==wsize) { 
word[ll+l] = \0'; 
wsize+= 102400; 
word= (char *)realloc(word,sizeof(char)*(wsize+ 1)); 
} 
--(*cl); 
if((word[ll] == stop) II (feof(f)) II (!(*cl))) { 
if(word[ll] != stop) 11++; 
word[ll] = \0'; 
return word; 
} 
++11; 
} 
} 
char x2c(char *what) { 
register char digit; 
digit= (what[0] >= 'A'? ((what[0] & 0xdf) - 'A')+ 10: (what[0] - 'O')); 
digit*= 16; 
digit+= (what[l] >='A'? ((what[l] & 0xdf) - 'A')+ 10: (what[l] - 'O')); 
retum(digit); 
} 
void unescape_url( char *url) { 
register int x,y; 
for(x=O,y=O;url[y];++x,++y) { 
if((url[x] = url[y]) == '%) { 
url[x] = x2c(&url[y+ l]); 
y+=2; 
} 
} 
url[x] = \O'; 
} 
void plustospace( char *str) { 
register int x; 
for(x=O;str[x];x++) if(str[x] == '+) str[x] = ''; 
} 
6.6 CprE 489. Computer Networking 
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For the Computer Networking and Data Communications course, a communications 
protocol will be taught using the proposed approach. Ability to understand protocols is a core 
part of this type of course. Student learning of the protocol will be assessed using a 
homework assignment and a quiz. For all courses involved, instructor feedback will be 
obtained on both their satisfaction with the proposed approach and its utility. In the future, 
controlled experimentation would be desirable; this will be proposed to external funding 
agencies for follow on work. 
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Consider the problem of learning to understand a digital communication protocol. This 
appendix gives an outline of how software engineering concepts can be used as pedagogical 
tools to aid students in acquiring such an understanding. 
The software life cycle begins with a rough account of what the product will do ( often 
called the requirements analysis or functional requirements). Applied to the problem of 
teaching students a new protocol, this suggests beginning by reviewing the point of the 
protocol, in essence providing them with a requirements analysis. Scenarios and rapid 
prototyping might be good choices in illustrating the requirements. A rapid prototype 
approach might illustrate the protocol in slow motion, for example. 
The next thing in a typical software engineering life cycle would be the detailed 
requirements, or specifications. Specifications tell what a piece of software will do but not 
how it will do it. Thus specifications in this case would flesh out the point of the protocol 
with all significant details. Once the students understand what the protocol does via the 
specs, they should be in a better position to understand how it does what it does. Depending 
on the problem, appropriate and widely used software engineering techniques useful in 
communicating the specifications include data flow diagrams, entity-relationship 
modeling, finite state machines, and petri nets. For the communications protocol problem, 
finite state machines might be a good choice due to their ability to describe the problem 
while remaining understandable to the students. 
Describing how the protocol does what it does corresponds to the design phase of the 
software life cycle. The first subphase of design is architectural design in which the 
software system is broken down into modules. From the standpoint of a digital 
communication protocol, the modules might include one that runs on the sender and one on 
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the receiver. Students would be better equipped to understand the details of how the 
communication protocol works if they understand a modular breakdown of it first. A 
software engineering approach to doing this would likely use either data flow diagrams, or 
Unified Modeling Language (UML) sequence diagrams as a description language, given 
the problem of teaching a communication protocol. Other problems might call for 
transaction analysis, abstract data types, class diagrams with method descriptions, 
collaboration graphs, or some combination. 
The second design subphase is the detailed design in which the details are given but not 
the actual program code. A stepwise refinement approach to presenting the detailed design 
might be helpful. This amounts to presenting something in successively more detail. This 
could be done with flow charts or in Program Description Language (PDL), often called 
pseudocode. PDL is basically a description that uses control statements of a given 
programming language, with other aspects of the code described in concise English rather 
than actual code. Flow charts might be good for visual students, while PDL might be more 
suitable for sequential learners or ones who learn well from printed text. Perhaps presenting a 
flow chart or PDL, and then converting it to the other form during the lecture, would be 
useful. 
The reader may notice that while many of the concepts mentioned are specific to 
software engineering, some are more generic to engineering methodology. This is good, as it 
will facilitate the understanding and use of these concepts in the curriculum. The reader may 
also notice that it is not necessary to discuss details of the protocol itself as we describe how 
software engineering concepts could be brought to bear in teaching the protocol - it is enough 
just to know that it is a communication protocol that is under consideration. Should this be 
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the case for many important computing concepts, as expected, that will significantly facilitate 
the process of disseminating the strategy of software engineering throughout the curriculum: 
descriptions of the use of software engineering concepts in teaching other concepts will then 
be easily understandable to educators with specializations in a wide variety of specialties. 
Arguably, certain aspects of this example could be derived from common sense 
pedagogy and genenc engineering as much as to use of software engineering concepts 
specifically. Yet such "common sense" is easily overlooked. If explicitly applying software 
engineering concepts leads to better use of common sense engineering, this is yet another 
advantage of using software engineering across the curriculum. 
7 Conclusion 
The software development life cycle involves all the steps from client's requirement to 
the retirement of the software. Many other products have the similar life cycle, so the 
software life cycle model can be used in many fields to promote the efficiency and ease 
product development. At the same time many concepts in software engineering can be used 
to handle some specific problems. It is very useful to apply software engineering concepts in 
other courses. These techniques can be used to improve the understanding of some difficult 
problems in the course work; help the students on term projects and programming 
assignment; also students learn the way to solve problems using software engineering 
thinking. 
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