Chemical reaction rates using the semiclassical Van-Vleck initialvalue representation by Venkataraman, Charulatha & Miller, William H.
Chemical reaction rates using the semiclassical
Van-Vleck initial value representation
Charulatha Venkataraman and William H. Miller
Department of Chemistry and Kenneth S. Pitzer Center for Theoretical Chemistry,
University of California, and Chemical Sciences Division, Lawrence Berkeley National Laboratory,
Berkeley, California 94720
Abstract
A semiclassical IVR formulation using the Van-Vleck propagator has been used to
calculate the flux correlation function and thereby reaction rate constants. This Van-
Vleck formulation of the flux-flux correlation function is computationally as simple as
the classical Wigner model. However unlike the latter, it has the ability to capture
quantum interference/coherence effects. Classical trajectories are evolved starting from
the dividing surface that separates reactants and products, and are evolved negatively
in time. This formulation has been tested on model problems ranging from the Eckart
barrier, double well to the collinear H +H2.
1 Introduction
The calculation of quantum mechanical reaction rates in condensed phase systems has been
a challenging problem. Based on linear response theory, any dynamical property of a system
close to equilibrium can be expressed in terms of a time correlation function.1,2 Miller,
Schwartz and Tromp generalized Yamamoto’s theory for reaction rates and expressed the
reaction rate constant in terms of flux correlation functions.3,4
In classical many-body systems, these time correlation functions can be simulated using
just Newtonian dynamics. However the calculation of these functions in a quantum system
is still a difficult problem.
Basis set methods have been successfully applied for small molecular systems.5 However
the dimensionality of the basis set scales exponentially with system size. One approach to
solving the dimensionality problem is to use path integrals.6 But the real time path integrand
is too oscillatory and leads to the notorious “sign” problem.7 Another approach is to use
imaginary time path integral techniques and analytically continue the imaginary time data
to real time.8 Sophisticated numerical analytic continuation techniques have been designed
and used to describe dynamics of complicated systems.9 However since these techniques
are numerically ill-behaved, these methods are restricted to the description of short time
dynamics only and to systems which don’t show strong quantum coherences.
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The mixed quantum-classical approach where one treats a few degrees of freedom quan-
tum mechanically and the rest classically, has been quite popular.10 In some cases however
these methods has been shown to be insufficient to produce accurate rates.11,27
Several authors have formulated quantum thermodynamic theories for reaction rates.14
Unlike the classical thermodynamic formulation i.e TST12,13 the quantum mechanical version
is not unique. An advantage of these formulations is that one needs no real time evolution
and can readily use all the imaginary time path integral technology. One such statistical
theory, the Quantum Instanton has been shown to give very satisfactory results for a variety
of problems ranging from gas phase H +CH4 reaction to a model for a chemical reaction in
a polar solvent.15 However as any other transition state theory this method cannot capture
recrossing effects and the accuracy of this model depends on the choice of the dividing
surface.
Another class of methods which have been shown to reliably substitute exact quantum
dynamics are the semiclassical theories.16,17 Classical trajectories, which are easy to deter-
mine, are at the heart of any semiclassical theory. These theories have been shown to capture
quantum interference effects, tunneling etc very accurately; thus they combine the rigor of
including quantum effects with the ease of running classical trajectories.
The semiclassical theory based on the IVR18 expresses the quantum time evolution oper-
ator as a phase space average over the initial conditions of classical trajectories. Hence the
calculation of any semiclassical time correlation function will usually involve a double phase
space average as against a single phase space for classical time correlation functions. There
is considerable reduction in complexity in using a semiclassical propagator over the exact
quantum propagator; however it doesn’t completely eliminate the oscillatory nature of the
quantum propagator. One thus needs techniques to reduce the oscillation of the semiclassical
integrand.
To this end, the Linearized IVR27,28 was introduced; this includes the effects of nearby
trajectories only to first order. So this method cannot describe quantum coherence features
that arise from distinct classical trajectories, but has been very successful for some model
problems. The Forward-Backward Semiclassical dynamics33 approach introduced by Makri
and Thompson has also been applied to a variety of condensed phase problems. However
this model has been shown to be an approximate version of the Linearized IVR and thus
cannot describe quantum interference effects beyond the short time limit.
Another idea for evaluating the full SC-IVR expression without invoking the linearization
approximation has been the Forward-Backward IVR.29 The FB-IVR combines the forward
and backward time evolution operators into one semiclassical time propagation; as a result
the FB-IVR integrand is considerably less oscillatory. However the FB-IVR is more approx-
imate than the full SC-IVR. The FB-IVR time correlation function is derived by doing one
of the integrals in the full SC-IVR time correlation function by a stationary phase approx-
imation. The ability of the FB-IVR to describe interference effects shows a dependance on
the observable under consideration. GFB-IVR, which interpolates between the full blown
SC-IVR and the FB-IVR, was introduced as a remedy.30
The question that we have been asking is: can we get a full blown SC-IVR expression
which is only as computationally intensive as the Linearized-IVR, but includes all the quan-
tum interference effects arising from distinct trajectories ? In this paper, we have explored
this possibility.
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To get such an expression for the time correlation function, we go back to the traditional
coordinate state Van-Vleck IVR formulation of the time propagator. Most of the previous
rate calculations methods have used the the coherent state IVR of Herman and Kluk. How-
ever one knows that the coordinate state matrix element of the Boltzmannized flux operator
is much easier to evaluate than the corresponding coherent state matrix element. Due to
the presence of the plane wave factor in the coherent state matrix element, the momentum
integrand is also more oscillatory. All this may be circumvented by going to the coordinate
state representation.
In Sec 2 we describe this Van-Vleck-IVR formulation of the flux correlation function.
Even though we have restricted ourselves to flux correlation functions this method can be
generalized to any time correlation function. We present the results of some test calculations
in Sec 3. The model problems we have tested this method on vary from the one dimensional
Eckart barrier to the collinear H + H2 reaction.
2 Theory
The rate constant of a chemical reaction is expressed in terms of a reactive flux correlation
function3
k(T )Qr(T ) =
∫ ∞
0
Cff(t)dt, (1)
where Qr(T ) is the reactant partition function per unit volume and Cff(t) is the “flux-flux”
correlation function,
Cff(t) = tr(Fˆ(β) e
iHˆt/! Fˆ e−iHˆt/!). (2)
The reactive flux operator is given by
Fˆ =
i
!
[ Hˆ, hˆ ], (3)
where Hˆ is the Hamiltonian of the system and the projection operator hˆ = h(s(q)) is a
heaviside function that is 0 (1) on the reactant (product) side of the dividing surface defined
by s(q) = 0. As advocated by Miller, Schwartz and Tromp we employ the split version of
the “Boltzmannized” flux operator
Fˆ(β) = e−βHˆ/2 Fˆ e−βHˆ/2. (4)
2.1 SC-IVR for the flux correlation function
The semiclassical approximation for the flux correlation function is obtained by using the
SC-IVR formalism for the time evolution operator e−iHˆt/!. The Van-Vleck-Gutzwiller semi-
classical propagator is obtained by evaluating the Feynman propagator by a stationary phase
approximation. The IVR version of the propagator removes the cumbersome root search and
the singularity present in the original propagator.23 The Van-Vleck (VV)19 or the coordinate
state version of the SC-IVR is given by
e−iHˆt/! =
∫
dq0
∫
dp0 CV V (q0,p0; t) e
iSt(q0,p0)/!|qt〉 〈q0|. (5)
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The Herman-Kluk (HK) or the coherent state version of the SC-IVR20,22 is given by
e−iHˆt/! = (2pi!)−f
∫
dq0
∫
dp0 CHK(q0,p0; t) e
iSt(q0,p0)/!|qtpt〉 〈q0p0| . (6)
Here f is the number of degrees of freedom, (q0,p0) are the initial coordinates and momenta
for a classical trajectory. qt ≡ qt(q0,p0) and pt ≡ pt(q0,p0) are the variables at time t that
evolve from these initial conditions and St(q0,p0) is the classical action along this trajec-
tory. The Van-Vleck prefactor CV V (q0,p0; t) and the Herman-Kluk prefactor CHK(q0,p0; t)
involve elements of the stability matrix25
CV V (q0,p0; t) =
{
det[Mqp]/(2pii!)
f
}1/2
, (7)
CHK(q0,p0; t) =
{
det
[
1
2
(
Mqq + Mpp +
!γ
i
Mqp +
i
!γ
Mpq
)]}1/2
, (8)
where
Mqq =
∂qt
∂q0
, Mqp =
∂qt
∂p0
,
Mpq =
∂pt
∂q0
, Mpp =
∂pt
∂p0
. (9)
The wavefunction for the coherent states26 in Eq. (6) is
〈x|qp〉 =
(γ
pi
)f/4
exp
[
−
γ
2
(x− q)2 +
i
!
p · (x− q)
]
. (10)
In the limit that the coherent state parameter γ goes to ∞, the Herman-Kluk propagator
of Eq. (6) reverts back to the Van-Vleck propagator of Eq. (5). It has been shown that the
Herman-Kluk propagator can also be derived by inserting the Van-Vleck propagator into the
time evolved wave function expression and applying a modified Filinov filtering to it.21,24
Inserting the HK-IVR expression for the two time evolution operators in the flux-correlation
function of Eq. (2), one gets
Cff(t) =(2pi!)
−2f
∫
dq0
∫
dp0
∫
dq′0
∫
dp′0
〈q0p0|Fˆ(β)|q
′
0p
′
0〉 〈q
′
tp
′
t|Fˆ |qtpt〉
CHK(q0,p0; t) C
∗
HK(q
′
0,p
′
0; t) e
i[St(q0p0)−St(q′0p
′
0
) ]/!. (11)
This gives rise to a double phase space average31 where one runs a pair of trajectories
with initial conditions (q0,p0) and (q′0,p
′
0) for time t. The integrand of this expression is
highly oscillatory and it can be evaluated only for systems with a few degrees of freedom.
Hence T.Yamamoto and Miller employed a more symmetrized version of the flux correlation
function; this considerably reduced the oscillatory nature of the double phase space average.
This methodology was successfully tested on various problems; this includes the Eckart
barrier, system-bath models with more than 100 dof and a benchmark gas phase reaction D+
4
H2.32 However the plane wave terms in the coherent state matrix elements posed considerable
challenges and it was difficult to apply this to further higher dimensional systems. Since the
evaluation of the coherent state matrix element of the Boltzmannized flux operator is more
demanding than the corresponding coordinate matrix element, it is thus desirable to use the
coordinate state Van-Vleck propagator instead of the coherent state Herman-Kluk. Inserting
the VV-IVR expression for the two time evolution operators in Eq. (2) one gets
Cff(t) =
∫
dq0
∫
dp0
∫
dq′0
∫
dp′0 〈q0| Fˆ(β) |q
′
0〉 〈q
′
t| Fˆ |qt〉
CV V (q0,p0; t) CV V (q
′
0,p
′
0; t) e
i[St(q0p0)−St(q′0p
′
0
) ]/!. (12)
This expression has the same double phase structure as Eq. (11). The flux operator however
forces the two trajectories to end at the same point on the dividing surface i.e qt = q′t and
this should lie on the dividing surface s(q) = 0. This suggests that one can get a much
simpler expression if we start the two trajectories on the dividing surface and evolve them
negatively in time. The two time evolution operators are rewritten as :
eiHˆt/! =
∫
dq′0
∫
dp′0 CV V (q
′
0,p
′
0;−t) e
iS−t(q′0,p
′
0
)/! |q′−t〉 〈q
′
0|, (13)
e−iHˆt/! =
∫
dq0
∫
dp0 C
∗
V V (q0,p0;−t) e
−iS−t(q0,p0)/! |q0〉 〈q−t|. (14)
Inserting these two time propagators into the flux correlation function gives
CV V−IV Rff (t) =
∫
dq0
∫
dp0
∫
dp′0 C
∗
V V (q0,p0;−t) CV V (q0,p
′
0;−t)
〈q−t| Fˆ(β) |q
′
−t〉 〈q
′
0|Fˆ |q0〉
eiS−t(q0,p
′
0
)/! e−iS−t(q0,p0)/! . (15)
The coordinate matrix element of the flux operator is given by:
〈q′0| Fˆ |q0〉 =
!
2im
{
δ(s(q0))∇s(q0) ·
∂ δ(q′0 − q0)
∂q′0
− δ(s(q′0))∇s(q
′
0) ·
∂ δ(q′0 − q0)
∂q0
}
(16)
The flux operator localizes the initial positions q0 and q′0 to lie on the same point on the
dividing surface. The Van-Vleck IVR flux correlation function becomes
CV V−IV Rff (t) =
∫
dq0
∫
dp0
∫
dp′0 C
∗
V V (q0,p0;−t) CV V (q0,p
′
0;−t)〈q−t| Fˆ(β) |q
′
−t〉
(p0 + p′0)
2m
·∇s(q0) δ(s(q0))
eiS−t(q0,p
′
0
)/! e−iS−t(q0,p0)/! . (17)
One thus evolves two classical trajectories for time −t starting at the same initial position
q0 which lies on the dividing surface s(q0) = 0 with different initial momenta p0 and p′0.
This expression has no further approximation other than the semiclassical IVR for the two
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time propagators and it is much simpler than the double phase expression of Herman-Kluk
since it has only three integration variables. Also the integrand is less oscillatory because it
has the coordinate elements of the Boltzmannized flux operator. Since the trajectories start
at the same initial point q0 and runs with different initial momenta p0 and p′0 the action of
the two trajectories partially cancel each other.
One can also get an alternative linearized IVR expression for the flux correlation function
if we assume that the two trajectories are near each other. We then change integration
variables from p0 and p′0 to p¯0 =
p0+p′0
2 and ∆p0 = p0 − p
′
0 and make a linear expansion of
all quantities in the variable ∆p0. The linearized IVR flux correlation function then becomes
CLSC−IV Rff (t) =
∫
dq¯0
∫
dp¯0 (Fˆ(β))W (q¯−t, p¯−t) (Fˆ )W (q¯0, p¯0). (18)
where AW (q,p) is the Wigner transform of the operator Aˆ and it is given by :
AW (q,p) =
∫
d∆q e−ip
T ·∆q/! 〈q +
∆q
2
| Aˆ |q−
∆q
2
〉 (19)
Here, one starts a single trajectory with the initial position q¯0 on the dividing surface and
initial momentum p¯0 and evolves it for negative time −t. One notices that the Van-Vleck
IVR expression of Eq. (17) has the same computational complexity as the Linearized IVR.
The only awkward feature of this formulation is that the Boltzmannized Flux operator
Fˆ(β) localizes the final positions q−t and q′−t. The trajectories at time −t have to land in
the transition state region. So the region of initial phase space that one ends up sampling
will vary with time. For the simple few degree of freedom systems that we consider in this
paper, one can use grid based methods or un-weighted Monte-Carlo procedure to calculate
the SC-IVR time correlation functions. We also used the recently proposed time dependent
sampling38 procedure to sample the initial phase space. The natural weight function is
ρ(q0,p0,p′0; t) = | 〈q−t| Fˆ(β) |q
′
−t〉 |, and one then uses the standard Metropolis
37 criteria to
accept or reject a configuration. The time dependent normalization constant would then be
calculated using log-derivative formalism as outlined in that paper.
3 Model problems
3.1 Eckart Barrier
The first example we consider is transmission through a one dimensional Eckart barrier
V (q) =
V0
cosh2(aq)
, (20)
The parameters correspond approximately to the H + H2 reaction: m = 1061.0 a.u., V0 =
0.425 eV, and a = 1.36 a.u. For this 1-D model problem, the initial position q0 is located on
top of the barrier. This gets rid of the position integral and one is left with the 2 dimensional
integral over initial momenta. Thus the real time trajectories that contribute to the rate
are the trajectories with energy greater than or equal to the barrier height V0. The matrix
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elements of the Boltzmannized flux operator are calculated quantum mechanically. The
exact quantum mechanical results are obtained using the discrete variable representations
(DVR).34 Figure 1 shows the flux-flux correlation function at several temperatures obtained
via the above methodology (labeled as VV-IVR), the exact quantum mechanical result and
via the linearized SC-IVR. Here the flux correlation function shows the typical behavior of
a “direct” reaction, and decays to zero in time !β. At high temperature the Van-Vleck flux
correlation function exactly matches the quantum correlation function; however they start
deviating in the deep tunneling regime.
Arrhenius plots of the thermal rate constants are shown in Figure 2 and the percentage
error in Figure 3. The VV-IVR method provides an excellent agreement with the exact
quantum result from T = 2000 K to T =150 K. The difference between the Van-Vleck and
the quantum rates are within 4% error for the temperature of 300-2000K and around 33.5
% at the lowest temperature T =150 K. The LSC-IVR rates are within 10% error for the
temperature range 300K-2000K and 35% error at T = 200K. As has been documented earlier
the LSC-IVR28,31 seems to miss some quantum effects in its real time propagation.
3.2 Double well
The second example we consider is a 1-D double well potential
V (s) = −
1
2
msw
2
bs
2 +
m2sw
4
b
16Vo
s4 (21)
The mass of the particle is ms = 1836.1a.u., the barrier height is Vo = 2085cm−1 and the
barrier frequency is wb = 500cm−1. As in the previous example, the dividing surface is
chosen to be on top of the barrier. This example provides a stringent test of the ability
of our formulation to describe quantum coherence/interference effects. Unlike the previous
example, the flux correlation function does not decay to zero and the particle oscillates
back and forth in the double well. The recrossing dynamics persists forever and the rate
constant k(T ) does not exist. Figure 4 shows the full VV-IVR, linearized SC-IVR and the
exact quantum mechanical results for times well into the recrossing regime at temperature
T = 900K and 300K . The correlation function shows a smooth decay upto around 25fs for
T = 900 K. The Van-Vleck IVR and the LSC-IVR correlation functions accurately capture
this regime. After 25fs one notices that there is a lot of recrossing dynamics. Even though the
LSC-IVR seems to capture some of the recrossing dynamics till t = 70fs, it starts deviating
very drastically at longer times. The quantum coherence feature which arises from the
interference of two distinct classical trajectories cannot be described by this approximation.
However the full VV-IVR has the ability to describe this regime. Similarly at T = 300K the
smooth exponential regime is till t = 50fs for which both the VV-IVR and LSC-IVR results
agrees with the quantum result. The VV-IVR is able to describe the recrossing dynamics
present beyond t > 50fs accurately, though it has a slight phase lag. Even though the effort
required to do the VV-IVR calculation is the same as the Linearized IVR, we were able
to propagate the LSC-IVR for longer times (greater than 250 fs) than the corresponding
full VV-IVR. This is because the VV-IVR integrand is certainly more oscillatory than the
approximate Linearized IVR. A Filinov smoothing of the VV-IVR integrand might help in
alleviating the wild oscillations.
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3.3 Collinear H +H2
Another example we consider is that of the collinear Hydrogen exchange reaction H +H2 →
H2 + H using the LSTH potential energy surface.35 The calculations were performed using
the mass scaled normal mode coordinates (s,Q) about the transition state. Here s is the
reaction coordinate and Q the bound coordinate. The choice of the dividing surface is very
similar to the earlier case and it is at s = 0. It has been observed earlier that the constraint
of collinearity leads to recrossing effects in this model.36 Figure 5 shows the plot of the
flux correlation function at T = 2400 K, 1000 K and 400 K; the Arrhenius rates appear in
Figure 6. At high temperature, the exact Cff (t) shows a lot of recrossing and the SC-IVR
is able to capture it accurately. At low temperature the recrossing is totally quenched. The
VV-IVR calculation gets progressively difficult as we go down to lower temperature. For the
temperature range of 400K to 2400K the VV-IVR rates are within 15% error of the exact
quantum result. The LSC-IVR rate however reaches a 50% error at the lowest temperature.
4 Conclusion
In section 2 we have shown how the SC-IVR in the Van-Vleck formulation can be used to
calculate flux correlation functions. In this model, one starts trajectories from the dividing
surface that separates reactants and products and then evolves it for (negative) time −t. The
resulting final positions are required to be in the transition state region. The advantage of
this formulation is that it has the same computational effort as the classical Wigner model.
The results for the various model problems are quite encouraging.
Like other IVR formulations one still has to deal with an oscillatory integrand; this
has limited us in practice to times upto only a few hundred femtoseconds. The SC-IVR
calculation was also quite difficult to converge at low temperature for the Collinear H +H2.
This could be improved if we combine this formulation with the well known Stationary phase
filtering techniques.
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Figure 1: The flux-flux correlation function Cff(t) for the one-dimensional Eckart barrier at
T = 1000 K [panel (a)], T = 300 K [panel(b) and T = 200 K [panel(c)]. The solid, dash–
dotted, and the dashed curves correspond to the results of the exact quantum mechanical
calculation, the present method (VV-IVR) and the linearized IVR.
Figure 2: An Arrhenius plot of the thermal rate constant for the one-dimensional Eckart
barrier. The dashed and solid lines show the classical and exact quantum mechanical rates,
respectively, while circles and squares correspond to the result of the Van-Vleck IVR and
the linearized IVR, respectively.
Figure 3: Percentage error plot of the thermal rate constant for the one-dimensional Eckart
barrier. The circles and squares correspond to the result of the Van-Vleck IVR and the
Linearized IVR, respectively.
Figure 4: The flux-flux correlation function Cff (t) for the one-dimensional double well at
T = 900 K [panel (a)], T = 300 K [panel(b)]. The solid line, filled-circles, and dashed line
correspond to the results of the exact quantum mechanical calculation, the Van-Vleck IVR
and the linearized IVR.
Figure 5: The flux-flux correlation function Cff(t) for the collinear H + H2 at T = 2400 K
[panel (a)], T = 1000 K [panel(b) and T = 400 K [panel(c)]. The solid, dash–dotted, and
dashed curves correspond to the results of the exact quantum mechanical calculation, the
present method (VV-IVR) and the linearized SC-IVR.
Figure 6: A plot of the thermal rate constant for the collinear H +H2. The circles show the
exact quantum mechanical rates, while the squares and triangle correspond to the result of
the Van-Vleck IVR and the Linearized IVR, respectively.
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