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ABSTRACT 
Assessing and mapping of wildlife habitat plays a vital role in the 
development of management plans and conservation strategies. Habitat assessment 
commonly involves the estimation of population size, identification of critical habitat 
and prediction of environmental change impacts. However, mapping of wildlife 
habitat, as well as modelling its species distribution at moderate to fine scale levels, is 
not trivial especially for poorly-studied landscapes. The broad aim of this research was 
to develop a methodological framework in assessing, mapping and modelling the 
distribution of an endangered species, i.e. the Bulloak Jewel Butterfly (Hypochrysops 
piceatus). 
The habitat preferences for Bulloak Jewel Butterfly are complex due to its 
mutual relationship with bulloak tree (Allocasuarina luehmannnii) and a little known 
ant (Anonychomyrma sp.) species. This butterfly is endemic to Australia. Its 
distribution is very limited and only located west of the Darling Downs (Queensland), 
near Goondiwindi and Leyburn. Enhanced and incessant study on the restricted 
distribution of this butterfly is essential. The Bulloak Jewel Butterfly was last sighted 
in 2003 and requires urgent attention particularly on its habitat management and 
conservation planning as it is potentially exposed to habitat loss caused by the impacts 
of land cover changes. 
In this research, remote sensing and GIS technologies were applied through 
the application of hyperspectral data (field sensor), Landsat-5 TM, Landsat-8 and 
WorldView-2 imagery, vegetation samples, relevant thematic maps (i.e. remnant 
ecosystem, soil, land use, topography, foliage projective cover, and proximity layers) 
and species occurrence (i.e. presence-only) data. A suite of analysis techniques, 
namely: partial least squares (PLS) regression, feature extraction, morphological 
spatial patterns (MSPA) and connectivity analyses, and maximum entropy (MaxEnt) 
model, were employed at various components of the study. These analyses were 
performed according to a specific objective covered by each “technical” chapter 
(Chapters 4, 5, 6 and 7). 
Spectral analysis of hyperspectral data using PLS regression highlighted 
significant findings in discriminating seven woodland species that are associated with 
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bulloak tree species, at leaf and canopy levels. The predicted and measured values for 
the validated samples in PLS were highly correlated with r = 0.985 to 0.997 and r = 
0.985 to 0.996 for canopy and leaf levels, respectively. The root mean square errors of 
prediction (RMSEP) values were reasonably low and indicated high discrimination 
accuracies which were 89.14 to 95.67% and 91.73 to 94.58% for canopy and leaf 
levels, respectively. Furthermore, the near infra-red (NIR) region (700-1355 nm) of 
vegetation reflectance property was found to have a significant role in the 
discrimination between plant species for both leaf and canopy levels. Thus, this finding 
signified that the bulloak tree (dominant Bulloak Jewel Butterfly) can be easily 
recognised using hyperspectral data. In addition, the assessment of habitat attributes 
or habitat quality of Bulloak Jewel Butterfly were also established using vegetation 
structure analysis. This analysis incorporated WorldView-2, Landsat-5 TM and 
Landsat-8 imagery, together with field vegetation samples. The relationship between 
WorldView-2’s raster layers and vegetation structure attributes was confirmed to have 
the highest correlation among those three satellite imagery, ranging from r = 0.650 to 
0.719 (ρ < 0.05). 
Feature extraction analysis on the high resolution imagery (WorldView-2) 
generated an object-based classification map with high overall accuracy value, i.e. 
90.54%. It helps in identifying the vegetated and non-vegetated areas since vegetated 
area was anticipated to be the Bulloak Jewel Butterfly’s preferred habitat. The 
performance of Landsat-5 TM and WorldView-2 imagery in assessing the landscape 
pattern of the Bulloak Jewel Butterfly habitat were done through the execution of 
MSPA and connectivity analysis. MSPA was significant in mapping and monitoring 
the spatial pattern of forest (Bulloak Jewel Butterfly’s habitat) versus non-forest areas 
at the pixel level. WorldView-2 always produced higher percentage of class “core” 
(patch or forest area) than Landsat-5 TM in all conditions; either for raw or convolution 
outputs. These situations indicated that the higher the spatial resolution of the imagery, 
the higher the “core” area extent mapped and consequently formed more details of 
habitat extent. 
Furthermore, MaxEnt was a useful model in modelling and mapping the 
current distribution of Bulloak Jewel Butterfly, as well as in assessing the impact of 
potential land cover changes towards its habitat suitability. The significant 
contribution of different predictor variables produced by six MaxEnt models in 
assessing the current (recent condition) distribution of Bulloak Jewel Butterfly species 
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also highlighted in this analysis. Those models were indicated by the different 
predictor variables used in each model; Models 1 to 6. The results have shown that 
Model 6 (all uncorrelated imagery predictors) signified the lowest AUC (area under 
the ROC curve) value (0.880). However, Models 1 to 5, which have both imagery and 
feature-based layers as their uncorrelated predictor variables, produced AUC values 
better than 0.940. Model 4 (highest AUC value of training data per category) was 
elected to be the preeminent MaxEnt model in this study based on the highest number 
of ‘high’ suitability area of Bulloak Jewel Butterfly habitat, appropriate number of 
predictor variables used and high AUC value. Model 4 could also assist in executing 
one of the actions needed: “locate additional colonies and clarify and map the present 
distribution and habitat” as indicated in the Recovery Plan for the Bull Oak Jewel 
Butterfly (Hypochrysops piceatus). 
Additionally, the outputs of scenario models given by Current Model 1 (CM1, 
with RE and NDVI as the inputs) and Current Model 2 (CM2, with RE, NDVI, slope, 
landuse, and distance from the water body as the inputs), as well as their corresponding 
projected models, were visually and statistically diverse. However, the habitat 
suitability patterns given by Current Models 3 and 4 (CM3, with FPC as the input; 
CM4, with FPC and RE as the inputs) and their corresponding projected models were 
marginally the same. This variability occurred due to different set of predictor 
variables used. Model CM2 and its corresponding projected model were established to 
be a “better predictor” of those tested modelsl in predicting the impacts of land cover 
changes. 
In conclusion, this research shows that the established methodological 
framework is useful in assessing, mapping and modelling the habitat of Bulloak Jewel 
Butterfly. High spatial resolution imagery of WorldView-2 is much more sensitive and 
most relevant dataset to be used in assessing and mapping the habitat of Bulloak Jewel 
Butterfly. Species distribution models developed in this study are also valuable in 
designing conservation strategies for this butterfly species. The analysis of climate 
change, particularly changes in rainfall and temperature, and how these attributes 
could distress the suitability of Bulloak Jewel Butterfly habitat could be a relevant 
study for future work. The novelty of this research are mainly in filling the research 
gaps on the requirement for mapping habitat attributes at fine and medium scales, and 
how satellite imagery and map layers can be used to produce image-derived habitat 
maps. Furthermore, the significant contribution of this research is on the novel 
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integration of the outputs of feature extraction module, morphological analysis of 
forest spatial pattern in conjunction with landscape network connectivity and species 
distribution modelling which could offer substantial and strategic inputs for the 
conservation strategy of the Bulloak Jewel Butterfly and its habitat. This type of 
methodological framework is not just limited for the purpose of conservation strategy 
of Bulloak Jewel Butterfly only, but also significant to other wildlife especially to 
those who has connection with plant species.  
   
vi 
 
CERTIFICATION OF DISSERTATION 
I certify that the ideas, experimental work, results, analyses, software and conclusions 
reported in this dissertation are entirely my own efforts, except where otherwise 
acknowledged. I also certify that the work is original and has not been previously 
submitted for any other award, except where otherwise acknowledged. 
 
       
_____________________________   ____________________ 
        Signature of Candidate                                             Date 
 
 
ENDORSEMENT 
 
 
_____________________________   ____________________ 
  Signature of Principal Supervisor                                             Date 
 
_____________________________   ____________________ 
  Signature of Associate Supervisor                                             Date 
 
_____________________________   ____________________ 
  Signature of Associate Supervisor                                             Date 
 
   
vii 
 
ACKNOWLEDGEMENTS 
First of all, I would like to express my deepest gratitude to the Ministry of Higher 
Education, Malaysia and University Putra Malaysia (UPM) for giving me the 
opportunity to participate in the doctoral research program as well as providing me the 
scholarship throughout this study. The financial support from these organisations are 
much appreciated. 
This thesis is also not possible without the help of many people but most of all I would 
like to express my sincere appreciation to my supervisors. First and foremost to 
Professor Armando Apan who continuously guides, comments and motivates during 
the four years of candidature. His forbearance is acknowledged and very much 
appreciated. Special thanks to Associate Professor Andy Le Brocque and Associate 
Professor Tek Narayan Maraseni, my associate supervisors who also actively involved 
in all aspects of this work. Their ideas and suggestions have been valuable. 
Collectively, I thank all my supervisors. 
Many thanks are also due to the International Centre of Climate Science (ICACS) 
members, mainly to Dr. Kathryn Reardon-Smith. Additionally, I acknowledge the 
USQ resources that were made available including computing resources of the ICT 
Department, USQ library, and the field mapping equipment provided by the School of 
Civil Engineering and Surveying. 
I am also thankful to the Queensland Government through the Open Data portal and 
access to WildNet information which I have used. Without this information, my work 
would not have been possible. 
Most importantly, none of this would have been possible without the love and patience 
of my family. This dissertation is dedicated to my lovely family who has been a 
constant source of love, concern, support and strength all these years. My sincere 
gratitude are due to my lovely husband (Mohd Nor Saifuddin Jamaludin), gorgeous 
children (Mukhlis, Dina Tasneem, Alisya Safiyya, and Zhorif), and prodigious mom 
(Sh. Shapiah Syed Abdullah Al-Attas) as well as mother-in-law (Noridah Kassim) for 
their support. Without their continuous encouragement, this study might not be as it is 
today. 
“You brought me sunshine 
when I only saw rain, 
You brought me laughter 
when I only felt pain.” 
 
 
Special thanks to Dr. Rodolfo Espada who provided help in proofreading my 
dissertation. Last but not the least, sincere thanks are also due to all of my friends and 
those who are directly and indirectly helped me in this study. 
 
  
   
viii 
 
LIST OF PUBLICATIONS 
1. Zainol Abdullah, W. N. Z., Apan, A. A., MAraseni, T. N. & Le Brocque, A. F. 
2014. Spectral discrimination of bulloak (Allocasuarina luehmannii) and 
associated woodland for habitat mapping of the endangered bulloak jewel 
butterfly (Hypochrysops piceata) in southern Queensland. Journal of Applied 
Remote Sensing, 8, 083561-083561. 
 
2. Zainol Zanariah, W. N., Apan, A., Le Brocque, A. F. and Maraseni, T. N. (2012). 
Fine-scale habitat modelling of wildlife species using spatial information tools. 
In: 2nd Malaysian Postgraduate Conference (MPC 2012), 7-9 July 2012, Gold 
Coast, Australia. 
 
3. Zainol Abdullah, W. N. Z., Apan, A. A., MAraseni, T. N. & Le Brocque, A. F. 
(in preparation). Conservation measures from the morphological spatial pattern 
analysis of WorldView-2 and Landsat-5 TM Imagery for Bulloak Jewel Butterfly 
habitat. To be submitted to the Journal of Ecological Applications, Ecological 
Society of America, Washington DC. 
  
   
ix 
 
 
TABLE OF CONTENTS 
 
Abstract ........................................................................................................................ ii 
Certification of Dissertation ........................................................................................ vi 
Acknowledgements .................................................................................................... vii 
List of Publications ................................................................................................... viii 
Table of Contents ........................................................................................................ ix 
List of Figures ........................................................................................................... xiv 
List of Tables............................................................................................................ xvii 
Abbreviation ............................................................................................................... xx 
 ...................................................................................................................... 1 
INTRODUCTION ...................................................................................................... 1 
 Introduction ................................................................................................. 1 
 Statement of Problems ................................................................................. 3 
 Research Objectives .................................................................................... 4 
 Significance of the Study ............................................................................. 4 
 Scope and Limitation of the Study .............................................................. 5 
 Conceptual Framework................................................................................ 5 
 Organisation of the Thesis ........................................................................... 6 
 ...................................................................................................................... 9 
LITERATURE REVIEW .......................................................................................... 9 
 Introduction ................................................................................................. 9 
 Bulloak Jewel Butterfly ............................................................................... 9 
 Description of the Species ........................................................................... 9 
 Habitat Preference and Distribution .......................................................... 10 
 Life History and Behaviour ....................................................................... 12 
 Threatening Process and Potential Issues .................................................. 14 
 Habitat Mapping ........................................................................................ 15 
 Assessing and Mapping Wildlife Habitat .................................................. 15 
 Methods of Habitat Mapping ..................................................................... 16 
 Remote Sensing and GIS Techniques for Habitat Mapping...................... 17 
   
x 
 
 Species Distribution Modelling ................................................................. 18 
 Description of Species Distribution Modelling ......................................... 18 
 Different Approaches of Species Distribution Modelling ......................... 18 
 Recent Developments in Species Distribution Modelling ......................... 21 
 .................................................................................................................... 23 
METHODOLOGY ................................................................................................... 23 
 Introduction ............................................................................................... 23 
 Study Area ................................................................................................. 23 
 Location of Study Area.............................................................................. 23 
 Bio-physical Aspect ................................................................................... 26 
 Socio-economic Aspect ............................................................................. 26 
 Research Framework ................................................................................. 27 
 Datasets Acquisition .................................................................................. 29 
 Satellite Imagery ........................................................................................ 29 
 Ground Truth and Field Survey ................................................................. 29 
 GIS Data .................................................................................................... 33 
 Pre-processing ........................................................................................... 40 
 Re-projection ............................................................................................. 40 
 Resampling ................................................................................................ 41 
 Clipping ..................................................................................................... 41 
 Reclassification .......................................................................................... 41 
 .................................................................................................................... 43 
SPECTRAL ANALYSIS OF REMOTE SENSING DATA FOR BULLOAK 
JEWEL BUTTERFLY HABITAT ASSESSMENT ............................................. 43 
 Introduction ............................................................................................... 43 
 Remote Sensing Data for Habitat Attributes Assessment ......................... 44 
 Woodland Vegetation Mapping for Bulloak Jewel Butterfly Habitat ....... 44 
 Species Discrimination Analysis of Hyperspectral Data ........................... 44 
 Assessment of Forest Structure for Bulloak Jewel Butterfly Habitat ........ 45 
 Remote Sensing Methods for Forest Structure Assessment ...................... 46 
 Materials and Methods .............................................................................. 47 
 Species Discrimination Analysis of Hyperspectral Data ........................... 49 
4.3.1.1 Field Data Collection (Spectroradiometer Measurement) ................ 49 
4.3.1.2 Data Handling and Arrangement ...................................................... 52 
4.3.1.3 Preliminary Processing ..................................................................... 53 
   
xi 
 
4.3.1.4 Partial Least Square (PLS) Regression............................................. 54 
 Vegetation Structure Assessment of Multispectral Data and Field 
Sampling .................................................................................................... 55 
4.3.2.1 Multispectral Dataset ........................................................................ 55 
4.3.2.2 Field Sampling ................................................................................. 58 
4.3.2.3 Data Processing ................................................................................ 62 
 Results ....................................................................................................... 68 
 Vegetation Reflectance Properties............................................................. 69 
 Prediction Accuracies of PLS Regression ................................................. 72 
4.4.2.1 Bulloak Tree Compared to Other Woodland Species at Leaf and 
Canopy Levels .................................................................................. 72 
4.4.2.2 Raw Spectra vs. Transformed Data .................................................. 74 
 Vegetation Structure Assessment .............................................................. 77 
4.4.3.1 Correlation Analysis ......................................................................... 77 
4.4.3.2 Comparison of Correlation Coefficient (r) between Three Different 
Sensors ............................................................................................. 79 
 Discussion .................................................................................................. 80 
 Vegetation Reflectance Properties............................................................. 80 
 Prediction Accuracies of PLS Regression ................................................. 82 
4.5.2.1 Bulloak Tree vs. Other Woodland Species at Leaf and Canopy 
Levels ............................................................................................... 82 
4.5.2.2 Raw Spectra Versus. Transformed Data .......................................... 82 
 Vegetation Structure Assessment .............................................................. 83 
4.5.3.1 Correlation Analysis ......................................................................... 83 
 Conclusion ................................................................................................. 86 
 .................................................................................................................... 89 
LANDSCAPE PATTERN AND CONNECTIVITY ANALYSES OF BULLOAK 
JEWEL BUTTERFLY HABITAT ......................................................................... 89 
 Introduction ............................................................................................... 89 
 Feature Extraction of Satellite Imagery and Landscape Pattern and 
Connectivity Analyses of Wildlife Habitat ............................................... 90 
 Feature Extraction Analysis ...................................................................... 90 
 Morphological Analysis of Forest Spatial Patterns ................................... 91 
 Connecting Elements in the Forest Landscape Network ........................... 92 
 Methods ..................................................................................................... 93 
 Feature Extraction Analysis ...................................................................... 93 
 Morphological Spatial Pattern Analysis .................................................... 96 
   
xii 
 
 Connectivity Analysis ............................................................................. 100 
 Results ..................................................................................................... 105 
 Feature Extraction Analysis .................................................................... 105 
 Morphological Spatial Pattern Analysis (MSPA) ................................... 108 
5.4.2.1 Worldview-2 versus Landsat-5 TM................................................ 108 
5.4.2.2 WorldView-2: Intact versus Non-Intact Landscapes ..................... 114 
 Connectivity Analysis ............................................................................. 117 
 Discussion ................................................................................................ 121 
 Feature Extraction Analysis .................................................................... 121 
 Morphological Spatial Pattern Analysis (MSPA) ................................... 121 
5.5.2.1 WorldView-2 versus Landsat-5 TM ............................................... 121 
5.5.2.2 WorldView-2: Intact versus Non-Intact Landscape ....................... 123 
 Connectivity Analysis ............................................................................. 123 
 Conclusion ............................................................................................... 125 
 .................................................................................................................. 127 
SPECIES DISTRIBUTION MODELLING OF BULLOAK JEWEL 
BUTTERFLY ......................................................................................................... 127 
 Introduction ............................................................................................. 127 
 Species Distribution Modelling of Endangered Species ......................... 128 
 Species Distribution Modelling ............................................................... 128 
 Maximum Entropy ................................................................................... 129 
 Methods ................................................................................................... 130 
 Research Framework ............................................................................... 130 
 Dataset ..................................................................................................... 132 
 Maximum Entropy ................................................................................... 132 
6.3.3.1 MaxEnt Model Setting ................................................................... 132 
6.3.3.2 Establishment of MaxEnt Models .................................................. 134 
6.3.3.3 Model Evaluation ........................................................................... 140 
6.3.3.4 Analysis of Variable Contributions ................................................ 141 
6.3.3.5 Reclassification of Species Distribution Map ................................ 141 
 Results ..................................................................................................... 142 
 Model Evaluation .................................................................................... 142 
 Species Distribution Maps from of Six MaxEnt Models ........................ 146 
 Analysis of Variable Contributions ......................................................... 149 
 Discussion ................................................................................................ 152 
   
xiii 
 
 Model Evaluation .................................................................................... 152 
 Species Distribution Maps from Six MaxEnt Models ............................. 153 
 Analysis of Variable Contributions ......................................................... 154 
 Conclusion ............................................................................................... 155 
 .................................................................................................................. 157 
SCENARIO MODELLING OF LAND COVER CHANGES FOR BULLOAK 
JEWEL BUTTERFLY HABITAT ....................................................................... 157 
 Introduction ............................................................................................. 157 
 Projection of Current and Future Scenario of Species Distribution ........ 158 
 Forecasting Species Distribution ............................................................. 158 
 Species Distribution and Habitat Suitability Due to Land use and Land 
Cover Changes ......................................................................................... 160 
 Methods ................................................................................................... 161 
 Research Framework ............................................................................... 161 
 Identification of Scenario Models ........................................................... 162 
 Data Preparation ...................................................................................... 166 
 Mapping Species Distribution and Calculation of Descriptive Statistics 167 
 Results ..................................................................................................... 168 
 Habitat Suitability Maps .......................................................................... 168 
7.4.1.1 Group A .......................................................................................... 169 
7.4.1.2 Group B .......................................................................................... 175 
 Descriptive Statistics and Direction of Changes ..................................... 177 
 Discussion ................................................................................................ 182 
 Habitat Suitability Map ........................................................................... 182 
 Effect of Variables ................................................................................... 185 
 Conclusion ............................................................................................... 186 
 .................................................................................................................. 187 
CONCLUSIONS AND RECOMMENDATIONS ............................................... 187 
 Summary of Findings .............................................................................. 187 
 Contributions of the Study ....................................................................... 191 
 Conclusions ............................................................................................. 192 
 Recommendations ................................................................................... 193 
References ................................................................................................................ 196 
Appendices ............................................................................................................... 212 
 
   
xiv 
 
LIST OF FIGURES 
Figure 1.1: Conceptual framework of the study........................................................... 6 
Figure 2.1: Physical appearance of the male and female’s Bulloak  
Jewel Butterfly; ....................................................................................... 10 
Figure 2.2: Type of location and extant localities for Bulloak Jewel Butterfly……. 
Error! Bookmark not defined. 
Figure 2.3:Native bulloak trees (dominant) and butterfly habitat area .................... . 12 
Figure 2.4: Black ant (Anonychomyrma sp.) on the bulloak leaf…………………….14 
Figure 3.1: Location and extent of the study area ...................................................... 25 
Figure 3.2: Overall methodological framework ......... Error! Bookmark not defined. 
Figure 3.3: Pre-visit and ground truth session ........................................................... 31 
Figure 3.4: Familiarization of plant species associated with bulloak woodland........ 31 
Figure 3.5: Sampling plot setup ................................................................................. 32 
Figure 3.6: Diameter at breast height (DBH) measurement of woodland trees ......... 32 
Figure 3.7: Tree counting session in mixed bulloak woodland ................................. 33 
Figure 3.8: GPS data collection using Trimble Geo-XH hand-held .......................... 33 
Figure 3.9: Landsat-5 TM imagery with fundamental layers of the study area ......... 34 
Figure 3.10: Landuse map (2006) of Leyburn ........................................................... 35 
Figure 3.11: Elevation map of Leyburn ..................................................................... 36 
Figure 3.12: Regional ecosystem (RE) map of Leyburn............................................ 37 
Figure 3.13: Soil map of Leyburn .............................................................................. 39 
Figure 3.14: Foliage projective cover map of Leyburn.............................................. 40 
Figure 4.1: Framework for species discrimination analysis of  
hyperspectral data .................................................................................... 48 
Figure 4.2: Woodland plant species for species discrimination study ....................... 49 
Figure 4.3: The full range hand-held spectroradiometer used in this study ............... 51 
Figure 4.4: Type of datasets and habitat attributes used for habitat  
mapping analysis ..................................................................................... 56 
Figure 4.5: List of sampling plots selected based on the association of  
RE with the Bulloak Jewel Butterfly habitat ........................................... 59 
Figure 4.6: A 15 m x 15 m vegetation plot ................................................................ 60 
Figure 4.7: Flowchart for vegetation structure assessment ........................................ 62 
Figure 4.8: Mean reflectance spectra at NIR band (700-1350nm) of three  
plant species at canopy level measurement ............................................. 69 
Figure 4.9: Mean reflectance spectra at NIR band (700-1350nm) of three  
plant species at leaf level measurement .................................................. 70 
Figure 4.10: Mean reflectance spectra (350-2500nm) of three plant species  
at canopy level ...................................................................................... 71 
Figure 4.11: Mean reflectance spectra (350-2500nm) of three plant species  
at leaf level ............................................................................................ 71 
Figure 4.12: Score plot showing discrimination between bulloak  
(rounded square) and dogwood (square) at the canopy level ............... 72 
   
xv 
 
Figure 4.13: Score plot showing discrimination between bulloak  
(rounded square) and pop-lar box (rectangle) at the canopy level ....... 72 
Figure 4.14: PLS accuracies of raw spectra at canopy and leaf levels ...................... 74 
Figure 4.15: Accuracies of raw and transformed data at canopy and  
leaf levels................................................................................................. 77 
Figure 4.16: Comparison of r values between three sensors ...................................... 80 
Figure 5.1: WorldView-2 area extend in the study area ............................................ 89 
Figure 5.2: Flowchart of methods for feature extraction analysis ............................. 94 
Figure 5.3: Research method used in MSPA and connectivity analysis .................. 100 
Figure 5.4: The graph theory concept of landscape ecology ................................... 101 
Figure 5.5: Conefor setting ...................................................................................... 103 
Figure 5.6: Classification map derived from WorldView-2 image using  
ENVI Fx ................................................................................................ 106 
Figure 5.7: Comparison between producer’s and user’s accuracy (%) .................... 107 
Figure 5.8: Illustration of morphological categories from MSPA analysis  
(image captured from the MSPA result using WorldView-2 imagery) 108 
Figure 5.9: MSPA output maps derived from Landsat-5 TM (a) and  
WorldView-2 (b) imagery ..................................................................... 109 
Figure 5.10: Percent values comparison of two MSPA outputs (raw and  
median filter: Box 3) using WorldView-2 and  
Landsat-5 TM imagery ....................................................................... 113 
Figure 5.11: Comparison of core frequencies from raw and median filters  
(Boxes 3, 5 and 7) using WorldView-2 and  
Landsat-5 TM imagery ....................................................................... 113 
Figure 5.12: Visual comparisons of MSPA results between intact and  
non-intact landscapes using WorldView-2 imagery ........................... 115 
Figure 5.13. Comparison of core and bridge outputs generated from MSPA 
across intact and non-intact landscapes using  
WorldView-2 imagery ........................................................................ 117 
Figure 5.14: Non-intact areas generated from Landsat-5 TM and  
WorldView-2 imagery ........................................................................ 119 
Figure 5.15: Nodes of importance of non-intact areas generated from  
WorldView-2 and Landsat-5 TM imagery ......................................... 120 
Figure 6.1: Research framework used in species distribution modelling ................ 131 
Figure 6.2: User interface of the MaxEnt application for modelling species 
geographic distribution .......................................................................... 133 
Figure 6.3: Comparison of AUC values from six MaxEnt models .......................... 145 
Figure 6.4: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 1 .............................................. Error! Bookmark not defined. 
Figure 6.5: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 2 .............................................. Error! Bookmark not defined. 
Figure 6.6: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 3 ............................................................................................ 147 
   
xvi 
 
Figure 6.7: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 4 ............................................................................................ 147 
Figure 6.8: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 5 ............................................................................................ 148 
Figure 6.9: Generated unclassified (a) and classified (b) MaxEnt map  
for Model 6 ............................................................................................ 148 
Figure 7.1: Research framework used in scenarios modelling ................................ 161 
Figure 7.2: Predictor variables used for CM1 and CM2 and their  
corresponding future scenario models................................................... 164 
Figure 7.3: Predictor variables used for CM1 and CM2 and their  
corresponding future scenario models................................................... 166 
Figure 7.4: Habitat suitability map for CM1 ............................................................ 169 
Figure 7.5: Habitat suitability map for CM1 SM1 ................................................... 170 
Figure 7.6: Habitat suitability map for CM1 SM2 ................................................... 170 
Figure 7.7: Habitat suitability map for CM1 SM3 ................................................... 171 
Figure 7.8: Habitat suitability map for CM1 SM4 ................................................... 171 
Figure 7.9: Habitat suitability map for CM2 ............................................................ 172 
Figure 7.10: Habitat suitability map for CM2 SM1 ................................................. 173 
Figure 7.11: Habitat suitability map for CM2 SM2 ................................................. 173 
Figure 7.12: Habitat suitability map for CM2 SM3 ................................................. 174 
Figure 7.13: Habitat suitability map for CM2 SM4 ................................................. 174 
Figure 7.14: Habitat suitability map for CM3   ........................................................ 175 
Figure 7.15: Habitat suitability map for CM3 SM1 ................................................. 176 
Figure 7.16: Habitat suitability map for CM4   ........................................................ 176 
Figure 7.17: Habitat suitability map for CM4 SM1 ................................................. 177 
Figure 7.18: Habitat suitability area (%) of CM1 and its projection models ........... 180 
Figure 7.19: Habitat suitability area (%) of CM2 and its projection models ........... 180 
Figure 7.20: Habitat suitability area (%) of CM3 and CM4 and  
their projection models ....................................................................... 181 
  
   
xvii 
 
LIST OF TABLES 
Table 2.1.: Summary of species and habitat attributes of the Bulloak Jewel  
Butterfly .................................................................................................. 11 
Table 2.2.: Comparison of four species distribution modelling methods.................. 19 
Table 3.1: RE codes and their descriptions (adopted from the metadata of 
Queensland’s RE map 2010) ................................................................... 39 
Table 3.2: Map code description (adopted from the metadata of Queensland’s  
soil map) .................................................................................................. 36 
Table 4.1: List of woodland species for the spectroradiometer readings and 
brief descriptions of foliage/leaf (PlantNET, 2014) ................................ 50 
Table 4.2: Specifications of Landsat-5 TM bands.................................................... 56 
Table 4.3: Specifications of Landsat-8 multispectral bands ..................................... 57 
Table 4.4: Specifications of WorldView-2 bands .................................................... 58 
Table 4.5: Vegetation attributes measured during field data collection ................... 61 
Table 4.6: List of raw and transformed layers used in the analysis ......................... 64 
Table 4.7: Band ratio equations for Landsat-5 TM, Landsat-8 and  
WorldView-2 ........................................................................................... 65 
Table 4.8: Results of PLS model from raw spectra at canopy level 
measurement............................................................................................ 73 
Table 4.9: Results of PLS model from raw spectra at leaf level measurement ........ 73 
Table 4.10 Results of PLS model from raw and transformed data at canopy 
level ......................................................................................................... 75 
Table 4.11 Results of PLS model from raw and transformed data at leaf level ........ 76 
Table 4.12: Results of correlation analysis between Landsat-5 TM and field  
data .......................................................................................................... 78 
Table 4.13: Results of correlation analysis between Landsat-8 and field data .......... 78 
Table 4.14: Results of correlation analysis between WorldView-2 and field  
data .......................................................................................................... 79 
Table 5.1: MSPA parameters ................................................................................... 97 
Table 5.2: MSPA output categories.......................................................................... 98 
Table 5.3: Confusion matrix generated from the classification map...................... 107 
Table 5.4: Area coverage of forest and non-forest reclassified from  
WorldView-2 imagery........................................................................... 108 
Table 5.5: Comparison of core class values (%) from MSPA of  
Landsat-5 TM and WorldView-2 imagery ............................................ 110 
Table 5.6: Comparison of eight MSPA outputs from the raw and image 
convolutions of WorldView-2 and Landsat-5 TM imagery .................. 111 
   
xviii 
 
Table 5.7: Visual comparison of MSPA outputs from raw data, median 
filter of Boxes 3, 5 and 7 using WorldView-2 and Landsat-5 TM 
imagery .................................................................................................. 112 
Table 5.8: Comparison of core percentage values between intact and non- 
intact landscapes across data types using WorldView-2 imagery ......... 114 
Table 5.9: Comparative percentage difference of eight MSPA classes  
between raw and convolution images across intact and  
non-intact landscapes using WorldView-2 imagery ............................. 116 
Table 5.10: Generated IIC and PC indices representing the nodes of  
importance from Landsat-5 TM ............................................................ 118 
Table 6.1: Six MaxEnt models applied for species distribution of Bulloak  
Jewel Butterfly ...................................................................................... 134 
Table 6.2: The AUC value and data type of predictor variables used in  
the study ................................................................................................ 136 
Table 6.3: Categories of predictor variables........................................................... 137 
Table 6.4: The top 5 predictor variables from all uncorrelated predictors  
(Model 1) ............................................................................................... 138 
Table 6.5: The top 10 predictor variables from all uncorrelated predictors  
(Model 2) ............................................................................................... 138 
Table 6.6: Ranking of all predictor variables from all uncorrelated  
predictors (Model 3) .............................................................................. 139 
Table 6.7: The predictor variables with the highest AUC value per  
category (Model 4) ................................................................................ 139 
Table 6.8: The predictor variables with the second highest AUC value per  
category (Model 5) ................................................................................ 140 
Table 6.9: The predictor variables from alluncorrelated imagery layers only 
(Model 6) ............................................................................................... 140 
Table 6.10: The classified values of habitat suitability used to create the  
species distribution map of Bulloak Jewel Butterfly ............................ 142 
Table 6.11: Comparative analysis of the sensitivity and specificity for  
Bulloak Jewel Butterfly (BJB) given by each MaxEnt model .............. 142 
Table 6.12: Habitat suitability percentage (%) of Bulloak Jewel Butterfly  
from 6 MaxEnt models .......................................................................... 149 
Table 6.13: Percentage contribution of top 5 predictor variables from  
uncorrelated predictors in Model 1 ....................................................... 149 
Table 6.14: Percentage contribution of top 10 predictor variables from  
uncorrelated predictors in Model 2 ....................................................... 150 
Table 6.15: Percentage contribution of all uncorrelated predictor variables in  
Model 3 ................................................................................................. 150 
Table 6.16: Percentage contribution of predictor variables with highest  
AUC values of training data per category of Model 4 .......................... 151 
Table 6.17: Percentage contribution of predictor variables with the second highest 
AUC values of training data per category of Model 5 .......................... 151 
   
xix 
 
Table 6.18: Percentage contribution of predictor variables from Landsat-5 TM 
uncorrelated imagery layers in Model 6 ................................................ 151 
Table 7.1: The justification for the selection of predictor variables used in  
the analysis ............................................................................................ 163 
Table 7.2: Descriptive statistics and direction of changes for CM1 and it 
corresponding projected scenarios ........................................................ 178 
Table 7.3: Descriptive statistics and direction of changes for CM2 and it 
corresponding projected scenarios ........................................................ 179 
Table 7.4: Descriptive statistics and direction of changes for CM3, CM4 
and their corresponding projected scenarios ......................................... 181 
 
  
   
xx 
 
ABBREVIATION 
AUC Area under the Curve 
ASCII American Standard Code for Information Interchange 
ASD Analytical Spectral Devices 
BJB Bulloak Jewel Butterfly 
BR Band Ratio 
CC Canopy Cover 
CH Canopy Height 
CM1 Current Model 1 
CM2 Current Model 2 
CM3 Current Model 3 
CM4 Current Model 4 
CM1 SM1 Current Model 1 Scenario Model 1 
CM1 SM2 Current Model 1 Scenario Model 2 
CM1 SM3 Current Model 1 Scenario Model 3 
CM1 SM4 Current Model 1 Scenario Model 4 
CM2 SM1 Current Model 2 Scenario Model 1 
CM2 SM2 Current Model 2 Scenario Model 2 
CM2 SM3 Current Model 2 Scenario Model 3 
CM2 SM4 Current Model 2 Scenario Model 4 
CM3 SM1 Current Model 3 Scenario Model 1 
CM4 SM1 Current Model 4 Scenario Model 1 
CV  Coefficient of Variation 
DBH Diameter at Breast Height 
DNRM Department of Natural Resources and Mines 
EHP Department of Environment and Heritage Protection 
ENM Environmental Niche Model 
ENVI Environment for Visualizing Images 
ENVI Fx ENVI Feature extraction module 
ETM Enhanced Thematic Mapper 
FOV Field of View 
FPC Foliage Projective Cover 
GDA Geocentric Datum of Australia 
GIS Geographical Information System 
GLOVIS Geological Survey Global Visualization Viewer 
GPS Global Positioning System 
GUI Graphical User Interface 
GUIDOS Graphical User Interface for the Description of image Objects and 
their Shapes 
HSM Habitat Suitability Model 
IIC  Integral Index of Connectivity  
L5 Landsat-5 
L8 Landsat-8 
LAI Leaf Area Index 
LiDAR Light Detection and Ranging 
MGA Map Grid of Australia 
MODIS Moderate-resolution Imaging Spectroradiometer 
MSC Multiplicative Scatter Correction 
   
xxi 
 
MSI Medium Scale Integration 
MSPA Morphological Spatial pattern Analysis 
NDVI  Normalized Difference Vegetation Index 
NDWI Normalized Difference Water Index 
NIR Near Infrared 
NoSG Number of Species Group 
NoT Number of Trees 
OLI  Operational Land Imager  
PC  Probability of Connectivity 
PC1 Principal Component 1 
PC2 Principal Component 2 
PC2 Principal Component 3 
PCA Principal Component Analysis 
PLS Partial Least Square 
RE Regional Ecosystem 
REDD Regional Ecosystem Description Database 
RMSEP Root Mean Square Error of Prediction  
ROC  Receiver Operating Characteristic 
SAR Synthetic Aperture Radar 
SDM Species Distribution Modelling 
SE South East 
SEQ South East Queensland 
SM Scenario Model 
SN Species Name 
SVM Support Vector Machine 
SPOT Satellite Pour l’Observation de la Terre 
SPSS Statistical Package for the Social Sciences 
TIRS  Thermal Infrared Sensor  
TM Thematic Mapper 
USGS United State Geological Survey 
WV2 WorldView-2 
 
 
Chapter 1   Introduction 
1 
 
 
  
INTRODUCTION 
 
 Introduction 
Forest vegetation and ecological communities are of particular importance as 
habitats, as they are presently at risk in many parts of Australia (Sands and New, 2002). 
The habitats of many rare and endangered plants and animal species are directly under 
threat from various human activities. However, for some species, little is known of 
their habitat preferences and conditions, as well as the environmental factors that 
influence their spatial range and distribution. Australian butterflies are among those 
wildlife groups that require better knowledge of their habitats, as much as information 
about the species’ growth, development, foraging, and reproduction is needed. The 
availability of such information is vital in wildlife conservation planning and 
management. 
Habitat is a unique place for a certain species to develop and it is often 
referred to as “species-specific concept” (Fischer and Lindenmayer, 2007; McDermid 
et al., 2005). As habitat indicates “where” a species lives and “what” is the 
environment type where a species lives (Steven, 2010), mapping and monitoring the 
wildlife habitat are the important aspects in assessing the quality of habitat (Wintle et 
al., 2005). Mapping typically involves the identification and demarcation of the spatial 
extent of specific attributes (e.g. canopy cover) (Ozdemir and Karnieli, 2011), while 
monitoring deals with spatio-temporal aspects (e.g. seasonal changes in canopy cover) 
of an area (Adam and Mutanga, 2012). 
Habitat assessment commonly involves the estimation of population size, 
identification of critical habitat (i.e. location and extent of the habitat) and prediction 
of environmental change impact (McDermid et al., 2005) . These habitat assessment 
tasks are primarily useful for habitat management purposes of lesser known and 
endangered species. Those assessments can be achieved through the application of 
habitat mapping and modelling techniques. 
Habitat maps have a wide range of applications for habitat management, 
conservation planning, and policy making. They could indicate the distribution of 
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species habitat and the associated threats (e.g. land clearing, invasive species, fire, 
flood, etc.) in the locality or region. Habitat model, or commonly known as species 
distribution model (SDM), is a reflection of numerical depiction of species habitat 
preference in defining and mapping biodiversity measures (Beale and Lennon, 2012). 
Habitat models are useful in several ways particularly for wildlife conservation 
strategy (Wintle et al., 2005), such as: 
(a) to predict species richness, habitat density, carrying capacity or probability of 
inhabiting a location based on its environmental characteristics; and  
(b) to establish logical judgements or prior conclusion about the requirements of 
species habitat due to environmental change (i.e. climate or land use/land 
cover changes). 
 
Nevertheless, conventional habitat mapping (e.g. field survey) presents some 
challenges primarily on the data collection phase which is time-consuming and 
relatively expensive. However, recent progress has occurred with the advancement of 
geospatial solutions (i.e. remote sensing and geographical information technologies) 
(Weiers et al., 2004). These technologies could advance the process of mapping and 
modelling the wildlife habitat (McDermid et al., 2009). 
While mapping and modelling recent or current conditions are important, it 
is vital to understand the future impacts of land cover change towards wildlife habitat. 
It is useful to contemplate the association between the “habitat” and “land cover” since 
land cover changes could significantly impact the sustainability of habitat as well as 
the ecosystem (Lawler et al., 2014). Land cover is defined as the observed biophysical 
explanation of the earth’s surface (Zhang et al., 2015), including the wildlife habitat 
area (Oliver and Morecroft, 2014). Therefore, monitoring changes in land cover on 
habitat areas is exceptionally important in managing wildlife and its ecosystem 
(Kadıoğulları, 2013). 
This research will focus on the habitat assessment, mapping and modelling 
the distribution of the endangered Bulloak Jewel Butterfly (Hypochrysops piceata) 
(Kerr et al., 1969) species. This species needs urgent attention particularly on its 
habitat management and conservation planning. It was last sighted in 2003 (EHP, 
2012) and is exposed to habitat loss caused by the impacts of land cover changes 
(Lundie-Jenkins and Payne, 2000). Habitat loss is due to land clearing (i.e. tree 
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removal, road widening), weed invasion, and grazing are the paramount threats to 
Bulloak Jewel Butterfly (Lundie-Jenkins and Payne, 2000; Sands and New, 2002). It 
takes many forms, with the key effects of eliminating the supply of places to live and 
key resources required by species. Thus, improved understanding of land cover change 
effects to the landscape pattern of wildlife habitat will enable the establishment of 
better habitat management plan and conservation strategy (Noss et al., 1997). 
 
 Statement of Problems 
The habitat preference for Bulloak Jewel Butterfly is complex involving a 
mutual connection with a particular species of woodland tree; bulloak (Allocasuarina 
luehmannii) and lesser known ant species (Anonychomyrma sp.) (Dunn and Kitching 
1994). Enhanced and continuous study on the restricted distribution of this butterfly 
species is needed to improve its habitat management and conservation planning. Yet, 
this complex habitat requirement is less studied, and moderate to fine scale habitat 
mapping for Bulloak Jewel Butterfly is still not attainable. 
Recently, numerous predictive habitat mappings were developed through the 
advancement of remote sensing and geographical information system (GIS) 
(Martinuzzi et al., 2009; Zou et al., 2006). However, most of these are produced at 
broad scales. Habitat mapping efforts are more meaningful if the habitat of the target 
species can be recognized sufficiently either at fine or moderate scale (Mason et al., 
2003; Hirzel and Le Lay, 2008). Moderate or fine scale habitat mapping of the Bullock 
Jewel Butterfly is required since this species has specific microhabitat requirements 
(Dunn and Kitching, 1994; Greenslade, 1995). 
Based on these problem statements, this study formulated the following 
research questions: 
a. What are the requirements for mapping habitat attributes at fine and medium 
scales? How satellite imagery and map layers be used to produce image-
derived habitat maps? 
b. What are the significant contributions of object-oriented (feature extraction) 
classification, morphological analysis of forest spatial pattern, landscape 
network connectivity, and species distribution modelling in generating 
information for the development of conservation strategies for the Bulloak 
Jewel Butterfly and its habitat? 
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c. What are the likely impacts of potential land cover changes to the habitat 
suitability of Bulloak Jewel Butterfly? 
 
 Research Objectives 
The broad aim of this research was to develop a methodological framework 
for habitat assessment, mapping and distribution modelling of Bulloak Jewel Butterfly 
(Hypochrysops piceata). The specific objectives of this study are the following: 
a) To identify and assess Bulloak Jewel Butterfly habitat attributes at moderate 
and fine scale levels; 
b) To quantify the important features, morphological spatial pattern of the 
landscape, and habitat connectivity of the Bulloak Jewel Butterfly habitat; 
c) To examine the current spatial distribution of the Bulloak Jewel Butterfly 
species using a species distribution modelling approach; and, 
d) To evaluate the likely impacts of potential land cover changes to the habitat 
suitability of Bulloak Jewel Butterfly. 
 
 Significance of the Study 
Geospatial information tools play significant contributions in developing a 
methodological framework in habitat mapping, as well as in modelling the distribution 
of the Bulloak Jewel Butterfly. As this species needs appropriate attention mainly in 
analysing its complicated habitat requirements, potential issues on the threats, as well 
as habitat restoration strategies, it demands mapping and habitat assessment to be 
conducted at the individual species level (Greenslade, 1995). This research focused to 
fill the following research gaps: 
a) The requirement for the assessment of mixed bulloak woodland habitat 
attributes at moderate and fine scale levels were ambiguous. This research 
gap was addressed by Objective 1; 
b) Mapping the Bulloak Jewel Butterfly habitat using image derived maps and 
the quantification of habitat areas in terms of landscape patterns and 
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connectivity have not yet been explored. This research gap was covered by 
Objective 2; 
c) There was a lack of species distribution modelling to the butterfly species. 
Objective 3 focused on this research gap; and 
d) The potential impacts of land cover changes on the Bulloak Jewel Butterfly 
habitat and its distribution were poorly understood. Objective 4 addressed this 
gap. 
 
 Scope and Limitation of the Study 
This study focused on a single species habitat assessment, mapping and 
modelling at moderate and fine scales (i.e. within 1:10,000 and 1: 50,000 map scale). 
It was confined to a specific area of the Darling Downs region, and hence the study 
did not cover broad multiple bioregions. A relatively small study area (around the 
township of Leyburn, Southern Queensland) was considered because of the restricted 
distribution of the Bulloak Jewel Butterfly. In addition, the focus of species 
distribution modelling was mainly for the “current” (or recent) condition and potential 
future scenarios in relation to land cover change impact assessment. 
 
 Conceptual Framework 
This study focussed on habitat assessment, mapping and modelling of 
Bulloak Jewel Butterfly, which are described and supported by a growing body of 
literature discussed in Chapter 2 (literature review) and Chapters 4, 5, 6 and 7 (i.e. 
corresponding to the four specific objectives). The conceptual framework presented in 
Figure 1.1 provides an overview on how the overall research was carried out. 
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Figure 1.1: Conceptual framework of the study 
 
 Organisation of the Thesis 
This thesis is organised into eight chapters. A brief explanation of every 
chapter is presented below. 
Chapter 1 introduces the study. It succinctly presents the research objectives, 
significance of the study, scope and limitation of the study, and the conceptual 
framework. 
 
Chapter 2 provides an overview of the existing background knowledge and the 
outcomes of published research works significant to the assessment and mapping of 
wildlife habitat. In addition, it highlights the concept of species distribution modelling. 
The rapidly advancing technologies of remote sensing and geographic information 
system (GIS) which have high potential impacts to the habitat mapping and modelling 
Satellite 
Imagery Species 
Occurrence Land Cover 
Maps Landuse  
Map 
 
Field  
Samplings 
 
Analytical Approaches with 
Decision Rules  
Habitat Maps Habitat Models 
Conservation 
Plans 
Chapter 1   Introduction 
7 
 
are also evaluated. More specific review of literature, corresponding to the four 
specific objectives of this study, are presented in Chapters 4, 5, 6, and 7. 
 
Chapter 3 delineates the overall research framework or research methods involved in 
this study. It also includes the explanations of targeted study area, data collection and 
pre-processing steps commences prior to the processing stages of satellite imagery as 
well as vector data. Similarly, objective-specific methods are separately described and 
justified in Chapters 4, 5, 6, and 7. 
 
Chapter 4 signifies the first objective and first “technical chapter” of the thesis. It 
deliberates on the use of hyperspectral (field sensor) and multispectral (optical) 
remotely sensed datasets for Bulloak Jewel Butterfly habitat assessment. This chapter 
also comprises specific literature and methods significant to Objective 1. It focuses on 
the outputs of species discrimination analysis of hyperspectral data as well, as 
vegetation structure assessment of multispectral data. Landsat-5 TM, Landsat-8 and 
WorldView-3 imagery, in conjunction with the vegetation samplings data, are the main 
input for the vegetation structure assessment. 
 
Chapter 5 compares the performance of both Landsat-5 TM (medium resolution) and 
WorldView-2 (high resolution) imagery in assessing the landscape pattern of the 
Bulloak Jewel Butterfly habitat. It was done through the implementation of 
morphological spatial pattern and connectivity analyses. Furthermore, with high 
resolution of multispectral imagery given by WorldView-2, an object-based 
classification output was generated through feature extraction analysis. This chapter 
focused on the second objective of the study. 
 
Chapter 6 describes the methods and results produced by the species distribution 
modelling of maximum entropy (MaxEnt) model towards Bulloak Jewel Butterfly 
habitat. The variation of species distribution given by six different MaxEnt models 
was quantified. Chapter 6 represents the third objective of this study. 
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Chapter 7 examines the potential impacts of land cover changes on the distribution of 
Bulloak Jewel Butterfly due to four different scenarios. This chapter addresses 
Objective 4 of the study. Specific literature and methods related to this chapter are also 
highlighted. 
 
Chapter 8 summarises the main conclusions and novelties of this study. Further 
studies are also recommended. 
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LITERATURE REVIEW 
 
 Introduction 
This chapter reviews the existing concepts, background knowledge and the 
findings of published research works relevant to this research. It introduces the Bulloak 
Jewel Butterfly - the description of the species, habitat preference and distribution, 
threatening process and potential issues. The current technologies related to remote 
sensing and geographic information system (GIS), which have potential application 
for habitat mapping, as well as for species distribution modelling, are also reviewed. 
This chapter also focused on the knowledge gaps significant to the topics considered 
in this research. However, the individual reviews of specific objectives are presented 
in detail in Chapters 4, 5, 6, and 7. These four chapters are corresponding to specific 
objectives of the study and the particular review of literature was embedded in each 
chapter according to the topic covered. 
 
 Bulloak Jewel Butterfly 
 Description of the Species 
The Bulloak Jewel Butterfly (Hypochrysops piceata) belongs to Lycaenidae 
family and is endangered in Queensland (Nature Conservation Act 1992), classified as 
a high precedence under the Department of Environment and Heritage Protection 
(EHP, 2012). Other common names of this species are Piceatus Jewel and Darling 
Downs Jewel (Braby, 2004). In addition, this species was also identified to have very 
similar characteristics to the Fiery Jewel, Cyane Jewel and Mangrove Jewel (Braby, 
2004), mainly on the physical appearance of these four butterflies species. 
The Bulloak Jewel Butterfly is small in size and has a wingspan 
approximately 23 to 25 mm (Lundie-Jenkins and Payne, 2000). The female is larger 
than the male butterfly with rounder and wider wings; wingspan of the female is 25 
mm while male is 23 mm (Braby, 2004). Physically, the wing of adult male is dull 
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purple at the upper side; however, the female appear as pale blue. Figure 2.1 shows 
the typical appearance of the male and female Bulloak Jewel Butterfly. 
 
 
Figure 2.1: Physical appearance of the male and female’s Bulloak Jewel Butterfly; 
(a) upperside and (b) underside (Braby, 2002) 
 
 
 Habitat Preference and Distribution 
The Bulloak Jewel Butterfly habitat requirements are complex. It comprises 
a mutual connection with a species of tree, Bulloak (Allocasuarina luehmannnii) and 
ant species (Anonychomyrma sp.) and probably also with the attendance of a scale 
insect, Rhyzococcus sp. (Dunn and Kitching, 1994; Greenslade, 1995). The details of 
the species and habitat attributes of the Bulloak Jewel Butterfly are summarised in the 
Table 2.1. 
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Table 2.1: Summary of species and habitat attributes of the Bulloak Jewel Butterfly 
(Adopted from Braby (2004); Greenslade (1995); and Lundie-Jenkins and Payne (2000)) 
 
No.  Species / Habitat 
Parameter 
Description 
1. Land use/ cover Undisturbed ‘old growth’ Bulloak trees, native 
vegetation 
 
2. Temperature Summer: ~29.1- 30°C (daytime) and 
 16.1 -17°C (overnight) 
Winter: ~16.7 - 18.6°C (daytime) and 
 5 - 6.1°C (overnight) 
 
3. Soil Flat and alluvial soil 
 
4. Diet Larvae feed on plants.                                                                                         
Caterpillars feed at night on Bulloak leaves.                                          
Adults feed on the nectar of yellow flowers of 
Jacksonia scoparia which is generally known as 
‘dogwood’. Dogwood is a native species of a pea-
flowered shrub or small tree. 
 
5. Known Distribution Leyburn, Cecil Plains, Goondiwindi and 
Millmerran (all in Queensland). The roadside 
trees on the Toowoomba-Karara Road, Karara-
Goondiwindi Road and Gore Highway. 
 
6. Physical Appearance Small butterfly (wingspan about 23 to 25 mm). 
Females butterfly are bigger than males with 
rounder and wider wings. The wings of adult 
females are pale blue and male's wings are dull 
purple at the upper side. 
 
7. Ecology and Life Cycle A reciprocal association with the ants.                                 
The species has been verified to have a mutual 
relationship with the Bulloak trees and engaged 
by the presence of ant throughout spring and late 
summer-autumn season. 
 
8. Key Threat 1. Land clearing. The ant nests can be destroyed 
by the elimination of Bulloak trees or dropped 
logs for firewood. The leaf litter necessary for the 
ants that attend the caterpillar also can be 
destroyed by the burning of the undergrowth.  
2. Spraying of pesticides and herbicides. 
 
9 The extent of the 
bulloak tree’s 
distribution 
13,360 ha of the study area 
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The Bulloak Jewel Butterfly is endemic to Australia (Braby, 2004). The 
distribution of this species is very limited to small patches of woodland habitat located 
west of the Darling Downs (Queensland), near Goondiwindi and Leyburn as depicted 
in Figure 2.2 (Dunn and Kitching, 1994). Mount Emlyn, which is located near 
Milmerran, was the base place of this species but has not been seen there since 1967 
(Dunn and Kitching, 1994). Six locations surrounded by 5 km radius had been 
determined by some surveys and two of these are classified as protected areas and act 
as secure breeding sites for the butterfly colonies (Dunn and Kitching, 1994). These 
two protected areas are Bendidee National Park, near Goondiwindi and Ellangowan 
Nature Reserve, near Leyburn (Dunn and Kitching, 1994; Greenslade, 1995). Small 
colonies also occur on privately-owned lands and are classified as other micro 
populations of this species (Greenslade, 1995). These two micro population places are 
under management planning in order to protect the Bulloak trees and surrounding 
vegetation. 
 
 
Figure 2.2: Type of location and extant localities for Bulloak Jewel Butterfly  
(Notes: Locality where first discovered:    , Extant population and type of locality:    ) 
(Lundie-Jenkins and Payne, 2000) 
 
 
 Life History and Behaviour 
This butterfly occurs in matured Bulloak or mixed Bulloak woodland (Figure 
2.3) on sandy soils, favouring mature trees with the attendant of ants in hollow 
branches and trunk (Braby, 2004; Lundie-Jenkins and Payne, 2000). In addition, this 
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butterfly also co-occurs with the ants (Anonychomyrma sp.) throughout spring and at 
the end of summer-autumn season (Dunn and Kitching, 1994; Greenslade, 1995). The 
ant will give essential protection for the larvae of butterfly from predators such as 
spiders and wasps and parasites (Lundie-Jenkins and Payne, 2000). Conversely, the 
ant receives secretions comprising amino acids and sugars produced by glands on the 
caterpillar’s back (Lundie-Jenkins and Payne, 2000). 
 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
The Bulloak Jewel Butterfly is known to lay its eggs on the branches of the 
bulloak trees when the appropriate ant (Figure 2.4) is present. The ants attend scale 
insects (Rhyzococcus sp.), and the ardent ant’s activity associated with the scale insects 
may attract expecting female butterflies which settle down and then crawl on the 
bulloak tree as their host plant (Dunn and Kitching, 1994; Greenslade, 1995). The 
larvae of the butterfly shelter during the day time in holes at the upper level of the 
bulloak trees. They are night-time feeders and are known to feed on the recent, upper 
growth of the bulloak trees. 
 
 
Figure 2.3: Native bulloak trees (dominant) and butterfly habitat area  
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Figure 2.4: Black ant (Anonychomyrma sp.) on the bulloak leaf 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
Male butterflies post at heights of 9-15 m on the bulloak trees or occasionally 
on the foliage of adjacent trees, while females fly less rapidly and settle at lower levels 
of the canopy (approximately 5 m) where ant density is high (Greenslade, 1995). 
Bulloak Jewel Butterfly’s adults nourish on the nectar of flowers either the yellow 
flowers of dogwood (Jacksonia scoparia), which are the dominant flowering plants at 
that time of year, or species of Eucaplyptus (Greenslade, 1995). Dogwood is not in 
flower during summer and it is probable that the summer adults depend on mistletoe 
flowers and flowers of Angophora trees (Dunn and Kitching, 1994).  
 
 Threatening Process and Potential Issues 
The Bulloak Jewel Butterfly was listed as an endangered species because its 
distribution is reduced below a critical level (EHP, 2012). In addition, none of the 
butterfly species in the world is presently identified to have the same attributes and 
behaviours like this species (Sands and New, 2002). Braby (2004) also stated that this 
species was classified as endangered because it is an uncommon species, very local 
and restricted to certain inland areas west of the Darling Downs, Queensland. 
Nevertheless, the other six endemic Hypochrysops Australian species are also 
uncommon and all locally settled in mostly uninterrupted habitat (Sand, 1993). 
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Habitat modification and destruction (due to land use/land cover change) are 
the key threats to all Lycaenids with restricted dispersals and low vagility and are 
identified as the agent of major declines of Lycaenids members (Kitching, 1994). Road 
widening, tree removal or land clearing, weed invasion, grazing, erosion, competition 
among ant species, natural processes (e.g. natural wildfires, strong winds, heavy rains 
and floods) and loss of genetic diversity and demographic stochasticity are the possible 
direct threats to the continued existence of the Bulloak Jewel Butterfly (Lundie-
Jenkins and Payne, 2000). Therefore, a comprehensive strategy in protecting this 
endangered species should be taken. 
The Action Plan for Australian Butterflies (Sands and New, 2002), Recovery 
Plan for the Bull Oak Jewel Butterfly (Hypochrysops piceata) 1999-2003 (Lundie-
Jenkins and Payne, 2000), and fact sheet entitled “Conservation of the Bulloak Jewel 
Butterfly” (EHP, 2012) have been established. However, no particular published 
research work was carried out focussing on the habitat mapping and modelling of this 
species. Further studies related to the analysis of its complex habitat requirements, 
habitat restoration and potential issues on the threats need to be done. 
In addition, the identification of its critical habitat, together with the 
establishment of conservation strategy, either due to land cover or climate change 
impacts can be also included as significant studies to this species. Therefore, with these 
gaps, this study concentrated on the identification of Bulloak Jewel Butterfly’s critical 
habitat as well as modelling the current and potential future habitat due to land cover 
changes. Chapter 4 (Objective 1) of this thesis focused on the identification of the 
butterfly’s critical habitat, while modelling the current and potential future habitat of 
this species was highlighted in Chapter 7 (Objective 4). 
 
 Habitat Mapping 
 Assessing and Mapping Wildlife Habitat 
Each wildlife species has its own habitat requirement and each wildlife 
species occurs in a specific place. This is partly a reflection of the habitat attributes. In 
the context of habitat mapping and assessment of wildlife, management of species and 
habitat, demands mapping to be conducted at the individual species level (Dunn and 
Kitching, 1994; Greenslade, 1995). This could be a challenging task, given that 
individual species may has very specific habitat requirements which cannot be easily 
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mapped using conventional mapping solutions such as experienced by the Bulloak 
Jewel Butterfly. Thus, habitat mapping at the tree species or plant-association level is 
greatly preferred for this species since it has specific habitat requirements and species 
interactions (Braby, 2004). However, mapping at the tree species level is difficult even 
from contemporary remotely-sensed data captured by multispectral sensors (Peerbhay 
et al., 2013). Therefore, hyperspectral and multispectral remotely sensed datasets were 
used for Bulloak Jewel Butterfly habitat assessment. This included the use of 
spectroradiometer measurement to conduct woodland plant species discrimination 
analysis. WorldView-2, Landsat-5 TM and Landsat-8 imagery, together with field 
vegetation samples were used for the vegetation structure assessment. 
In addition to the Bulloak Jewel Butterfly’s critical habitat, the assessment of 
its landscape pattern and habitat connectivity analyses are highly required. These two 
analyses are important since connectivity analysis allows measurement of the 
importance of habitat areas and its link for the improvement of the forest landscape 
(Dixo et al., 2009). Moreover, these analyses made it possible to discover the species 
dispersal zones and its habitat pattern (Joly et al., 2003) since Bulloak Jewel Butterfly 
could move from one to another places. Further details of landscape pattern and 
connectivity analyses were covered in Chapter 5 (Objective 2) of this thesis. 
 
 Methods of Habitat Mapping 
Traditionally, the assessment of habitat was conducted using various methods 
such as literature reviews, field surveys, map interpretation and ancillary data analysis 
(Xie et al., 2008). However, these conventional field survey and mapping techniques 
cannot always provide the required information in appropriate time and cost-effective 
manner (Xie et al., 2008). This issue is particularly significant when the mapping is 
required at the local scale level or for critically endangered species where timely action 
is required. 
The advancement of remote sensing and GIS technologies provides a 
practical and economical means to study the wildlife habitat especially over large 
spatial extent. Furthermore, as remote sensing technology has a potential capacity for 
systematic observations at various scales and repetitive coverages, it extends possible 
data archives from previous and present times (Mumby et al., 1997). Therefore, habitat 
assessment related to current (business as usual) situation, as well as past and potential 
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future conditions, can be conducted. This could help in identifying the change impacts 
assessment either from climate or land cover changes. 
 
 Remote Sensing and GIS Techniques for Habitat Mapping 
Remote sensing data and GIS technologies offer numerous benefits as 
compared to the traditional survey mapping. They are well-known as the most practical 
way to obtain data from inaccessible region or terrain (e.g. mountain areas, outsized 
wetlands, restricted military areas), produce faster map production, and increase 
repeatability of the mapping process (Steven, 2010). Furthermore, remote sensing and 
GIS products are very useful when processed and analysed in conjunction with high 
quality algorithms. As a result, it is proficient in identifying and assessing wildlife 
habitat. 
In assessing and mapping habitat area, a number of bio-climatic and 
environmental factors need to be considered at the appropriate level of thematic details 
and spatial scales (Onojeghuo and Blackburn, 2011; Weiers et al., 2004). Remote 
sensing and GIS technologies offer potential solutions to these needs (Weiers et al., 
2004). It is because they complement existing methods especially in producing 
biophysical measurements of habitat such as mapping species richness (Ballesteros-
Mejia et al., 2013), species distribution in poorly-studied landscapes (Hernandez et al., 
2008), and predicting potential future distributions of species (Thuiller et al., 2004). 
In addition, with the advancement of remote sensing technology, such as 
provided by high resolution multispectral imagery (i.e. WorldView-2, Quickbird, and 
Geo-Eye-1), synthetic aperture radar (SAR) and light detection and ranging (LiDAR) 
data, habitat mapping can be both monitored horizontally (i.e. land cover map) and 
vertically (i.e. canopy cover map) (Hyde et al., 2006). This could be done either by 
using a single sensor or a combination of multi-sensor data analysis since no specific 
sensor has proven to be superior for the retrieval of mapping the habitat (Hyde et al., 
2006;Weiers et al., 2004). Thus, this study integrated three different satellite imagery 
in assessing Bulloak Jewel Butterfly habitat as mentioned in section 2.3.1. 
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 Species Distribution Modelling 
 Description of Species Distribution Modelling 
Species distribution model (SDM) is a statistical model that uses species 
occurrence data, together with environmental data, to produce a correlative model of 
the environmental conditions that meet a species’ ecological needs and which can 
forecast the potential habitat of a given species (Warren and Seifert, 2010). Generally, 
species distribution modelling is used to forecast species density, abundance, carrying 
capacity or likelihood of inhabiting a certain location as regards to its environmental 
attributes (Wintle et al., 2005). It is also useful in making inferences about the species 
and its response to environmental changes. 
Species distribution model is alternatively known as environmental niche 
modelling, ecological niche modelling (ENM), habitat suitability modelling (HSM), 
predictive habitat distribution modelling, or climate envelope modelling (Barve et al., 
2011; Hirzel and Le Lay, 2008; Lyet et al., 2013; Sillero, 2011). These different 
terminologies are the reflections of similar correlative models where field records are 
correlated with the environmental or predictive variables based on statistical response. 
In assessing species distribution, it is essential to provide a foundation for 
species-specific resource selection models together with a wide range of wildlife 
habitat suitability map (Steven, 2010). Thus, these needs could be resolved with the 
advancement of remote sensing, GIS and modelling techniques in wildlife studies. 
Mapping and modelling efforts can be easily updated, detailed species information can 
be generated, and conservation and adaptation strategy can be established (McConville 
et al., 2013). 
 
 Different Approaches of Species Distribution Modelling 
The development of species distribution modelling has grown tremendously 
in the last two decades (Guisan and Thuiller, 2005). It is based on the availability of 
data (biological and environment data), statistical approaches, and different conceptual 
considerations (Beale and Lennon, 2012). The different conceptual considerations can 
be referred based on the end use of the model.  
There are several modelling techniques that can be used to model a species 
distribution. The selection of technique is mainly dependent on the availability of 
survey data that will be used in the development of the model: no data or few, presence-
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absence data, presence-only data, ordinal categories data and counts (Wintle et al., 
2005). Some recent studies on species distribution modelling used random forests 
(Prasad et al., 2006; Timm and McGarigal, 2012), maximum entropy (MaxEnt) (Elith 
et al., 2010; Renner and Warton, 2013), Mahalanobis typicality algorithm (Li and Fox, 
2012; Li and Fox, 2011), and modelling perception with artificial neural network 
(Gevrey et al., 2003; Özesmi and Özesmi, 1999). Some basic features, advantages, and 
disadvantages of those species distribution modelling methods are presented in Table 
2.2.  
 
Table 2.2: Comparison of four species distribution modelling methods 
Method Basic Feature Advantages Disadvantages 
Random 
Forest 
A model averaging 
approach to the 
non-parametric 
procedure 
classification and 
regression tree 
(CART) (Breiman, 
2001). 
Builds multiple trees 
using randomly 
selected of both the 
environmental 
predictor variables 
and species 
occurrence data 
(Hernandez et al., 
2008). 
The random forest 
algorithms involve a 
large number of trees 
which may make the 
algorithms slow for 
real-time prediction 
(Breiman, 2001). 
 
Maximum 
Entropy 
(MaxEnt) 
A statistical 
mechanics 
approach to make 
predictions from 
incomplete 
information (Elith 
et al., 2011). 
Performed well 
regardless of the 
number of samples 
or the extent of 
occurrence, even 
though for small 
samples (Hernandez 
et al., 2008). 
All environmental 
layers need to have 
exactly the same 
setting to each other, 
otherwise the model is 
in-executable (Phillips 
et al., 2006). This task 
is tedious.   
 Successfully proven 
in predicting species 
distribution in 
poorly-studied 
landscapes (Elith 
and Leathwick, 
2009, Hernandez et 
al., 2008). 
MaxEnt model could 
solve the problem of 
presence-only data 
availability ( Elith 
and Leathwick, 
2009; Phillips and 
Dudík, 2008). 
Mahalanobis 
Typicality 
Well known of its 
simplicity in 
It does not perform 
well when the ratio of 
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A method adopted 
from remote 
sensing analyses  
(IDRISI, 2006). 
calculation 
(algorithm 
development) and 
model interpretation 
(Sangermano and 
Eastman, 2012). 
the number of species 
localities to 
environmental 
predictors is small 
(Hernandez et al., 
2008). 
Useful way of 
determining 
similarity of an 
unknown sample to a 
known group of 
samples (Li and Fox, 
2011) 
Artificial 
Neural 
Network 
A model that used 
nodes (or neurons) 
are organised into 
different layers 
(multi-layer 
perceptron: input 
layer, one output 
layer, and one or 
more hidden 
layers), each of 
them are fully 
interconnected to 
the following layer 
(Li and Fox, 
2011). 
The most commonly 
used training 
algorithm; back 
propagation method 
which iteratively 
reduces error 
between the desired 
and actual output 
values (Li and Fox, 
2011). 
A multi-layer 
perceptron has to be 
trained to perform a 
specific task and 
sometime it is time-
consuming (Park et 
al., 2003.  
 
 
Every method has advantages and disadvantages which should be defined and 
considered before proceeding with the model development. No particular modelling 
method has been confirmed to be preeminent in all conditions. However, certain 
techniques are more appropriate for forecasting distributions of species at given 
conditions rather than other techniques. This is related to the species distribution model 
performance. The model performance of species distributions modelling can be 
influenced by four interacting factors (Elith et al., 2010; Hernandez et al., 2006): 
 
a) species characteristics (biological and environmental); 
b) species incidence data (quality and quantity); 
c) environmental data (completeness and accuracy); and, 
d) spatial scale (size and extent of scale unit). 
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The most important factor in species distribution modelling is the quality and 
quantity of species incidence data that will determine which model could be used in 
matching with the availability of survey data (Hernandez et al., 2006). In some cases, 
both presence and absence occurrence data are available, in which general purpose 
statistical methods (i.e. generalised linear model) can be used for the development of 
models. Presence-only data are the most common data which exist particularly in 
natural history museums and herbaria (Wintle et al., 2005), while absence data are 
hardly available, especially for poorly-sampled areas. This is the main reason behind 
the popularity of MaxEnt uses for modelling the species distribution nowadays 
(Bradley et al., 2012; Elith et al., 2010; Slater and Michael, 2012). Therefore, as 
presence-only data is the only survey data available for the Bulloak Jewel Butterfly’s 
species, MaxEnt model is selected to model the distribution and suitability of habitat 
to this butterfly. Chapter 6 (Objective 3) of this thesis will highlight the significant 
involvement of MaxEnt model towards the Bulloak Jewel Butterfly species 
distribution mapping. 
 
 Recent Developments in Species Distribution Modelling 
Some of the earliest techniques in modelling species distribution used simple 
geographic envelopes, environmental matching, and convex hulls analyses (Nix1, 
1986). Nowadays, species distribution modelling has emerged when the new statistical 
approaches from field-based habitat analyses were interconnected with GIS-based 
environment. Therefore, existing species distribution modelling techniques have been 
widely used not only for terrestrial application, but also for marine and freshwater 
environments. In addition, the analysis is not just limited to a single species but mostly 
occurred across different species from several biological groups (Elith and Leathwick, 
2009). 
Encouraged by the need to explain ecological problems such as climate 
change, landuse change, habitat fragmentation, and biological invasions, there has 
been increasing advancement in species distribution models. Recent developments in 
this area are mainly from the use of satellite imagery as surrogate variables ( Egbert et 
al., 2002; Eskildsen et al., 2013), use of MaxEnt model to solve the problem of 
presence-only data availability ( Elith and Leathwick, 2009; Phillips and Dudík, 2008), 
and open access online database availability like the Global Biodiversity Information 
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Facility (GBIF) (Otegui et al., 2013; Telenius, 2011). All these facilities could increase 
the capability to accurately map and model the distribution of species particularly to 
those lesser known species and localised habitat. 
Furthermore, as satellite imagery are becoming more readily available, 
including the Landsat imagery archive and moderate resolution imaging 
spectroradiometer (MODIS) products, they are more logical for the ecological 
modeller and geographers to continuously expand the use of satellite imagery in 
predicting the distribution of species either for past, current and potential future 
conditions. Thus, Landsat-5 TM was selected to be among the predictor variables in 
assessing species distribution models of Bulloak Jewel Butterfly. The decision was 
made not just on the cost factor of imagery acquisition, but primarily due to the 
availability of satellite imagery that could cover the whole study area. 
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METHODOLOGY 
 
 Introduction 
This chapter describes the overall framework of research methods employed 
in this study. It also includes the descriptions of the study area, data acquisition, as 
well as pre-processing steps undertaken prior to specific data analysis. The detailed 
description and justification for data analysis are presented in Chapters 4, 5, 6, and 7. 
These chapters correspond to four specific objectives requiring different sets of data 
analysis techniques. The key approaches are listed below: 
a) Habitat assessment (species discrimination analysis and vegetation structure 
assessment) - Chapter 4; 
b) Habitat mapping (feature extraction analysis of fine-scale data, 
morphological spatial pattern analysis (MSPA), and connectivity analysis of 
the landscape) - Chapter 5; 
c) Species distribution modelling (maximum entropy model) - Chapter 6; and 
d) Scenario modelling of species distribution (current and potential future land 
cover impacts assessment) - Chapter 7. 
 
Thus, this chapter presents the research study area, framework, and the 
“common” methods employed prior to objective-specific approaches implemented in 
the subsequent chapters. 
  
 Study Area 
 Location of Study Area 
The study area (33,400 hectares) is located near Leyburn, Queensland, a town 
in the Darling Downs Region (approximately 28.0167° S, 151.5667° E) as depicted in 
Figure 3.2. Leyburn is situated 36 km from Clifton and 219 km southwest of Brisbane. 
Leyburn is a small settlement with an altitude of approximately 423 m. 
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The study area is relatively small due to the fine-scale nature of this study. 
Large spatial extent will require more scenes of high resolution imagery and thematic 
maps. This option will be costly and resource intensive which will not significantly 
contribute to the attainment of the research objectives. Furthermore, the shape of the 
study area depends on the combination of three localities that could cover the whole 
sightings (occurrence data) of Bulloak Jewel Butterfly.  
The study area is a natural habitat of Bulloak Jewel Butterfly and this species 
has been sighted in the locality (Dunn and Kitching, 1994; Braby, 2000) as indicated 
in Figure 3.1. The selection of the study area is essentially based on the following 
criteria: 
a) Sightings of Bulloak Jewel Butterfly were recorded in this area; 
b) Relevant spatial and non-spatial datasets are available; and 
c) The site is relatively accessible. 
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Figure 3.1: Location and extent of the study area 
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 Bio-physical Aspect 
Leyburn experiences far below average wind speed as compared to the rest 
of Australia. Humidity levels, sums of clear days and sums of cloudy days are also 
below average. However, daytime temperatures, overnight temperatures and rainfall 
are average (Weatherzone, 2012). The period between December and February is 
summer season in Leyburn and the maximum daily temperature during this season has 
an average between 29.1 and 30°C with minimum overnight temperature average 
between 16.1 and 17°C. Winter starts from June till August and the maximum daily 
temperatures in this season range between 16.7 and 18.6°C with minimum overnight 
temperature ranging between 5 and 6.1°C (Weatherzone, 2012). On the other hand, 
Leyburn’s average rainfall is 726 mm per year. Commonly, Leyburn has extensive 
alluvial plains which are suitable for dry land and some irrigated cropping. 
The woodland species in the study area are generally mixed in composition 
and occur in multiple stages of regeneration and degradation. The dominant plant 
species in the survey sites encompassed bulloak (Allocasuarina luehmannii), narrow-
leaf ironbark (Eucalyptus crebra), poplar box (Eucalyptus populnea), white cypress 
pine (Callitris glauca), spotted gum (Corymbia maculate), apple gum (Angophora 
leicarpa), currawang (Acacia sparsiflora), and dogwood (Jacksonia scoparia). 
 
 Socio-economic Aspect 
Leyburn is formerly regarded as one of the prosperous Darling Downs 
goldfields (SMH, 2012). It was given the same name for a place in England which is 
also a well-known gold mining area. Leyburn, Queensland was developed as one of 
gold mining sites in Warwick area and servicing the adjacent gold mining sites by the 
late 1860s.  
The study area is dominated by livestock grazing, representing approximately 
85% of the total area (DRNM, 2013). Other land use types include cropping, 
production forestry, mining, reservoir/dam, residential, intensive animal production 
and other minimal uses. There are 19 regional ecosystems (REs) (EHP, 2012) types in 
the study area, of which five combinations of these REs (5,730 hectares in total) are 
associated with the bulloak trees species. 
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 Research Framework 
The overall framework of research methods implemented in this study is 
illustrated in Figure 3.2. This research consists of the following three main components 
such below: 
a) Input (primary and secondary data); 
b) Process (image pre-processing, image processing and statistical analysis); and 
c) Output (map and statistical information). 
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Figure 3.2: Overall methodological framework 
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The overall methodological framework highlighted the main research flow 
starting from the data collection phase up to the final output production part. The 
techniques involved in performing each phase are described in details in the 
subsequent technical chapters. Those chapters were structured according to the certain 
objectives as illustrated in Figure 3.2. 
 
 
 Datasets Acquisition 
 Satellite Imagery 
Three satellite imagery were selected for this study. Landsat-5 TM and 
Landsat-8 imagery with similar acquisition date (20th September 2011) as well as 
WorldView-2 imagery (dated on 14th May 2011) were utilised for the assessment and 
mapping of Bulloak Jewel Butterfly habitat. These three imagery are relatively cloud-
free data. The different dates for Landsat datasets and WorldView-2 imagery were 
selected mainly due to the best availability of data that could cover the whole study 
area for that year. The detailed explanation of their sensors and specifications are 
provided in section 4.3.2.1 of Chapter 4. 
 
 Ground Truth and Field Survey 
In order to validate the accuracy of habitat assessment, mapping and 
modelling of Bulloak Jewel Butterfly, it was essential to assimilate ground truth data 
at numerous locations throughout the study region. Ground truth data was collected via 
targeted field trips and through woodland identification information received from a land 
care officer and local people. Four field trips with different intentions in each trip were 
carried out in assessing ground truth as well as for field survey sessions (Figures 3.3.to 
3.8). The details are provided as follow: 
a) 4th October 2012: 
- Pre-visit 
- Ground truthing 
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b) 29th May 2013: 
- Met with a Condamine Headwaters Landcare officer and one local person 
at Ellongawan Nature Refuge (priority area for Bulloak Jewel Butterfly 
habitat). 
- Familiarization of plant species associated with bulloak woodland. 
- Vegetation samples collection and “preserved”. 
- Established some GPS data collections mainly at the intersections of roads 
and creeks. 
 
c) 22th and 24th June 2013: 
- Spectroradiometer measurement of eight woodland plant species at leaf and 
canopy levels. 
 
d) 13th November - 24th December 2013: 
- Vegetation samplings (Attributes of measurement: canopy height, canopy 
cover, canopy condition, diameter at breast height (DBH), number of tree, 
number of species group, species name, and ground cover). 
- GPS data collections (location of the plots and road intersections). 
 
Location or coordinate of plots and main intersections (i.e. pathway and road 
junctions) within the study area were collected using Trimble GeoXH Handheld GPS. 
GPS data collections formed the basis of the region of interest (ROI) within this study 
area mainly for re-projection of satellite imagery and feature extraction analysis of 
WorldView-2 data. The explanation of spectroradiometer measurements and 
vegetation samplings are further described in sections 4.3.1.1 and 4.3.2.2, respectively. 
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Figure 3.3: Pre-visit and ground truth session 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
 
 
Figure 3.4: Familiarization of plant species associated with bulloak woodland 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
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Figure 3.5: Sampling plot setup  
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
 
 
Figure 3.6: Diameter at breast height (DBH) measurement of woodland trees 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
Chapter 3   Methodology 
33 
 
 
Figure 3.7: Tree counting session in mixed bulloak woodland 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
Figure 3.8: GPS data collection using Trimble Geo-XH hand-held 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
 GIS Data 
As presented in Figures 3.1, there were eight datasets that were utilised in 
assessing and modelling the Bulloak Jewel Butterfly habitat. The land cover types used 
in this analysis namely the sightings of Bulloak Jewel Butterfly (occurrence data), 
landuse, elevation, regional ecosystem (RE), soil, and foliage projective cover (FPC) 
maps as well as drainage and road networks. Land cover and landuse data are much 
associated with each other. Land cover can be defined as a type of feature (vegetated 
or unvegetated) existent on the ground while land use refers to the human activity or 
socioeconomic condition associated with a certain portion of land (Lillesand et al., 
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2008). Thus, land cover and landuse are inter-dependent. It is because land use changes 
especially those related with the intensification shifting of agriculture area to 
subsistence economies are recognised to persuade changes in vegetation cover types 
and spatial structure of certain land cover (Ardli and Wolff, 2009; Hall, 2014). 
For visual display, fundamental layers of the study area like occurrence data 
(sightings) of Bulloak Jewel Butterfly, road and drainage networks were overlaid on 
top of Landsat-5 TM satellite imagery (see Figure 3.9). 
 
 
Figure 3.9: Landsat-5 TM imagery with fundamental layers of the study area 
 
 
Bulloak Jewel Butterfly’s sightings were supplied by the Department of 
Environment and Heritage Protection (EHP). The total of 22 sightings received as a 
sheet file (table format) with a specific locality in latitude and longitude format 
signifying every sighting (Appendix 3.1). Those data are in GDA94 map projection. 
Then, they were converted into a vector data file using ArcGIS 10.1 software. Each 
sighting coordinates were reprojected (easting and northing coordinate system) and 
can be delineated in base maps. 
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The landuse map was selected as a base map to produce proximity layers of 
distances from pasture and forest that will be used as predictor variables in modelling 
the Bulloak Jewel Butterfly distribution. In addition, the landuse map itself plays an 
important role as one of the predictor variables. Using the “tertiary level” (most 
detailed) of landuse classification, 12 landuse classes were identified in the study area 
(see Figure 3.10). 
 
 
 
Figure 3.10: Landuse map (2006) of Leyburn 
 
 
A digital elevation model (DEM) with a 30 m x 30 m grid cell size was used 
to derive a number of topographic indices, namely: slope, aspect, curvature and 
landform (predictor variables for SDM). Figure 3.11 shows the DEM layer used in 
this study. 
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Figure 3.11: Elevation map of Leyburn 
 
Regional Ecosystems (RE) map produced by Queensland’s Department of 
Heritage and Protection (EHP) also act as main GIS dataset in this study (Figure 3.12). 
It served as a one of the predictor variable layers under the “land cover” category. In 
addition, a proximity layer showing the distance from related RE associated with 
Bulloak Jewel Butterfly was also produced from the RE map. With the presence of 
bulloak trees (Allocasuarina luehmannii) as the main criterion, five classes of remnant 
areas were categorised as Bulloak Jewel Butterfly sites (i.e. RE 11.5.1, 11.5.4/11.3.2, 
11.5.4/11.5.4, 11.9.7/11.9.13, and 11.9.9a/11.5.4), with details of each RE code can be 
found in Table 3.2. 
The details of these Bulloak Jewel Butterfly sites are also discussed in section 
4.3.2.2 (Chapter 4) and visualised in Figure 4.5. As written above, the regional 
ecosystem framework is given by a three-part code (i.e. 11.5.1). The first part refers to 
the bioregion and represents the primary level of biodiversity classification in 
Queensland (EHP, 2012). It is followed by a land zone that signifies where the RE is 
located (EHP, 2012). The last part indicates the vegetation as well as ecosystem 
number that denotes different vegetation (EHP, 2012). 
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Figure 3.12: Regional ecosystem (RE) map of Leyburn 
 
Table 3.1: RE codes and their descriptions (adopted from the metadata of 
Queensland’s RE map 2010) 
No. RE 
Code 
Biodiversity 
status 
Description 
1 11.3.2 Of concern Eucalyptus populnea woodland on alluvial plains. 
 
Major vegetation communities include:  
11.3.2a: E. conica woodland.  
11.3.2b: Palustrine wetland (e.g. vegetated swamp).  
E. camaldulensis (sometimes E. populnea and or E. 
tereticornis) woodland in drainage depressions. Ground 
layer of grasses or sedges. Occurs on seasonally 
inundated drainage depressions.  
11.3.2c: Floodplain (other than floodplain wetlands).  
E. populnea on floodplains. 
 
2 11.5.1 No concern at 
present 
Eucalyptus crebra and /or E. populnea, Callitris 
glaucophylla, Angophora leiocarpa, Allocasuarina 
luehmannii woodland on Cainozoic sand plains and/or 
remnant surfaces. 
 
 Major vegetation communities include:  
11.5.1a: E. populnea woodland with Allocasuarina 
luehmannii low tree layer. 
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3 11.5.4 No concern at 
present 
Eucalyptus chloroclada, Callitris glaucophylla, C. 
endlicheri, Angophora leiocarpa woodland on Cainozoic 
sand plains and/or remnant surfaces. 
 
Major vegetation communities include:  
11.5.4a: C. glaucophylla +/- E. spp. and Corymbia spp. 
Woodland. 
 
4 11.9.7 Of concern Eucalyptus populnea, Eremophila mitchellii shrubby 
woodland on fine-grained sedimentary rocks. 
 
Major vegetation communities include:  
11.9.7a: E. populnea predominates forming a distinct but 
discontinuous canopy (10-15 m high). Other trees may be 
scattered throughout the canopy. There is generally a 
dense, tall shrub layer (4-6 m high) dominated by a range 
of species including Eremophila mitchellii, 
Archidendropsis basaltica, Acacia excelsa, Geijera 
parviflora, Alectryon oleifolius and Lysiphyllum carronii. A 
low shrub layer is usually present. The ground layer is 
variable and composed mainly of annual grasses. Occurs 
on gently undulating to sloping plains. In southern part of 
bioregion associated with Jurassic Hooray Sandstone. 
Associated soils are generally moderately deep, hard-
setting, solodized solonetz and solodic soils. Brown clays 
may be present also. 
 
4 11.9.9 No concern at 
present 
Eucalyptus crebra woodland on fine-grained sedimentary 
rocks. 
 
Major vegetation communities include:  
11.9.9a: E. albens +/- E. crebra +/- E. tereticornis +/-  
C. baileyi woodland. Occurs in southern part of bioregion. 
11.9.9b: E. crebra +/- E. exserta +/- Corymbia spp. 
woodland. 
6 11.9.13 Of concern E. moluccana or E. microcarpa or E. woollsiana 
(restricted to south of bioregion) open-forest. 
Allocasuarina luehmannii can be present in understorey. 
Occurs on Cainozoic to Proterozoic consolidated, fine-
grained sediments. Lower slopes. 
 
(Notes: A. = Allocasuarina, C. = Callitris, E. = Eucalyptus, +/- = and/or) 
 
 
A soil map is also one of the datasets used in this study (Figure 3.13). It is 
primarily useful as a predictor variable for species distribution modelling (Franklin, 
1995). Soil types and other land cover classes generally made rather small 
contributions to describe species distributions, but their incorporation significantly 
enhanced the predictions of the model (Eskildsen et al., 2013). Within the study area, 
four soil categories were identified. Table 3.3 shows their descriptions and map codes. 
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Figure 3.13: Soil map of Leyburn 
 
Table 3.2: Map code description (adopted from the metadata of Queensland’s soil 
map) 
No. Map 
Code 
Soil Class Description 
1 1A Recent alluvial plains Broad level plains of basaltic alluvium; dark cracking 
clays; flood prone. 
2 4A Light textured alluvial 
plains 
Level plains and stream terraces of sandstone 
alluvium; deep sands and hard setting greyish brown 
sandy loams over clay. 
3 12A Forested sandstone 
residuals 
Rises and undulating plains on sandstone, often 
lateritised; rock shelf; shallow, gravelly sands and 
loams; ironbark, currawang, cypress pine forest. 
4 13B Granite and traprock 
lands 
Steep traprock hills; rock outcrop; shallow gravelly 
loams and grey loams over clays; ironbark, yellow 
box, grey box woodland, extensively cleared. 
 
 
Foliage projective cover (FPC) map is also a significant GIS dataset, mainly 
as a predictor variable for species distribution modelling as well as for scenario 
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modelling of Bulloak Jewel Butterfly (see Figure 3.14). Generally, FPC is a 
percentage of ground area engaged by vertical projection of foliage (Specht, 1983). 
FPC mapping incorporates an automated decision tree classification technique 
applied to dry season (May to October) of Landsat 5 TM imagery (Moffiet et al., 
2010). The 2011’s FPC map was incorporated in this study since this map was 
calibrated from topographic, cloud, and cloud shadow as well as regrowth effects. 
 
 
Figure 3.14: Foliage projective cover map of Leyburn 
 
 Pre-processing 
 Re-projection 
Re-projection is a step involved in modifying the map projection for both 
raster and vector datasets (ESRI, 2013). It is also useful for the purpose of resample 
the data to a new spatial (cell) size and outline an origin of the data. The ARCGISs re-
projection tool was used to standardize the whole imagery and GIS datasets. Those 
datasets were transformed to a datum of Geocentric Datum of Australia (GDA) 1994 
with a map projection of Map Grid of Australia (MGA) Zone 56. The study area 
(Leyburn) was recognized into that zone. 
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 Resampling 
The whole secondary data were resampled and standardized according to the 
specifications given by Landsat-5 TM since it was already geo-rectified before the 
product is available to be downloaded from the USGS GLOVIS (U.S Geological 
Survey Global Visualization Viewer) webpage. Landsat-5 TM and Landsat 8 data 
shared the same map projection type as well as cell size (30 m by 30 m). However, the 
geometric corrections of WorldView-2 was carried out prior to further analyses were 
conducted.  WorldView-2 imagery used the same datum and map projection but 
different in the X and Y cell sizes (2 m by 2 m). Since WorldView-2 was classified as 
a high resolution dataset, 23 ground control points (within WorldView-2 coverage 
within the study area) from GPS data collection were used to resample this imagery. 
A total of 0.283 root mean square error (RMSE) of geo-rectified output was produced. 
RMSE refers to the evaluation of the results of the geometric correction using a set of 
check points different from the ground control point used in the least squares 
transformation (Kardoulas et al., 1996)). In addition, Landsat-5 TM, Landsat 8 and 
WorldView-2 imagery have been radiometrically corrected by the data suppliers 
before the products were downloaded.    
 
 Clipping 
Clipping is a process to extract an input layer based on the pre-defined 
existing boundary. Pre-defined existing boundary of feature class acted as a “cookie 
cutter” to that input layer. It could generate a spatial subset of a raster or vector data. 
Clip a raster image could be either using a rectangular shape (envelope boundary) 
according to the area defined or according to the shape of an input polygon feature 
(vector) tool. For this study, Landsat-5 TM (base map) was clipped using an input 
feature of localities boundary which covered the whole study area as well as the 
Bulloak Jewel Butterfly sightings. Thus, a base map was then used to clip the other 
datasets. 
 
 Reclassification 
Reclassification is a process of changing the origin cell values of raster data 
to the alternatives or specified values (ESRI, 2013). “Reclassify” is essential due to 
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some reasons: replacing the values based on new environment, grouping values 
together, or reclassifying values of a set of rasters to a common scale (ESRI, 2013). 
In this study, reclassification was performed mainly for reclassifying values 
of a set of rasters to a common interval scale. This was applied to the species 
distribution modelling and scenario modelling outputs (maps). Initially, those map 
produced continuous data values. Those values were then re-classified into three 
categories of habitat suitability: “low”, “medium”, and “high” probability of species 
distribution. Detailed descriptions of this step and their justifications were provided in 
Chapter 6 (Table 6.13). 
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SPECTRAL ANALYSIS OF REMOTE SENSING DATA 
FOR BULLOAK JEWEL BUTTERFLY HABITAT 
ASSESSMENT 
 
 Introduction 
This chapter reports the results of assessing the use of hyperspectral and 
multispectral remotely sensed datasets for the habitat assessment of Bulloak Jewel 
Butterfly. This chapter corresponds to Objective 1 of this thesis. This includes the use 
of spectroradiometer measurement to conduct woodland plant species discrimination 
analysis. The findings from this analysis have been published in Journal of Applied 
Remote Sensing, volume 8 of 2014. Furthermore, WorldView-2, Landsat-5 TM and 
Landsat-8 imagery, together with field vegetation samples, were used for the 
vegetation structure analysis. 
This chapter is divided into six sections. Section 4.1 indicated the introduction 
of this chapter. Section 4.2 discussed a concise review on how remote sensing data can 
be used to assess habitat attributes, particularly those of Bulloak Jewel Butterfly 
habitat. In section 4.3, materials and methods used in this study are presented. Sections 
4.4 and 4.5 focused on the results and discussions related to species discrimination 
analysis of hyperspectral data as well as vegetation structure assessment, respectively. 
The conclusion of the study is presented in the final section (4.6). 
The significant contribution of this study to the body of knowledge is in filling 
of research gaps on the requirement for mapping habitat attributes at fine and medium 
scales, and how satellite imagery and map layers can be used to produce image-derived 
habitat maps. The summary of the research issues and justifications on the use of 
hyperspectral data and multispectral data for habitat assessment are further discussed 
in section 4.2. 
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 Remote Sensing Data for Habitat Attributes Assessment 
 Woodland Vegetation Mapping for Bulloak Jewel Butterfly Habitat 
Mapping vegetation through remotely sensed imagery implicates numerous 
considerations, processes and approaches. In general, vegetation mapping should start 
with the development of classification in classifying vegetation cover from remote 
sensed imagery, either at a community level or species level (Xie et al., 2008). Then, 
it is followed by the identification of correlations between the vegetation types within 
this classification system with perceptible spectral characteristics of remote sensed 
imagery. Finally, these spectral classes of the imagery are interpreted into the 
vegetation types. This task is largely done for horizontal forest structure. However, in 
certain extents, vertical structure of forest plays vital role in assessing habitat attributes 
of wildlife or plant species (Lefsky et al., 2002). 
In addition, the vertical structure of woodland or forest plays an important 
role in determining microclimatic conditions, availability of niche spaces, habitat 
qualities, and distribution of wildlife species as well as vegetation groups (Hill and 
Broughton, 2009; Herrera-Montes and Brokaw, 2010; Lefsky et al., 2002). Forests and 
woodlands can have either simple single-storey canopies or more complex multi-
storey canopies which can be categorised into different components (Hill and 
Broughton, 2009). Dominant trees form the over storey canopy, while sub-dominant 
trees have open access to light but do not occupy the upper canopy which provide great 
habitat area for many wildlife species (Maron and Lill, 2004; New and Sands, 2004). 
 
 Species Discrimination Analysis of Hyperspectral Data 
Spectral discrimination between plant species in complex environment is a 
challenging task. Different species may hold the same spectral signature of reflectance 
data (Darvishzadeh et al., 2008; Xie et al., 2008). Common digital imagery from 
multispectral scanners has its own restrictions of spectral, spatial, and temporal 
resolutions (Horning et al., 2010). As a result of the spectral signature complexity, 
more powerful techniques have been developed to improve the accuracy of 
discriminating vegetation types using remotely sensed imagery such as those given by 
hyperspectral dataset (Adam et al., 2009). 
Hyperspectral dataset has hundreds up to thousands of narrow continuous 
spectral bands ranging from 400 to 2500 nm, representing the visible (400 - 700 nm), 
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near-infrared (700 - 1000 nm), and short wave infrared (1000 - 2500 nm) of the 
electromagnetic spectrum (Im and Jensen, 2008; Thenkabail et al., 2013). This broad 
spectral dimensionality of hyperspectral remote sensing allows comprehensive 
investigation and discrimination of plant species which would be misled by other 
broadband multispectral scanners (Thenkabail et al., 2013). 
Currently, the hyperspectral dataset is mostly acquired using an airborne 
sensor or field sensor. Airborne sensors have been designed through an integration of 
aircraft or space borne movement with the hyperspectral imaging camera (van der 
Meer et al., 2012). However, field sensor, generally known as a spectroradiometer is 
an optical instrument used for quantifying the spectrum of the targeted object in one 
or more fixed wavelengths either in the laboratory or at the field ( Apan et al., 2009; 
Kumar et al., 2010). In this study, a handheld spectroradiometer was used for 
vegetation discrimination analysis. While the output is not an image based product but 
rather non-imaging spectral datasets, this study will provide an essential knowledge 
base for future hyperspectral image-based studies (Taylor et al., 2012). This can help 
to improve vegetation mapping accuracy and stand characterisation (Apan et al., 
2009), especially for the Bulloak Jewel Butterfly habitat mapping. 
Recent developments in hyperspectral remote sensing systems, such as the 
Hyper-X and HyspIRI missions, can provide significantly improved mapping of 
vegetation at the species or plant association levels (Brosinsky et al., 2014; Tsai et al., 
2007). Hyperspectral remote sensing technology increases the capability to accurately 
measure vegetation characteristics which previously were not measurable with 
broadband multispectral bands (Kumar et al., 2010; Mat Nawi et al., 2013a; Zhang et 
al., 2012). For instance, vegetation discrimination studies that used hyperspectral 
imagery have accurately mapped and differentiated plant species (Kumar et al., 2010; 
Taylor et al., 2012; Tsai et al., 2007). 
 
 Assessment of Forest Structure for Bulloak Jewel Butterfly Habitat 
Measurements of forest structure are essential for wildlife habitat 
management and biodiversity studies. The number and size of trees in a particular 
forest type are essential habitat attributes to any selected species (Hyde et al., 2006), 
2006), such as for the Bulloak Jewel Butterfly which has been verified to have a mutual 
relationship with older mature bulloak trees (Braby, 2004). The number of tree species 
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is also an important component of species diversity and biomass (Adam and Mutanga, 
2012). Similarly, canopy height and associated attributes of vertical dimension, 
together with site characteristics are indicators of old growth forest conditions (Hyde 
et al., 2006). Canopy height is also an important input for ecosystem and fire models 
and is highly correlated with biomass (Adam and Mutanga, 2012). 
An optimal strategy for mapping and assessing forest structure includes the 
detailed measurement of its vertical dimension, which is traditionally measured by 
field sampling but can now be achieved by remote sensing dataset for large scale 
studies. For instance, the use of Light Detection and Ranging (LiDAR) data shows that 
forest structure attributes (e.g. canopy height, canopy density, canopy cover, DBH, 
etc.) can be mapped with high accuracy (Hill and Broughton, 2009; Lefsky et al., 
2002). However, dedicated mobilisations of the airborne LiDAR instrument are very 
expensive and not currently available in many areas. Moreover, no single sensor has 
proven to be the best in delivering measurement of forest structure (Hyde et al., 2006). 
It should be possible to combine information from multiple sensors to achieve a 
reasonable approximation of forest structure (Hyde et al., 2006). 
 
 Remote Sensing Methods for Forest Structure Assessment 
A large number of remote sensing studies have been conducted to assess 
forest structure as well as to investigate habitat quality using a wide selection of remote 
sensing sensors and experimental designs (Hyde et al., 2006). For instance, mapping 
of forest structure complexity using texture analysis of 20 cm spatial resolution of 
aerial multispectral imagery as studied by Pasher and King (2009). Some studies 
focused on using vegetation indices (e.g. NDVI, NDWI, LAI) in describing forest 
structure attributes (Jawak and Luis, 2013; Oumar and Mutanga, 2013). In some cases 
(e.g. Hyde et al., 2006), mapping of forest structure for wildlife habitat analysis can be 
implemented using multi-sensors synergy by incorporating LiDAR, Synthetic 
Aperture Radar (SAR), Landsat-7 ETM, and QuickBird imagery. 
The use of spectral index ratio (band ratio) is also a well-known technique for 
estimating forest structure attributes since it can discriminate between spectral bands 
(Jawak and Luis, 2013; Kumar et al., 2010). However, all these techniques should be 
correlated with field data measurement in order to model the relationship between raw 
or transformed raster layers with the habitat attributes from the field (Adam and 
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Mutanga, 2012; Oumar and Mutanga, 2012). In this study, the normalized difference 
vegetation index (NDVI), principal component analysis (PCA), band ratios, and raw 
bands of multispectral data, were used. 
 
 Materials and Methods 
The Input-Process-Output model shown in Figure 4.1 below illustrates the 
methodological framework for the plant species discrimination using hyperspectral 
data. Two sets of input data were used namely primary and secondary data while two 
types of data processing were involved in the processing part. Firstly, the 
measurements of reflectance of eight woodland plant species (i.e. Allocasuarina 
luehmannii, Eucalyptus crebra, Eucalyptus populnea, Callitris glauca, Corymbia 
maculata, Angophora leicarpa, Acacia sparsiflora, and Jacksonia scoparia) were 
separated at leaf and canopy levels using a full range spectroradiometer. Secondly, 
Partial Least Square (PLS) regression analysis (Gomez et al., 2008; Zainol Abdullah 
et al., 2014) was carried out to discriminate woodland plant species. The outputs for 
the first data processing were in the form of separability graphs, while the second data 
processing produced statistical outputs, such as:  
a) root mean square error (RMSE); 
b) correlation; and 
c) accuracy of prediction. 
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Figure 4.1: Framework for species discrimination analysis of hyperspectral data 
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 Species Discrimination Analysis of Hyperspectral Data 
4.3.1.1 Field Data Collection (Spectroradiometer Measurement) 
Field data collection was conducted in June 2013 to measure the reflectance 
of eight woodland vegetation (i.e. Allocasuarina luehmannii, Eucalyptus crebra, 
Eucalyptus populnea, Callitris glauca, Corymbia maculata, Angophora leicarpa, 
Acacia sparsiflora, and Jacksonia scoparia) separately at the leaf and canopy levels 
(Figure 4.2 and Table 4.1). Regional ecosystems (RE) map produced by Queensland’s 
Department of Heritage and Protection (EHP) served as a guide in the purposive 
selection of sampling sites at plant community level. The targeted sites at this level 
were selected based on the presence of bulloak trees, accessibility, and proximity to 
plant communities where the butterfly was sighted. Information about the targeted sites 
was collected during a preliminary survey conducted prior to the spectroradiometer 
readings. 
 
Figure 4.2: Woodland plant species for species discrimination study 
(Note: Taxonomic designation and details are described in Table 4.1) 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
(1) Bulloak             (2) Narrow-leaf ironbark   (3) White cypress pine          (4) Apple gum 
   (5) Currawang                   (6) Poplar box                (7) Spotted gum                    (8) Dogwood 
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Table 4.1: List of woodland species for the spectroradiometer readings and brief 
descriptions of foliage/leaf (PlantNET, 2014) 
No. Common 
Name 
Scientific 
Name 
Family Name Descriptions of Foliage/Leaf 
1 Bulloak 
Allocasuarina 
luehmanni 
Casuarinaceae 
Leaves reduced to tiny pointed scales 
or ‘leaf teeth’ which sheath the 
branchlets, foliage branchlets rather 
wiry and erect, up to 2 mm in diameter 
2 
Narrow-
leaf 
ironbark  
Eucalyptus 
crebra 
Myrtaceae 
Adult leaves disjunct, narrow-lanceolate 
or lanceolate, 7-15 cm long, 0.9-1.7 cm 
wide, green or grey-green, dull, and 
concolorous. 
3 
White 
cypress 
pine  
Calilitris 
columellaris  
Cupressaceae 
Foliage usually green, rarely glaucous, 
leaves 1-3 mm long, the dorsa surface 
not keeled 
4 Apple gum  
Angohpora 
leiocarpa 
Myrtaceae 
- Juvenile leaves ovate or elliptic, to 
12.5 cm long, 6.5 cm wide. 
- Adult leaves lanceolate, 9-17 cm 
long, 2-3.5 cm wide, apex acute or 
acuminate 
5 Currawang 
Acacia 
sparsiflora 
Fabaceae 
Branchlets angled at extremities, 
glabrous or with scattered hairs (hairy 
on juvenile plants), narrowed at ends, 8-
16 cm long, 5-10 mm wide, thinly 
coriaceous, grey-green 
6 Poplar box 
Eucalyptus 
populnea 
Myrtaceae 
- Juvenile leaves disjunct, ovate to 
orbiculate, dull grey-green 
- Adult leaves disjunct, broad-
lanceolate, elliptic, ovate or 
rhomboidal, 5-11 cm long, 2-7 cm 
wide, green, glossy, concolorous 
7 
Spotted 
gum 
Eucalyptus 
maculata  
Myrtaceae 
- Juvenile leaves disjunct, elliptic to 
ovate, glossy green 
- Adult leaves disjunct, lanceolate, 10-
21 cm long, 1.5-3 cm wide, green, 
concolorous 
8 Dogwood 
Jacksonia 
scoparia 
Fabaceae 
Branches and branchlets erect or 
pendulous strongly angled or winged, 
leaves usually reduced to scales, 
occasionally a few leaves present at 
base of branches or on young plants, 
obovate, petiolate 
 
 
A total of 40 sample trees were initially considered within the specified RE 
areas. However, due to the site’s inaccessibility, height of tree, apparent health 
condition of tree, and exposure to sun, only 32 trees were sampled by using a stratified 
random sampling method. Four trees were sampled for each woodland species. For 
each woodland species, about 45-60 spectral measurements were collected for each 
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sample at the leaf level, with the same amount collected at the canopy level. The 
identities of the selected species were identified by comparing the physical appearance 
of leaves, flowers, fruits, bark with those respective characteristics found in the field 
guide book (Santos, 2000). The plant’s identity was further verified by consulting with 
the local experts during the preliminary survey. 
A portable full range (350-2500 nm) spectroradiometer from the Analytical 
Spectral Devices, Inc. Boulder, Colorado (ASD, 2008) was used to record the 
reflectance data at 1 nm wavelength intervals as shown in Figure 4.3. The device is a 
hand-held battery powered spectrometer with a fore optic cable for light collection 
attached to a notebook computer for data logging. 
 
 
 
(Photo: Wan Nor Zanariah Zainol @ Abdullah) 
 
 
The sensor was positioned about 70 cm above the canopy to record the 
average spectra within 10 cm diameter of the canopy, with the aid of a twin step ladder. 
On the other hand, a distance of 17 cm (height) was used to record the average spectra 
for 2.5 cm diameter of the leaf for leaf level measurement. A pre-calibrated yard stick 
was used to measure the distance between the sensor and the leaves. These 
measurements were based on the 8° field of view (FOV) towards the targeted sample. 
FOV is used to express the solid angle through which light incident on the fore optic 
will arrive to the detector system (ASD, 2008). 
Figure 4.3: The full range hand-held spectroradiometer used in this study 
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Reliable field spectrometry data collection solely depends on accurate 
calibration of the device being used (ASD, 2008). Thus, the sensor was calibrated 
using a white reference plate prior to the scanning for both levels of measurement. The 
scanning was carried out in un-shadowed portion of the leaf or the canopy on a clear 
sunny day. For canopy measurement, the most challenging task was to choose a part 
of the canopy with minimal shadow coverage without interference from other parts of 
the same tree or from adjoining trees. Thus, the best approach to solve the issue was 
by selecting an exposed (no incident shadow) part of the canopy, or a tree that has 
suitable distance with other adjacent trees. 
Reflectance data was collected between 10.00 am and 2.30 pm at local time 
for an optimal performance of the sun’s azimuth and elevation. Moreover, additional 
calibration was performed against a white reference plate when there was cloud 
interference during the data collection session. This helps in calibrating ongoing 
differences between multiple sources and to standardise the measurement. 
 
4.3.1.2 Data Handling and Arrangement 
Ten spectra were automatically averaged by the spectrometer for each 
sample, at both levels of measurement. All spectral datasets were stored in a computer 
and processed using RS3 software operated with a graphical user interface. The 
reflectance data were then transformed into ASCII format. The spectral datasets in the 
ASCII format consisted of 16 raw files of reflectance data which belongs to the eight 
selected plant species, sampled at the leaf and canopy levels. These datasets were 
tabulated in spreadsheets to produce a data array of 45-60 samples for every species 
with 2,151 wavebands. Furthermore, the bulloak species was compared with the other 
seven species independently since there was a need to discriminate between the 
bulloak and other plant species (e.g. bulloak vs. apple gum; bulloak vs. white cypress 
pine; and bulloak vs. narrow-leaf ironbark). Variables for the seven paired plant 
species were labelled properly before exporting into the Unscrambler 9.2 (CAMO, 
2004) software for Partial Least Squares (PLS) regression analysis. 
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4.3.1.3 Preliminary Processing 
Prior to spectral data analysis, the spectral reflectance was pre-processed for 
an optimal performance. A series of ‘cleaning’ operations or preliminary processing 
were applied for elimination of: 
a) very short wavelengths (350-399 nm) and strong water vapour absorption 
bands (1356-1480 nm, 1791-2021 nm, and 2396-2500 nm) (Kumar et al., 
2010; Taylor et al., 2012); and 
b) outliers that indicate abnormal reflectance response as compared with other 
samples (Huang and Apan, 2006; Mat Nawi et al., 2013a). 
 
Pre-treatment or transformation of the spectral data was a significant 
component of spectral analyses to improve the accuracy of results. In this study, two 
chemometrics pre-treatment methods namely moving average smoothing (Kumar et 
al., 2010; Mat Nawi et al., 2013a; Xie et al., 2008) and multiplicative scatter correction 
(MSC) (Huang and Apan, 2006; Mat Nawi et al., 2013a) were applied to reduce the 
noise and normalize the data.  The goals for smoothing or averaging method were to 
decrease the number of variables in the dataset, to eliminate uncertainty in 
measurement and to reduce the effect of noise (Esbensen, 2002).  This method replaces 
each point of the spectra with an average of ‘x’ adjacent points, where ‘x’ is a positive 
integer in a matrix. In this analysis, a 3 by 3 matrix or a kernel window of moving 
average was selected to transform the raw bands prior to the PLS regression analysis.   
Conversely, MSC technique is the most popular normalisation technique offered by 
most chemometrics software packages (Næs, 2004) which could treat undesired scatter 
effects for both multiplicative (amplification) and additive (offset) effects (Esbensen, 
2002). MSC could recompenses the multiplicative (tilt) and additive (baseline shift) 
effects in the spectral data, which are persuaded by physical effects, such as the non-
uniform scattering of the spectrum, as the degree of scattering is dependent on the 
particle size, the wavelength of radiation, and the refractive index (Mat Nawi et al., 
2013b). However, the MSC technique eliminates physical effects, such as particle size 
and surface brightness from the spectra, which do not carry any chemical or physical 
information of the spectrum (Maleki et al., 2007). By means of MSC, it is assumed 
that each spectrum is determined by the actual sample characteristics on one hand and, 
on the other by the particle size (Maleki et al., 2007). 
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4.3.1.4 Partial Least Square (PLS) Regression 
The most frequently used regression techniques in spectroscopy analysis are 
principal component analysis (PCA) and PLS regression (Huang and Apan, 2006; Cho 
et al., 2007). The PLS technique is comparatively better than the PCA because it does 
not include the latent variables that are less important to describe the variance of a 
quality measurement (Darvishzadeh et al., 2008; Huang and Apan, 2006; Mat Nawi et 
al., 2013a). PLS regression can be defined as a bilinear modelling analysis for relating 
the variations in one or numerous response variables (Y-variable) to numerous 
predictors (X-variable) as defined by Cho et al., (2007) and Mat Nawi et al. (2013b). 
The PLS method performs well when the various ‘X-variables’ articulate 
common information, i.e. when there is a great amount of correlations or multi-
collinearity (Cho et al., 2007). Thus, the use of PLS regression in discrimination 
analysis offers better capabilities than traditional regression techniques in analysing 
hyperspectral data because of the inherent high collinearity (Mat Nawi et al., 2012). 
PLS requires response of dependent variable Y (species) in the form of categorical 
data for quantitative analysis following the traditional regression technique.  
Therefore, dichotomic values were assigned to the type of species variable coded as 
‘0’ and ‘1’ (e.g. bulloak = 0 vs. apple gum = 1). Thus, the coding limits the analysis to 
only two species at a time with the intention of exploring inter-species differences. 
The primary dataset was divided into two sets of data: calibration set and 
validation set for PLS regression analysis. Seventy five per cent of the dataset was 
used to develop a prediction equation (i.e. calibration set), while the remaining 25 % 
was used for validating the predictive equation (Mat Nawi et al., 2013a; Mat Nawi et 
al., 2012). In developing the PLS model, a full cross-validation (leave-one-out) method 
was used to calculate the quality of prediction and to prevent over fitting of the 
calibration model (Esbensen, 2002; Mat Nawi et al., 2013b). This means that only one 
sample at a time was kept for the calibration. Furthermore, the performance of the PLS 
model was evaluated by root mean square error of prediction (RMSEP) and coefficient 
of determination (r2) of the model. An accurate PLS model should have a high 
regression (r2) and a low RMSEP between the predicted and measured values of each 
regression analysis (Huang and Apan, 2006; Mat Nawi et al., 2013a; Mat Nawi et al., 
2013b). 
Regression analysis was preceded by the identification and elimination of 
outliers using an outlier list tool offered by Unscrambler 9.2 software (CAMO, 2004). 
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The outliers were also identified from an influence plot which displays the sample 
residual-variance against leverages. This means that the outliers were listed under the 
PLS components (PCs) list as signified by the influence plot. The selection of an 
outlier always starts with the one that appear first in the earliest components. 
Furthermore, samples with high residual variance were likely to be outliers. Thus, if 
there were six samples identified as outliers in the raw bands of inter-species 
discrimination, all of the six samples will be removed prior to the PLS regression 
analysis. The same number of outliers as encountered in the raw band was also applied 
for smoothing and MSC techniques. Thus, these three techniques can be compared. In 
this analysis, less than 5% of the data were identified as the outliers. 
 
 Vegetation Structure Assessment of Multispectral Data and Field 
Sampling 
4.3.2.1 Multispectral Dataset 
Numerous studies have compared the application of different satellite sensors 
for monitoring vegetation structure attributes (e.g. Hyde et al., 2006; Lefsky et al., 
2001; Pflugmacher et al., 2012). Landsat datasets have clear practical advantages over 
the spectrally comparable sensors, such as SPOT and WorldView imagery, 
particularly on the cost of data acquisition (Pflugmacher et al., 2012). In comparison 
to hyperspectral or hyperspatial resolution sensors, the Landsat data are inexpensive 
with higher spatial coverage, lower storage necessity, and comparative ease of image 
processing (Ingram et al., 2005). Due to the accurate results derived from Landsat 
imagery for monitoring vegetation structure attributes as shown by previous studies, 
this study utilised Landsat-5 TM and Landsat-8 imagery with the same acquisition date 
(20th September 2011) for the assessment of vegetation structure of Bulloak Jewel 
Butterfly habitat. 
In addition, WorldView-2 imagery was also selected in this study. 
Categorised as hyperspatial resolution sensor with three new added bands, as 
compared to Landsat imagery, multispectral WorldView-2 imagery offer some 
potential advantages in estimating vegetation structure attributes in a woodland 
vegetation area. A number of habitat attributes as listed in Figure 4.4, was collected 
during the field work in order to correlate with the raster layers of remote sensing 
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imagery. The details of the dataset classifications used in this analysis are also shown 
in Figure 4.4. 
 
 
Figure 4.4: Types of datasets and habitat attributes used for habitat mapping analysis 
 
Further details of those selected imagery utilised in this study are discussed 
below. 
 
Landsat -5 Thematic Mapper (TM) 
An image of Landsat-5 TM with acquisition date of 20th September 2011 was 
used in this study. Landsat-5 TM was launched on 1st March 1984 with seven 
multispectral bands (USGS, 2014). It has an average revisit time of 16 days. The 
detailed specifications of Landsat-5 TM can be found in Table 4.2. 
 
Table 4.2: Specifications of Landsat-5 TM bands (USGS, 2014) 
 
 
  
Satellite Bands Wavelength  
(micrometres) 
Resolution 
(meters) 
Landsat-5 TM Band 1 - Blue  0.45 - 0.52 30 
Band 2 - Green 0.52 - 0.60 30 
Band 3 - Red 0.63 - 0.69 30 
Band 4 - Near-Infrared 0.76 - 0.90 30 
Band 5 - SWIR-1 1.55 - 1.75 30 
Band 6 - Thermal-Infrared 10.40 – 12.50 120 
Band 7 - SWIR-2 2.08 – 2.35 30 
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Landsat-8 
Landsat-8 imagery was also used in this study with the same acquisition date 
as Landsat-5 TM. Landsat-8 Operational Land Imager (OLI) and Thermal Infrared 
Sensor (TIRS) were launched on 11th February 2012 (USGS, 2014). The OLI sensor 
comprises nine spectral bands with a spatial resolution of 30 m for bands 1 to 7, and 
band 9. Band 1 (ultra-blue) is useful for coastal and aerosol studies while band 9 
(cirrus) is useful for cirrus cloud detection. The resolution for band 8 (panchromatic) 
is 15 m. Bands 10 and 11 (thermal bands) of TIRS sensor are useful in providing more 
accurate surface temperatures and measured at 100 m resolution. The approximate 
scene size is 170 km north-south by 183 km east-west. Table 4.3 presented the 
specification of Landsat-8 data. 
 
Table 4.3: Specifications of Landsat-8 multispectral bands (USGS, 2014) 
Satellite Bands Wavelength 
(micrometres) 
Resolution 
(meters) 
Landsat-8 Band 1 - Coastal aerosol 0.43 - 0.45 30 
Band 2 - Blue 0.45 - 0.51 30 
Band 3 - Green 0.53 - 0.59 30 
Band 4 - Red 0.64 - 0.67 30 
Band 5 - Near-Infrared (NIR) 0.85 - 0.88 30 
Band 6 - SWIR-1 1.57 - 1.65 30 
Band 7 - SWIR-2 2.11 - 2.29 30 
Band 8 - Panchromatic 0.50 - 0.68 15 
Band 9 - Cirrus 1.36 - 1.38 30 
* Band 10 - Thermal Infrared (TIRS) 1 10.60 - 11.19 100 
* Band 11 - Thermal Infrared (TIRS) 2 11.50 - 12.51 100 
 (Note: * TIRS bands are acquired at 100 m resolution but are resampled to 30 m in 
delivered data product.) 
 
WorldView-2 
A WorldView-2 image with eight multispectral bands with an acquisition date 
of 14th May 2011 was used in this study. WorldView-2 was launched on 8th October 
2009 by DigitalGlobe. This satellite is the first commercial high resolution satellite 
that provides eight multispectral bands from the visible to the near infrared range. One 
of the significant features of WorldView-2 as compared to other high resolution 
satellites imagery (i.e. QuickBird, GeoEye, and IKONOS) is that it transmits four 
additional multispectral bands (coastal = band 1, yellow = band 4, red-edge = band 6, 
and NIR-2 = band 8) apart from the conventional four bands (blue = band 2, green = 
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band 3, red = band 5, and NIR-1 = band 7). Operating at an altitude of 770 km, 
WorldView-2 provides 1.84m resolution for multispectral bands but resampled to 2m 
imagery in delivered data product. The panchromatic band is acquired at 0.46 m 
resolution but resampled to 0.5m imagery in delivered data product. WorldView-2 has 
an average revisit time of 1.1 days. The specifications of WorldView-2 bands are 
presented in Table 4.4. 
 
Table 4.4: Specifications of WorldView-2 bands (DigitalGlobe, 2014) 
Satellite Bands Wavelength 
(micrometres) 
Resolution 
(meters) 
WorldView-2 * Band 1 - Coastal 0.400 - 0.450 2 
* Band 2 - Blue 0.450 - 0.510 2 
* Band 3 - Green 0.510 - 0.580 2 
* Band 4 - Yellow  0.585 - 0.625 2 
* Band 5 - Red 0.630 - 0.690 2 
* Band 6 - Red-Edge  0.705 - 0.745 2 
* Band 7 - Near Infra-red (NIR) 0.770 - 0.895 2 
* Band 8 – Near Infra-red 2 (NIR-2) 0.860 - 1.040 2 
** Panchromatic  0.450 - 0.800 0.5 
 (Note: * Multispectral bands are acquired at 1.84 m resolution, but are resampled to 2 m 
in delivered data product. 
 
** Panchromatic band is acquired at 0.46 m resolution, but is resampled to 0.5 m 
in delivered data product.) 
 
4.3.2.2 Field Sampling 
Field or vegetation sampling was conducted from 13th November 2013 to 
24th December 2013. A total of 32 sampling plots were established covering the 
remnant and non-remnant portions of the study site. Regional ecosystems (RE) map 
produced by Queensland’s Department of Environment and Heritage (EHP) served as 
a guide in the purposive selection of sampling locations of woodland vegetation area 
in the study site. While it was preferred to have the dates of image acquisition and field 
data collection to be as close as possible, the purchase cost of the latest WorldView-2 
imagery becomes prohibitive. Thus, this study utilised the available WorldView-2 data 
acquired in 2011, which was two years before the field work. Nevertheless, based on 
the 2011 Landsat data, there was no clearing, major disturbance, or significant 
regrowth observed within the 32 established sampling plots. In any case, this 
fieldwork–image date differences were taken into account in the interpretation of 
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results. Moreover, this difference was only applicable to multispectral imagery (i.e. 
Landsat and WorldView-2) and not with the hyperspectral sensor. 
From the attributes given by the Regional Ecosystem Description Database 
(REDD) version seven produced in 2012, there were five classes of remnant areas 
classified as Bulloak Jewel Butterfly sites. Those identified areas with bulloak trees 
were 11.5.1, 11.5.4/11.3.2, 11.5.4/11.5.4, 11.9.7/11.9.13, and 11.9.9a/11.5.4 as 
presented in Figure 4.5. A total of 12 sampling plots were established in these sites. In 
addition, vegetation sampling was also conducted in other six classes of remnant areas 
that are present in the study area, where 15 vegetation plots were established. Other 
five non-remnant areas were also included in the vegetation sampling. A list of 
sampling plots is illustrated in Figure 4.5. 
 
 
Figure 4.5: List of sampling plots selected based on the association of RE with the 
Bulloak Jewel Butterfly habitat 
 
A total of 32 sampling plots were established using stratified random 
sampling method. Each plot has a dimension of 15 m by 15 m (0.0225 ha). Two yellow 
ropes with 30m in length were used to establish the square quadrat as shown in Figure 
4.6. A quadrat delineates an area where vegetation cover can be estimated, trees 
counted, species listed and sampled. The sampling plots were selected based on the 
association of RE with the Bulloak Jewel Butterfly, together with the presence of 
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bulloak trees, accessibility, proximity to plant communities where the butterfly was 
sighted, and distance to a road or pathway. 
 
 
Figure 4.6: A 15 m x 15 m vegetation plot 
 
Vegetation sampling was conducted between 10.00 am and 3.30 pm (local 
time) for an optimal performance of the sun’s azimuth and elevation of the GPS (global 
positioning system) reading. Trimble GeoExplorer XH handheld GPS was used to 
locate the coordinates of each sampling plot which provides real-time 30 cm horizontal 
accuracy. Plot centres were geo-located by logging a minimum of 100 points, which 
were post differentially corrected upon returning from the field. If the plot is relatively 
close to the road, the plot centre was moved just far enough to place the entire plot 
within the stand structural condition being characterised. A minimum distance of 50m 
from the road or pathway was applied to this vegetation sampling process, if the 
selected plot happened to span a road side. In addition to the location of the plot, other 
vegetation structure attributes were also collected such as canopy height, canopy 
cover, canopy condition, diameter at breast height (DBH), number of individual tree, 
number of species group, species name, and ground cover. 
The details of the vegetation attributes collected during the vegetation 
sampling process are described in Table 4.5. 
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Table 4.5: Vegetation attributes measured during field data collection 
 
  
No. Vegetation  
Attribute 
Description  Tool 
1 Canopy height 
 
- It is measured to the top of the highest leaves 
(median  
canopy height in metres). 
- Focus on the dominant trees in the plot,  
especially for the Bulloak trees. 
- Divided into ranges/classes: 
a. < 10 m 
b. 10-20 m 
c. 21-30 m 
d. > 30 m 
Laser range 
finder/ 
clinometer 
2  Canopy 
condition  
- Healthy / Unhealthy (e.g. dieback) 
- Rating / score: 1 to 5 score with 5 being ‘very 
good condition’ and 1 being ‘poor condition’. 
Observation 
3 Canopy cover 
(%) 
 
- Crown or canopy cover is defined as the  
percentage of the sample site within the vertical 
projection of the periphery of the crowns (vertical 
projection of crowns cover downwards).  
- In this study, canopy is treated as opaque. The 
focus is on all trees in the plot. 
Subjective 
4 Diameter at 
breast height 
(DBH) 
- DBH is a standard method of expressing 
the diameter of the trunk or bole of a standing 
tree. 
- A tree trunk is measured at the height of an 
adult's chest. 
- Focus on all trees in the plot. 
- Divided into ranges/classes: 
a. <10 cm 
b. 10-20 cm 
c. 21-30 cm 
d. > 30 cm 
Diameter tape 
5 Number of tree 
 
 
- It is assessed by counting the number of trees 
within 15 m by 15 m plot area.  
- Focus on all trees in the plot 
Direct count 
6 Species name 
 
- Name of the tree species for target sites. 
- Focus on all trees in the plot. 
Field guide to 
trees and 
shrubs of 
Eastern 
Queensland’s 
book, digital 
camera, plant 
samples 
7 Ground cover 
(%) 
- Ground cover types (grass/ herb/litter/shrub/rock/ 
log/weed/ bare soil/non-native plant) 
Subjective 
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4.3.2.3 Data Processing 
The Input-Process-Output model as depicted in Figure 4.7 presents the 
flowchart undertaken for vegetation structure assessment. The input data was 
categorised into two groups: primary and secondary data. The Bulloak Jewel Butterfly 
occurrences (sightings) data, satellite imagery (Landsat-5 TM, Landsat-8 and 
WorldView-2) and vegetation sampling data were classified as the primary dataset. On 
the other hand, land use and RE maps as presented in Chapter 3 were considered as 
the secondary data. 
 
 
 
 
 
 
  
OUTPUT PROCESS INPUT 
Butterfly 
Incidence 
Data 
Regional 
Ecosystem Map 
Land Use 
Map 
Primary Data  Secondary 
Data  
Satellite Imagery: 
-  Landsat-5 (L5) 
-  Landsat-8 (L8) 
-  WorldView-2 
(WV2) 
Field Sampling: 
-  Vegetation Attributes 
Image  
Processing 
Statistical 
Analysis 
NDVI 
PCA 
Band  
Separation 
Band 
 Ratio 
Sample 
Command  
Correlation 
Coefficient  
Statistics & 
Comparison 
of 
Correlation 
between 3 
Sensors 
Figure 4.7: Flowchart for vegetation structure assessment 
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Satellite imagery (i.e. Landsat-5 TM, Landsat-8 and WorldView-2) were 
organised in four image processing techniques as presented in Table 4.6. Firstly, 
multispectral bands of each sensor were reorganised into individual bands. Thus, the 
total number of output layers were based on the number of multispectral bands of each 
sensor. However, there are no involvement from bands 8 (panchromatic), 10 (TIRS1) 
and 11 (TIRS2) of Landsat-8 imagery. Thus, Landsat-8 only produced eight individual 
bands. Secondly, normalized difference vegetation index (NDVI) was calculated to 
identify and classify vegetated and non-vegetated areas. The output for NDVI was a 
single *.tiff layer. 
In addition, all these multispectral datasets were also analysed using PCA 
technique (third step). PCA applied an orthogonal transformation to convert a set of 
observations of possibly correlated variables into a set of values of linearly 
uncorrelated variables (Horel, 1984). The first three components of PCA outputs were 
selected and separated as three different layers namely PCA1, PCA2, and PCA3. 
Finally, different band ratios were applied to the multispectral bands of each sensor. A 
band ratio was created by dividing brightness values (pixel by pixel) in one layer by 
another layer to enhance the contrast between layers as mentioned above. Three 
different band ratios were applied to Landsat-5 TM and Landsat-8 imagery, while four 
band ratios were produced from WorldView-2 imagery. The details of band ratios 
applied to those satellite imagery are shown in Table 4.7. All these layers were 
analysed using ENVI 5.0 software. 
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Table 4.6: List of raw and transformed layers used in the analysis 
No. Raster Layer Sensor 
Landsat-5 TM Landsat-8 WorldView-2 
1 Individual layer of 
multispectral band 
(Raw) 
Band 1 Band 1 Band 1 
2 Band 2 Band 2 Band 2 
3 Band 3 Band 3 Band 3 
4 Band 4 Band 4 Band 4 
5 Band 5 Band 5 Band 5 
6 Band 7 Band 6 Band 6 
7  Band 7 Band 7 
8  Band 9 Band 9 
9 NDVI  
(Transformed) 
NDVI NDVI NDVI 
10 PCA 
(Transformed) 
PCA1 PCA1 PCA1 
11 PCA2 PCA2 PCA2 
12 PCA3 PCA3 PCA3 
13 Band Ratio 
(Transformed) 
Band 4 / Band 2 Band 5 / Band 6 Band 5 / Band 8 
14 Band 4 / Band 3 Band 4 / Band 2 Band 4 / Band 6 
15 Band 4 / Band 5 Band 5 / Band 4 Band 6 / Band 5 
16   Band 7 / Band 3 
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Table 4.7: Band ratio equations for Landsat-5 TM, Landsat-8 and WorldView-2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
All layers from the above image processing and analyses as presented in 
Table 4.6 were then brought to ArcGIS software to proceed with the “sample 
command” analysis. A “sample command” step was applied to those sets of raster 
layer in order to generate a table that shows the value of cells. The locations are defined 
by a set of points that has been collected from the vegetation sampling process as 
described in section 4.3.2.2. In addition, the cell size and registration details of the 
input raster and the location need to be same. 
Once the values from the “sample command” analysis were plotted together 
with the vegetation attributes; regression and correlation analyses of this set of data 
can be measured. Spearman rank-order correlation (Spearman’s correlation) which 
studies the relationship between two variables, was selected for this study. Spearman’s 
rank correlation analysis was conducted using SPSS statistical package since the data 
is not normally distributed. Spearman’s correlation coefficient, symbolized as r, 
No. Sensor Type Band Ratio Equation 
1 Landsat-5 TM 
 
𝑁𝐼𝑅
𝐺𝑟𝑒𝑒𝑛
       =    
𝐵𝑎𝑛𝑑 4
𝐵𝑎𝑛𝑑 2
 
Equation 4.1 
𝑁𝐼𝑅
 𝑅𝑒𝑑
       =    
𝐵𝑎𝑛𝑑 4
𝐵𝑎𝑛𝑑 3
 
Equation 4.2 
𝑁𝐼𝑅
𝑆𝑊𝐼𝑅−1
   =   
𝐵𝑎𝑛𝑑 4
𝐵𝑎𝑛𝑑 5
 
Equation 4.3 
2 Landsat-8 
 
𝑁𝐼𝑅
𝑆𝑊𝐼𝑅−1
     =    
𝐵𝑎𝑛𝑑 5
𝐵𝑎𝑛𝑑 6
 
Equation 4.4 
    
𝑅𝑒𝑑
𝐵𝑙𝑢𝑒
      =    
𝐵𝑎𝑛𝑑 4
𝐵𝑎𝑛𝑑 2
 
Equation 4.5 
   
𝑁𝐼𝑅
𝑅𝑒𝑑
        =    
𝐵𝑎𝑛𝑑 5
𝐵𝑎𝑛𝑑 4
 
Equation 4.6 
3 WorldView-2  
𝑅𝑒𝑑
𝑁𝐼𝑅−2
       =   
𝐵𝑎𝑛𝑑 5
𝐵𝑎𝑛𝑑 8
 
Equation 4.7 
   
𝑌𝑒𝑙𝑙𝑜𝑤
𝑅𝑒𝑑−𝐸𝑑𝑔𝑒
   =   
𝐵𝑎𝑛𝑑 4
𝐵𝑎𝑛𝑑 6
 
Equation 4.8 
   
𝑅𝑒𝑑−𝐸𝑑𝑔𝑒
𝑅𝑒𝑑
   =   
𝐵𝑎𝑛𝑑 6
𝐵𝑎𝑛𝑑 5
 
Equation 4.9 
   
𝑁𝐼𝑅
𝐺𝑟𝑒𝑒𝑛
      =   
𝐵𝑎𝑛𝑑 7
𝐵𝑎𝑛𝑑 3
 
Equation 4.10 
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measures the strength and direction of a non-linear relationship between two 
continuous variables (Myers and Sirois, 2014). The results of Spearman’s correlation 
coefficient (r) should range from -1 for a perfect negative relationship to +1 for a 
perfect positive relationship. Thus, a value of zero (0) indicates no relationship 
between two variables. 
The specific techniques as mentioned in Figure 4.7 and Table 4.6 namely 
NDVI, PCA and band ratio were further discussed as below. This part mainly 
highlighted the concept, the application, as well as the justification on why those 
techniques are selected in this study. 
 
Normalized Difference Vegetation Index (NDVI) 
Numerous techniques exist in analysing spectral information to assess 
vegetation or forest structure attributes. One broadly used technique for vegetation 
structure assessment is spectral vegetation index which integrates spectral information 
from multiple bands into a composite value (Ingram et al., 2005). NDVI is among the 
most common technique of vegetation index in remote sensing studies (Mancino et al., 
2014; Pettorelli et al., 2005). Thus, NDVI was selected in this study since it can provide 
an estimation of vegetation greenness per pixel which can highlighted the Bulloak 
Jewel Butterfly habitat (mixed woodland) area. NDVI has been used extensively in 
many studies especially related to vegetation analyses, either for woodland, wetland, 
grassland, agriculture and urban vegetation ( Taylor et al., 2012; Thenkabail et al., 
2013; Xie et al., 2008). NDVI is a general biophysical parameter that correlates with 
photosynthetic activity of vegetation and can be used as an indicator of the ‘greenness’ 
of the vegetation (Mancino et al., 2014). It does not directly provide land cover type, 
but a time series of NDVI values can discriminate the different land cover types based 
on their phenology or seasonal signals (Egbert et al., 2002; Pettorelli et al., 2005). 
The formula for NDVI is given by the difference between the reflectance 
values of near infrared (NIR) and red bands normalized to their sum as indicated by 
Equation 4.11 below: 
𝑁𝐷𝑉𝐼 =  
(𝑁𝐼𝑅−𝑅𝑒𝑑)
(𝑁𝐼𝑅+𝑅𝑒𝑑)
                              Equation 4.11 
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The NDVI calculation gives option to researchers to deal with the fact that 
two identical vegetation patches could have different values if one was, for example 
in bright sunlight, and another one under cloud coverage (Zaw Htun et al., 2011). The 
bright pixels would have higher values, hence a higher absolute difference between 
the bands. This is re-normalised by dividing the difference value with the sum of the 
reflectance. Ideally, the NDVI value is ranging from -1 to 1 (Im and Jensen, 2008). In 
practice, extreme negative value signifies water body, value close to zero indicates 
bare soil and value over 0.6 represent dense green vegetation or forest area (Im and 
Jensen, 2008). 
 
Principal Component Analysis (PCA) 
Principal component analysis (PCA) is one of the most frequently used data 
reduction techniques (Tsai et al., 2007). It transforms the original data into new 
orthogonal variables called as principal components (PCs), or factors, or latent 
variables (Mat Nawi et al., 2013a). Values on a specific row denote the component or 
factor scores, and matrix of scores signify the matrix Y. The basic equation of PCA, 
in matrix notation, is given by Equations 4.12 and 4.13. 
 Y = W.X Equation 4.12 
           yij = w1i x1j + w2i x2j +…. + wpi xpj             Equation 4.13 
 
where, W is a matrix of coefficients that is determined by PCA, and X is adjusted data 
matrix which consists of n observations (rows) on p variables (columns), as specified 
by Jackson et al. (1991). 
The data transformation is calculated in such a way that the first principal 
component has the largest possible variance as compared to each of the subsequent 
components. Thus, the last component is the least important component for the 
analysis. PCA has been widely used in analysing the spectra of remotely-sensed data 
to extract useful information, decrease the noise, and reduce the number of PCs 
(Bajorski and Bajorski, 2011). Thus, PCA was chosen as one of the spectral 
transformation methods to analyse imagery and vegetation attributes in this study. 
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Band Ratio 
Band ratio is a well-established technique for remotely-sensed data to 
effectively display spectral variations through the enhancement of spectral differences 
as well as to suppress illumination differences (Im and Jensen, 2008; Kumar et al., 
2010). Therefore, band ratio technique was adopted as one of spectral enhancement 
techniques in this study. A ratio is calculated by dividing brightness values, pixel by 
pixel of one band to another band (Jensen, 1986). Furthermore, band ratio is used to 
classify a certain feature which is proportional to the difference in reflectance values 
of the selected band used (Doxaran et al., 2002; Jawak and Luis, 2013). Band ratio 
technique is also very useful for emphasising certain features that are not apparent in 
the raw bands itself (Pour and Hashim, 2011). 
Most of band ratio techniques applied in many studies mainly focused on the 
ratio between the visible and near infrared (NIR) bands (Doxaran et al., 2002; Kumar 
et al., 2010). According to Jensen (1986), a ratio of NIR and red bands is useful for 
mapping the vegetation and its condition, as well as for mineral exploration. The ratio 
is high for healthy vegetation, and low for stressed or yellowed vegetation which 
represent lower near infrared and higher red values). 
 
 Results 
For the species discrimination analysis of woodland vegetation, two specific 
aspects were covered: vegetation reflectance properties given by woodland species 
(section 4.4.1) and the prediction accuracies of PLS regression (section 4.4.2). Section 
4.4.2 was further divided into two parts: 
a) bulloak tree versus other woodland species at leaf and canopy levels (section 
4.4.2.1); and 
b) raw spectra versus transformed data (section 4.4.2.2). 
 
Two outputs also produced from vegetation structure analysis: correlation 
analysis (section 4.4.3.1) and comparison of correlation coefficient (r) between three 
different sensors (section 4.4.3.2). 
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 Vegetation Reflectance Properties 
Visual interpretations on the raw spectra as shown in Figures 4.8 to 4.13 
indicated the differences in spectral signature across plant species. For example, the 
spectral signature of bulloak species at the canopy level (Figure 4.8) was displayed 
and compared against dogwood (closest spectral response) and poplar box (highly 
separated spectral response), while Figure 4.9 presented the comparison at leaf level. 
 
 
Figure 4.8: Mean reflectance spectra at NIR band (700-1350nm) of three plant 
species at canopy level measurement 
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Figure 4.9: Mean reflectance spectra at NIR band (700-1350nm) of three plant 
species at leaf level measurement 
 
Two species were paired and compared with bulloak species at the canopy 
level. This comparison could indicated the lowest separability (bulloak-dogwood) and 
highest separability (bulloak-poplar box) of plant-pairs at canopy level, as illustrated 
in Figure 4.10. These patterns were also consistent at the leaf level measurement as 
exhibited in Figure 4.11, where bulloak-dogwood pair showed the lowest separability 
and bulloak-angophora produced the highest separability. Score plots produced by 
PLS also demonstrated similar patterns as shown in Figures 4.12 and 4.13. 
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Figure 4.10: Mean reflectance spectra (350-2500nm) of three plant species at canopy 
level 
 
Figure 4.11: Mean reflectance spectra (350-2500nm) of three plant species at leaf 
level 
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Figure 4.12: Score plot showing discrimination between bulloak (filled circle) and 
dogwood (square) at the canopy level 
 
 
Figure 4.13: Score plot showing discrimination between bulloak (filled circle) and 
pop-lar box (rectangle) at the canopy level 
 
 Prediction Accuracies of PLS Regression 
4.4.2.1 Bulloak Tree Compared to Other Woodland Species at Leaf and Canopy 
Levels 
Results for prediction accuracies of PLS can be obtained by subtracting the 
value one with the root mean square errors of prediction (RMSEP). Tables 4.8 and 4.9 
show the prediction accuracy values for the canopy and leaf levels of raw spectra. The 
predicted and measured values for the validated samples were highly correlated with 
r = 0.985 to 0.997 and r = 0.985 to 0.996 for canopy and leaf levels, respectively. The 
RMSEP values were reasonably low (i.e. from 0.0433 to 0.109 for canopy level, and 
from 0.054 to 0.083 for leaf level) indicating high prediction accuracies. 
  
Chapter 4   Spectral Analysis of Remote Sensing Data 
 
73 
 
Table 4.8: Results of PLS model from raw spectra at canopy level measurement 
Data (Canopy Level) Correlation (r) RMSEP 
Accuracy of  
Prediction (%) 
1. Bulloak vs. Apple Gum 0.994 0.073 92.67 
2. Bulloak vs. Currawang 0.993 0.080 91.99 
3. Bulloak vs. Cypress 0.997 0.043 95.67 
4. Bulloak vs. Dogwood 0.997 0.088 91.22 
5. Bulloak vs.  
    Narrow-leaf Ironbark 
0.985 0.109 89.14 
6. Bulloak vs. Poplar Box 0.996 0.069 93.15 
7. Bulloak vs. Spotted Gum 0.996 0.062 93.78 
(Note: r = correlation between predicted and measured values 
             RMSEP = root mean square error of prediction) 
 
Table 4.9: Results of PLS model from raw spectra at leaf level measurement 
Data (Leaf Level)  Correlation (r) RMSEP 
Accuracy of 
Prediction (%) 
1. Bulloak vs. Apple Gum 0.985 0.083 91.73 
2. Bulloak vs. Currawang 0.995 0.054 94.58 
3. Bulloak vs. Cypress 0.988 0.078 92.17 
4. Bulloak vs. Dogwood 0.991 0.076 92.45 
5. Bulloak vs.  
    Narrow-leaf Ironbark 
0.996 0.055 94.50 
6. Bulloak vs. Poplar Box 0.991 0.069 93.07 
7. Bulloak vs. Spotted Gum 0.993 0.064 93.61 
(Note: r = correlation between predicted and measured values 
             RMSEP = root mean square error of prediction) 
 
 
Figure 4.14 shows the accuracies of raw spectra at the canopy level ranged 
from 89.14 to 95.67%, while the accuracies at the leaf level ranged from 91.73 to 
94.58%. 
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Figure 4.14: PLS accuracies of raw spectra at canopy and leaf levels 
 
4.4.2.2 Raw Spectra vs. Transformed Data 
Tables 4.10 and 4.11 indicated the prediction accuracies for raw spectra 
compared to transformed data (using smoothing and MSC method) at canopy and leaf 
levels. 
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Table 4.10: Results of PLS model from raw and transformed data at canopy level 
Data (Canopy Level) Correlation (r) RMSEP Accuracy of 
 Prediction (%) 
1. Bulloak vs. Apple Gum 
Raw spectra 0.994 0.073 92.67 
Smoothing  0.994 0.074 92.64 
MSC 0.903 0.239 79.17 
2. Bulloak vs. Currawang 
Raw spectra 0.993 0.080 91.99 
Smoothing 0.993 0.082 91.84 
MSC 0.928 0.209 79.12 
3. Bulloak vs. Cypress 
Raw spectra 0.997 0.043 95.67 
Smoothing  0.997 0.043 95.67 
MSC 0.970 0.140 85.99 
4. Bulloak vs. Dogwood 
Raw spectra 0.997 0.088 91.22 
Smoothing  0.997 0.083 91.71 
MSC 0.923 0.213 78.68 
5. Bulloak vs. Narrow-leaf Ironbark 
Raw spectra 0.985 0.109 89.14 
Smoothing  0.985 0.107 89.32 
MSC 0.947 0.193 80.67 
6. Bulloak vs. Poplar Box 
Raw spectra 0.996 0.069 93.15 
Smoothing  0.996 0.069 93.07 
MSC 0.983 0.104 89.63 
7. Bulloak vs. Spotted Gum 
Raw spectra 0.996 0.062 93.78 
Smoothing  0.996 0.063 93.73 
MSC 0.971 0.139 86.13 
(Note: r = correlation between predicted and measured values  
                        RMSEP =root mean square error of prediction) 
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Table 4.11: Results of PLS model from raw and transformed data at leaf level 
Data (Leaf Level) Correlation (r) RMSEP Accuracy of  
Prediction (%) 
1. Bulloak vs. Apple Gum 
Raw spectra 0.985 0.083 91.73 
Smoothing  0.985 0.083 91.72 
MSC 0.845 0.260 73.98 
2. Bulloak vs. Currawang 
Raw spectra 0.995 0.054 94.58 
Smoothing  0.995 0.054 94.57 
MSC 0.841 0.272 72.76 
3. Bulloak vs. Cypress 
Raw spectra 0.989 0.078 92.17 
Smoothing  0.989 0.079 92.14 
MSC 0.178 0.479 52.09 
4. Bulloak vs. Dogwood 
Raw spectra 0.991 0.076 92.45 
Smoothing  0.991 0.075 92.54 
MSC 0.959 0.182 81.82 
5. Bulloak vs. Narrow-leaf Ironbark 
Raw spectra 0.996 0.055 94.50 
Smoothing  0.996 0.055 94.50 
MSC 0.710 0.358 64.22 
6. Bulloak vs. Poplar Box 
Raw spectra 0.991 0.069 93.07 
Smoothing  0.991 0.069 93.08 
MSC 0.689 0.356 64.42 
7. Bulloak vs. Spotted Gum 
Raw spectra 0.993 0.064 93.61 
Smoothing  0.993 0.064 93.62 
MSC 0.732 0.323 67.71 
(Note: r = correlation between predicted and measured values  
                RMSEP =root mean square error of prediction) 
 
Figure 4.15 indicated the accuracies of raw spectra and transformed data at 
canopy level ranged from 78.68 to 95.67 %, while the accuracies at leaf level ranged 
from 52.09 to 94.58 %. 
 
  
Chapter 4   Spectral Analysis of Remote Sensing Data 
 
77 
 
 
 
Figure 4.15: Accuracies of raw and transformed data at canopy and leaf levels 
 
 Vegetation Structure Assessment 
4.4.3.1 Correlation Analysis 
Vegetation structure assessment was undertaken through the correlation of 
imagery layer against the vegetation structure attribute obtained in the field. Tables 
4.12 to 4.14 show the correlation values for Landsat-5 TM, Landsat-8, and 
WorldView-2. In consideration of space of this chapter, only the r values above 0.400 
were presented here regardless of the direction of relationship (positive/negative). 
Raster layers of Landsat-5 TM and vegetation structure attributes were fairly 
correlated from r = 0.410 (ρ < 0.05) to 0.470 (ρ < 0.01), as tabulated in Table 4.12. 
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Table 4.12: Results of correlation analysis between Landsat-5 TM and field data 
No. Vegetation Attribute Image/Layer r (Spearman) Significant (ρ) 
1 NoT: DBH 20.90 cm L5_BR_b4/b5 0.470 ** 
2 No. of species group L5_BR_b4/b2 0.467 ** 
3 No. of species group L5_BR_b4/b5 0.452 ** 
4 No. of species group L5_B3 0.434 * 
5 No. of species group L5_B2 0.425 * 
6 NoT: DBH 20.90 cm L5_PC2 0.424 * 
7 NoT: CH less than 10 m L5_PC2 0.420 * 
8 NoT L5_PC2 0.410 * 
(Note: NoT = number of tree, No. = number, DBH = diameter at breast height,  
CH = Canopy height) 
 
(Note: r     = correlation value between raster layer and vegetation attribute   
     **   = correlation is significant at the 0.01 level (2-tailed)  
     *     = correlation is significant at the 0.05 level (2-tailed)) 
 
For Landsat-8, the association between its raster layers and vegetation 
structure attributes were moderate, with r values ranging from r = 0.408 (ρ < 0.05) to 
0.643 (ρ < 0.01), as shown in Table 4.13. 
 
Table 4.13: Results of correlation analysis between Landsat-8 and field data 
No. Vegetation Attribute Image/Layer r (Spearman) Significant (ρ) 
1 NoT: DBH  6.50 cm L8_BR_b5/b6 0.643 ** 
2 NoT L8_PC2 0.601 ** 
3 NoT: CH less than 10 m L8_PC2 0.594 ** 
4 NoT: CH less than 10 m L8_BR_b5/b6 0.577 ** 
5 NoT L8_BR_b5/b6 0.565 ** 
6 NoT: CH less than 10 m L8_NDVI 0.565 ** 
7 NoT: CH less than 10 m L8_BR_b5/b4 0.565 ** 
8 NoT L8_NDVI 0.563 ** 
9 NoT L8_BR_b5/b4 0.563 ** 
10 NoT: DBH  6.50 cm L8_NDVI 0.518 ** 
11 NoT: DBH  6.50 cm L8_BR_b5/b4 0.518 ** 
12 NoT: DBH  2.40 cm L8_B5 0.417 * 
13 Not:  DBH 20.90 cm L8_B7 0.408 * 
(Note: NoT = number of tree, DBH = diameter at breast height, CH = Canopy height) 
 
(Note: r    = correlation value between raster layer and vegetation attribute  
     **  = correlation is significant at the 0.01 level (2-tailed)  
     *    = correlation is significant at the 0.05 level (2-tailed)) 
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While for WorldView-2, the correlations between its raster layers and 
vegetation structure attributes were relatively higher, with r values ranging from r = 
0.650 (ρ < 0.05) to 0.719 (ρ < 0.05), as presented in Table 4.14. 
 
Table 4.14: Results of correlation analysis between WorldView-2 and field data 
No.  Vegetation Attribute Image/Layer r (Spearman) Significant (ρ) 
1 Canopy Cover (%) WV2_BR_b7/b3 0.719 * 
2 NoT WV2_B5 0.681 * 
3 NoT WV2_B4 0.675 * 
4 NoT: DBH 20.90 cm WV2_B5 0.673 * 
5 NoT: CH 11 to 21 m WV2_BR_b7/b3 0.661 * 
6 NoT: CH less than 10 m WV2_B4 0.661 * 
7 NoT: CH less than 10 m WV2_B5 0.661 * 
8 NoT: DBH 2.60 cm WV2_B5 0.652 * 
9 Canopy Cover (%) WV2_PC2 0.650 * 
(Note: NoT = number of tree, DBH = diameter at breast height, CH = Canopy height) 
 
(Note: r   = correlation value between raster layer and vegetation attribute 
      *   = correlation is significant at the 0.05 level (2-tailed)) 
 
4.4.3.2 Comparison of Correlation Coefficient (r) between Three Different 
Sensors 
Figure 4.16 shown the comparison of correlation coefficient (r) values of the 
three difference sensors. This comparison specifies the highest and the lowest r values 
given by each sensor, with correlation significant at the 0.05 level (ρ < 0.05). It is 
worth to compare r values with ρ < 0.05 for all three sensors since all WorldView-2’s 
r values were significant at the 0.05 level (2-tailed). 
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Figure 4.16: Comparison of r values between three sensors 
 
WorldView-2 gave the best correlation for vegetation structural attributes as 
compared with the other two sensors. It has the highest r of 0.719, while its lowest r 
of 0.650 is higher than the highest r values of Landsat-8 and Landsat-5 TM. 
 
 Discussion 
There were two specific discussion sections involved in species 
discrimination analysis of woodland vegetation. The first part is associated with the 
vegetation reflectance properties of woodland species. The second part is focused on 
the prediction accuracies of PLS regression. Furthermore, there were two parts as well 
for the vegetation structure analysis: correlation analysis and comparison of 
correlation coefficient (r) values between three different sensors. 
 
 Vegetation Reflectance Properties 
Leaves of woodland species display a typical spectral curves of green healthy 
vegetation characterised by high reflectance in the near-infrared (NIR) and relatively 
low reflectance in the visible and short wave infrared (SWIR). At both leaf and canopy 
level measurements, the highest separability of the spectral magnitude was clearly 
shown at the NIR band (approximately at 700 to 1355 nm) as shown in Figure 4.7. 
This is followed by SWIR band (with peaked at 1670 nm and 2210 nm), green band 
(550 nm) and red band (650 nm). These results agree with the findings of other 
researchers (Darvishzadeh et al., 2008; Mat Nawi et al.; 2013a, Zhang et al., 2012) 
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who concluded that the spectral difference between species is insignificant in the 
visible band, but is notable in the near infrared and shortwave infrared bands. This 
means that the difference in pigment (chlorophyll) absorption between species pairs 
was not the discriminating variables, but generally related to leaf internal structure 
(NIR-related) and leaf water content and other biochemicals (SWIR-related) (Adam 
and Mutanga, 2009; Darvishzadeh et al., 2008; Zhang et al., 2012). 
At the canopy level, the bulloak-dogwood paired species comparison shows 
the lowest separability, while bulloak-poplar box pair exhibits the highest spectral 
discrimination as depicted in Figure 4.9. Likewise, score plots from PLS analysis 
demonstrate similar patterns as shown in Figures 4.11 and 4.12. These plots indicated 
that bulloak-poplar box pair has high discrimination. Similarly, at the leaf level, 
bulloak-dogwood pair presented the lowest spectral separability as compared to 
bulloak-angophora pair that exhibits the highest separability as illustrated in Figure 
4.10. The spectral separability for different species pairs, such as bulloak-dogwood 
and bulloak-poplar box, can be explained by their leaf attributes (e.g. colour, size, 
texture, and shape). For instance, needle-like modified leaves or foliage of bulloak tree 
closely resemble that of the dogwood. On the other hand, glossy and rounded dark 
green leaves of adult polar box tree are distinctly different from bulloak. These 
examples are also useful to describe the spectral separability of bulloak-angophora 
species pair which bulloak’s foliage is needle-like, while angophora has oppositely 
arranged lanceolate leaves. These findings are consistent with the findings of Taylor 
et al., (2012) and Zhang et al., (2012) who demonstrated that spectral variations are 
due to leaf attributes, along with other biophysical properties, leaf chemical 
composition and leaf water content, as the main factors that contributed to the 
differences in spectral separability of plant foliage. 
There are two significant issues for every study involving discrimination and 
mapping of vegetation or plant like the variability of biological types, and the spectral 
similarity (characteristics) of most vegetation (Cochrane, 2000). Some of the 
biological variability can be attributed to geographical and environmental setting, 
phenology and seasonal circumstances, but most of the sources of variability remain 
at community scale and individual vegetation in the habitat (Lewis, 2001). However, 
the spectral properties of all vegetation are indistinct by a similar set of pigments, 
structures, and biochemical throughout the year (Cochrane, 2000). In the context of 
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this study, vegetation communities are non-deciduous and exhibit little morphological 
changes throughout the year. 
 
 Prediction Accuracies of PLS Regression 
4.5.2.1 Bulloak Tree vs. Other Woodland Species at Leaf and Canopy Levels 
In most cases of PLS regression analysis of raw spectra conducted in this 
study, the prediction accuracies of canopy level samples produced higher accuracies 
than the leaf level measurement, except for paired species of bulloak vs. currawang, 
bulloak vs. dogwood and bulloak vs. narrow-leaf ironbark (Figure 4.13). The higher 
accuracies of canopy samples could be best explained by spectral mixing within a 
wider field of view (FOV) of the sensor. From satellite radiation perspective, forest or 
woodland environment will reflect an integrated signal from leaves, branches and 
trunks of trees as well as from soil and leaf litters (Mat Nawi et al., 2012; Taylor et al., 
2012). Each of these elements has subtractive and additive effects on the spectral curve, 
thus the ultimate reflectance will be a mixture effects of all the elements (Kumar et al., 
2010). 
 
4.5.2.2 Raw Spectra Versus. Transformed Data 
For plant species discrimination involving the bulloak tree’s spectra against 
the other woodland plant species, the prediction accuracies of raw spectra is higher 
than the accuracies of transformed spectra (smoothing and MSC) as shown in Tables 
4.10 and 4.11, at both canopy and leaf levels. Overall, the prediction accuracies of raw 
spectra and smoothing were similar, while MSC’s predictions were low in accuracy. 
For example, the prediction accuracies of raw spectra and smoothing method for 
bulloak vs. apple gum and bulloak vs. cypress (canopy level), were nearly the same. 
The accuracies were 92.67 % (raw), 92.64 % (smoothing) for bulloak vs. apple gum, 
and 95.67 % (raw), 95.67 % (smoothing) for bulloak vs. cypress. At the leaf level, 
similar patterns were observed. The accuracies for bulloak vs. dogwood for instance 
were 92.45 %, 92.54 % and 81.82 % for raw spectra, smoothing, and MSC 
respectively. These values indicated that the raw and smoothing spectra have 
equivalent predictive power for species discrimination when evaluated by PLS 
regression. 
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Generally, the PLS regression accuracies at the canopy level produced higher 
values than the leaf level either for raw spectra or transformed data with the exception 
for the bulloak vs. currawang, bulloak vs. dogwood and bulloak vs. narrow-leaf 
ironbark as presented in Figure 4.13. Among the seven pairs of species combination, 
the lowest accuracies were observed for bulloak vs. narrow-leaf ironbark (89.14 %) 
and bulloak vs. apple gum (91.73 %) at canopy and leaf levels, respectively. These 
results were considerably high which means the range of prediction accuracies 
obtained in this study were relatively close to those attained by Huang and Apan (2006) 
that is within 93.57 to 94.27 %. Huang and Apan (2006) used PLS regression for 
detecting Sclerotinia rot disease on celery. 
Figure 4.14 presents the accuracies of raw spectra and transformed data at 
canopy level which range from 78.68 to 95.67 %, while the accuracies at leaf level 
range from 52.09 to 94.58 %. The least accurate pairs were observed for bulloak vs. 
dogwood (78.68 %) and bulloak vs. cypress (52.09 %) at canopy and leaf levels, 
respectively. Both values were generated from the MSC’s prediction method. These 
findings suggest that the transformation of the raw spectra did not generate a 
substantial effect in increasing the accuracy of the in model. 
 
 Vegetation Structure Assessment 
4.5.3.1 Correlation Analysis 
The relationships between the vegetation structure attributes and raster layers 
of Landsat-5 TM as presented in Table 4.13 were moderately correlated within 0.410 
(ρ < 0.05) to 0.470 (ρ < 0.01). Raster layer of Landsat-5 TM as produced by band ratio: 
band 4/band 5 vs. the number of trees within DBH of 20.90 cm (average) gave the 
highest correlation with r = 0.470 (ρ < 0.01). It was followed by r = 0.467 (ρ < 0.01) 
and 0.452 (ρ < 0.01) for values given by band ratio: band 3/band 1 and band ratio: 
band 4 /band 5 vs. the number of species group, respectively. These findings agree 
with the results of Trisurat et al. (2000). Thus, it can be summarised that from the raster 
layers specified by Landsat-5 TM, band ratios are significantly useful to characterise 
certain vegetation structure attributes since they enhanced eco-physiological 
information about the vegetation (Underwood et al., 2003). 
In contrast, none of vegetation structure attributes provided high r value 
among NDVI layer of Landsat-5 TM. Even though NDVI is among the most 
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commonly used index in remote sensing studies in relation to vegetation, several 
factors in this study must have limited the use of NDVI in highly vegetated area 
(Ingram et al., 2005). For instance, the use of the NDVI is problematic for the 
estimation of vegetation structure attributes of mixed and broad leaf tropical forests 
since NDVI values are unresponsive to the increment of vegetation amount (Foody et 
al., 2003). NDVI may also not be very accurate for bulloak given the little presentation   
from the photosynthetic stem segments to space-borne sensors. Furthermore, NDVI 
output delivers measurement of vegetation greenness as well as soil reflectance, which 
could be more sensitive to topographic variation than to actual soil or vegetation 
properties (Adam and Mutanga, 2012). 
The associations between raster layers of Landsat-8 and vegetation structure 
attributes were reasonably correlated with r values ranging from r = 0.417 (ρ < 0.05) 
to 0.643 (ρ < 0.01). Raster layer of Landsat-8 as produced by band ratio: band 5/band 
6 versus number of trees within DBH of 6.50 cm (average), gave the highest 
correlation with r = 0.643 (ρ < 0.01). This was followed by r = 0.601 (ρ < 0.01) and 
0.594 (ρ < 0.01) for values given by PC2 versus number of trees and number of trees 
within canopy height less than 10 m, respectively. In addition, six out of the twelve 
correlations of Landsat-8 (r ≥ 0.400 regardless of the direction of relationship either 
positive or negative) were given by band ratio raster layer as shown in Table 4.14. This 
is an indication that highlighted band ratio could be significantly beneficial to 
differentiate vegetation structure attributes (Trisurat et al. 2000). 
Landsat-8 was surprisingly accurate at predicting canopy height less than 10m 
category since four out of twelve correlations specified r > 0.500 (ρ < 0.01) were 
produced between its raster layers (e.g. PC2, NDVI, band ratio: band 5/band 6 and 
band ratio: band 5 /band 4) and canopy height. Canopy height is particularly important 
for plantation manager or forester because it is strongly linked to other vegetation 
structure attributes of interest such as basal area and biomass (Hudak et al., 2006; 
Ozdemir and Karnieli, 2011). In addition, canopy height is also significant for Bulloak 
Jewel Butterfly’s dispersal especially during it breeding and larva periods (Braby, 
2004). While NDVI’s raster layer of Landsat-8 was expected to achieve high r values 
between vegetation structure attributes, only three of them produced r >0.500 (ρ < 
0.01). These results could be attributed to similar factors as explained above, i.e. 
related to the increment of vegetation amount (Foody et al., 2003) and that of 
topographic variation (Adam and Mutanga, 2012). 
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As regards to the correlations of WorldView-2 imagery with vegetation 
structure attributes, high correlations were achieved as presented in Table 4.15. The 
correlations between canopy cover (%) with its raster layer given by band ratio: band 
7/band 3 as well as by PC2 attained the highest r = 0.719 (ρ < 0.05) and the lowest r = 
0.650 (ρ < 0.05), respectively. Raster layers of WorldView-2 from bands 4 and 5 also 
consistently produced high correlation values (e.g. r = 0.681 for band 5 vs. number of 
trees, r = 0.675 for band 4 vs. number of trees, r = 0.661 for both band 4 and band 5 
vs. number of trees within canopy height less than 10 m). This could be due to the fact 
that band 4 (yellow) and band 5 (red) have been designed to detect vegetation health 
condition (Oumar and Mutanga, 2012; Ozdemir and Karnieli, 2011). Red band also 
happens to be one of the most important bands for vegetation discrimination (Wolf, 
2010). Thus, these two bands produced great correlation values with some vegetation 
structure attributes as mentioned above. In contrast, none of NDVI’s raster layer of 
WorldView-2 produced r value between vegetation structure attributes in this study. 
This result could be explained by some studies (Adam and Mutanga, 2012; Foody et 
al., 2003) which highlighted that spectral indices (such as given by NDVI) always 
produce poorer relationship than those produced using a multiple regression of the 
individual bands. 
The effects of the two-year difference between the dates of imagery (i.e. 
Landsat and WorldView-2) and field work could not be easily quantified. While there 
was no obvious clearing or major land cover change observed on the field sampling 
plots, there could be some low-intensity structural and compositional changes in the 
vegetation of those areas. These could have affected the spectral responses, such that 
the NDVI correlation values were found not significant. Conversely, the high 
correlations found for band ratios and principal component layers could be due to date 
differences in the two events. In any case, this study achieved the results in that 
context, and accepted the possibility that correlations can develop in any directions 
(i.e. r values can increase, decrease, or the same). Johansen et al. (2007) and Johansen 
and Phinn (2006) conducted their studies in similar setting. 
Landsat-5 TM and Landsat-8 with 30m spatial resolution of their 
multispectral bands, the 0.09 ha area of a 30m pixel size is slightly larger than the area 
of the vegetation sampling plot which is 0.025 ha (15 m by 15 m). This suggests that 
the relationship between plot and image data would worsen with the coarser resolution 
image data (Hudak et al.,  2006). For WorldView-2 with 2 m spatial resolution of its 
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multispectral bands, the 0.0004ha area of a 2m pixel is relatively smaller than 
vegetation sampling plot’s area. The finer, 2m resolution provided less spectral mixing 
than occurs with Landsat 30m resolution.  Therefore, WorldView-2 was predicted to 
demonstrate the highest correlation values as compared to Landsat-5 TM and Landsat-
8. This implies that the use of high resolution imagery (rather than moderate or coarse 
resolution data) is preferable in characterising and mapping the vegetation of Bulloak 
Jewel Butterfly’s habitat. 
There are several factors that may have contributed to the correlation 
coefficient differences between WorldView and Landsat imagery. Firstly, the minor 
differences between the spectral response curves of corresponding individual bands 
from different sensors recommend that there might also be minor differences of 
spectral curves for the corresponding individual bands even from the same imaging 
settings (Padwick et al., 2010). Secondly, regardless the effect of atmospheric 
conditions by calibrating all images to reflectance value, our comparative analysis is 
limited due to the potential differences date (20th September 2011 vs. 14th May 2011) 
of image acquisition (Pu and Landry, 2012). Unfortunately, it is not possible to 
quantify the contribution of each factor above to the correlation differences that has 
been observed between the three sensors. It is expected that the improved r values 
given by WorldView-2 imagery is largely attributed to its higher spatial and spectral 
resolutions, which can capture more details of spectral signals of vegetation to improve 
the accuracy of vegetation classification and species identification (Hudak et al., 2006; 
Ozdemir and Karnieli, 2011). 
 
 Conclusion 
This chapter discussed the novel approach of species discrimination analysis 
for hyperspectral data as well as vegetation structure assessment using multispectral 
dataset of Landsat-5 TM, Landsat-8 and WorldView-2 as against vegetation structure 
attributes. The significant contribution of this chapter to the existing body of 
knowledge is in the design of a methodological framework for fine-scale habitat 
assessment through the use and comparison of medium and high resolution satellite 
imagery. 
For species discrimination analysis, the results from PLS regression confirms 
the effectiveness of narrow-band spectral reflectance data for vegetation species 
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discrimination sampled at the study area. This study revealed that the raw spectra and 
smoothing (transformed) datasets have a corresponding predictive power for 
discriminating between species at the canopy and leaf levels. However, the 
transformation techniques of multiplicative scatter correction (MSC) applied to the 
raw data did not produce significant enhancement to the accuracy of prediction. Full 
cross-validation technique in PLS regression produced high prediction accuracies for 
raw spectra and smoothing dataset. 
The spectral separability of bulloak tree against other woodland vegetation 
species indicated good discrimination between selected regions of the spectrum. The 
NIR region (700-1355 nm) appeared to play a key role in the discrimination between 
species in PLS regression. However, there is a limitation of using PLS for this kind of 
study as it confines the analysis to only two species at a time. In addition, studies on 
inter-species spectral differences have been largely descriptive or quantitative. 
Discrimination was possible but was statistically based, acknowledging that there is 
variability within a plant group or species. There were relative differences between 
spectra rather than an individual signature for each species. Variability can be 
attributed to phenology, geographical and environmental settings, but much variation 
still remains at the scale of communities and individual species in their natural habitat. 
For vegetation structure assessment, Spearman’s correlation (r) were 
conducted to determine the correlations of the spectral information given by satellite 
imagery with the field measurements (e.g. number of trees, canopy cover, canopy 
height, diameter at breast height (DBH) and number of species). The associations 
between raster layers of Landsat-5 TM and vegetation structure attributes were fairly 
correlated. Besides, the associations between raster layers of Landsat-8 and vegetation 
structure attributes also reasonably correlated. While for WorldView-2, the 
associations between its raster layers and vegetation structure attributes were highly 
correlated. Thus, it is highly recommended to use high resolution imagery in 
determining vegetation structure of Bulloak Jewel Butterfly’s habitat. 
The assessment process also outlined the medium resolution dataset (Landsat-
5 TM and Landsat-8) has limitation in producing high r values as compared to the high 
resolution dataset (WorldView-2). This suggests that the relationship between 
sampling plot area and pixel size of imagery would worsen with the coarser resolution 
satellite imagery. Therefore, WorldView-2 was expected to produce the highest 
correlation values as compared to Landsat-5 TM and Landsat-8. In addition, there is 
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no significant contribution from the four additional multispectral bands (band 1, 4, 6, 
and 8) of WorldView-2 to the results of correlation analysis as given by band ratio 
layers. Band ratio: b7/b3 had only proven in providing r more than 0.5. None of the 
other band ratios which include the additional bands (b5/b8, b4/b6, and b6/b5) 
produced higher r. Furthermore, spectral indices such as given by NDVI always 
produce poor relationship than those produced using band ratios. 
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LANDSCAPE PATTERN AND CONNECTIVITY 
ANALYSES OF BULLOAK JEWEL BUTTERFLY 
HABITAT 
 
 Introduction 
The objectives of this chapter were to assess the landscape pattern and 
connectivity of Bulloak Jewel Butterfly’s habitat. This was achieved by employing 
three different analytical approaches namely feature extraction analysis of fine-scale 
data, morphological spatial pattern analysis (MSPA), and connectivity analysis of the 
landscape in the study area. As feature extraction analysis is mainly undertaken to 
assess the classification of high resolution imagery, thus, the feature extraction 
analysis of this chapter focused on high resolution multispectral imagery of 
WorldView-2 only. It is primarily to produce a binary classification map. In addition, 
MSPA concentrated on landscape pattern analysis using WorldView-2 (area extend of 
9 km by 9 km) and a subset of Landsat-5 TM (corresponding to WorldView-2 area 
extend) images. The area extend of WordView-2 in the whole study area is depicted 
in Figure 5.1, such highlighted using a black box. 
 
 
Figure 5.1: WorldView-2 area extend in the study area 
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In addition, as based on the relationship of spatial resolution of these two 
images as discussed in Chapter 4, MSPA outputs from WorldView-2 and Landsat-5 
TM were then compared in order to observe the significant contribution of different 
imagery. The comparison was not just limited to the raw data of both images, but also 
encompassed the image convolution outputs (median filter). Furthermore, for 
connectivity analysis, the outputs from Landsat-5 TM (whole study area) and non-
intact areas of WorldView-2 and Landsat-5 TM were observed. Finally, the 
connectivity analysis was performed based on the outputs from analysing the Landsat-
5 TM (whole study area) as well as the non-intact areas of Worldview-2 and Landsat-
5 TM. 
The significant contribution of this chapter is concentrated on the novel 
integration of feature extraction module and morphological analysis of forest spatial 
pattern in conjunction with landscape network connectivity for the Bulloak Jewel 
Butterfly. The outputs from these quantitative analyses can provide substantial and 
strategic inputs for the conservation of the Bulloak Jewel Butterfly and its habitat. This 
chapter is further divided into five sections. Section 5.2 focused on the strategies to 
classify the object features and how landscape patterns and connectivity analysis are 
found beneficial to this study. In addition, section 5.3 presented the materials and 
methods used in this study. Sections 5.4 and 5.5 comprehensively discussed the results 
and discussions for the three main analyses mentioned above. Finally, section 5.6 
provided the conclusions of the study. 
Essentially, this chapter focused on addressing Objective 2 of the thesis- “To 
quantify the important features, morphological spatial pattern of the landscape, and 
habitat connectivity of the Bulloak Jewel Butterfly habitat”. The details of the research 
issues and justifications on the use of datasets and methods are further discussed in the 
next sections. 
 
 Feature Extraction of Satellite Imagery and Landscape 
Pattern and Connectivity Analyses of Wildlife Habitat  
 Feature Extraction Analysis 
As an object-based image classification technique, feature extraction 
classifies high resolution satellite imagery by grouping pixels to create objects that 
have similar spatial, spectral and texture characteristics (Aguilar et al., 2013). This 
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technique exists due to great innovations in the development of algorithms to assist 
rapid extraction of feature from high resolution satellite imagery (Jawak and Luis, 
2014). With the use of high resolution multispectral or panchromatic imagery, an 
object-based classification method allows more flexibility in term of types of feature 
to be extracted (Exelis, 2014). Furthermore, object-based classification attempts to 
describe the relationships of object features through their properties such as colour, 
texture, shape, area, and scale. This approach is different from traditional classification 
methods which are mainly concentrate on a pixel-based classification approach. 
In addition, many scholars have found that feature extraction analysis offers 
significant advantages in saving processing time (Aksoy et al., 2010; Wolf, 2012) and 
producing higher classification accuracy (Novack et al., 2011). It is because the 
process of manually identifying and digitizing the features in traditional classification 
method is often complex and time consuming. These factors will lead in decreasing 
the accuracy of the classification output. Therefore, feature extraction analysis is 
incorporated in this study to take advantage of having WorldView-2 (high resolution 
imagery) data as the main input and at the same time, to produce classification output 
with high accuracy. 
In relation to the use of WorldView-2 data, the uniqueness of it spectral bands 
has enabled the development of new feature extraction methods to assist land cover 
mapping. The utilization of unique bands of WorldView-2 offers contextual 
information for land cover mapping and feature extraction unlike any other 
commercial medium scale sensors (Mahmoudi et al., 2014; Ozdemir and Karnieli, 
2011). By integrating this analysis with the object-based image classification 
approach, this technique could help in producing classification map with high accuracy 
in this study. 
 
 Morphological Analysis of Forest Spatial Patterns 
The protection of natural landscape elements that support wildlife movement 
between forest areas is of major importance especially when the landscape undergoes 
changes due to habitat fragmentation and climate change impacts (Noss et al., 1997). 
These changes significantly alter the landscape pattern and its connectivity. In turn, 
landscape pattern may be indicative of ecological processes operating at different 
scales either at global, regional or local changes. Thus, morphological spatial pattern 
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analysis (MSPA) was conducted in this study to evaluate the fragmentation changes 
and its impacts to the ecosystem. 
MSPA is used to fragment a raster forest binary map such as forest versus 
non-forest areas into different and equally exclusive landscape pattern groups. 
(Ostapowicz et al., 2008; Rogan et al., 2016). It permits an automated per pixel 
classification and description of geometry, pattern, and connectivity of forest 
landscape (Dale, 2000). MSPA has been implemented to measure structural (Soille 
and Vogt, 2009; Vogt et al., 2007) and functional connectivity (Vogt et al., 2009) and 
forest fragmentation (Estreguil et al., 2014; Wang et al., 2011). The novelty of MSPA 
is the automatic detection and mapping of corridors as structural links between 
patches. This competency cannot be achieved with other methodologies such as 
structural indices or graph theory approaches (Ostapowicz et al., 2008). 
MSPA executes a segmentation of the foreground area in a binary image at 
the pixel level. Foreground is corresponds to the features which should be classified 
(Estreguil et al., 2014). Thus, pixel level segmentation allows mapping and monitoring 
of spatial pattern at the pixel level which provides a greater sensitivity to pattern 
changes over time (Vogt et al., 2007). Therefore, MSPA was chosen in this study to 
analyse the forest spatial pattern associated to the habitat of Bulloak Jewel Butterfly. 
 
 Connecting Elements in the Forest Landscape Network 
Species dispersal and gene flow are both essential in preventing population 
decline and extinction (Eskildsen et al., 2013). Connectivity which mainly depends on 
the core habitat areas and structural corridors, facilitates the maintenance of these 
ecological processes (Saura et al., 2011b). Furthermore, shortage of habitat 
connectivity could prevent organisms to breakout from areas which are no longer 
inhabitable due to new or altered environment settings (e.g. climate change, land cover 
change) and the shrinkage in the patches size where they animate (e.g. fragmentation) 
(Baranyi et al., 2011; Estreguil et al., 2014). Thus, connectivity analysis allows 
measurement of the importance of habitat areas and its linkage in the maintenance or 
improvement of the forest landscape (Baranyi et al., 2011; Saura et al., 2011b). On the 
other hand, the loss of cores and bridges can have destructive impacts on forest 
connectivity, mainly for the Bulloak Jewel Butterfly either by affecting: 
a) structural corridors (bridges) that link two or more cores; or 
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b) core habitat areas that act as stepping stones between other forest habitat 
patches would be otherwise disconnected by the lack of physical continuity 
of the forest. 
 
Connectivity analysis is a graph theory that represents the landscape as a set 
of nodes (i.e. habitat patches) and links (i.e. bridges) that signifies the potential species 
movement between two nodes (Estreguil et al., 2014; Saura et al., 2011a). Graph 
theory offers a powerful tools and algorithms for analysing network connectivity of 
habitat since it can provides a spatially explicit as well as a compliant representation 
of the landscape’s complexity (Saura and Rubio, 2010). 
Graph theory also provides a constructive interchange between how well the 
model depicts reality and the amount of data it requires to do so. This situation happens 
since graph theory has been enhanced by the new graph-theoretical indices, namely; 
integral index of connectivity (IIC) and probability of connectivity (PC) (Estreguil et 
al., 2014). These indices offer a reasonably detailed picture of potential connectivity, 
but both have relatively modest data requirement. Furthermore, both indices have 
proven to demonstrate an improved performance and outcome compared to the other 
existing indices (Baranyi et al., 2011; Saura et al., 2011a). These indices particularly 
match the needed information for landscape conservation planning Thus, both indices 
can be used to identify and prioritise the critical sites for habitat conservation of the 
Bulloak Jewel Butterfly. 
 
 Methods 
 Feature Extraction Analysis 
Feature extraction is a semi-automatic process of classifying dataset of high 
resolution imagery. This analysis involves segmentation process which seeks to 
classify objects by assigning and grouping related features based on common attributes 
(e.g. colour, texture, shape, area and scale). In this case, exampled base feature 
extraction workflow (supervised classification) was selected. This approach requires 
the user to identify the segment in the image that will represent each feature class. 
Therefore, it involves the selection of training samples. Generally, this analysis 
consists of two primary processes which include the detection of objects and extraction 
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of features. The detailed workflow is presented in Figure 5.2 and discussed further in 
the succeeding paragraphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Flowchart of methods for feature extraction analysis 
 
Following the steps shown in the flowchart above, the first process involved 
image segmentation process. At this point, while numerous studies which relate to 
object-based image analysis used the eCognition software for segmentation process 
(e.g. Aguilar et al., 2012; Aksoy et al., 2010) but this study utilised ENVI Fx (feature 
extraction module) which had also been used by Susaki (2012) and Wolf (2010) for 
feature extraction analysis. The uniqueness of the WorldView-2’s spectral bands (11 
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bands) could enables the development of new feature extraction methods to support 
land cover mapping (Aguilar et al., 2012). 
The ENVI Fx module (Exelis, 2014) was selected in this study not only 
because it is the latest module in feature extraction analysis, but also due to its intuitive 
interface with automated workflows. ENVI Fx was also created with rapid 
interpretation preview screens which allow adjustments at any point in the workflow 
(Exelis, 2014). Furthermore, the software also provides an opportunity to incorporate 
input mask and ancillary data together with the input raster as the input files (Susaki, 
2012). This could help to improve the accuracy of classification result.  
In this study, ENVI Fx organised the flows of feature extraction analysis 
(Figure 5.2). Image segmentation was the first step in the process. The image was 
divided using a scaled-based approach which permitted feature extraction of various 
contrast and sizes. Thus, the image was divided into discreet, real world objects by 
finding the edges and grouping pixels into segments with similar feature values 
(spatial, spectral, and texture attributes). The information derived from this process 
was beneficial in describing the physical properties of the segments. 
The second step was the selection of training samples which relate to the 
concept involved in the example-based feature extraction approach. ENVI Fx uses the 
information provided by training samples to identify similar segments and put them in 
the corresponding feature class. The third step was the selection of classification 
method. Support vector machine (SVM) method was selected in this study since its 
classification system was derived from statistical learning theory (Campbell and Ying, 
2011). Moreover, SVM has the ability to effectively manage small training samples, 
continuously generating higher classification accuracy than the traditional 
classification methods (Mountrakis et al., 2011; Muñoz-Marí et al., 2010) like 
maximum likelihood and rule-based classifications. The fourth step was managing the 
classification output in term of the output’s format and its setting. Finally, the 
classification output was examined through the accuracy assessment by examining the 
difference between the classification output and the reference data (i.e. ground truth 
information). Field survey data, together with the latest land use map (2006), were 
used to validate the accuracy of the classification map.  
The accuracy assessment focused on the use of a confusion matrix which 
involves the evaluation of user’s and producer’s accuracies. The producer’s accuracy 
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refers to the probability that a certain land cover of an area on the field is classified as 
it is, while the user’s accuracy is defined as the probability that a pixel categorised as 
a certain land cover class in the map is truly in this class (Bock et al., 2005). 
 
 Morphological Spatial Pattern Analysis 
Morphological spatial patterns analysis (MSPA) of forest is a sequence of 
mathematical morphological operators which categorises and elaborates the spatial 
pattern of image objects (Höbinger et al., 2012). It is based on a theory for analysing 
the shape and size of the input data (objects). There are three criteria of input data to 
be considered prior to the MSPA execution (Vogt et al. 2007) as listed below: 
a) must be a raster (grid) format, 
b) must be of type byte (8-bit), and 
c) must contain the two data classes (foreground and background). 
 
Generally, foreground area corresponds to the features which should be 
classified while background is complementary to foreground. In this study, foreground 
was referred as forest area, while background was indicated as non-forest area. As 
regards to item (c) above, it may contain another data class which is a ‘missing’ class. 
However, MSPA segmentation was executed on the foreground data class only and 
the missing class was ignored during this process. For this study, the raster layers from 
Landsat-5 TM and WorldView-2 extending 9 km by 9 km (Figure 5.1) with the same 
area were used to perform MSPA. Thus, the outputs from both imagery are comparable 
and the specific observation on the landscape pattern and it impact to Bulloak Jewel 
Butterfly habitat of both imagery could be studied  
The Graphical User Interface for the Description of image Objects and their 
Shapes (GUIDOS) software package was employed in performing MSPA. This 
software was developed by Soille and Vogt (2009) and it is available online for free 
from the European Commission Joint Research Centre. 
There are four main parameters that should be considered prior to the 
execution of MSPA as summarised in Table 5.1 and discussed further in the 
subsequent paragraphs. 
 
Table 5.1. MSPA parameters 
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No. Parameter Option 
1 Foreground 
Connectivity 
8 4 
2 Edge Width (Pixels) 1 2 3 4 5 6 7 8 9 10 
3 Transition On Off 
4 Intext On Off 
(Note: Highlighted are the default values used to all parameters in performing the MSPA) 
 
Foreground connectivity refers to the centre pixel of a set of 3 by 3 pixels 
which are connected to its adjacent neighbouring pixels by having either 8-
connectivity or 4-connectivity. Eight connectivity is the default selection for parameter 
1. Moreover, edge width parameter defines the width or thickness of the non-core 
classes in pixels. It is the actual distance that corresponds to the number of edge pixels 
multiplied by the pixel or spatial resolution of the data. Value one is a default setting 
for this parameter. This is because an increment of the width of the non-core classes 
has two effects such as: 
a) the remaining core area will decrease or even disappear; and  
b) the spatial pattern class may change for relatively small image 
components. 
 
In addition, transition pixels are those pixels of an edge or a perforation where 
the core area interconnects with a loop or a bridge. The default (1 = on) enables the 
transition pixels illustrate all detected connections. However, the parameter ‘intext’ 
allows discriminating internal from external features, where internal features are 
expressed as being enclosed by a perforation. The default is to enable (1 = on) this 
parameter. In this study, the default values were applied in all four parameters and 
were highlighted in ‘bold’ setting as specified in Table 5.1. 
The generic naming schemes of the eight basic MSPA outputs, such as core, 
islet, perforation, edge, loop, bridge, branch and background, can describe the 
geometry and connectivity of the image, as tabulated in Table 5.2. These eight outputs 
were also illustrated in section 5.4.2.1 (Figure 5.8). Furthermore, those terminologies 
represent landscape patterns, such as “patch means a plot or land lot”, “connector 
means a short way or highway that connects between two patches” and “boundary 
means a border or frontier of a patch”. 
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Table 5.2: .MSPA output categories (Adopted from Estreguil et al. (2014); Höbinger et 
al. (2012); and Vogt et al. (2007)) 
No. Type Category 
(Colour) 
Definition  Details 
1 Patch Core 
(Green) 
Foreground pixels 
whose distance to the 
background is greater 
than given size 
parameter, s 
These pixels correspond to the 
erosion of the input image by a 
Euclidean disk of radius equal 
to s 
2 Islet  
(Brown) 
Patch of foreground 
pixels that do not 
contain any core pixel 
These pixels can be obtained 
by performing the difference 
between the input image and 
the reconstruction by dilation 
of the image 
3 Connector Bridge 
(Red) 
Pixels originate from 
two or more core 
connected component 
Group of foreground pixels 
linking core connected 
components so that their 
removal would transform the 
topology of the input image 
4 Loop 
(Yellow) 
Pixels originate from 
the same core 
connected component 
Group of foreground pixels 
linking core connected 
components so that their 
removal would transform the 
topology of the input image 
5 Boundary Perforation 
(Blue) 
Pixels whose distance 
to the core pixels is 
lower than or equal to 
s and located within a 
core (inner boundary) 
Boundary pixels that are within 
a distance s to a hole of the 
connected component  
6 Edge 
(Black) 
Pixels whose distance 
to the core pixels is 
lower than or equal to 
s and facing 
background on other 
sides (outer boundary) 
Boundary pixels that are 
obtained by subtracting its 
perforation pixels from its 
boundary pixels  
7 Branch 
(Orange) 
Pixels that do not 
belong to any of the 
above defined 
categories 
Pixels that are emanate either 
from boundaries (edge or 
perforation) or connectors 
(bridge or loop) 
 
 
The implementation of MSPA in this study was not just restricted to raw 
images of WorldView-2 and Landsat-5 TM (corresponding to WorldView-2 area 
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extent) but also included the image convolution outputs specifically using median 
filter. Median filter is effective in removing “salt and pepper” noise (Vogt, 2014), 
which are isolated to high or low values of the middle value of a given data arrays. 
Median filter was applied prior to the MSPA analysis. Three types of median filter 
were applied to those images, namely: Box 3, Box 5, and Box 7 which reflect the 
different kernel sizes. 
Furthermore, image convolution based on the ‘boxcar filter’ (similar to the 
concept of median filter but it computes the average value instead) was also applied to 
the raw image prior to MSPA analysis. However, boxcar filtering outputs were not 
included in this study since this filter computes the average of a given data array and 
produces a generalisation impact to the image. Thus, no further discussion of this topic 
was supplied in this chapter. 
In addition, the execution of MSPA has been extended to the subset of intact 
and non-intact areas of WorldView-2 with the same area coverage of 3 m by 3 m. 
Comparison between raw data and image convolution (median filter) was also 
implemented to both subset areas. The areas diverge into two types: landscape 
composition (proportion of forest) and configuration (compactness of forest). The 
method used in MSPA is presented in Figure 5.3. 
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(Note: L5 = Landsat-5 TM; WV2 = WorldView-2) 
Figure 5.3: Research method used in MSPA and connectivity analysis 
 
 Connectivity Analysis 
Connectivity analysis can be achieved with a novel integration of 
morphological analysis of forest spatial pattern with recent indices for the analysis of 
landscape network connectivity. Therefore, from the eight MSPA outputs, only two of 
them (i.e. core and bridge classes) can provide significant contribution to the 
connectivity analysis of the forest habitat areas. These two classes were used to 
construct a graph, which cores correspond to the nodes or patches while bridges signify 
the links between the nodes. Figure 5.4 describes the connection between landscape 
ecology and graph theory such discussed in section 5.2.2. 
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Figure 5.4: The graph theory concept of landscape ecology 
 
The MSPA results were further analysed and used as inputs in performing the 
connectivity analysis by employing Conefor software package. Freely available 
online, Conefor is considered as a tool for decision making support in landscape 
planning since it can identify and prioritise the critical sites for habitat conservation 
(Saura and Torne, 2009). Conefor 2.6 was selected in executing connectivity analysis 
since it comprises the new functional connectivity indices identified as integral index 
of connectivity (IIC) and probability of connectivity (PC). These indices have proven 
to offer an enhanced performance compared to other existing indices (Baranyi et al. 
2011; Saura et al. 2011a). Therefore, these two indices were selected in performing the 
connectivity analysis. 
These indices are based on the concepts of graph theory and measuring habitat 
availability (reachability) at the landscape scale. Both concepts consider a habitat patch 
(i.e. core) as a space where connectivity occurs and integrate the connected area 
existing within the patches (i.e. intra-patch connectivity) with the area made reachable 
through the connections (i.e. bridges) and  other habitat patches (i.e. inter-patch 
connectivity) in a single measurement (Saura and Torné, 2009; Saura et al., 2011a). In 
this manner, connectivity is considered as the property of the landscape that determines 
the amount of reachable habitat in the landscape. Therefore, issues as to whether the 
reachable habitat comes from large and high quality habitat patches (intra-patch 
connectivity), or from strong connections between different patches (inter-patch 
connectivity), or from the combination of both types of connectivity are all not 
addressed in the analysis. This issue is a potential limitation of this study. 
Calculating using Equation 5.1, IIC value ranges from zero to one. As the 
calculated value reaches 1, connectivity of the landscape increases. If the IIC value is 
equal to one, then all the landscape is occupied by habitat. 
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IIC =
∑  𝑛𝑖=1 ∑
𝑎𝑖   .  𝑎𝑗  
1+𝑛𝑙𝑖𝑗  
𝑛
𝑗=1
𝐴𝐿
2  
where: 
n is the total number of nodes;  
ai and aj are the attributes of node i and j, respectively; 
nlij is the number of links in the shortest path between nodes i and j; and  
AL is the maximum landscape attribute. If the node attribute is an area (habitat 
patch area) then AL is the total landscape area which is area of the analysed 
region comprises both habitat and non-habitat areas. 
 
Similar to IIC, PC value also ranges from zero to one which can be calculated 
using Equation 5.2. The PC value of 1 represents a highly connected landscape. 
PC =
∑  𝑛𝑖=1 ∑ 𝑎𝑖   .  𝑎𝑗  .𝑝∗𝑖𝑗   
𝑛
𝑗=1
𝐴𝐿
2  
where: 
n is the total number of nodes;  
ai and aj are the attributes of node i and j, respectively;  
p*ij is the maximum product probability of all nodes between node i and j; and  
AL is the maximum landscape attribute. 
 
A path is designed from a set of steps in which no node is visited more than 
once, where a step is a direct movement between two nodes without passing by any 
other intermediate nodes. Therefore, PC is contemplated as a richer connection model 
than IIC since it is not affected by the presence of adjacent habitat patches or cells in 
the analysed dataset (Saura, et al. 2011a). 
Furthermore, the main difference between IIC and PC is that IIC is based on 
a binary connection model (graphs with un-weighted links) which considers each two 
nodes as either connected or not (Decout et al., 2012). There is no intermediate 
modulation of strength or dispersal distance. However, PC depends on a more complex 
probabilistic connection model (graphs with weighted links) which specifies the 
connections through a probability of direct dispersal between two nodes (García-Feced 
et al., 2011). PC involves an estimation of the strength, frequency, or feasibility of the 
Equation 5.1 
Equation 5.2 
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direct movement by the analysed species. Both of them have great contributions for 
connectivity analysis (Baranyi et al., 2011) and that is the reason why they were both 
selected for this study. 
Connectivity analysis using Conefor considers the connections between 
nodes for both the binary and the probabilistic model as symmetric (undirected 
graphs). Thus, if node i is linked to node j it means node j is linked to node i and that 
the probability of the direct dispersal between two nodes is the same from node i to 
node j (pij) and vice versa. There are three types of connection that are used in Conefor 
namely ‘distances’, ‘probabilities’ and ‘links’. In this study, ‘distances’ was selected 
as the connection type to proceed with the connectivity analysis. This process requires 
to specify the distance threshold and probability values. The details of the Conefor 
setting are illustrated in Figure 5.5 
 
 
Figure 5.5: Conefor setting 
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The probability of direct dispersal between nodes, pij is computed from a 
decreasing negative exponential function of internode distance as shown in numerous 
studies (i.e. García-Feced et al., 2011; Saura et al., 2011b). Gil-Tena et al. (2013) 
specified that the rate of decline of the negative exponential function is determined by 
the value of the median dispersal distance for each of the analysed species, 
corresponding to pij = 0.5. In this case, a distance of 2000 m is corresponding to a 
probability of 0.5 was selected. This setting was used to compute the node importance, 
overall index values, links and probabilities. 
One of the main outputs given by Conefor is the node importance for 
maintaining landscape connectivity (dI) according to a certain index (I). Expressed in 
percentage, node importance (dI) is calculated using Equation 5.3. 
 
𝑑𝐼 (%) = 100 .
𝐼 − 𝐼𝑟𝑒𝑚𝑜𝑣𝑒
𝐼
 
where: 
I = overall index value when all the initially existing nodes are present in the 
landscape; and 
Iremove = overall index value after the removal of that single node from the 
landscape such as after a certain habitat patch loss. 
 
The option of ‘nodes to add’ is not activated for this task since there is no intention to 
include some potential new habitat areas to be added in the landscape. 
 
In this study, Landsat-5 TM outputs represented the outputs of connectivity 
analysis which corresponds to WorldView-2 data area extent. In addition, the outputs 
from non-intact areas of Landsat-5 TM and WorldView-2 were compared and 
discussed. However, no output was generated from Landsat-5 TM’s intact area 
considering that a single node from the subset area due to landscape configuration and 
the sensor’s spatial resolution. Thus, the connection file was not created because the 
minimum requirement of two nodes to produce a link or distance was not satisfied. 
Therefore, there no discussion and comparison related to intact area of both images. 
This is further discussed in section 5.4.3. 
Furthermore, the proportion of the total habitat attribute value in the 
landscape that corresponds to a particular analysed patch (dA) was also considered in 
Equation 5.3 
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this analysis. Although dA is not a connectivity index, it was included here to allow 
the analysis of the degrees of ranking provided by the different topological indices. 
This difference was obtained from prioritising the fundamental patch attributes such 
as habitat area and its quality. 
 
 Results 
 Feature Extraction Analysis 
As a result of feature extraction analysis of WorldView-2 imagery, six classes 
were produced using the ENVI Fx module as depicted in Figure 5.6. These six feature 
classes were produced within the 8,100-hectare areal extent. Those features were 
classified as ‘vegetation 1’, ‘vegetation 2’, ‘grass/crop’, ‘soil’, ‘non-photosynthetic 
vegetation 1’ (NPV 1), and ‘non-photosynthetic vegetation 2’ (NPV 2). 
Chapter 5   Landscape Pattern and Connectivity Analyses 
106 
 
 
Figure 5.6: Classification map derived from WorldView-2 image using ENVI Fx 
 
 
The results of accuracy assessment from the image classification are 
summarised in Table 5.3. Using the confusion matrix by test area, the Table 5.3 shows 
that the overall accuracy achieved 90.54%. Meanwhile, Figure 5.7 shows the 
comparison between producer’s and user’s accuracy values. 
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Table 5.3: Confusion matrix generated from the classification map 
Classification Result 
Row 
Total 
 
Producer’s 
accuracy 
(%) 
Classes Veg. 1 Veg. 2 GS Soil NPV 1 NPV 2   
Veg. 1 56 2 3 0 0 0 61 91.80 
Veg. 2 3 48 2 0 0 0 53 90.57 
GS 2 4 44 1 1 0 52 84.62 
Soil 0 1 0 35 0 2 38 92.11 
NPV 1 0 0 0 2 38 2 42 91.80 
NPV 2 0 0 0 2 1 47 50 94.00 
Column Total 61 55 49 40 40 51 296  
User’s 
Accuracy 
(%)  
91.8 87.27 89.80 87.50 95.00 92.16 
  
Overall Accuracy (%) 90.54 
(Note: Veg. 1 = Vegetation 1, Veg. 2 = Vegetation 2, GS = Grass/Crop, NPV 1 = Non-
photosynthetic Vegetation 1, NPV 2 = Non-photosynthetic Vegetation 2) 
 
 
 
Figure 5.7: Comparison between producer’s and user’s accuracy (%) 
(Note: Veg. 1 = Vegetation 1, Veg. 2 = Vegetation 2, GS = Grass/Crop, NPV 1 = Non-
photosynthetic Vegetation 1, NPV 2 = Non-photosynthetic Vegetation 2) 
 
For class ‘vegetation 1’ where bulloak trees mainly located, the producer’s 
and user’s accuracy shares the same value of 91.80%. Conversely, class ‘vegetation 
2’has producer’s accuracy value of 90.57% and the user’s accuracy of 87.27%. The 
values signify that 90.57% of that class was correctly identified; however, only 87.27% 
91.8
90.57
84.62
92.11 91.8
94
91.8
87.27
89.8
87.5
95
92.16
Veg. 1 Veg. 2 GS Soil NPV 1 NPV 2
Producer's vs. User's Accuracy (%)
Producer’s Accuracy User’s Accuracy
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of that area was accurately measured. For the ‘non-photosynthetic vegetation 2’ class, 
the producer’s and user’s accuracy values achieved 94.00 % and 92.16 %, respectively. 
For the purpose of MSPA analysis, the six feature classes specified above 
were reclassified into two major classes (i.e. ‘forest’ and ‘non-forest’ classes) within a 
total area of 8,100 ha as summarised in Table 5.4. Results of the reclassification from 
WorldView-2 imagery revealed that 60.17 % (4,874.83 ha) and 39.83% of the total 
study area (3,226.17 ha) are being occupied by forest and non-forest, respectively. 
 
Table 5.4: Area coverage of forest and non-forest reclassified from WorldView-2 
imagery 
 
 
 
 
 Morphological Spatial Pattern Analysis (MSPA) 
5.4.2.1 Worldview-2 versus Landsat-5 TM 
Eight outputs were obtained from subjecting the dataset to MSPA, namely: 
core, islet, bridge, loop, perforation, edge, branch and background as shown in Figure 
5.8. The detailed explanation of each output was specified in Table 5.2 (section 5.3.2). 
 
Figure 5.8: Illustration of morphological categories from MSPA analysis (image 
captured from the MSPA result using WorldView-2 imagery) 
  
Land Cover Type Area (ha) Percentage (%)  
Forest 4873.83 60.17 
Non-forest 3226.17 39.83 
Total 8100.00 100 
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Figure 5.9 below compares the MSPA outputs derived from Landsat-5 TM 
(a) and WorldView-2 (b) images. 
 
 
The comparison of MSPA outputs was performed to include the image 
convolution outputs (median filter) rather than restricting the analysis to raw data from 
those images. Table 5.5 differentiates the foreground or the core class representing the 
forest area (%) and areal extent (ha) values between raw data and the three median 
filter outputs. 
 
  
Figure 5.9: MSPA output maps derived from Landsat-5 TM (a) and WorldView-2 (b) 
imagery 
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Table 5.5: Comparison of core class values (%) from MSPA of Landsat-5 TM and 
WorldView-2 imagery 
(Note: FG = Foreground, BG = Background, Diff. = Difference) 
 
For instance, 9.13% of the core percentage differences was observed between 
the raw images of WorldView-2 and Landsat-5 TM. However, 7.68% and 5.85% of 
the core percentage differences were observed between Box 3 and Box 5 of median 
filter outputs of WorldView-2 and Landsat-5 TM imagery, respectively. 
The MSPA outputs are further summarised in Table 5.6 which highlighted 
the comparison of the eight MSPA results, and generated values from raw data and 
Box 3 median filter, using WorldView-2 and Landsat TM-5 imagery. Box 3 median 
filter was emphasised in this study and compared against the raw data because it 
produced minimal data losses as compared to the other two median filters (Boxes 5 
and 7). 
Data  
Type 
WorldView-2 (2011) Landsat-5 TM (2011) WorldView2 vs. 
Landsat-5 TM 
(A) 
Core: 
FG  
(%) 
(B)  
Core:  
FG + BG 
(%) 
Areal 
Extent   
based 
on (B) 
(ha) 
(A) 
Core:  
FG  
(%) 
(B) 
Core:  
FG + BG  
(%) 
Areal 
Extent 
based on 
(B) (ha) 
FG Diff. 
(%) 
Areal 
Extent  
Diff. 
(ha) 
Raw 90.09 57.24 4636.44 80.96 38.01 3078.81 9.13 1557.63 
 
Median:  
Box 3 
91.82 58.41 4731.21 84.14 39.15 3171.15 7.68 1560.06 
 
Median:  
Box 5 
93.61 59.62 4829.22 87.76 40.54 3283.74 5.85 1545.48 
 
Median: 
Box 7 
94.90 60.55 4904.55 89.65 40.99 3320.19 5.25 1584.36 
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Table 5.6: Comparison of eight MSPA outputs from the raw and image convolutions 
of WorldView-2 and Landsat-5 TM imagery 
 
 
As shown in Tables 5.5 and 5.6, about 90% of the foreground area from 
WorldView-2 (raw data) was observed in the class core. Combining the foreground 
and background (foreground + background) using the same image, 57.24% of the data 
area was also observed in the class core. On the other hand, analysis of raw data from 
Landsat-5 TM, 80.96% of the foreground area was observed in the class core and when  
the data areas were combined (foreground + background), 38.01% was observed in the 
class core. A 9.13% core percentage reduction was noted between raw images of 
WorldView-2 and Landsat-5 TM. The same situation was also observed from the 
convolution outputs where the difference of the core percentage was less than 8% 
between WorldView-2 and Landsat-5 TM imagery. 
For the purpose of visual comparison, Table 5.7 is presented below to show 
the MSPA output images from raw data, Boxes 3, 5 and 7 median filters using 
WorldView-2 and Landsat TM-5 images. 
 
  
Class WorldView-2 Landsat-5 TM  
Raw  
[FG / 
Data 
(%)] 
Median: 
Box 3 
 [FG /  
Data (%)] 
% Diff. 
of Data 
Areal 
Extent 
Diff.  
(ha)  
Raw  
[FG / 
Data (%)] 
Median:  
Box 3  
[FG / 
Data (%)] 
% 
Diff. 
of 
Data 
Areal 
Extent 
Diff.  
(ha) 
C  90.09 / 
57.24 
91.82 / 
58.41 
-1.17 -94.77 80.96 / 
38.01 
84.14 / 
39.15 
-1.14 -10.26 
 
I 0.36 / 
0.23 
0.20 / 0.13 0.1 8.10 1.57 / 0.74 0.69 / 0.32 0.42 3.78 
 
P 3.49 / 
2.22 
3.25 / 2.07 0.15 12.15 1.33 / 0.62 1.23 / 0.57 0.05 0.45 
 
E 4.57 / 
2.90 
3.95 / 2.51 0.39 31.59 12.58 / 
5.91 
12.13 / 5.64 0.27 2.43 
 
L  0.17 / 
0.11 
0.09 / 0.06 0.05 4.05 0.22 / 0.10 0.10 / 0.05 0.05 0.45 
 
B1 0.23 / 
0.15 
0.11 / 0.07 0.08 6.48 0.50 / 0.24 0.22 / 0.10 0.14 1.26 
 
B2 1.08 / 
0.69 
0.58 / 0.37 0.32 25.92 2.84 / 1.33 1.50 / 0.70 0.63 5.67 
 
B3 ----- / 
36.46 
  ----- / 
36.39 
0.07 5.67   ----- / 
53.05 
  ----- / 53.47 -0.42 -3.78 
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Table 5.7: Visual comparison of MSPA outputs from raw data, median filter of Boxes 
3, 5 and 7 using WorldView-2 and Landsat-5 TM imagery 
 
 
 
 
Data 
Type 
WorldView-2 (2011) Landsat-5 TM (2011) 
Raw 
 
 
 
Median: 
Box 3 
  
Median: 
Box 5 
  
Median: 
Box 7 
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In addition, analysis from the eight MSPA outputs revealed that two (i.e. core 
and bridge classes) of them have substantial contribution to the connectivity analysis 
as discussed in section 5.3.3. Figure 5.10 compares the percent values of core and 
bridge classes based on data types (raw and convolution from median filter: Box 3) 
and sensors (WorldView-2 and Landsat-5 TM). As emphasised earlier, image 
convolution from Box 3 median filter was compared with the raw data since the former 
produced minimal data losses than other filters. Furthermore, Figure 5.11 compares 
the frequency of cores from raw and image convolution outputs of median filters: 
Boxes 3, 5 and 7 using WorldView-2 and Landsat-5 TM imagery. 
 
 
Figure 5.10: Percent values comparison of two MSPA outputs (raw and median 
filter: Box 3) using WorldView-2 and Landsat-5 TM imagery 
 
 
Figure 5.11: Comparison of core frequencies from raw and median filters (Boxes 3, 5 
and 7) using WorldView-2 and Landsat-5 TM imagery 
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5.4.2.2 WorldView-2: Intact versus Non-Intact Landscapes 
Table 5.8 compares the core percentage values derived from the analysis 
across different data types (i.e. raw data, Boxes 3, 5 and 7 of median filters) between 
intact and non-intact areas using WorldView-2 imagery. 
 
Table 5.8: Comparison of core percentage values between intact and non-intact 
landscapes across data types using WorldView-2 imagery 
Data 
Type 
Intact Non-intact 
(A)  
Core:  
FG (%) 
(B)  
Core:  
FG + BG 
(%) 
Area Extent 
based on (B)  
(ha)  
(B)  
Core:  
FG (%) 
(B)  
Core:  
FG + BG  
(%) 
Area Extent 
based on (B) 
(ha) 
Raw 99.40 98.82 889.38 82.40 30.27 272.43 
Median:  
Box 3 
99.58 99.06 891.54 85.25 31.22 280.98 
Median: 
Box 5 
99.72 99.29 893.61 88.17 32.12 289.08 
Median: 
Box 7 
99.81 99.46 895.14 90.26 32.73 294.57 
(Note: FG = Foreground, BG = Background) 
 
 
As provided in Table 5.8, 99.40% and 99.58% of the foreground areas from 
the intact area represented by the raw and Box 3’s median filter outputs, respectively. 
Derived from those images, 98.82% and 99.06% of the core area were from foreground 
and background represent the raw and convolution (filtered) outputs, respectively. 
Within the non-intact area, results from the MSPA using the raw data produced 
82.40% of the foreground area was found in the class core while 38.01% of the data 
area comprising the foreground and background areas. From the convolution image of 
Box 3’s median filter, 85.25% of the foreground area was found in the class core and 
31.22% of the data area (foreground + background) was observed in the class core. 
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Figure 5.12 compares the visual representations between raw data and median 
filter: Box 3’s outputs. The output of median filter: Box 3 was selected for visual 
comparison since this filter produced minimal data loss compared with the other filters. 
 
 
  
 
 
  
(a) (b) 
(c) (d) 
Figure 5.12: Visual comparisons of MSPA results between intact and non-
intact landscapes using WorldView-2 imagery 
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Moreover, Table 5.9 compares the percentage difference of eight classes 
derived from MSPA between raw and median filter (Box 3) across intact and non-
intact areas of WorldView-2 imagery. In addition, Figure 5.13 compares the two main 
outputs; the core and the bridge, generated from MSPA across the intact and non-intact 
areas of WorldView-2 imagery. 
 
Table 5.9. Comparative percentage difference of eight MSPA classes between raw and 
convolution images across intact and non-intact landscapes using WorldView-2 
imagery 
 
(Note: C = Core, I = Islet, P = Perforation, E = Edge, L = Loop, B1 = Bridge, B2 = Branch, 
B3 = Background, FG = Foreground, Diff. = Difference) 
    
Class  WorldView-2: Intact  WorldView-2: Non-Intact 
Raw  
[FG / 
Data 
(%)] 
Median: 
Box 3  
 [FG / 
Data (%)] 
 % Diff. 
of  
Data
  
 
Area 
Extend  
Diff.  
(ha) 
Raw  
[FG /  
Data  
(%)] 
Median: 
Box 3  
[FG /  
Data (%)] 
 % 
Diff. 
of 
 Data
  
 
Area 
Extend  
Diff.  
(ha) 
C  99.40 / 
98.82 
99.58 / 
99.06 
-0.24 
 
-2.16 
 
82.40 / 
30.27 
85.25 / 
31.22 
-0.95 
 
-8.55 
 
I  0.00 / 
0.00 
0.00 /  
0.00 
0 
 
0 
 
0.96 / 
0.35 
0.48 /  
0.17 
0.18 
 
1.62 
 
P 0.51 / 
0.50 
0.36 /  
0.36 
0.14 
 
1.26 
 
2.49 / 
0.91 
2.35 /  
0.86 
0.05 
 
0.45 
 
E 0.05 / 
0.05 
0.05 /  
0.05 
0 
 
0 
 
11.26 / 
4.14 
10.35 / 3.79 0.35 
 
3.15 
 
L  0.01 / 
0.01 
0.01 /  
0.01 
0 
 
0 
 
0.22 / 
0.08 
0.12 /  
0.05 
0.03 
 
0.27 
 
B1 0.00 / 
0.00 
0.00 / 0.00 0 
 
0 
 
0.44 / 
0.16 
0.21 /  
0.08 
0.08 
 
0.72 
 
B2 0.02 / 
0.02 
0.01 / 
 0.01 
0.01 
 
0.09 
 
2.23 / 
0.82 
1.23 /  
0.45 
0.37 
 
3.33 
 
B3 ----- / 
0.59 
  ----- /  
0.51 
0.08 0.72   ----- / 
63.27 
  ----- / 63.38 -0.11 -0.99 
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Figure 5.13. Comparison of core and bridge outputs generated from MSPA across 
intact and non-intact landscapes using WorldView-2 imagery 
 
 Connectivity Analysis 
There were 158 nodes of importance generated from Landsat-5 TM’s 
connectivity analysis. Table 5.10 indicates the 22 most important nodes of the Landsat-
5 TM and ranked according to IIC and PC values. Appendix 5.1 shows the entire list 
of Landsat-5 TM’s node of importance. They are listed based on the highest to the 
lowest ranking of dI, which is a node importance for maintaining landscape 
connectivity according to a certain index (I). The higher dI value means that node is 
more important than others for landscape connectivity. The importance values of node 
for the IIC and PC indices were represented as dIIC and dPC. These dIIC and dPC was 
divided into three different fractions such as intra, flux and connector. The node of 
importance was produced by combining those three fractions. 
 
WV2: Intact (Raw)
WV2: Intact (Convolution)
WV2: Non-intact (Raw)
WV2: Non-intact (Convolution)
99.4 99.58
82.4 85.25
0
0 0.44
0.21
WV2: Intact vs. Non-intact 
(Raw vs. Convolution)
Core Bridge
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Table 5.10: Generated IIC and PC indices representing the nodes of importance from Landsat-5 TM 
Node dA dIIC dIICintra dIICflux dIICconnector dPC dPCintra dPCflux dPCconnector 
1 78.14907 96.44009 75.36703 21.07305 0 95.28588 61.11743 34.11606 0.0523835 
47 9.369643 11.56263 1.083378 10.47926 0 17.83921 0.8785442 16.95364 0.007028 
25 2.295758 2.833087 0.0650408 2.768046 0 4.539485 0.0527436 4.486082 0.0006589 
26 1.907345 2.353765 0.0448944 2.30887 0 3.828926 0.0364063 3.742167 0.0503529 
40 1.163068 1.435288 0.0166934 1.418594 0 2.31323 0.0135372 2.298284 0.0014091 
55 0.7746555 0.9559659 0.0074054 0.9485604 0 1.541732 0.0060053 1.535726 0.0000009 
38 0.3558642 0.4391552 0.0015628 0.4375924 0 0.7090188 0.0012673 0.7077483 0.0000033 
131 0.2972768 0.3668553 0.0010906 0.3657647 0 0.5930509 0.0008844 0.5921666 0 
142 0.2885972 0.3561442 0.0010278 0.3551163 0 0.5755688 0.0008335 0.5746511 0.0000844 
89 0.2842574 0.3507886 0.0009971 0.3497915 0 0.5676375 0.0008086 0.5663105 0.0005186 
90 0.2039709 0.2517109 0.0005134 0.2511975 0 0.4066226 0.0004163 0.4062063 0 
7 0.1887816 0.2329665 0.0004398 0.2325267 0 0.3766826 0.0003566 0.376326 0 
146 0.1714224 0.2115443 0.0003626 0.2111816 0 0.3422397 0.0002941 0.3419456 0 
10 0.1605729 0.1981554 0.0003182 0.1978372 0 0.3210462 0.000258 0.3206274 0.000161 
106 0.1605729 0.1981554 0.0003182 0.1978372 0 0.3206634 0.000258 0.3204053 0 
19 0.158403 0.1954776 0.0003096 0.195168 0 0.3163453 0.0002511 0.3160897 0.0000046 
54 0.156233 0.1927998 0.0003012 0.1924986 0 0.3122182 0.0002443 0.3119306 0.0000436 
39 0.1518932 0.1874443 0.0002847 0.1871596 0 0.3027392 0.0002309 0.3023416 0.0001669 
156 0.134534 0.1660221 0.0002234 0.1657987 0 0.2688848 0.0001811 0.2687036 0 
127 0.1280243 0.1579888 0.0002023 0.1577865 0 0.2557056 0.000164 0.2555416 0 
24 0.1193447 0.1472777 0.0001758 0.1471019 0 0.2380369 0.0001425 0.2378787 0.0000158 
108 0.112835 0.1392443 0.0001571 0.1390872 0 0.2242507 0.0001274 0.2241192 0.0000042 
Chapter 5   Landscape Pattern and Connectivity Analyses 
119 
 
Among the 158 nodes, node one was given the highest value of node 
importance with 96.44% and 95.29% dIIC and dPC, respectively. This was followed 
by node 47 with 11.56% and 17.84% of dIIC and dPC, respectively. The least 
important node was indicated by node 155 with the values of dIIC and dPC are both 
close to zero. It should be noted that the sum of the whole dIIC and dPC values of the 
habitat patches in a landscape is not necessarily equal to 100%. In this case, the sum 
of dIIC was 123.4% while dPC was 138.00%. These sums are much higher if more 
critical habitat patches exist in the landscape. 
Figure 5.14 represents an overview of the non-intact areas analysed from 
Landsat-5 TM and WorldView-2 imagery. 
 
 
 
Figure 5.14: Non-intact areas generated from Landsat-5 TM and WorldView-2 
imagery 
 
Figure 5.15 shows the number of node of importance generated from two 
different sensors within the same area. Regardless of sizes of non-intact areas, 24 and 
2,125 nodes of importance were generated from Landsat-5 TM and WorldView-2 
imagery, respectively. 
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Figure 5.15: Nodes of importance of non-intact areas generated from WorldView-2 
and Landsat-5 TM imagery 
 
The details of each node for the non-intact areas given by Landsat-5 TM and 
WorldView-2 imagery can be found in Appendices 5.2 and 5.3. However, only top 
100 of nodes of important for the non-intact areas produced by WorldView-2 imagery 
were attached in this thesis since it had more than 2,100 nodes all together. It is too 
congested to be introduced the whole nodes in the Appendix 5.3. Under Landsat-5 TM, 
node one registered the highest value of node importance with 99.99% for both dIIC 
and dPC values. This was consistent with the result from the whole Landsat-5 TM area 
as discussed above. The second highest value was found in node 13 with 0.06% and 
0.11% of dIIC and dPC, respectively. Node 22 was the least important node among 
the 24 nodes. 
In addition, among the 2,125 nodes of WorldView-2 non-intact area, node 
2,105 was identified as the least important within the non-intact area generated from 
WorldView-2 imagery with a value is highly close to zero. However, node 245 has the 
highest value of node importance with 45.43% and 46.44% given by dIIC and dPC, 
respectively. The second largest was node 2002 with 32.43% of dIIC and 33.63% of 
dPC. 
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 Discussion 
 Feature Extraction Analysis 
The classification map mainly presented the major classes that occurred 
within the WorldView-2 area. For example, ‘vegetation 1’ and ‘vegetation 2’ classes 
were differentiated by closed canopy and open canopy cover, respectively. 
Furthermore, ‘grass/crop’ and ‘soil’ represented the areas covered by grasses/crops 
and the bare ground, respectively. Classified in this study as NPV 1 and NPV 2, ‘non-
photosynthetic vegetation’ (NPV) represents the areas covered by dry grasslands. As 
shown in Table 5.4, the forest area plays a significant habitat to Bulloak Jewel 
Butterfly as the species mainly depend on Bulloak or mixed Bulloak woodland (Braby, 
2004). Thus, forest area is highly important than the non-forest area for the survival of 
the butterfly species. 
The accuracy assessment significantly reflects the difference between user 
classification and the reference data. In this study, the sources of reference data were 
collected during field data collection. As indicated in Table 5.3, the overall accuracy 
of the classification map using ENVI Fx was significantly high (90.54%). Thus, this 
study demonstrated that feature extraction analysis produced higher classification 
accuracy similar to Novack et al. (2011) observation. Furthermore, the producer’s and 
user’s accuarcies of the classification outputs were also examined in this study  as 
depicted in Figure 5.7. In relation to the use of WorldView-2 data for land cover 
mapping, the uniqueness of its spectral bands has improved feature class identification 
and increased map accuracy (Mahmoudi et al., 2014; Wolf, 2012). 
 
 Morphological Spatial Pattern Analysis (MSPA) 
5.5.2.1 WorldView-2 versus Landsat-5 TM 
The outputs from the image convolution were not utilised for further analysis 
since the greater the kernel size of the median filter, the greater the occurrence of data 
loss. This is related to data generalisation. Convolution or filtering has been designed 
with fixed-kernel size, centred over each pixel on a forest map and an index is 
calculated based on the amount and adjacency of the forest in the kernel. Thus, filtered 
output produced a new map of the fragmentation index values which is often 
misclassified (Vogt et al., 2007). According to Riitters et al. (2002): 
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a) image filtering is based on the filtration theory which applies strictly to 
random forest maps and real landscapes are not random; 
b) the fragmentation index is a categorical delineation of the continuous 
‘amount-adjacency’ parameter space; and 
c) contextual information from outside the kernel cannot be considered, 
resulting in unreliable index estimates. 
 
Moreover, filtering gives impact like image generalisation resulting in either 
an exclusion of the small size of patches or alteration into other features class. This is 
not a good sign for the protection of Bulloak Jewel Butterfly habitat because this 
butterfly species needs the presence of even a single matured Bulloak tree either in 
Bulloak or mixed Bulloak woodland (Braby, 2004). Thus, habitat modification (e.g. 
removal of Bulloak tree, land clearing) as represented by the image convolution effect 
is a key threat to this butterfly. This situation definitely will restrict species dispersal; 
hence, it will decrease the distribution of this species (Dunn and Kitching, 1994). 
In addition, the statistical comparison of eight MSPA classes between 
WorldView-2 and Landsat-5 TM images specifically for raw data versus median filter 
(Box 3) outputs. The proportion of all non-core classes increased with an increase in 
spatial resolution, with the exception for perforation. This result was in agreement with 
the findings of Ostapowicz et al. (2008). For the perforation class, the changes were 
due to the combined effects of increasing the width of non-core forest classes and data 
generalisation. Landsat-5 TM has more generalisation or reduced information as 
compared to Worldview-2. These findings show that larger spatial data resolution 
renders a lower core area extent. Ostapowicz et al. (2008) emphasised that the 
proportion of forest pattern in MSPA is sensitive to scale and proportion of the total 
forest area logarithmically declines with the increase in spatial resolution. In addition, 
they found that an increment of pixel size of the raster layer lead to data generalisation 
resulting in either an elimination of the small size of patches (cores) or conversion into 
other non-core MSPA classes. 
Furthermore, as depicted in Figure 5.10, a comparison of core and bridge 
classes from raw and median filter: Box 3 outputs using WorldView-2 and Landsat-5 
TM imagery, revealed that the higher the core percentage generated from the image, 
the lower bridge percentage occurred. The frequency of core (number of patches or 
forest area) specified by these two sensors shown that the proportion of the total 
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number of patches from WorldView-2 image logarithmically declined with increased 
kernel size. The same trend was observed for Landsat-5 TM image. An increase of 
pixel size of the raster layer led to data generalisation, resulting in either the removal 
of small size of patches (cores) or transformation into other non-core MSPA classes. 
The loss of cores and bridges can have negative impacts on forest connectivity (Saura 
et al., 2011a), mainly for Bulloak Jewel Butterfly habitat area. These issues are further 
discussed in section 5.5.3. 
 
5.5.2.2 WorldView-2: Intact versus Non-Intact Landscape 
In mapping the spatial pattern of the landscape, however, there is no 
significant difference between raw and median filtered images within the intact area 
of WorldView-2 image. The proportion of all non-core classes, except for perforation 
of intact area (raw versus Box 3’s median filter), was noted the same; however, 
different patterns were observed within the non-intact area. The proportion of all non-
core classes of non-intact area (raw versus Box 3’s median filter) decreased. 
Comparing the MSPA results from the intact and non-intact areas, the greatest 
difference was observed in raw satellite imagery. 
As shown in Figure 5.9, a comparison of core and bridge classes given by 
intact and non-intact MSPA outputs, indicate that the greater the core percentage in an 
image, the smaller the bridge percentage may be found. Moreover, the frequency of 
core (number of patches or forest area) specified by these two subset areas was also 
compared. Using the entire images and regardless of their sizes, there were 12 and 
1504 patches observed from the intact and non-intact areas, respectively. 
 
 Connectivity Analysis 
Integral Index of Connectivity (IIC) and Probability of Connectivity (PC) 
were put into consideration for connectivity analysis in this study. Those parameters 
were examined using dIIC and dPC. This is because they have the ability to improve 
the characteristics of other existing indices for landscape conservation planning such 
as responding to habitat fragmentation and reacting to the loss of isolated patches 
(Baranyi et al., 2011; Saura et al., 2011a). The application of dIIC and dPC to the 
analysis of individual patch permits the identification and prioritisation of the Bulloak 
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Jewel Butterfly habitat conservation areas. This allows the ranking of habitat patches 
according to their contribution to landscape connectivity which serves as the criteria 
in the selection of the most critical patches for landscape conservation planning for 
Bulloak Jewel Butterfly habitat. 
The maximum dIIC and dPC values of Landsat-5 TM for a single habitat 
patch were above 95%. These values correspond to one of the stepping-stone patches 
in the Bulloak Jewel Butterfly’s habitat. These are remarkably high values since that 
Bulloak Jewel Butterfly’s habitat encompasses 158 habitat patches. In this case, node 
one was identified to have the highest priority for the habitat conservation of Bulloak 
Jewel Butterfly. 
Furthermore, the measurement of landscape connectivity at different spatial 
scale permitted the detection of detailed information given by each data such proven 
by the outputs of WorldView-2 and Landsat-5 TM. Obviously, WorldView-2 image 
with 2m spatial resolution has higher density (Pu and Landry, 2012) compared to 
Landsat-5 TM with 30m spatial resolution. There was about 88.5% of fold difference 
between WorldView-2 and Landsat-5 TM. This comparative analysis between two 
sensors demonstrates that the WorldView-2 sensor outperforms the Landsat-5 TM in 
identifying node of importance for connectivity analysis. 
With regards to the probability of direct dispersal between nodes as 
mentioned in Section 5.3.3, a dispersal distance of 2,000 m was applied to Bulloak 
Jewel Butterfly. This selection was based on  Sands and New (2002) findings that each 
subpopulation of the species out of 11 subpopulations surveyed, they found that the 
surveyed subpopulations extending 1.5 km from the northeast to southwest of the 
locality which they are occupying. Therefore, 2.0 km (or 2,000 m) was used in this 
study in order to give the maximum dispersal distance of this species. In addition, 2000 
m was also selected which corresponds to 0.5 (or 50%) probability of direct dispersal 
between nodes (patches). Saura and Torne (2009) calculated the probability of direct 
dispersal between nodes, from a decreasing negative exponential function of 
internodes distance. 
Connectivity analysis was also performed in this study to generate IIC and 
PC values. Except for node 1 from Landsat-5 TM (whole area), dPC consistently 
produced higher percentage of node of importance compared to dIIC. The details are 
shown in Appendices 5.1, 5.2 and 5.3. The limitation of comparing IIC with PC was 
found to have an   oversimplified representation of the inter-patch connections through 
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its binary model. In addition, the lower percentage of node of importance given by 
dIIC was due to IIC’s inability to modulate the strength of the connection (inter-patch 
connectivity) or the dispersal distance between two nodes that were separated by a 
distance above or below the chosen threshold (Saura and Pascual-Hortal, 2007). 
Similar to earlier works done by García-Feced et al. (2011) and Saura et al .(2011a), 
the identification and mapping of patches including its nodes of imprtance were 
justified in this study. 
 
 Conclusion 
Feature extraction analysis based on object-oriented approach was 
significantly useful in assisting rapid extraction and mapping of features from 
WorldView-2 imagery. This technique offered significant advantages in saving 
processing time in terms of image segmentation and classification. Most importantly, 
this image processing technique produced high classification accuracy for land cover 
mapping. 
In morphological spatial pattern analysis (MSPA), pixel size or spatial 
resolution was of significant interest because almost all landscape metrics were 
sensitive to pixel size. Many studies used varying spatial resolutions to examine 
ecological processes at different scales. For any given study area, the apparent forest 
structure depends on the pixel size of the input data or map. Pixel-level classification 
permits mapping and monitoring of spatial patterns at the pixel level which provides 
greater sensitivity to pattern changes over time. 
Based on the observations from Landsat-5 TM and WorldView-2 imagery, 
the proportion of forest pattern as shown in MSPA was sensitive to scale and total 
forest area. The pattern logarithmically decreased with growths in spatial resolution 
(pixel size). Further results from the analysis indicated that the greater the core 
percentage in an image, the smaller the bridge percentage may be found. Moreover, 
the greatest difference between intact and non-intact landscapes was observed in raw 
satellite imagery rather than in image convolution output. Thus, MSPA can be used to 
characterise the landscape pattern of Bulloak Jewel Butterfly habitat. 
Landscape connectivity of Bulloak Jewel Butterfly habitat was analysed 
through graph theory and inter- and intra-patch connectivity. The outputs from the 
node importance values of IIC (dIIC) and PC (dPC) permitted the identification and 
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prioritisation of areas for Bulloak Jewel Butterfly habitat conservation. These values 
ranked the habitat patches according to their contribution to landscape connectivity 
and served as the criteria in the selection of the most critical patches for landscape 
conservation planning. 
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SPECIES DISTRIBUTION MODELLING OF BULLOAK 
JEWEL BUTTERFLY 
 
 Introduction 
This chapter examines the distribution of Bulloak Jewel Butterfly using 
species distribution modelling by six different models representing different sets of 
variables. The process includes the use of occurrence dataset, specifically the 
‘presence-only’ data, and a set of relevant environmental or predictor variables 
applicable in maximum entropy (MaxEnt) method. The outputs from this chapter are 
useful to address two important questions: 
a) Which predictor variable provides the highest contribution in each MaxEnt 
model (Model 1 up to Model 6)?; and  
b) Which MaxEnt model represents the most suitable habitat for Bulloak Jewel 
Butterfly species? 
 
This chapter contributes to the establishment of a suitable model to be used 
in the determination of suitable habitat for the Bulloak Jewel Butterfly. It is divided 
into five sections. Section 6.2 discusses a succinct review related to the issue of species 
distribution modelling (SDM) and a specific SDM method (i.e. MaxEnt) that has been 
selected in this study. This section presents the general use of SDM as well as the 
justifications for the selection of maximum entropy (MaxEnt) model. In section 6.3, 
the materials and methods used in this study are presented. Sections 6.4 and 6.5 
encompass the results and discussions of the habitat suitability analysis. Finally, 
section 6.6 highlights the conclusions of the study, providing the summary of findings 
and their implications. 
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This study has the following specific objectives in addressing the Objective 3 
of this thesis: 
a) to generate and assess different maximum entropy (MaxEnt) models for 
Bulloak Jewel Butterfly species distribution;  
b) to distinguish the significant predictor variables in the selected models; and  
c) to identify the highly significant imagery variables in the species distribution 
model. 
 
 Species Distribution Modelling of Endangered Species 
 Species Distribution Modelling 
Species distribution modelling (SDM) is a numerical tool or model that has 
been created to predict the relationship between species distribution data (occurrences 
or abundance at known positions) and its environmental variables of selected site (Elith 
et al., 2011; Evans, 2011; Sillero, 2011). SDM is useful for many applications such as 
biodiversity, conservation and ecology studies (Boria et al., 2014; Clements et al., 
2012; Warren and Seifert, 2010) to gain ecological and evolutionary understandings 
and to predict potential species distribution across a landscape (Elith et al., 2011). 
Over the last decade, SDM is increasingly becoming popular since it offers 
significant information especially for rare or endangered species which is difficult to 
acquire from other techniques (Barve et al., 2011). Furthermore, SDM has been used 
to identify poorly sampled areas with a high potential of occurrence of rare species 
(Evans, 2011; Hernandez et al., 2006). It is also a useful tool for the selection of 
priority areas of the species and habitat conservation (Lyet et al., 2013). 
Nowadays, SDM is developed with the integration of statistical methods from 
field-based habitat studies together with remote sensing and GIS-based environmental 
layers (Wilson et al., 2013). Thus, it provides more sophisticated approach to address 
numerous questions especially for conservation planning. In that sense, species 
distribution maps which are the main output of the SDM would provide beneficial 
information in quantifying extinction risks and would suggest proper conservation 
strategies (Bradley et al., 2012; Lyet et al., 2013) of selected species. This approach 
was selected in order to predict the distribution of Bulloak Jewel Butterfly since this 
species has a very restricted distribution and is only known from several small patches 
in Southern Queensland (i.e. Leyburn and Goondiwindi). Due to its very restricted 
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distribution as well as its special habitat requirements, this situation makes it 
particularly vulnerable to threats such as land clearing for road widening, removal of 
bulloak trees, and forest fire. Thus, species distribution modelling for this species is 
essential. 
 
 Maximum Entropy 
The maximum entropy (MaxEnt) model is one of the species distribution 
modelling techniques with simple and precise mathematical formulations for making 
predictions from incomplete information (Elith et al., 2011, Phillips et al., 2006). 
MaxEnt is a niche-based model that signifies an estimation of a species ecological 
niche in the examined environmental condition (Elith et al., 2011). It has a number of 
features that make it compatible for species distribution modelling especially for those 
species that have ‘presence-only’ occurrences data. This model is not just limited to 
the modelling of species distribution but also applicable for all existing applications 
such as in conservation planning (Papeş and Gaubert, 2007), climatology (Ozawa et 
al., 2003), and epidemiology (Miller et al., 2009). 
Fundamentally, absence data (inverse of presence data) is hardly available 
especially for those poorly sampled areas where modelling is significantly essential 
for conservation purposes (Phillips et al., 2006). Thus, modelling techniques that 
required presence-only data are particularly valuable in most cases. This is the novelty 
of MaxEnt and makes it a well-known model in numerous ecological studies (e.g. Elith 
et al., 2010; Renner and Warton, 2013). 
The aim of MaxEnt is to determine a potential range of species by finding the 
probability distribution of maximum entropy (i.e. the most closes to uniform or most 
expansive) together with minimum constraint (Phillips and Dudík, 2008) that 
represents the occurrence of the species. It involves with the entropy (the degree of 
disorder) which is a basic concept in information theory that measures how many 
‘choice of predictor variable’ is required in modelling task (Phillips et al., 2006), that 
often encompass one or a set of predictor variables. Therefore, a distribution with 
greater entropy involves more choices together with less constraint and will produce 
determined (maximum) species distribution model (Warren and Seifert, 2010). 
The MaxEnt model is also determined from a set of sample locations where 
the species has been observed (occurrence data) together with a set of environmental 
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or predictor variables for a set of grid cells in a landscape. The model expresses the 
suitability of each grid cell as a function of the environmental variables at that grid 
cell. A high value at a particular grid cell indicates that the grid cell is predicted to 
have high suitability habitat for that species. The computed model is a probability 
distribution over all the grid cells. 
Compared to other species distribution methods, MaxEnt was the most 
proficient method in producing meaningful results with small sample sizes of less than 
10 (Hernandez et al., 2006). Furthermore, the use of MaxEnt in species distribution 
modelling offers a variety of advantages as summarised below (Phillips et al., 2006): 
a) It involves presence-only data together with environmental layers as predictor 
variables. 
b) It can incorporate interaction between different variables, represented either 
as continuous or categorical data. Both data can be used simultaneously. 
c) Its probability distribution has a simple mathematical algorithm. Thus, it is 
responsive for user with basic knowledge of mathematical background. 
d) Data over-fitting can be avoided by using a specific regulation. 
e) It is operational using presence or absence species data under a conditional 
model. 
f) It is a generative technique rather than discriminative which is an essential 
gain when the number of training data is inadequate. 
 
With the numerous advantages of using MaxEnt in SDM as specified above, 
MaxEnt was selected in this study to examine the species distribution of Bulloak Jewel 
Butterfly. 
 
 Methods 
 Research Framework 
The Input-Process-Output (I-P-O) model used in this study is presented in 
Figure 6.1. This model demonstrates the methodological framework on how the 
species distribution model (SDM) of the Bulloak Jewel Butterfly was operationalised. 
For the input, three datasets were used; occurrence data (presence-only data), predictor 
variables and sampling bias file. Under the process component, two types of data 
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processing operations were involved: the identification of collinearity using 
environmental niche model (ENM) tools and the operation of the SDM using the 
MaxEnt software (Phillips et al., 2006). Finally, the outputs of the framework were 
SDM maps and statistical information. 
In this study, a model of habitat suitability through the incorporation of 
environmental variables and moderate-scale Landsat-5 TM imagery were used to 
evaluate the geographical distribution of Bulloak Jewel Butterfly. This study sought to 
address the following key questions: 
a) What are the characteristics of the suitable habitat? 
b) What are the spatial pattern and area extent of suitable habitat for the Bulloak 
Jewel Butterfly species? 
c) What is the percentage of the suitable habitat currently employed? 
d) What are the environmental variables that constrict the current distribution of 
the species? and 
e) What are the environmental variables that enhance the current distribution of 
the species? 
 
 
Figure 6.1: Research framework used in species distribution modelling 
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 Dataset 
Detailed habitat assessments together with necessary datasets are essential in 
developing species distribution model (SDM) of selected species. According to Wilson 
et al. (2013), there were relative contribution of terrain, land cover and vegetation 
structure indices in assessing species distribution models of an endangered butterfly. 
Therefore, appropriate thematic layers (predictor variables) relevant known habitat 
factors were included in this study. There are 28 predictor variables with five 
categories (Table 6.3) used in this study. Five of the land cover maps such presented 
in Chapter 3 (Figures 3.10 to 3.14) were used in this analysis included the Landsat-5 
TM imagery, landuse, elevation, RE, and soil maps. These maps were used as base 
maps to generate suitable derivative layers (all proximity layers) from each dataset as 
described in section 3.4.3 of Chapter 3.  
 
 Maximum Entropy 
For the purpose of examining the species distribution of Bulloak Jewel 
Butterfly, the MaxEnt (Maximum Entropy) software package was employed. This 
software is freely accessible for educational and non-profit research use. It was 
developed by Steven Phillips, Miro Dudik and Rob Schapire (Dudik et al., 2004) with 
support from AT&T’s Research Lab, Princeton University and the Centre for 
Biodiversity and Conservation, American Museum of Natural History. The software 
consists of a ‘jar’ file (maxent.jar), which runs on any computer with 1.4 or advanced 
version of Java. 
 
6.3.3.1 MaxEnt Model Setting 
MaxEnt model needs three different directories prior to the execution of 
SDM: a) georeferenced occurrence data (samples/sightings), b) environmental or 
predictor variables and c) output. For the occurrence data, the file needs to be in *.csv 
format and provided with the coordinate information. Conversely, ASCII raster grid 
(*.asc) files are mandatory for predictor variables. The grids, either continuous or 
categorical data layers, must all have the same geographic bounds (projection system 
and area extent) and cell size. The coordinate system of the samples data should be the 
same as the one appears in predictor variables. An output folder also needs to be chosen 
within which the MaxEnt outputs will be kept. The output will be in logistic format 
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with an output file type of *.asc. The MaxEnt’s graphical user interface (GUI) is 
presented in Figure 6.2 below. The ‘Projection layers directory/file’ was set to blank 
on purpose since this part of the study intends to exclude future scenario modelling. 
 
 
Figure 6.2: User interface of the MaxEnt application for modelling species 
geographic distribution 
 
In order to evaluate the performance of the model, 25% of the occurrence data 
was selected as the ‘random test percentage’ (Hernandez et al., 2008; Phillips and 
Dudík, 2008) representing 5 out of 21 samples of the Bulloak Jewel Butterfly 
occurrence data. The remaining 75% was used as training samples. In this study, 
‘bootstrap’ approach was selected as a sampling technique (replicated run type). 
Whilst the bootstrap approach loses statistical independence of the training and test 
data, this technique, however, is optimal for study with few occurrences (Bajorski, 
2011; Elith et al., 2011). This method allows MaxEnt to test the whole population data 
by replacement of the data used to develop the model.  
Prior to running the MaxEnt models, ENMTools (Warren et al., 2010) was 
used to identify environmental variables with high correlations. The software 
calculated the Pearson correlation coefficient (r) of map pairs, based on the values of 
coincident cells on a pixel-by-pixel basis for the entire map coverage. In this study, if 
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two or more variables are highly correlated (r values greater than 0.8), they were 
excluded from the selection as an input in the modelling. 
In order to reduce the sampling bias in running the model, a bias file was 
included in the analysis to reduce the sampling bias. This file defines the location of 
‘background’ data in MaxEnt. MaxEnt uses a ‘background’ or ‘pseudo-absence’ data 
to provide a sample of the environmental conditions available in the modelled area 
(Phillips et al., 2009). Species occurrence data are usually spatially biased toward 
publicly reachable areas such as roads, towns, and other human disturbed areas 
(Phillips et al., 2009). This is because species are mainly fraught by human activities 
and the surveys are organised along roads and pathways. Thus, sampling bias needs to 
be corrected since the difference between occurrence data and background sample may 
lead to incorrect model. The most effective technique to address this issue is to use a 
‘target group’ background layer. In this study, distance between the road networks 
(proximity layer) together with the Bulloak Jewel Butterfly sightings were selected as 
target group background layer. The method employed here followed the procedures 
implemented by Falck et al. (2014) in their study involving invasive plant species 
distribution modelling. 
 
6.3.3.2 Establishment of MaxEnt Models  
Summarised in Table 6.1, six models were applied in this study wherein the 
first five of them were classified as ‘Models 1 to 5’ which represented by all 
uncorrected predictor variables (land cover/use and imagery layers). The remaining 
one was classified as ‘Model 6’ that specifies the uncorrelated imagery layers only. 
 
Table 6.1: Six MaxEnt models applied for species distribution of Bulloak Jewel 
Butterfly 
Model Description 
1 Top 5 of AUC value of training data (all uncorrelated predictors) 
2 Top 10 of AUC value of training data (all uncorrelated predictors) 
3 All uncorrelated predictors 
4 Highest AUC value of training data per category (all uncorrelated predictors) 
5 Top 2 of the highest AUC value of training data per category (all uncorrelated 
predictors) 
6 All uncorrelated imagery predictors 
(Note: AUC = area under the ROC curve, ROC = receiver operating characteristic)  
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Tables 6.2 and 6.3 present the 28 predictor variables and five different 
categories used in this study, respectively. Those predictor variables are significant 
variables that could influence the habitat preference and distribution of Bulloak Jewel 
Butterfly in the study area. The details of habitat preference and distribution of Bulloak 
Jewel Butterfly were presented in Table 2.1. 
As regard to Table 6.2, there were four categorical data of predictor variables 
such as soil, RE, landuse, and landform while the rest are characterised as continuous 
data. From Table 6.2, these predictor variables were ranked from the highest to the 
lowest value of area under the receiver operating characteristic (ROC) curve (AUC). 
The area under the ROC curve (AUC) should be as close to 1.0 as possible; an AUC 
of 0.5 indicates suitability no better than random chance. 
In addition, the main advantage of ROC analysis is that area under the ROC 
curve (AUC) provides a single measure of model performance and independent of any 
particular choice of threshold (Phillips et al., 2006).The ROC analysis represents the 
level of accuracy of the training data and predictor variable. Initially, each predictor 
variable was run in MaxEnt independently in order to get the AUC value of the training 
data. Then, the generated values were used to rank the predictor variables (Table 6.2) 
from the highest (0.877) to the lowest values (0.500) corresponding to ‘distance from 
pasture’ and ‘Landsat-5: Band 1 (L5: B1)’, respectively. This ranking was used as a 
reference for the selection of appropriate predictor variables in each model (Models 1 
to 6). 
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Table 6.2: The AUC value and data type of predictor variables used in the study 
No. Predictor Variable (Overall) 
Accuracy 
(AUC) 
Data Type 
1 Distance from pasture 0.877 Continuous 
2 
Distance from related regional ecosystem (RE) 
associate with Bulloak Jewel Butterfly 
0.874 
Continuous 
3 Soil  0.870 Categorical  
4 Distance from water body 0.849 Continuous 
5 Band ratio: Band 3/Band 1 0.803 Continuous 
6 Band ratio: Band 4/Band 5 0.757 Continuous 
7 Principal Component 1 (PC 1) 0.743 Continuous 
8 Distance from road network 0.737 Continuous 
9 Slope 0.737 Continuous 
10 Band ratio: Band 4/Band 3  0.736 Continuous 
11 Normalized Difference Vegetation Index (NDVI) 0.736 Continuous 
12 Principal Component 3 (PC 3) 0.732 Continuous 
13 Digital Elevation Model (DEM) 0.727 Continuous 
14 Distance from forest 0.724 Continuous 
15 Landsat-5: Band 7 (L5: B7) - Shortwave-infrared 2 0.707 Continuous 
16 Landsat-5: Band 5 (L5: B5) - Shortwave-infrared 1 0.692 Continuous 
17 Regional Ecosystem (RE)  0.679 Categorical 
18 Principal Component 2 (PC 2) 0.674 Continuous 
19 Landsat-5: Band 4 (L5: B4) - Near-infrared 0.652 Continuous 
20 Landsat-5: Band 2 (L5: B2) - Green 0.626 Continuous 
21 Landsat-5: Band 3 (L5: B3) - Red 0.624 Continuous 
22 Landuse  0.622 Categorical 
23 Foliage Projective Cover (FPC) 0.595 Continuous 
24 Curvature 0.584 Continuous 
25 Aspect 0.580 Continuous 
26 Distance from drainage network 0.544 Continuous 
27 Landform 0.523 Categorical 
28 Landsat-5: Band 1 (L5: B1) - Blue 0.500 Continuous 
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As listed in Table 6.2, predictor variables were then categorised into five 
classes namely topography, land cover, landuse, soil and proximity layer as depicted 
in Table 6.3. Having no derivative layers produced from landuse and soil variables, 
each of them was used directly as a single category. Furthermore, the proximity layer 
was generated using Euclidean distance proximity analysis with input data in raster 
format. The distance values such as distance from the pasture and distance from the 
forest were generated from the landuse data. 
Table 6.3: Categories of predictor variables 
Category Rank Predictor Variable 
AUC 
Value 
A. Topography 
1 Slope 0.737 
2  Digital Elevation Model (DEM) 0.727 
3 Curvature 0.584 
4 Aspect 0.580 
5 Landform  0.523 
B. Land Cover 
1 Band ratio: Band 4/Band 2 0.803 
2 Band ratio: Band 4/Band 5 0.757 
3 Principal Component 1 (PC 1) 0.743 
4 Normalized Difference Vegetation Index (NDVI)  0.736 
5 Band ratio: Band 4/Band 3 0.736 
6 Principal Component 3 (PC 3) 0.732 
7 Landsat-5: Band 7 (L5: B7) – Shortwave-infrared 2  0.707 
8 Landsat-5: Band 5 (L5: B5) – Shortwave-infrared 1 0.692 
9 Regional Ecosystem (RE) 0.679 
10 Principal Component 2 (PC 2) 0.674 
11 Landsat-5: Band 4 (L5: B4) - Near-infrared 0.652 
12 Landsat-5: Band 2 (L5: B2) - Green 0.626 
13 Landsat-5: Band 3 (L5: B3) - Red  0.624 
14 Foliage Projective Cover (FPC) 0.595 
15 Landsat-5: Band 1 (L5: B1) - Blue 0.500 
C. Landuse 1 Landuse  0.622 
D. Soil 1 Soil  0.870 
E. Proximity 
Layer 
1 Distance from pasture 0.877 
2 
Distance from related regional ecosystem (RE) 
associate with Bulloak Jewel Butterfly 
0.874 
3 Distance from water body 0.849 
4. Distance from road network 0.737 
5. Distance from forest 0.724 
6. Distance from drainage network 0.544 
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Based on the AUC value of training data, the top 5, top 10 and entire 
uncorrelated predictor variables are presented in Tables 6.4, 6.5, and 6.6, respectively. 
 
Table 6.4: The top 5 predictor variables from all uncorrelated predictors (Model 1) 
Rank  Predictor Variable AUC Value 
1 Distance from pasture 0.877 
2 Distance from related regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
0.874 
3 Soil 0.870 
4 Distance from water body 0.849 
5 Band ratio: Band 4/Band 2 0.803 
 
Table 6.5: The top 10 predictor variables from all uncorrelated predictors (Model 2) 
 
 
 
 
 
 
 
 
  
Rank  Predictor Variable AUC Value 
1 Distance from pasture 0.877 
2 Distance from related  regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
0.874 
3 Soil 0.870 
4 Distance from water body 0.849 
5 Band ratio: Band 4/Band 2 0.803 
6 Band ratio: Band 4/Band 5 0.757 
7 Distance from road network 0.737 
8 Slope 0.737 
9 Normalized Difference Vegetation Index 
(NDVI) 
0.736 
10 Digital Elevation Model (DEM) 0.727 
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Table 6.6: Ranking of all predictor variables from all uncorrelated predictors  
(Model 3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
This study also incorporated Models 4 and 5 which are specifically focused 
on the highest (Table 6.7) and the second highest (Table 6.8) AUC value per category. 
These models were put into consideration in order to analyse the contribution and 
impact of each predictor variable based on their categories. This is one of the 
innovations of this study since there is no published paper that included the analyses 
of contribution and impacts of each predictor variable based on their categories. 
 
Table 6.7: The predictor variables with the highest AUC value per category  
(Model 4) 
 
 
 
 
 
Rank  Predictor Variable AUC Value 
1 Distance from pasture 0.877 
2 Distance from related regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
0.874 
3 Soil 0.870 
4 Distance from water body 0.849 
5 Band ratio: Band 4/Band 2 0.803 
6 Band ratio: Band 4/Band 5 0.757 
7 Distance from road network 0.737 
8 Slope 0.737 
9 Normalized Difference Vegetation Index 
(NDVI) 
0.736 
10 Digital Elevation Model (DEM) 0.727 
11 Distance from forest 0.724 
12 Landsat-5: Band 7 (L5: B7) - Shortwave-
infrared 2 
0.707 
13 Regional Ecosystem (RE) 0.679 
14 Landsat-5: Band 4 (L5: B4) - Near-infrared 0.652 
15 Landuse 0.622 
16 Foliage Projective Cover (FPC) 0.595 
17 Curvature 0.584 
18 Aspect 0.580 
19 Distance from drainage network 0.544 
Rank  Category  Predictor Variable 
1 Topography  Slope 
2 Land cover Band ratio Band 4 /Band 2 
3 Landuse  Landuse 
4 Soil  Soil 
5 Proximity Layer Distance from pasture 
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Table 6.8: The predictor variables with second highest AUC values per category 
(Model 5) 
Rank Category  Predictor Variable 
1 Topography  Slope 
Digital Elevation Model (DEM) 
2 Land cover Band ratio: Band 4/Band 2 
Band ratio: Band 4/Band 5 
3 Landuse  Landuse 
4 Soil  Soil 
5 Proximity Layers Distance from pasture 
Distance from related regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
 
 
With respect to predictor variables from all uncorrelated imagery layers using 
Landsat-5 TM, Table 6.9 below summarises its ranking. These predictor variables 
were used to generate Model 6. 
 
Table 6.9: The predictor variables from all uncorrelated imagery layers only 
(Model 6) 
 
 
 
 
 
6.3.3.3 Model Evaluation 
The performance of the MaxEnt model was then evaluated. The first step in 
evaluating the performance of models produced by different algorithms was to verify 
whether those models performed significantly better than random through a process 
called threshold-dependent/independent evaluation (Phillips et al., 2006). In this study, 
threshold-independent evaluation was chosen since this method allows comparison 
between algorithms or models. The threshold-independent evaluation is based on 
receiver operating characteristic (ROC) analysis which demonstrates the performance 
of each model at all possible thresholds by a single value of the area under the curve 
(AUC) (Elith et al., 2011). AUC values then are used to compare the performance 
between models. 
Rank  Predictor Variable 
1 Band ratio: Band 4/Band 2 
2 Band ratio: Band 4/Band 5 
3 Normalized Difference Vegetation Index (NDVI) 
4 Landsat-5: Band 7 (L5: B7) – Shortwave-infrared 2 
5 Landsat-5: Band 4 (L5: B4) - Near-infrared 
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Basically, MaxEnt provides threshold values based on a variety of statistical 
measures in the ‘maxentResults.csv’ as listed in the output directory of each model. 
Some of the common thresholds used are: 1) minimum training presence logistic 
threshold, 2) 10 percentile training presence logistic threshold, 3) equal training 
sensitivity and specificity logistic threshold and 4) maximum training sensitivity plus 
specificity (Liu et al. 2013; Norris 2014). In this study, maximum training sensitivity 
plus specificity was used to get the threshold value of each model since Norris (2014) 
and Liu et al. (2013) had found that maximum training sensitivity plus specificity to 
be a promising selection method for presence-only data. 
 
6.3.3.4 Analysis of Variable Contributions 
Once the species distribution map was produced according to the selected 
MaxEnt model, analysis of variables contributions also generated. Different MaxEnt 
models have different outputs of probability of species distribution which highly 
depends on the type of predictor variable being used in each model. Naturally, the 
purpose of running the species distribution modelling is to investigate which predictor 
variables matter most for the species being modelled or else which predictor variables 
are contributing to fit the model. This information can be gathered from the “analysis 
of variable contributions” table of the model. 
The model is reassessed on the permuted data and the resulting drop in 
training AUC value. The value had been normalized to percentages. As with the 
variable “jackknife”, variable contributions should be interpreted with caution when 
the predictor variables are correlated. In this case, this is the main reason why only 
uncorrelated predictor variables were selected as inputs in the MaxEnt run. 
 
6.3.3.5 Reclassification of Species Distribution Map 
Species distribution map was then produced based on unclassified values (i.e. 
continuous values). Then, those values were classified based on the three categories of 
habitat suitability of species distribution (Table 6.10). The reason of using 
reclassification map is to have more specific and additional analysis in observing the 
effect given by a specific predictor or a group of predictor variables in each model. In 
addition, reclassification map also useful in making comparison between models or 
between their projected scenario models as well as to make it easy in analysing the 
Chapter 6   Species Distribution Modelling of BJB 
142 
 
different level of habitat suitability areas. This type of map classification (low, 
medium, and high suitability areas) were also performed by Slater and Michael (2012) 
in predicting the current and future potential distribution of macro-parasitic disease 
using MaxEnt model. 
The classified values are summarised in Table 6.10 with low and high values 
representing low and high probability distribution, respectively. 
 
Table 6.10: The classified values of habitat suitability used to create the species 
distribution map of Bulloak Jewel Butterfly 
No.  Class Range  
1 Low 0 to 0.3 
2 Medium more than 0.3 to 0.6 
3 High more than 0.6 and above 
 
 Results 
 Model Evaluation 
Table 6.11 shows the threshold-independent evaluation for each model in this 
study which represents the sensitivity versus specificity of the ‘presence-only’ data. 
 
Table 6.11: Comparative analysis of the sensitivity and specificity for Bulloak Jewel 
Butterfly (BJB) given by each MaxEnt model 
Model  Sensitivity vs. Specificity for Hypochrysops piceata (BJB) 
1 
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2 
 
3 
 
4 
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5 
 
6 
 
 
 
Figure 6.3 shows a comparison of AUC values of training data generated from 
six different MaxEnt models. The values were found to be significantly high with the 
lowest value is above 0.800. 
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Figure 6.3: Comparison of AUC values from six MaxEnt models 
 
From Figure 6.3, Model 3 produced the highest value of AUC (0.991) with 
represented by 19 (all) uncorrelated predictor variables used in the MaxEnt model. 
Furthermore, those models with uncorrelated predictor variables (imagery and feature-
based) have AUC values of greater than 0.940 while model with uncorrelated imagery 
layers has AUC value of 0.880. From the acceptable AUC values given by the six 
models, the maps of MaxEnt models can be plotted and subsequently discussed in 
section 6.4.2. 
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 Species Distribution Maps from of Six MaxEnt Models 
The generated species distribution maps of Models 1 to 6 are presented in 
Figures 6.4 to 6.9. 
 
 
Figure 6.4:  Generated unclassified (a) and classified (b) MaxEnt map for Model 1 
 
 
Figure 6.5: Generated unclassified (a) and classified (b) MaxEnt map for Model 2 
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Figure 6.6: Generated unclassified (a) and classified (b) MaxEnt map for Model 3 
 
 
Figure 6.7: Generated unclassified (a) and classified (b) MaxEnt map for Model 4 
 
  
Chapter 6   Species Distribution Modelling of BJB 
148 
 
 
 
 
 
Figure 6.9: Generated unclassified (a) and classified (b) MaxEnt map for Model 6 
 
Based on the generated species distribution maps from six MaxEnt models, 
the percentage (%) of the suitable habitat currently employed by Bulloak Jewel 
Butterfly can be calculated (Table 6.12). The suitability of habitat (%) of Bulloak 
Jewel Butterfly from each model was classified in three classes as shown below. 
  
Figure 6.8: Generated unclassified (a) and classified (b) MaxEnt map for Model 5 
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Table 6.12: Habitat suitability percentage (%) of Bulloak Jewel Butterfly from 6 
MaxEnt models 
Model Low (%) Medium (%) High (%) 
1 82.14 13.71 4.15 
2 88.04 9.34 2.62 
3 91.42 6.58 2.00 
4 86.48 7.90 5.62 
5 89.14 6.92 3.94 
6 47.58 38.47 13.95 
 
 
 Analysis of Variable Contributions 
The following tables (Tables 6.13 to 6.18) present the estimated values of 
comparative contributions of each predictor variable under different MaxEnt models. 
Tables 6.13 and 6.14 indicate the variable contributions for the top 5 and the top 10 of 
AUC values of training data, respectively. In most cases (Models 1 to 6), the most 
significant variable with high percentage of variable contributions was presented by 
“Soil” and followed by “Distance from road network” and “Band ratio: Band 4/Band 
2”. 
 
Table 6.13: Percentage contribution of top 5 predictor variables from uncorrelated 
predictors in Model 1  
Rank 
Variable Contribution (%) 
Permutation 
importance 
1 Soil 76.0 28.4 
2 Band ratio: Band 4/Band 5 11.9 15.5 
3 Distance from related regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
5.9 49.7 
4 Distance from water body 4.5 1.4 
5 Distance from pasture  1.7 5.0 
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Table 6.14: Percentage contribution of top 10 predictor variables from uncorrelated 
predictors in Model 2 
Rank 
Variable Contribution (%) 
Permutation 
importance 
1 Soil 59.2 16.9 
2 Distance from road network 15.0 12.8 
3 Band ratio: Band 4/Band 2 10.9 21.3 
4 Distance from related regional ecosystem 
(RE) associate with Bulloak Jewel Butterfly 
5.0 12.6 
5 Distance from water body 3.7 0 
6 Slope  2.2 29.6 
7 Band ratio: Band 4/Band 5 2.2 6.6 
8 Digital Elevation Model (DEM) 1.1 0.2 
9 Distance from pasture 0.7 0 
10 Normalized Different Vegetation Index 
(NDVI) 
0 0 
 
Variable contributions for Models 3 to 6 were presented accordingly in Tables 
6.15 to 6.18. 
 
Table 6.15: Percentage contribution of all uncorrelated predictor variables in Model 3 
 
Rank 
Variable 
Contribution 
(%) 
Permutation 
importance 
1 Soil 51.0 10.5 
2 Distance from road network 14.6 3.9 
3 Band ratio: Band 4/Band 2 5.2 17.3 
4 Distance from related regional ecosystem (RE) 
associate with Bulloak Jewel Butterfly 
4.6 17.7 
5 Distance from drainage  4.3 6.0 
6 Landuse 4.2 0.8 
7 Distance from water body   2.4 0.8 
8 Slope  2.3 12.9 
9 Aspect  2.2 0.6 
10 Distance from forest  2.1 9.3 
11 Distance from pasture  1.7 10.2 
12 Band ratio: Band 4/Band 5 1.5 1.1 
13 Regional Ecosystem (RE)   1.5 0.2 
14 Digital Elevation Model (DEM) 0.9 5.2 
15 Landsat-5: Band 4 (L5: B4) - Near-infrared 0.6 0.3 
16 Foliage Projective Cover (FPC) 0.5 2.8 
17 Landsat-5: Band 7 (L5: B7) - Shortwave-infrared 2 0.3 0.3 
18 Normalized Different Vegetation Index (NDVI) 0 0 
19 Curvature  0 0 
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Table 6.16: Percentage contribution of predictor variables with highest AUC values of 
training data per category of Model 4 
Rank 
Variable 
Contribution 
(%) 
Permutation 
importance 
1 Soil 72.2 13.3 
2 Band ratio: Band 4/Band 2  15.8 38.7 
3 Slope  4.3 37.9 
4 Landuse 4.3 1.3 
5 Distance from pasture 3.4 8.7 
 
 
Table 6.17: Percentage contribution of predictor variables with the second highest 
AUC values of training data per category of Model 5  
Rank 
Variable 
Contribution 
(%) 
Permutation 
importance 
1 Soil 65.2 16.3 
2 Band ratio: Band 4/Band 2 15.0 17.2 
3 Distance from related regional ecosystem (RE) 
associate with Bulloak Jewel Butterfly 
5.6 21.9 
4 Landuse 4.7 1.8 
5 Band ratio: Band 4/Band 5 4.0 18.5 
6 Slope 3.8 21.6 
7 Digital Elevation Model (DEM) 1.3 0.7 
8 Distance from pasture 0.4 2.0 
 
 
Table 6.18: Percentage contribution of predictor variables from Landsat-5 TM 
uncorrelated imagery layers in Model 6 
Rank 
Variable 
Contribution 
(%) 
Permutation 
importance 
1 Band ratio: Band 4/Band 2 73.7 69.0 
2 Band ratio: Band 4/Band 5 11.7 28.9 
3 Landsat-5: Band 7 (L5: B7) - Shortwave-infrared 2 10.7 2.1 
4 Normalized Different Vegetation Index (NDVI) 3.3 0 
5 Landsat-5: Band 4 (L5: B4) - Near-infrared 0.5 0 
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 Discussion 
 Model Evaluation 
Threshold-independent evaluation is a common method to compare model 
performance between models or different algorithms in MaxEnt, which uses receiver 
operating characteristic (ROC) curves analysis (Elith et al., 2011; Phillips et al., 2006). 
The gain of ROC analysis is that area under the ROC curve (AUC) gives a single 
measure of model performance and independent of any particular choice of threshold. 
The value of area under the ROC curve (AUC) within a range of 0.5 to 1 represented 
by MaxEnt indicates better discrimination of suitable versus unsuitable areas for the 
species (Elith et al., 2011; Hernandez et al., 2008). 
As shown in Figure 6.8, the AUC values were found to be reasonably high 
with the lowest value above 0.800. Thus, all six MaxEnt models for Bulloak Jewel 
Butterfly consistently performed significantly better than value of 0.5. Once again, the 
details of each model are given below: 
a) Model 1: Top 5 of AUC value of training data (all uncorrelated predictors) 
b) Model 2: Top 10 of AUC value of training data (all uncorrelated predictors) 
c) Model 3: All uncorrelated predictors 
d) Model 4: Highest AUC value of training data per category (all uncorrelated 
predictors) 
e) Model 5: Top 2 of the highest AUC value of training data per category (all 
uncorrelated predictors) 
f) Model 6: All uncorrelated imagery predictors 
 
Model 3 (all uncorrelated variables) produced the highest value of AUC 
(0.991) with 19 uncorrelated predictor variables used in the MaxEnt model. On the 
other hand, those models with uncorrelated predictor variables (Models 1 to 5) have 
AUC values of greater than 0.940 signifying consistent performance that are 
comprehensively influenced by the structure of the MaxEnt model used, as well as the 
species occurrence (Hernandez et al., 2006). However, Model 6 with all uncorrelated 
imagery layers has AUC value of 0.880. Each model was examined with a unique 
training dataset as specified by Models 1 to 6. Models were evaluated for their 
capability to predict a positive occurrence at the locality of the model formulation 
(Hernandez et al., 2008). 
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In addition, the use of categorical predictor variables (in addition to the 
continuous variables) had improved MaxEnt performance throughout Models 1 to 5. 
This situation was significantly highlighted by Model 3 (all uncorrelated predictors) 
and Model 5 (top 2 of the highest AUC value of training data per category). Model 3 
had three categorical predictor variables out of all 19 variables, while Model 5 had two 
categorical data out of 10 predictor variables. This outcome is in agreement with the 
findings of Phillips et al. (2006), which highlighted the significant contribution of 
categorical data in their study. In contrast to the generally similar pattern of habitat 
suitability of Bulloak Jewel Butterfly given by Models 1 to 5, Model 6 (all uncorrelated 
imagery predictors) gave the lowest accuracy of AUC value since all predictor 
variables used in this analysis were of continuous data type. 
 
 Species Distribution Maps from Six MaxEnt Models 
Based on threshold-independent evaluation (Phillips et al., 2006), the six 
models examined in this study produced interpretable predictions of the potential 
species distribution for Bulloak Jewel Butterfly. Generally, all maps have nearly the 
same pattern of habitat suitability or probability of Bulloak Jewel Butterfly except for 
Model 6 (all uncorrelated imagery predictors). For Models 1 to 5, their species 
distribution patterns are uniformly clustered. This species distribution pattern might 
be related with the small sample size of occurrence data as well as clustered data of 
Bulloak Jewel Butterfly sightings as shown in Figure 6.2. This issue also had been 
observed by Falck et al. (2014). The clustered data caused MaxEnt to over-fit the 
model to the environmental conditions at those limited locations (Syfert et al., 2013). 
Model 6 (all uncorrelated imagery predictors) produced no particular pattern of habitat 
suitability since this model was assessed using only the uncorrelated imagery layers of 
Landsat-5 TM. Therefore, the species distribution pattern for Model 6 is totally 
different in comparison with the other five models. The reason behind the use of Model 
6 in this study was to assess the effect of imagery layers in the species distribution 
model. 
Furthermore, as shown in Table 6.14, the habitat suitability area of Bulloak 
Jewel Butterfly given by each MaxEnt model was classified in three different classes 
namely ‘low’, ‘medium’ and ‘high’. Generally, the habitat suitability rate produced by 
each model is varied, and ‘low’ class was always given the highest suitability in each 
MaxEnt model. Ideally, Model 4 (highest AUC value of training data per category) 
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was chosen to be the best MaxEnt model in this study based on certain factors, such 
as this model has had the highest number of ‘high’ class of habitat suitability, 
appropriate number of input data for MaxEnt model (simple and just five datasets that 
represent five different categories of dataset) as well as a high AUC value.  
 
 Analysis of Variable Contributions 
The analysis of variable contributions can be used in answering the question 
on which environmental or predictor variables can enhance the prediction of Bulloak 
Jewel Butterfly’s distribution. Different models have different lists of variable 
contributions, represented by the percentage of contribution and permutation 
important. The top ranking value in the list of analysis of variable contribution 
represents the highest percentage contribution of predictor variable in that model. 
For Model 1, the predictor variables of ‘soil’ and ‘distance from pasture’ were 
listed as the highest and the lowest percentage of variable contributions, respectively. 
In addition, the highest and the lowest percentage of variable contributions for Model 
2 were represented by ‘soil’ and ‘NDVI’ variables, correspondingly. Same situations 
were observed for Models 3 to 5 whereas ‘soil’ variable always produced the highest 
percentage of variable contribution. As shown in Table 6.2, ‘soil’ was listed as the 
third ranking of the AUC value for the whole list of predictor variables and the first 
ranking of the AUC value for the categorical data group. Furthermore, for Model 6, 
the highest percentage contribution of predictor variables from Landsat-5 TM 
uncorrelated imagery layers are given by ‘band ratio: band 4/band 2’. While, ‘Landsat-
5: band 4’ was categorised as the lowest percentage contribution of predictor variables 
for Model 6. 
As regards to the contribution of soil in most SDM models, Eskildsen et al. 
(2013) found that soil variable can significantly enhance the predictions of model. 
Moreover, there is sufficient evidence that species distributions are determined by soils 
and habitat factors at local and regional scales (John et al., 2007). Furthermore, soil is 
characterised depending on the soil moisture, texture, and nutrient availability and 
these important factors can determine the outcome of the plant or vegetation (Erb and 
Lu, 2013) at certain area. Therefore, this aspect can be related with the soil interaction 
towards the bulloak tree growth at specific area of Bulloak Jewel Butterfly habitat. 
For Model 6, ‘band ratio: band 4/band 2’ had promised the highest percentage 
contribution of predictor variables since band 4 signifies near infrared (NIR) band that 
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emphasizes biomass content of vegetation (Teillet et al., 2001). On the other hand, 
band 2 indicates green band which highlighted the health of vegetation as well as plant 
vigour (Teillet et al., 2001). Therefore, this band ratio is useful in the determination of 
vegetation cover. Besides, as found by Xiuping et al. (2006), Landsat-7 ETM: 4/2 
(band ratio) was proven useful in the detection of low density vegetation that can 
signify areas with probable natural growth due to forest developments. Band 4 (NIR) 
and band 2 (green) of Landsat-7 ETM are equivalent to the band 4 and band 2 of 
Landsat-5 TM, respectively. Therefore, these are comparable and their band ratio of 
band 4/ band 2 is great in indicating low density vegetation cover such as those 
preferred by Bulloak Jewel Butterfly. This situation was observed during the field 
survey which has shown that Bulloak Jewel Butterfly habitat commonly located in the 
open mixed woodland area. 
In addition, in all cases for those models that have NDVI as one of the model’s 
input, NDVI always produced the lowest percent contribution throughout the list 
which is close to 0. This situation had been highlighted by Tables 6.16, 6.17, and 6.20. 
The possible reason behind this situation is likely because the Bulloak Jewel Butterfly 
does not only depend on the vegetation cover to survive but mainly depend on the soil 
(related to RE), landuse, distance from road network, and distance from the pasture. 
 
 Conclusion 
Six MaxEnt models that had been generated were useful to examine the 
Bulloak Jewel Butterfly habitat suitability area. Threshold-independent evaluation 
method was used to compare the performance between six MaxEnt models which used 
the area under receiver operating characteristic (ROC) curve (AUC) value as a basis. 
Model 3 (all uncorrelated predictors which include all categories such as topography, 
land cover, landuse, soil, and proximity layer)) produced the highest AUC value. In 
contrast, Model 6 (five uncorrelated imagery predictors) which only involved land 
cover category as predictor variables signified the lowest AUC value of MaxEnt model 
for Bulloak Jewel Butterfly habitat suitability area. Each model was examined with a 
unique training dataset as specified by Models 1 to 6. Models were evaluated for their 
capability to predict a positive probability of species distribution of Bulloak Jewel 
Butterfly. Model 4 (the highest AUC value per category) was chosen to be the best 
MaxEnt model in this study because of its accuracy, efficiency and simplicity. 
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Generally, all species distribution maps have nearly the same pattern of 
habitat suitability of Bulloak Jewel Butterfly except for the Model 6 (all uncorrelated 
imagery layers). For Models 1 to 5, their species distribution patterns are consistently 
clustered. However, Model 6 produced different species distribution pattern since this 
model was assessed using only the uncorrelated imagery layers of Landsat-5 TM. 
 ‘Soil’ variable always produced the highest percentage of variable 
contribution for Models 1 to 5. While for Model 6, the highest percentage contribution 
of predictor variables is given by ‘band ratio: band 4/band 2’. In conclusion, maximum 
entropy modelling (implemented through MaxEnt) was proven to be an effective 
method in producing meaningful results even though the sample size of the sightings 
data is relatively small. 
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SCENARIO MODELLING OF LAND COVER CHANGES 
FOR BULLOAK JEWEL BUTTERFLY HABITAT 
 
 Introduction 
There is an increasing need to assess the potential impacts of land cover 
changes on the distribution of species, particularly for those studies related to local or 
fine-scale level. This present chapter 7 examined the impact of land cover changes on 
the distribution of Bulloak Jewel Butterfly species based on the application of four 
different modelling scenarios. Generally, this chapter is an extension of Chapter 6. The 
same methods as described in Chapter 6 were applied, which comprises the use of 
occurrence dataset (‘presence-only’ data), bias file, a set of environment layers 
together with an addition of projection variable that signifies the scenario file. 
Maximum entropy (MaxEnt) model was again used to run this analysis. Essentially, 
this chapter is addressing Objective 4 of this thesis which aimed to evaluate the likely 
impacts of land cover changes to the habitat suitability of Bulloak Jewel Butterfly. 
The specific objective of this study was to assess the predictive results given 
by four scenarios modelling in relation to the land cover changes towards the Bulloak 
Jewel Butterfly’s suitability area. This study aimed to assess the changes in the area of 
habitat suitability as determined by certain modelling scenarios. These modelling 
scenarios are described below: 
a) the area reduction of one (30 m) and two (60 m) pixels of regional ecosystem 
(RE) map that associated with Bulloak Jewel Butterfly habitat; 
b) the area reduction of one (30 m) and two (60 m) pixels of the Normalized 
Difference Vegetation Index (NDVI) layers;  
c) the removal of less than 20% of foliage projective cover (FPC) layer; and 
d) the removal of less than 40% of FPC layer. 
More sets of information are described in detailed in section 7.3.2. 
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This study also investigated the consistency (direction and magnitude) of 
changes between scenario models and evaluated the implications of land cover 
changes to the Bulloak Jewel Butterfly distribution. The novelty of this study is in 
highlighting the comparison between MaxEnt models generated from current and 
projected scenario models using reclass (high, medium, and low) outputs of habitat 
suitability map. Current model pertains to the model based on the recent or “business 
as usual” condition. This scenario modelling is also useful in identifying the predictor 
variables that could significantly contribute to the land cover changes of Bulloak Jewel 
Butterfly habitat. Furthermore, this study also intends to address the following issues: 
a) What are the spatial arrangement and area extent of suitable habitat (low, 
medium, and high habitat suitability areas) for the Bulloak Jewel Butterfly 
after incorporation of land cover change layers? 
b) What is the percentage of the suitable habitat within three suitability classes 
(low, medium, and high)? and; 
c) What is the implication of the incorporation of land cover change layers to 
the habitat suitability of Bulloak Jewel Butterfly? 
 
This chapter has five sections. Section 7.1 focuses on the introduction of the 
chapter. The summary related to the research issues on the current and potential 
(projection) scenario of species distributions are further discussed in section 7.2. The 
materials and methods used in this study are presented in section 7.3. The results and 
discussions of scenario modelling are explained in sections 7.4 and 7.5. Conclusions 
of the study are presented in the final section (Section 7.6) of this chapter. 
 
 Projection of Current and Future Scenario of Species 
Distribution 
 Forecasting Species Distribution 
Species are shifting their ranges or habitats at an unprecedented degree due 
to pressures by human activities as well as changes in environmental condition (Ardli 
and Wolff, 2009). The landuse or land cover changes as affected by human activities 
and the impacts of climate change are the keys drivers that led to the range-shifting of 
the wildlife species (Ardli and Wolff, 2009; Elith et al., 2010). Species range-shifting 
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occurred to most of wildlife species since they have the ability to move either by walk, 
fly, swim or even climb. Bulloak Jewel Butterfly is one of those animals that can move 
from one place to another. In this case, correlative species distribution modelling 
techniques such as MaxEnt, Poisson regression, boosted regression tree (BRT) and 
generalized additive model (GAM) were explored to predict the potential distributions 
of range-shifting species under current and future scenarios (Eskildsen et al., 2013; 
Phillips and Dudík, 2008; Renner and Warton, 2013). 
In addition, correlative species distribution modelling continuously shows 
some degree of temporal aspect considering the number of species’ record and 
environmental dataset acquired for a certain period (Elith et al., 2010; Elith and 
Leathwick, 2009). Thus, species distribution modelling uses the relationship generated 
between the surveyed distribution (occurrence data) of the species and corresponding 
environmental variables to predict the potential distribution of the species either for 
the current or future scenario modelling. Once the current model of species distribution 
has been developed, that model can be extrapolated to forecast potential geographic 
distribution and habitat suitability of certain species due to climate and land cover 
changes (Araujo and New, 2007; Rounsevell et al., 2006). 
As highlighted by Thuiller et al. (2004), there are three key elements that need 
to be considered in forecasting future species distribution. They are: 
a) the current (commonly used condition) model that acts as the reference model 
for comparison with the future scenario models; 
b) the addition or removal of certain environmental variables could either 
degrade or improve the projected future species distribution; and 
c) analysing the impact of not capturing the whole predictor variable of the 
species. 
Thus, these elements will be applied and examined in this study. 
 
Predicting the potential distribution of certain species is not an easy task due 
to availability of datasets and, in most cases, the occurrence dataset is inadequate or 
spatially biased especially for the poorly-studied landscapes (Guisan and 
Zimmermann, 2000; Hernandez et al., 2008; Wilson et al., 2013). Prediction of future 
species distribution from current species distribution modelling are commonly used 
for conservation planning purposes (Guisan and Thuiller, 2005). In the case of 
Chapter 7  Scenario Modelling of Land Cover Changes for BJB 
160 
 
predicting future distribution of Bulloak Jewel Butterfly species, MaxEnt is an ideal 
model to complement the issue of inadequate number of occurrence data of this 
butterfly species. MaxEnt model can generate good predictive ability even though at 
low sample sizes (Hernandez et al., 2008; Hernandez et al., 2006). Numerous 
published papers highlighted that MaxEnt model is significant in identifying the 
natural species distribution within their current range across the landscape (Phillips 
and Dudík, 2008; Phillips et al., 2006; Clements et al., 2012). In addition, MaxEnt 
model is also well-known in predicting potential future scenario of species distribution 
as found by some experts (Elith et al., 2010; Garcia et al., 2013; Guisan and Thuiller, 
2005). 
 
 Species Distribution and Habitat Suitability Due to Land use and Land 
Cover Changes 
There is increasing interests in assessing the potential impacts of climate 
change towards species distribution modelling, incorporating climate-related variables 
such as temperature, rainfall, and humidity (Araujo and New, 2007; Wiens et al., 2009) 
Such climate-related scenario modelling is significantly suitable for national or broad 
scale studies. However, there are limited studies that focus on the prediction of future 
scenario of species distribution responding to landuse and/or land cover changes 
(Beaumont and Duursma, 2012; Rounsevell et al., 2006). This is the uniqueness of this 
study which focuses on the implications of land cover changes within a limited area 
extent of Bulloak Jewel Butterfly’s distribution. Thus, the land cover scenario 
modelling is more significant to be incorporated in this study, not a climate change 
impact assessment which is commonly relevant to extensive area. 
The need to develop future land cover and/or landuse change scenarios 
modelling originated from the main role that human activities participate towards our 
ecosystem mainly to the environmental quality. Land cover, as well as landuse, is 
essential to our landscape (Kadıoğulları, 2013; Rounsevell et al., 2006). Thus, an 
understanding of how land cover and/or landuse changes could give impacts to our 
future environment is crucial. According to Beaumont and Duursma (2012), projection 
from land cover and/or landuse scenario modelling could split up extensively in 
magnitude and direction of changes. 
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 Methods 
 Research Framework 
The general research framework of MaxEnt used in this study was presented 
in Figure 6.1. Figure 7.1, on the other hand, represents the detailed workflow on how 
the current and potential future scenario modelling of MaxEnt model was performed. 
For the input, four datasets were used namely occurrence data (presence-only data), 
predictor variables, bias file and projection variables. The projection layer 
demonstrates the future scenario model. This analysis consists of two primary 
processes which include the projection layer’s data preparation in ArcGIS software 
(ESRI, 2013) and the operation of the species distribution modelling using MaxEnt 
software (Wilson et al., 2013). Finally, the outputs of this analysis are the habitat 
suitability maps and statistical information. 
In this analysis, a medium-scale model of habitat suitability through the 
integration of predictor variables, projection variables and selected derived layers of 
Landsat-5 TM imagery were used to assess the current and future (scenarios) habitat 
of Bulloak Jewel Butterfly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
OUTPUT PROCESS INPUT 
Scenario Modelling  
(ArcGIS 10.1) 
1. RE (Area Reduction 1) 
2. RE (Area Reduction 2) 
3. NDVI (Area Reduction 1) 
4. NDVI (Area Reduction 2) 
5. FPC (Area Reduction 1) 
6. FPC (Area Reduction 2) 
 
Species Distribution 
Model: 
(MaxEnt 3.3.3) 
SDM  
Map 
Statistical 
Information 
Predictor 
Variables 
Sampling Bias 
File 
Occurrence 
Data:  
Presence-only  
Projected 
Variables 
Figure 7.1: Research framework used in scenario modelling 
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 Identification of Scenario Models 
Four current models of MaxEnt were involved in this study, namely: 
a) Current Model 1 (CM1 - RE and NDVI as the inputs); 
b) Current Model 2 (CM2 - RE, NDVI, slope, landuse, and distance from the 
water body as the inputs); 
c) Current Model 3 (CM3 - FPC as the input); and 
d) Current Model 4 (CM4 - FPC and RE as the inputs).  
 
Once the “current model” of each MaxEnt model has been established, that model was 
used to extrapolate the potential geographic distribution and habitat suitability of 
Bulloak Jewel Butterfly affected by a specific land cover change. There is a specific 
reason why all these predictor variables were selected to be the inputs in analysing 
CM1 through CM4 as well as their corresponding projected scenarios. From the 
assessment and validation perspectives, the number of potential parameters to be 
estimated for the interactive effects rises exponentially with the number of predictor 
variables used in the model (Rushton et al., 2004). In addition, the best MaxEnt model 
produced from Chapter 6 (Model 4: the highest AUC value per category) was not used 
directly in this chapter since the main focus of Chapter 7 was to assess the land cover 
changes only. Those parameters from Model 4 (Chapter 6) were mix-up categories 
such as land cover, soil, and land use categories.  
The justifications on the selection of predictor variables used in this chapter 
are summarised in Table 7.1. These datasets were selected since they are related 
measures of land cover (Grimm et al., 2008; Lautenbach et al., 2011; Zhang et al., 
2015). The data category ranking, as well as the value of area under the receiver 
operating characteristic (ROC) curve (AUC) as specified in Chapter 6 (Tables 6.4 and 
6.5), were used as a base in this selection. Each predictor was analysed in MaxEnt 
individually in order to obtain it AUC value. The AUC value given by each variable 
was used as a basis in ranking up them in the predictor variable list. The AUC value 
signifies the level of accuracy of the predictor variable and was used to evaluate the 
discriminative ability of models (Bolliger et al., 2007). In addition, the significant 
contribution of selected variables to the development of habitat suitability map of 
Bulloak Jewel Butterfly are also incorporated, mainly in the discussion section (7.5.2). 
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Table 7.1: The justification for the selection of predictor variables used in the analysis 
No.  Predictor 
Variable 
Justification Data 
Category / 
Category’s 
Ranking  
AUC 
Value / 
Overall 
Ranking  
1 Regional 
ecosystem (RE) 
associated to 
Bulloak Jewel 
Butterfly 
This is the key criteria in assessing Bulloak 
Jewel Butterfly habitat since only selected 
REs were proven to have the sightings of 
Bulloak Jewel Butterfly. The attendance of 
bulloak trees also depends on the RE. 
In addition, RE also is a reflection of the 
bioregion that represents the primary level 
of biodiversity, indication of land zone that 
signifies where the RE is located and it 
indicates the different vegetation in the 
ecosystem (Lautenbach et al., 2011). 
Land cover /  
(9/15) 
0.679 /  
(17/28) 
2 Normalized 
Difference 
Vegetation 
Index (NDVI) 
NDVI is an indicator for vegetated and 
unvegetated areas (Thenkabail et al., 
2013). Thus, in order to relate the 
attendance of bulloak trees in that area, 
NDVI is the best layer to be used. 
Land cover /  
(4/15) 
0.736 /  
(11/28) 
3 Slope The first ranking in the topography 
category. 
Topography /  
(1/4) 
0.737 /  
(9/28) 
4 Landuse The first ranking in the topography 
category. 
Landuse /  
(1/1) 
0.622 /  
(22/28) 
5 Distance from 
water body 
Since the distance from the pasture (first 
rank) is an extraction from the landuse 
layer; the distance from RE associated with 
Bulloak Jewel Butterfly (second rank) also 
originated from RE layer. Therefore, 
distance from water body was selected 
from proximity layer category to be a 
predictor variable. 
Proximity 
Layer /  
(3/6) 
0.849 /  
(4/28) 
6 Foliage 
Projective Cover 
(FPC) 
As FPC is the percentage of ground area 
occupied by the vertical projection of the 
foliage of woody vegetation (Moffiet et al., 
2010), it can be considered to give a better 
indication of the influence of woody 
vegetation (Specht, 1983, Jiang et al., 
2004) in vegetated area. Thus, FPC has 
been selected to be used in CM3 and 
CM4. 
Land cover /  
(14/15) 
0.595 /  
(23/28) 
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As RE and FPC are the significant measures in assessing Bulloak Jewel 
Butterfly habitat such explained in Table 7.1, they were selected to accomplish the 
development of the CM1 and CM2. Figure 7.2 lists the predictor variables used in 
CM1, CM2 and their corresponding scenario models. 
 
CURRENT  SCENARIO 
Current Model 1 (CM1) 
 
Predictor Variables: 
1. Regional Ecosystem (RE) 
- categorical data 
2. Normalized Different Vegetation Index 
(NDVI) 
- categorical data 
 
 Scenario Model 1 (SM1) 
 
Predictor Variable: 
1. RE  
- area reduction of 1 pixel 
 Scenario Model 2 (SM2) 
 
Predictor Variable: 
1. RE  
- area reduction of 2 pixels 
Current Model 2 (CM2) 
 
Predictor Variables: 
1. RE   - categorical data 
2. NDVI   - categorical data 
3. Slope   - continuous data 
4. Landuse   - categorical data 
5. Distance from water body  
- continuous data 
 
 Scenario Model 3 (SM3) 
 
Predictor Variable: 
1. NDVI  
- area reduction of 1 pixel 
 Scenario Model 4 (SM4) 
 
Predictor Variable: 
1. NDVI  
- area reduction of 2 pixels 
 
Figure 7.2: Predictor variables used for CM1 and CM2 and their corresponding 
future scenario models 
 
CM1 produced four scenario models which was listed in Figure 7.2 and 
organised below. Same situation applied to CM2, but different in terms of number and 
type of predictor variables used. CM1 and CM2 mainly used RE associated to the 
Bulloak Jewel Butterfly habitat and NDVI as their predictor variables, but CM2 added 
another three predictor variables in the analysis, namely: slope, landuse and distance 
from the water body. 
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There were 10 models incorporated from both, CM1 and CM2 which listed 
all currents and projected scenario models. They were: 
a) Current Model 1 (CM1); 
b) Current Model 1 and Scenario Model 1 (CM1 SM1); 
c) Current Model 1 and Scenario Model 2 (CM1 SM2); 
d) Current Model 1 and Scenario Model 3 (CM1 SM3); 
e) Current Model 1 and Scenario Model 4 (CM1 SM4); 
f) Current Model 2 (CM2); 
g) Current Model 2 and Scenario Model 1 (CM2 SM1); 
h) Current Model 2 and Scenario Model 2 (CM2 SM2); 
i) Current Model 2 and Scenario Model 3 (CM2 SM3); and 
j) Current Model 2 and Scenario Model 4 (CM2 SM4) 
 
In addition, CM3, CM4 and their corresponding projected future scenario 
models were also implemented in this study. Both models primarily used the modified 
FPC as the input in the scenarios modelling. However, unmodified layer of RE that 
associated with Bulloak Jewel Butterfly habitat was used as additional input for CM4’s 
scenario modelling. The purpose of adding this unmodified RE layer is to investigate 
either RE layer could give significant contribution the projected future species 
distribution. Both, CM3 and CM4 produced only one scenario model. 
As FPC is the percentage of ground area covered by the vertical projection of 
foliage of woody vegetation (Walker and Hopkins, 1990), it can be considered as a 
great indicator of the influence of woody vegetation. Therefore, CM3 used FPC as its 
main projection layer with an adjustment of FPC percentage (i.e. value less than 20% 
of FPC coverage was removed). For CM4, only a projection layer of value less than 
40% of FPC was used since the contribution of removing value less than 20% of FPC 
had been observed from CM3 SM1. The scenario model of CM4 was identified as 
(CM4 SM1). The reason behind those modifications are to assess the impact of 
removing less than 20% and 40% of FPC under CM3 and CM4 scenarios, respectively. 
It is whether could disturb or improve the projected future species distribution as 
recommended by Thuiller et al. (2004). The predictor variables used for CM3 and 
CM4 as well as their corresponding projected scenario models is signified in Figure 
7.3. 
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CURRENT  SCENARIO 
Current Model 3 (CM3) 
Predictor Variables: 
1. Foliage Projective Cover (FPC)  
- continuous data 
 
 Scenario Model 1 (SM1) 
Predictor Variable: 
1. FPC 
- values less than 20% was removed 
   
Current Model 4 (CM4)  
Predictor Variables: 
1. Foliage Projective Cover (FPC) 
- continuous data 
 
2. Regional Ecosystem (RE) 
- categorical data 
 Scenario Model 1 (SM1) 
Predictor Variables: 
1. FPC 
- values less than 40% was removed 
 
 
Figure 7.3: Predictor variables used for CM1 and CM2 and their corresponding 
future scenario models 
 
There were four MaxEnt models produced from CM3 and CM4 as listed 
below. 
a) Current Model 3 (CM3) 
b) Current Model 3 and Scenario Model 1 (CM3 SM1) 
c) Current Model 4 (CM4) 
d) Current Model 4 and Scenario Model 1 (CM4 SM1) 
 
 Data Preparation 
As indicated in section 7.3.1, this study involved two primary developments: 
data preparation in ArcGIS software and the species distribution modelling using 
MaxEnt software. As a preparation to produce projection layers for CM1 and CM2, 
two modifications of RE input were involved. 
These modification involved a “shrink” process which signified in this study 
as an area reduction of selected zones by a specified number of cell or pixel of spatial 
data. An area reduction of one (30 m) pixel and two (60 m) pixels were applied to CM1 
and CM2, respectively. Conceptually, the shrink tool reduces specified zones by 
replacing them with the value of the cell that is most regularly exist in its 
neighbourhood (ESRI, 2013). In the shrinking process, the values of spurious cells 
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along zonal boundaries are changed to the value of their highest frequency neighbour 
(ESRI, 2013). Any cells that are not internal cells (those that cannot be viewed as a 
centre to eight nearest neighbours of the same value) could be substituted. Thus, the 
total area of selected layer will become smaller in size or amount. 
CM3 and CM4 also had involved with the data preparation stage to produce 
their projection layers. A modification of value less than 20% of FPC was removed 
from raw FPC layer prior to the execution of CM3 SM1. Same condition applied to 
CM4 with a removal of value less than 40% of FPC and used to produce CM4 SM1 
Therefore, there were news layer of FPC produced for CM3 and CM4 with only 
covered the area more than 20% and 40% of FPC, respectively. 
Once those layers had been selected and modified in ArcGIS software, then 
all layers were exported and run in MaxEnt software for modelling purposes. Each 
model was developed with same number of test and training samples. A 25% of 
occurrence data was selected as the ‘random test percentage’ (Hernandez et al. 2008; 
Phillips and Dudík 2008) signifying 5 out of 21 samples of the Bulloak Jewel Butterfly 
occurrence data. The outstanding, 75% of occurrence data was used as training 
samples. As applied in Chapter 6, a ‘bootstrap’ approach was also selected as a 
sampling technique (replicated run type) in this study. 
In this study, the final output of habitat suitability map was presented by a 
reclassification map with three habitat suitability (low, medium, and high) classes such 
discussed in section 6.3.3.5 (Chapter 6). 
 
 Mapping Species Distribution and Calculation of Descriptive Statistics 
Mapping species distribution modelling from CM1 to CM4 as well as their 
corresponding scenarios modelling, was the final stage in this study. Current and 
projected scenario modelling maps with the locations of the inferred changes were 
generated and classified into three habitat suitability classes. These include low, 
medium and high classes of habitat suitability areas for Bulloak Jewel Butterfly 
habitat. This kind of classification (moderate and strong) was also applied by Bolliger 
et al. (2007) in assessing potential impacts on the spatial distribution of seven open-
land species under landuse change scenarios. Furthermore, Hirzel et al. (2006) also 
implemented the similar classification method (low and high) in evaluating the ability 
of habitat suitability models for 114 plant species.  
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This enabled statistics of each class such as pixel count, total area of habitat 
suitability (hectare and percentage) of classified map as well as the mean and standard 
deviation of unclassified map are feasible to be quantified (Tables 7.4 up to 7.6). In 
addition, the coefficient of variation (CV), direction and magnitude of change for each 
model can easily be measured. Goberville et al. (2015) also used CV in identifying 
uncertainties for the projection of species distribution of two major functional groups 
of European trees with incorporation of projected future climatic scenarios. 
Wiens et al. (2009) used CV in their studies related to the projections of future 
species richness of bird species using four modelling approaches. They found that CV 
could help in establishing a context for interpreting and acting on the uncertainties 
accompanying those four projections. CV is an initial and coarse measure of 
uncertainty but it is a great approach that would assist researchers to determine the 
confidence level to place in model projections (Bučas et al., 2013; Goberville et al., 
2015; Wiens et al., 2009). 
 
 Results 
 Habitat Suitability Maps 
As two groups of current and projected scenario models were analysed based 
on their corresponding data inputs, two sets of species distribution maps and 
descriptive statistics were generated as listed below: 
a) Group A: CM1, CM2 and their corresponding projected scenarios and 
b) Group B: CM3, CM4 and their corresponding projected scenarios. 
 
Differences in spatial predictions of all models were interpreted from both; 
visual interpretation of each habitat suitability map and descriptive statistics of each 
model. Habitat suitability maps are presented in Figures 7.4 up to 7.17 while the detail 
explanations of descriptive statistics produced by each model is fully explained in 
section 7.4.2. 
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7.4.1.1 Group A 
Group A presents the outcome for CM1 and CM2 together with their 
corresponding projected scenarios. As identified in Figure 7.2, CM1 and CM2 used 
the RE associated to Bulloak Jewel Butterfly habitat and NDVI layers as predictor 
variables in executing their scenario models. The outcome from these analyses were 
presented as habitat suitability maps such depicted in Figures 7.4 up to 7.13. Figure 
7.4 through Figure 7.8 signify the maps for CM1 and it corresponding projected 
scenario models. 
 
 
Figure 7.4: Habitat suitability map for CM1 
(CM1 - RE and NDVI as the inputs) 
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Figure 7.5: Habitat suitability map for CM1 SM1 
(CM1 - RE and NDVI as the inputs; SM1 - one pixel of area reduction of RE layer) 
 
 
Figure 7.6: Habitat suitability map for CM1 SM2 
(CM1 - RE and NDVI as the inputs; SM2 - two pixels of area reduction of RE layer) 
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Figure 7.7: Habitat suitability map for CM1 SM3 
(CM1 - RE and NDVI as the inputs; SM3 - one pixel of area reduction of NDVI layer) 
 
 
Figure 7.8: Habitat suitability map for CM1 SM4 
(CM1 - RE and NDVI as the inputs; SM4 - two pixels of area reduction of NDVI 
layer) 
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Furthermore, the outcomes from CM2 and it four projected scenarios are 
presented in Figure 7.9 through Figure 7.13. 
 
 
Figure 7.9: Habitat suitability map for CM2 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs) 
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Figure 7.10: Habitat suitability map for CM2 SM1 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM1 - one pixel of area reduction of RE layer) 
 
 
Figure 7.11: Habitat suitability map for CM2 SM2 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM2 - two pixels of area reduction of RE layer) 
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Figure 7.12: Habitat suitability map for CM2 SM3 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM3 - one pixel of area reduction of NDVI layer) 
 
 
Figure 7.13: Habitat suitability map for CM2 SM4 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM4 - two pixels of area reduction of NDVI layer) 
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Visually, there were no extensive changes between CM2 and its 
corresponding projected scenario models in all habitat suitability classes. Generally, 
all CM2 models significantly show that their areas were covered by more than 50% of 
high suitability class. This observation could be verified using descriptive statistics 
which highlighted the areas (hectare and percentage) of high, medium, and low 
suitability areas. These information will be deliberated in section 7.4.2 (Table 7.2). 
 
7.4.1.2 Group B 
Group B presents the output for CM3 and CM4 together with their 
corresponding projected scenarios. As implemented for group A, the outputs from 
CM3 and CM4 are also presented as habitat suitability maps with such depicted in 
Figure 7.14 through Figures 7.17. Those maps also delineated three habitat suitability 
(i.e. low, medium and high) classes for the Bulloak Jewel Butterfly habitat. 
 
 
Figure 7.14: Habitat suitability map for CM3  
(CM3 - FPC as the input) 
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Figure 7.15: Habitat suitability map for CM3 SM1 
(CM3 - FPC as the input; SM1 - coverage less than 20% of FPC was removed) 
 
 
Figure 7.16: Habitat suitability map for CM4  
(CM4 - FPC and RE as the inputs) 
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Figure 7.17: Habitat suitability map for CM4 SM1 
(CM4 - FPC and RE as the inputs; SM1 - coverage less than 40% of FPC was removed) 
 
Graphically, the habitat suitability patterns given by CM3, CM4 and their 
corresponding projected models were slightly similar. There is no major changes 
between CM3 and it projected scenario models. Identical situation applied for CM4. 
Visually, all maps significantly shown that their areas were covered by more than 50% 
of high suitability area (red). This finding was further verified by descriptive statistics 
as presented in Table 7.3. 
 
 Descriptive Statistics and Direction of Changes 
Most of the descriptive statistics given by those selected models were 
different, but few were nearly the same. The statistics and direction of changes for 
CM1, CM2 and their corresponding scenario models are presented in Tables 7.2 and 
7.3, respectively. The direction and magnitude of change from one another (scenario 
versus current models) were compared from coefficient of variation (CV) value. 
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Table 7.2: Descriptive statistics and direction of changes for CM1 and its 
corresponding projected scenarios 
(Note: CV1 = CV relative to CM1) 
 
Table 7.3 indicates the descriptive statistics and direction of changes for CM2 
and its corresponding scenario models. 
Model Habitat 
Suitability 
Class 
Pixel  
Count 
Area  
(ha) 
Area  
(%) 
µ σ CV 
Direction 
and 
magnitude 
of change 
in CV1. 
CM1 Input: Reclassified RE and NDVI  
High  68,489 6,164.01 19.47 0.443 0.128 0.289 -  
Medium 47,771 4,299.39 13.58 
Low 235,518 21,196.62 66.95 
CM1 
SM1  
Projection Layer: RE_1 pixel of area reduction 
High 68,412 6,157.08 19.47 0.448 0.127 0.283 -0.006 
(Decrease) Medium 38,214 3,439.26 10.88 
Low 244,665 22,019.85 69.65 
CM1 
SM2  
Projection Layer: RE_2 pixels of area reduction 
High 68,368 6,153.12 19.48 0.452 0.126 0.279 -0.010 
(Decrease) Medium 31,448 2,830.32 8.96 
Low 251,075 22,596.75 71.55 
CM1 
SM3 
Projection Layer: NDVI_1 pixel of area reduction 
High 111,599 10,043.91 31.84 0.438 0.156 0.356 +0.067 
(Increase) Medium 42,424 3,818.16 12.10 
Low 196,526 17,687.34 56.06 
CM1 
SM4  
Projection Layer: NDVI_2 pixels of area reduction 
High 129,892 11,690.28 37.10 0.435 0.167 0.383 +0.094 
(Increase) Medium 39,179 3,526.11 11.19 
Low 181,035 16,293.15 51.71 
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Table 7.3: Descriptive statistics and direction of changes for CM2 and its 
corresponding projected scenarios 
(Note: CV2 = CV relative to CM2) 
 
Figure 7.18 shows the habitat suitability area (%) of CM1 and its projected 
scenario models which highlighted the comparison between the high (class 1) and 
medium (class 2) suitability areas of Bulloak Jewel Butterfly habitat. As regards to the 
comparison, relatively the CM1 SM1 and CM1 SM2 had the same percentage of high 
suitability area (class 1). Nevertheless, there were increments or habitat gain in high 
suitability area (class 1) and falloff of medium suitability area (class 2) for both CM1 
SM3 and CM1 SM4. These two classes (high and medium classes) were selected since 
they are more suitable towards conservation planning of Bulloak Jewel Butterfly 
habitat than low class (low suitability area). Thus, the low suitability area was not 
tabulated in the bar chart (Figure 7.18) since this area is less concern in term of 
suitability area to be dominated by Bulloak Jewel Butterfly. 
 
Model Habitat 
Suitability 
Class 
Pixel  
Count 
Area  
(ha) 
Area  
(%) 
µ σ CV 
Direction 
and 
magnitude 
of change 
in CV2. 
CM2 Input:  Reclassified RE, Reclassified NDVI, slope, landuse, and distance from water   
body 
High  234,070 21,066.30 66.54 0.233 0.209 0.897 - 
Medium 108,859 9,797.31 30.95 
Low 8,820 793.80 2.51 
CM2 
SM1  
Projection Layer: RE_1 pixel of area reduction 
High 230,774 20,769.66 65.69 0.236 0.211 0.894 -0.003 
(Decrease) Medium 111,382 10,024.38 31.71 
Low 9,134 822.06 2.60 
CM2 
SM2  
Projection Layer: RE_2 pixels of area reduction 
High 228,628 20,576.52 65.16 0.239 0.212 0.887 -0.010 
(Decrease) Medium 112,930 10,163.70 32.17 
Low 9,304 837.36 2.65 
CM2 
SM3 
Projection Layer: NDVI_1 pixel of area reduction 
High 239,007 21,510.63 68.19 0.226 0.208 0.920 +0.023 
(Increase) Medium 102,381 9,214.29 29.21 
Low 9,127 821.43 2.60 
CM2 
SM4  
Projection Layer: NDVI_2 pixels of area reduction 
High 241,110 21,699.90 68.87 0.223 0.207 0.928 +0.031 
(Increase) Medium 99,744 8,976.96 28.49 
Low 9,218 829.62 2.63 
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Figure 7.18: Habitat suitability area (%) of CM1 and its projection models 
 
High (class 1) and medium (class 2) suitability areas of CM2 and its projected 
scenario models is presents in Figure 7.19. As shown by the bar chart (Figure 7.19), 
there is no major change produced by CM2 SM1 as compared to CM2. As applied to 
CM1, the low suitability area of CM2 was also not presented in the bar chart (Figure 
7.19) since this area is less priority as Bulloak Jewel Butterfly habitat. 
 
 
 
Figure 7.19: Habitat suitability area (%) of CM2 and its projection models 
 
As mentioned in section 7.4.1, this study is divided into two groups according 
to analyses and findings. This part focuses on the findings produced by group B which 
comprised the outputs from CM3 and CM4. The descriptive statistics and magnitude 
of changes for CM3 and CM4 were tabulated in Table 7.4. 
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Table 7.4: Descriptive statistics and direction of changes for CM3, CM4 and their 
corresponding projected scenarios 
(Note:  CV3 = CV relative to CM3; CV4 = CV relative to CM4) 
 
The percentage of high (class 1) and medium (class 2) suitability areas of 
CM3 and CM4 and their scenario models were illustrated in Figure 7.20. Generally, 
there was no major difference between models and the pattern of suitability areas given 
by high and medium classes of CM3 and CM4. 
 
 
Figure 7.20: Habitat suitability area (%) of CM3 and CM4 and their projection models 
Model Habitat 
Suitability 
Class 
Pixel  
Count 
Area  
(ha) 
Area  
(%) 
µ σ CV 
Direction 
and 
magnitude 
of change 
in CV3, 4. 
CM3 Input: FPC 
High  224,524 20,207.16 63.91 0.477 0.082 0.172 - 
Medium 108,448 9,760.32 30.87 
Low 18,341 1,650.69 5.22 
CM3 
SM1  
Projection Layer: FPC values than 20% was removed 
High 241,769 21,759.21 68.82 0.495 0.086 0.174 +0.002 
(Increase) Medium 91,203 8,208.27 25.96 
Low 18,341 1,650.69 5.22 
CM4  Input: FPC and Reclassified RE 
High 232,276 20,904.84 66.12 0.474 0.087 0.184 - 
Medium 103,510 9,315.90 29.46 
Low 15,527 1,397.43 4.42 
CM4 
SM1 
Projection Layer: FPC values than 40% was removed 
High 245,838 22,125.42 69.98 0.489 0.089 0.182 -0.002 
(Decrease) Medium 89,948 8,095.32 25.60 
Low 15,527 1,397.43 4.42 
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 Discussion 
 Habitat Suitability Map 
The results demonstrated differences among models in their performance at 
predicting species distribution for current and projected scenario models; as presented 
by groups A and B. These groups were divided according to their corresponding 
predictor variables used. The contribution from a single or multiple variables used in 
the model development are also highlighted in this section. 
In comparison between CM1 and its projected scenario models, the high 
suitability area from the three projected layers (i.e. CM1 SM2, CM1 SM3 and CM1 
SM4) have continuously increased, while CM1 SM1 (CM1 - RE and NDVI as the 
inputs; SM1 - one pixel of area reduction of RE layer) presented minor variation. 
Nevertheless, the medium and low habitat suitability classes from the four scenario 
models of CM1 had indicated no specific pattern (fluctuated). As presented by 
descriptive statistic in Table 7.4, one (30 m) and two (60 m) pixels of area reduction 
processes (“shrink”) of RE, they contributed to a small downsizing of high suitability 
area (class 1) of Bulloak Jewel Butterfly with less than 0.02% of reduction (about 4 
ha). This observation was referred to the comparison between the high suitability area 
of CM1 SM1 (CM1 - RE and NDVI as the inputs; SM2 - one pixel of area reduction 
of RE layer) and CM1 SM2 (CM1 - RE and NDVI as the inputs; SM2 - two pixels of 
area reduction of RE layer). However, this situation is different for CM1 SM3 (CM1 
- RE and NDVI as the inputs; SM3 - one pixel of area reduction of NDVI layer) and 
CM1 SM4 (CM1 - RE and NDVI as the inputs; SM4 - two pixels of area reduction of 
NDVI layer). One pixel (30 m) of area reduction of NDVI in CM1 SM3, increased the 
high suitability area for about 12% of increment (about 3800 ha) as compared to CM1, 
while two pixels (60 m) of area reduction of NDVI in CM1 SM4, increased the high 
suitability area (class 1) for about 17% (about 5500 ha) of CM1. Furthermore, the 
percentage of high suitability area from two projected layers of CM1 (i.e. CM1 SM3 
and CM1 SM4) generated continuous increments, while CM1 SM1 and CM1 SM2 
exhibited minor reductions. The direction and magnitude of changes from these sets 
of analyses exhibited the same pattern as occurred to the percentage of high suitability 
area of CM1 and its projected scenarios. CM1 SM1 and CM1 SM2 had experienced 
the falloff whereas CM1 SM3 and CM1 SM4 had shown the increment as compared 
to CM1. 
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Furthermore, none of the scenario model in CM1 had shown any increment 
in medium suitability area (class 2). Most of them had falloff ranging between 3 to 5% 
(about 480 to 1500 ha) as compared to CM1 (13.58%), which the lowest medium 
suitability area was 8.96% as produced by CM1 SM2. The medium habitat suitability 
class of projected models in CM1 also had no specific pattern of changes. In addition, 
low suitability class (class 3) of CM1 and its projected scenario models continuously 
produced the largest area extent (percentage and hectare) of suitability area for Bulloak 
Jewel Butterfly. 
As observed from Table 7.3, the low and high suitability areas for Bulloak 
Jewel Butterfly from CM2 and its projected scenarios modelling were different from 
the outputs of CM1 (as well as its scenarios modelling). In this case, inverse pattern 
was observed with each other (CM1 versus CM2). In all cases of CM2, the highest 
suitability area always belonged to class 1 (high suitability area) while for CM1 and 
its scenario modelling, the highest suitability area always signified by low suitability 
area (class 3). This situation occurred mainly due to the difference in the number, as 
well as the category of input (predictor variables) used in the model. 
Furthermore, one (30 m) and two (60 m) pixels of area reduction processes 
(“shrink”) of RE, contributed to a small reduction of high suitability area (class 1) of 
Bulloak Jewel Butterfly with to less than 1.5% (about 290 to 490 ha) of reduction as 
referred to CM2. This observation was focused on the comparison between CM2 SM1 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM1 - one pixel of area reduction of RE layer) and CM2 SM2 (CM2 - RE, NDVI, 
slope, landuse, and distance from the water body as the inputs; SM2 - two pixels of 
area reduction of RE layer). However, this situation was contradicted for CM2 SM3 
(CM2 - RE, NDVI, slope, landuse, and distance from the water body as the inputs; 
SM3 - one pixel of area reduction of NDVI layer) and CM2 SM4 (CM2 - RE, NDVI, 
slope, landuse, and distance from the water body as the inputs; SM4 - two pixels of 
area reduction of NDVI layer). One (30 m) and two (60 m) pixels of area reduction of 
NDVI layer (CM2 SM3 and CM2 SM4, correspondingly) improved the high 
suitability area ranging between 1.65 to 2.33% (about 440 to 640 ha) as associated to 
CM2. 
The medium suitability class (class 2) of CM2 SM1 and CM2 SM2 exhibited 
minor growths; within 0.80 to 1.2% (about 230 to 370 ha). However, CM2 SM3 and 
CM2 SM4 experienced falloff within the range of 1.70 to 2.50% (about 580 to 820 
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ha). The lowest value for medium suitability area (class 2) was 28.49% (CM2 SM4) 
with the deficiency of 2.46 % (820 ha) as associated to CM2. Generally, low suitability 
area (class 3) of CM2 and its projected scenario models continuously generated the 
lowest area extent of habitat suitability for Bulloak Jewel Butterfly. Moreover, CM2 
and its projected scenario models kept the same pattern for the direction and magnitude 
of changes in relation to CM1. The direction of changes for CM2 SM1 and CM2 SM2 
were decreased, while CM2 SM3 and CM2 SM4 were increased. 
Considering the different inputs used in CM1 and CM2 which belong to group 
A (e.g. CM1 SM1, CM1 SM4, CM2 SM2, and CM2 SM3), the habitat suitability 
patterns given by CM1 and CM2 were visually (map) and statistically varied. As 
compared to the projected scenario models of CM1, the projected scenario models of 
CM2 experienced habitat gains mainly from high suitability area throughout the study 
area. The habitat gains of CM2 might be related to the use of five inputs from four 
different categories (i.e. land cover, topography, landuse, and proximity layer), while 
the inputs (i.e. RE and NDVI) of CM1 were from land cover category only. Thus, CM2 
highlighted the substantial contribution of multiple categories of inputs (predictor 
variables) in the model performance. This outcome prominently agrees with Wilson et 
al. (2013) who found that there were relative contribution of terrain (topography), land 
cover as well as vegetation structure indices in their species distribution study. 
Integrating an extensive range of predictor variable categories into models can 
significantly enhance model reliability and accuracy (Wilson et al., 2013). 
In addition to the findings given by group A, the habitat suitability patterns 
given by group B (CM3, CM4 and their corresponding projected models) were nearly 
the same to each other. There is no significant difference between CM3 and its 
projected scenario model; CM3 SM1 (CM3 - FPC as the input; SM1 - FPC values 
than 20% was removed). Moreover, CM4 and its projected scenario model; CM4 SM1 
(CM4 - FPC and RE as the inputs; SM1 - FPC values than 40% was removed) also 
reflected a similar condition as occurred to CM3. In this case, CM3 just used a single 
predictor variable (FPC), while CM4 used two predictor variables (FPC and RE) as 
the inputs in the model development. However, both CM3 and CM4’s inputs came 
from land cover category only. This might be the reason why the habitat suitability 
pattern given by both models were approximately the same with no extensive changes. 
Wilson et al. (2013) found that the utilization of wider range of predictor variable 
categories produced more accurate models than solely increase the number of variables 
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from the same category. Therefore, CM2 and its projected scenario models could be a 
“better predictor” of those tested models in predicting future distribution of Bulloak 
Jewel Butterfly, in relation to the influences of land cover changes. 
From the statistics presented in Table 7.6, as value less than 20% of FPC was 
removed for CM3 (CM 3 SM1), it gave a minor increment to the of high suitability 
area (class 1) of Bulloak Jewel Butterfly with value close to 5% (about 1550 ha) of 
habitat gain. Same situation applied to CM4 SM1, there was an increment of its high 
suitability area (class 1) as compared to CM4. Nevertheless, similar patterns were 
observed for the medium suitability area (class 2) of CM3 SM1 and CM4 SM1. There 
were falloff of medium suitability areas (class 2) to both models with nearly 4-5% 
(about 1220 to 1550 ha) of reduction. Surprisingly, low suitability areas for both CM3 
SM1 and CM4 SM1 remain the same as compared to their current model. In addition, 
the direction and magnitude of changes were also different to these couple of analyses: 
CM3 SM1 had experienced the increment (+0.002) while CM4 SM1 shown the falloff  
(-0.002) as compared to their current models. 
 
 
 Effect of Variables 
The choice of predictor variables has significantly influenced species 
distribution prediction (Wilson et al., 2013) either for current or projected scenario 
modelling. There was a significant contribution even from a single predictor variable 
(e.g. RE, NDVI, or FPC) in predicting Bulloak Jewel Butterfly distribution from a 
given projected scenario. The effect of a predictor variable in changing the output of 
the model has become apparent. For example, shrinking (i.e. RE and NDVI) or 
removal of certain coverage (i.e. FPC) of the selected layer will affect the performance 
as well as the output of the model. 
As regards to the contribution of predictor variable towards the performance 
of selected model, RE is not a reliable predictor variable in predicting habitat 
suitability area for Bulloak Jewel Butterfly especially in presenting high suitability 
area to this species. This situation was observed for the effect of RE in CM1, such as 
reflected by CM1 SM1 and CM1 SM2. However, this situation was different when 
compared to CM2 SM1 and CM2 SM2. It was due to the different number of predictor 
variable used in CM1 and CM2. Each predictor variable had independent contribution 
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to the output of the selected model. There was no consistency of RE’s contribution 
towards the suitability area of Bulloak Jewel Butterfly. 
For both CM1 and CM2, their projected scenario models (i.e. CM1 SM3, 
CM1 SM4, CM2 SM3, and CM2 SM4) had modifications effect of NDVI layer in 
their models. NDVI layer had a substantial contribution in increasing the high 
suitability area of Bulloak Jewel Butterfly. It is because most of the high suitability 
habitat areas of the species were represented by “high NDVI value areas” (e.g. crops). 
As NDVI is a measurement of greenness index (Mancino et al., 2014), there is 
consistency of NDVI values in presenting the Bulloak Jewel Butterfly habitat which 
is dominated with mixed bulloak woodland. Thus, NDVI is a reliable predictor 
variable in predicting habitat suitability area for Bulloak Jewel Butterfly. 
 
 Conclusion 
Considering the different inputs used in Current Models 1 (CM1) and 2 
(CM2), the outputs of their scenario models were visually and statistically varied. 
Nevertheless, the habitat suitability patterns given by CM3, CM4 and their 
corresponding projected models were nearly similar. There were no dramatic changes 
between CM3, CM4 and their projected scenario models since both models used inputs 
from land cover category only. CM1 and CM2 used the regional ecosystems (RE) 
classes that are associated with Bulloak Jewel Butterfly habitat and NDVI as their 
predictor variables which also from the same data category (land cover). In addition, 
CM2 attached another three predictor variables from three different categories 
(topography, landuse, and proximity layer). Thus, CM2 and its projected scenario 
models could be a “better predictor” of those tested models in predicting the future 
distribution of Bulloak Jewel Butterfly due to land cover changes. 
The effect of either using a single or multiple predictor variables in the model 
development is also significantly important to the output of the model. The use of 
multiple variables in the model development was expressively better than using a 
single variable. In addition, there was no consistency of contribution given by RE layer 
towards the suitability area of Bulloak Jewel Butterfly. However, NDVI was a reliable 
predictor variable in predicting suitability area for the species’ habitat. As proven from 
the analysis, land cover changes could produce significant impact towards the future 
distribution of Bulloak Jewel Butterfly species. 
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CONCLUSIONS AND RECOMMENDATIONS 
 
 Summary of Findings 
The primary goal of this study was to develop a methodological framework 
for the assessment, mapping and modelling the habitat and distribution of Bulloak 
Jewel Butterfly (Hypochrysops piceata). To meet this research goal, four specific 
objectives, as detailed in section 1.3 of Chapter 1, were addressed in Chapters 4 to 7. 
This last chapter presents a summary of the major findings of this research, 
contributions of the study, conclusions, and recommendations for future research 
work. Summaries of findings for each specific objective were presented below. 
 
Chapter 4 – “Spectral Analysis of Remote Sensing Data for Bulloak Jewel Butterfly 
Habitat Assessment” presented the utility of hyperspectral data measurements from 
spectroradiometer in discriminating seven plant species associated with the bulloak 
tree. This chapter also highlighted the contributions of WorldView-2, Landsat-5 TM 
and Landsat-8 imagery, together with field vegetation samples, in analysing vegetation 
structure attributes of Bulloak Jewel Butterfly habitat. The key results of this chapter 
were presented as follows: 
a) The near infra-red (NIR) region (700-1355 nm) of the electromagnetic 
spectrum, from a hyperspectral sensor, was found to be the most significant 
wavelengths in the discrimination between plant species for both leaf and 
canopy levels. 
b) The “bulloak-dogwood pair” species comparison demonstrated the lowest 
spectral separability for both canopy and leaf levels; whereas “bulloak-poplar 
box pair” and “bulloak-angophora pair” exhibited the highest spectral 
discrimination for the canopy and leaf levels, respectively. 
c) Partial least squares (PLS) regression of hyperspectral data for species 
discrimination analysis was successful in differentiating seven woodland 
vegetation associated with bulloak tree species at both leaf and canopy levels 
with high discrimination accuracies. They were 89.14 to 95.67% and 91.73 
to 94.58% for canopy and leaf levels, respectively. This finding indicated that 
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the bulloak tree can be spectrally discriminated.  
d) Among the three satellite imagery included in this study, the associations 
between WorldView-2 imagery and vegetation structure attributes were the 
highest, with correlations ranging from 0.65 to 0.72 (ρ < 0.05). 
e) There was no significant contribution from the four additional multispectral 
bands (bands 1, 4, 6, and 8) of WorldView-2 to the results of vegetation 
structure analysis. 
f) The NDVI layer continuously produced poor relationship than those 
produced by correlation analysis of the individual bands of Landsat-5 TM and 
WorldView-2 imagery. 
 
Chapter 5 – “Landscape Pattern and Connectivity Analyses of Bulloak Jewel 
Butterfly Habitat” highlighted the outcome of feature extraction analysis and 
landscape pattern assessment. High spatial resolution WorldView-2 imagery generated 
a binary-class land cover map with high classification accuracy using object-based 
approach. Additionally, this chapter also compared the performance of Landsat-5 TM 
and WorldView-2 imagery in assessing the landscape patterns of the Bulloak Jewel 
Butterfly habitat. It was implemented through the use of morphological spatial pattern 
and connectivity analyses. The following are the major findings: 
a) Object-based, feature extraction image analysis produced high classification 
accuracy (90.54% overall accuracy) for WorldView-2 imagery. It helped in 
identifying and mapping the vegetated and non-vegetated areas needed for 
subsequent analysis of the butterfly’s preferred habitat. 
b) Morphological spatial pattern analysis (MSPA) was proficient in mapping 
and monitoring the spatial pattern of forest (Bulloak Jewel Butterfly’s habitat) 
versus non-forest areas at the pixel level segmentation which provided greater 
sensitivity to pattern changes over time. 
c) In examining the effects of spatial resolution for landscape area estimation, 
the “foreground areas” (class “core” designated by the software) of raw data 
yielded 90.09% and 80.96% of the total area for WorldView-2 and Landsat-
5 TM imagery, respectively. “Core” is referred to the patch or forest area. 
WorldView-2 always produced higher percentage of class “core” than 
Landsat-5 TM for both “raw” data (i.e. no filtering or convolution applied) or 
with filtered data. These findings signified that the higher the spatial 
resolution, the higher the “core” area extent produced, which can affect the 
estimation of landscape pattern metrics. 
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d) The output from the integral index for connectivity (dIIC) and probability of 
connectivity (dPC), which refers to node of importance given by each node, 
permitted the identification and prioritisation areas for the Bulloak Jewel 
Butterfly habitat conservation plan. 
 
Chapter 6 – “Species Distribution Modelling of Bulloak Jewel Butterfly” 
investigated the significant contribution of different predictor variables produced by 
the maximum entropy (MaxEnt) models in assessing the distribution of Bulloak Jewel 
Butterfly species. The variations in habitat distribution given by six MaxEnt models 
were computed and mapped. Chapter 6 contributed in generating the most suitable 
model to be used in the determination of suitable habitat for the Bulloak Jewel 
Butterfly based on the current condition. The key findings were provided below: 
a) Model 3 (all uncorrelated predictor variables) was found to have the highest 
value of area under the curve (AUC) with 0.991 value. 
b) Models 1 to 5, which have both imagery and feature-based layers as their 
uncorrelated predictor variables, produced AUC values greater than 0.940. 
Those models were signified by the different inputs used in each model 
namely, Model 1 (top 5 of AUC value of training data), Model 2 (top 10 of 
AUC value of training data), Model 3 (all uncorrelated predictor variables), 
Model 4 (highest AUC value of training data per category) and Model 5 (top 
2 of the highest AUC value of training data per category). Nevertheless, 
Model 6 (all uncorrelated imagery predictors) has the lowest AUC value 
(0.880). 
c) All six MaxEnt models constantly accomplished significantly better than 0.5 
AUC value. A value between 0.5 to 1.0 indicates better discrimination 
between suitable and unsuitable habitat areas. 
d) Model 4 was chosen to be the best MaxEnt model in this study based on the 
highest number of ‘high’ class of habitat suitability, appropriate number of 
inputs used, and high AUC value. 
e) The use of categorical predictor variables, together with the continuous 
variables, had significantly enhanced the performance of MaxEnt model 
throughout Models 1 to 5. It was verified through the outcome of Model 6 
(the lowest AUC value), which did not contain any categorical predictor 
variable as the input in the development of MaxEnt model. 
f) The habitat suitability maps of Model 1 through Model 5 have consistently 
clustered patterns, while Model 6 has no specific pattern. The clustered 
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pattern could be due to the small sample size of occurrence data (21), 
clustering of Bulloak Jewel Butterfly sightings from the occurrence data, and 
the involvement from imagery and feature-based layers. However, this 
situation was not applied to Model 6 since this model was assessed using only 
the uncorrelated imagery layers of Landsat-5 TM. 
 
Chapter 7 – “Scenario Modelling of Land Cover Changes for Bulloak Jewel 
Butterfly Habitat” demonstrated the outcomes of four potential land cover changes 
towards the distribution and the habitat suitability of Bulloak Jewel Butterfly. The 
notable findings of this chapter were highlighted as follows: 
a) The outputs of scenario models given by Current Model 1 (CM1, with RE 
and NDVI as the inputs) and Current Model 2 (CM2, with RE, NDVI, slope, 
landuse, and distance from the water body as the inputs), as well as their 
corresponding projected models, were visually and statistically diverse. 
However, the habitat suitability patterns given by Current Models 3, 4 
(CM3, with FPC as the input; CM4, with FPC and RE as the inputs) and their 
corresponding projected models were marginally the same. This variability 
occurred due to different set of predictor variables used. 
b) One (30 m) and two pixels (60 m) of area reduction (“shrink”) of regional 
ecosystems (RE) layer, gave a relatively small reduction of high suitability 
area of Bulloak Jewel Butterfly with less than 0.02% of reduction (about 4 
ha). This small reduction was referred to the comparison between the high 
suitability area of CM1 SM1 (CM1, with RE and NDVI as the inputs; SM1 – 
one pixel of area reduction of area reduction of RE layer) and CM1 SM2 
(CM1, with RE and NDVI as the inputs; SM2 – two pixels of area reduction 
of area reduction of RE layer). 
c) One pixel (30m) of area reduction of NDVI in CM1 SM3, increased the high 
suitability area for about 12% (about 3800 ha) as compared to CM1. For two 
pixels (60m) of area reduction of NDVI in CM1 SM4, the high suitability 
area increased by approximately 17% (about 5500 ha) of CM1. 
d) For CM2, one (30 m) and two (60 m) pixels of area reduction processes 
(“shrink”) of RE layer which indicated the CM2 SM1 and CM2 SM2, 
respectively; contributed to minor reductions of high suitability area of 
Bulloak Jewel Butterfly. Both CM2 SM1 and CM2 SM2 models contributed 
with less than 1.5% (about 290 to 490 ha) of reduction as compared to CM2. 
However, this situation was contradicted by CM2 SM3 and CM2 SM4 
models. One (30 m) and two (60 m) pixels of area reduction of NDVI layer 
(CM2 SM3 and CM2 SM4, correspondingly) increased the area extent of 
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high suitability area ranging from 1.65 to 2.33% (about 440 to 640 ha) as 
compared to CM2. 
e) RE map had shown that it was not a reliable predictor variable in predicting 
habitat suitability area for the Bulloak Jewel Butterfly. There was no 
significant difference in high suitability area contributed by the modified RE. 
f) CM2 (RE, NDVI, slope, landuse, and distance from the water body as the 
inputs) highlighted the significant contribution of multiple categories of 
inputs (predictor variables) in the model performance. The habitat gains of 
CM2 mainly related to the use of five inputs from four different categories 
(land cover, topography, landuse, and proximity layer categories), while CM1 
(RE and NDVI as the inputs) had inputs from land cover category only. 
g) CM2 and its corresponding projected model were established to be the best 
model in predicting the impacts of land cover changes. 
 
 Contributions of the Study 
This thesis has provided new knowledge and insights on the methodological 
framework for the assessment of Bulloak Jewel Butterfly’s habitat using location-
specific datasets and geospatial based approaches. However, this type of 
methodological framework is not just restricted to Bulloak Jewel Butterfly only, but 
also significant to other wildlife species particularly to those who have association 
with plant species. 
This work has also yielded relevant knowledge on how to generate statistical-
based information, image-derived maps, and species distribution models for current 
condition and potential future scenarios. This study has added significant contribution 
on the lack of species distribution modelling to the butterfly species. In addition, the 
outputs from MSPA and connectivity analyses also have fostered the quantification of 
habitat areas in terms of landscape patterns and connectivity of Bulloak Jewel 
Butterfly’s habitat, which have not been explored prior to this findings. 
Furthermore, the output from connectivity analysis is useful in ranking up the 
intra-patch and inter-patch connectivity and served as the criteria in the selection of 
the most patches for landscape conservation planning. This output together with the 
modelling of current and potential species distributions are useful for decision maker 
or ecologist to design more effective management and plan strategies for this 
endangered species. The analysis of landscape pattern and species distribution 
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modelling were also designed to allow improved decision-making by allowing 
consideration of outcomes and their implications. Moreover, maps created from these 
analyses can be used in education and outreach efforts for the public, policy makers, 
or other personnel. Quantifying the current status of Bulloak Jewel Butterfly’s habitat 
in a management area can help justify funding or support other requests. 
 
 Conclusions 
Based on the outcomes of this research, it has been found that “Landscape 
pattern analyses and species distribution modelling are significantly useful in the 
development of conservation strategies for the Bulloak Jewel Butterfly species”. 
The application of the relatively inexpensive field sensor (full range 
spectroradiometer) to discriminate the bulloak tree with other plant species at canopy 
and leaf levels, in mixed bulloak’s woodland has been confirmed. The findings from 
raw and smoothing (transformed) datasets of PLS regression analysis, have 
corresponding predictive power for discriminating between species at the canopy and 
leaf levels. This situation was not applied to the multiplicative scatter correction (MSC 
- transformed data) since MSC’s predictions have continuously produced low 
accuracies either for canopy or leaf levels. These findings suggest that the raw and 
smoothing techniques have significant contribution in discriminating woodland 
vegetation. Thus, this information could help in implementing one of the desired tasks, 
i.e. “carry out systematic vegetation and butterfly surveys within 50km of the known 
populations within two years”, as stated in the Recovery Plan for the Bull Oak Jewel 
Butterfly (Hypochrysops piceatus) 1999-2003 (Lundie-Jenkins and Payne, 2000). 
Additionally, high spatial resolution imagery (WorldView-2) is much more 
sensitive and relevant to be used in assessing the vegetation structure of woodland 
species. This finding also verified for the purposes of evaluating and mapping the 
landscape pattern of Bulloak Jewel Butterfly habitat through the application of MSPA 
and habitat connectivity analysis. Thus, it helped in identifying and mapping the 
vegetated (butterfly’s preferred habitat) and non-vegetated areas. In addition, the 
outputs from the importance values of node given by the integral index for connectivity 
(dIIC) and probability of connectivity (dPC) allowed the identification and 
prioritisation of conservation areas for Bulloak Jewel Butterfly habitat. This 
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information could help the researcher to rank the most critical patches to be prioritised 
for conservation planning purposes. 
For the species distribution modelling, Model 4 (highest AUC value of 
training data per category) was found to be the preeminent MaxEnt model in assessing 
the habitat suitability area of Bulloak Jewel based on the “business as usual” condition 
(current circumstance). Five predictor variables belonging to the five different 
categories were more meaningful rather than using 19 predictor variables (Model 3 - 
all uncorrelated predictor variables). The application of broad range of predictor 
variable categories (i.e. land cover, landuse, soil, topography, and proximity layer 
categories) in the analysis was proven significant in producing more accurate models 
than solely increasing the number of variables from the same category. Thus, Model 4 
(highest AUC value of training data per category) could be used in assessing the 
suitability area for Bulloak Jewel Butterfly mainly for relocation purposes if the 
current area is affected either by the forest fire and land clearing activities. In addition, 
Model 4 could also assist in executing one of the actions needed; “locate additional 
colonies and clarify and map the present distribution and habitat” as indicated in the 
Recovery Plan for the Bull Oak Jewel Butterfly (Hypochrysops piceatus) 1999-2003. 
Furthermore, land cover changes could impact the future distribution, as well 
as the habitat suitability area, of Bulloak Jewel Butterfly species. Land cover change 
impact could be a more meaningful measurement to the Bulloak Jewel Butterfly 
habitat (rather than climate change impact analysis) due to restricted area extent of the 
study area as well as for moderate to fine scale mapping purposes. Current Model 2 
(CM2, with RE, NDVI, slope, landuse, and distance from the water body as the inputs) 
and its corresponding projected model were found to be the most suitable model in 
predicting the potential impacts of land cover changes for both, current (business as 
usual) and future conditions. These findings are also useful in making inferences about 
the species and its response to environmental changes. 
 
 Recommendations 
This thesis has successfully achieved all objectives as stated in Chapter 1. 
However, since this thesis was designed as a methodological framework study, more 
work needs to be done before the proposed methods could be fully implemented. The 
following are the recommendations for further research work: 
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a) This study has quantified the contribution of PLS regression analysis in 
assessing the spectral separability of different plant species pairs at canopy 
and leaf levels. Nevertheless, this techniques limits the analysis to only two 
species at a time (a pair comparison) with the intention of exploring inter-
species differences. Thus, other techniques for analysing multinomial 
dependent variables should be explored.  
b) To better assess correlation values between vegetation attributes data (field 
survey) and satellite imagery, both datasets need to have a close data 
collection dates within the same season. 
c) It is better to have a similar size of sampling plot (vegetation sampling) with 
the pixel size of the imagery. Thus, this issue could be best served by using a 
high resolution imagery. 
d) It was relatively difficult to measure the patch connectivity of the whole 
WorldView-2 imagery due to limitations of computing performance. To run 
over a million of connectivity links given by thousands of habitat patches in 
the study area, it required a few day of processing time and most of the time 
it ended up with the a “suspend mode” error.  Due to time constraint, the patch 
connectivity of the whole WorldView-2 imagery’s measurement was 
discontinued. Thus, the use of high performance computer could be the best 
solution for this issue. 
e) It is much more meaningful to know the significant contribution of each 
predictor variable (null hypothesis) prior to the execution of species 
distribution and scenario modelling. 
f) Furthermore, the issues as to whether the accessible habitat comes from high 
quality and large habitat patches (intra-patch connectivity), or from strong 
connections between different patches (inter-patch connectivity), or from the 
arrangement of both categories of connectivity, could be a specific research 
focus for future study. 
g) In addition to the land cover change analysis, the analysis of “climate 
change”, particularly changes in rainfall and temperature, and how these 
attributes might affect the suitability of Bulloak Jewel Butterfly habitat could 
be of interest for future work. 
h) The role of the ants in these associations could be a significant contributor to 
better understand the Bulloak Jewel Butterfly’s habitat. Thus, this aspect 
could be of interest for future work. 
i) Maps created from those analyses are valuable references in conservation 
work as well as for education purposes and outreach efforts to the publics in 
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developing civic awareness towards our ecosystem. 
j) Policy makers and government authorities could also use the inputs from 
these findings in allocating and justifying research funding or support other 
requests. 
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APPENDICES 
Appendix 2.1: Bulloak Jewel Butterfly sighting details (EHP, 2012) 
No. ID Start date End date Locality Latitude Longitude 
1 1621045 1/01/1993 31/12/1993 Near Leyburn -27.9823 151.6192 
2 1621048 1/01/1993 31/12/1993 Mount Emlyn -28.0612 151.3241 
3 1621049 4/02/1999 4/02/1999 
North East of Leyburn, 
Site 8 -27.9650 151.5922 
4 1621050 4/02/1999 4/02/1999 
North East of Leyburn. 
Site 25 -27.9653 151.5972 
5 1621052 16/02/1999 16/02/1999 
North East of Leyburn. 
Site 9 -27.9871 151.6527 
6 3764555 11/02/1999 11/02/1999 
Leyburn, Wirraway 
Avenue -27.9626 151.5883 
7 3764557 16/02/1999 16/02/1999 
Leyburn, Boundary 
Road -27.9834 151.6341 
8 3764558 4/02/1999 4/02/1999 
Leyburn, Toowoomba-
Karara Road -27.9815 151.6186 
9 3764559 9/03/1999 9/03/1999 
Leyburn - West of 
Wirraway Drive, 
Millmerran Road 
-27.9634 151.5922 
10 3764560 9/03/1999 9/03/1999 
Leyburn, Wirraway 
Avenue -27.9637 151.5991 
11 4483989 24/11/1994 24/11/1994 
Leyburn Road Reserve, 
4km Near Leyburn -27.979 151.6233 
12 1621046 1/01/1993 31/12/1993 Near Leyburn -27.9811 151.5918 
13 1621047 1/09/1997 30/09/1997 Near Leyburn -27.9949 151.6479 
14 1621051 4/02/1999 4/02/1999 
North East of Leyburn. 
Site 5 -27.9850 151.6334 
15 1621053 16/02/1999 16/02/1999 
North East of Leyburn. 
Site 11 -27.9922 151.6622 
16 2990045 1/09/1997 30/09/1997 
North East of Leyburn, 
South West corner Lot 
M341016-17 
-27.9929 151.6399 
17 3764524 21/02/1999 21/02/1999 Leyburn, Kessler Road -27.9920 151.6636 
18 3764554 5/03/1999 5/03/1999 
Leyburn, Boundary Rd, 
4km SE of road junction -27.9881 151.6628 
19 3764556 4/02/1999 4/02/1999 
Leyburn - West of 
Boundary Road -27.9931 151.6489 
20 3797877 1/11/1969 1/11/1969 Leyburn -28.0151 151.5844 
21 3838063 17/03/2003 23/03/2003 
Bendidee National Park, 
SEQ. -28.3106 150.5025 
22 3985439 21/03/2003 - 
Bendidee National Park 
and surrounds -28.3069 150.5069 
(Notes: SE = South East; SEQ = South East Queensland) 
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Appendix 5.1: Node of Importance of Landsat-5 TM 
Node dA dIIC dIICintra dIICflux dIICconnector dPC dPCintra dPCflux dPCconnector 
1 78.14907 96.44009 75.36703 21.07305 0 95.28588 61.11743 34.11606 0.0523835 
47 9.369643 11.56263 1.083378 10.47926 0 17.83921 0.8785442 16.95364 0.007028 
25 2.295758 2.833087 0.0650408 2.768046 0 4.539485 0.0527436 4.486082 0.0006589 
26 1.907345 2.353765 0.0448944 2.30887 0 3.828926 0.0364063 3.742167 0.0503529 
40 1.163068 1.435288 0.0166934 1.418594 0 2.31323 0.0135372 2.298284 0.0014091 
55 0.7746555 0.9559659 0.0074054 0.9485604 0 1.541732 0.0060053 1.535726 0.0000009 
38 0.3558642 0.4391552 0.0015628 0.4375924 0 0.7090188 0.0012673 0.7077483 0.0000033 
131 0.2972768 0.3668553 0.0010906 0.3657647 0 0.5930509 0.0008844 0.5921666 0 
142 0.2885972 0.3561442 0.0010278 0.3551163 0 0.5755688 0.0008335 0.5746511 0.0000844 
89 0.2842574 0.3507886 0.0009971 0.3497915 0 0.5676375 0.0008086 0.5663105 0.0005186 
90 0.2039709 0.2517109 0.0005134 0.2511975 0 0.4066226 0.0004163 0.4062063 0 
7 0.1887816 0.2329665 0.0004398 0.2325267 0 0.3766826 0.0003566 0.376326 0 
146 0.1714224 0.2115443 0.0003626 0.2111816 0 0.3422397 0.0002941 0.3419456 0 
10 0.1605729 0.1981554 0.0003182 0.1978372 0 0.3210462 0.000258 0.3206274 0.000161 
106 0.1605729 0.1981554 0.0003182 0.1978372 0 0.3206634 0.000258 0.3204053 0 
19 0.158403 0.1954776 0.0003096 0.195168 0 0.3163453 0.0002511 0.3160897 0.0000046 
54 0.156233 0.1927998 0.0003012 0.1924986 0 0.3122182 0.0002443 0.3119306 0.0000436 
39 0.1518932 0.1874443 0.0002847 0.1871596 0 0.3027392 0.0002309 0.3023416 0.0001669 
156 0.134534 0.1660221 0.0002234 0.1657987 0 0.2688848 0.0001811 0.2687036 0 
127 0.1280243 0.1579888 0.0002023 0.1577865 0 0.2557056 0.000164 0.2555416 0 
24 0.1193447 0.1472777 0.0001758 0.1471019 0 0.2380369 0.0001425 0.2378787 0.0000158 
108 0.112835 0.1392443 0.0001571 0.1390872 0 0.2242507 0.0001274 0.2241192 0.0000042 
13 0.1041554 0.1285332 0.0001339 0.1283993 0 0.2080567 0.0001086 0.2079481 0 
53 0.1041554 0.1285332 0.0001339 0.1283993 0 0.2082326 0.0001086 0.2081007 0.0000235 
4 0.0998156 0.1231777 0.000123 0.1230547 0 0.2003366 0.0000997 0.1993617 0.0008754 
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27 0.0998156 0.1231777 0.000123 0.1230547 0 0.1991081 0.0000997 0.1990085 0 
115 0.0867961 0.107111 0.000093 0.1070181 0 0.1735154 0.0000754 0.1734401 0 
63 0.0802864 0.0990777 0.0000795 0.0989981 0 0.1604056 0.0000645 0.160341 0.0000002 
125 0.0802864 0.0990777 0.0000795 0.0989981 0 0.1601739 0.0000645 0.1600867 0.000023 
16 0.0781165 0.0963999 0.0000753 0.0963246 0 0.1556311 0.0000611 0.15557 0 
91 0.0781165 0.0963999 0.0000753 0.0963246 0 0.1559063 0.0000611 0.1558406 0.0000048 
100 0.0759466 0.0937221 0.0000712 0.093651 0 0.1511807 0.0000577 0.1510298 0.0000933 
136 0.0759466 0.0937221 0.0000712 0.093651 0 0.1514877 0.0000577 0.15143 0.0000002 
149 0.0716068 0.0883666 0.0000633 0.0883033 0 0.1439503 0.0000513 0.1430612 0.000838 
147 0.067267 0.083011 0.0000558 0.0829552 0 0.1340743 0.0000453 0.1340288 0.0000004 
2 0.0650971 0.0803333 0.0000523                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                        0 0.1301056 0.0000424 0.1300632 0
3 0.0650971 0.0803333 0.0000523 0.080281 0 0.1302379 0.0000424 0.1300638 0.0001318 
36 0.0650971 0.0803333 0.0000523 0.080281 0 0.1296782 0.0000424 0.1296247 0.0000113 
44 0.0650971 0.0803333 0.0000523 0.080281 0 0.1301507 0.0000424 0.1301083 0 
58 0.0607573 0.0749777 0.0000456 0.0749322 0 0.1213766 0.0000369 0.1213397 0 
29 0.0585874 0.0722999 0.0000424 0.0722576 0 0.1164793 0.0000343 0.1164446 0.0000005 
66 0.0585874 0.0722999 0.0000424 0.0722576 0 0.1173183 0.0000343 0.1170885 0.0001956 
93 0.0520777 0.0642666 0.0000335 0.0642331 0 0.1033174 0.0000271 0.1032901 0.0000003 
70 0.0499078 0.0615888 0.0000307 0.0615581 0 0.0994976 0.0000249 0.0994714 0.0000014 
14 0.0477379 0.0589111 0.0000281 0.0588829 0 0.0954667 0.0000228 0.0953639 0.0000802 
134 0.0477379 0.0589111 0.0000281 0.0588829 0 0.0953861 0.0000228 0.0953633 0 
61 0.0390583 0.0482 0.0000188 0.0481811 0 0.0779821 0.0000153 0.0779662 0.0000008 
9 0.0325486 0.0401666 0.0000131 0.0401536 0 0.0649976 0.0000106 0.064987 0 
65 0.0325486 0.0401666 0.0000131 0.0401536 0 0.064997 0.0000106 0.0649864 0 
45 0.0303786 0.0374889 0.0000114 0.0374775 0 0.0603323 0.0000092 0.0603153 0.0000079 
112 0.0303786 0.0374889 0.0000114 0.0374775 0 0.0605848 0.0000092 0.060562 0.0000137 
11 0.0282087 0.0348111 0.0000098 0.0348013 0 0.0563522 0.000008 0.056344 0.0000004 
   
215 
 
18 0.0282087 0.0348111 0.0000098 0.0348013 0 0.0562056 0.000008 0.0561789 0.0000189 
60 0.0282087 0.0348111 0.0000098 0.0348013 0 0.0563498 0.000008 0.0563418 0 
122 0.0282087 0.0348111 0.0000098 0.0348013 0 0.0564074 0.000008 0.0562943 0.0001053 
135 0.0282087 0.0348111 0.0000098 0.0348013 0 0.056409 0.000008 0.0564011 0 
144 0.0282087 0.0348111 0.0000098 0.0348013 0 0.056409 0.000008 0.0564011 0 
48 0.0260388 0.0321333 0.0000084 0.0321249 0 0.0519021 0.0000068 0.0517778 0.0001177 
81 0.0260388 0.0321333 0.0000084 0.0321249 0 0.0518915 0.0000068 0.0518845 0.0000004 
86 0.0238689 0.0294555 0.000007 0.0294485 0 0.0476555 0.0000057 0.0476498 0 
94 0.0238689 0.0294555 0.000007 0.0294485 0 0.0476225 0.0000057 0.0476168 0 
35 0.021699 0.0267778 0.0000058 0.0267719 0 0.0433788 0.0000047 0.0433741 0 
41 0.021699 0.0267778 0.0000058 0.0267719 0 0.0431043 0.0000047 0.0430854 0.0000144 
56 0.021699 0.0267778 0.0000058 0.0267719 0 0.043393 0.0000047 0.0433883 0 
92 0.021699 0.0267778 0.0000058 0.0267719 0 0.0433044 0.0000047 0.0432989 0.000001 
110 0.021699 0.0267778 0.0000058 0.0267719 0 0.0433122 0.0000047 0.0433075 0 
34 0.0195291 0.0241 0.0000047 0.0240953 0 0.0390485 0.0000038 0.0390447 0 
49 0.0195291 0.0241 0.0000047 0.0240953 0 0.0387455 0.0000038 0.0387417 0 
64 0.0195291 0.0241 0.0000047 0.0240953 0 0.0390485 0.0000038 0.0390447 0 
73 0.0195291 0.0241 0.0000047 0.0240953 0 0.038915 0.0000038 0.0389112 0.0000002 
75 0.0195291 0.0241 0.0000047 0.0240953 0 0.0388806 0.0000038 0.0388768 0 
79 0.0195291 0.0241 0.0000047 0.0240953 0 0.0389701 0.0000038 0.0389641 0.0000023 
104 0.0195291 0.0241 0.0000047 0.0240953 0 0.0388487 0.0000038 0.0388448 0.0000003 
107 0.0195291 0.0241 0.0000047 0.0240953 0 0.0390406 0.0000038 0.0390368 0 
119 0.0195291 0.0241 0.0000047 0.0240953 0 0.0389629 0.0000038 0.0389508 0.0000085 
148 0.0195291 0.0241 0.0000047 0.0240953 0 0.0398146 0.0000038 0.0390103 0.0008007 
30 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0346927 0.000003 0.0346641 0.0000258 
46 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0345873 0.000003 0.0344893 0.0000951 
85 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0345517 0.000003 0.0345111 0.0000377 
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113 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0346819 0.000003 0.0346283 0.0000507 
117 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0345109 0.000003 0.0345079 0.0000002 
132 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0345629 0.000003 0.0345598 0 
143 0.0173592 0.0214222 0.0000037 0.0214185 0 0.0347031 0.000003 0.0347001 0 
23 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0303631 0.0000023 0.0303608 0 
42 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0302587 0.0000023 0.0302339 0.0000226 
68 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0302719 0.0000023 0.0302696 0 
114 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0303452 0.0000023 0.0303428 0 
129 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0304646 0.0000023 0.0303738 0.0000887 
145 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0303448 0.0000023 0.0303425 0 
151 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0303242 0.0000023 0.0303219 0 
158 0.0151893 0.0187444 0.0000028 0.0187416 0 0.0303656 0.0000023 0.0303632 0 
32 0.0130194 0.0160667 0.0000021 0.0160646 0 0.025964 0.0000017 0.0259623 0.0000002 
33 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0259303 0.0000017 0.0259286 0.0000002 
37 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0260284 0.0000017 0.0260267 0 
51 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0258989 0.0000017 0.0258972 0 
88 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0259292 0.0000017 0.0259274 0.0000002 
96 0.0130194 0.0160667 0.0000021 0.0160646 0 0.02621 0.0000017 0.0259578 0.0002507 
97 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0261173 0.0000017 0.0259993 0.0001165 
98 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0262112 0.0000017 0.0260082 0.0002014 
105 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0260593 0.0000017 0.0259598 0.0000979 
116 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0259885 0.0000017 0.0259868 0.0000002 
123 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0259339 0.0000017 0.025891 0.0000413 
130 0.0130194 0.0160667 0.0000021 0.0160646 0 0.0259605 0.0000017 0.0259556 0.0000034 
20 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216721 0.0000012 0.0216589 0.0000122 
50 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216949 0.0000012 0.0216937 0 
67 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216615 0.0000012 0.0216603 0 
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126 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216489 0.0000012 0.0216137 0.0000342 
137 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216839 0.0000012 0.0216828 0.0000002 
140 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216543 0.0000012 0.0216531 0 
157 0.0108495 0.0133889 0.0000015 0.0133874 0 0.0216977 0.0000012 0.0216965 0 
5 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173478 0.0000008 0.0173455 0.0000017 
6 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173403 0.0000008 0.0173396 0 
17 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173163 0.0000008 0.0173155 0 
21 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173967 0.0000008 0.0173397 0.0000564 
22 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173291 0.0000008 0.0173284 0 
28 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173226 0.0000008 0.0173219 0 
74 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173543 0.0000008 0.0173396 0.0000142 
76 0.0086796 0.0107111 0.0000009 0.0107102 0 0.01732 0.0000008 0.0173193 0 
80 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173053 0.0000008 0.0173046 0.0000002 
82 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173356 0.0000008 0.0173335 0.0000014 
83 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173144 0.0000008 0.0173073 0.0000065 
103 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0172372 0.0000008 0.0172364 0.0000002 
121 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173186 0.0000008 0.0173178 0 
133 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173453 0.0000008 0.0173446 0 
141 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173558 0.0000008 0.0173551 0 
153 0.0086796 0.0107111 0.0000009 0.0107102 0 0.0173673 0.0000008 0.0173576 0.0000092 
8 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130054 0.0000004 0.013005 0 
31 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129891 0.0000004 0.0129887 0 
52 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130128 0.0000004 0.0130123 0 
62 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129891 0.0000004 0.0129887 0 
71 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130189 0.0000004 0.0130185 0 
84 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129901 0.0000004 0.012969 0.0000208 
87 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129946 0.0000004 0.0129942 0 
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95 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129175 0.0000004 0.012917 0.0000003 
99 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129946 0.0000004 0.0129942 0 
101 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129947 0.0000004 0.0129942 0 
102 0.0065097 0.0080333 0.0000005 0.0080328 0 0.012983 0.0000004 0.0129825 0 
109 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129081 0.0000004 0.0129077 0 
111 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129722 0.0000004 0.0129717 0.0000002 
118 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129379 0.0000004 0.0129374 0.0000002 
138 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130133 0.0000004 0.0130129 0 
150 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0129676 0.0000004 0.0129672 0 
152 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130099 0.0000004 0.0130095 0 
154 0.0065097 0.0080333 0.0000005 0.0080328 0 0.0130056 0.0000004 0.0130052 0 
12 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086626 0.0000002 0.0086624 0 
15 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086524 0.0000002 0.0086522 0.0000002 
43 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086568 0.0000002 0.0086566 0 
57 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086767 0.0000002 0.0086765 0 
59 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086602 0.0000002 0.00866 0 
69 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086511 0.0000002 0.0086509 0.0000002 
72 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086605 0.0000002 0.0086512 0.0000092 
77 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086848 0.0000002 0.0086762 0.0000086 
78 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086705 0.0000002 0.0086703 0 
120 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086625 0.0000002 0.0086624 0.0000002 
124 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086745 0.0000002 0.0086713 0.0000032 
128 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086571 0.0000002 0.0086569 0.0000002 
139 0.0043398 0.0053556 0.0000002 0.0053553 0 0.008677 0.0000002 0.0086631 0.0000139 
155 0.0043398 0.0053556 0.0000002 0.0053553 0 0.0086781 0.0000002 0.0086779 0 
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Appendix 5.2: Node of Importance of Landsat-5 TM – Non-intact area 
Node dA dIIC dIICintra dIICflux dIICconnector dPC dPCintra dPCflux dPCconnector 
1 99.7439 99.99964 99.74353 0.256103 0 99.99935 99.50846 0.490885 0 
13 0.06026 0.060414 0.0000364 0.060378 0 0.11684 3.63E-05 0.116734 6.96E-05 
10 0.04056 0.040664 0.0000165 0.040647 0 0.077561 1.65E-05 0.077545 2E-07 
7 0.027812 0.027884 0.0000078 0.027876 0 0.053296 7.7E-06 0.053269 1.93E-05 
16 0.016224 0.016265 0.0000026 0.016263 0 0.031132 2.6E-06 0.031125 4.9E-06 
2 0.01043 0.010456 0.0000011 0.010455 0 0.020076 1.1E-06 0.020075 0 
12 0.01043 0.010456 0.0000011 0.010455 0 0.019942 1.1E-06 0.019941 1E-07 
5 0.009271 0.009295 0.0000009 0.009294 0 0.017912 9E-07 0.017796 0.000116 
17 0.009271 0.009295 0.0000009 0.009294 0 0.017818 9E-07 0.017796 0.000022 
18 0.009271 0.009295 0.0000009 0.009294 0 0.017758 9E-07 0.017743 0.000014 
6 0.006953 0.006971 0.0000005 0.00697 0 0.013348 5E-07 0.013347 1E-07 
9 0.006953 0.006971 0.0000005 0.00697 0 0.013334 5E-07 0.013324 9.2E-06 
21 0.006953 0.006971 0.0000005 0.00697 0 0.013304 5E-07 0.013303 0 
23 0.005794 0.005809 0.0000003 0.005809 0 0.011088 3E-07 0.011088 0 
3 0.004635 0.004647 0.0000002 0.004647 0 0.008923 2E-07 0.008923 0 
11 0.004635 0.004647 0.0000002 0.004647 0 0.008856 2E-07 0.008856 1E-07 
24 0.004635 0.004647 0.0000002 0.004647 0 0.008926 2E-07 0.008926 0 
4 0.003477 0.003485 0.0000001 0.003485 0 0.006685 1E-07 0.006676 9.2E-06 
8 0.003477 0.003485 0.0000001 0.003485 0 0.006658 1E-07 0.006658 0 
14 0.003477 0.003485 0.0000001 0.003485 0 0.00672 1E-07 0.00672 1E-07 
15 0.003477 0.003485 0.0000001 0.003485 0 0.006667 1E-07 0.006666 1.3E-06 
19 0.003477 0.003485 0.0000001 0.003485 0 0.006647 1E-07 0.006647 0 
20 0.002318 0.002324 0.0000001 0.002324 0 0.004442 1E-07 0.004442 0 
22 0.002318 0.002324 0.0000001 0.002324 0 0.004442 1E-07 0.004442 0 
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Appendix 5.3: Node of Importance of WorldView-2 – Non-intact area 
 
Node dA dIIC dIICintra dIICflux dIICconnector dPC dPCintra dPCflux dPCconnector 
245 25.4398 45.4289 11.55702 33.87188 0 46.43975 6.53731 38.03894 1.863504 
2002 18.16224 32.43306 5.890569 26.54249 0 33.62718 3.332042 29.80628 0.4888584 
5 9.297927 16.6037 1.543799 15.0599 0 19.56181 0.873261 16.93147 1.757084 
718 5.51402 9.846614 0.5429443 9.30367 0 10.51814 0.3071202 10.1951 0.0159128 
173 4.854884 8.669569 0.4208975 8.248672 0 9.519522 0.2380837 9.269643 0.0117959 
1 4.644903 8.294596 0.3852759 7.90932 0 9.104107 0.217934 8.885505 0.0006674 
2039 4.098644 7.31912 0.2999847 7.019135 0 8.087889 0.1696884 7.892184 0.0260163 
910 4.042736 7.219281 0.2918564 6.927425 0 7.939261 0.1650906 7.69445 0.0797193 
1683 3.962462 7.075934 0.2803812 6.795552 0 7.790988 0.1585996 7.579922 0.0524663 
170 2.251065 4.01982 0.0904887 3.929331 0 4.774129 0.0511856 4.418254 0.3046893 
24 1.116881 1.994461 0.0222758 1.972185 0 2.216957 0.0126004 2.20418 0.0001762 
1505 0.9683403 1.729206 0.0167446 1.712461 0 1.956943 0.0094717 1.920635 0.0268368 
1416 0.9662217 1.725422 0.0166714 1.708751 0 2.013274 0.0094303 1.909956 0.0938874 
402 0.9623375 1.718486 0.0165376 1.701949 0 1.904291 0.0093546 1.879139 0.0157972 
207 0.9154918 1.634832 0.0149668 1.619865 0 1.889195 0.008466 1.819025 0.0617044 
617 0.6538386 1.167587 0.0076341 1.159953 0 1.286642 0.0043183 1.280375 0.001949 
22 0.6220589 1.110836 0.0069101 1.103926 0 1.222384 0.0039087 1.218008 0.0004667 
927 0.5127131 0.9155731 0.0046943 0.9108788 0 1.015992 0.0026553 1.011033 0.002303 
1341 0.499295 0.8916118 0.0044518 0.88716 0 1.071596 0.0025182 0.997864 0.071214 
1950 0.3571101 0.6377063 0.0022773 0.635429 0 0.7158776 0.0012882 0.7140245 0.0005647 
1284 0.2790732 0.4983526 0.0013908 0.4969618 0 0.5406789 0.0007867 0.5394352 0.0004568 
1113 0.2346992 0.4191122 0.0009837 0.4181285 0 0.4598184 0.0005564 0.4562934 0.0029683 
1628 0.176201 0.3146494 0.0005544 0.314095 0 0.3503443 0.0003136 0.3483336 0.0016969 
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1992 0.1570154 0.280389 0.0004403 0.2799487 0 0.314959 0.000249 0.314605 0.0001048 
1866 0.1526604 0.2726121 0.0004162 0.2721959 0 0.3054736 0.0002354 0.3051577 0.0000803 
1711 0.1477169 0.2637843 0.0003897 0.2633946 0 0.2899787 0.0002204 0.2888011 0.000957 
168 0.1372414 0.2450776 0.0003363 0.2447413 0 0.2751111 0.0001903 0.2749007 0.0000198 
20 0.1244118 0.2221673 0.0002764 0.2218909 0 0.2508265 0.0001563 0.2455087 0.0051612 
1248 0.1234702 0.2204858 0.0002722 0.2202136 0 0.2496238 0.000154 0.247613 0.0018566 
1654 0.1225285 0.2188043 0.0002681 0.2185362 0 0.2440589 0.0001517 0.2427451 0.001162 
1165 0.1212338 0.2164923 0.0002625 0.2162298 0 0.2394683 0.0001485 0.2392699 0.0000497 
1976 0.1044023 0.1864356 0.0001946 0.1862409 0 0.2103109 0.0001101 0.2092802 0.0009204 
1309 0.0999296 0.1784485 0.0001783 0.1782701 0 0.1960012 0.0001009 0.1943759 0.0015242 
2006 0.0962808 0.1719327 0.0001655 0.1717671 0 0.1935204 0.0000936 0.193132 0.0002946 
1770 0.0956923 0.1708818 0.0001635 0.1707182 0 0.1943718 0.0000925 0.1896637 0.0046154 
1672 0.0923966 0.1649965 0.0001525 0.1648441 0 0.184508 0.0000862 0.1841465 0.000275 
1045 0.0863938 0.154277 0.0001333 0.1541437 0 0.1712045 0.0000754 0.1709582 0.0001707 
596 0.0835689 0.1492325 0.0001247 0.1491078 0 0.2504446 0.0000705 0.1660412 0.0843326 
1402 0.0787431 0.1406149 0.0001107 0.1405042 0 0.1745211 0.0000626 0.1579501 0.0165081 
1939 0.0786254 0.1404047 0.0001104 0.1402943 0 0.1556926 0.0000624 0.1553903 0.0002396 
124 0.0765068 0.1366213 0.0001045 0.1365168 0 0.1534701 0.0000591 0.1534069 0.0000039 
1685 0.0755651 0.1349398 0.000102 0.1348379 0 0.1497351 0.0000577 0.1492713 0.0004059 
489 0.0743881 0.132838 0.0000988 0.1327391 0 0.1486804 0.0000559 0.1470944 0.0015298 
4 0.066502 0.1187555 0.000079 0.1186765 0 0.1334662 0.0000447 0.1333063 0.000115 
1423 0.0654427 0.1168638 0.0000765 0.1167873 0 0.1862193 0.0000433 0.1306074 0.0555684 
1154 0.06097 0.1088767 0.0000664 0.1088103 0 0.1215675 0.0000375 0.1209056 0.0006241 
513 0.0594399 0.1061443 0.0000631 0.1060812 0 0.2231666 0.0000357 0.1183562 0.1047745 
1878 0.0589691 0.1053035 0.0000621 0.1052414 0 0.117972 0.0000351 0.1163946 0.0015421 
1684 0.057792 0.1032016 0.0000596 0.103142 0 0.1136799 0.0000337 0.1134501 0.0001958 
334 0.0559088 0.0998387 0.0000558 0.0997828 0 0.1115446 0.0000316 0.1106451 0.0008677 
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1633 0.0546141 0.0975266 0.0000533 0.0974733 0 0.1105697 0.0000301 0.1079247 0.0026147 
586 0.0519069 0.0926923 0.0000481 0.0926442 0 0.1059119 0.0000272 0.1027703 0.0031141 
467 0.0489643 0.0874377 0.0000428 0.0873948 0 0.0965311 0.0000242 0.0964559 0.0000508 
677 0.0480227 0.0857562 0.0000412 0.085715 0 0.1537535 0.0000233 0.0949601 0.0587698 
1098 0.0448447 0.0800811 0.0000359 0.0800452 0 0.0900227 0.0000203 0.0899989 0.0000032 
1734 0.0429615 0.0767181 0.000033 0.0766852 0 0.0850062 0.0000186 0.0844925 0.0004948 
1955 0.0406074 0.0725144 0.0000294 0.072485 0 0.0821504 0.0000167 0.081396 0.0007375 
142 0.0396658 0.0708329 0.0000281 0.0708048 0 0.0796224 0.0000159 0.079589 0.0000173 
1238 0.0393127 0.0702023 0.0000276 0.0701747 0 0.0765835 0.0000156 0.0765537 0.000014 
438 0.0390773 0.069782 0.0000273 0.0697547 0 0.0765888 0.0000154 0.0765691 0.000004 
843 0.0390773 0.069782 0.0000273 0.0697547 0 0.0766992 0.0000154 0.0766838 0 
642 0.0389596 0.0695718 0.0000271 0.0695447 0 0.078102 0.0000153 0.0773674 0.000719 
1306 0.0357816 0.0638967 0.0000229 0.0638739 0 0.0698495 0.0000129 0.0694886 0.0003478 
2103 0.0347223 0.0620051 0.0000215 0.0619835 0 0.0793746 0.0000122 0.069441 0.0099212 
1741 0.0344869 0.0615847 0.0000212 0.0615635 0 0.0689891 0.000012 0.068589 0.0003879 
2081 0.0341338 0.0609541 0.0000208 0.0609333 0 0.0682882 0.0000118 0.0682226 0.0000536 
1836 0.0340161 0.0607439 0.0000207 0.0607233 0 0.0673692 0.0000117 0.0672413 0.0001159 
1632 0.0337807 0.0603236 0.0000204 0.0603032 0 0.0671784 0.0000115 0.0668389 0.0003278 
685 0.0330745 0.0590625 0.0000195 0.0590429 0 0.0641995 0.000011 0.0640468 0.0001414 
9 0.0329568 0.0588523 0.0000194 0.0588329 0 0.0661404 0.000011 0.0660454 0.0000839 
1481 0.0321328 0.057381 0.0000184 0.0573625 0 0.0644922 0.0000104 0.0644814 0.0000002 
1231 0.0317797 0.0567504 0.000018 0.0567324 0 0.0619092 0.0000102 0.061619 0.0002797 
1591 0.0314266 0.0561198 0.0000176 0.0561022 0 0.0623263 0.00001 0.0623059 0.0000103 
1126 0.0302496 0.054018 0.0000163 0.0540016 0 0.0600712 0.0000092 0.0596177 0.000444 
815 0.0300142 0.0535976 0.0000161 0.0535815 0 0.0587678 0.0000091 0.0587587 0 
1287 0.0300142 0.0535976 0.0000161 0.0535815 0 0.0602689 0.0000091 0.0602276 0.000032 
1110 0.0290726 0.0519161 0.0000151 0.051901 0 0.0576849 0.0000085 0.0576706 0.0000056 
   
223 
 
902 0.0287195 0.0512855 0.0000147 0.0512708 0 0.0570196 0.0000083 0.0569622 0.0000489 
49 0.0280132 0.0500244 0.000014 0.0500104 0 0.0561735 0.0000079 0.0561292 0.0000362 
568 0.0277778 0.0496041 0.0000138 0.0495903 0 0.0549168 0.0000078 0.0548434 0.0000654 
2023 0.0275424 0.0491837 0.0000135 0.0491701 0 0.0553105 0.0000077 0.0551387 0.0001639 
651 0.0271893 0.0485531 0.0000132 0.0485399 0 0.1114481 0.0000075 0.0539712 0.0574692 
684 0.0271893 0.0485531 0.0000132 0.0485399 0 0.0546202 0.0000075 0.0539441 0.0006685 
2063 0.0270716 0.0483429 0.0000131 0.0483298 0 0.0551382 0.0000074 0.054252 0.0008786 
433 0.0264831 0.047292 0.0000125 0.0472795 0 0.0527895 0.0000071 0.0527823 0 
879 0.0263654 0.0470818 0.0000124 0.0470694 0 0.0521178 0.000007 0.0521067 0.0000039 
1794 0.0255415 0.0456105 0.0000116 0.0455989 0 0.0501006 0.0000066 0.049949 0.0001448 
93 0.0253061 0.0451901 0.0000114 0.0451787 0 0.0519257 0.0000065 0.0508055 0.0011135 
594 0.0250707 0.0447698 0.0000112 0.0447585 0 0.0500826 0.0000063 0.0500677 0.0000083 
1852 0.0250707 0.0447698 0.0000112 0.0447585 0 0.0505069 0.0000063 0.0499264 0.0005739 
2001 0.0247176 0.0441392 0.0000109 0.0441283 0 0.0493268 0.0000062 0.0490129 0.0003075 
612 0.0244822 0.0437188 0.0000107 0.0437081 0 0.0491732 0.0000061 0.0491603 0.0000066 
1804 0.0243645 0.0435086 0.0000106 0.043498 0 0.0481698 0.000006 0.0479659 0.0001976 
1203 0.0241291 0.0430883 0.0000104 0.0430779 0 0.0476329 0.0000059 0.0475604 0.0000664 
1387 0.0240114 0.0428781 0.0000103 0.0428678 0 0.0482017 0.0000058 0.0481813 0.0000143 
1822 0.0238937 0.0426679 0.0000102 0.0426577 0 0.0467027 0.0000058 0.0466557 0.000041 
2082 0.0238937 0.0426679 0.0000102 0.0426577 0 0.0478522 0.0000058 0.0477813 0.000065 
1594 0.0235405 0.0420373 0.0000099 0.0420274 0 0.0460806 0.0000056 0.0459347 0.0001401 
842 0.0234228 0.0418271 0.0000098 0.0418173 0 0.0459151 0.0000055 0.0458739 0.0000354 
 
 
