Abstract-In this paper, we describe three digital moving target indication (MTI) and moving target segmentation techniques (based on target speed) and apply them to short-range frequency-modulated continuous wave (FMCW) radar data. The described approaches are applicable to many short-range radar sensors. In particular, we focus on FMCW radar, which are ubiquitous in numerous applications, including gesture recognition radar, automotive radar, and imaging radar. The three digital MTI filtering methods explored are background subtraction, finite impulse response (FIR) filtering, and infinite impulse response (IIR) filtering. Each of the methods is implemented in the time domain for simpler logic implementation. We apply the MTI methods on data sets gathered using a C-band FMCW radar in both a short-range, direct line-of-sight scenario and a complex cluttered through wall radar scenario. Based on the analyses, it is shown that each of the MTI techniques are extremely effective when deployed in the right scenario. Background subtraction is found to be well suited for slow-moving targets. FIR and IIR filtering techniques provide the simplest, one-step processes for moving target segmentation.
at baseband can be many times less than that of the radar swept bandwidth. Hence, FMCW radar systems have modest sampling rate and data throughput requirements. Therefore it is a straightforward platform for implementing digital filtering techniques without a significant digital hardware investment.
The removal of large responses in a range profile is particularly useful in FMCW radar with transmitter to receiver direct leakage often dominating radar images. In addition, the removal of responses from objects moving at particular speeds can be useful in simplifying the scenario for classification techniques. The latter can be particularly useful in low-cost gesture recognition radar, such as Google's Soli [6] .
In this paper, we explore the use of flexible digital filters to remove returns from stationary/slow-moving objects, such as those from a wall or transmitter to receiver leakage, and to segment multiple targets based on their speed.
The described approaches are applicable to many shortrange radar sensors. In particular, we focus on FMCW radar, which are ubiquitous in numerous applications including gesture recognition radar, automotive radar and imaging radar.
MTI filters have been discussed in the literature for pulsed radar [1] , often referred to as delay line cancellers. More recently, exploiting the benefits of digital signal processing systems [7] , high-order MTI filtering techniques have been extended to include robust design based on expected clutter statistics [8] , [9] . The use of digital filters is a natural progression of the single-delay FMCW MTI filter presented by Stove in [10] , in which Stove asserts that MTI filtering techniques used in pulse radar can be applied to FMCW radar. Using digital techniques, MTI filter parameters can be adapted based on measured clutter statistics [8] and the expectation of wanted target speeds. This article applies some of the digital techniques described in the literature to short-range FMCW radar datasets to explore their effectiveness in different scenarios.
The aim of this paper is to present a comparison of FMCW MTI digital filtering techniques; namely background suppression (or equivalently coherent change detection [2] , [3] ), the single-delay filter discussed by Stove, finite impulse response (FIR) filters (of which the single-delay filter is a special case), and infinite impulse response (IIR) filters. Within this article these techniques are critically analysed and recommendations are made on where they might be employed, focusing on through-the-wall and multiple target applications. This work takes a time-domain approach where the MTI filter is applied prior to frequency analysis for ranging, differing to other FMCW approaches where MTI is applied post-FFT [11] . Hence, the filter is applied across deramped chirps, sometimes referred to as slow-time [12] , and it will be seen that this has the effect of filtering in the Doppler domain.
The paper begins with a brief overview of the well-known FMCW radar technique in Section II. Then we introduce the FMCW MTI techniques under discussion in Section III followed by the implementation of these techniques on FMCW radar measurement data in Section IV. Finally, we discuss the advantages and disadvantages of each technique with reference to the results in Section V and make concluding remarks within Section VI.
II. FMCW RADAR MODEL
In this paper, we apply the MTI filtering techniques in the time-domain, across deramped chirps which can be modelled by considering the deramping process occurring in an FMCW radar.
The high-level block diagram of a conventional homodyne FMCW radar is shown in Fig. 1 . In this system, a linear FM signal is generated by some means (DDS or VCO are common), the FM signal is amplified and then split with a portion coupled with the receiver and the remainder directed for transmission through some antenna. On reception, the target echo signal is collected by a receive antenna, often separate from the transmit antenna to reduce direct leakage into the receiver, and filtered and amplified before entering a mixing process (deramping). The signal is further amplified, sometimes using frequency-gain control [10] , before digitisation with an analogue-to-digital converter.
The time-domain description of a linear FMCW radar signal (chirp), x o , is [10] :
where a o is the signal amplitude, f o is the chirp start frequency and α is the chirp rate (the ratio of the chirp bandwidth and the chirp period, B/T ). The transmitted waveform is reflected off objects within the field of view and reaches the receiver antenna following some propagation delay, τ , producing a target echo signal, x t :
where a t is the target echo amplitude. In the FMCW radar receiver, a portion of the transmitted signal, x o , and the signal associated with the reflection from the target, x t , are mixed. Following mixing, the deramped signal (after low-pass filtering) is:
The coefficient of the second term is known as the deramp frequency f d and can then be related to range by the following:
where τ = 2R/c is the two-way propagation delay to the target at range R. c is the speed of signal propagation. This analysis is for a stationary target. In this paper stationary targets will be referred to as clutter which encompasses transmitter-receiver direct leakage and echoes from stationary targets. To extend the above analysis to include moving targets, we consider the two-way propagation delay as a time-varying parameter, that is
where v is the target velocity. Thus,
where it has been assumed that the radar platform is not in motion, and the third term of Equation (3) can be ignored assuming that the propagation time delay is much less than the chirp period, i.e. τ T . For example in a system with T = 1 ms and B = 100 MHz for a 100 m range application (7 μs propogation delay) which results in the third term contribution being at least 10000 times less than the first term at C-band operating frequencies. The third term of Equation (6) , or the Doppler frequency, can be estimated from measurements using triangular modulation of the chirp waveform or two-dimensional Fourier analysis [13] . The fourth term expresses delay-Doppler cross-coupling [10] and is a source of error that is not considered in this analysis as in our 5.8 GHz FMCW radar with a 100 MHz chirp bandwidth and 1 ms chirp period, the fourth term is more than a factor 10 smaller than the third term.
From Equation (6), the deramp frequency for a moving target is
i.e. it has a frequency component due to target range, and a frequency component due to target velocity. As a result of the deramp frequency embedding the Doppler frequency, there is scope for a moving target to appear in a range gate that differs to the actual target range. This phenomenon is known as range migration. By estimating the Doppler frequency using one of the two aforementioned techniques (triangular modulation of the chirp waveform or two-dimensional Fourier analysis), this migration can be compensated for if true range measurements are required.
As discussed, each chirp has a period of T . In general, an FMCW radar will process its incoming signal on a chirp to chirp basis producing a two-dimensional matrix of range versus time. This principle of splitting up the radar returns into individual chirps forms the basis of the MTI techniques discussed.
III. FMCW MTI TECHNIQUES
This paper considers three methods of implementing FMCW MTI; that is the filtering of any echoes from targets whose velocities are not within a certain pass-band. The methods we consider are: background subtraction, finite impulse response filtering and infinite impulse response filtering. The following sections describe each approach in the context of FMCW MTI radar.
MTI filters can be benchmarked by the MTI filter improvement factor, which is defined as:
where SC R is the signal-to-clutter ratio, C is the clutter power, and G is the gain of the MTI filter [1] . For a digital filter with a flat pass-band, the filter gain is 1. Therefore, in this paper, the improvement factor will be considered equivalent to the average filter attenuation at the anticipated clutter/unwanted target speeds.
A. Background Subtraction for FMCW MTI
Background subtraction is based on an estimation of the background clutter in a measurement scene over some period of measurement time, which is then subtracted from future measurements for some period of time before the estimation is updated. This is also sometimes described as coherent change detection [2] , [3] , and has been used to improve the performance of classification processes [14] , [15] . The process is described as follows:
The average of the returns from M chirps is taken as an estimate of the background clutter, thuŝ
where the deramp signal has been split into the returns from n individual chirps to form a two-dimensional dataset,
Following estimation, the clutter signal is then subtracted from all chirps to give the clutter-free MTI signal, y d , thus
There are two variables to consider here when designing the filter: 1. The number of chirp returns to use in the clutter estimation process.
2. The period between updates of the estimate of the clutter. Both depend on the level of coherency of the clutter in question. For example, foliage may be in motion when under wind loading. Hence, there will be some scintillation in the strength of the echo signal amplitude and some Doppler frequency spread, which may not be captured by the estimation of the clutter. The selection of the optimal number of chirps and update rate can be challenging, and their values may even need to change during a measurement, which makes this method challenging to automate and difficult to benchmark in terms of improvement factor. A running filter, such as a FIR filter, can be more robust to this sort of situation. A FIR filter can be designed to cut-off clutter which are in motion up to a particular speed, and provide a specific improvement factor based largely on the order of the filter [1] .
B. FIR Filters for FMCW MTI
In [10] , Stove suggested a simple approach to MTI filtering for FMCW radar: subtracting the returns from subsequent chirps in order to implement a simple single-delay MTI filter in FMCW radar, i.e.
where
is the return from the n th chirp comprised of T samples. This was shown to have an almost identical response to pulsed radar MTI canceller for stationary targets, and can also be considered a coherent change detection technique. Such a filter is effectively a two-tap FIR filter with a high-pass characteristic. Hence, it can be generalised to the following [16] :
where M is the filter order (with M + 1 filter taps) and b k is the filter coefficient for tap k. FIR filters are linear timeinvariant systems with linear phase and are often adopted in applications where a predictable phase behaviour is required. Using this equation, the single-delay filter implementation can be described with the following parameters:
Hence, this is a first order filter sometimes known as a first-difference system. The normalised Doppler frequency response, H (ω D T ), of a FIR filter can be computed as:
where ω D T is the normalised angular Doppler frequency (radians). The frequency response of the single-delay filter is therefore: which agrees with Stove's analysis for stationary targets.
With the response shown in Eq. (14), it can be seen that when f D T is an integer, there is a zero in the filter response. These zeros are known as blind speeds as the output of the MTI filter will be absent of any targets moving at these speeds.
The filter response of the single-delay filter is shown in Fig. 2 , compared with another example higher-order FIR filter (whose design will be explained in Section IV). The filter is designed for a 2 ms chirp, hence the first blind speed appears at f D = 1/T = 500 Hz ≡ 12.9 m/s at 5.8 GHz in free-space.
These filters reject objects based on speed, and their response is identical for positive and negative speed (i.e. velocity). For unambiguous velocity measurements with FMCW radar, the following sampling rule must be satisfied [17] :
where f s,D is the Doppler frequency sampling rate. As has been shown, the single-delay filter is a first-order FIR filter. Hence, it can be extended to implement MTI filters of higher order, different filter types (high-pass or band-pass), and different cut-off frequencies [8] , [9] . The cut-off frequencies are designed to attenuate unwanted/clutter signals based on the expectation of the unwanted/clutter signal speed [8] . Fig. 2 shows the response of a M = 99, high-pass FIR filter with a cut-off frequency of f c = 20 Hz for a 2 ms chirp period, or ω D T = 0.25 rad. This filter was designed using the window method and a Hamming window to deliver a low-ripple pass-band [18] and has an improvement factor of some 46 dB. This filter was designed for use in a through-thewall scenario, discussed in Section IV. Selection of the best window for a particular application is part of the MTI filter design process.
The simplicity of adjusting the FIR MTI filter parameters also makes target segmentation based on target speed possible (something that is not possible with the background subtraction technique). Hence, FIR MTI filtering is an extremely powerful tool as will be shown using measurement data in Section IV.
C. IIR Filters for FMCW MTI
Additionally, IIR filters can be used where linear phase is not a requirement. IIR filters are able to achieve a comparable magnitude response as an FIR filter using many fewer filter taps. As a result, their group delay is much reduced. These characteristics can be of great use in MTI filters where the difference in terms of Doppler frequency between a stationary target and a target in motion can be very small. Such situations demand high-Q filters. With a FIR filter, this can only be achieved with a large number of filter taps, which becomes expensive in terms of logic implementation.
IIR filters are linear time-invariant systems whose outputs are formed from the inputs of the system and, crucially, the previous outputs of the system. They can be described by the following equation:
where two sets of filter coefficients, the feedback coefficients a l and the feedforward coefficients b k , govern the performance of the filter. The order of the filter is defined as M. Fig. 2 shows the response of a M = 12, high-pass FIR filter with a cut-off frequency of f c = 27 Hz for a 2 ms chirp period, or ω D T = 0.34 rad. This shows the efficiency of a IIR filter relative to a FIR filter; the IIR filter has an order of magnitude less filter taps but has a very similar inband magnitude performance and a larger improvement factor. As mentioned, this results in a shorter filter group delay and a more memory efficient implementation in digital devices such as a field programmable gate arrays.
As with FIR filters, target segmentation based on target speed is possible with IIR filters. The efficacy of the IIR filter relative to the FIR in theory should be very similar, and this assertion will be tested in the following section. However, the design of an IIR filter is a more complex process as it is possible that the introduction of feedback coefficients can cause the filter to be unstable. The stability of the IIR filter design can be tested but this requires an extra process, which is a disadvantage for adaptive systems.
IV. MTI PERFORMANCE WITH MEASUREMENT DATA
To test the efficacy of the FMCW MTI techniques described in this paper, measurements of humans in motion were taken using the UCL-developed Soprano radar system (the radar system is described in full in [19] ) under two scenarios. These scenarios include a through-the-wall measurement of a person and measurement of two people in an open field.
Soprano is an FMCW radar system operating at 5.8 GHz with a 20 mW transmit power, a maximum bandwidth of 300 MHz, and adjustable chirp period and receiver gain. At maximum gain, the receiver single sideband noise figure is some 2.5 dB. At baseband, a second order high-pass active filter implements frequency gain control for efficient use of analog-to-digital-converter dynamic range.
A. Movement Detection for Through-the-Wall Radar
Through-the-wall radar is a widely researched and adopted technique for locating concealed individuals in security, military and disaster rescue applications [20] . In order to detect movements of targets behind the wall, a high performance MTI filter is necessary to remove the strong echo signal from the wall, which can be assumed to be stationary, whose rangesidelobes are likely to dominate echoes from targets behind the wall [2] . In order to test and critically analyse the MTI filters discussed in Section III, through-the-wall measurements using the Soprano radar were carried out.
The radar was set up with colocated transmitter and receiver antennas (separated vertically by 0.5 m for isolation) facing a wall 0.7 m from the antenna phase centres. The antennas were 30 • yagi antennas with a gain of 12 dBi. The chirp parameters were set to a bandwidth of 150 MHz and a period of 2 ms with a sawtooth modulation of up-chirps. From Eq. (16), this chirp period gives a maximum unambiguous velocity of ±6.46 m/s at 5.8 GHz. The cross section of the wall had an overall thickness of 300 mm. The outer-facing section of the wall was made up of 100 mm clay brick, and the inner-facing section was made up of 100 mm of concrete breeze block. Both sections were separated by a 100 mm cavity, filled with insulation material. Fig. 3 shows an image of the experiment setup.
Behind the wall, a person walked in a straight line away from and towards the radar within the main lobe of the antennas. The starting position of the person was up against the wall and they proceeded to walk to a position some 4 m away from the wall.
The time domain data was split into returns from individual chirps and the MTI techniques described in Section III were each applied across the chirps. Following MTI filtering, a Hann windowed and zero-padded FFT with a padding factor of 5 was then performed on each individual chirp and the values of associated frequency bins were converted to range using Eq. (4). The result of this process is a 2-dimensional image with a time x-axis, a target range y-axis, and each pixel magnitude representing the target echo power. The background subtraction filter used an estimate calculated over 50 chirps (0.1 s), which was updated every 0.1 s. The single-delay, FIR and IIR MTI filters used the same design as those shown in Fig. 2 . Fig. 4 shows the range versus time plots of the throughthe-wall measurement prior to MTI filtering (Fig. 4a) and following MTI filtering using the various techniques. Fig. 4a demonstrates the dominant response of the wall, masking targets of interest up to some 10 m range. Indeed, the wall response dictates the amount of gain permitted in the receive chain, and hence limits the sensitivity level of the radar. The impact of the wall on the receiver sensitivity level cannot be rectified in signal processing. However, provided the targets behind the wall are moving and of great enough radar cross section to exceed the receiver sensitivity level, the targets are revealed following wall-removal using MTI filtering as demonstrated in Figures 4b-4e .
In addition, the Doppler signature of the data was examined by forming Doppler (velocity) versus time images. These were generated by taking an average of the FFT generated range profile for each chirp, and processing a spectrogram with 100-chirp length, Hann shaped windows of averaged data, and 80 % window overlap.
The spectrograms shown in Fig. 5 reveal the characteristic micro-Doppler signature of a walking person following the various MTI techniques. These images show comparable signatures to other FMCW human micro-Doppler measurements [21] .
It is immediately clear from these images that each of the techniques perform some level of filtering of stationary clutter. The degree of success of each is variable and will be discussed fully in the Section V.
B. Multiple Target Segmentation
Segmentation of targets based on their speed is extremely useful to focus resources on particular targets. Applications of this technique include automotive radar, gesture recognition radar and surveillance radar. The multi-target measurements described in this paper were again performed using the Soprano radar with chirp waveforms of 100 MHz bandwidth and a period of 1 ms with a sawtooth modulation of up-chirps.
The radar was set up with colocated transmit and receive antennas in an empty field with minimal clutter as shown in Fig. 6 . The setup included a 5.8 GHz antenna target with an open-circuit feed as a stationary target located 50 m from the radar, directed towards the radar transmit/receive antennas. This was used as a calibration target in other experiments. In this paper, we focus on a measurement of the following sequence of events: 1. Individual person runs away from the radar to some 50 m range and then back towards the radar.
2. A different individual person runs away from the radar. 3. Both people walk in different directions (the former away from the radar and the latter towards the radar). Fig. 7 shows a range versus time image of the raw, unfiltered radar data collected during the sequence of events. It is clear that objects are present that are moving in range. In addition, objects that are stationary in range are present. The stationary target at 55 m range, which is the response from the antenna target, has some variation in return strength over time. It is believed that the people walking along the transmit/receive antenna and the antenna target baseline caused constructive and destructive interface with the target signal, which results in the target scintillation seen in this raw image. In particular, it is apparent that the target is in shadow when two people are walking between the radar and the target simultaneously between 45 and 70 s, appearing strongly only at c. 58 s. Between 0 and 3 m, the large response is a result of transmit to receiver direct coupling, which is reduced so as to not saturate the front-end and deramping mixer by separating the transmit and receiver antennas vertically. By keeping the receiver in its linear region in the presence of transmitter to receiver leakage, this artefact can be removed by digital MTI filtering.
Out of the three techniques described in Section III, only the FIR and IIR filtering techniques can be used on this dataset to segment the walking person and the running person. This is because the cut-off speed of the background subtraction technique cannot be specified easily.
Assuming that the preferred walking speed of humans is between 1.4 m/s and 2 m/s, and the human running speed is between 3 m/s and 12.4 m/s (Usain Bolt, [22] ), the two states can be segmented. Employing a bank of digital filters with different cut-off frequencies allows us to distinguish walking human targets, running human targets, and stationary clutter.
To segment the data, a bandpass filter with a 'speed passband' of 0.5 m/s to 2 m/s is used to capture the walking human data, and a high-pass filter with a 'speed cut-off', v c , of 3 m/s is used to capture running human data. Using the equation for Doppler frequency at 5.8 GHz, this equates to Doppler cut-off frequencies of 19.3 Hz and 80 Hz for the walking human filter, and 116 Hz for the running human filter. These frequencies were used as a guide for the design of the segmentation filters, which is summarised in Fig. 8 . The filter orders were selected to provide an improvement factor of more than 50 dB. Fig. 9 shows the resulting range versus time images after application of the described MTI filters to the dataset. It is clear from these images that using the described FIR and IIR digital filtering techniques, we are able to segment walking and running personnel, and suppress stationary clutter by more than 20 dB. The resultant images are much clearer, giving automatic detection, and potentially classification, processes a greater chance of efficacy.
The cause of the stationary (constant range) features present in Fig. 9 are not known at present. However, it is likely that these are spurs are caused by switch mode power supply noise from the control laptop (these are not seen in the through-wall measurements, during which a metalised laptop was used with improved power supply shielding).
V. DISCUSSION
We have shown the outcomes of applying three different MTI filtering techniques to real FMCW radar measurement data, including through-the-wall and multi-target measurements. The technique of subtracting an estimate of the background stationary clutter has been shown to be effective at removing stationary targets with minimal impact on slow-moving targets. This is particularly apparent when comparing Fig. 4b with Fig. 4d , and Fig. 5b with Fig. 5c , in which it can be seen that in the FIR/IIR filter cases, the person response is removed when stopping to turn around (at c. 4 s and 7.8 s). However, the cutoff frequency of the background subtraction filter cannot be adjusted, unless combined with a digital filtering technique. Hence, it is a multi-step process to design for a particular performance. Furthermore, the estimate of the background clutter needs to be continually updated, making for a more computationally expensive process. It can also be seen in Fig. 4 that the output signal-to-noise ratio of the moving targets following the subtraction using the aforementioned estimation process was lower than for the FIR/IIR techniques. This is likely to be due to leakage of the moving targets in to the estimate of the background stationary clutter.
The FIR filter technique is shown to have good performance for both moving target indication and moving target segmentation in both experiments. The filters are simple to design and implement, have easily adaptable parameters, and linear phase. However, achieving a sufficient filter roll-off, particularly for slow moving targets, can require very high order filters. This results in a great resource demand on the digital signal processor. Due to their inherent stability though, they are particularly useful for designing high Q-factor implementations.
The IIR filter technique shows similar performance to the FIR filters for the datasets discussed in this paper. They benefit from using less filter coefficients for the equivalent roll-off of a FIR filter. However, they can present a challenge to design, especially for higher order requirements. They have a non-linear phase characteristic, particularly near cutoff frequencies. Furthermore, IIR filters are not well-suited to high dynamic range environments (>60 dB) where large clutter returns can produce transient ringing in the filters [23] . This issue can be resolved using tail cancellation techniques, such as truncated IIR filtering [24] , [25] . These techniques have not been tested in this work due to the low-dynamic range environment encountered in these measurements.
VI. CONCLUSION
In this paper, we have presented several MTI digital filtering techniques for FMCW radar applications; background subtraction, FIR filtering, and IIR filtering. Each of the tested MTI techniques have suitable applications. Background subtraction is well-suited for slow-moving targets. If moving target segmentation is required, the FIR and IIR filtering techniques are the simplest, one-step processes.
We have shown that the background suppression technique suppresses stationary clutter without a significant impact on slow moving targets. However, the technique is not flexible and cannot easily be used for target segmentation based on speed.
FIR and IIR digital filters are extremely flexible and their design can be easily managed to implement FMCW MTI filters and target segmentation filters. In particular, IIR filters demonstrate efficiency in terms of logic implementation, a useful attribute for low-cost systems which normally employ the FMCW radar architecture.
