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ON THE ENERGY CASCADE OF 3-WAVE KINETIC EQUATIONS:
BEYOND KOLMOGOROV-ZAKHAROV SOLUTIONS
AVY SOFFER AND MINH-BINH TRAN
Abstract. In weak turbulence theory, the Kolmogorov-Zakharov spectra is a class of
time-independent solutions to the kinetic wave equations. In this paper, we construct a
new class of time-dependent isotropic solutions to the decaying turbulence problems (whose
solutions are energy conserved), with general initial conditions. These solutions exhibit
the interesting property that the energy is cascaded from small wavenumbers to large
wavenumbers. We can prove that starting with a regular initial condition whose energy at
the infinity wave number |p| = ∞ is 0, as time evolves, the energy is gradually accumulated
at {|p| = ∞}. Finally, all the energy of the system is concentrated at {|p| = ∞} and
the energy function becomes a Dirac function at infinity Eδ{|p|=∞}, where E is the total
energy. The existence of this class of solutions is, in some sense, the first complete rigorous
mathematical proof based on the kinetic description for the energy cascade phenomenon
for waves with quadratic nonlinearities. We only represent in this paper the analysis of
the statistical description of acoustic waves (and equivalently capillary waves). However,
our analysis works for other cases as well.
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1. Introduction
Over more than half a century, the theory of weak wave turbulence has been intensively
developed. In weakly nonlinear and dispersive wave models, the weak turbulence kinetic
equations can be formally derived, via the statistical approach, to describe the dynamics
of resonant wave interactions. The ideas of deriving the kinetic equations to describe how
energies are shared between weakly interacting waves go back to Peierls [70, 71] and the
modern devevelopments have the origin in the works of Hasselman [36, 37], Benney and
Saffmann [10], Kadomtsev [40], Zakharov [90], Benney and Newell [9], Lukkarinen and
Spohn [56, 57, 79]. We refer to the books [64, 90] for more discussions and references on
the topic.
One of the most important wave turbulence equations is the so-called 3-wave kinetic
equation (cf. [74, 75, 87, 89, 91])
∂tf(t, p) = Q[f ](t, p),
f(0, p) = f0(p),
(1)
in which f(t, p) is the nonnegative wave density at wavenumber p ∈ RN , N > 2; f0(p) is
the initial condition. The quantity Q[f ] denotes the integral collision operator, describing
pure resonant 3-wave interactions. In the 3-wave turbulence kinetic equation, the collision
operator is of the form
Q[f ](p) =
∫∫
R2N
[
Rp,p1,p2 [f ]−Rp1,p,p2[f ]−Rp2,p,p1[f ]
]
dNp1d
Np2 (2)
with
Rp,p1,p2[f ] := |Vp,p1,p2 |2δ(p − p1 − p2)δ(ω − ω1 − ω2)(f1f2 − ff1 − ff2)
with the short-hand notation f = f(t, p), ω = ω(p) and fj = f(t, pj), ωj = ω(pj), for
wavenumbers p, pj, j ∈ {1, 2}. The quantity ω(p) denotes the dispersion relation of the
waves. The equation describes, under the assumption of weak nonlinearities, the spectral
energy transferred on the resonant manifold, which is a set of wave vectors satisfying
p = p1 + p2, ω = ω1 + ω2. (3)
The exact form of the collision kernel Vp,p1,p2 depends on the type of waves under consid-
eration. The 3-wave kinetic equation plays a very important role in the theory of weak
turbulence, with a variety of applications for ocean waves, acoustic waves, gravity capillary
waves, Bose-Einstein condensate and many others (see [36, 37, 86, 87, 89, 44, 88, 14, 89, 65,
5, 74, 75, 58] and references therein).
One of the most important results of the weak turbulence theory (cf. [44, 89, 90]) is the
existence of the so-called Kolmogorov-Zakharov spectra, which is a class of time-independent
solutions f∞ of equation (1):
f∞(p) ≈ C|p|−κ, κ > 0.
These solutions are the analogs of the Kolmogorov energy spectrum C|p|− 53 of hydrodynamic
turbulence. Normally, thermodynamic equilibrium solutions can be easily derived from
kinetic equations by inspection. However, the Kolmogorov-Zakharov (KZ) spectra are much
more subtle and only emerge after one has exploited scaling symmetries of the dispersion
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relations and the coupling coefficients via what is now called the Zakharov transformation.
The discovery of the KZ spectra has been so far a milestone and breakthrough achievement
on the subject, and for decades thereafter, it has been the dominating subject of study in the
wave turbulence theory. Works on this research line have been continued till now and the
Kolmogorov-Zakharov spectra have been found in new applications, including astrophysics
[32], interior ocean [59], cosmology [63] and several other physical situations.
On the other hand, relatively little is known about the time-dependent solutions of (1).
In the important works [14, 15, 16], several numerical experiments were performed, to
investigate the 3-wave equation. In these works, the following equivalent form of the 3-wave
collision operator was introduced
Q[f ](t, ω) =
∫ ∞
0
∫ ∞
0
[
R(ω, ω1, ω2)−R(ω1, ω, ω2)−R(ω2, ω1, ω)
]
dω1dω2,
R(ω, ω1, ω2) := δ(ω − ω1 − ω2) [U(ω1, ω2)f1f2 − U(ω, ω1)ff1 − U(ω, ω2)ff2] ,
(4)
where U satisfies |U(ω1, ω2)| = (ω1ω2)γ/2.
The solutions of [15, 16] are assumed to follow the so-called dynamic scaling hypothesis
f(t, ω) ≈ s(t)aF
(
ω
s(t)
)
(5)
in which ≈ denotes the scaling limit s(t) → ∞ and ω → ∞ with x = ω/s(t) fixed. Let us
compute the energy of this function∫ ∞
0
ωf(t, ω)dω =
∫ ∞
0
s(t)aF
(
ω
s(t)
)
ωdω =
∫ ∞
0
s(t)a+2F
(
ω
s(t)
)(
ω
s(t)
)
d
(
ω
s(t)
)
= s(t)a+2
∫ ∞
0
xF (x) dx,
(6)
which grows with the rate s(t)a+2. Substituting this ansatz into the equation (1)-(4), we
get the system
s˙(t) = sζ , with ζ = γ + a+ 2
aF (x) + xF˙ (x) = Q¯[F ](x).
(7)
In [15], the solutions follow the so-called decaying turbulence, in which the energy is supposed
to be the same for all time ∫ ∞
0
ωf(t, ω)dω = const. (8)
From (6), it is easily seen that the only value of a that gives the conservation of energy
is a = −2. By assuming that F (x) ∽ x−n, when x ∽ 0, the power can be determined
n = γ+1. Since the degree of homogeneity γ is considered in the interval [0, 1), the integral∫∞
0 xF (x)dx is well-defined. However, this integral becomes singular if γ > 1.
In [16], the degree of homogeneity γ is considered in the interval [0, 2]. Suppose that
the solutions follow the so-called forced turbulence, whose total energy is assumed to grow
linearly in time ∫ ∞
0
ωf(t, ω)dω = Jt. (9)
Using (9), we obtain
s˙ =
J
(a+ 2)
∫∞
0 xF (x)dx
s−1−a
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and then a = −γ+32 . The challenge is that the integration
∫∞
0 xF (x)dx with F (x) ∽ x
− γ+3
2
for small x diverges in the finite capacity case γ > 1 and converges only in the infinite
capacity case γ < 1. Many strategies have then been introduced, mainly to approximate a
directly from the eigenvalue problem, to overcome the challenge. In those cases, the energy
grows with the rate s(t)a+2.
From these numerical experiments, the dependence on γ of the behavior of the solutions
can be clearly seen. A deeper theoretical understanding of the numerical experiments is
then required.
In this work, we consider a very high value of the degree of homogeneity γ and the physical
situation when the energy of the solutions is conserved in time (the system is not driven
by injected energy.) On this decaying turbulence system, we perform the first rigorous
mathematical analysis of time-dependent spatially homogeneous and isotropic solutions, to
understand their long time behavior. To be more precise, we consider the case γ = 2, which
corresponds to acoustic waves, with
|Vp,p1,p2 |2 = |p||p1||p2|, N = 3 and ω(p) = |p|. (10)
Note that capillary waves also have γ = 2 and our analysis can be equivalently applied to
this case. We show that energy conserved solutions of 3-wave systems in this case are only
local in time. In other words, if we consider a 3-wave turbulence system, whose kernel
degree of homogeneity is high (γ = 2), and look for a solution whose energy is a constant
for all time, then this solution can exist only up to a finite time, after that, some energy
is lost to infinity. At the first sight, this kind of behavior looks surprising and mysterious.
One may ask the question: “Where does the energy go?” We will explain in the next
section that this phenomenon is closely related to the gelation phenomenon in coagulation-
fragmentation models (cf. [25, 30, 49, 50]), that corresponds the formation of a “giant
particle” with “infinite size” (ω =∞) in finite time. Since all of the particles considered by
coagulation-fragmentation models have finite size 0 6 ω < ∞, the occurrence of gelation
results in a loss of mass to infinity, when the degree of homogeneity γ of the kernel of the
coagulation part (ω1ω2)
γ/2 is large γ > 1.
In continuum mechanics, an energy cascade is the transfer of energy from large scales
to small scales - direct energy cascade, or the transfer of energy from small scales to large
scales - inverse energy cascade. Since the energy cascade phenomenon is related to the
evolution in time of the solutions, a natural question is that:“Can we observe from some
time-dependent isotropic solutions of kinetic wave equations that the energy is transferred
to large/small values of wavenumbers as time goes to infinity”? Our analysis shows that,
time-dependent spatially homogeneous and isotropic solutions to the 3-wave equations with
a high degree of homogeneity, in the decaying turbulence case, indeed exhibit the energy
cascade phenomenon.
Our work shows that in many classical examples of waves (acoustic waves, capillary
waves), different from the KZ spectra, time-dependent isotropic and energy conserved solu-
tions to the 3-wave equations follow the energy cascade phenomenon and exhibit the energy
loss as time evolves. We only present in this paper the analysis of the statistical description
of acoustic waves γ = 2 (and equivalently, capillary waves). However, our analysis works
for other cases as long as the growth of the kernel γ is strong enough (γ > 1), in consistent
with the coagulation-fragmentation phenomena.
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In the PhD Thesis of Kierkels (cf. [41, 42]), the following equation was studied (cf.
[41][Equation (1.9)])
∂t
(∫
[0,∞)
ϕ(ω)G(t, ω)dω
)
=
∫∫
ω1>ω2>0
G1G2√
ω1ω2
[ϕ(ω2) + ϕ(ω1 − ω2)− ϕ(0) − ϕ(ω1)]dω1dω2
+
∫∫
[0,∞)2
G1G2√
ω1ω2
[ϕ(0) + ϕ(ω1 + ω2)− ϕ(ω1)− ϕ(ω2)]dω1dω2,
(11)
for some suitable test function ϕ. Equation (11) describes the time evolution of the fraction
of mass G that is not supported near the origin of the 4-wave kinetic equation derived from
the cubic nonlinear Schro¨dinger equation. The mass and energy of the solution are conserved
in time ∂t
∫
[0,∞)G(t, ω)dω = ∂t
∫
[0,∞) ωG(t, ω)dω = 0. In this interesting work, it is proved
that any nontrivial initial datum yields the instantaneous onset of a condensate and self-
similar solutions are also constructed. The strategy of the proof follows an adaptation of
the monotonicity estimate introduced by Lu (cf. [51, 52, 53, 54, 55]) and developed by
Escobedo-Velazquez (cf. [28, 29]) to the case of (11), in which the kernel is singular at 0,
leading to the instantaneous condensation.
Physically speaking, (11) is very different from the model under investigation. We show
that there is no instantaneous condensation, but rather the “reversed” physical phenomenon:
the energy cascades to infinity partially in finite time and totally in infinite time. Moreover,
in the model under investigation, the mass is not conserved (cf. [90]); while in (11), both
the mass and energy are conserved.
Similar with [41], our existence proof also relies on the classical kernel cutting off strat-
egy for the coagulation-fragmentation equation (see, for instance, [21]) and the classical
homogeneous Boltzmann equation (see, for instance, [3]). To prove the energy cascade, we
develop new monotonicity estimates for 3-wave kinetic equations, based on previous works
[28, 29, 41, 51, 52, 53, 54, 55]. We also refer to [29] for discussions on related topics for
the 4-wave equations. In this interesting work, it is shown that the condensation occurs in
finite time in the form of a delta function at the origin, and the energy, therefore, goes to
infinity in infinite time.
2. Comparisons with related models, brief descriptions of the main results,
and outline of the proof
2.1. Description of the problem and comparison with coagulation-fragmentation
models. As discussed in the introduction, if we consider a spatially homogeneous and
isotropic capillary or acoustic kinetic wave equation, and look for a solution whose energy is
a constant for all time, then this solution can exist only up to a finite time, after this time,
some energy is lost to infinity. In order to capture the the dynamics of the energy cascade
phenomenon, we rewrite a new equation for the energy g(|p|) = ω|p|f(|p|). This equation
becomes a sophisticated coangluation-fragmentation type equation, whose fragmentation
term is nonlinear rather than linear (see Definition 8 and (R1.1)). We construct a new weak
formulation of the solutions in an extended space containing the delta function δ{|p|=∞},
whose role is to capture the energy loss at infinity.
Remark 1. Note that the measure at infinity {|p| = ∞} can be defined by using the
“extended half real line” [0,∞] = [0,∞) ∪ {∞}. Suppose that B([0,∞)) is the set
of Borel sets of [0,∞), we can define the set of Borel sets of the extended real line by
B([0,∞]) = {B ⊂ [0,∞] : B ∩ [0,∞) ∈ B([0,∞))}. Therefore, one can define the space
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of finite nonnegative measures in B([0,∞]), including δ{|p|=∞}. The measure dµ(|p|) is the
extension of the classical Lebesgue measure in B([0,∞]). This construction is classical and
could be found in textbooks in analysis, for instance [31].
With the new weak formulation, we introduce several test functions, which are continuous
function on [0,∞], in to order to capture the behavior of the solutions at |p| =∞. Different
from the KZ spectra, using these new solutions, we can explicitly see that the conserved
energy is accumulated at large values of |p|, and finally, the energy will be concentrated at
|p| =∞: they become a Dirac function Eδ{|p|=∞} at the limit t→∞, where E is the total
energy of the solutions. Indeed, with these solutions, one could see that all of the energy
goes to infinity and that the energy in every given interval 0 6 |p| 6 R for any positive
number R vanishes as t tends to infinity. We show that there is an “energy cascade event”,
similar to the gelation event discussed in (R1.1), in which a part of the wave energy is lost
in finite time. The lost energy can be proved to accumulate into a delta function at infinity.
This is, in some sense, a rigorous proof of the energy cascade phenomenon for acoustic and
capillary wave systems.
We have the following comparisons.
(R1.1) The operator Q[f ] is very similar to the Smoluchowski collision operator, which
takes the following form (cf. [83])
QSmo[f ](ω) =
1
2
∫ ω
0
USmo(ω − ω1, ω1)f(ω − ω1)f(ω1) dω1 −
∫ ∞
0
USmo(ω, ω1)f(ω)f(ω1) dω1,
(12)
for some kernel USmo. The integrodifferential equation that takes the Smoluchowski
operator as the collision operator - the Smoluchowski equation - describes the time
evolution of the number density of particles as they coagulate to size ω at time
t. There has been a large body of research on the mathematical analysis of the
Smoluchowski equation (see [12, 13, 19, 24, 30, 61, 62]) .
To describe the dynamics of the cluster growth, in which the sizes of the clusters
evolve with time as the clusters undergo not only coagulation but also fragmen-
tation events, the coagulation-fragmentation models have been introduced with an
additional linear fragmentation operator (see [11, 20, 23, 48] and references therein)
QCoFr[f ](ω) = QSmo[f ] − QFr[f ],
QFr[f ](ω) = a(ω)f(ω) −
∫ ∞
0
a(ω)b(ω, ω1)f(ω1) dω1.
(13)
for some kernels a, b.
In pure coagulation dynamics, particles coagulate into clusters, which only get
larger. On the other hand, in wave turbulence phenomena, waves can either combine
with other waves to form waves with larger wavenumbers (which corresponds to
the delta function δ(ω − ω1 − ω2) in the formulation of the collision operator),
or break into waves with smaller wavenumbers (which corresponds to the delta
functions δ(ω1 − ω − ω2) and δ(ω2 − ω − ω1) in the formulation of the collision
operator). As a result, the terms containing [f(ω)−f(ω1)]f(ω1−ω), with ω1 > ω are
missing in the presentation of the Smoluchowski collision operator. In coagulation-
fragmentation dynamics, the fragmentation is described by a linear operator. The
additional linear operator QFr[f ] could be seen as a linear version of the nonlinear
terms containing δ(ω1 − ω − ω2) and δ(ω2 − ω − ω1) and describing the breaking
of waves into waves with smaller wavenumbers. During coagulation events, the
total mass of particles is expected to be a constant throughout the time evolution
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of solutions of coagulation-fragmentation models. This is, indeed, a fundamental
difference between coagulation-fragmentation models and wave turbulence models.
In 3-wave turbulence models, the mass is not expected to be conserved but the
energy is. If we denote the new unknown g = fω, then the 3-wave turbulence
kinetic equation in g becomes a sophisticated coagulation-fragmentation equation
(see Definition 8), in which the fragmentation term is nonlinear, rather than linear.
In this equation, the mass of g (which is also the energy of f) is expected to be
conserved.
When the fragmentation is absent, the coagulation kernel USmo(ω1, ω2) can be
split into two classes 0 6 USmo(ω1, ω2) . 2 + ω1 + ω2 and USmo(ω1, ω2) & (ω1ω2)
γ/2
for some γ > 1. In the first case, the solutions are expected to be mass-conserved;
and in the second case, the solutions have gelation in finite time, in which the
conservation of mass breaks down. The gelation corresponds to a runaway growth of
the dynamics, that leads to the formation of a giant particle with infinite size ω =∞
in finite time. Since all of the particles considered by coagulation-fragmentation
models have finite size 0 6 ω <∞, the occurrence of gelation results in a loss of mass.
The gelation phenomenon was conjectured in the 80s [49, 50] and its mathematical
proof for such coagulation kernels and arbitrary initial data was shown twenty years
later in [25]. A natural question is that, after gelation occurs, where the mass goes.
This question has not yet been answered in [25]. Since the fragmentation reduces
the sizes of the clusters, it was proved that a strong fragmentation prevents the
occurrence of gelation [17] but does not affect the coagulation events if it is weak [46,
82]. In general, due to the effect of gelation, the existence analysis of coagulation-
fragmentation models follows two main streams. In the first stream, several works
have been devoted to the construction of mass-conserving solutions to models whose
kernels satisfy 0 6 USmo(ω1, ω2) . 2 + ω1 + ω2 with various assumptions on a and
b (see [6, 7, 21, 45, 8, 84] and the references therein). In the second stream, weak
solutions which need not satisfy the mass conservation have been constructed (cf.
[22, 26, 35, 69, 80] and the references therein). The existence of mass-conserving
solutions the models with kernels satisfying USmo(ω1, ω2) & (ω1ω2)
γ/2 with strong
fragmentations has been done in [17, 23]. An opposite phenomenon takes place when
the fragmentation rate a takes the special forms a(x) = a0x
ξ for some ξ < 0. In this
case, the smaller the particles, the faster they divide, which leads to the appearance
of dust and again a loss of mass takes place. This phenomenon is usually referred
to as the shattering transition [4, 60]. A survey of earlier results can be found in
[47].
(R1.2) As discussed above, there are differences between 3-wave turbulence and coagulation
- fragmentation models. First, the terms describing the breaking of waves/particles
are nonlinear in the 3-wave turbulence equation while they are linear in coagulation-
fragmentation models. Second, since the mass is not conserved in 3-wave turbulence
phenomena, if we denote the new unknown g = fω, then the 3-wave turbulence ki-
netic equation in g becomes a highly sophisticated coagulation-fragmentation equa-
tion. However, there is a deep connection between the two types of models. In
coagulation-fragmentation models, it is shown in [25] that if the growth of the co-
agulation kernels is sufficiently strong (ω1ω2)
γ/2 with γ > 1, then a giant particle
of infinite size is formed in finite time. Since in these models, ω denotes to the
size of the particle, the giant particle of infinite size corresponds to ω = ∞. In
our wave turbulence model, we will show later that the conservation of energy is
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broken at finite time. The energy breaking in the energy cascade phenomenon is
closely related to the gelation phenomenon. In order to describe the dynamics of
this phenomenon, we construct a new weak formulation of the energy solutions g
in an extended space containing the delta function δ{ω=∞}. With this weak for-
mulation, several test functions are introduced, in to order to capture the behavior
of the solutions at ω = ∞. That allows us to show that all of the energy of the
system will finally go to this delta function as time goes to infinity. In other words,
we show that there is also a similar “gelation” event for waves, in which some of
the energy of the waves accumulate into a delta function with infinite wave number
ω = ∞ at finite time; and as time evolves, all of the energy of the waves will be
“gelled” into this delta function. The delta function at infinity ω =∞ corresponds
to the giant particle with infinite size in the coagulation-fragmentation case. In
this picture of the energy cascade process, the energy distributions g = fω of the
3-wave kinetic equation develop a δ-like concentration at infinity. However, since
large wavenumbers correspond to highly oscillatory waves in the physical space,
that cannot be described by the kinetic theory, the full picture of the energy cas-
cade requires a modification of the kinetic theory to be fully understood. A similar
situation can also be found in the Boltzmann-Nordheim kinetic theory for a dilute
gas of bosons [68]. Similar to solutions of our 3-wave kinetic equation, the solution
of the Boltzmann-Nordheim kinetic equation also exhibits a singularity in finite time
(cf. [28, 52]). Let T be the time left until the solution of the Boltzmann-Nordheim
equation blows up (also in the form of a delta function). The Boltzmann-Nordheim
kinetic theory applies when T is still much larger than ~/ω0(T ), where ω0(T ) is the
average energy of particles taking part in this blow-up. Therefore, in the dilute gas
limit, the Boltzmann-Nordheim kinetic equation remains physically sound in the
time interval [tmfp,Tcr], where Tcr = ~/ω0(Tcr) and tmfp is the mean-free flight time
for the core of the energy spectrum. As a consequence, the blow-up solution of the
Boltzmann-Nordheim kinetic equation is useful in describing the BEC dynamical
process but the full dynamics of the formation and evolution of BECs requires a
serious modification of the kinetic theory (see, for instance, [2, 39, 43, 72, 85, 76]
and the references therein.)
(R1.3) Prior to this work, several rigorous mathematical results for solutions of the 3-wave
turbulence kinetic equation in various forms have already been obtained. Long
time dynamics, hydrodynamic approximations, uniform lower bounds, existence and
uniqueness of strong solutions and to the quantized 3-wave turbulence kinetic equa-
tion were discussed in [1, 27, 38, 67, 77]. The mathematical properties of solutions
to the 3-wave turbulence kinetic equation under the effect of viscosity were studied
in [33] for stratified flows in the ocean and in [66] for capillary waves. A connection
between chemical reaction networks and the 3-wave turbulence kinetic equation as
well as its quantized version was considered in [18, 81]. We refer to the book [73]
for related discussions on the quantum versions of the 3-wave equation.
2.2. Description of the main results - A proof of the energy cascade phenomenon
for (1)-(10). In the main theorem 10, we study a class of isotropic solutions f(t, p) =
f(t, |p|) to (1)-(10), in which, the initial condition is radial f0(p) = f0(|p|) and regular at
|p| =∞ ∫
{|p|=∞}
f0(|p|)|p|2ω|p|dµ(|p|) = 0,
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and at p = 0 ∫
{|p|=0}
f0(|p|)|p|2ω|p|dµ(|p|) = 0.
In this case, the energy is lost from [0,∞) and cascaded to {|p| = ∞} and this picture
can be fully described as follows. Suppose the total energy is
E =
∫
[0,∞)
f0(|p|)ω|p||p|2dµ(|p|),
which is a conserved quantity
E =
∫
[0,∞]
f(t, |p|)ω|p||p|2dµ(|p|), ∀t > 0.
Then:
(i) The energy of the solution on the interval [0,∞) is a non-increasing function of time
d
dt
∫
{|p|=∞}
f(t, |p|)ω|p||p|2dµ(|p|) > 0,
and for all time T1 > 0, we can always find a larger time T2 > T1 such that∫
{|p|=∞}
f(T2, |p|)ω|p||p|2dµ(p) >
∫
{|p|=∞}
f(T1, |p|)ω|p||p|2dµ(|p|).
This ensures that the energy on the interval [0,∞) keeps decreasing for all time
t > 0. In other words, for all time T1 > 0, we can always find a larger time T2 > T1
such that∫
[0,∞)
f(T2, |p|)ω|p||p|2dµ(p) <
∫
[0,∞)
f(T1, |p|)ω|p||p|2dµ(|p|).
It is believed in the coagulation-fragmentation literature that, this kind of en-
ergy/mass loss on [0,∞) is not taken into account in the models. However, our
analysis shows that the energy/mass loss is already embedded in those equations
once the definition of the solutions is extended.
(ii) Moreover, the energy is transferred away from the origin as follows∫
{0}
f(t, |p|)ωp|p|2dµ(|p|) = 0
for all t ∈ [0,∞). In addition, for all ε ∈ (0, 1), there exists Rε > 0 such that∫
[0,Rε)
f(t, |p|)ω|p||p|2dµ(|p|) 6 εE for all t ∈ [0,∞).
This inequality essentially means that the energy is cascaded away from the origin.
(iii) The energy cascade has an explicit rate∫
{|p|=∞}
f(t, |p|)ω|p||p|2dµ(|p|) > C1 −
C2√
t
,
where C1 and C2 are explicit constants.
As a consequence, there is an explicit threshold time T4 > 0 such that∫
{|p|=∞}
f(t, |p|)ω|p||p|2dµ(|p|) > 0,
for all time t > T4.
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In other words, even when there is no energy at {|p| = ∞} initially, after an
explicit short time, some energy is lost on the interval [0,∞) and starts to accumulate
at {|p| = ∞}. Therefore, one can only expect to have local strong solutions to the
equation.
(iv) However, we can always find a time T5 > 0 and R∗ > 0 such that for all t > T5∫
[R∗,∞]
f(t, |p|)ω|p||p|2dµ(|p|) > C1.
(v) At the limit t→∞, the whole energy of the system will be cascaded/lost into one
single point {|p| =∞}:
f(t, |p|)ω|p||p|2 −→ Eδ{|p|=∞},
where the limit is in the weak sense, that will be explained later in the paper.
2.3. An outline of the proof of the main theorem. As discussed above, since we
are interested in the transfer of energy to infinity, we convert the equation in f(t, |p|) into
an energy equation of g(t, |p|) = f(t, |p|)ω|p|. This is, indeed, a sophisticated coagulation-
fragmentation type equation, whose fragmentation term is nonlinear rather than linear (see
Definition 8 and (R1.1)). Section 5.1 is devoted to the proof of the existence of weak
solutions of the equation of g, based on a regularization technique of the collision operator.
The proof of the energy cascade phenomenon relies on a very special structure of the collision
operator of g. We will present in Section 4 that for test functions of the form ϕr(p) =(
1− rp
)
+
, with any positive parameter r > 0, the collision operator becomes positive. The
key property of these test functions is that limp→∞ ϕr(p) = 1. Using this class of test
functions, we can see that ∂t
∫
[0,∞] g(t, |p|)ϕr(p)dµ(|p|) > 0 for all r > 0, that yields
inf
r>0
∂t
∫
[0,∞]
g(t, |p|)ϕr(p)dµ(|p|) = ∂t
∫
{∞}
g(t, |p|)ϕr(p)dµ(|p|) > 0.
This is an indicator for the accumulation of the energy at infinity and the main idea of
Section 5.2. Based on this special structure of the collision operator, in Section 5.4, we
compare the energy measured on an interval [r,∞] at time t and the energy measured on
the interval [0, r] for all time s from 0 to t. This leads to the proof of the transfer of energy
away from {0} in Section 5.5. By comparing the energy from [0,∞) and the energy from
[0,∞], using the observations from Section 5.2 and Section 5.4, we can prove in Section 5.6
that the some energy indeed is lost from the interval [0,∞) in finite time. Sections 5.7 and
5.8 study the lost rate and show that all of the energy will be finally accumulated at {∞}
as time evolves.
3. New weak formulation and statement of the main results
3.1. New weak formulation, energy conservation and H-Theorem on the ex-
tended space.
3.1.1. The new weak formulation on the extended space. Since the energy is finite, and we
are interested in the cascade of this conserved quantity from low to high wavenumbers as
time evolves, we denote the energy distribution by g = fωp = f |p|, and obtain a new form
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of the collision operator
Q˜ [g] : = Q
[
g
p
]
=
∫∫
R3×R3
|Vp,p1,p2 |2δ(|p| − |p1| − |p2|)δ(p − p1 − p2)×
×
[
g1
|p1|
g2
|p2| −
(
g1
|p1| +
g2
|p2|
)
g
|p|
]
d3p1d
3p2
− 2
∫∫
R3×R3
|Vp,p1,p2 |2δ(|p1| − |p| − |p2|)δ(p1 − p− p2)×
×
[
g
|p|
g2
|p2| −
(
g
|p| +
g2
|p2|
)
g1
|p1|
]
d3p1d
3p2
(14)
The energy evolution equation for the energy distribution g is now
∂tg(t, p) =|p|Q˜ [g] = |p|Q
[
g
p
]
(t, p),
g(0, p) = g0(p),
(15)
where g0(p) = |p|f0(p).
In Definition 8, we will define the weak solution f to (1) in terms of the weak solution g to
the energy evolution equation (15). Before presenting the form of the new weak formulation,
we recall some of the definitions of function and extended measure spaces.
Definition 2 (Continuous Function Spaces).
• Let I be one of the intervals [a,∞], (a,∞], [a,∞) or (a,∞) with 0 6 a < ∞,
we denote by C(I) the set of functions that are continuous on I; by Ck(I), with
k ∈ N ∪ {0}, the set of functions in C(I) for which the derivatives of order up to
k exist and are in C(I); and by Ckc (I) the set of functions in C
k(I) supported in a
compact K ⊂ I.
• We denote C(I) = C0(I) and Cc(I) = C0c (I).
• We define the space M to be the function space spanned the space{
ϕ(p)
∣∣∣ pϕ ∈ Cc([0,∞))}.
and the space C([0,∞]), in which for each ϕ ∈ C([0,∞]) the limit limp→∞ ϕ(p)
exists.
• For ψ ∈ C(I), we define
‖ψ‖L∞ = ‖ψ‖C(I).
Definition 3 (Extended Measure).
• The “extended half real line” is the set [0,∞] = [0,∞) ∪ {∞} with the topology
generated by the open sets of R and all interval [0, a) and (a,∞]. Then denoted by
B([0,∞)) the set of Borel sets of [0,∞), we can define the set of Borel sets of the
extended real line by
B([0,∞]) = {B ⊂ [0,∞] : B ∩ [0,∞) ∈ B([0,∞))}.
• Note that [0,∞] is a Hausdorff space. By D([0,∞]), we denote the space of finite
nonnegative measures on B([0,∞]). This classical construction could be found in
textbooks in analysis, for instance [31].
• For any interval I of the form [a,∞], (a,∞], [a,∞) or (a,∞) with 0 6 a < ∞, we
denote by D(I) the space of finite nonnegative measures µ ∈ D([0,∞]) such that
µ ≡ 0 on [0,∞] \ I.
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• In the notation of integrals, we write ̺(x)dµ(x) and for any ̺ ∈ D([0,∞]),
‖̺‖L1 =
∫
[0,∞]
|̺(x)|dµ(x).
• The delta function δ{x=∞} satisfies∫
[0,∞]
δ{x=∞}ψ(x)dµ(x) = lim
x→∞
ψ(x), (16)
for all continuous function ψ ∈ C([0,∞)) such that the above limit exists.
If furthermore ψ ∈ C([0,∞]),∫
[0,∞]
δ{x=∞}ψ(x)dµ(x) = ψ(∞). (17)
Definition 4 (Weak∗ Topologies).
• We define the weak∗ topology on D(I) to be the smallest topology such that the
mapping
ν ∈ D(I) 7→
∫
I
ψ(x)ν(x)dµ(x)
is continuous for all test functions
ψ ∈ C0(I) := {ψ ∈ C(I¯) : ψ ≡ 0 on I¯ \ I}.
• It can be shown that the space C0(I), endowed with the supremum norm, is a
separable Banach space. Therefore, by the Banach-Alaoglu theorem, the unit ball
in D(I) is compact with respect to the weak∗ topology and the weak∗ topology is
metrizable. Hence, we can define:
A sequence {νn} in D(I) is said to converge to ν with respect to the weak∗
topology
νn
∗
⇀ ν
if and only if ∫
I
ψ(x)νn(x)dµ(x)→
∫
I
ψ(x)ν(x)dµ(x)
for all ψ ∈ C0(I).
• We endow D(I) with the weak∗ topology.
Remark 5. The reason that we need to extend the interval [0,∞) to [0,∞] is that weak
solutions to (1)-(10) defined on [0,∞), whose energy is conserved on [0,∞), are only local
in time. This can be seen from the proof of Proposition 30. To guarantee the existence of
global in time solutions, one needs a weaker definition of the concept of weak solutions. In
this case, the weak solutions need to be considered on the extended real line [0,∞].
Next, we represent the weak formulation on the real line. Based on this formulation, the
weak solutions on the extended real line will be introduced.
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Proposition 6 (Weak Formulation on the Real Line). For any suitable test function ϕ(p),
the following weak formulation holds true for the collision operator (10)∫
R3
Q[f ]|p|ϕd3p =
∫
R3
Q
[
g(p)
|p|
]
|p|ϕd3p =
∫
R3
∫
R3
∫
R3
|p||p1||p2|δ(p − p1 − p2)
× δ(|p| − |p1| − |p2|)
[
g(p1)
|p1|
g(|p2|)
|p2| −
g(p1)
|p1|
g(p)
|p| −
g(p2)
|p2|
g(p)
|p|
]
×
[
|p|ϕ(p) − |p1|ϕ(p1)− |p2|ϕ(p2)
]
d3p d3p1 d
3p2
= 2π
∫
R3
∫
R+
∣∣p1 + |p2|p̂1∣∣|p1||p2|3[g(p1)|p1| g(|p2|p̂1)|p2|
− g(p1)|p1|
g(p1 + |p2|p̂1)
|p1 + |p2|p̂1| −
g(|p2|p̂1)
||p2|p̂1|
g(p1 + |p2|p̂1)
|p1 + |p2|p̂1|
]
×
[
|p1 + |p2|p̂1|ϕ(p1 + |p2|p̂1)− |p1|ϕ(p1)− |p1|ϕ(|p2|p̂1)
]
d3p1d|p2|,
(18)
in which p̂ = p|p| .
In addition, for radially symmetric functions f(p) := f(|p|), g(p) := g(|p|) and ϕ(p) :=
ϕ(|p|), the following holds true∫
R3
Q
[
g(p)
|p|
]
|p|ϕd3p = 16π2
∫
|p1|>|p2|>0
|p1||p2|g(|p1|)g(|p2|)×
×
[
|p1 + p2|3ϕ(|p1|+ |p2|)− 2(p21 + p22)|p1|ϕ(|p1|)
− 4p1p22ϕ(|p2|) + (|p1| − |p2|)3ϕ(|p1| − |p2|)
]
d|p1| d|p2|
+ 8π2
∫
|p1|=|p2|>0
|p1||p2|g(|p1|)g(|p2|)(|p1|+ |p2|)2
[
(|p1|+ |p2|)ϕ(|p1|+ |p2|)
− |p1|ϕ(|p1|)− |p2|ϕ(|p2|)
]
d|p1| d|p2| .
(19)
In the rest of the paper, for the sake of simplicity, we omit the factor 8π2.
Proof. The proof follows the arguments of [1, 66]. 
Definition 7 (The functionals H1ϕ and H
2
ϕ). For a function ϕ ∈M, and x > y > 0, we define
H1ϕ(x, y) = |x+ y|3ϕ(x+ y)− 2(x2 + y2)xϕ(x) − 4xy2ϕ(y) + |x− y|3ϕ(x− y), (20)
and
H
2
ϕ(x, y) = |x+ y|2[(x+ y)ϕ(x+ y)− xϕ(y)− yϕ(y)]. (21)
Then formula (19) can be written as∫
R3
Q
[
g
|p|
]
|p|ϕd3p = 2
∫
|p1|>|p2|>0
|p1||p2|g(|p1|)g(|p2|)H1ϕ(|p1|, |p2|)d|p1| d|p2|
+
∫
|p1|=|p2|>0
|p1||p2|g(p1)g(p2)H2ϕ(|p1|, |p2|)d|p1| d|p2| .
(22)
Definition 8 (Weak Solution in terms of Energy Distribution on the Extended Real Line).
From now on, with an abuse of notations, we use p, p1, p2 for real and positive numbers.
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(i) Suppose that ∫
[0,∞]
g0(p)p
2dµ(p) <∞.
A function g(t, p), such that g(t, p)|p|2 ∈ C([0,∞) : D([0,∞])) for all t ∈ [0,∞) and
for all ϕ ∈ C1([0,∞) : C([0,∞])), g satisfies∫
[0,∞]
ϕ(t, p)g(t, p)|p|2dµ(p)−
∫
[0,∞]
ϕ(0, p)g0(p)|p|2dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ϕs(s, p)g(s, p)|p|2dµ(p)
+ 2
∫
p1>p2>0
g(s, p1)|p1|g(s, p2)|p2|H1ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)+
+
∫
p1=p2>0
g(s, p1)|p1|g(s, p2)|p2|H2ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
]
ds
(23)
will be called a weak solution to (14)-(15). Then
f(t, p) =
g(t, p)
|p| , for p > 0, t > 0,
f(t, 0) = f0(0), for t > 0.
will be called a weak solution to (1)-(10).
(ii) Suppose that ∫
[0,∞]
g0(p)p
2dµ(p) <∞,
and ∫
[0,∞]
g0(p)pdµ(p) <∞.
A function g(t, p), such that g(t, p)|p|2 ∈ C([0,∞) : D([0,∞])) for all t ∈ [0,∞) and
for all ϕ ∈ C1([0,∞) : M), g satisfies∫
[0,∞]
ϕ(t, p)g(t, p)|p|2dµ(p)−
∫
[0,∞]
ϕ(0, p)g0(p)|p|2dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ϕs(s, p)g(s, p)|p|2dµ(p)
+ 2
∫
p1>p2>0
g(s, p1)|p1|g(s, p2)|p2|H1ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)+
+
∫
p1=p2>0
g(s, p1)|p1|g(s, p2)|p2|H2ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
]
ds
(24)
will be called a weak solution to (14)-(15). Then
f(t, p) =
g(t, p)
|p| , for p > 0, t > 0,
f(t, 0) = f0(0), for t > 0.
will be called a weak solution to (1)-(10).
(iii) The above two definitions differ in the spaces M and C([0,∞]).
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3.1.2. Energy conservation and H-Theorem on the extended measure space. In the proposi-
tion below, we show that there is a conservation of energy for the weak solutions in the sense
of Definition 8. This conservation of energy is on [0,∞]. In other words, following Propo-
sition 30, there is a loss of energy from [0,∞) to one single point {∞} in the mathematical
framework considered in our paper.
From the proof of the main Theorem 10, we can see that weak solutions, defined in the
classical sense on [0,∞), are only local in time. In other words, global in time solutions,
whose energy is conserved inside the interval [0,∞), in general, do not exist, even in the
classical weak sense.
Proposition 9. Let f be a weak solution to (1)-(10) in the sense of Definition 8. Then the
following conservation of energy holds true∫
[0,∞]
p3f(t, p)dµ(p) =
∫
[0,∞]
p3f0(p)dµ(p). (25)
Moreover, the H-theorem also formally holds on [0,∞]
∂t
∫
[0,∞]
p2 log[f(t, p)]dµ(p) 6 0. (26)
Proof. This can be proved using the argument of [66, 34].

3.2. Main results.
Theorem 10 (Global Existence and Energy Cascade). Given any f0p
3 ∈ D([0,∞]), f0 > 0
satisfying
∫
[0,∞] p
3f0(p)dµ(p) < ∞, there exists at least one weak solution fp3 ∈ C([0,∞) :
D([0,∞])) in the sense of Definition 8 (i), f > 0 to (1)-(10) that satisfies f(0, ·) = f0.
Moreover, ∫
[0,∞]
p3f(t, p)dµ(p) =
∫
[0,∞]
p3f(0, p)dµ(p) for all t ∈ [0,∞). (27)
If, in addition
∫
[0,∞] p
2f0(p)dµ(p) < ∞, there exists at least one weak solution fp3 ∈
C([0,∞) : D([0,∞])) in the sense of Definition 8 (ii), f > 0 to (1)-(10) that satisfies
f(0, ·) = f0. These solutions have conserved energy and bounded mass on [0,∞] for all time
t > 0, ∫
[0,∞]
p2f(t, p)dµ(p) 6
∫
[0,∞]
p2f(0, p)dµ(p) for all t ∈ [0,∞). (28)∫
[0,∞]
p3f(t, p)dµ(p) =
∫
[0,∞]
p3f(0, p)dµ(p) for all t ∈ [0,∞). (29)
Moreover, if ∫
{0}
p3f0(p)dµ(p) = 0, and
∫
{∞}
p3f0(p)dµ(p) = 0,
the followings hold true.
(i) Given any non-trivial weak solution f to with initial condition f0 in the sense of
Definition 8, f > 0, then the mapping t 7→ ∫{∞} f(t, p)p3dµ(p) is nondecreasing.
(ii) Given any non-trivial weak solution f to with initial condition f0 in the sense of
Definition 8, f > 0. For any t0 ∈ [0,∞), there exists t1 > t0 such that∫
{∞}
f(t1, p)|p|3dµ(p) >
∫
{∞}
f(t0, p)|p|3dµ(p), (30)
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which means there exists t∗ > 0 such that
∫
{∞} f(t∗, p)|p|3dµ(p) > 0, and
∫
{0} f(t, p)|p|3dµ(p) =
0 for all t ∈ [0,∞). Moreover, for all ε ∈ (0, 1), there exists Rε > 0 satisfying∫
[0,Rε)
f(t, p)p3dµ(p) 6 ε‖f(0, p)|p|3‖L1 for all t ∈ [0,∞).
(iii) Given any non-trivial weak solution f with initial condition f0 in the sense of Def-
inition 8, f > 0. There exist explicit constants C1, C2, T
∗ > 0 depending on the
initial condition f0 such that the following inequality holds∫
{∞}
f(t, p)|p|3dµ(p) > C1 − C2√
t
,
for all t > T ∗.
That leads to the existence of an explicit T ∗∗ > 0 such that
∫
{∞}
f(t, p)|p|3dµ(p) > C1
2
,
for all t > T ∗∗.
Moreover, there exist r > 0 and an explicit Tr > 0 depending on r such that for
all t > Tr ∫
[r,∞]
f(t, p)|p|3dµ(p) > C1.
(iv) All solutions f with initial condition f0 in the sense of Definition 8, f > 0, with
finite energy, converge weakly∗ in D([0,∞]) to a Dirac measure at infinity as t→∞
i.e.
f(t, p)|p|3 ∗⇀ ‖f(0, p)|p|3‖L1δ{p=∞}
as t→∞.
(v) Suppose that f is a weak solution in the sense of Definition 8, satisfying f(0, p)p3 ≡
Eδ{p=∞} for some E ∈ [0,∞). Then f is a trivial solution in the sense f(t, p)p3 ≡
Eδ{p=∞} for all t ∈ [0,∞).
Corollary 11. If ∫
[0,∞]
p3f0(p)dµ(p) <∞,
and ∫
[0,∞]
p2f0(p)dµ(p) <∞,
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then the weak solution found in Theorem 10 is also the weak solution in the classical sense
i.e. f satisfies∫
[0,∞]
ψ(t, p)f(t, p)|p|2dµ(p)−
∫
[0,∞]
ψ(0, p)f0(p)|p|2dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ψs(s, p)f(s, p)|p|2dµ(p)
+ 2
∫
p1>p2>0
f(s, p1)|p1|2f(s, p2)|p2|2
[
|p1 + p2|2ψ(p1 + p2)− 2(p21 + p22)ψ(p1)
− 4p1p2ψ(p2) + |p1 − p2|2ψ(p1 − p2)
]
dµ(p1)dµ(p2)+
+
∫
p1=p2>0
f(s, p1)|p1|2f(s, p2)|p2|2|p1 + p2|2
[
ψ(p1 + p2)− ψ(p1)− ψ(p2)
]
dµ(p1)dµ(p2)
]
ds,
(31)
for all ψ ∈ Cc([0,∞)).
Proof. The proof follows from straightforward computations and the fact that if ψ ∈
Cc([0,∞)) then ψ/p ∈M. 
4. Properties of the collision operator and a special class of test
functions
This section is devoted to the construction of test function ϕ such that H1ϕ and H
2
ϕ are
positive. These test functions play a crucial role in proving the cascade of energy to infinity.
4.1. Boundedness of the functionals H1ϕ and H
2
ϕ. In the propositions below, we bound
H1ϕ and H
2
ϕ in terms of the norm of the test functions ϕ. These estimates will be used later
in proving the existence of weak solutions in the sense of Definition 8.
Proposition 12. For a function ϕ ∈ C([0,∞]) and p2ϕ′(p) ∈ L∞([0,∞]), ϕ′(p) is piece-
wise continuous on [0,∞) and ∃C > 0 such that
p2|ϕ(p1 + p2)− ϕ(p1)| 6 C
for p1 > p2 > 0. Denote the set of all ϕ by V([0,∞]), then V is a vector space with the
following norm
‖ϕ‖V = ‖ϕ‖L∞ +
∥∥p2ϕ′(p)∥∥
L∞
+ sup
p1>p2>0
p2|ϕ(p1 + p2)− ϕ(p1)|
then
|H1ϕ(p1, p2)| 6 10p1p2‖ϕ‖V .
Proof. First, rewrite the form of H1ϕ for p1 > p2 > 0
H1ϕ(p1, p2) = (p1 + p2)
3ϕ(p1 + p2) − (2p31 + 2p1p22)ϕ(p1)
− 4p1p22ϕ(p2) + (p1 − p2)3ϕ(p1 − p2).
(32)
We add and subtract at the same time the above identity by (p1 − p2)3ϕ(p1 + p2)
H1ϕ(p1, p2) = [(p1 + p2)
3 + (p1 − p2)3]ϕ(p1 + p2) − (2p31 + 2p1p22)ϕ(p1)
− 4p1p22ϕ(p2) + (p1 − p2)3[ϕ(p1 − p2)− ϕ(p1 + p2)],
18 A. SOFFER AND M.-B. TRAN
and estimate the absolute value of the last term on the right hand side of the new identity
|(p1 − p2)3[ϕ(p1 − p2)− ϕ(p1 + p2)]| = |p1 − p2|3
∣∣∣∣∫ p1+p2
p1−p2
ξ2ϕ′(ξ)
ξ2
dξ
∣∣∣∣ ,
in which the integral
∫ p1+p2
p1−p2
is defined in the following sense: Suppose that ϕ′(ξ) is discon-
tinuous at the points a1, · · · , al in the interval [p1 − p2, p1 + p2], then∫ p1+p2
p1−p2
=
∫ a1
p1−p2
+ · · · +
∫ p1+p2
al
. (33)
Since in the above integral, the values of ξ is taken in the interval [p1 − p2, p1 + p2], it is
straightforward that 1
ξ2
6 1
|p1−p2|2
, which implies
|(p1 − p2)3[ϕ(p1 − p2)− ϕ(p1 + p2)]| 6 |p1 − p2|3
∣∣∣∣∫ p1+p2
p1−p2
ϕ′(ξ)dξ
∣∣∣∣ 6 2p1p2 ∥∥ξ2ϕ′(ξ)∥∥L∞ ,
where the integral is defined in the sense of (33).
Combining the last two inequalities, we find the following bound on H1ψ(p1, p2)∣∣∣H1ϕ(p1, p2)∣∣∣ 6 ∣∣∣[2p31 + 2p1p22 + 4p1p22]ϕ(p1 + p2) − (2p31 + 2p1p22)ϕ(p1)
− 4p1p22ϕ(p2)
∣∣∣ + 2p1p2 ∥∥ξ2ϕ′(ξ)∥∥L∞ ,
which can be rewritten under the form∣∣∣H1ϕ(p1, p2)∣∣∣ 6 A + B + 2p1p2 ∥∥ξ2ϕ′(ξ)∥∥L∞ , (34)
where
A :=
∣∣∣(2p31 + 2p1p22)[ϕ(p1 + p2)− ϕ(p1)]∣∣∣ and B := ∣∣∣4p1p22[ϕ(p1 + p2)− ϕ(p2)]∣∣∣.
Let us now estimate A
A =
∣∣∣(2p31 + 2p1p22)∫ p1+p2
p1
ϕ′(ξ)dξ
∣∣∣ = ∣∣∣(2p31 + 2p1p22)∫ p1+p2
p1
ξ2ϕ′(ξ)
ξ2
dξ
∣∣∣,
where the integral is defined in the sense of (33).
Observe that ξ in the integral is taken within the interval [p1, p1+p2], then
1
ξ2 6
1
p2
1
, that
means
A 6 2p
2
1 + 2p
2
2
p1
∫ p1+p2
p1
ξ2ϕ′(ξ)dξ 6 4p1p2
∥∥ξ2ϕ′(ξ)∥∥
L∞
, (35)
where the integral is defined in the sense of (33).
It is straightforward to bound B
B 6 4p1p2C. (36)
Combining (34), (35) and (36) gives the final conclusion of the Proposition. 
Proposition 13. For a function ϕ ∈ V([0,∞)), where V is defined in Proposition 12, then
|H2ϕ(p, p)| 6 8p2 ‖ϕ‖V .
Proof. First, rewrite the form of H2ϕ(p, p) in terms of ϕ
H
2
ϕ(p, p) = 8p
2[ϕ(2p) − ϕ(p)].
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The same argument used in the previous proposition gives
|H2ϕ(p, p)| = 8p3
∫ 2p
p
ϕ′(ξ)dξ 6 8p2 ‖ϕ‖V .

Proposition 14. Define the space W([0,∞)) to be the vector space spanned by
V0([0,∞)) =
{
ψ(p) = pϕ(p)
∣∣∣ ϕ ∈ V([0,∞))} and the vector ψ = 1.
We also define
W0([0,∞)) =
{
ϕ
∣∣∣ pϕ ∈ W([0,∞))}.
Then V([0,∞)) is dense in C([0,∞]) with respect to the L∞-norm. And W([0,∞)) is
also dense in Cc([0,∞)) with respect to the L∞-norm.
Proof. Let us define S to be the vector space spanned by C1c ((0,∞)) and the two functions
1
p+1 and 1. Since S ⊂ V([0,∞)) and S is dense in C([0,∞]), we deduce that V([0,∞)) is
dense in C([0,∞]).
Now, let us consider a function ψ ∈ Cc([0,∞)). Observe that ψ can be decomposed as the
sum of ψ1 ∈ C([0, a]) for some 0 < a <∞ and ψ2 ∈ Cc(0,∞). It is clear that ψ2(p) can be
approximated as the limit of a sequence {ψ2,n} in C1c (0,∞). Since {ψ2,n/p} ⊂ C1c (0,∞) ⊂
V([0,∞)). As a consequence ψ2 can be approximated in the L∞ norm by a sequence in
V0([0,∞)) ⊂ W([0,∞)).
There are two cases for ψ1. If ψ1(0) = 0, then ψ can be approximated as the limit of a
sequence {ψ1,n} in C1c (0,∞). Arguing similarly as above, we obtain ψ1 can be approximated
in the L∞ norm by a sequence in V([0,∞)). If ψ1(0) = A 6= 0, then ψ(0) − A = 0, and
therefore can be approximated in the L∞ norm by a sequence in V0([0,∞)) ⊂ W([0,∞)).
Since A ∈ W([0,∞)), we deduce ψ1 can be approximated in the L∞ norm by a sequence in
W([0,∞)).

Proposition 15. For any ψ ∈ W([0,∞)), then define ϕ = ψ/|p|, there exist two universal
constants c1, c2 > 0 such that
|H1ϕ(p1, p2)| 6 c1 p1p2 and |H2ϕ(p, p)| 6 c2 p2
for p1 > p2 > 0 and p > 0.
Proof. For a vector ψ ∈ W([0,∞)), ψ has the form A + pθ(p), where A is a constant and
θ ∈ V([0,∞)). Since H1 and H2 are linear, H1ϕ = H1A/p + H1θ, and H2ϕ = H2A/p + H2θ.
From Propositions 12 and 13, it follows that |H1θ(p1, p2)| . p1p2, and |H2θ(p, p)| . p2. Let
us now consider H1A/p(p1, p2)
H
1
A/p(p1, p2) = 2A|p1 + p2|2 − 2A(p21 + p22)− 4Ap1p2 +A|p1 − p2|2 = −4Ap1p2.
Moreover, it is also straightforward that H2A/p(p, p) = −4Ap2. As a consequence, the
conclusion of the proposition follows.

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4.2. The special effect of a class of test functions on the collision operator.
In the propositions below, we show that H1ϕ and H
2
ϕ are positive with the test functions
ϕ(p) = ϕr(p) =
(
1− rp
)
+
, for r > 0. This is the class of test functions that help us to
detect the behavior of the solutions at infinity, due to the fact that the limit when p tends
to infinity of ϕr is 1.
Proposition 16 (The positivity of H1ϕ and H
2
ϕ). For the special choices of ϕ belonging to
the class
ϕr(p) =
(
1− r
p
)
+
, r ∈ (0,∞), (37)
where (
1− r
p
)
+
= 1− r
p
, for p > r, and
(
1− r
p
)
+
= 0, for 0 6 p < r,
for r ∈ (0,∞), the two operators H1ϕ(p1, p2),H2ϕ(p1, p2) become non-negative for all 0 6 p2 6
p1 <∞.
In addition, ϕ satisfies the conditions of Propositions 12 and 13: ϕ ∈ C([0,∞]), p2ϕ′(p) ∈
L∞([0,∞]), ϕ′(p) is piece-wise continuous on (0,∞) and ∃C > 0 such that p2|ϕ(p1 + p2)−
ϕ(p1)| 6 C for p1 > p2 > 0.
Moreover, for this choice of test functions H1ϕ(p, p) = H
2
ϕ(p, p), ∀p ∈ [0,∞), that means
the weak formulation (31) can be reformulated as∫
[0,∞]
ϕ(t, p)g(t, p)|p|2dµ(p)−
∫
[0,∞]
ϕ(0, p)g(0, p)|p|2dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ϕs(s, p)g(s, p)|p|2dµ(p) +
∫
[0,∞]2
g(s, p1)|p1|g(s, p2)|p2|H1ϕ(p1, p2)dµ(p1)dµ(p2)
]
.
(38)
Proof. The proof is divided into two parts.
Part 1: Positivity of H1ϕ.
We rewrite the form of H1ϕ in terms of ϕ for p1 > p2 > 0
H1ϕ(p1, p2) = (p1 + p2)
3ϕ(p1 + p2)− 2(p31 + p1p22)ϕ(p1)− 4p1p22ϕ(p2) + (p1 − p2)3ϕ(p1 − p2),
(39)
and consider several cases.
Case 1: p1 > p2 > p1 − p2 > r.
In this case, we compute
H
1
ϕ(p1, p2) = − r(p1 + p2)2 + 2r
(
p21 + p
2
2
)
+ 4rp1p2 − r(p1 − p2)2 > 0.
Case 2: p1 > p2 > r > p1 − p2 > 0.
Since r > p1 − p2, it follows that ϕ(p1 − p2) = 0 > 1− r(p1−p2) , which implies
H
1
ϕ(p1, p2) > (p1 + p2)
3
(
1− r
p1 + p2
)
− 2(p31 + p1p22)
(
1− r
p1
)
− 4p1p22
(
1− r
p2
)
+ (p1 − p2)3
(
1− r
p1 − p2
)
> 0.
Case 3: p1 > r > p1 − p2; p2 > 0.
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Since ϕ(p2) = ϕ(p1 − p2) = 0, it follows that
H
1
ϕ(p1, p2) = (p1 + p2)
3
(
1− r
p1 + p2
)
− 2(p31 + p1p22)
(
1− r
p1
)
.
Let us compute
2(p31 + p1p
2
2) − (p1 + p2)3 = p31 − 3p21p2 − p1p22 − p32 6 (p1 − p2)3.
On the other hand, we have that
(p1 + p2)
3
(
− r
p1 + p2
)
− 2(p31 + p1p22)
(
− r
p1
)
= r(p1 − p2)2.
Using the fact that r > p1 − p2, we find
(p1 + p2)
3
(
− r
p1 + p2
)
− 2(p31 + p1p22)
(
− r
p1
)
> 2(p31 + p1p
2
2) − (p1 + p2)3,
which implies H1ϕ(p1, p2) > 0.
Case 4: p1 < r.
In this case, it straightforward that H1ϕ(p1, p2) = (p1 + p2)
3ϕ(p1 + p2) > 0.
Part 2: Positivity of H2ϕ.
Second, H2ϕ(p1, p2) can also be written as an operator of ϕ
H2ϕ(p1, p2) = (p1 + p2)
2p1[ϕ(p1 + p2)− ϕ(p1)] + (p1 + p2)2p2[ϕ(p1 + p2)− ϕ(p2)]. (40)
The monotonicity of ϕ gives H2ϕ(p1, p2) > 0 for all p1 > p2 > 0.

5. Existence of weak solutions and energy cascade
5.1. Existence of weak solutions. In this section, we will show the existence of weak
solutions in the sense of Definition 8. The proof is standard and is similar with the existence
proof of Kierkels and Vela´zquez [41]. It is the classical regularized, kernel cutting off strategy,
commonly used for the coagulation-fragmentation equation (see, for instance, [21, 78]) and
the classical homogeneous Boltzmann equation (see, for instance, [3]).
5.1.1. Regularized Equation. The lemma below shows the existence of weak solutions for
the regularized model.
Lemma 17. Let ε ∈ (0, 1), n ∈ N, and g0 ∈ D([0,∞]), g0 > 0 be arbitrary and∫
[0,∞]
g0(p)p
2dµ(p) <∞.
Then there exists at least one function g ∈ C([0,∞) : D([0,∞])), g > 0, that for all
t ∈ [0,∞) and all ϕ ∈ C1([0,∞) : C([0,∞])) satisfies∫
[0,∞]
ϕ(t, p)g(t, p)p2dµ(p)−
∫
[0,∞]
ϕ(0, p)g0(p)p
2dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ϕs(s, p)g(s, p)p
2dµ(p)
+ 2
∫
p1>p2>0
g(s, p1)p
2
1g(s, p2)p
2
2H
1,ε,n
ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
+
∫
p1=p2>0
g(s, p1)p
2
1g(s, p2)p
2
2H
2,ε,n
ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
]
ds,
(41)
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where
H
1,ε,n
ϕ (p1, p2) =
1
(p1 + ε)(p2 + ε)
[|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)
− 2((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)ϕ(p1)− 4(p1 ∧ n)(p2 ∧ n)2ϕ(p2)
]
,
(42)
and
H2,ε,nϕ (p1, p2) =
1
(p1 + ε)(p2 + ε)
|p1 ∧ n+ p2 ∧ n|2[|p1 ∧ n+ p2 ∧ n|ϕ(p1 + p2)
− (p1 ∧ n)ϕ(p1)− (p2 ∧ n)ϕ(p2)
]
,
(43)
with a ∨ b = max{a, b}, a ∧ b = min{a, b}, a, b ∈ R.
Moreover, ∫
[0,∞]
p2g(t, p)dµ(p) =
∫
[0,∞]
p2g(0, p)dµ(p).
In the case that, we have in addition
∫
[0,∞] g0(p)pdµ(p) <∞. The same result holds true
except the test function ϕ belongs to ϕ ∈ C1([0,∞) : M), where M is defined in Definition
2.
Proof. We only study the case when the condition
∫
[0,∞] g0(p)p
2dµ(p) <∞, holds true. The
other case can be done by a similar argument.
By setting g|p|2, g0|p|2 to be g, g0, we reduce (41) to a simpler equation∫
[0,∞]
ϕ(t, p)g(t, p)dµ(p) −
∫
[0,∞]
ϕ(0, p)g0(p)dµ(p)
=
∫ t
0
[ ∫
[0,∞]
ϕs(s, p)g(s, p)dµ(p)
+ 2
∫
p1>p2>0
g(s, p1)g(s, p2)H
1,ε,n
ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
+
∫
p1=p2>0
g(s, p1)g(s, p2)H
2,ε,n
ϕ(s,·)(p1, p2)dµ(p1)dµ(p2)
]
ds.
(44)
We then study (44) instead of (41).
Step 1: Local Existence.
First, let us prove the local existence using a fixed point argument. To this end, we
suppose that g0 is non-zero, otherwise the proof is trivial. Now, let T ∈ (0,∞) be determined
later. Set ω to be a function in C∞c ((−1, 1)) and for λ ∈ (0, 1) define ωλ(x) := 1λω
(
x
λ
)
.
Define the operator Oλ : C([0, T ] : D([0,∞])) → C([0, T ] : D([0,∞])) in the following
manner:
For all g ∈ C([0, T ] : D([0,∞])), all t ∈ [0, T ] and all ϕ ∈ C([0,∞])∫
[0,∞]
ϕ(p)Oλ[g](t, p)dµ(p) =
∫
[0,∞]
ϕ(p)g0(p)e
−
∫ t
0
Pλ[g(s,·)](p)dsdµ(p)
+
∫ t
0
∫
[0,∞]
ϕ(p)e−
∫ t
s
Pλ[g(σ,·)](p)dσQλ[g(s, ·)](p)dµ(p) ds,
where Pλ : D([0,∞])→ C0([0,∞)) is defined as follows
Pλ[g](p1) := 4
∫ p1
0
((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)(ωλ ∗ g)(p2)dµ(p2)
(p1 + ε)(p2 + ε)
,
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+ 8
∫ ∞
−∞
∫ ∞
p1
(p1 ∧ n)2(p2 ∧ n) g(p2)
(p1 + ε)(p2 + ε)
ωλ(x− p1)dµ(p2)dµ(x).
and Qλ : D([0,∞])→ D([0,∞]) is such that for all g ∈ D([0,∞]) and all ϕ ∈ C([0,∞])∫
[0,∞)
ϕ(p)Qλ[g](p)dµ(p) =
∫∫
{p1>p2>0}
g(p1)(ωλ ∗ g)(p2)K(p1, p2)dµ(p1)dµ(p2),
with
K(p1, p2) = 2
(p1 + ε)(p2 + ε)
[|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)].
It is clear that the two operators Pλ and Qλ are well defined and Oλ maps the space
C([0, T ] : D([0,∞])) into itself. Now, since Pλ and Qλ are continuous operators on
D([0,∞]), the operator t 7→ Oλ[g](t, ·) is continuous on [0, T ].
Define the norms
‖h‖0 = sup
ϕ∈C([0,∞]),‖ϕ‖∞61
∫
[0,∞]
ϕ(p)h(p)dµ(p) for h ∈ D([0,∞])
and ‖g‖∗ = sup
t∈[0,T ]
‖g(t, ·)‖0 for g ∈ C([0, T ] : D([0,∞])).
Taking into account the positivity of Pλ for g, g0 > 0, we find ‖Oλ[g]‖∗ 6 ‖g0‖0 +
CTn3
ε2
‖g‖2∗, for g, g0 > 0 and some universal constant C > 0. Now, let us define the fixed-
point set XT := {g ∈ C([0, T ] : D([0,∞])) : ‖g‖∗ 6 2‖g0‖0 and g > 0}. It is clear that XT is
invariant under Oλ under the smallness condition of the time interval T 6 ε2Cn3‖g0‖0 .
Choosing g ∈ C([0,∞) : D([0,∞])), and t1 ∈ [0, T ] and t2 ∈ [t1, T ]. Let ϕ ∈ C([0,∞])
with ‖ϕ‖∞ 6 1. ∣∣∣∣ ∫
[0,∞]
ϕ(p)Oλ[g](t2, p)dµ(p)−
∫
[0,∞]
ϕ(p)Oλ[g](t1, p)dµ(p)
∣∣∣∣
6
∫ t2
t1
‖Qλ[g(s, ·)]‖∗ds+ ‖g0‖0
∥∥∥∥∫ t2
t1
Pλ[g(s, ·)](·)ds
∥∥∥∥
∞
+
∫ t1
0
‖Qλ[g(s, ·)]‖∗ds
∥∥∥∥∫ t2
t1
Pλ[g(s, ·)](·)ds
∥∥∥∥
∞
,
Now, suppose that T 6 ε
2
Cn3‖g0‖
and g ∈ XT , the following holds true∣∣∣∣ ∫
[0,∞]
ϕ(p)Oλ[g](t2, p)dµ(p)−
∫
[0,∞]
ϕ(p)Oλ[g](t1, p)dµ(p)
∣∣∣∣
6 C
(
n3
ε2
‖g0‖20 +
Tn6
ε4
‖g0‖30
) ∣∣t2 − t1∣∣,
for some universal constant C > 0.
By a classical argument, Arzela`-Ascoli theorem then implies that the operator Oλ is a
compact operator on XT . Now, by Schauder’s fixed point theorem there exists a fixed point
gλ in the set XT such that Oλ[gλ] ≡ gλ on [0, T ]× [0,∞]. As a consequence, gλ solves∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p) =
∫
[0,∞]
ϕ(p)g0(p)e
−
∫ t
0
Pλ[gλ(s,·)](p)dsdµ(p)
+
∫ t
0
∫
[0,∞]
ϕ(p)e−
∫ t
s
Pλ[gλ(σ,·)](p)dσQλ[gλ(s, ·)](p)dµ(p) ds,
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for ϕ ∈ C([0,∞]) and t ∈ [0, T ]. In addition, we have
∂t
[∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p)
]
= 2
∫∫
{p1>p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2) 1
(p1 + ε)(p2 + ε)
×
× [|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)
− 2((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)ϕ(p1)
]
dµ(p1)dµ(p2)
− 8
∫ ∞
−∞
∫∫
{p2>p1>0}
gλ(t, p2)ωλ(p− p1)gλ(t, p1) 1
(p2 + ε)(p1 + ε)
×
× (p2 ∧ n)(p1 ∧ n)2ϕ(p1)dµ(p)dµ(p1)dµ(p2).
(45)
Permuting the roles of p1 and p2 in the term containing (p2 ∧ n)(p1 ∧ n)2 of the above
equation, we obtain
∂t
[∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p)
]
= 2
∫∫
{p1>p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2) 1
(p1 + ε)(p2 + ε)
×
× [|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)
− 2((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)ϕ(p1)
]
dµ(p1)dµ(p2)
− 8
∫∫
{p1>p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2) 1
(p1 + ε)(p2 + ε)
×
× (p1 ∧ n)(p2 ∧ n)2ϕ(p2)dµ(p1)dµ(p2).
(46)
Using the fact that (ωλ ∗ gλ(s, ·)) is smooth, then the integral over {p1 = p2 > 0} of
gλ(s, ·)× (ωλ ∗ gλ(s, ·))(·) is zero and hence the second term on the right hand side is zero
∂t
[∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p)
]
= 2
∫∫
{p1>p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2) 1
(p1 + ε)(p2 + ε)
×
× [|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)
− 2((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)ϕ(p1)
]
dµ(p1)dµ(p2)
− 8
∫∫
{p1>p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2) 1
(p1 + ε)(p2 + ε)
×
× (p1 ∧ n)(p2 ∧ n)2ϕ(p2)dµ(p1)dµ(p2)
+
∫
{p1=p2>0}
gλ(t, p1)(ωλ ∗ gλ(t, ·))(p2)H2,ε,nϕ (p1, p2)dµ(p1)dµ(p2).
(47)
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Equation (47) is then equivalent with
∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p) −
∫
[0,∞]
ϕ(p)g0(p)dµ(p)
=
∫ t
0
∫∫
[0,∞]2
gλ(s, p1 ∨ p2)(ωλ ∗ gλ(s, ·))(p1 ∧ p2) 1
(p1 + ε)(p2 + ε)
×
× [|p1 ∧ n+ p2 ∧ n|3ϕ(p1 + p2) + |p1 ∧ n− p2 ∧ n|3ϕ(p1 − p2)
− 2((p1 ∧ n)3 + (p1 ∧ n)(p2 ∧ n)2)ϕ(p1)
]
dµ(p1)dµ(p2) ds
− 4
∫ t
0
∫∫
[0,∞]2
gλ(t, p1 ∨ p2)(ωλ ∗ gλ(t, ·))(p1 ∧ p2) 1
(p1 + ε)(p2 + ε)
×
× (p1 ∧ n)(p2 ∧ n)2ϕ(p2)dµ(p1)dµ(p2)ds.
(48)
By choosing ϕ ≡ 1 in (48), we find the conservation of energy
∫
[0,∞]
gλ(t, p)dµ(p) =
∫
[0,∞]
g0(p)dµ(p)
for all t ∈ [0, T ].
Step 2: Global Existence.
We will use the classical argument to prove that the regularized equation has a global
solution. Choosing the initial datum g˜0 := g(T, ·), applying again the argument of Step 1
to (1) in the interval [T, 2T ], we can find a solution gλ ∈ C([T, 2T ] : D([0,∞])) so that
∫
[0,∞]
ϕ(p)gλ(t, p)dµ(p) =
∫
[0,∞)
ϕ(p)gλ(T, p)e
−
∫ t
T
Pλ[gλ(s,·)](p)dsdµ(p)
+
∫ t
T
∫
[0,∞)
ϕ(p)e−
∫ t
s
Pλ[gλ(σ,·)](p)dσQλ[gλ(s, ·)](p)dµ(p) ds,
(49)
for all ϕ ∈ C([0,∞]) and all t ∈ [T, 2T ].
Note that from Step 1, we observe that T depends only on n, ε and λ since the energy
is conserved ‖g˜0‖L1 = ‖g0‖L1 . Therefore, the existence of the solution gλ on [T, 2T ] is
guaranteed. Repeating this argument on [2T, 3T ], [3T, 4T ], [4T, 5T ], . . . we obtain for any
λ ∈ (0, 1) a global weak solution gλ ∈ C([0,∞) : D([0,∞])) of (1) for all ϕ ∈ C([0,∞]) and
all t ∈ [0,∞).
Step 3: The limit λ→ 0.
We will now take the limit λ→ 0. Since {gλ}λ∈(0,1) is bounded, as well as equicontinuous,
by Arzela`-Ascoli theorem, we deduce that the family {gλ}λ∈(0,1) is precompact in C([0,∞) :
D([0,∞])). Therefore, there exists g ∈ C([0,∞) : D([0,∞])), such that ∫[0,∞] g(t, p)dµ(p) =
‖g0‖L1 for all t ∈ [0,∞), and a sequence λm → 0 such that gλm ∗⇀ g uniformly and locally
in t on [0,∞). Therefore, for a time independent test function ϕ, the left hand side of (47)
converges to the left hand side of (44) and ωλm ∗ gλm(t, ·) ∗⇀ g(t, ·), locally uniformly in t
on [0,∞).
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As a result, the right hand side of (47) converges to∫∫
[0,∞]2
g(t, p1)g(t, p2)H
1,ε,n
ϕ (p1, p2)dµ(p1)dµ(p2)
= 2
∫
p1>p2>0
g(t, p1)g(t, p2)H
1,ε,n
ϕ (p1, p2)dµ(p1)dµ(p2)
+
∫
p1=p2>0
g(t, p1)g(t, p2)H
2,ε,n
ϕ (p1, p2)dµ(p1)dµ(p2),
in which with ϕ is time independent.
When the test function is time dependent ϕ ∈ C1([0,∞) : C([0,∞])), the linear term
in (47) will appear. The linear term will converge to the first term on the right hand
side of (44). As a consequence, the function g will satisfy (44) for all t ∈ [0,∞) and all
ϕ ∈ C1([0,∞) : C([0,∞])).

5.1.2. Energy at {p=0}. In this section we will prove that ∫{0} g(t, p)p2dµ(p) = 0 for all
t ∈ (0,∞). The following estimate is true independently of ε ∈ (0, 1), n ∈ N and will allow
us to take the limit ε→ 0, n→∞.
Lemma 18. Let g0 ∈ D([0,∞]). Suppose that gp2 ∈ C([0,∞) : D([0,∞])) , g > 0 satisfies
(41) for all t ∈ [0,∞). Then given ρ ∈ (0, 1), R ∈ (0,∞) the following holds true∫
[Rρ,∞]
g(t, p)p2dµ(p) > (1− ρ)
∫
[R,∞]
g0(p)p
2dµ(p) for all t ∈ [0,∞). (50)
Proof. For ρ ∈ (0, 1), fix κ ∈ (0, R) and set ϕ(p) = ϕκ(p) =
(
1− κp
)
+
defined in Proposition
37, then∫
[κ,∞]
g(t, p)p2dµ(p) >
∫
[0,∞]
(
1− κ
p
)
+
g(t, p)p2dµ(p) >
∫
[0,∞]
(
1− κ
p
)
+
g0(p)p
2dµ(p)
>
(
1− κ
R
)∫
[R,∞]
g0(p)p
3dµ(p) for all t ∈ [0,∞).
(51)
Choosing κ = ρR, we obtain the conclusion of the lemma. 
Corollary 19. Let g0p
2 ∈ D([0,∞]). Suppose that gp2 ∈ C([0,∞) : D([0,∞])), g > 0 sat-
isfies (41) for all t ∈ [0,∞) and all ϕ ∈ C1([0,∞) : C([0,∞])). Then ∫{0} g(t, p)p2dµ(p) ≡ 0
for all t ∈ [0,∞).
Proof. Using ϕ(p) ≡ 1 in (41), it follows that ∫[0,∞] g(t, p)p2dµ(p) = ‖g0p2‖1 for all t ∈
[0,∞). Moreover, for any t ∈ [0,∞) if follows from Lemma 18 that
‖g0p2‖1 =
∫
[0,∞]
g(t, p)p2dµ(p) >
∫
[
1
R2
,∞
] g(t, p)p2dµ(p) >
R− 1
R
∫
[ 1R ,∞]
g0(p)p
2dµ(p).
The right hand side tends to ‖g0p2‖1 as R→∞, we then find
∫
{0} g(t, p)p
2dµ(p) = 0 for all
t ∈ [0,∞). 
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5.1.3. Existence result. In this proposition, we will show the existence of weak solutions in
the sense of Definition 8, passing the solutions of the regularized model to the limit.
Proposition 20 (Existence of weak solutions). Given any g0p
2 ∈ D([0,∞]), g0 > 0 and∫
[0,∞]
g0(p)p
2dµ(p) <∞
there exists at least one weak solution g ∈ C([0,∞) : D([0,∞])), g > 0 in the sense of
Definition 8 that satisfies g(0, ·) = g0. Moreover,∫
[0,∞]
g(t, p)p2dµ(p) =
∫
[0,∞]
g0(p)p
2dµ(p) < ∞, for t > 0.
If in addition, ∫
[0,∞]
g0(p)pdµ(p) <∞
there exists at least one weak solution g ∈ C([0,∞) : D([0,∞])), g > 0 to (15) that satisfies
g(0, ·) = g0. Moreover,∫
[0,∞]
g(t, p)p2dµ(p) =
∫
[0,∞]
g0(p)p
2dµ(p) < ∞, for t > 0,
∫
[0,∞]
g(t, p)pdµ(p) 6
∫
[0,∞]
g0(p)pdµ(p) < ∞, for t > 0.
Proof. We consider first the case ∫
[0,∞]
g0(p)p
2dp <∞.
From the previous propositions, we know that for any ε ∈ (0, 1), n ∈ N there exists a solution
gε,n ∈ C([0,∞) : D([0,∞))) of (41) for all t ∈ [0,∞) and all ϕ ∈ C1([0,∞) : C([0,∞])).
Let us denote the collection of these solutions by S = {gε,n}ε∈(0,1),n∈N. For any test
function ϕ ∈ V([0,∞]) ⊂ C1([0,∞]) and any times t1, t2 ∈ [0,∞), equation (41) implies the
following estimate for any gε∈(0,1),n∈N ∈ S,∣∣∣∣ ∫
[0,∞]
ϕ(p)gε(t2, p)p
2dµ(p)−
∫
[0,∞]
ϕ(p)gε(t1, p)p
2dµ(p)
∣∣∣∣ 6 |t2 − t1|Cϕ,ε,n‖g0p2‖2L1 , (52)
where, due to Proposition 15, Cϕ,ε,n = C
[
supp1>p2>0
H1ϕ(p1,p2)
p1p2
+ supp>0
H2ϕ(p,p)
p2
]
‖ϕ‖V , in
which C is a universal constant.
Now, since V([0,∞]) is dense in C([0,∞]) according to Proposition 14, for any ϕ ∈
C([0,∞]) the family of mappings t 7→ ∫[0,∞)ϕ(x)gε,n(t, p)p2dµ(p) with gε,n ∈ S, is uniformly
continuous on [0,∞).
As a consequence, applying Arzela`-Ascoli theorem again, we find that the family S is
precompact in C([0,∞) : D([0,∞])). By Corollary 19 there exist sequences εm → 0, nm →
∞ and some function g ∈ C([0,∞) : D([0,∞])) such that ‖g(t, ·)p2‖L1 = ‖g0p2‖L1 for
all t ∈ [0,∞) and gεm,nm(t, p)p2 ∗⇀ g(t, p)p2 locally uniformly in t on [0,∞). Using the
definition of of weak∗ convergence, we infer that the left hand side and the first term on
the right hand side of (41) converge to the corresponding terms in (1). In addition, it is
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also clear that gεm,nm(s, p1)p1gεm,nm(s, p2)p2
∗
⇀ g(s, p1)p1g(s, p2)p2 in D([0,∞]2), locally
uniformly in s ∈ [0,∞). Moreover, we find
H1,ε,nϕ (p1, p2) −→
1
p1p2
[|p1 + p2|3ϕ(p1 + p2) + |p1 − p2|3ϕ(p1 − p2)
− 2(p31 + p1p22)ϕ(p1)− 4p1p22ϕ(p2)
]
uniformly in {p1 > p2 > 0} due to Proposition 15. The conclusion of the Proposition then
follows.
Now, if in addition
∫
[0,∞] g0(p)pdµ(p) < ∞, then the above argument still holds true,
except C([0,∞]) is replaced by M (see Definition 2). And in inequality (52), the constant
Cϕ,ε,n depends on the constants c1, c2 of Proposition 15. By choosing the test function
ϕ = 1/p, we get∫
[0,∞]
g(t, p)pdµ(p) 6
∫
[0,∞]
g0(p)pdµ(p) < ∞, for t > 0.

5.2. Monotonicity of the energy at {∞} and trivial solutions. The following propo-
sition indicates that the energy at {∞} is indeed non-decreasing.
Proposition 21 (Monotonicity of the measure of {∞}). Let g, gp2 ∈ C([0,∞) :
D([0,∞])), g > 0 be a weak solution in the sense of Definition 8. Then the mapping
t 7→
∫
{∞}
g(t, p)p2dµ(p)
is nondecreasing on [0,∞).
Proof. Let ν ∈ D([0,∞)), the following holds true∫
{∞}
ν(p)p3dµ(p) = inf
ϕr
∫
[0,∞)
ϕr(p)ν(p)p
3dµ(p),
in which the infimum is taken over all increasing functions ϕr ∈ C([0,∞]) defined in Propo-
sition 37.
For any of these test functions, it is clear that H1ϕr(p),H
2
ϕr(p)
> 0. As a consequence,
the mappings t 7→ ∫[0,∞] ϕr(p)g(t, p)p2dµ(p) are nondecreasing on [0,∞). Therefore t 7→∫
{∞} g(t, p)p
2dµ(p) is also nondecreasing on [0,∞), due to the fact that it is the infimum of
a collection of nondecreasing functions. 
A consequence of the previous proposition is the following result.
Corollary 22. [Stationary (trivial) solutions] Suppose that g ∈ C([0,∞) : D([0,∞])) is
a weak solution in the sense of Definition 8 satisfying g(0, p)p2 ≡ Eδ{p=∞} for some E ∈
[0,∞). Then g is a trivial solution of (15) in the sense g(t, p)p2 ≡ Eδ{p=∞} for all t ∈
[0,∞).
Remark 23. In the context of quantum Boltzmann equations, δ{p=0} is the trivial equilibrium
[53].
Proof. Using the previous proposition∫
{p=∞}
g(0, p)p2dµ(p) = E 6
∫
{p=∞}
g(t, p)p2dµ(p) for all t ∈ [0,∞),
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which implies
0 6
∫
[0,∞)
g(t, p)p2dµ(p) = E −
∫
{p=∞}
g(t, p)p2dµ(p) 6 0 for all t ∈ [0,∞).
Therefore, g(t, p) ≡ 0 on [0,∞) × [0,∞) and hence g is trivial. 
5.3. Conservation of energy.
Proposition 24 (Conservation of energy). Suppose that gp2 ∈ C([0,∞) : D([0,∞])), g > 0
is a weak solution in the sense of Definition 8, then∫
[0,∞]
p2g(t, p)dµ(p) =
∫
[0,∞]
p2g(0, p)dµ(p) for all t ∈ [0,∞). (53)
Proof.
Remark 25.
(53) follows immediately from Lemma 6 by choosing the test function ϕ ≡ 1.

5.4. Cascade and accumulation of energy toward {∞}. The following two lemmas
prove that the energy is accumulated at {∞}. The first lemma compares the energy on
[Rρ,∞] and [R,∞] for some numbers R and ρ at two different times. The second one
compares the energy between [r,∞] and [0, r].
Lemma 26 (Cascade of energy toward {∞}). Let gp2 ∈ C([0,∞) : D([0,∞])), g > 0 be a
non-trivial weak solution in the sense of Definition 8 . Then given ρ ∈ (0, 1), R ∈ (0,∞)
the following holds.∫
[Rρ,∞]
g(t, p)p2dµ(p) > (1− ρ)
∫
[R,∞]
g(0, p)p2dµ(p) for all t ∈ [0,∞) (54)
Proof. The proof is the same as the one of Lemma 18. 
Corollary 27. Let gp2 ∈ C([0,∞) : D([0,∞])), g > 0 be a non-trivial weak solution in the
sense of Definition 8. Then if, ∫
{0}
g(0, p)p2dµ(p) ≡ 0,
we have ∫
{0}
g(t, p)p2dµ(p) ≡ 0
for all t ∈ [0,∞).
Proof. The proof is the same as the one of Corollary 19. 
Lemma 28 (Accumulation of energy toward {∞}). Suppose that g, gp2 ∈ C([0,∞) :
D([0,∞])), g > 0 is a non-trivial weak solution in the sense of Definition 8. For any
r ∈ (0,∞) and all t ∈ [0,∞) the following holds.∫
[r,∞]
g(t, p)p2dµ(p) > 2
∫ t
0
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2[p1p2]
1
2
(
1− r
p1 + p2
)
+
dµ(p1)dµ(p2) ds.
(55)
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Proof. Choose the test function ϕ to be ϕr defined in Proposition 37, we find∫
[0,∞]
g(t, p)p2ϕr(p)dµ(p)−
∫
[0,∞]
g(0, p)p2ϕr(p)dµ(p)
= 2
∫ t
0
∫
p1>p2>0
|p1||p2|g(s, p1)g(s, p2)H1ϕr (p1, p2)dµ(p1) dµ(p2)ds
+
∫ t
0
∫
p1=p2>0
|p1||p2|g(s, p1)g(s, p2)H2ϕr (p1, p2)dµ(p1) dµ(p2)ds .
(56)
which, by the fact that g0 > 0, yields∫
[0,∞]
g(t, p)p2ϕr(p)dµ(p) > 2
∫ t
0
∫
p1>p2>0
|p1||p2|g(s, p1)g(s, p2)H1ϕr (p1, p2)dµ(p1) dµ(p2)ds
+
∫ t
0
∫
p1=p2>0
|p1||p2|g(s, p1)g(s, p2)H2ϕr(p1, p2)dµ(p1) dµ(p2)ds .
(57)
Since H1ϕr (p1, p2),H
2
ϕr (p1, p2) > 0, we can restrict the integrals on p1 > p2 > 0 and
p1 = p2 > 0 to r > p1 > p2 > 0 and r > p1 = p2 > 0, yielding∫
[0,∞]
g(t, p)p2ϕr(p)dµ(p) > 2
∫ t
0
∫
r>p1>p2>0
|p1||p2|g(s, p1)g(s, p2)H1ϕr(p1, p2)dµ(p1) dµ(p2)ds
+
∫ t
0
∫
r>p1=p2>0
|p1||p2|g(s, p1)g(s, p2)H2ϕr (p1, p2)dµ(p1) dµ(p2)ds .
(58)
We compute H1ϕr(p1, p2) when r > p1 > p2 > 0
H
1
ϕr(p1, p2) = p
3
1[ϕr(p1 + p2) + ϕr(p1 − p2)− 2ϕr(p1)] + 3p21p2[ϕr(p1 + p2)− ϕr(p1 − p2)]
+ p1p
2
2[3ϕr(p1 + p2)− 6ϕr(p1) + 3ϕr(p1 − p2)]
+ p1p
2
2[4ϕr(p1)− 4ϕr(p2)] + p32[ϕr(p1 + p2)− ϕr(p1 − p2)].
(59)
Since ϕ is increasing, it is clear from (59) that
H1ϕr (p1, p2) > (p
3
1 + 3p1p
2
2)[ϕr(p1 + p2) + ϕr(p1 − p2)− 2ϕr(p1)]. (60)
Since ϕr(p1 + p2) + ϕr(p1 − p2)− 2ϕr(p1) = ϕr(p1 + p2) for p1 6 r, we then compute
ϕr(p1 + p2) + ϕr(p1 − p2)− 2ϕr(p1) > ϕr(p1 + p2)1[0,r](p1)
on {r > p1 > p2 > 0}. In addition, H2ϕ(p, p) = H1ϕ(p, p).
Combining the above estimates yields∫
R3
g(t, p)p2ϕ(p)dµ(p) >
∫ t
0
∫∫
[0,r]2
g(s, p1)p1g(s, p2)p2(p
3
1 + 3p1p
2
2)ϕ(p1 + p2)dµ(p1)dµ(p2)ds
> 2
∫ t
0
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2(p1p2)
1
2ϕ(p1 + p2)dµ(p1)dµ(p2)ds.
(61)
The above inequalities lead to∫
[r,∞]
g(t, p)p2dµ(p) > 2
∫ t
0
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2(p1p2)
1
2ϕ(p1 + p2)dµ(p1)dµ(p2)ds,
(62)
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then (55) holds true for all t ∈ [0,∞). 
5.5. Transferring of energy away from {0}. In this subsection, we show that the energy
is cascaded away from {0}.
Proposition 29. Suppose that g, gp2 ∈ C([0,∞) : D([0,∞])), g > 0 is a non-trivial weak
solution in the sense of Definition 8 and∫
{0}
g0(p)dµ(p) = 0.
For all ε ∈ (0, 1), there exists Rε > 0 such that∫
[0,Rε)
g(t, p)p2dµ(p) 6 εE for all t ∈ [0,∞).
Proof. Let R1 be a constant satisfying
∫∞
R1
g0(p)|p|2dµ(p) >
(
1− ε2
)
E. By Lemma 26, it
follows that∫
[R1 ε2 ,∞]
g(t, p)p2dµ(p) >
(
1− ε
2
) ∫
[R1,∞]
g(0, p)p2dµ(p) for all t ∈ [0,∞),
which implies ∫
[R1 ε2 ,∞]
g(t, p)p2dµ(p) >
(
1− ε
2
)2
E for all t ∈ [0,∞),
Since
(
1− ε2
)2
> 1− ε, we have∫
[R1 ε2 ,∞]
g(t, p)p2dµ(p) > (1− ε)E for all t ∈ [0,∞).
Finally, choose Rε = R1
ε
2 , and by the conservation of energy
∫
[0,∞] g(t, p)p
2dµ(p) = E, we
find ∫
[0,Rε)
g(t, p)p2dµ(p) 6 εE for all t ∈ [0,∞).

5.6. Positivity of the energy at {∞} as time evolves. The main result of this section
is the following Proposition 30, which shows that the energy at {∞} is indeed strictly
increasing, leading to the energy cascade phenomenon. Notice that similar phenomena
have also been observed by Lu [52] in the context of Bose-Einstein Condensates and later
by Kierkels and Vela´zquez [41] in the context of the nonlinear Schro¨dinger equation for the
mass at {0}. In these works, it is proved that the mass at {0} is also strictly increasing,
leading to the condensation phenomenon. In both cases, the similarity is the fact that there
is a strictly increasing accumulation of mass/energy towards the singular points {∞} and
{0}.
Proposition 30. Given any nontrivial weak solution g in the sense of Definition 8 such
that g|p|2 ∈ C([0,∞) : D([0,∞])), g > 0. For any t0 ∈ [0,∞), there exists t′ > 0 such that
the following is true ∫
{∞}
g(t′, p)|p|2dµ(p) >
∫
{∞}
g(t0, p)|p|2dµ(p), (63)
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which means any nontrivial weak solution g|p|2 ∈ C([0,∞) : D([0,∞])), g > 0 to (15) has
the following property
∃t∗ > 0, such that
∫
{∞}
g(t∗, p)|p|2dµ(p) > 0.
5.6.1. A lower bound for the energy.
Lemma 31. Suppose that g is a nontrivial weak solution in the sense of Definition 8 such
that gp2 ∈ C([0,∞) : D([0,∞])), g > 0. There then exist constants R,T ∈ (0,∞), depending
only on the initial datum g0p
2 ∈ D([0,∞]), so that∫
[r,∞]
g(t, p)p2dµ(p) & rt for all r ∈ [0, R] and all t ∈ [0, T ]. (64)
Proof. Since we are interested only in nontrivial solutions, we can define∫
(0,∞)
g(0, p)p2dµ(p) =: E ∈ (0,∞),
then by the conservation of energy
∫
(0,∞) g(t, p)p
2dµ(p) 6 E, for all t > 0.
Set R1, R2 ∈ (0,∞) such that∫
[R1,R2]
g(0, p)p2dµ(p) >
1
3
E.
Let us now choose a test function ϕ ∈ V satisfying ‖ϕ‖V 6 1 and ϕ ≡ 1 on [R1, R2]. Using
then ϕ in (1), we obtain the following estimate∫
[R1,R2]
g(t, p)p2dµ(p) >
1
3
E − CE2t,
where C depends only on R1 and R2.
Therefore, for T ∈ (0,∞) small enough,∫
[R1,R2]
g(t, p)p2dµ(p) > 14E for all t ∈ [0, T ]. (65)
Choose r ∈ (0, R1]. Applying then Lemma 28, we obtain for all t ∈ [0,∞)∫
[r,∞]
g(t, p)p2dµ(p) &
∫ t
0
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2
√
p1p2
(
1− r
p1 + p2
)
+
dµ(p1)dµ(p2)ds
&
∫ t
0
∫∫
[ 2r3 ,r]
2
g(s, p1)p
2
1g(s, p2)p
2
2
√
p1p2
(
1− r
p1 + p2
)
+
dµ(p1)dµ(p2)ds.
(66)
Note that 14 6
(
1− rp1+p2
)
+
6 12 for p1, p2 ∈
[
2r
3 , r
]
. Moreover, [p1p2]
1
2 > 23r for
p1, p2 ∈
[
2r
3 , r
]
.
Plugging these estimates into the right hand side of (66)∫
[r,∞]
g(t, p)p2dµ(p) & r
∫ t
0
[∫∫
[ 2r3 ,r]
g(s, p)p21dµ(p)
]2
ds. (67)
Now, applying (67) for r = R0
3n
2n , n > 1, 0 < R0 6 R1, we get
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(
2
3
)n ∫
[ 3
n
2n
R0,∞]
g(t, p)p2dµ(p) & R0
∫ t
0
[∫∫
[
3n−1
2n−1
R0,
3n
2n
R0
] g(s, p)p2dµ(p)
]2
ds. (68)
Let N be an integer such that [R1, R2] ⊂
[
R0,
3N
2N
R0
]
. We take the sum of (68) from
n = 1 to n = N , employ the Cauchy-Schwarz inequality and use the fact that
[
R0
3n
2n ,∞
] ⊂
[R0,∞], to find∫
[R0,∞]
g(t, p)p2dµ(p) & R0
∫ t
0
[∫∫
[
R0,
3N
2N
R0
] g(s, p)p2dµ(p)
]2
ds
& R0
∫ t
0
[∫∫
[R1,R2]
g(s, p)p2dµ(p)
]2
ds.
(69)
which, together with (65), implies∫
[R0,∞]
g(t, p)p2dµ(p) & R0E
2t ∀t ∈ [0, T ]. (70)
and we get the conclusion of the lemma. 
Lemma 32. Suppose that g, gp2 ∈ C([0,∞) : D([0,∞])), g > 0 is a non-trivial weak
solution the sense of Definition 8. Then exist constants R∗ ∈ (0,∞), depending only on
g(0, ·), and some T ∈ (0,∞) such that∫
[r,∞]
g(t, p)p2dµ(p) & T r for all r ∈ [0, R∗] and all t ∈ [T,∞). (71)
Proof. Without loss of generality we consider only nontrivial solutions. By Lemma 31 there
exist constants R,T ∈ (0,∞), depending only on g(0, ·), such that∫
[r,∞]
g(t, p)p2dµ(p) & rt for all r ∈ [0, R] and all t ∈ [0, T ]. (72)
Now choose applying Proposition 26 with ρ = 12 implies that∫
[ r2 ,∞]
g(t+ T, p)p2dµ(p) >
1
2
∫
[r,∞]
g(T, p)p2dµ(p) for all t ∈ [0,∞),
which implies ∫
[ r2 ,∞]
g(t, p)p2dµ(p) & T r for all r ∈ [0, R] and all t ∈ [T,∞).
Hence (71) holds for R∗ = R/2. 
5.6.2. Proof of Proposition 30. We will prove that any nontrivial weak solution g, gp2 ∈
C([0,∞) : D([0,∞])), g > 0 to (15) has the property that
∃t∗ > 0, such that
∫
{∞}
g(t∗, p)|p|2dµ(p) > 0.
According to (71), there exist R∗ and M > 0 such that∫
[ρ,∞]
g(t, p)p2dµ(p) > cM ρ for all ρ ∈ [0, R∗] and all t ∈ [M,∞),
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for some universal constant c > 0, that we suppose to be 1 for the sake of simplicity.
Let ϑ > 1 and suppose there exists N > 0 such that∫
[ρ,ϑNρ]
g(t, p)p2dµ(p) >
Mρ
2
for all ρ ∈ [0, R∗] and all t ∈ [M,∞). (73)
Let n be an integer and R0 < ρ such that [ρ, ϑ
Nρ] ⊂ [R0, 3n2nR0], we recall from (69) that∫
[R0,∞]
g(t, p)p2dµ(p) & R0
∫ t
0
[∫∫
[R0, 3
n
2n
R0]
g(s, p)p2dµ(p)
]2
ds
& R0
∫ t
0
[∫∫
[ρ,ϑNρ]
g(s, p)p2dµ(p)
]2
ds &
M2ρ2R0t
4
.
which means∫
[0,∞]
g(0, p)p2dµ(p) =
∫
[0,∞]
g(t, p)p2dµ(p) &
∫
[R0,∞]
g(t, p)p2dµ(p) &
M2ρ2R0t
4
→∞
as t goes to ∞. This leads to a contradiction since the left hand side is a constant and the
right hand side tends to infinity as t tends to infinity.
Therefore (73) is false. Then there must exist ρ ∈ [0, R∗] and t∗ ∈ [M,∞) such that∫
[ρ,ϑNρ]
g(t∗, p)p
2dµ(p) 6
Mρ
2
,
for all N > 0.
Since ϑ > 1, limN→∞ ϑ
Nρ =∞, we deduce a consequence of the above∫
{∞}
g(t∗, p)p
2dµ(p) >
Mρ
2
> 0.
Now, we will prove (63). Suppose the contrary that for all t > t1∫
{∞}
g(t, p)p2dµ(p) =
∫
{∞}
g(t1, p)p
2dµ(p).
We can use exactly the same argument as before, but Lemma 28 is then modified by∫
[r,∞)
g(t, p)p2dµ(p) > 2
∫ t
t1
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2[p1p2]
1
2
(
1− r
p1 + p2
)
+
dµ(p1)dµ(p2) ds,
(74)
in which the initial condition is chosen at t1.
This inequality can be proved as follows. Similar with (56), one has∫
[0,∞]
g(t, p)p2ϕ(p)dp −
∫
[0,∞]
g(t1, p)p
2ϕ(p)dµ(p)
= 2
∫ t
t1
∫
p1>p2>0
|p1||p2|g(s, p1)g(s, p2)H1ϕ(p1, p2)dµ(p1) dµ(p2)ds
+
∫ t
t1
∫
p1=p2>0
|p1||p2|g(s, p1)g(s, p2)H2ϕ(p1, p2)dµ(p1) dµ(p2)ds .
(75)
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which, by the fact that g > 0, yields∫
[0,∞]
g(t, p)p2ϕ(p)dµ(p) −
∫
{p=∞}
g(t1, p)p
2ϕ(p)dµ(p)
> 2
∫ t
t1
∫
p1>p2>0
|p1||p2|g(s, p1)g(s, p2)H1ϕ(p1, p2)dµ(p1) dµ(p2)ds
+
∫ t
t1
∫
p1=p2>0
|p1||p2|g(s, p1)g(s, p2)H2ϕ(p1, p2)dµ(p1) dµ(p2)ds .
(76)
Notice that
∫
{p=∞} g(t1, p)p
2ϕ(p)dµ(p) =
∫
{p=∞} g(t1, p)p
2dµ(p) =
∫
{p=∞} g(t, p)p
2dµ(p).
Therefore, similar as (61), we also have∫
[0,∞]
g(t, p)p2ϕ(p)dµ(p) −
∫
{p=∞}
g(t1, p)p
2dµ(p)
>
∫ t
t1
∫∫
[0,r]2
g(s, p1)p1g(s, p2)p2(p
3
1 + 3p1p
2
2)ϕ(p1 + p2)dµ(p1)dµ(p2)ds,
(77)
which, by the Cauchy-Schwarz inequality p1 + p2 > 2
√
p1p2, leads to∫
[0,∞]
g(t, p)p2ϕ(p)dµ(p) −
∫
{p=∞}
g(t1, p)p
2dµ(p)
> 2
∫ t
t1
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2(p1p2)
1
2ϕ(p1 + p2)dµ(p1)dµ(p2)ds,
(78)
The above inequalities yields∫
[r,∞)
g(t, p)p2dµ(p) > 2
∫ t
t1
∫∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2(p1p2)
1
2ϕ(p1 + p2)dµ(p1)dµ(p2)ds,
(79)
which then implies (74).
The same argument of Lemma 31 can be applied to deduce that there exist 0 < R1 < R2
satisfying for T ∈ (0,∞) small enough,∫
[R1,R2]
g(s, p)p2dµ(p) > 14E for all s ∈ [t1, t1 + T ] (80)
as well as(
2
3
)n ∫
[ 3
n
2n
R0,∞)
g(t, p)p2dµ(p) & R0
∫ t
0
[∫∫
[
3n−1
2n−1
R0,
3n
2n
R0
] g(s, p)p2dµ(p)
]2
ds. (81)
LettingN be an integer such that [R1, R2] ⊂
[
R0,
3N
2N
R0
]
, taking the sum of (81) from n =
1 to n = N , employing the Cauchy-Schwarz inequality and using the fact that
[
R0
3n
2n ,∞
) ⊂
[R0,∞), yields∫
[R0,∞)
g(t, p)p2dµ(p) & R0
∫ t
t1
[∫∫
[
R0,
3N
2N
R0
] g(s, p)p2dµ(p)
]2
ds
& R0
∫ t
t1
[∫∫
[R1,R2]
g(s, p)p2dµ(p)
]2
ds.
(82)
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That, with a similar argument with (71) also gives the existence of R∗ and M > 0 such
that ∫
[ρ,∞)
g(t, p)p2dµ(p) > CM ρ for all ρ ∈ [0, R∗] and all t ∈ [t1 +M,∞),
for some universal constant C > 0.
Let us fix ϑ > 1, then there exists N ∈ N such that∫
[ρ,ϑNρ]
g(t, p)p2dµ(p) >
CMρ
2
for all ρ ∈ [0, R∗] and all t ∈ [t1 +M,∞); (83)
Otherwise, if there exist ρ ∈ [0, R∗] and t ∈ [t1 +M,∞) such that∫
[ρ,ϑNρ]
g(t, p)p2dµ(p) <
CMρ
2
;
for all N ∈ N, then ∫
[ρ,∞)
g(t, p)p2dµ(p) 6
CMρ
2
,
which is a contradiction.
As a consequence, by (83) we deduce that∫
[0,∞)
g(t1, p)p
2dµ(p) =
∫
[0,∞)
g(t, p)p2dµ(p) &
M2ρ2(t− t1)
4
→∞
as t goes to ∞, which is also a contradiction.
5.7. Rate of cascading the energy toward {∞}. The main result of this section is the
following Proposition, which gives a rate of cascading the energy toward {∞}.
Proposition 33. Given any non-trivial weak solution g in the sense of Definition 8 such
that g|p|2 ∈ C([0,∞) : D([0,∞])), g > 0, and∫
{0}
p2g0(p)dµ(p) =
∫
{∞}
p2g0(p)dµ(p) = 0.
There exist explicit constants C1, C2, T
∗ depending on the initial condition g0 such that the
following holds true ∫
{∞}
g(t, p)|p|2dµ(p) > C1 − C2√
t
, (84)
for all t > T ∗.
That leads to the existence of an explicit T ∗∗ > 0 such that∫
{∞}
g(t, p)|p|2dµ(p) > C1
2
, (85)
for all t > T ∗∗.
Moreover, there exists R∗ > 0 such that for any r > R∗, there exists an explicit Tr > 0
and for all t > Tr ∫
[r,∞]
g(t, p)|p|2dµ(p) > C1. (86)
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5.7.1. An upper bound for the energy. The following lemma gives an estimate of the energy
on any interval [R,∞).
Lemma 34. Suppose that g, gp2 ∈ C([0,∞) : D([0,∞])), g > 0 is a non-trivial weak
solution in the sense of Definition 8 and∫
{0}
p2g0(p)dµ(p) =
∫
{∞}
p2g0(p)dµ(p) = 0.
Then for all R ∈ [0,∞), all t1 ∈ [0,∞) and any t2 ∈ [t1,∞), the following holds true∫ t2
t1
∫
[R,∞)
g(s, p)p2dµ(p)ds .
√
(t2 − t1)‖g0p2‖1
R
. (87)
Proof. Choosing t1 ∈ [0,∞) and t2 ∈ [t1,∞), applying Lemma 28 and using the fact
4
3r 6 p1 + p2 6 2r on [
2
3r, r]× [23r, r], we obtain∫
[r,∞]
g(t2, p)p
2dµ(p) &
∫ t2
0
∫
[0,r]2
g(s, p1)p
2
1g(s, p2)p
2
2
√
p1p2dµ(p1)dµ(p2)ds. (88)
Based on the observation
[
2
3r, r
] ⊂ [0, r], we obtain from the above inequality that∫
[r,∞]
g(t2, p)p
2dµ(p) &
∫ t2
t1
∫
[ 23 r,r]
2
g(s, p1)p
2
1g(s, p2)p
2
2
√
p1p2dµ(p1)dµ(p2)ds. (89)
Applying the inequality
√
p1p2 >
2
3r into the above estimate, we deduce that∫
[r,∞]
g(t2, p)p
2dµ(p) &
2
3
r
∫ t2
t1
[∫
[ 23 r,r]
g(s, p)p2dµ(p)
]2
ds, (90)
It now follows from Ho¨lder’s inequality that
(t2 − t1)
∫ t2
t1
[∫
[ 23 r,r]
g(s, p)p2dµ(p)
]2
ds >
[∫ t2
t1
∫
[ 23 r,r]
g(s, p)p2dµ(p)ds
]2
,
which, in combination with (90) yields∫
[r,∞]
g(t2, p)p
2dµ(p) &
r
t2 − t1
[∫ t2
t1
∫
[ 23 r,r]
g(s, p)p2dµ(p)ds
]2
. (91)
Since
∫
[r,∞] g(t2, p)p
2dµ(p) 6 ‖gp2‖L1 , we deduce from (91) that
‖gp2‖L1 &
r
t2 − t1
[∫ t2
t1
∫
[ 23 r,r]
g(s, p)p2dµ(p)ds
]2
. (92)
Applying (92) for r =
(
3
2
)n
R, (n > 1), we obtain(
2
3
)n
‖gp2‖L1 &
R
t2 − t1
[∫ t2
t1
∫
[
( 32)
n−1
R,( 32)
n
R
] g(s, p)p2dµ(p)ds
]2
. (93)
which, by taking the square roots of both sides, implies(
2
3
)n
2 √
‖gp2‖L1 &
√
R
t2 − t1
[∫ t2
t1
∫
[
( 32)
n−1
R,( 32)
n
R
] g(s, p)p2dµ(p)ds
]
, (94)
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Taking the sum of (94) for n > 1,
∞∑
n=1
(
2
3
)n
2 √
‖gp2‖L1 &
√
R
t2 − t1
∞∑
n=1
[∫ t2
t1
∫
[
( 32)
n−1
R,( 32)
n
R
] g(s, p)p2dµ(p)ds
]
, (95)
which can be simplified into√
‖gp2‖L1 &
√
R
t2 − t1
[∫ t2
t1
∫
[R,∞)
g(s, p)p2dµ(p)ds
]
, (96)
The estimate (87) follows. 
5.7.2. Proof of Proposition 33. By Lemma 32, there are r, T > 0 such that∫
[r,∞]
g(t, p)p2p > γ := c0T r for all t ∈ [T,∞),
for some constant c0.
For any τ ∈ [T,∞), ∫ 2τ
τ
∫
[r,∞]
g(s, p)p2dµ(p)ds > τγ. (97)
In addition, by Lemma 34, we obtain∫ 2τ
τ
∫
[r,∞)
g(s, p)p2dµ(p)ds 6 C
√
τ‖g(0, p)p2‖L1
√
1
r
for all r ∈ [0,∞), (98)
for some universal constant C > 0.
Subtracting (98) and (97), we get∫ 2τ
τ
∫
{∞}
g(s, p)p2dµ(p)ds > τγ − C
√
τ‖g(0, p)p2‖L1
√
1
r
. (99)
Using Proposition 21, we find∫ 2τ
τ
∫
{∞}
g(s, p)p2dµ(p)ds 6 τ
∫
{∞}
g(2τ, p)p2dµ(p). (100)
Putting together (99) and (100) yields∫
{∞}
g(2τ, p)p2dµ(p) > γ − C√
τ
√
‖g(0, p)p2‖L1
√
1
r
(101)
which leads to ∫
{∞}
g(2τ, p)p2dµ(p) > γ2 , (102)
when τ is large enough and the result follows.
5.8. Full cascade of the energy: the convergence to the Dirac function δ{p=∞}.
Proposition 35 (Long time behavior). Suppose that gp2 ∈ C([0,∞) : D([0,∞])), g > 0
and g is a non-trivial weak solution in the sense of Definition 8 and∫
{0}
p2g0(p)dµ(p) =
∫
{∞}
p2g0(p)dµ(p) = 0.
Then
g(t, p)p2
∗
⇀ ‖g(0, p)p2‖L1δ{p=∞}
as t→∞.
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Proof. Let us consider only nontrivial solutions. Suppose that ϕ is a continuous function,
belongs to the class L = {ϕr}, constructed in Proposition 37. The mapping t 7→Wϕ(t) :=∫
[0,∞] ϕ(p)g(t, p)p
2dµ(p) is then nondecreasing. In addition, Wϕ(t) 6 ‖g0p2‖L1 ∈ (0,∞).
Therefore, there exists a limit limt→∞Wϕ(t) =: E ∈ [0, E]. Using the fact that ϕ < 1 on
[0,∞), we observe that if E = E, then limt→∞ supϕ∈L Wϕ = E, which implies g(t, p)p2 ∗⇀
‖g(0, p)p2‖L1δ{p=∞} as t → ∞. Suppose the contrary that E − E =: ε > 0. We will prove
that there exist 0 < R1 < R2 <∞ such that∫
[R1,R2)
g(t, p)p2dµ(p) >
ε
4
for all t ∈ [0,∞). (103)
To this end, let us consider the constants δ1 ∈
[
3
4 , 1
)
and EE (1− δ1) < δ2 < 1− δ1. For any
R2 ∈ [0,∞), ϕ ∈ L it follows∫
[R2,∞]
g(t, p)p2dµ(p) 6
∫
[0,∞]
ϕ(p)
ϕ(R2)
g(t, p)p2dµ(p) 6
E
ϕ(R2)
6
δ1E+ δ2E
ϕ(R2)
for all t ∈ [0,∞),
(104)
which, by choosing R2 ∈ (0, ϕ−1(δ1 + δ2)], leads to∫
[0,R2)
g(t, p)p2dµ(p) > E − δ1E+ δ2E
δ1 + δ2
>
3ε
4
for all t ∈ [0,∞). (105)
Let R′ ∈ (0,∞) such that ∫
[R′,∞]
g(0, p)p2dµ(p) > E − ε
8
, (106)
which, by applying Proposition 26 with ρ = ε8E−ε , yields∫
[R′ρ,∞]
g(t, p)p2dµ(p) > E − ε
4
for all t ∈ [0,∞). (107)
That means ∫
[0,R′ρ)
g(t, p)p2dµ(p) <
ε
4
for all t ∈ [0,∞), (108)
Combining (105) and (108), we obtain (103) for R1 := R
′ρ. Let N be an integer and
R0 < R1 such that [R1, R2] ⊂
[
R0,
3N
2N
R0
]
, we recall from (69) that
∫
[R0,∞]
g(t, p)p2dµ(p) & R0
∫ t
0
[∫∫
[
R0,
3N
2N
R0
] g(s, p)p2dµ(p)
]2
ds
& R0
∫ t
0
[∫∫
[R1,R2]
g(s, p)p2dµ(p)
]2
ds &
ε2R0t
16
.
The above inequality leads to∫
[0,∞]
g(0, p)p2dµ(p) =
∫
[0,∞]
g(t, p)p2dµ(p) &
∫
[R0,∞]
g(t, p)p2dµ(p) &
ε2R0t
16
→∞
as t to ∞. This is a contradiction. Therefore E = E and that implies the conclusion of the
lemma.

40 A. SOFFER AND M.-B. TRAN
5.9. Proof of Theorem 10. The proof follows from the previous propositions.
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