We provided the estimation error of via the EM algorithm in the section. Under the same settings in the simulations, we set = 1 for the continuous trait and = 2 for the binary trait and compared the mean squared error (MSE) for SAME and GLM. For each setup, we record the median of the MSEs over 1000 replicates. The results of the mean squared error (MSE) for both mutation-level and gene-level simulations were displayed in Fig S2. It is observed that SAME provide more accurate estimators than those of GLM under all settings.
We also conducted additional simulations for the situations when the mutations calling becomes less accurate or the read-depth becomes lower compared with the simulations in the main text. Specifically, we consider the following two scenarios:
scenario (1) the specificity of mutation calls is set to be 0.95; scenario (2) the read-depth data is simulated by a negative binomial distribution with mean 40 and over-dispersion 1.9.
For each scenario, the remaining settings of simulations are the same as in the main text. The power performance under these two scenarios are displayed in Figure S5 - Figure S8 (also see Table S3 -S6). It can be seen that the power gain of the proposed mSAME and gSAME over GLM in these two scenarios is comparable to or larger than that of the simulations in the main text.
In Figure S4 , we further compared the power ratio of mSAME over GLM for the continuous trait with ⇢ 1 = 0.05, and the power ratio of gSAME over GLM for the continuous trait with ⇢ 1 = 0.10 for the simulation setup in the main text (default), scenario (1), and scenario (2).
The power ratios of scenario (1) and scenario (2) are larger than that of the default simulations in most cases. We notice that in scenario (2), on average about 27.32% of the samples have read depth lower than 20. For the simulations in the main text, since average read-depth varies across genes and thus expected number of samples with read-depth lower than 20 varies across genes (See Figure S3 ). For most of the genes, this proportion is small. In fact, this proportion is smaller than 27.32% for more than 90% of the genes. (2), which mimic a whole-genome sequencing dataset. We need to summarize the proportion of samples with low coverage in exome-seq simulations by a histogram because read-depth of each mutation has its own mean values, and thus its own expected proportion. Table S5 : Power performance of the tests based on 1000 replications with ↵ = 0.05 in mutationlevel simulations of scenario (2): with lower read-depth to resemble a whole genome sequencing data. 
