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Abstract
This document is a collection of comments that I wrote down while reading the first
four chapters of the book Discrete Groups, Expanding Graphs and Invariant Measures by
Alexander Lubotzky. Most of them are more detailed versions of proofs. Some imprecisions
are pointed out and discussed, and some facts referenced in the book are proven. In the
appendix we discuss topics of interest in relation to this book, which are however not necessary
for its understanding. The aim of this document, which is not quite complete in that respect,
is to provide, together with Lubotzky’s book, a self-contained read.
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2
Notations and conventions
Throughout this paper we use the following notation.
Let X = (V,E) be a graph.
V = V (X) The set of vertices.
E = E(X) The set of edges.
d The distance function V × V → Z≥0 ∪ {∞}, where d(v, w) is the length of
the shortest path connecting v and w.
∂A For a subset A ⊆ V , the set of neighbours of A, i.e., {v ∈ V : d(A, v) = 1}.
[x] For x ∈ R, the integer part of x, so 0 ≤ x− [x] < 1.
Let X be a topological space.
K ⊆ X K is a subset of X .
K ⊂ X K is a proper subset of X .
K ⊆f X K is a finite subset of X .
K ⊆c X K is a compact subset of X .
A∆B For A,B ⊆ X , the symmetric difference of A and B.
Let X be a space with a measure λ and an associated integral
∫
.
Two functions from X to any other set are equivalent if they coincide almost everywhere.
Lp(X) The space of equivalence classes of functions f : X → R such that ||f ||p :=(∫
X
|f |p) 1p <∞.
L∞(X) The space of equivalence classes functions f : X → R that are bounded outside a set
of measure 0. The minimal such bound for f ∈ L∞(X), is denoted ||f ||∞.
χA For a subset A ⊆ X , the characteristic function of A.
When the measure is the counting one (for example in discrete groups), we write ℓp, ℓ∞.
Let G,G1, G2 be topological groups.
Gx For X a G-set and x ∈ X , the stabilizer of x.
Z(G) The center of G.
〈S〉 For a subset S ⊆ G, the subgroup generated by S.
G˜ The collection of unitary representations of G.
Gˆ The collection of irreducible unitary representations of G.
LG The left regular representation of G on L
2(G), defined as (gf)(x) = f(g−1x).
Let R be a ring.
Mn(R) The ring of n× n matrices on R.
GLn(R) The group of invertible n× n matrices on R.
SLn(R) The group of invertible matrices of determinant 1 on R.
On(R) The group of orthogonal matrices, i.e., {A ∈ GLn(R) : A−1 = AT}.
SOn(R) The group of orthogonal matrices of determinant 1.
If R = R, we note O(n), SO(n) etc...
U(n) The group of unitary matrices, i.e., {A ∈ GLn(C) : A−1 = A∗ = AT}.
SU(n) The group of unitary matrices of determinant 1.
3
0 Introduction
During the Fall Semester of 2018, as part of my Master’s degree at ETHZ, I started reading Alexan-
der Lubotzky’s book Discrete Groups, Expanding Graphs and Invariant Measures for a reading
course with Alessandra Iozzi, under the supervision of Konstantin Golubev. During our weekly
meetings, I started making some comments on what I was reading, and he told me that they may
be valuable because of the popularity and difficulty of the text. My comments were aimed at mak-
ing the book self-contained from my point of view, as a first-year Master student who has some
background in group theory, representation theory and graph theory, and a little less in differential
geometry and measure theory. This document is therefore written for a similar audience.
The reader will note that some sections in chapters 1 to 4 are skipped completely. More specif-
ically almost all of section 3.2, and sections 4.1 and 4.4. This is because my knowledge of algebraic
groups and Riemannian geometry is simply too restrained to be able to understand these parts of
the book well-enough to make any meaningful comment. In that sense this document is incom-
plete, as well as the fact that only the first four chapters are commented.
The comments follow the structure of the book, and will probably make little sense if not read
together with it. We assume reasonable knowledge of graph theory, topology, group theory (includ-
ing topological groups), basic representation theory and measure theory. Most of the comments
amount to rewriting some of the most complex proofs in the book in complete detail. Some other
complete passages that are left without proof, whether the proof is given in a reference or not.
These have been chosen according to which results I wanted to understand more in depth, and I
felt were the most important in relation to the book. A fair amount of comments are devoted to
correcting imprecisions throughout the text.
The first appendix answers the following question: when restricting to regular expanding
graphs, are we really not losing generality? In more than one instance in the book, the graphs
appearing are not regular graphs, although they are regular multigraphs. We provide a general
method for constructing a family of regular expanders out of a family of expanders of bounded
degree, which essentially provides an affirmative answer to the question.
The second appendix studies the arithmetic of Hurwitz integral quaternions, which are used in
the construction of free subgroups of SO(3). Quaternions become fundamental in the construction
of Ramanujan graphs later in the book.
The third appendix is a discussion of amenable actions of discrete groups (in the book the
author only references paradoxical actions), as well as a proof of various equivalent definitions of
amenability, and a proof of Tarski’s theorem, which is referenced in the book. This follows the
approach taken in Monod’s class [2].
The fourth appendix is a detailed proof of the fact that the Lebesgue measure is the unique
countably additive measure of total measure 1 on Sn. Since a good part of this book is devoted to
providing a positive answer to the Banach-Ruziewicz problem, it seemed suitable to understand
this result more in depth.
A final appendix lists some typos.
Almost all of the results in this document are not original, although when no further specifica-
tion is given, the proofs are mine. All that is, to my knowledge, original is comment 1.6, appendix
A, and the approach taken in appendix B.3.
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1 Expanding Graphs
In this section, the author refers to (n, k, c)-expanders using two definitions: the first refers to an
n-vertex graph, the second to a bipartite graph in which both parts have n-vertices. For clarity,
we will talk about bi-expanders in the second case. We begin this section by introducing a third
equivalent definition of expanders, which appears in other works of Lubotzky [3] and makes it
easier to go from expanders to bi-expanders and back in remark 1.1.2 (ii) (comment 1.1). Once
again, we use a different term to refer to them for clarity.
Definition. Let X = (V,E) be a k-regular graph with n vertices. X is an (n, k, c)-fixed-
expander if for all A ⊆ V with |A| ≤ n
2
, we have |∂A| ≥ c|A|.
We called them fixed-expanders since the expansion factor is fixed for small enough subsets,
instead of varying with the size of the subset, like in the definition of expanders (definition 1.1.1).
The advantage of introducing this definition is that it serves as a middle ground between that
of expander and bi-expander. That is: to go from expanders to fixed-expanders we only need to
change the constant, and to go from fixed-expanders to bi-expanders we only need to apply the
constructions described in remark 1.1.2 (ii).
More precisely: an (n, k, c)-expander is an (n, k, c
2
)-fixed-expander, while an (n, k, c)-fixed-
expander is an (n, k, c
k
)-expander.
Proof. Let X = (V,E) be an (n, k, c)-expander, and let A ⊆ V be such that |A| ≤ n
2
. Then
|∂A| ≥ c(1− |A|
n
)|A| ≥ c
2
|A|.
Here we see why we only want subsets |A| ≤ n
2
to verify the expanding condition. If we asked it
for every subset, then the quantity (1− |A|
n
) would attain a minimum of 1
n
that goes to 0 as n goes
to infinity, so we would have a new constant c′ = o(n). Instead, we want c′ to be independent of
n, so as to construct infinite families of fixed-expanders.
Let X = (V,E) be an (n, k, c)-fixed-expander, and let A ⊆ V and B := V \A, so that
(1 − |A|
n
) = |B|
n
. If |A| ≤ n
2
, then |∂A| ≥ c|A|. If |A| ≥ n
2
, then |B| ≤ n
2
, so |∂B| ≥ c|B|. Now
|∂B| ≤ k|∂A|, since by double-counting the edges connecting ∂A to ∂B we see that there are at
least |∂B| and at most k|∂A|. Therefore |∂A| ≥ c
k
|B|. In both cases,
|∂A| ≥ c
k
|B| |A|
n
=
c
k
(1− |A|
n
)|A|,
so X is an (n, k, c
k
)-expander.
Therefore any infinite family of expander gives rise to an infinite family of fixed-expanders, and
vice-versa.
1.1 Expanders and their applications
Comment 1.1 (Remark 1.1.2 (ii), PP. 1-2). Here we prove the relation between expanders and
bi-expanders. We will use the definition of fixed-expanders instead (see the previous paragraph).
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From fixed-expanders to bi-expanders
Let X = (V,E) be an (n, k, c)-fixed-expander. We construct a bipartite graph X ′ = (V ′, E ′):
the vertex set is V ′ = V− ⊔ V+, where V± is a copy of V , and the edge set is as follows. For every
v− ∈ V−, connect it to v+ ∈ V+, and for every vw ∈ E, add the edge v−w+ to E ′. In other words,
we connect each input to its twin and the twins of its neighbours. Thus X is a (k + 1)-regular
bipartite graph, where each part has n vertices.
We check the expanding condition. Let A− ⊆ V− be a subset with at most n2 elements. Let A
denote the corresponding subset of V , and ∂, ∂′ the ”neighbours” operator inX andX ′ respectively.
Then:
|∂′A| = |A|+ |∂A| ≥ |A|+ c|A| = (1 + c)|A|.
Therefore X is an (n, k + 1, c)-bi-expander.
Note that the degree has augmented, which was necessary to ensure that a small enough subset
has at least as many neighbours as it has members.
From bi-expanders to fixed-expanders
Let X ′ = (V ′, E ′) be an (n, k, c)-bi-expander, with vertex set V ′ = V−⊔V+. Since regular bipar-
tite graphs satisfy Hall’s condition, there exists a perfect matching, so we can label the vertex set
so as to assign to each v− ∈ V− a match v+ ∈ V+. We then glue the twins together. The resulting
graph is X = (V,E), where V is a copy of V− (or V+), and vw ∈ E if and only if v−w+ ∈ E ′ or
w−v+ ∈ E ′. Thus X is a graph with n vertices.
Now in order to fit the book’s definition of an expander, X must be a k′-regular graph, for
some k′. However, the degrees of the vertices of X may vary depending on the symmetry of X ′.
More precisely, if v ∈ V , then the neighbours of v are N(v) = {w 6= v : v−w+ ∈ E ′} ∪ {w 6= v :
w−v+ ∈ E ′}. Since v− and v+ both have degree k in X and are connected to each other, both of
these sets have cardinality (k − 1). Therefore (k − 1) ≤ d(v) ≤ 2(k − 1). All of these inequalities
are sharp: figure 1 shows an example of a 3-regular bipartite graph with two parts of 7 vertices,
such that after this construction all possible degrees appear.
This is the first instance in the book where the graphs appearing have bounded degree (by
2(k − 1)) but are not regular. Still, the bounded degree is enough for our purposes, for instance,
notice that passing from fixed-expanders to expanders, if we only had bounded degree the changes
in the constants would be the same. For the rest of this comment, we will use the definition where
k′ = 2(k − 1) denotes a bound on the degree. However, in appendix A we explain how to deal
with this problem in a general setting, together with a special case that appears later in the book
(section 3.3).
We check the expanding condition. Let A ⊆ V be such that |A| ≤ n
2
. Let A± be the copy of A
in V±, so that |∂′A−| ≥ (1 + c)|A−| = (1 + c)|A|. Then
|∂A| ≥ |(∂′A−) \A+| ≥ |∂′A−| − |A+| ≥ (1 + c)|A| − |A| = c|A|.
(As a matter of fact, the second inequality is an equality, since by construction A+ ⊆ ∂′A−).
Therefore X is an (n, k′, c)-fixed-expander.
6
1+ 2+ 3+ 4+ 5+ 6+ 7+
1− 2− 3− 4− 5− 6− 7−
76
32
4 5
1
Figure 1: We start with a bipartite 3-regular graph with two parts of 7 vertices. The resulting
graph has vertices of degrees 2, 3 and 4.
Comment 1.2 (P. 2). The arguments in this comment come from a discussion on a StackEx-
change post [4].
Note that to establish a correspondence between expanders and bi-expanders, we needed to
find a perfect matching in the bi-expander. This works because regular bipartite graphs satisfy
Hall’s condition, as we said in the previous comment. However, if we treated expanders only as
graphs with bounded degree, we would need something more: the expanding property only works
on sets of less than n
2
vertices, while Hall’s condition must be satisfied by all subsets of inputs.
To see that we cannot get around this, for all n let X be the bipartite graph constructed as
follows: start with the complete bipartite graph K4n,3n, then add n outputs and connect each to
an input in such a way that some two of these new outputs are connected to the same input. Then
we do have the expanding property, for c = 1
2
, for all subsets of at most 2n inputs, but the fact
that two outputs are connected to the same input shows that there is no perfect matching. If we
wanted a bounded-degree construction, we could use a bounded concentrator instead of a complete
bipartite graph.
One additional property that we could add to ensure the existence of a perfect matching, is
that the expansion happens both ways, and not just from inputs to outputs. This follows from
the following fact:
Lemma. Let X = (I ⊔ O,E) be a bipartite graph with n inputs and n outputs, such that for all
A ⊂ I and for all A ⊂ O such that |A| ≤ n
2
, we have |∂A| ≥ |A|. Then X has a perfect matching.
Proof. We only need to check Hall’s condition for sets of inputs of more than n
2
vertices, so let
A ⊆ I be such a set. Let B := O \ ∂A. Since |∂A| ≥ n
2
, we have |B| ≤ n
2
, so the hypothesis applies
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to B and |∂B| ≥ |B|. Then, since ∂B ∩ A = ∅, we have |B| ≤ |∂B| ≤ |I \A| = n − |A|. So
|∂A| = |O \A| = n− |B| ≥ |A|.
Comment 1.3 (Definition 1.1.3, P. 2). Some authors [5] define the Cheeger constant as
h′(X) := inf
A⊔B=V
|E(A,B)|
(
1
|A| +
1
|B|
)
.
However, asking for h or h′ to be bounded for an infinite family of graphs is essentially equivalent,
since the two quantities are linearly related. Indeed, for any A ⊔ B = V :
|E(A,B)| 1
min(|A|, |B|) ≤ |E(A,B)|
(
1
|A| +
1
|B|
)
≤ |E(A,B)| 2
min(|A|, |B|);
so h(X) ≤ h′(X) ≤ 2h(X).
Comment 1.4 (Theorem 1.1.8, PP. 4-5). Here we give a more detailed version of the construction
of bounded concentrators and superconcentrators, as well as improving on the constant c given in
the first case.
From bi-expanders to bounded concentrators
Let r ∈ Z>1, and suppose we have an (m, k, c)-bi-expander, where c ≥ 1r−1 . Note that this
bound is lower than the one in the book (that is, 2r
2
(r−1)(r2+1)) for all possible values of r. We will
construct an (n, θ, k′, 1
2
)-bounded concentrator, where n = m · r+1
r
= m+ m
r
; θ = r
r+1
(so the output
set will have m vertices); and k′ = (k + 1) · r
r+1
.
Let I be the input set, of size n, and divide it into a large part L with m vertices, and a small
one S with m
r
vertices. Let O be the output set, of size m, and divide it into parts O1, O2, . . . , Om
r
of size r. Connect L and O using the (m, k, c)-bi-expander X , and connect each i ∈ S to all
of Oi, where we label S = {1, 2, . . . , mr }. We claim that the resulting graph G = (V,E) is an
(n, θ, k′, 1
2
)-bounded concentrator. One can easily verify that the numbers of vertices and edges
are the right ones.
It remains to verify the expanding condition. Let A ⊆ V be a subset with s := |A| ≤ αn =
n
2
= m(r+1)
2r
. We need to show that |∂GA| ≥ s. If at least sr of the elements of A are in S, then
|∂GA| ≥ |∂G(A ∩ S)| = |A ∩ S| · r ≥ s
r
· r ≥ s,
so we are done. Otherwise, at least s− s
r
= s · r−1
r
are in L. So let A′ be a subset of A of this size
contained in L. Note that
|A′| = s · r − 1
r
≤ m(r + 1)
2r
· r − 1
r
=
m(r2 − 1)
2r2
≤ m
2
.
Therefore the expanding property of the bi-expander X applies to |A′|, which implies that:
|∂GA| ≥ |∂XA′| ≥ (1 + c)|A′| = (1 + c) · s · r − 1
r
≥ (1 + 1
r − 1) · s ·
r − 1
r
= s.
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From bounded concentrators to superconcentrators
Here the construction is recursive. Suppose that for some θ ∈ [1
2
, 1) we have constructed a
(θn, lθ,n)-superconcentrator and an (n, θ, kθ,n,
1
2
)-bounded concentrator. We construct an (n, ln)-
superconcentrator, where ln = 1 + 2kθ,n + lθ,n. Let V = I ⊔ I ′ ⊔ O′ ⊔ O, where |I| = |O| = n and
|I ′| = |O′| = θn. Connect I and I ′ using the (n, θ, kθ,n, 12)-bounded concentrator, and direct the
edges from I to I ′. Do the same for O and O′, directing the edges from O′ to O. Then connect I ′
to O′ using the (θn, lθ,n)-superconcentrator. Finally, pair up the vertices of I and O and add an
edge connecting each pair. Let X = (V,E) be the resulting directed graph.
We claim that X is an (n, ln)-superconcentrator. It is easy to check that the number of vertices
and edges is the right one, and that X is acyclic. Now let A ⊆ I, B ⊆ O be of size r. We can
already connect some inputs to some outputs using paths of length one. Then there are at most
n
2
unmatched inputs (respectively, outputs), which we match to vertices in I ′ (respectively, O′),
using the bounded concentrator. This gives us the first and last edge of the remaining paths. The
middle part of these paths can be found in the (θn, lθ,n)-superconcentrator. Therefore, X is a
superconcentrator.
To start the induction, we can chose a simple concentrator, such as a complete bipartite graph
Kn,n, which is an (n, n)-superconcentrator.
Working out the constants
We will start with the hypothesis of the Theorem 1.1.8: let r ∈ Z>1, and suppose that there
exists a k ∈ Z>0 such that for all n we can construct an (n, k, 1r−1)-expander. Then, by the above,
we can construct an (n · r+1
r
, r
r+1
, (k+1) · r
r+1
, 1
2
)-bounded concentrator. Note that for this passage
we need the weaker condition c ≥ 1
r−1 : the one given in the book is too restrictive for this setting.
Assume that we can construct an (n, l)-superconcentrator. Then this bounded concentrator
allows us to construct an (n · r+1
r
, l′)-superconcentrator, where l′ = 2(k + 1) · r
r+1
+ l · r
r+1
+ 1. We
would like for the density to be independent of n. The easiest way to do this is to set l = l′, so that
the density does not change at the inductive step. Solving the equation yields l = (2k + 3)r + 1.
Therefore we must set this as the density of the starting graph. For example, we may chose the
complete bipartite graph Kl,l to start, which is an (l, l)-superconcentrator. We conclude that for
all i ≥ 0, we can construct a (l · ( r+1
r
)i, l)-superconcentrator, where l = (2k + 3)r + 1.
1.2 Existence of expanders
Comment 1.5 (Proposition 1.2.1, P. 6). Here we explain how Ko¨nig’s theorem implies that every
k-regular bipartite graph is obtained as described in the proof of proposition 1.2.1. The proof
shows that most of the graphs constructed this way are expanders, so to generalize this statement
and say that most graphs are expanders, one needs this fact. (However, the proof still shows that
expanders do exist).
The theorem that the author is referring to is probably Ko¨nig’s line-coloring theorem: in a
bipartite graph X , the edge-coloring number of X is ∆(X), its maximum degree.
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Let X = (V,E) be a k-regular bipartite graph, with parts I and O. Since |E| = k|I| = k|O|,
we have |I| = |O| =: n. Label I = {1, . . . , n}. By Ko¨nig’s line-coloring theorem, X is k-edge-
colorable, so pick such a minimal coloring with colors c1, c2, . . . , ck. For each i = 1, . . . , k; and
for each j = 1, . . . , n; let πi(j) be the unique neighbour v of j such that jv has color i. Then
the neighbours of j are exactly π1(j), . . . , πk(j). To conclude, we need to show that each πi is a
permutation of {1, . . . , n}. By cardinality, it is enough to show that πi is injective. So suppose
that v = πi(j) = πi(j
′). Then we have edges jv and j′v, which touch the common vertex v and
are of the same color i. Since this is a proper edge-coloring, necessarily j = j′.
Comment 1.6 (Proposition 1.2.1, P. 6). Notice that here we are not considering graphs, but
rather multigraphs. Indeed, when we choose an arbitrary k-tuple of permutations, we are not
demanding that πa(i) 6= πb(i) whenever a 6= b. If for some a 6= b we had πa(i) = πb(i), then
iπa(i) = iπb(i) would be a double edge. We could just delete the multiple edges, but then the
resulting graph would not be regular. Here we show that the statement is still true if one only
considers k-tuples of permutations giving rise to ordinary graphs.
Without going over the whole proof, we remind how the argument works. We denote by βn
the number of ”bad” k-tuples of permutations, i.e., those which do not give rise to an expander.
Then we do some estimates and show that βn = o((n!)
k). Since there are in total (n!)k k-tuples of
permutations, this implies that as n goes to infinity, the proportion of ”bad” k-tuples of permuta-
tions goes to 0, and therefore so does the proportion of non-expanders.
Now let us restrict ourselves to only the permutations that give rise to graphs without multiple
edges. Let β ′n be the number of ”bad”, and Nn the total number of, k-tuples of permutations
of this type. We need to show that β ′n = o(Nn). Clearly β
′
n ≤ βn, so it is enough to show that
βn = o(Nn).
Given a k-tuple of permutations π = (π1, π2, . . . , πk), consider the k×n matrix Aπ = (πi(j))i,j.
The entries of the rows are all different since the permutations are injective. The entries of the
columns are all different if and only if the graph arising from π does not contain multiple edges.
Therefore, Nn is exactly the number of k×n latin squares, which we denote by Lk,n. In [6], Erdo˝s
and Kaplansky prove the following asymptotic formula:
Lk,n ∼ (n!)k · e−
k(k−1)
2 ; when k = O((logn)
3
2
−ǫ).
(This is actually the way that it is formulated in [7]). In our case, k is fixed, and not a function of
n, which means that Nn is proportional to (n!)
k. But βn = o((n!)
k), so βn = o(Nn), which is what
we wanted to prove.
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2 The Banach-Ruziewicz Problem
2.1 The Hausdorff-Banach-Tarski paradox
Comment 2.1 (P. 9). Here we exhibit a free subgroup of SO(3) of rank 2. The group constructed
in the book is used later on, so the reader is encouraged to read that construction, together with
the comments on it. However, for those who are only interested in the existence of such a group,
the following proof is shorter and simpler, and it is all that we need for chapter 2 of the book. We
will show that the two following matrices generate a free subgroup of SO(3).
A =

 1 0 00 1
3
−2
√
2
3
0 2
√
2
3
1
3

 ; B =

 13 −2
√
2
3
0
2
√
2
3
1
3
0
0 0 1

 .
Proving this was an exercise in Monod’s class [2].
Proof. We need to prove that for any reduced word w of length k > 0 on {A±1, B±1}, we have
w 6= I, the identity matrix. We may assume that w ends with B±1: if this is not the case, then
we can replace it with BwB−1, which does not change it being the identity or not. We will prove
by induction on k that w(e1) 6= e1, where e1 = (1, 0, 0)T .
We start by showing that if w is of length k, then w(e1) = 3
−k(x, y
√
2, z)T , for some x, y, z ∈ Z.
This is true for k = 1, since in this case w = B±1 and B±1(e1) = 3−1(1, 2
√
2, 0)T . Then by
induction: if w′(e1) = 31−k(x, y
√
2, z)T , we get
A±1w′(e1) = 31−k(x, y
√
2
3
∓ z2
√
2
3
, z
1
3
± y4
3
)T = 3−k(3x, (y ∓ 2z)
√
2, z ± 4y)T ;
B±1w′(e1) = 31−k(x
1
3
∓ y4
3
, y
√
2
3
± x2
√
2
3
, z)T = 3−k(x∓ 4y, (y ± 4x)
√
2, 3z)T .
Next, we will prove that 3 ∤ y. This implies in particular that y 6= 0, and so w(e1) 6= e1. Note
that the previous calculation also shows that if the first letter is A±1, then 3|x, and if it is B±1,
then 3|z. Once again we proceed by induction on k, the base case k = 1 being already covered.
Suppose that the first letter of w is C and the second one is A±1. Then w(e1) = C ·
31−k(x, y
√
2, z), where C is the first letter, 3 ∤ y (by induction), and 3|x (by the above). If
C = B±1, then the new y will be y± 4x ≡ y mod 3, since 3|x. We have the same argument if the
first letter is A±1 and the second is B±1.
Suppose instead that w starts with A±2. Then
w(e1) = A
±232−k(x, y
√
2, z)T = A±131−k(3x, (y ∓ 2z)
√
2, z ± 4y)T ,
for which the new y is
(y ∓ 2z)∓ 2(z ± 4y) ≡ y ∓ 2z ∓ 2z − 8y ≡ 2y ∓ 4z ≡ 2(y ∓ 2z) mod 3.
Since by induction 3 ∤ (y∓ 2z), we also get 3 ∤ 2(y∓ 2z). Once again, we have the same argument
if w starts with B±2.
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Comment 2.2 (Theorem 2.1.8, P. 9). Here we fill in the details of the proof of Jacobi’s theorem
(theorem 2.1.8). For an analytic proof simpler than the one referenced in the book, see [8]. We
also mention a short proof using only elementary arithmetic, in section 2.4 of [9]. The authors only
prove the theorem for n odd, however the general case follows directly from the first two lemmas
in that section.
By integral quaternions we mean quaternions with integer coordinates. The ring of integral
quaternions is noted H(Z) := {a0 + a1i+ a2j + a3k : ai ∈ Z}. We will rather work with the ring
of Hurwitz integral quaternions H˜(Z), whose elements are exactly quaternions with coordinates
either all integers or all half an odd integer. The norm of an element α = (a0 + a1i+ a2j + a3k) is
N(α) = αα = αα = a20 + a
2
1 + a
2
2 + a
2
3. The norm is multiplicative, since it is multiplicative in the
division ring of quaternions. We will need the following facts about H˜(Z):
1. H˜(Z) is a ring.
2. The norm of an element of H˜(Z) is always an integer.
3. H˜(Z) has 24 units, which are exactly the elements with norm 1: the 8 integral units
{±1,±i,±j,±k} and the 16 non-integral ones, which are the ones of the form 1
2
((±1) +
(±i) + (±j) + (±k)).
4. H˜(Z) is a left PID, i.e., every left ideal is principal.
5. If p is an odd prime, then H˜(Z/pZ) ∼= M2(Fp), the ring of 2× 2 matrices over Fp.
These facts are all proven in appendix B.
Let p be an odd prime. We want to show that the number of integer solutions to a20 + a
2
1 +
a22 + a
2
3 = p is 8(p + 1). Notice that there is a bijection between these solutions and the integral
quaternions or norm p, so we will count those instead. If x ∈ H˜(Z), denote by (x) the left ideal
generated by x. If x has norm p, then p = xx ∈ (x), so (p) ⊆ (x). Also, since the norm is
multiplicative, if y ∈ (p), then p2 = N(p) |N(y), so in particular x /∈ (p). Therefore (p) ⊂ (x).
Vice-versa, if x is an element which is not a unit such that (p) ⊂ (x), then N(x) |N(p) = p2, so
N(x) = 1, p or p2. We exclude N(x) = 1 since x is not a unit. Suppose N(x) = p2. Since p ∈ (x),
there exists y ∈ H˜(Z) such that p = yx. But then N(p) = N(y)N(x) = N(x), so y is a unit and
(p) = (x), which contradicts our assumption. So N(x) = p.
Therefore the elements of norm p in H˜(Z) are exactly those who generate a proper left ideal
strictly containing (p). For any x, y ∈ H˜(Z), we have (x) = (y) if and only if x = ǫy, where ǫ is a
unit. Therefore there are exactly 24 generators for each left ideal.
Now we ask ourselves how many of these generators are integral quaternions. First of all, if
α = 1
2
(a0 + a1i+ a2j + a3k), where all the ai are odd integers, then we can multiply on the left by
the unit 1
2
(u0 + u1i+ u2j + u3k), where all the ui are ±1. The resulting quaternion will have real
part 1
4
(a0u0 − a1u1 − a2u2 − a3u3). By choosing the ui appropriately, since all the ai are odd, we
can make sure that each of the aiui is 1 mod 4, and thus get a quaternion with integral real part.
But if an element in H˜(Z) has integral real part, then it is integral. This proves that any left ideal
is generated by an integral quaternion.
Let α = a0 + a1i + a2j + a3k be an integral quaternion. Then multiplying it on the left
by a unit quaternion simply permutes the coordinates up to sign, so α has 8 associate integral
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quaternions. If instead we multiply it by a non-integral unit, the resulting quaternion will have
real part 1
2
(a0u0 − a1u1 − a2u2 − a3u3), where ui = ±1. But if α has odd norm, since ±ai has the
same parity as a2i , this number will be half an odd integer, and so the resulting quaternion will
be a non-integral one. In particular this proves that if N(x) = p, then (x) has 8 integral and 16
non-integral generators.
We conclude that the number of integral quaternions of norm p is 8 times the number of proper
left principal ideals containing (p) properly. Since H˜(Z) is a left PID, this is the number of all
proper left ideals containing (p) properly.
So now we want to count the number of these ideals. By the correspondence theorem, and since
any quotient of a left PID is a left PID, this is equal to the number of proper non-trivial principal
left ideals of H˜(Z)/(p) = H˜(Z/pZ). But H˜(Z/pZ) ∼= M2(Fp), so we count the proper non-trivial
principal left ideals of M2(Fp), which are those generated by the non-invertible non-zero elements.
There are |M2(Fp)| − |GL2(Fp)| − |{0}| = p4− (p2− 1)(p2− p)− 1 = (p+1)(p2− 1) such elements.
The group GL2(Fp) acts on them by left multiplication, and two elements lie in the same orbit if
and only if they generate the same left ideal. Now we to calculate these size of the orbits.
We start by calculating the size of the stabilizer of one of these elements. In general, if G is a
group acting on a set S ⊆ G by left multiplication, then for any s ∈ S, the stabilizer of gsg−1 is
the conjugate by g of the stabilizer of s. Therefore, to count the size of the stabilizer of an element,
it is enough to calculate the stabilizer of an element conjugated to it. Now for any A ∈ M2(Fp),
by the Jordan canonical form, A is conjugate to a matrix of one of the following forms:(
λ1 0
0 λ2
)
,
(
λ 1
0 λ
)
.
The determinant of such a matrix is λ1λ2 (respectively λ
2) so for the matrix to have determinant
0, we need λ1 or λ2 to be zero (respectively λ = 0). Also, by conjugating a diagonal matrix by
a permutation matrix, we can switch the diagonal entries. Therefore all non-invertible non-zero
elements will be conjugate to a matrix of one of the following forms:(
λ 0
0 0
)
,
(
0 1
0 0
)
,
where λ 6= 0. An easy calculation shows that in both cases the stabilizer is:{(
1 b
0 d
)
: d 6= 0
}
which has size p(p− 1).
Therefore, by the orbit-stabilizer theorem, each orbit has size |GL2(Fp)|/p(p− 1) = p2 − 1. It
follows that there are (p+ 1)(p2 − 1)/(p2 − 1) = (p+ 1) proper left ideals in M2(Fp), so by all the
previous results, we conclude that there are 8(p + 1) integral elements of norm p in H˜(Z). This
concludes the proof.
Comment 2.3 (PP. 9-10). Here we fill in the details of the paragraph between the proof of the-
orem 2.1.8 and lemma 2.1.9. The fact that the units of H(Z) are {±1,±i,±j,±k} was already
mentioned in comment 2.2, and it is proven in appendix B.
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Let p ≡ 1 mod 4 be a prime. S ′ be the set of integral quaternions of norm p, so |S ′| = 8(p+1)
by theorem 2.1.8. Since p ≡ 1 mod 4 and a square is either 0 or 1 mod 4, only one of the
coordinates of an element of norm p is odd. The units of H(Z) act on S ′ by left multiplication and
each α ∈ S ′ has exactly one associate ǫα, where ǫ is a unit, with odd positive real part. Indeed,
multiplying on the left by a unit amounts to permuting the coordinates up to sign. Multiplying
by i sends the second coordinate to the first one, and similarly for j and k. Since there is exactly
one odd coordinate, there is exactly one units sending it to the first one, and making it positive.
Also, since all of the other coordinates will be even, ǫα ≡ 1 mod 2.
Let S be the set of these (p + 1) representatives. If α is a representative, then multiplying it
by a unit makes the first coordinate either negative or even, so α cannot be associate to α. Also,
if α ∈ S, then α ∈ S, so S = {α1, α1, . . . , αs, αs}, where s = p+12 .
Comment 2.4 (Lemma 2.1.9, P. 10). For a discussion on the factorization theory of odd integral
quaternions, as well as a proof of the fact that a quaternion is prime if and only if its norm is
prime, see [10].
We fill in the details of the second part of the proof. In the first part it was shown that if
N(α) = pk, then there is a unique expression of the form α = ǫprRm(α1, . . . , αs), where Rm is
a reduced word of length m and ǫ is a unit. Since each αi has norm p, we have p
k = N(α) =
N(pr)N(Rm(α1, . . . , αs)) = p
2rpm, so 2r +m = k.
The number of reduced words Rm(α1, . . . , αs), when m ≥ 1, is (p + 1)pm−1: there are (p + 1)
choices for the first element, and after that at each step we can choose any element but the
conjugate to the previous one. When m = 0, then we only have the empty word. Let us denote
by δ the characteristic function of the even integers. Let l be the largest integer strictly smaller
than k
2
, so that l = k−2
2
if k is even, and l = k−1
2
if k is odd. Then we claim that the total number
of reduced words of all possible lengths m, with m+ 2r = k for some other integer r, is:∑
0≤r≤l
(p+ 1)pk−2r−1 + δ(k).
Indeed, k − 2r = m goes from k to k − 2l = 2 if k is even and 1 if k is odd. In the first case, we
also have to add 1 since m might be 0, and in the second case m cannot be 0, so in both cases we
must add δ(k).
Next, we develop the expression to get:∑
0≤r≤l
pk−2r−1 +
∑
0≤r≤l
pk−2r + δ(k).
If k is even, then the first sum goes through the odd powers of p from pk−1 to p, and the second
one goes through the even powers of p from pk to p2, while δ(k) = p0. A similar reasoning holds
when k is odd, so this sum is:
k∑
j=0
pj =
∑
d|pk
d.
This is the number of possible Rm. Once such a word is fixed, p
r is uniquely determined, and
then we have 8 choices for the unit ǫ. Therefore the number of expressions of the form α =
ǫprRm(α1, . . . , αs) is 8 times the previous sum, which, by the odd prime power case of theorem
2.1.8, is exactly the number of integral quaternions of norm pk. It follows that each such expression
represents a distinct element.
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Comment 2.5 (P. 11). Here we fill in the details of the end of the proof of proposition 2.1.7.
As a set, Λ(2) is the quotient of Λ′(2) by the relation: α ∼ β if and only if ±piα = β for some
i ∈ Z. It is easy to check that the group operation [α][β] = [αβ] is well defined, so Λ(2) is a group.
For a ring homomorphism σ : H(Z[1
p
]) → R to induce a group homomorphism Λ(2) → R∗, it is
necessary and sufficient that x ∈ ker σ for all x ∈ Λ′(2) that are in the equivalence class of the
identity. These are exactly the elements of the form ±pi. In the case of the natural embedding
σ : H(Z[1
p
])→ H(R), these elements are sent to scalar matrices. Therefore we get the well-defined
group homomorphism σ˜ : Λ(2)→ H(R)∗/Z(H(R)∗).
Next we need to show that this is an embedding. But this is immediate since if [x] ∈ ker σ˜,
then σ(x) is a scalar matrix, which is only the case if x is real, so [x] is the equivalence class of the
identity.
Comment 2.6 (Corollary 2.1.14, P. 12). Using some basic results on amenable groups and
amenable actions, and Tarski’s theorem (every non-amenable action is paradoxical), we get another
nice proof that S2 is SO(3)-paradoxical, taken from Monod’s class [2]. Indeed, the existence of a
free subgroup implies that SO(3) is non-amenable. Then we notice that for any point x ∈ S2, the
stabilizer SO(3)x is the group of rotations whose axis is the vector spanned by x, so SO(3)x ∼= S1,
the circle group. In particular, all stabilizers for this action are abelian, so amenable. But if
an action of a group G on a set X is amenable and all stabilizers are amenable, then G is itself
amenable. Therefore, the action of SO(3) on S2 must be non-amenable, hence paradoxical.
This argument does not generalize to Sn. Indeed, if n > 2, then the stabilizer of the action
of SO(n + 1) on Sn is SO(n), which is non-amenable. Therefore we still need to go through the
induction argument to prove corollary 2.1.15, which is what we will do next.
Comment 2.7 (Corollary 2.1.15, P. 15). Here we fill in the details of the proof of corollary 2.1.15.
Let n > 2, and let Sn−1 = A⊔B be a paradoxical decomposition. We will use this to provide a
paradoxical decomposition of Sˆn = Sn \ {(0, . . . , 0,±1)}. Then the same argument of proposition
2.1.13 shows that Sn and Sˆn, are equidecomposable, which implies that Sn is paradoxical.
Let φ : Sˆn → Sn−1 : (x1, . . . , xn, xn+1) 7→ (x1, . . . , xn)0, where for all x ∈ Rn \ {0}, we note
x0 :=
x
||x|| . For any subset C ⊆ Sn−1, let C∗ := φ−1(C) ⊆ Sˆn. Since Sn−1 = A⊔B, we clearly have
Sˆn = A∗⊔B∗. We claim that this is a paradoxical decomposition, for which we need to prove that
Sˆn and A∗ are equidecomposable, and the same argument works for B∗.
For any g ∈ SO(n), define g∗ =
(
g 0
0 1
)
∈ SO(n + 1). Then a simple calculation shows
that for all g ∈ SO(n), we have gφ(x) = φ(g∗x). It follows that for all C ⊆ Sn−1, we have
(gC)∗ = g∗C∗. Now since Sn−1 and A are equidecomposable, there exist g1, . . . , gk ∈ SO(n) and a
partition A =
k⊔
i=0
Ai such that S
n−1 =
k⊔
i=0
giAi. Then we conclude:
Sˆn = (Sn−1)∗ =
k⊔
i=0
(giAi)
∗ =
k⊔
i=0
g∗iA
∗
i ∼
k⊔
i=0
A∗i = A
∗.
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Comment 2.8 (Theorem 2.1.7, P. 13). Here the author is probably referring to the infinite version
of Hall’s marriage lemma (see theorem C.10 in the appendix). However, the marriage lemma only
ensures that there is a matching covering A, but since A and B are both infinite this does not
imply that there is a matching covering B. A simple counterexample is given by the bipartite
graph with vertex set N ⊔ N where n is connected to 2n and 2n+ 1.
Luckily, the argument still shows that A . B, and since it works symmetrically as well, we
can conclude by proposition 2.1.2. Indeed, the counterexample given above is not a regular graph.
Still, this is not quite a direct application of Hall’s marriage lemma.
2.2 Invariant Measures
Comment 2.9 (Theorem 2.2.2, P. 14). For a proof of Tarski’s theorem, see section C of the
appendix.
Comment 2.10 (Definition 2.2.3, P.14). Simply adapting the definition of amenability to the case
of discrete groups, we get:
(F): for all finite subsets K ⊆f G and for all ǫ > 0, there exists some U ⊆f G such that for all
x ∈ K: |xU∆U | < ǫ|U |.
This is equivalent to the characterization of amenability of discrete groups given in the book,
namely:
(F’): for all K ⊆f G and for all ǫ > 0, there exists some U ⊆f G such that |KU∆U | < ǫ|U |.
For the proof of this fact, see lemma C.6 in the appendix, and replace X by G throughout.
Comment 2.11 (P. 14). Here we prove that if a finitely generated discrete group G satisfies the
Følner condition for a finite generating subset K0, then it satisfies it for every finite subset K.
Proof. First suppose that K0 is symmetric: that is, K0 = K
−1
0 . Let ǫ > 0. We want to find a
finite set U such that |KU∆U | < ǫ|U |. Since K is finite, and K0 is symmetric, there exists some
n ∈ Z>0 such that K ⊆ Kn0 . Let U be a finite set such that |K0U∆U | < δ|U |, for some δ > 0.
Now it is easy to see that A∆B ⊆ (A∆C) ∪ (C∆B) in any set. Inductively, this shows that
Kn0U∆U ⊆
n−1⋃
i=0
Ki+10 U∆K
i
0U.
Also, whenever S ⊆ G, clearly |SU | ≤ |S||U | and SA∆SB ⊆ S(A∆B). Therefore:
|KU∆U | ≤ |Kn0∆U | ≤
n−1∑
i=0
|Ki+10 U∆Ki0U | ≤
n−1∑
i=0
|Ki0||K0U∆U | ≤ n|Kn0 ||K0U∆U | < n|Kn0 |δ|U |.
Choosing δ = ǫ
n|Kn0 | yields the desired result.
Now for the general case, let ǫ > 0. We want to find a finite set U such that |xU∆U | < ǫ|U |,
where x ∈ K0 ∪K−10 (here we are using the alternative definition given in the comment 2.10). If
we do this, then we have proven the condition for the symmetric generating set K0 ∪K−10 , which
allows us to conclude by the previous part.
So let ǫ > 0, and U such that |xU∆U | < ǫ|U | for all x ∈ K0. Then if x ∈ K0:
|x−1U∆U | = |x−1U∆x−1xU | = |U∆xU | < ǫ|U |.
16
Comment 2.12 (P.14). Here the author states three facts about discrete amenable groups,
namely:
1. if every finitely generated subgroup of a group G is amenable, then G is amenable;
2. finitely generated abelian groups are amenable;
3. extensions of amenable by amenable groups are amenable.
These are all easy consequences of the fixed-point theorem: a discrete group G is amenable if
and only if any action of G on a convex compact set K by affine homeomorphisms has a fixed
point. However, here we are starting with the Følner property as a definition of amenability, so
we will prove these facts starting from there. For the first two, this is even easier than with the
fixed-point theorem. The third is trickier than it seems, and its proof was given in an answer on
StackExchange [11].
Proof. 1. Let K ⊆f G, and let ǫ > 0. Then 〈K〉 is finitely generated, so amenable. Therefore
there exists some U ⊆f 〈K〉 ⊆ G such that |KU∆U | < ǫ|U |. This is obviously true also in G, so
we conclude.
2. We start by proving that Z is amenable. To do this, we can use the previous comment, for
the generating set {1}. Let ǫ > 0. Then |({1}+ [1, n])∆[1, n]| = |[2, n + 1]∆[1, n]| = |{n + 1}| =
1 = 1
n
· |[1, n]|. Choosing n > 1
ǫ
we conclude.
So Z is amenable. Trivially, all finite groups are amenable. Since every finitely generated
abelian group is a direct product of copies of Z and finite groups, we conclude by 3.
3. We use definition (F) to prove this (see comment 2.10). Let G be a group, with an amenable
normal subgroup N , such that Q := G/N is amenable. We denote the canonical projection
G→ G/N : x 7→ x. Let K ⊆f G, and ǫ > 0.
Let R be a finite set of representatives of Q (so R → R is injective) such that |xR∆R| <
δ|R| = δ|R| for some δ > 0. The existence of R is guaranteed by the amenability of Q. Now if
x ∈ K and r ∈ R are such that xr ∈ R, then write xr = ρ(x, r)ν(x, r), where ρ(x, r) ∈ R and
ν(x, r) ∈ N . Note that xr = ρ(x, r), so ρ(x, r) is well-defined and thus ν(x, r) is too. Define
L := {ν(x, r) : x ∈ K, r ∈ R, xr ∈ R} ⊆f N , and let M ⊆f N be such that |lM∆M | < δ|M | for
all l ∈ L (and the same δ as before). The existence of M is guaranteed by the amenability of N .
We will show that RM ⊆f G is the appropriate set.
Fix x ∈ K. Define Rx := {r ∈ R : xr ∈ R} ⊆ R and R′x := {ρ(x, r) : r ∈ Rx} ⊆ R. Now if
r ∈ Rx, then
|xrM∆ρ(x, r)M | = |ρ(x, r)ν(x, r)M∆ρ(x, r)M | = |ν(x, r)M∆M | < δ|M |.
Thus we get inequality (1):
|xRxM∆R′xM | ≤ |
⋃
r∈Rx
(xrM∆ρ(x, r)M)| < |Rx| · δ|M | = δ|RxM | ≤ δ|RM |,
where the next-to-last equality follows from the fact that R is a set of representatives of Q = G/N
and M ⊆ N . Moreover, notice that
|R′x∆R| = |R′x∆R| = |xRx∆R| ≤ |xR∆R| < δ|R|.
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Since |Rx| = |R′x| it follows that
|R∆Rx| = |R \Rx| = |R \R′x| = |R∆R′x| < δ|R|
as well. Then we get inequalities (2):
|RM∆R′xM | ≤ |R∆R′x||M | < δ|R||M | = δ|RM |
and (3):
|xRM∆xRxM | ≤ |R∆Rx||M | < δ|R||M | = δ|RM |.
Finally, combing these three inequalities:
|xRM \RM | ≤ |xRM \R′xM | ≤ |xRM \ xRxM | + |xRxM \R′xM | < 2δ|RM |
and
|RM \ xRM | ≤ |RM \ xRxM | ≤ |RM \R′xM | + |R′xM \ xRxM | < 2δ|RM |.
We conclude that |xRM∆RM | < 4δ|RM |. Choosing δ = ǫ
4
, we conclude.
Comment 2.13 (Definition 2.2.4, P. 14). Here we discuss definition 2.2.4. The first important
fact to notice is that the elements of L∞(G) are equivalence classes of functions. This means
that any m : L∞(G) → R can only be well-defined if for all f, g : G → R such that |f − g| ≡ 0
almost everywhere, we have m(f) = m(g). This implies in particular that if A ⊆ G is a null set,
then m(χA) = 0. This is why there is a correspondence between means and absolutely continuous
measures, as described at P. 17.
Now we prove that we can add another condition to the definition of an invariant mean without
affecting it. This is used later in at the end of the proof of proposition 2.2.5 (see comment 2.15).
The discrete version of this result was an exercise in Monod’s class [2].
Let X be a topological space with a measure λ, and let L∞(X) be the set of equivalence
classes of essentially bounded real-valued measurable functions. Let m : L∞(X) → R be a linear
functional. Let ||m||∞ := sup
||f ||∞=1
m(f). Then any two of the following three conditions implies the
third:
(a) m(f) ≥ 0 whenever f ≥ 0.
(b) m(χX) = 1.
(c) ||m||∞ = 1.
Before starting with the proof of the equivalences, we make some remarks.
1. Given f ∈ L∞(X) with f ≤ 1 everywhere, we can always write f + g = χX , with g ≥ 0. If
furthermore f ≥ 0, then g ≤ 1. This is done by setting g = χX − f .
2. (c) implies that for all f ∈ L∞(X), we have m(f) ≤ ||f ||∞. Indeed, if ||f ||∞ 6= 0, then by
letting f ′ = f||f ||∞ we have m(f) = ||f ||∞m(f ′) ≤ ||f ||∞. If instead ||f ||∞ = 0, then:
m(f) = m(f + χX) +m(−χX) ≤ ||f + χX ||∞ + || − χX ||∞ = 1− 1 = 0.
3. We will prove that (b) + (c) ⇒ (a). However, for this implication we can replace (c) by
”||m||∞ ≤ 1”, or ”m(f) ≤ ||f ||∞ for all f ∈ L∞(X)”. Indeed, (b) implies that ||m||∞ ≥ 1, so
together with that, we get (c). This is the way it is used in proposition 2.2.5: see comment 2.15.
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Proof. (a) + (b) ⇒ (c). (b) readily implies ||m||∞ ≥ 1. Let f ∈ L∞(X) such that ||f ||∞ = 1,
we must show that m(f) ≤ 1. Up to equivalence, we may assume that f ≤ 1 everywhere. Write
f+g = χX with g ≥ 0 as in the first remark. Then 1 = m(χX) = m(f+g) = m(f)+m(g) ≥ m(f),
since m(g) ≥ 0 by (a).
(b) + (c) ⇒ (a). Let f ≥ 0 (so in particular ||f ||∞ ≥ 0). Up to normalizing we may assume
that ||f ||∞ ≤ 1, and up to equivalence we may assume that f ≤ 1 everywhere. Suppose by
contradiction that m(f) < 0. Write f + g = χX with 0 ≤ g ≤ 1 as in remark 1. Then:
1 = m(χX) = m(f + g) = m(f) +m(g) < m(g) ≤ ||g||∞ ≤ 1,
which is absurd.
(a) + (c) ⇒ (b). Let ||f ||∞ ≤ 1. Up to equivalence, we may assume that f ≤ 1 everywhere.
Write f + g = χX with g ≥ 0 as in remark 1. Then
m(χX) = m(f + g) = m(f) +m(g) ≥ m(f).
This being true for all such f , we conclude that ||m||∞ ≤ m(χX). But by definition m(χX) ≤
||m||∞. So m(χX) = ||m||∞ = 1.
Comment 2.14 (Remark 2.2.7, P. 16). Here we treat remark 2.2.7.
We rewrite the statement: ”Let G = S1 as a discrete group, and L∞(G) the space of bounded
functions G → R. Let H be defined as before. Then if h ∈ H and A is a Gδ-dense subset, or a
subset of Lebesgue measure 1, of G, we have sup
x∈A
h(x) ≥ 0.” This is the way it is used in 2.2.10.
Now we fill in the details of the proof. We start by showing that in S1, a finite intersection
of Gδ sets, or of sets of measure 1, is non-empty, in fact dense. For the first case, if A and B are
Gδ-dense sets, then they can be written as a countable intersection of open sets. By density, each
of these open sets is dense, so A∩B is again a countable intersection of open dense sets, which is
dense by Baire’s theorem (S1 is a compact, so complete, metric space). Therefore the intersection
of two Gδ-dense sets is again a Gδ-dense set, and by induction we get the result.
For the second case, if λ(A) = λ(B) = 1, then λ((A∩B)c) = λ(Ac ∪Bc) ≤ λ(Ac) + λ(Bc) = 0,
so λ(A∩B) = 1 and we conclude by induction once again. Also, a set of measure 1 is dense, since
its complement has measure 0 so it must have empty interior.
Let F ⊂f S1, and let A be a Gδ-dense set or a set of measure 1. Then we claim that there
exists some x ∈ S1 such that Fx ⊂ A. Indeed, for all f ∈ F , define Af := {x ∈ S1 : fx ∈ A}.
We want to show that
⋂
f∈F
Af 6= ∅. But Af = f−1A, and since f−1 acts as a rotation, Af is still a
Gδ-dense set or a set of measure 1. So we conclude by the previous paragraph.
In particular, if U,K ⊂f S1, then there exists x ∈ S1 such that Ux and K−1Ux are in A,
because Ux ∪K−1Ux = (U ∪K−1U)x and U ∪K−1U ⊂f X .
Now we repeat the proof of 2.2.6 with the appropriate changes, in order to prove (this version
of the statement of) 2.2.7. Here we treat S1 as a discrete group, so we consider bounded functions
instead of essentially bounded ones. Note that the following argument works also when K−1Ux is
not a subset of A, which is what the author suggests. This argument shows that we have the same
conclusion when considering functions which are only bounded on A. This is a nice fact, but it is
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not needed for 2.2.10.
Let h,K be as in the proof of 2.2.6. Let U ⊂f G be such that |k−1i U∆U | < ǫ|U | for all ki ∈ K.
Let T (x) =
∑
u∈U
h(ux). Suppose that sup
x∈A
h(x) = −δ < 0. Choose x such that (U ∪K−1U)x ⊂ A,
so |T (x)| ≥ δ|U |. Now:
T (x) =
n∑
i=1
∑
u∈U
(fi(k
−1
i ux− fi(ux)) =
n∑
i=1

 ∑
u∈k−1i U
fi(ux)−
∑
u∈U
fi(ux)

 .
Then
δ|U | ≤ |T (x)| ≤ n · ǫ · |U | ·max{sup
x∈A
|fi(x)|}.
and we conclude the same way.
Comment 2.15 (Proposition 2.2.5, P. 16). Here we fill in two details of the end of the proof of
Proposition 2.2.5.
To write Y = H ⊕ RχG and thus be able to define the linear functional ν, we need to check
that the if h ∈ H is constant, then it is 0. This is because by 2.2.6 we have || ± h||∞ ≥ 0, so if
h ≡ α, then ±α ≥ 0, so α = 0.
Having defined m as a linear extension of ν, we immediately have that m is left-invariant and
that m(χ1) = 1. However, we are missing positivity. This follows from comment 2.13.
Comment 2.16 (Proposition 2.2.9, P. 16). For a detailed proof of the uniqueness of the Lebesgue
measure, see appendix D.
Comment 2.17 (Proposition 2.2.10, P. 17). In the proof of 2.2.10, the author is using 2.2.7 on
the Gδ-dense set A and on the set A
c of measure 1. We show that a Gδ-dense subset of S
1 of
measure 0 exists.
Let D = {x1, x2, . . .} be a dense countable set of S1. Such a D exists, since S1 is a compact
metric space, so it is separable. (For an explicit D, we may take the angles which are rational
multiples of π). Let ǫ > 0. Let Bǫn be a ball centered at xn of area 2
−nǫ, and let U ǫ =
⋃
n≥1
Bǫn.
Then U ǫ is an open dense subset of S1 of measure at most ǫ. This actually proves the existence of
the set A chosen in 2.2.11 (see the next comment).
Next, note that if ǫ ≤ δ, then U ǫ ⊆ U δ. Therefore we can obtain the Gδ-dense set of measure 0
as A =
⋂
n≥1
U
1
n . This is still dense by Baire’s category theorem, since S1 is a compact (so complete)
metric space.
Comment 2.18 (Proposition 2.2.11, P. 17). Here we discuss the proof of proposition 2.2.11. For
a proof that there exists an open dense subset of measure λ(A) < 1, see comment 2.17.
Note that here we are not talking about S1 as a discrete group anymore, but rather a group with
its usual topology. However, in L∞(G), every function is equivalent to a bounded function. There-
fore we can apply the statement of remark 2.2.7 to get: ”If h ∈ H and A is a Gδ-dense subset, or
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a subset of Lebesgue measure 1, of G, then ess sup
x∈A
h(x) ≥ 0”. This is good enough for our purposes.
As in the proof of 2.2.10, in order to get a direct sum H ⊕ RχG ⊕ RχB, we need to use the
result of 2.2.7 on both B and its complement A. Now the result of 2.2.7 still applies to A, since A
is an open dense set, so in particular a Gδ-dense set. However, it does not necessarily apply to B
(at least, I do not see why it should).
We can still prove the result of the theorem by choosing A a Gδ-dense set of measure 0, just
as in 2.2.10. Then it follows the same way that χB /∈ H ⊕RχG. Therefore we can define the same
ν and get a linear functional I on L∞(G) satisfying I(χB) = 0 6= m(B) = 1.
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3 Kazhdan Property (T ) and its Applications
Let G be a locally compact group, K ⊆c G a compact subset, ǫ > 0 and (H, ρ) a unitary repre-
sentation on a Hilbert space H . A vector v ∈ H of norm 1 is (ǫ,K)-invariant if ||ρ(k)v − v|| < ǫ
for all k ∈ K. A unitary representation has almost invariant vectors if it has (ǫ,K)-invariant
vectors for all K ⊆c G and for all ǫ > 0. (The ”almost” here refers to the fact that the representa-
tion is ”close” to having an invariant vector, not that it has some almost-invariant vector: indeed
it is crucial in the definition that the representation has (ǫ,K)-invariant vectors for any pair (ǫ,K)).
Throughout the comments, we will frequently use the Fell topology on G˜, instead of just Gˆ,
which is defined exactly the same way, but with all unitary representations on Hilbert spaces,
rather than just the irreducible ones. (Actually, there is a subtlety to be addressed in order to
define the topology on G˜, which is discussed in comment 3.2).
We denote W (ρ,K, ǫ; v1, . . . , vn) =
n⋂
i=1
W (ρ,K, ǫ; vi), so that the sets of this form are a basis of
neighbourhoods of elements of (H(ρ), ρ) ∈ G˜. More explicitely,
W (ρ,K, ǫ; v1, . . . , vn) = {(H ′, σ) : ∃w1, . . . , wn ∈ H ′ such that ||wi|| = 1 and
|〈vi, ρ(g)vi〉 − 〈wi, σ(g)wi〉| < ǫ for all i = 1, . . . , n and all g ∈ K}.
Note that in the case of ρ0, we can just write W (ρ0, K, ǫ) = {(H ′, σ) : ∃v ∈ H ′ such that ||v|| =
1 and |〈v, ρ(g)v〉 − 1| < ǫ}, since this equals W (ρ0, K, ǫ; v1, . . . , vn) for any vi ∈ H(ρ0) = C.
Recall that if (Hi)i∈I is a family of Hilbert spaces, then the Hilbert direct sum is the Hilbert
space H = ⊕i∈IHi defined as follows. As a set, H is the set of (vi)i∈I such that
∑
i∈I ||vi||2Hi <∞.
It is made into a vector space via coordinate-wise addition and scalar multiplication. The finiteness
condition above allows to define a scalar product 〈v, w〉 =∑i∈I〈vi, wi〉Hi. The fact that the Hi are
complete then implies that H is complete.
We can use this construction to define a direct sum of unitary representations. If G is a group,
and (ρi)i∈I is a family of unitary representations on Hilbert spaces (Hi)i∈I , then we define ⊕i∈Iρi
to be the unitary representation of G on ⊕i∈IHi defined by coordinate-wise action.
3.1 Kazhdan property (T ) for semi-simple groups
Comment 3.1 (Definition 3.1.1, P. 19). Here we discuss more in depth the requirement that the
unitary representations considered be continuous. As it is stated in the book, one might think
that we are asking for the map G → U(H) to be continuous. But then it is not clear what is
the topology on U(H). The right requirement is that the representation π has to be strongly
continuous, meaning that for all v ∈ H , the map G→ H : g 7→ π(g)v is continuous with respect
to the norm topology. Equivalently, if a net (gα) ⊆ G converges to g ∈ G, then for all v ∈ H ,
||π(gα)v−π(g)|| → 0 in R. One immediate consequence of strong continuity, is that if gα → g and
v ∈ H is fixed by the gα, then v is also fixed by g. In other words, all stabilizers are closed, so
if Γ ≤ G fixes v ∈ H , then Γ also fixes v. In particular, if Γ is a dense subgroup of G admitting
a non-zero invariant vector, then G also admits the same non-zero invariant vector. This is used
in many instances throughout the book: see for example lemma 3.1.13 (comment 3.10), theorem
3.4.2 (comment 3.22), example 4.3.3 E (comment 4.4).
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One equivalent condition for strong continuity is the continuity of the map ev : G×H → H :
(g, v) 7→ π(g)v. If ev is continuous, then ev|G×{v} is continuous for all v ∈ H , so π is strongly
continuous. Conversely, suppose that π is strongly continuous. Fix (g0, v0) ∈ G × H and ǫ > 0.
We want to show that there exists a neighbourhood U of the identity in G and a δ > 0 such that
for all x ∈ U and for all u ∈ H with ||u|| < δ, we have ||π(xg0)(v0 + u) − π(g0)v0|| < ǫ. Let
w0 := π(g0)v0. Then:
||π(xg0)(v0 + u)− π(g0)v0|| = ||π(x)π(g0)v0 − π(g0)(v0) + π(x)π(g0)u|| ≤
≤ ||π(x)w0 − w0||+ ||u|| < ||π(x)w0 − w0||+ δ.
Since π is strongly continuous, x 7→ π(x)w0 is continuous, so we can choose U in such a way that
||π(x)w0 − w0|| < ǫ2 for all x ∈ U . Then choosing δ = ǫ2 , we conclude.
Comment 3.2 (Definition 3.1.1, P. 19). The arguments in this comment come from a discussion
on a StackExchange post [14].
There is a problem in the definition of the Fell topology on G˜: if G is any group, then the collec-
tion G˜ of equivalence classes of unitary representations on Hilbert spaces is not a set. This is why
when talking about the Fell topology, we always restrict to some subset of unitary representations.
In F.2 of [12], the authors mention that usually we choose to restrict to unitary representations
on Hilbert spaces of dimension bounded by some cardinal, or to irreducible unitary representations.
We prove that G˜ is not a set. Indeed, let C be the collection of all cardinals and let ρ be
any unitary representation of G on a Hilbert space. Then for any κ ∈ C, we can define ρκ to be
the Hilbert direct sum of κ copies of ρ. Then ρκ is a unitary representation of G on a Hilbert
space which has dimension at least κ · dim(ρ). This shows that G˜ contains representations whose
underlying vector spaces have bases of arbitrarily large cardinality. In other words, we can inject
a collection of arbitrarily large cardinals into G˜. A collection of arbitrarily large cardinals is not
a set, since otherwise it would have cardinality larger than any cardinal (C is totally ordered by
inclusion). So G˜ is not a set either.
Bounding the dimension works. Indeed, since up to isomorphism there is only one vector space
of each dimension, the collection of isomorphism classes of vector spaces of dimension bounded by
κ is a set. Then fixing a vector space V , the collection of all inner products on V is contained in
the collection of all maps V × V → C, which again is a set. So the collection of all inner product
spaces of dimension bounded by κ, up to unitary isomorphism, is a set, and it follows that the
collection of all Hilbert spaces of dimension bounded by κ is a set.
Denote by G˜κ the set of unitary representations of dimension bounded by κ. Then we can
rephrase all general topological statements about G˜ in terms of G˜κ with the Fell topology, starting
with ”for any cardinal κ”. This can be done for all statements which preserve a bound on the car-
dinality. For instance, let G be a group, H ≤ G a subgroup. Then proposition 3.1.8 becomes: for
any cardinal κ, the restriction map G˜κ → H˜κ is continuous, and the induction map H˜κ → G˜κ[G:H]
is continuous. We will not bother rephrasing all statements in this chapter this way, but the reader
should keep in mind how to interpret them in this context, so that the topology is well-defined.
Restricting to irreducible representations is a special case of this, since if ρ is an irreducible
representation of G on some vector space V , then the dimension of V is bounded by the cardinality
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of C[G]. Indeed, let ρ be an irreducible representation of G on the vector space V . Then V be-
comes an irreducible C[G]-module. So if v ∈ V is any non-zero vector, the unique map C[G]→ V
sending 1 → v is a C[G]-module epimorphism. So V is isomorphic to a quotient of C[G], which
implies that its cardinality, and thus its dimension, is bounded by the cardinality of C[G]. More
simply, we can say that C[G] is a set, so the collection of quotients of C[G] is also a set. Note that
this shows that the collection of all irreducible representations is a set, including the non-unitary
ones.
Another special case of bounding the dimension by some cardinal is considering only separable
Hilbert spaces. Indeed, a Hilbert space is separable if and only if it admits a countable orthonormal
basis. For a proof, see [15, Proposition 4]. Notice that in definition 3.1.1, Lubotzky puts the word
separable in parentheses when referring to the group G and the Hilbert space H . Indeed, if G is
separable, then the equivalent formulations of property (T ) may be restated in terms of separable
Hilbert spaces. This implies that if we are dealing with property (T ) for separable groups, we
can consider the Fell topology restricted to unitary representations on separable Hilbert spaces
without losing any generality. See comment 3.4 for more details.
Comment 3.3 (Definition 3.1.1, P. 19). More explicitely, the definition of weak containment is
the following. Let ρ, σ ∈ G˜. To every v ∈ H(ρ) of norm one, we associate a coefficient, which
is the function G → R : g 7→ 〈ρ(g)v, v〉. Then ρ ∝ σ if and only if every coefficient of ρ is a
limit, uniformly on compact sets, of coefficients of σ. That is, for every v ∈ H(ρ) there exists a
sequence (vn)n≥1 ⊂ H(σ) of vectors of norm one such that for all g ∈ G the sequence 〈σ(g)vn, vn〉
converges to 〈ρ(g)v, v〉 in R. Moreover, the convergence is uniform when we restrict the coefficients
to functions K → R, for any K ⊆c G.
At a first glance, it is clear that there is a relationship between weak containment and the
neighbourhoods of the Fell topology on G˜. We make this precise: let ρ, σ ∈ G˜. Then ρ ∝ σ if and
only if σ ∈ U for any neighbourhood U of ρ in G˜. Note that the second statement is equivalent
to: σ ∈ W (ρ,K, ǫ; v) for all ǫ > 0, K ⊆c G, v ∈ H(ρ). Indeed, finite intersections of sets of this
form are a neighbourhood basis of ρ.
Now we prove this equivalence. Fixing K ⊆c G, v ∈ H(ρ), it is enough to prove that (a) :
the coefficient (K → R : g 7→ 〈ρ(g)v, v〉) is a uniform limit of coefficients (K → R : g 7→
〈σ(g)vn, vn〉)n≥1; if and only if (b) : σ ∈ W (ρ,K, ǫ; v) for any ǫ > 0. Supposing (a), fix ǫ > 0 and
pick N ∈ Z≥1 such that for all g ∈ K we have |〈σ(g)vN , vN〉| < ǫ for all g ∈ K. This is possible
since the convergence is uniform on K. Then the existence of such a vN implies by definition that
σ ∈ W (ρ,K, ǫ; v). This being true for all ǫ > 0, we deduce (b). Conversely, supposing (b), for every
n ≥ 1 pick vn such that |〈σ(g)vn, vn〉− 〈ρ(g)v, v〉| < 1n for all g ∈ K. Such a vn exists by definition
of W (ρ,K, 1
n
; v). Then (K → R : g 7→ 〈σ(g)vn, vn〉)n≥1 converges to (K → R : g 7→ 〈ρ(g)v, v〉)
uniformly on g.
Comment 3.4 (Definition 3.1.3, P. 20). Here we prove the equivalence of the definitions of a Kazh-
dan group. There is a third definition ((b) below) that is not mentioned explicitly in Lubotzky’s
book, but that is used, for instance, in all of section 3.3. The proof of (c) ⇒ (b) is taken from
[12, Proposition 1.2.1]. We will skip (a)⇒ (b), since it uses tools that fall out of the scope of this
document (and of my personal understanding). For a proof, and a more detailed discussion, see
[12, Subsection 1.2].
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Theorem. Let G be a locally compact group , whose trivial representation we denote by ρ0. The
following are equivalent:
(a) The trivial representation is an isolated point in Gˆ. That is, there exist ǫ > 0 and a compact
subset K ⊆c G such that for every non-trivial irreducible unitary representation (H, ρ) of G
and every vector v ∈ H of norm one, ||ρ(k)v − v|| > ǫ for some k ∈ K. (This is the definition
of property (T ) in Lubotzky’s book).
(b) There exist ǫ > 0 andK ⊆c G such that every unitary representation which has (ǫ,K)-invariant
vectors contains a non-zero invariant vector. In this case, (ǫ,K) is called a Kazhdan pair for
G. (This is the definition of property (T ) in [12]).
(c) Every unitary representation which has almost invariant vectors (i.e., weakly contains ρ0)
contains a non-zero invariant vector (i.e., contains ρ0). (This is the definition of property (T )
in [13]).
Proof. (b)⇒ (a), (c) is clear.
(c) ⇒ (b). Suppose that (b) does not hold. Then for all ǫ > 0 and K ⊆c G, there exists
some unitary representation ρǫ,K on a Hilbert space Hǫ,K that has (ǫ,K)-invariant vectors but no
non-zero invariant vector. Let H = ⊕ǫ,KHǫ,K be the Hilbert direct sum and ρ = ⊕ǫ,Kρǫ,K the
direct sum of representations, so that ρ is a unitary representation of G on H . Then each ρK,ǫ is
a subrepresentation of ρ, and since ρK,ǫ has (ǫ,K)-invariant vectors, ρ does too. This being true
for all ǫ and for all K, we conclude that ρ has all almost invariant vectors. However, ρ has no
non-zero invariant vector, so (a) does not hold.
To see this, suppose by contradiction that v = (vǫ,K)ǫ,K ∈ H is a non-zero invariant vector.
Then for all g ∈ G we have (vǫ,K)ǫ,K = v = ρ(g)(v) = (ρǫ,K(g)vǫ,K)ǫ,K. Since v 6= 0, there exists
some (ǫ,K) such that vǫ,K 6= 0. But the equality above says that vǫ,K = ρǫ,K(g)vǫ,K, so vǫ,K is a
non-zero invariant vector of ρǫ,K , which by hypothesis has no non-zero invariant vector.
Next, we treat the case of separable groups. In definition 3.1.1, the author talks about unitary
representations of (separable) groups on (separable) Hilbert spaces, which hints to the fact that
when dealing with property (T ) for separable groups, we can restrict ourselves to separable Hilbert
spaces. This is indeed the case. See the end of comment 3.2 for why this is significant.
Proposition. Let G be a locally compact separable group. Then the following are equivalent to
property (T ):
(a’) The trivial representation is an isolated point in Gˆ′, the space of irreducible unitary represen-
tations on separable Hilbert spaces. That is, there exist ǫ > 0 and a compact subset K ⊆c G
such that for every non-trivial irreducible unitary representation ρ on a separable Hilbert
space H of G and every vector v ∈ H of norm one, ||ρ(k)v − v|| > ǫ for some k ∈ K.
(b’) There exist ǫ > 0 and K ⊆c G such that every unitary representation on a separable Hilbert
space which has (ǫ,K)-invariant vectors contains a non-zero invariant vector.
(c’) Every unitary representation on a separable Hilbert space which has almost invariant vectors
contains a non-zero invariant vector.
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Proof. We will prove equivalences to the definitions (a), (b) and (c) of property (T ), as formulated
in the previous theorem.
(a′)⇒ (a). We can actually say more: Gˆ = Gˆ′. That is, any irreducible unitary representation
of a separable group must be on a separable Hilbert space. Indeed, let (H, ρ) be an irreducible
unitary representation of the separable group G. Let D be a countable dense subgroup of G (we
can choose, for instance, the group generated by a given countable dense subset), and pick any
non-zero vector v ∈ H . Let V be the linear span of the countable set D · v. Notice that V is
D-invariant. Since V is spanned by a countable set, it is separable, so its closure V ⊆ H is also
separable. Since addition and scalar multiplication are continuous in H , and V is a vector space,
V is also a vector space. Since a closed subset of a complete space is complete, V is a Hilbert
space. Furthermore, it is a G-invariant subspace. Indeed, let g ∈ G and v ∈ V . Let (vα)α∈A ⊆ V
be a net converging to v and (dβ)β∈B ⊆ D be a net converging to g. Then, since the represen-
tation is strongly continuous, (ρ(dβ)vα)(α,β)∈A×B is a net in V converging to ρ(g)v (here we are
considering the natural structure of directed set on the product of two directed sets). We conclude
that ρ(g)v ∈ V , so V is a non-zero G-invariant Hilbert subspace of H . Since ρ is irreducible, this
implies that V = H . Since V is separable, H is separable, which is what we wanted to prove.
(c′) ⇒ (c). Let ρ be a unitary representation on a Hilbert space H , which is not necessarily
separable, and suppose thatH has almost invariant vectors. We need to show thatH has a non-zero
invariant vector. Let D be a countable dense subgroup of G, and enumerate D = {e = d1, d2, . . .}.
Fix a compact neighbourhood K1 of the identity, and let U1 be an open set such that e ∈ U1 ⊆ K1.
Then let Ui := diU1 and Ki = diK1, so that di ∈ Ui ⊆ Ki. Notice that since D is dense, and
the Ui are all shifts of the same open set, (Ui)i≥1 is an open cover of G. Finally let Ln =
n⋃
i=1
Ki,
which is compact. Then the set S = {(ǫ, Ln) : ǫ ∈ Q, n ∈ N} is countable. By hypothesis, for all
(ǫ, Ln) ∈ S, we can choose a non-zero (ǫ, Ln)-invariant vector v(ǫ,Ln). Let V be the linear span of
the countable set D · {vs : s ∈ S}. By the same argument as in the previous paragraph, V is a
non-zero G-invariant Hilbert subspace of H .
This yields a subrepresentation of G on a separable Hilbert space. We now show that V has
almost invariant vectors. Indeed, let ǫ > 0 and K ⊆c G. Let ǫ′ ≤ ǫ be rational. By compactness
of K, and since G is covered by the Ui, there exists n ≥ 1 such that K ⊆
n⋃
i=1
Ui. It follows that
K ⊆ Ln. Then if we pick any (ǫ′, Ln)-invariant vector, it will also be an (ǫ,K)-invariant vector,
and such a vector exists by construction of V . By (c′), we conclude that V has a non-zero invariant
vector and so H also has a non-zero invariant vector.
Clearly each of these statements is weaker than their general version in the previous theorem.
Also, the implication (b′)⇒ (c′) is again trivial. Therefore we have (a)⇔ (a′), so (a′) is equivalent
to property (T ); and (c′)⇒ (c)⇒ (b)⇒ (b′)⇒ (c′), so (b′) and (c′) are also equivalent to property
(T ).
Comment 3.5 (Theorem 3.1.5, PP. 21-22). Here we prove the integral equalities illustrated in
figures 1 and 2 on page 22. Let 0 ≤ F ∈ L1(G), and let Ua := {x ∈ G : F (x) ≥ a}. Let χa be the
characteristic function of Ua. Then the first equality is:
∞∫
0
λ(Ua)da =
∞∫
0
(∫
G
χa(x)dλ(x)
)
da =
∫
G

 ∞∫
0
χa(x)da

 dλ(x) =
26
=∫
G

 F (x)∫
0
1da

 dλ(x) = ∫
G
F (x)dλ(x).
Given k ∈ G, let ψa be the characteristic function of kUa∆Ua. Then the second equality is:
∞∫
0
λ(kUa∆Ua)da =
∞∫
0
(∫
G
ψa(x)dλ(x)
)
da =
∫
G

 ∞∫
0
ψa(x)da

 dλ(x). ∗=
∗
=
∫
G


max{kF (x),F (x)}∫
min{kF (x),F (x)}
1da

 dλ(x) = ∫
G
|kF (x)− F (x)|dλ(x).
Here (∗) follows from the fact that ψa(x) = 1 if and only if either x ∈ kUa \Ua, in which case
F (x) < a ≤ F (k−1x); or x ∈ Ua \ kUa, in which case F (k−1x) < a ≤ F (x). By definition
F (k−1x) = kF (x).
Comment 3.6 (Corollary 3.1.6 - Proposition 3.1.7, P. 23). Here the author uses that in any group
G, the abelianization G/[G,G] is abelian, so amenable. We have proved that an abelian discrete
group is amenable (see comment 2.12), but to prove that any abelian topological group is abelian
we need something else.
Proposition. Let G,H be locally compact groups, φ : G→ H a continuous homomorphism with
dense image. Then if G is amenable, H is amenable.
A proof of this can be found in [16, Proposition 1.2.1]. Note that by taking G to be a discrete
group, H the same underlying group with another topology, and φ the identity, this proves that
if a group is amenable as a discrete group, then it is amenable for any other structure of locally
compact group. This also proves that quotients of amenable groups are amenable, which is used
in proposition 3.1.11 (see comment 3.9).
However, we do not need this for the proof of 3.1.7. Indeed, the free group of rank F2 has
as abelianization the infinite discrete abelian group Z2, so it cannot have property (T ). If F is
any free group (even of infinite rank, so with an abelianization that is not discrete with its usual
topology), then it has F2 as a quotient, and since F2 does not have property (T ), F does not have
property (T ) either.
Comment 3.7 (Proposition 3.1.8, P. 23). The proof of proposition 3.1.8 would take up too much
space. Proofs can be found in [12] (theorem F.3.5 for (a) and theorem 1.7.1 for (b)). However,
there is a significant difference, which is an important point to make since [12] is the main ref-
erence when it comes to property (T ). Indeed, Lubotzky defines weak containment and the Fell
topology in terms of approximation of coefficients by coefficients. On the other hand, Bekka, de
la Harpe and Valette define weak containment and the Fell topology in terms of approximations
of coefficients by finite sums of coefficients.
More explicitly, let ρ, σ be two unitary representations of the locally compact group G on
Hilbert spaces H(ρ), H(σ). We say that ρ is ”weakly contained” in σ, denoted ρ ≺ σ, if every
coefficient of ρ is a limit, uniformly on compact sets, of finite sums of coefficients of σ.
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Accordingly, we define the ”Fell topology” by specifying a subbase of neighbourhoods of ρ as
follows. If ǫ > 0, K ⊆c G and v ∈ H(ρ) is of norm one, then define
V (ρ,K, ǫ; v) = {(H ′, σ) : there exists a finite sum ψ of coefficients of σ such that
|〈v, ρ(g)v〉 − ψ(g)| < ǫ for all g ∈ K}.
Just as in the beginning of this section, we can similarly define V (ρ,K, ǫ; v1, . . . , vn) if vi ∈ H(ρ)
are vectors of norm one. (Actually in [12] all this is defined in terms of functions of positive type,
but the definition above is equivalent by C.4.10).
These definitions of ”weak containment” and ”Fell topology” are compatible as the definitions
of weak containment and Fell topology in Lubotzky’s book, meaning that ρ ≺ σ if and only if
σ ∈ U for any neighbourhood U of ρ in the ”Fell topology” (see comment 3.3). The key fact
(F.1.4) is that if ρ is irreducible, then ρ ∝ σ if and only if ρ ≺ σ. This shows that the two defini-
tions coincide on Gˆ, and so the definition of property (T ) is the same. Also, the characterization
of amenability in 3.1.5 (G is amenable if and only if ρ0 ∝ LG) is the same in these terms (G is
amenable if and only if ρ0 ≺ LG).
The nice thing about working with the ”Fell topology” is that a function φ : G˜ → H˜ which
is compatible with the direct sum of representations (that is: ⊕iφ(ρi) ≺ φ(⊕iρi) ≺ ⊕iφ(ρi))
is continuous if and only if it preserves ≺ (that is, if ρ ≺ σ then φ(ρ) ≺ φ(σ)). This follows
immediately from F.2.2. This is the tool used to show the continuity of the most natural operations
with respect to the Fell topology: direct sum, restriction, induction, tensor product. Actually, the
fact that the tensor product preserves the weak containment of the trivial representation is also
used in the proof of proposition 3.1.11 (see comment 3.9).
Comment 3.8 (Definition 3.1.10, P. 24). As in the case of property (T ) (see comment 3.4),
property (T : R) also has equivalent definitions in terms of Gˆ and G˜. More precisely, let R ⊆
Gˆ \ {ρ0}. Then the following are equivalent.
(a) ρ0 is an isolated point in R ∪ {ρ0}.
(b) There exists ǫ > 0 and K ⊆c G such that every unitary representation which has (ǫ,K)-
invariant vectors contains some ρ /∈ R.
(c) Every unitary representation which has almost invariant vectors contains some ρ /∈ R.
For a special case of this, and in fact the only case we are interested in for theorem 3.1.12, see
chapter 1.4 in [12]. This is important for our purposes, since the way this property is proved in
proposition 3.1.11 uses (a), while its application in the proof of theorem 3.1.12 uses (c).
Comment 3.9 (Proposition 3.1.11, PP. 24-25). Here we fill in the details of the proof of propo-
sition 3.1.11. Let H := R2 ⋊ SL2(R) with the natural action. Let R = {ρ ∈ Hˆ : ρ|R2 6= ρ0}. We
want to prove that ρ0 is isolated in R∪ {ρ0} ⊆ Hˆ .
The first step is to study the action of SL2(R) on Rˆ
2. Recall that if G is a locally compact
abelian group, then any strongly continuous unitary representations of G can be decomposed into
a direct sum, or integral, of irreducible unitary representations, and all irreducible representations
are of dimension 1 (see chapter 7.3 of [17]). Therefore Rˆ2 is the space of characters χ : R2 → S1.
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The action of SL2(R) on R
2 induces an action on Rˆ2 by Aχ : R2 → S1 : x → χ(A−1x), for
A ∈ SL2(R), χ ∈ Rˆ2.
We prove that this action is transitive on non-trivial characters. Let χ be a non-trivial character.
Then χ(R2) is a non-trivial subgroup of S1, which must be connected by continuity, so χ is
surjective. We will find A ∈ SL2(R) such that Aχ = χ0, where χ0
(
α1
α2
)
= e(α2) (for α ∈ R, we
define e(α) = e2πiα).
The map e : R → S1 is a cover, so by the unique lifting property there exists a continuous
map φ : R2 → R such that eφ = χ. We claim that φ can be chosen to be a group homomorphism.
Indeed, the identity eφ = χ means that φ(x+ y)− φ(x)− φ(y) = n(x, y) ∈ Z. Then n : R4 → Z is
continuous, so its image is connected in Z, so n(x, y) = n is constant. Replacing φ by φ−n, we get
a continuous homomorphism φ : R2 → R. But then φ must be linear. Since it cannot be trivial, as
χ is surjective, we conclude that there exists a basis (f1, f2) of R
2 such that φ(α1f1 + α2f2) = α2.
So χ(α1f1 + α2f2) = e(α2). Up to multiplying f1 by a scalar, we may assume that if A = (f1, f2),
then det(A) = 1. Then A−1χ(αe1 + α2e2) = χ(α1f1 + α2f2) = e(α2). So A−1χ = χ0.
We calculate the stabilizer of one non-trivial character. Let χ0 be as above. Let A
−1 be in
the stabilizer of χ0, and write A =
(
a b
c d
)
. Then for every α ∈ R2 we have e(α2) = χ0(α) =
(A−1χ0)(α) = χ0(Aα) = χ0
(
aα1 + bα2
cα1 + dα2
)
= e(cα1 + dα2). Thus e(cα1 + (d − 1)α2) = 0, so
cα1 + (d − 1)α2 ∈ Z, and this is true for any α1, α2 ∈ R. Therefore the linear subspace of R
generated by c and (d − 1) is contained in Z, so it must be trivial. Then c = 0, d = 1 and
1 = det(A) = ad− bc = a. So A =
(
1 b
0 1
)
. Since all matrices of this form stabilize χ0, it follows
that the group N of these matrices is exactly the stabilizer of χ0 for the action of SL2(R). In
particular N ∼= R, therefore R2 ⋊N is an extension of abelian, so amenable groups, so it is itself
amenable. Since the action is transitive on non-trivial characters, this is also true for R2 ⋊M ,
where M < SL2(R) is the stabilizer of any other non-trivial character.
Let ρ ∈ R. Then ρ|R2 is a non-trivial unitary representation of the abelian group R2, so it is
a direct sum, or integral, of one-dimensional characters of R2. Let χ be one of those characters.
Since ρ|R2 is non-trivial, we can assume that χ is also non-trivial. Let M be its stabilizer in
SL2(R), so M ∼= N , the stabilizer described in the previous paragraph. Then there exists an
irreducible unitary representation σ ofM such that ρ = IndHM1 χσ, where χσ is the coordinate-wise
representation of M1 := R
2 ⋊M defined by χ and σ. This is proven in [18, Example 7.3.3] and is
a corollary of Mackey’s theorem [18, Theorem 7.3.1].
As we already mentioned, M1 is amenable, which by 3.1.5 implies that ρ0 ∝ LM1 , the left reg-
ular representation of M1. Now since the tensor product with the trivial representation yields an
equivalent one, and the tensor product preserves the weak containment of the trivial representation
(see the end of comment 3.7), we have: χσ ∼= (χσ ⊗ ρ0) ∝ χσ ⊗ LM1 .
We claim that χσ ⊗ LM1 ∼= LM1 , so χσ ∝ LM1 . We start by noticing that χ, σ are irreducible
representations of the locally compact abelian groups R2 andM ∼= R, so they are both of dimension
one. By the definition of χσ, this representation is also of dimension one. Then we have the
following general fact: if G is a group and ψ is a unitary representation of G of dimension one,
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then L⊗ ψ is equivalent to L. Here L is the left regular representation of G on L2(G) defined by
L(g)(f)(x) = f(g−1x) for all g, x ∈ G.
Note that in the book a more general fact is stated, but once we clarified that dimension of χσ
is one, there are fewer calculations to do. Also note that the formula provided by Lubotzky is not
an equivalence of representations: this is easily seen to be the case looking at the calculations in
the next paragraph. The θ we define differs slightly and gives a homomorphism of representations,
and the definition can be adapted to prove the equivalence of representations in higher dimensions
as well, as stated in the book.
We prove this equivalence of representations. Define θ : L2(G)⊗ C→ L2(G) by θ(f ⊗ z)(x) =
f(x)ψ(x−1)z. The map θ is well-defined: since ψ is a one-dimensional unitary representation,
|ψ(x)| = 1, so the integrability of f implies that of θ(f⊗z). It is a linear map, since the associated
map θ˜ : L2(G)× C→ L2(G) defined by θ˜(f, z)(x) = f(x)ψ(x−1)z is easily seen to be bilinear.
Next we want to prove that for all g ∈ G we have L(g)◦θ = θ◦(L⊗ψ)(g) : L2(G)⊗C→ L2(G).
Given f ∈ L2(G), z ∈ C, x ∈ G, we calculate:
(L(g) ◦ θ)(f ⊗ z)(x) = θ(f ⊗ z)(g−1x) = f(g−1x)ψ((g−1x)−1)z = L(g)(f)(x) · ψ(x−1)ψ(g)z =
= θ(L(g)(f)⊗ ψ(g)z)(x) = (θ ◦ (L⊗ ψ)(g))(f ⊗ z)(x).
Therefore θ is a homomorphism of representations L⊗ ψ → L.
Finally we need to prove that θ is an isomorphism. It is injective: suppose that θ(f ⊗ z) = 0.
Then for all x ∈ G we have 0 = θ(f ⊗ z)(x) = f(x)ψ(x−1)z. Since ψ(x−1) is always non-zero,
this is equivalent to f(x)z = 0 for all x ∈ G. So either z = 0 or f(x) = 0 for all x ∈ G. In both
cases f ⊗ z = 0. It is surjective: for all x ∈ G we have f(x) = (fψ)(x)ψ(x−1)1 = θ(fψ ⊗ 1)(x).
Once again, since |ψ(x)| = 1, the integrability of f implies that of fψ. We conclude that θ is an
equivalence of representations, and thus L⊗ ψ ∼= L.
Therefore χσ ∝ LM1 . Since induction preserves weak containment (by continuity: see comment
3.7), it follows that ρ = IndHM1(χσ) ∝ IndHM1(LM1) = LH , since the induced representation of the
regular representation of a subgroup is the regular representation of the ambient group.
Finally, suppose by contradiction that ρ0 is not isolated from R ∪ {ρ0}. Then for any neigh-
bourhood U of ρ0 in G˜ there exists ρ ∈ U ∩R, by comment 3.3. But by the above ρ ∝ LH , so LH
is in all neighbourhoods of ρ, in particular LH ∈ U . This implies that LH is in all neighbourhoods
of ρ0, so again by comment 3.3 we have ρ0 ∝ LH , and H is amenable. This is false by 3.1.9, and by
the fact that the quotient of an amenable group is also amenable (see comment 3.6). We conclude
that ρ0 is isolated in R ∪ {ρ0}, which is what we wanted to prove.
Note that this conclusion is different from the one in the book. Lubotzky concludes by saying
that ρ0 is not weakly contained in ρ for any ρ ∈ R, which is the case, but does not imply that ρ0
is isolated from R.
Comment 3.10 (Lemma 3.1.13, PP. 25-26). Here we fill in a few details of the proof of lemma
3.1.13.
In Step 2, the conclusion is reached by the identification of cosets with points in R \ {0}. More
specifically, if p ∈ P , then pN is identified with p · (1
0
)
, and {p · (1
0
)
: p ∈ P} is in fact the x-axis.
Notice that in both Step 2 and Step 4, in order to go back and forth, we need the quotient
by the stabilizer and the orbit to be homeomorphic. This is false in general, but true in our
case because SL2(R),R \ {0} and P 1(R) are locally compact Hausdorff and SL2(R) is separable.
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Indeed, it is well-known that if G is a locally compact Hausdorff group which is separable, and
G×X → X is a transitive continuous action on the locally compact Hausdorff space X , then the
induced bijection G/Gx → X is a homeomorphism.
Comment 3.11 (Lemma 3.1.14, PP. 26). Here we fill in a few details of the proof of lemma 3.1.14.
In particular, we show that E1 and E2 generate a dense subgroup, and that lemma 3.1.13 implies
that a vector fixed by Ni is also fixed by Ei, for i = 1, 2.
We start with the first claim. Let S be the subgroup of G = SL3(R) generated by E1 and
E2. We will actually show that S = G, which is even stronger than S = G. Let Tij(x), for
i 6= j ∈ {1, 2, 3} and x ∈ R, be the element of G = SL3(R) with x in the (i, j) coordinate, ones on
the diagonal and zeros everywhere else. These elements are called transvections, and we start by
showing that they are all in S. Since E1, E2 ⊂ S, we already have all the transvections except for
T12(x) and T21(x). Also, note that E1 and E2 are stable under transposition, so S is also stable
under transposition, which implies that it is enough to show that T12(x) ∈ S for any x ∈ R. One
can check that T13(−1)T32(−x)T13(1)T32(x) = T12(x). So S contains all the transvections.
Let A ∈ G. By a the process of Gauss elimination, we can multiply A on the left by transvections
to get a matrix B whose first column has a unique non-zero entry x. By multiplying on the left by
two more transvections, if necessary, we can move this to the first entry (if x is the second entry,
we multiply by T21(−1)T12(1), and similarly if x is the third entry). Then
 x−1 0 00 1 0
0 0 x



 x0
0

 =

 10
0

 .
Since this matrix is in E1, we have shown that any A ∈ G can be multiplied on the left by an
element of S to get to a matrix whose first column is e1. Then by multiplying on the right by
transvections, we eliminate the rest of the first row, which leaves us with a matrix in E2. Thus
S1AS2 = S3, for some S1, S2, S3 ∈ S, and so A ∈ S. We conclude that S = G.
For both E1 and E2, there is a natural bijection with E = SL2(R). A small calculation shows
that this is also an isomorphism (and it shows in fact that E1 and E2 are groups). Under these
isomorphisms, N is sent to Ni. So given a unitary representation of G, we let the isomorphism
Ei ∼= E induce a unitary representation of E. If a vector is fixed by Ni, then it is fixed by N in
this induced representation, which by lemma 3.1.13 implies that it is fixed by E under this induced
representation, which finally implies that it is fixed by Ei under the original representation. This
proves the second claim.
Comment 3.12 (P. 26). Here we fill the details of the proof of theorem 3.1.12.
Let G = SL3(R). Consider the subgroups:
E := {
(
A 0
0 1
)
: A ∈ SL2(R)}; J := {
(
I2 v
0 1
)
: v ∈ R2};
H := {
(
A v
0 1
)
: A ∈ SL2(R), v ∈ R2}.
Then E ∼= SL2(R), J ∼= R2, and H is the internal semidirect product J ⋊ E, which is naturally
isomorphic to the external semidirect product R2 ⋊ SL2(R), since the action of E on J by conju-
gation corresponds, under the respective isomorphisms, to the standard action of SL2(R) on R
2.
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All of this is easy to check by block multiplication.
Let ρ be a unitary representation of G which weakly contains the trivial representation ρ0. We
want to show that ρ contains ρ0. Now ρ|H also weakly contains the trivial representation. By (c) in
comment 3.8 and proposition 3.1.11, this means that ρ must contain some unitary representation
not in R, so some unitary representation whose restriction to R2 is trivial. Therefore ρ0 ⊆ ρ|J ,
which means that there is some non-zero J-invariant vector for ρ, which by lemma 3.1.14 is also
G-invariant.
Comment 3.13 (P. 26). Here the author probably means that every discrete group (not every
countable group) with property (T ) is finitely generated. Indeed, SL3(Q) is being considered as
a discrete group: if it were considered as a group with its usual topology then it would not be
locally compact (its center is closed and isomorphic to Q, which is not locally compact), and so
by definition we cannot discuss property (T ). This is why we require non-discreteness, and this is
indeed proven in the references given in the book. More generally, every group with property (T )
is compactly generated. We prove this following [12].
Let G be a locally compact group and H ≤ G a closed subgroup. If G/H carries a G-invariant
measure, then we have a unitary representation on L2(G/H), called the regular representation,
defined just as the regular representation on L2(G). In the general case this is not true, but we
still have the unitary representation λG/H on L
2(G/H), called the quasi-regular representation,
which keeps some of the nice properties of the regular representation. Specifically, we are interested
in the two following facts: the Dirac mass δH ∈ L2(G/H) is H-invariant, and if L2(G/H) contains
a non-zero invariant vector, then G/H is compact. All of this is proven in detail in appendix B.1
of [12].
Proof. Let C := {H ≤ G : H is an open subgroup generated by a subset of a compact set in
G}. Since G is locally compact, each element has a compact neighbourhood, and the subgroup
generated by a non-empty open set is open. So G = ∪H∈CH . Every open subgroup of a topological
group is also closed, so we have a quasi-regular representation λG/H on L
2(G/H). Also, since H
is open, {H} ⊆ G/H is open, so G/H is discrete. In particular, suppose that there exists some
H ∈ C such that λG/H has a non-zero invariant vector. Then G/H is discrete and compact, so
finite, and since H is generated by a subset of a compact set, G is compactly generated. So our
goal is to prove this fact.
Let λ =
⊕
H∈C
λG/H be the direct sum of representations. Then λ has almost invariant vectors.
Indeed, let K ⊆c G. Since K ⊆
⋃
H∈C
H , there exist H1, . . . , Hn ∈ C such that K ⊆
n⋃
i=1
Hi ⊆ H0,
where H0 ∈ C is the group generated by the Hi, 1 ≤ i ≤ n. (This seems uselessly complicated since
we could have chosen H0 to be the group generated by K, but then H0 would not necessarily be
open). Since the Dirac mass δH0 ∈ λG/H0 is H0-invariant, it is also K-invariant. But λG/H0 ⊆ λ,
so λ has (ǫ,K)-invariant vectors for all ǫ > 0. Therefore λ has almost invariant vectors.
Since G has property (T ), there exists a non-zero invariant vector (vH)H∈C ∈
⊕
H∈C
L2(G/H).
Since it is non-zero, let H be such that vH 6= 0. Then vH ∈ L2(G/H) is a non-zero invariant
vector, so we conclude.
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3.2 Lattices and arithmetic subgroups
Comment 3.14 (P. 29). Here the author mentions that a direct product of finitely many Kazhdan
groups is also Kazhdan. By induction it is enough to prove it for two groups. We prove this fact
next, which is trickier than it seems. The easiest way to do it is to use the equivalent definition
with Kazhdan pairs (see comment 3.4). We will actually prove that a large family of extensions,
containing the direct products, satisfies this. We do this following [12]; more specific references
are given at the statement of each result.
Lemma. Let G be a group, ρ a unitary representation on the Hilbert space H . Let V ⊆ H be a
G-invariant subspace. Let W be the orthogonal complement of V , and PV , PW : H → V,W the
projections. Then
(i) W is also G-invariant.
(ii) For all v ∈ H , ||PV,Wv|| ≤ ||v||.
(iii) ρ(g)PV,W = PV,Wρ(g) for all g ∈ G, where on the left-hand side we consider ρ(g) as a
representation on V,W .
Proof. (i): Since the representation is unitary, it preserves orthogonality, so the G-invariance of V
implies that of its orthogonal complementW . So from now on the roles of V andW are symmetric,
and we only need to prove the next two points for V .
(ii): By orthogonality ||v||2 = ||PV v + PW v||2 = ||PV v||2 + ||PWv||2 for all v ∈ H .
(iii): Let v ∈ H . Then for all g ∈ G we have:
ρ(g)PV (v) = ρ(g)PV (v) + 0 = PV (ρ(g)PV (v)) + PV (ρ(g)PW (v)) =
= PV (ρ(g)PV (v) + ρ(g)PW (v)) = PV (ρ(g)(v)).
Proposition (Proposition 1.1.9). Let G be a group with property (T ), and let (ǫ,K) be a Kazhdan
pair for G. Let δ > 0, ρ a unitary representation on the Hilbert space H , and P : H → HG be
the orthogonal projection onto the space of G-invariant vectors. Suppose that there exists an
(ǫδ,K)-invariant vector v ∈ H . Then ||v − Pv|| ≤ δ||v||.
Remark. Intuitively, this proposition gives a measure of how close almost-invariant vectors can get
to invariant vectors.
Proof. Write v = a+ b, where a = Pv ∈ HG and b = v − a ∈ (HG)⊥. If b = 0, then v is invariant,
so we may assume that b 6= 0. Let 0 < t < 1. Now (HG)⊥ is G-invariant subspace, so we can
consider the representation of G on (HG)⊥. Since (ǫ,K) is a Kazhdan pair for G, and (HG)⊥
has no non-zero invariant vectors, (HG)⊥ has no (ǫ,K)-invariant vectors. In particular, b is not
(ǫ,K)-invariant, thus there exists some g ∈ K such that ||ρ(g)b− b|| ≥ tǫ||b||. Let P ′ = P − Id be
the orthogonal projection onto (HN)⊥. Then by the previous lemma:
||ρ(g)b− b|| = ||ρ(g)P ′v − P ′v|| = ||P ′(ρ(g)v − v)|| ≤ ||ρ(g)v − v|| < δǫ||v||.
Then ||v−Pv|| = ||b|| ≤ 1
tǫ
||ρ(g)b− b|| < δ
t
||v||. This being true for all 0 < t < 1, we conclude.
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Lemma (Lemma 1.7.5). Let G be a locally compact group, N a locally compact normal subgroup,
π : G → G/N the canonical projection. Suppose that N and G/N have property (T ), with
Kazhdan pairs (ǫ1, K1) and (ǫ2, K2) respectively. Suppose G has a compact subset K
′ such that
K2 ⊆ π(K ′). Let K = K1 ∪K ′ ⊆c G and ǫ = 12 min(ǫ1, ǫ2). Then (ǫ,K) is a Kazhdan pair for G.
In particular, G has property (T ).
Remark. Every quotient of a locally compact group is locally compact. Every closed subgroup of
a locally compact group is locally compact. This is why in [12, Lemma 1.7.5], the statement is
with N a closed normal subgroup. However, this is the only reason we assume N to be closed, as
is clear by looking at the proof. So we rather state the theorem in this slightly more general form,
which allows us to apply it to direct products. In that case, we want N to be one of the factors,
say G1 × {e}. This is closed in G1 × G2 if and only if {e} is closed in G2, which is equivalent
to G2 being Hausdorff. On the other hand, local compactness of G1 × {e} is immediate, since
G1 → G1 × {e} is an embedding, and G1 is locally compact.
Proof. Let ρ be a unitary representation of G on the Hilbert space H with an (ǫ,K)-invariant
vector v0 of norm 1. We want to show that H contains a non-zero invariant vector. Let H
N
be the subspace of N -invariant vectors of H . Then HN is G-invariant: if v ∈ HN , then for all
g ∈ G, for all n ∈ N we have: ρ(n)(ρ(g)v) = ρ(g)(ρ(g−1ng)v) = ρ(g)v since N is normal in G. So
ρ(g)v ∈ HN . Let P : H → HN be the orthogonal projection of H onto HN . Then by the first
lemma ρ(g)P = Pρ(g) : H → HN for all g ∈ G.
We claim that Pv0 ∈ HN is (ǫ2, K)-invariant. Choosing δ = 12 in the previous proposition, since
v0 is (
1
2
ǫ1, K1)-invariant, we have ||v0 − Pv0|| ≤ 12 . In particular, ||Pv0|| ≥ ||v0|| − ||v0 − Pv0|| ≥
1− 1
2
= 1
2
. Thus, using the first lemma, for all g ∈ K we have:
||ρ(g)Pv0 − Pv0|| = ||P (ρ(g)v0 − v0)|| ≤ ||ρ(g)v0 − v0|| < 1
2
ǫ2 ≤ ǫ2||Pv0||.
Therefore HN contains (ǫ2, K)-invariant vectors. Since N acts trivially on H
N , the representation
of G on HN induces a unitary representation of G/N on HN . This is still unitary and it is strongly
continuous, because G/N × H → H is the map induced on the quotient by G × H → H , and
G/N is equippend with the quotient topology. Since K2 ⊆ π(K), this representation must contain
(ǫ2, K2)-invariant vectors. But (ǫ2, K2) is a Kazhdan pair for G/N , so H
N contains a non-zero
G/N -invariant vector. Going back to the representation of G on HN , this will also be a non-zero
G-invariant vector.
Corollary. (i) If G is a locally compact group and N is a closed normal subgroup, then if N
and G/N have property (T ), G has property (T ).
(ii) The direct product of two groups with property (T ) has property (T )
Proof. (i). Let G be locally compact, N a closed subgroup, π : G → G/N the canonical projec-
tion, K ⊆c G/N . Let e ∈ U ⊆ C ⊆ G, where U is open and C is compact (this exists by local
compactness). Then (π(Ux))x∈G is an open cover of K, so there exist x1, . . . , xn ∈ G such that
K ⊆ π(∪iUxi). Finally, define K ′ = π(∪iCxi) ∩ π−1(K). Then π(K ′) = K, π(∪iCxi) is compact,
and π−1(K) is closed (G/N is Hausdorff since N is closed, so K is closed in G/N). Therefore K ′
is a closed subset of a compact set, so it is compact.
(ii). Two groups G1, G2 with property (T ) must be locally compact by definition. In the setting
of the previous lemma, given the compact set K2 ∈ G2, the set {e} ×K2 is a product of compact
sets, so it is compact.
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3.3 Explicit construction of expanders using property (T )
Comment 3.15 (Proposition 3.3.1, PP. 30-31). Here we fill in the details of the proof of propo-
sition 3.3.1. Throughout, we denote simply || · || for the L2 norm. We start by noting that the
statement should read ”Let Γ be a discrete Kazhdan group”, from which finite generation follows
(see comment 3.13). Discreteness is needed to apply 3.2.5: if the group is merely finitely generated
but not discrete, there may be no Kazhdan pair (ǫ,K) where K is finite. Indeed, this is the way
the statement appears in [19] (lemma 4.8), which is cited by the author.
To see that we cannot get around this, notice that any finitely generated group with the trivial
topology is locally compact but not discrete. If instead we also suppose that the group is Haus-
dorff, then local compactness and countability imply discreteness. Indeed, let G = {g1, g2, . . .} be
a countable locally compact Hausdorff group. Suppose by contradiction that G is not discrete, so
that some singleton has empty interior. By translating this singleton, it follows that all singletons
have empty interior. Then G = ∪n≥1{gn} is a countable union of nowhere-dense sets, which con-
tradicts the Baire category theorem for locally compact Hausdorff spaces.
Now we move on to the proof. In order to apply property (T ), we need the action of Γ onH to be
well-defined, strongly continuous and unitary. First: write x for the image of x ∈ Γ in V = Γ/N . If
x = y, then there exists n ∈ N such that nx = y, so (γf)(y) = f(yγ) = f(nxγ) = f(xγ) = (γf)(x).
Secondly, to show that the representation is strongly continuous and unitary, we notice that
the morphism Γ → GL(H) can be factored through Γ/N : if γ = δ there exists n ∈ N such that
γn = δ, so (δf)(x) = f(xδ) = f(xγn) = f(xγ) = (γf)(x), so γf = δf . But then the relative action
of Γ/N on H is just the right regular representation, which is unitary and strongly continuous. It
immediately follows that the action of Γ is unitary. Furthermore, Γ × H → H can be factored
through Γ/N×H , and becomes the composite of two continuous functions, so it is also continuous.
Therefore the action is strongly continuous (see comment 3.1).
Next, the author uses the fact that since the action of Γ on H0 contains no non-zero invariant
vectors, then there must be an ǫ independent of N such that for every f ∈ H0 there exists γ ∈ S
such that ||γf − f || > ǫ||f ||. This follows directly from the equivalent definition (b) of property
(T ) we proved in comment 3.4. The independence of ǫ on N does not, however, follow from the
previous chapters of the book: it does follow in the case of irreducible representations, as stated
in 3.2.5, but the action of Γ on H0 is not necessarily irreducible. Indeed, since the action of Γ on
H factors through that of Γ/N , H0 is irreducible for Γ if and only if it is irreducible for Γ/N . But
the dimension of H0 is [Γ : N ]− 1, so if, for instance, Γ/N is an abelian group of order at least 2,
H0 cannot be irreducible.
We prove that ||γf − f ||2 = (a + b)2|Eγ(A,B)|. Indeed, ||γf − f ||2 =
∑
x∈V
|f(x) − f(xγ)|2. If
x and xγ are both in A or both in B, then x does not contribute to the sum. In instead they
are in different parts, x contributes (a + b)2 to the sum. The number of such x is the size of
{(x, xγ) ∈ A×B} ∪ {(x, xγ) ∈ B × A} = Eγ(A,B). The equality follows.
The last point which we make more explicit is the inequality |∂A| ≥ 1
2
|Eγ(A,B)|. Now
|Eγ(A,B)| = |{(a, aγ) ∈ A × B} ∪ {(bγ, b) ∈ A × B}|. Assuming without loss of generality
that the first set of this union is larger, we get 1
2
|Eγ(A,B)| ≤ |{(a, aγ) ∈ A × B}|. We can map
this set to ∂A naturally by (a, aγ) 7→ aγ. This map is injective: if aγ = a′γ, then a = a′. Thus
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|{(a, aγ) ∈ A× B}| ≤ |∂A| and we conclude.
We notice something that is not taken into account in this proof, namely that the graphs
obtained this way are not necessarily k-regular, where k = |S|. Indeed, it is possible that for some
γ, δ ∈ S and some finite-index subgroup N , we have γδ−1 ∈ N , in which case, in X(Γ/N, S), the
edges (a, aγ) and (a, aδ) are identified for all a ∈ Γ/N . Also, if γ ∈ S ∩N , then the edges (a, aγ)
are loops, for all a ∈ Γ/N . So eliminating loops and double edges, we can say that the family
X(Γ/N, S) is a family of k(N)-regular graphs, where k(N) = |S \N | ≤ |S| = k. If, however,
we want to be consistent with the definitions, we can just add edges to make each of the graphs
k-regular. This is proven in detail in appendix A.3.
Comment 3.16 (P. 31). In the proof of proposition 3.3.3, the author states that if the family
X(n, p) were a family of expanders, then the family of quotient graphs Z(n, p) would also be a
family of expanders. First of all, the Z(n, p) thus defined are not regular, but as we have seen time
and again that is not really an issue (see appendix A). But the way this statement is formulated,
it seems that given any family of expanders (of bounded degree), any family of quotient graphs is
also a family of expanders (of bounded degree). This is however false in general.
The case we are interested in is one where any partition defining the quotients is equitable,
that is, each part has the same number of vertices. In that case, the quotient graphs satisfy the
expanding property for the same constant c. More precisely, suppose we have a family (Xni)i≥1,
where Xni is an (ni, k, c)-expander, and each Xni is partitioned into sets of the same size s(ni). Let
mi :=
ni
s(ni)
and Zmi the quotient graphs of Xni given by this partition. Then Zmi has mi vertices.
We claim that the Zmi satisfy the expanding condition for the same constant c.
Let π : Xni → Zmi be the projection, and for S ⊆ Xni let S := π(S). Let A ⊆ Zmi , where
A = π−1(A), so that |A| = |A|s(ni). We need to show that |∂A| ≥ c(1 − |A|mi )|A|, where ∂A is the
set of neighbours of A in Zmi . Let ∂A be the set of neighbours of A in Xni. Then clearly ∂A ⊆ ∂A,
so |∂A| ≤ |π−1(∂A)| = s(ni)|∂A|. Thus:
|∂A| ≥ 1
s(ni)
|∂A| ≥ c
s(ni)
(1− |A|
ni
)|A| = c
s(ni)
(1− |A|s(ni)
ni
)|A|s(ni) = c(1− |A|
mi
)|A|.
This gives the desired expanding property, and we conclude.
However, even when restricting to such families of quotient graphs, the degree of the quotient
graphs is not necessarily bounded. Here is an example, which was given in an answer on StackEx-
change [20]. Let Xn be an (n× n) grid graph wrapping around its sides. More explicitly, the set
vertices is Z/nZ×Z/nZ, and (i, j) is connected to (i, j ± 1) and (i± 1, j). Thus Xn is a 4-regular
graph on n2 vertices. We define a partition of Xn where the parts are indexed by Z/nZ, and (i, j)
is in part (i+ j(j+1)
2
mod n). Then if i 6= i′, it is clear that (i, j) and (i′, j) are in different parts,
so it follows that this partition is equitable. Let Yn be the quotient graphs obtained from this
partition.
We claim that the Yn are complete graphs. Indeed, let p, q ∈ Z/nZ be distinct parts of the
partition. We want to find an edge between p and q. Pick j such that j + 1 = q − p mod n, and
let i be such that (i+ j(j+1)
2
) = p mod n. Then (i, j) is in part p by definition, and (i, j + 1) is in
part q, because
i+
(j + 1)(j + 2)
2
= i+
j(j + 1)
2
+ (j + 1) ≡ p+ (q − p) ≡ q mod n.
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Since (i, j) is connected to (i, j + 1) in Xn we conclude.
We have thus found an example of a family of quotients of regular graphs of the same degree
under equitable partitions, such that the degree of these graphs gets arbitrarily large.
Comment 3.17 (Proposition 3.3.3, P. 31). Here we fill in the details of the proof of proposition
3.3.3.
SLn(p) acts transitively on F
n
p \ {0}, so if G is the stabilizer of a non-zero vector, we get an
isomorphism of SLn(p)-sets SLn(p)/G ∼= Fnp \ {0}. Consider the partition induced by the quotient
on the set SLn(p). Since X(n, p) has as set of vertices SLn(p), this partition gives a quotient
graph, which is isomorphic to the graph Z(n, p) on Fnp \ {0}, where α ∈ Fnp \ {0} is connected to
A±n (α) and B
±
n (α). By comment 3.16, since all cosets have size |G|, if (X(n, p))n≥1 were a family
of expanders, then (Z(n, p))n≥1 would be a family of graphs satisfying the expanding property.
Next, we prove that this is not the case; that is, for all c > 0 and for n ≥ n(c) large enough, there
exists Yn ⊆ Fnp \ {0} such that |∂Yn| < c(1− |Yn|(pn−1))|Yn| in the graph Z(n, p).
Let n ≥ 5, and {e1, . . . , en} the standard basis of Fnp . Define Yn := {e3, . . . , e[n2 ]}. Notice that
in the book Yn starts at e1, but this does not work (at least, the (in)equalities given below do not
hold). In fact, this is the way this set is defined in [3] (corollary 4.4), which is cited by the author.
Then A±n (Yn) = Yn, while
|Bn(Yn)∆Yn| = |{e2, e[n
2
]}| ≤ 2 = 2 |Yn||Yn| ≤
2
[n
2
]
· |Yn| ≤ 5
n
· |Yn|.
The last inequality follows from the fact that n ≥ 5. Similarly, |B−1n (Yn)∆Yn| = |Bn(B−1n (Yn)∆Yn)| =
|Yn∆Bn(Yn)| ≤ 5n · |Yn|. Therefore, in Z(n, p), we have:
|∂Yn| = |(A±n (Yn) ∪B±n (Yn))∆Yn| = |B±n (Yn)∆Yn| ≤ |Bn(Yn)∆Yn|+ |B−1n (Yn)∆Yn| ≤
10
n
|Yn|.
Thus, given c > 0, if n(1− |Yn|
pn−1) >
10
c
(which can be traslated as n ≥ n(c) since the left-hand side
is increasing and tends to ∞), then:
|∂Yn| ≤ 10
n
|Yn| < c(1− |Yn|
pn − 1)|Yn|,
which is what we wanted to prove.
Comment 3.18 (Remark 3.3.4, P.32). In order to adapt the proof of 3.3.1 to this case, we need
to consider alternatively left and right cosets in order to make everything well-defined. Indeed,
looking at how we provided the details in comment 3.15, and using the same notation, we see that
we need V = Γ/N to be the set of right cosets {Nx : x ∈ Γ}, while Γ → GL(H) is constant on
left cosets {xN : x ∈ Γ}. We also need to make sure that the action is unitary, which can be done
directly, and strongly continuous, for which we use the same argument by factoring Γ ×H → H
through the set of left cosets Γ/N ×H . We skip the details.
Comment 3.19 (Proposition 3.3.5, P. 32). Here we explain why {σ1, . . . , σ4} is a generating set
for G := Z2 ⋊ SL2(Z). We are considering G as a group of affine transformations of Z
2, and since
the σi are affine transformations of Z
2, we can see them naturally as elements of Z2 ⋊ SL2(Z).
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Under this identification, σ1 = ((1, 0)
T , I2), σ2 = ((0, 1)
T , I2), σ3 = (0,M3) and σ4 = (0,M4),
where M3 =
(
1 0
1 1
)
and M4 =
(
0 1
−1 0
)
. So the σi are actually elements of G. It is clear
that σ1 and σ2 generate Z
2 ≤ G. So we only need to show that σ3 and σ4 generate SL2(Z) ≤ G,
which is equivalent to the fact that M3 and M4 generate SL2(Z). Indeed, M
T
3 = A2 and M4 = B2,
where An, Bn are the generators of SLn(Z) given in example 3.3.2 (in that example it is stated for
n ≥ 3, because it is only then that SLn(Z) has property (T ), but the fact that these two matrices
are generators is also true for n = 2). This implies that AT2 = M3 and B
T
2 = M
T
4 = M
−1
4 also
generate SL2(Z).
Comment 3.20 (Proposition 3.3.7, P. 33). Here we fill in the details of the proof of proposition
3.3.7. We start by noticing that also here the author is talking about discrete finitely generated
groups (see comment 3.15). Also, it is necessary to suppose that the family of finite-index sub-
groups L is such that the indices are unbounded. This is used towards the end of the proof, and it
is clear why it is a necessary condition: a family of graphs with a bounded number of vertices has
finitely many isomorphism classes, and so it is a family of expanders in a trivial way. There are
a few imprecisions throughout the proof: there are many typos, some estimations are unnecessary
and ignoring them the calculations are cleaner, and it is not proven that the almost-invariant
subset found at the end is not the whole of Γ/N (if this were the case, the proposition would not
tell us anything new); so we rewrite it.
Let Γ be a discrete amenable group generated by a finite set S, and let L be a family of finite-
index subgroups of Γ such that {[Γ : N ] : N ∈ L} ⊆ N is unbounded. Suppose without loss of
generality that S is symmetric, i.e., S = S−1 (indeed, in order for X(Γ/N, S) to be a well-defined
undirected graph, we need S to be symmetric: see proposition 3.3.1). Let ǫ > 0. By the definition
of a discrete amenable group, there exists A ⊂f Γ such that |A∆sA| < ǫ|A| for all s ∈ S.
Fix N ∈ L and define ϕ : Γ/N → N : X 7→ |A ∩X|. Then ||ϕ||1 =
∑
X∈Γ/N
|ϕ(X)| = |A| (since
all the cosets of N are disjoint, seen as subsets of Γ) and
||ϕ− sϕ||1 =
∑
X∈Γ/N
|ϕ(X)− ϕ(s−1X)| =
∑
X∈Γ/N
||A ∩X| − |A ∩ s−1X|| =
=
∑
X∈Γ/N
||A ∩X| − |sA ∩X|| ≤
∑
X∈Γ/N
|(A ∩X) \ (sA ∩X)|+ |(sA ∩X) \ (A ∩X)| =
=
∑
X∈Γ/N
|(A ∩X)∆(sA ∩X)| ≤ |A∆sA| < ǫ|A| = ǫ||ϕ||1.
Thus, ||ϕ− sϕ||1 < ǫ||ϕ||1. This provides an ”almost invariant function”, which we want to use to
find an ”almost invariant subset”.
For j ∈ N, define Bj := {X ∈ Γ/N : ϕ(X) ≥ j}. Then if s ∈ S, we have sBj = {X ∈ Γ/N :
ϕ(s−1X) ≥ j}, so:∑
j≥1
|Bj∆sBj | =
∑
j≥1
∑
X∈Γ/N
χBj∆sBj (X) =
∑
X∈Γ/N
∑
j≥1
χBj∆sBj (X) =
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=
∑
X∈Γ/N
∑
j≥1
χ
({ϕ(X) < j ≤ ϕ(s−1X)} ∪ {ϕ(s−1X) < j ≤ ϕ(X)}) =
=
∑
X∈Γ/N
|ϕ(X)− ϕ(s−1X)| = ||ϕ− sϕ||1 < ǫ||ϕ||1 = ǫ|A|.
Next, for s ∈ S define Js := {j ≥ 1 : |Bj∆sBj | ≥ ǫ 12 |S||Bj|} ⊆ N. So, by the previous inequality:
|S|ǫ 12
∑
j∈Js
|Bj | ≤
∑
j∈Js
|Bj∆sBj | < ǫ|A|.
Thus: ∑
j∈Js
|Bj| < ǫ
1
2 |A|
|S| .
But ∑
j≥1
|Bj | =
∑
j≥1
∑
X∈G/N
χBj (X) =
∑
X∈G/N
∑
j≥1
χBj (X) =
∑
X∈G/N
ϕ(X) = ||ϕ||1 = |A|.
Therefore the two previous equations give:
∑
j∈Js
|Bj | < ǫ
1
2
|S|
(∑
j≥1
|Bj|
)
and so: ∑
s∈S
∑
j∈Js
|Bj | < ǫ 12
(∑
j≥1
|Bj |
)
.
This means that there exists some j0 ≥ 1 such that |Bj0| 6= 0 and j0 /∈ ∪s∈SJs. So Bj0 6= ∅ and
|Bj0∆sBj0| < ǫ
1
2 |S||Bj0| for all s ∈ S. If furthermore N is such that [Γ : N ] > |A|, then there
exists X ∈ Γ/N such that A ∩ X = ∅, and so for all j ≥ 1 we have Bj 6= Γ/N . In particular,
Bj0 6= Γ/N .
This shows that for allN ∈ L such that [Γ : N ] > |A| and for all δ > 0 there exists ∅ 6= B ( Γ/N
such that:
|(
⋃
s∈S
sB)∆B| ≤
∑
s∈S
|B∆sB| < δ|B|,
(take ǫ such that ǫ
1
2 |S|2 < δ and B the corresponding Bj0 6= ∅). Now let c > 0 and consider the
graph X(Γ/N, S) for N ∈ L such that [Γ : N ] > |A|. Let δ ≤ c 1
[Γ:N ]
. Let B as in the previous
statement for this δ. Then in this graph we have:
|∂B| = |(
⋃
s∈S
sB)∆B| < δ|B| ≤ c 1
[Γ : N ]
|B| ≤ c(1− |B|
[Γ : N ]
)|B|,
where the last equality follows from the fact that B 6= Γ/N . Therefore X(Γ/N, S) is not an
expander with respect to this constant c. Since c was arbitrary, we conclude that {X(Γ/N, S) :
N ∈ L} is not a family of expanders.
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3.4 Solution of the Ruziewicz problem for Sn, n ≥ 4
In this subsection, all finitely generated groups must be discrete in order for the proofs to work.
As we have mentioned in comment 3.15, if a group is countable, locally compact and Hausdorff,
then it must be discrete. This is the case for the finitely generated groups Γ we are interested in,
that is, subgroups of SO(n+ 1). Since SO(n+ 1) is Hausdorff, Γ is automatically Hausdorff. As
for local compactness, this seems to be assumed for all groups for which we talk about unitary
representations, as stated at the beginning of this chapter.
Comment 3.21 (Proposition 3.4.1, PP. 34-35). Here we fill in the details of the proof of propo-
sition 3.4.1. Let Γ be a discrete subgroup of SO(n+ 1) generated by a finite set S. Γ acts on Sn,
which leads to a strongly continuous unitary representation ρ′ on L2(Sn) with a subrepresentation
ρ on L20(S
n) = {f ∈ L2(Sn) : ∫
Sn
fdλ = 0}. Suppose that ρ does not weakly contain the trivial
representation. We need to show that then the Lebesgue integral is the unique invariant mean on
L∞(Sn). For the rest of the proof, we will simply write L∞, L1, L2 and L20, omitting the (S
n).
Suppose that m ∈ (L∞)∗ is an invariant mean. We want to show that m is the Lebesgue
integral. Recall that there is an isometric isomorphism L∞ ∼= (L1)∗, where the linear functional
corresponding to F ∈ L∞ is L1 → R : f 7→ ∫
Sn
F (x)f(x)dλ(x). Therefore we can see m as an
element of (L1)∗∗. Recall that if V is any vector space, then the canonical linear map V → V ∗∗
is a homeomorphism onto its dense image, where V is equipped with the weak topology and V ∗∗
with the weak-* topology. In our case, L1 with the weak topology is dense in (L1)
∗∗ with the
weak-* topology, where for an element f ∈ L1 the associated linear functional in (L1)∗∗ = (L∞)∗
is L∞ → R : F 7→ ∫
Sn
f(x)F (x)dλ(x).
Therefore there exists a net {fα} ⊂ L1 converging to m in the weak-* topology. Since m is pos-
itive on positive functions, we may choose the fα so that
∫
Sn
fα(x)F (x)dλ(x) is positive whenever
F is. Up to equivalence, this means that we can choose the fα to be positive. Also, m(χSn) = 1,
so we may choose the fα so that the associated linear functional evaluated at χSn equals one. This
means that
∫
Sn
fα(x)χSn(x)dλ(x) =
∫
Sn
fα(x)dλ(x) = 1. Finally, since m is Γ-invariant, for all
γ ∈ S we have γm − m = 0, so γfα − fα goes to zero in the weak-* topology of (L1)∗∗. Since
γfα − fα and 0 are elements of L1, this means that γfα − fα → 0 in the weak topology of L1.
Now in a locally convex vector space, the weak and strong closures of convex sets coincide [21,
Theorem 3.12]. The above tells us that 0 is in the weak closure of {γfα − fα} in L1, which is a
locally convex vector space. Consider the convex hull K = {∑ni=1 λifαi : λ ≥ 0, ∑ni=1 λi = 1}.
Then if gβ ∈ K, we still have gβ ≥ 0 and
∫
Sn
gβdλ = 1. Now γgβ − gβ is a convex combination
of the γfα − fα, and we get all possible convex combinations this way, so {γgβ − gβ} is convex.
Since 0 is in the weak closure of {γfα− fα}, it follows that 0 is in the strong closure of {γgβ− gβ}.
Finally, since fα → m, picking convex combinations with larger and larger α, we still get gβ → m
in the weak-* topology of (L1)∗∗.
We conclude that there exists a net {gβ} ⊂ L1 such that we still have gβ → m in the weak-*
topology of (L1)∗∗, gβ ≥ 0 and
∫
Sn
gβ = 1; and furthermore γgβ − gβ → 0 strongly in L1, i.e., with
respect to the L1 norm: ||γgβ − gβ||1 → 0 in R.
Let Fβ =
√
gβ, so Fβ ∈ L2. Since Fβ ≥ 0, we have Fβ(γ−1x) − Fβ(x) ≤ Fβ(γ−1x) + Fβ(x).
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Thus, for all γ ∈ S we have:
||γFβ−Fβ||22 =
∫
Sn
(Fβ(γ
−1x)−Fβ(x))2dλ(x) ≤
∫
Sn
(Fβ(γ
−1x)−Fβ(x))(Fβ(γ−1x)+Fβ(x))dλ(x) =
=
∫
Sn
(Fβ(γ
−1x)2 − Fβ(x)2)dλ(x) =
∫
Sn
(gβ(γ
−1x)− gβ(x))dλ(x) ≤
≤
∫
Sn
|gβ(γ−1x)− gβ(x)|dλ(x) = ||γgβ − gβ||1 → 0.
Also, note that ||Fβ||22 = ||gβ||1 = 1. So the Fβ are vectors of norm 1 in L2 which are almost-
invariant. However L2 = RχSn ⊕ L20, and by hypothesis the latter does not weakly contain the
trivial representation, so it does not contain almost invariant vectors for S. This implies that Fβ
converges, for the L2 norm, to a vector in RχSn. Since the Fβ all have norm 1, we conclude that
Fβ → χSn for the L2 norm. Therefore, using the Ho¨lder inequality:
||gβ − χSn||1 =
∫
Sn
|F 2β (x)− 1|dλ(x) =
∫
Sn
|Fβ(x)− 1||Fβ(x) + 1|dλ(x) ≤
≤ ||Fβ(x)− χSn||2 · ||Fβ(x) + χSn||2 ≤ ||Fβ − χSn ||2 · 2→ 0.
Therefore (gβ) converges to χSn in the L
1 norm, so it does so also in the weak topology, and so also
in the weak-* topology when we see the gβ as elements of (L
1)∗∗. However, (gβ) converges to m
in the weak-* topology as well, and (L1)∗∗ with the weak-* topology is Hausdorff, so m = χSn as
elements of (L1)∗∗. But χSn ∈ (L1)∗∗ = (L∞)∗ is integration against χSn so it is just the Lebesgue
integral. So m is in fact the Lebesgue integral, which is what we wanted to prove.
Comment 3.22 (Theorem 3.4.2, P. 35). Here we explain why if Γ is a finitely generated dense
subgroup of Sn, then its representation on L20(S
n) does not contain an invariant function, or equiv-
alently, any function in L2(Sn) which is invariant under Γ is constant. In the book, Lubotzky says
that it is because the action of Γ on Sn is ergodic. So we will define an ergodic action, prove a few
equivalent characterizations and prove that the action of Γ on Sn is ergodic.
Let G be a group acting on a probability measure space (X, µ). That is, X is a measure space
with µ(X) = 1 and the action is measure-preserving: if A ⊆ X is measurable, then gA is measur-
able and µ(gA) = µ(A), for all g ∈ G. The action is ergodic if for any measurable set A such
that µ(gA∆A) = 0 for all g ∈ G, we have µ(A) = 0 or 1.
The following proposition [23, Proposition 2.5] characterizes ergodic actions of countable groups:
Proposition. Let G be a countable group acting on a probability measure space (X, µ). The
following are equivalent:
(a) For any measurable set such that µ(gA∆A) = 0 for all g ∈ G, we have µ(A) = 0 or 1.
(b) For any measurable set A such that gA = A for all g ∈ G, we have µ(A) = 0 or 1.
(c) For all sets A,B ∈ X of positive measure, there exists g ∈ G such that µ(gA ∩B) > 0
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Proof. (a)⇒ (b) is trivial.
(b) ⇒ (c). Let A,B ⊆ X be measurable sets of positive measure. Then A′ = ∪g∈GgA satisfies
gA′ = A′ for all g ∈ G, so by (b) it has measure 0 or 1. Since it contains A, which has positive
measure, it must have measure 1. Thus µ(A′ ∩ B) = µ(B) > 0. Since G is countable, at least one
of the sets gA ∩B must have positive measure.
(c) ⇒ (a). Let A ⊆ X be a subset with 0 < µ(A) < 1. Then by (c) there exists g ∈ G such
that µ(gA ∩ (X \A)) > 0. So µ(gA∆A) > 0.
The following proposition [23, Proposition 2.7] gives yet another characterization of ergodic
actions of countable groups, which is the one we are most interested in:
Proposition. Let G be a countable group acting on a probability measure space (X, µ). Then G
also acts on L2(X) = RχX ⊕ L20(X), where L20(X) = {f ∈ L2(X) :
∫
X
fdµ = 0}. Then the action
of G on X is ergodic if and only if the action of G on L20(X) has no non-zero invariant vector.
Proof. Suppose that that the action is not ergodic, so let A be a G-invariant measurable set with
0 < µ(A) < 1. Then χA − µ(A)χX is G-invariant, non-zero and in L20(X).
Suppose that f is a non-zero G-invariant function in L20(X). Then there exists D ⊂ R such
that 0 < µ(f−1(D)) < 1. Now for all g ∈ G, if x ∈ gf−1(D)∆f−1(D), then |f(x) − gf(x)| > 0,
since one of f(x), gf(x) = f(g−1x) is in D and the other is not. Therefore gf−1(D)∆f−1(D) ⊆
∪n≥1{x ∈ X : |f(x)−gf(x)| > 1n}. Each set of the union has measure zero since ||f−gf ||2 = 0, so
µ(gf−1(D)∆f−1(D)) = 0. This is true for all g ∈ G, so it violates (c) in the previous proposition,
so the action is not ergodic.
Going back to our context, to show that the action of Γ on L20(S
n) does not contain a non-zero
invariant vector, by virtue of the previous proposition, we need to show that the action of Γ on Sn
is ergodic. We assume for the moment that the action of SO(n + 1) on Sn is ergodic. Then the
following lemma, whose proof was given in an answer on StackExchange [24], concludes the proof:
Lemma. Let Γ be a dense subgroup of SO(n+ 1). Then the action of Γ on Sn is ergodic.
Proof. Let A ⊆ Sn be a set such that for all γ ∈ Γ we have µ(γA∆A) = 0. We need to show that
µ(A) = 0 or 1. Consider χA ∈ L2(X). Then ||γχA − χA||2 = 0, so χA is Γ-invariant, since in L2
we only consider functions up to equivalence. Since the action of SO(n+ 1) on L2(Sn) is strongly
continuous, it follows by strong continuity that χA is SO(n+1)-invariant, so for all g ∈ SO(n+1)
we have µ(gA∆A) = 0 as well. But we have seen that the action of SO(n + 1) on Sn is ergodic,
so µ(A) = 0 or 1 and we conclude.
The question of the ergodicity of the action of SO(n+1) on Sn is a bit more subtle. One might
be tempted to say that this follows directly from the transitivity of the action. However, this
would be true using the equivalent definition of ergodicity with invariant sets for countable groups
(see (b) in the first proposition of this comment), but there is in general no similar statement for
uncountable groups. So we need something different. I thank Ofir David for suggesting to me the
following argument. We start with a lemma, whose proof is adapted from [25, Proposition 8.6].
Lemma. Let G be a compact metrizable group, and let µ denote the normalized left Haar measure
on G. Let A,B be Borel sets of positive measure. Let O := {g ∈ G : µ(gA ∩ B) > 0}. Then
µ(O) > 0. Furthermore, the action of G on itself by left translation is ergodic.
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Proof. First,
µ(gA ∩B) =
∫
G
χgA(h)χB(h)dµ(h).
Also, χgA(h) = χhA−1(g). Therefore, using Fubini’s theorem (G is separable):∫
G
µ(gA ∩ B)dµ(g) =
∫
G
∫
G
χgA(h)χB(h)dµ(h)dµ(g) =
=
∫
G
χB(h)
(∫
G
χhA−1(g)dµ(g)
)
dµ(h) =
∫
G
χB(h)µ(hA
−1)dµ(A) =
= µ(A−1)
∫
G
χB(h)dµ(h) = µ(A
−1)µ(B).
Setting B = G, we obtain µ(A) = µ(A−1). Then
∫
G
µ(gA ∩ B) = µ(A−1)µ(B) = µ(A)µ(B) > 0.
The first statement follows.
Now suppose that A ⊆ G is a Borel set such that 0 < µ(A) < 1. Then µ(G \A) > 0, so by the
above there exists g ∈ G such that µ(gA ∩ (G \A)) = µ(gA \A) > 0. Therefore µ(gA∆A) > 0. It
follows that the action is ergodic.
This allows to prove the desired statement, which concludes all parts of this comment:
Corollary. The action of SO(n+ 1) on Sn is ergodic.
Proof. Let G = SO(n + 1). We start by proving that the action is ergodic with respect to the
Lebesgue measure on Borel sets. Since G and SO(n) < G are compact, andG/SO(n) ∼= Sn, the left
Haar measure µ on G induces the pushforward measure µ∗ on Sn defined by: µ∗(A) = µ(π−1(A)),
where π : G → G/SO(n) is the canonical projection. Then µ∗ is a countably additive measure
defined on the Borel sets of Sn which is rotation-invariant. By uniqueness of the Lebesgue mea-
sure (see appendix D), we conclude that µ∗ = λ. Now a few simple calculations show that
π−1(A∆B) = π−1(A)∆π−1(B), and that π−1(gA) = gπ−1(A) for all Borel sets A,B ⊆ Sn.
Therefore, if A ⊆ Sn is a Borel set such that λ(gA∆A) = 0 for all g ∈ G, it follows that
µ(gπ−1(A)∆π−1(A)) = µ(π−1(gA∆A)) = λ(gA∆A) = 0, for all g ∈ G. Since the action of G on
itself is ergodic, it follows that λ(A) = µ(π−1(A)) = 0 or 1, which is what we wanted to prove.
Now let A be a Lebesgue measurable set such that λ(gA∆A) = 0 for all g ∈ G. Let B be a
Borel set such that λ(A∆B) = 0. Then λ(gB∆B) ≤ λ(gB∆gA) + λ(gA∆A) + λ(A∆B) = 0, so
λ(A) = λ(B) = 0 or 1.
Comment 3.23 (PP. 36-37). Here we fill in some details of the paragraph after corollary 3.4.6.
SO(2) does not contain a finitely generated dense subgroup with property (T ). Indeed, suppose
that Γ is a finitely generated subgroup of SO(2) with property (T ). Then Γ is abelian, so amenable,
and has property (T ), so it is compact. But SO(2) is Hausdorff, so Γ is closed. Furthermore, Γ is
countable and SO(2) is uncountable, so Γ = Γ 6= SO(2). Thus SO(2) does not contain a finitely
generated dense subgroup with property (T ).
It is shown in the book that all finitely generated Kazhdan subgroups of SU(2) are finite. We
show how this implies the same statement for SO(3) and SO(4). Let us start with SO(3). We have
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already seen in chapter 2, when constructing the free subgroup of SO(3), that H(R)∗/Z(H(R)∗) ∼=
SO(3), where H(R)∗ is the multiplicative group of real quaternions. Furthermore, it is well-known
that SU(2) is isomorphic to the group of quaternions of norm 1. So SU(2)/Z(SU(2)) ∼= SO(3) as
well. Since Z(SU(2)) = {±I2}, it follows that SU(2) is a double cover of SO(3). Therefore if Γ is
a finitely generated Kazhdan subgroup of SO(3), then its lift in SU(2) is still finitely generated,
and it is Kazhdan since it is the extension of a finite group by a Kazhdan group (see comment
3.14). Therefore it is finite by hypothesis, so Γ is finite.
The claim for SO(4) follows with the same argument, using the following isomorphism: (SU(2)×
SU(2))/{±(I2, I2)} ∼= SO(4). We explain how this isomorphism is defined; for more details see
[22, 1.8].
Consider the map ϕ : SU(2) × SU(2) → SO(4) defined as follows. We identify SU(2) with
the group of unit quaternions as usual, and R4 with the space of quaternions H. If v, w ∈ SU(2)
then ϕ(v, w) is the rotation defined by ϕ(v, w)(q) = vqw−1, for all q ∈ H. One needs to check that
this defines a rotation, and all rotations are of this form. Then we get a surjective homomorphism
SU(2)× SU(2)→ SO(4).
If (v, w) ∈ ker(ϕ), then in particular v1w−1 = 1, so v = w. But then restricting to imaginary
quaternions, ϕ(v, w) = ϕ(v, v) defines a rotation in R3 in the usual way, and we know that this is
the identity if and only if v = ±1. So ker(ϕ) = ±(I2, I2) ∈ SU(2).
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4 The Laplacian and its Eigenvalues
4.2 The combinatorial Laplacian
Comment 4.1 (Definition 4.2.1, P. 44). Here we show that ∆ does not depend on the choice
of orientation of the edges (even though this is a consequence of proposition 4.2.2, the following
argument gives another way of interpreting this fact). As in the book, we denote by V the set
of n vertices and by E the set of m edges. By induction, it is enough to show that if D and
C are the matrices of d with respect to two orientations of the edges differing at the single edge
f ∈ E, then D∗D = C∗C. In this case, for all v ∈ V we have: De,v = Ce,v for all f 6= e ∈ E
and Df,v = −Cf,v. This means that C = IfD, where If is the m × m diagonal matrix with −1
in the line corresponding to f and 1 elsewhere. Then C∗C = D∗I∗f IfD = D
∗D, since I∗f = If = I
−1
f .
Next, we prove that the property 〈f,∆g〉 = 〈df, dg〉 characterizes ∆. This is used as the starting
point of the proof of proposition 4.2.2.
Suppose that T : L2(V ) → L2(V ) is a linear operator satisfying 〈f, Tg〉 = 〈df, dg〉 for all
f, g ∈ L2(V ). Fix g ∈ G. Then for all f ∈ L2(V ) we have
0 = 〈df, dg〉 − 〈df, dg〉 = 〈f,∆g〉 − 〈f, Tg〉 = 〈f, (∆− T )g〉.
This implies that (∆− T )g = 0. This being true for all g ∈ L2(V ), we conclude that ∆ = T .
Note that the identity 〈f,∆g〉 = 〈df, dg〉 also show that ∆ is self-adjoint and positive. Indeed:
〈∆f, g〉 = 〈g,∆f〉 = 〈dg, df〉 = 〈df, dg〉 = 〈f,∆g〉.
And it is positive because 〈f,∆f〉 = 〈df, df〉 = ||df ||2 ≥ 0. This is mentioned after the proof of
proposition 4.2.2.
Comment 4.2 (Proposition 4.2.4, PP. 46-47). There are a few typos in the proof, which are listed
in the appendix. Apart from that, we make a few comments on the proof.
Here we make more explicit the proof of following equality:
r∑
i=1
∑
f(x)=βi
∑
f(y)<βi
δxy(f
2(x)− f 2(y)) =
r∑
i=1
∑
e∈∂Li
(β2i − β2i−1),
using the remark in the book.
r∑
i=1
∑
e∈∂Li
(β2i − β2i−1) =
r∑
i=1
∑
f(x)≥βi
∑
f(y)<βi
δxy(β
2
i − β2i−1) =
=
r∑
i=1
r∑
k=i
∑
f(x)=βk
i−1∑
j=0
∑
f(y)=βj
δxy(β
2
i − β2i−1).
We then change the order of summation: if i : 1→ r, k : i→ r, and j : 0→ (i−1); then k : 1→ r,
j : 0→ (k − 1) and i : (j + 1)→ k. Thus:
· · · =
r∑
k=1
k−1∑
j=0
k∑
i=j+1
∑
f(x)=βk
∑
f(y)=βj
δxy(β
2
i − β2i−1) =
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=
r∑
k=1
k−1∑
j=0
∑
f(x)=βk
∑
f(y)=βj
δxy
(
k∑
i=j+1
(β2i − β2i−1)
)
=
r∑
k=1
k−1∑
j=0
∑
f(x)=βk
∑
f(y)=βj
δxy(β
2
k − β2j ) =
=
r∑
k=1
∑
f(x)=βk
∑
f(y)<βk
δxy(f(x)
2 − f(y)2),
which is what we wanted to prove (up to replacing i with k).
One last comment. In the end, the author says ”thus the above gives A ≥ h(X)〈g, g〉 ≥
h(X)〈f, f〉”. However, the equation above says precisely that A ≥ h(X)〈f, f〉, which is what we
need, and a priori there is no reason why A should be at least h(X)〈g, g〉.
4.3 Eigenvalues, isoperimetric inequalities and representations
Comment 4.3 (Theorem 4.3.2, PP. 49-50). Here we fill in a few details of the proof of theorem
4.3.2.
In the implication (iv) ⇒ (i), the author states that ∆ acts on L2(Xi) = C[Γ/Ni] as multipli-
cation from the right by (k · e− A), where A = ∑
s∈S
s. We explain this in more detail.
Let us start by making the identification more explicit. For clarity, denote Qi := Γ/Ni. Define
Φ : L2(Xi) → C[Qi] : f 7→
∑
x∈Qi f(x) · x. This is an isomorphism of vector spaces, with inverse
Φ−1 : C[Qi]→ L2(Xi) :
∑
x∈Qi
αx · x 7→ (α : x 7→ αx).
Now on L2(Xi), by proposition 4.2.2, the action of ∆ is as follows: ∆f(x) = kf(x)−
∑
y∈Qi
δxyf(y).
Recall that x, y ∈ Qi are connected in Xi if and only if there exists s ∈ S such that xs = y (or
equivalently ys = x, by symmetry of the set S).
On the other hand on C[Qi], multiplication by (k · e− A) is as follows:(∑
x∈Qi
αx · x
)(
k · e−
∑
s∈S
s
)
=
∑
x∈Qi
(
kαx · x−
∑
s∈S
αx · xs
)
=
∑
x∈Qi
(
kαx · x−
∑
y∈Qi
δxyαx · y
)
=
=
∑
x∈Qi
(
kαx −
∑
y∈Qi
δxyαy
)
· x =
∑
x∈Qi
∆(Φ−1(
∑
z∈Qi
αz · z))(x) · x = Φ(∆(Φ−1(
∑
z∈Qi
αz · z))).
Thus, up to the identification of L2(Xi) and C[Qi] under Φ, the action of ∆ and the right multi-
plication by (k · e− A) coincide.
Comment 4.4 (Examples 4.3.3, PP. 50-52). Here we fill in a few details of the examples 4.3.3.
B. Here the author gives as an example of group without property (τ): any infinite finitely
generated residually finite amenable group. Now, by 3.3.7, we know that if Γ is a finitely generated
amenable group and L is a family of normal subgroups of arbitrarily large finite index, then the
family of Cayley graphs of the quotients by the subgroups in L is not a family of expanders. So
by 4.3.2, finitely generated amenable groups with subgroups of arbitrarily large finite index do not
have property (τ). Therefore to prove the claim in this example, it remains to show that if a group
is infinite and residually finite, then it contains normal subgroups of arbitrarily large finite index.
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Let Γ be an infinite residually finite group and let H be a finite-index subgroup. Then H is
also infinite and residually finite, so it contains some proper finite-index subgroup K. This shows
that given any H ≤ Γ of finite index, there exists K ≤ Γ of larger finite index.
Note that the above shows that residual finiteness is not needed to get examples of group
without property (τ): it is enough to have a finitely generated amenable group with subgroups
of arbitrarily large finite index. Here is an example of such a group which is not residually finite.
Consider the wreath product G := A5 ≀ Z. That is, H := ⊕ZA5 and G = H ⋊ Z, where Z acts by
shifting the coordinates.
A direct sum of finite groups is amenable, since every finitely generated subgroup is finite, so
amenable (see comment 2.12). This shows that H is amenable. Since Z is amenable, and exten-
sions of amenable-by-amenable groups are amenable, G is amenable. G also contains subgroups of
arbitrarily large finite index, because Z does, and if F ≤ Z has finite index in Z, then H ⋊F ≤ G
has the same index in G. However, G is a finitely generated group which is not residually finite
[26, Proposition 2.6.5].
E. In this example, the author uses the fact that if G is a locally compact group and Γ ≤
G is a dense subgroup with property (T ), then G also has property (T ). Indeed, let ρ be a
strongly continuous unitary representation of G and suppose that ρ weakly contains the trivial
representation. Then ρ|Γ also weakly contains the trivial representation. Since Γ has property
(T ), this implies that there exists a non-zero vector v that is Γ-invariant under ρ. By the strong
continuity of ρ, this is also G-invariant (see comment 3.1). Since ρ was arbitrary, G has property
(T ).
4.5 Random walks on k-regular graphs; Ramanujan graphs
Throughout this subsection, we denote simply || · || for the L2-norm.
Comment 4.5 (Proposition 4.5.1, P. 55). Here we present a proof of proposition 4.5.1, following
[27, Proposition 3.1]. From the proof we will deduce a corollary [27, Proposition 3.2] which is used
in Lubotzky’s proof of proposition 4.5.4.
Let X = (V,E) be a connected k-regular graph, and M : L2(X)→ L2(X) the operator defined
by the random walk. We start by noticing a few facts about M , which are mentioned in the
book in the paragraph preceding the proposition. The fundamental fact is that M is a self-adjoint
operator. Indeed, given f, g ∈ L2(X):
〈f,M(g)〉 =
∑
x∈V
f(x)M(g)(x) =
∑
x∈V
f(x)
∑
y∼x
1
k
g(y) =
=
∑
y∈V
g(y)
∑
x∼y
1
k
f(x) =
∑
y∈V
g(y)M(f)(y) = 〈M(f), g〉.
From this, we deduce that ||M || = ρ(M) and that
||M || ≤ sup
x∈V
∑
y∈V
|Mxy| = sup
x∈V
∑
y∈V
M(δx)(y) = sup
x∈V
∑
y∈V
∑
z∼y
1
k
δx(z) = sup
x∈V
∑
y∈V
δxy
k
= 1.
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(||H|| = ρ(H) and the first inequality above are true for any self-adjoint operator H).
Fix the origin e ∈ V , and let δ = δe for short. Start the random walk at e at time 0. Now we
are ready to prove.
Proposition. Let rn be the probability of the random walk being at the origin at time n. Then
||M || = lim supn→∞(rn)
1
n .
Proof. We start by noticing that rn = 〈δ,Mn(δ)〉. More generally, 〈δx,Mn(δ)〉 = Mn(δ)(x) is the
probability of the random walk being at x ∈ V at time n. We prove this by induction on n. For
n = 0, this is clear. Now suppose that this holds up to n. Then for the random walk to be at x at
time (n+ 1), it must be at some y ∼ x at time n. Thus the probability of the random walk being
at x at time (n+1) is
∑
y∼x
1
k
Mn(δ)(y) = Mn+1(δ)(x). This yields: rn = 〈δ,Mnδ〉 ≤ ||Mn|| ≤ ||M ||n,
so ||M || ≥ lim supn→∞(rn)
1
n .
The main part of the proof consists in finding a subsequence of (rn)
1
n converging to ||M ||,
which proves the other inequality. We will show that (r2k)
2−k works. Notice that for any self-
adjoint operator H and for any f ∈ L2(X) of norm at most 1, we have:
||Hf ||2 = 〈Hf,Hf〉 = 〈f,H2f〉 ≤ ||H2f ||.
Picking H to be successive powers of M , we get:
||M(f)|| ≤ ||M2(f)|| 12 ≤ ||M4(f)|| 14 ≤ · · · ≤ ||M2k(f)||2−k ≤ · · ·
Now ||Mn(δ)||2 = 〈Mn(δ),Mn(δ)〉 = 〈δ,M2n(δ)〉 = r2n. Therefore, picking f = δ in the previous
inequalities, we deduce that (r2k)
2−k is an increasing subsequence. Since it is bounded above by
||M ||, it must converge to a limit µ ≤ ||M ||. We also deduce: ||M2k(δ)|| = √r2k+1 ≤
√
µ2k+1 = µ2
k
.
Now our aim is to prove that µ ≥ ||M ||.
Since X is connected, for all x ∈ V there is a path of finite length from e to x, so there exists a
time Kx at which the random walk is at x with probability βx := 〈δx,MKx(δ)〉 > 0. We claim that
||M2k(δx)|| ≤ β−1x µ2k : this inequality will be used in the end of the proof. To see this, notice that
M(f) ≥ 0 whenever f ≥ 0, so if f ≤ g, then M(f) ≤ M(g). Now δx ≤ β−1x MKx(δ), since the two
sides are equal to 1 when evaluated at x, and otherwise the left-hand side is 0 and the right-hand
side is non-negative. Therefore M2
k
(δx) ≤ β−1x MKxM2k(δ). Thus:
||M2k(δx)|| ≤ β−1x ||M ||Kx||M2
k
(δ)|| ≤ β−1x ||M2
k
(δ)|| ≤ β−1x µ2
k
,
where in the second inequality we used that ||M || ≤ 1.
Now we put all of this together. Let f ∈ L2(X) be of norm at most 1. We need to show that
||M(f)|| ≤ µ. For all ǫ > 0, let fǫ ∈ L2(X) be of finite support and of norm at most 1 such that
||f − fǫ|| ≤ ǫ. Then ||M(f)|| ≤ ||M(fǫ)|| + ||M(f − fǫ)|| ≤ ||M(fǫ)|| + ǫ, where we used that
||M || ≤ 1. Therefore it suffices to prove that ||M(f)|| ≤ µ for f of finite support and norm at
most 1. We can write f =
∑
x∈X
f(x)δx. Let β = min
x∈supp(f)
βx > 0. Then, for all x ∈ supp(f), we have
||M2k(δx)|| ≤ β−1x µ2k ≤ β−1µ2k . Finally:
||M(f)|| ≤ ||M2k(f)||2−k ≤ ( ∑
x∈supp(f)
|f(x)| · ||M2k(δx)||
)2−k ≤ (β−1 ∑
x∈supp(f)
|f(x)|)2−kµ.
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Letting k →∞, we obtain ||M(f)|| ≤ µ, and we conclude.
The proof of the previous proposition actually exhibits a subsequence (rn)
1
n that converges to
||M ||, and furthermore that converges monotonically to ||M ||: n = 2k. The following corollary
uses this to exhibit a larger subsequence. This will be used in the proof of proposition 4.5.4 (see
comment 4.7):
Corollary. ||M || = limn→∞(r2n) 12n = limn→∞ ||Mn(δ)|| 1n .
Proof. We know that lim supn→∞ ||Mn(δ)||
1
n ≤ ||M ||, so we need lim infn→∞ ||Mn(δ)|| 1n ≥ ||M ||.
Let λ < ||M ||. Since ||M2k(δ)||2−k is increasing to ||M ||, for all k ≥ K large enough we have
λ2
k ≤ ||M2k(δ)||. Now let n ≥ 2K , and let k be such that 2k > n ≥ 2k−1. Then ||M2k(δ)|| =
||M2k−nMn(δ)|| ≤ ||M ||2k−n||Mn(δ)||. Thus:
||Mn(δ)|| ≥ ||M ||n−2k ||M2k(δ)|| ≥ ||M ||n−2kλ2k ≥ ||M ||n−2kλ2k
(
λ
||M ||
)2n−2k
=
(
λ2
||M ||
)n
.
Letting λ→ ||M ||, we obtain lim infn→∞ ||Mn(δ)|| 1n ≥ ||M ||, and we conclude.
Comment 4.6 (Proposition 4.5.2, PP. 55-56). Here we fill in the details of the proof of proposition
4.5.2. We want to show that if X is the homogenous k-regular tree and M is the operator defined
by the random walk, then ||M || = 2
√
k−1
k
. This uses the fact established in the previous proposition
that M is the inverse of the radius of convergence of the return generating function, that is, of
R(z) =
∑
n≥0
rnz
n, where, for n ≥ 0, rn is the probability of the random walk being at the origin x0
at time n having started at the origin at time 0.
We define the first return generating functionQ(z) =
∑
n≥0
rnz
n, where q0 = 0 and, for n ≥ 1, qn is
the probability of the random walk being at the origin x0 for the first time at time n having started
at the origin at time 0. The link between these two function is given by R(z) = 1 + Q(z)R(z).
Indeed, if n ≥ 1, then to go back at the origin at time n we need to go back at the origin for the
first time at time i, for some 0 < i ≤ n, and then go back to it in j steps, for i+ j = n. Therefore
rn =
∑
i+j=n
qirj, which is the coefficient of z
n in 1 +Q(z)R(z). So R(z) = 1
1−Q(z) .
Next we fix a vertex y0 adjacent to x0 and define a new generating function T (z) =
∑
n≥0
tnz
n,
where, for n ≥ 0, tn is the probability of the random walk being at x0 for the first time at time n
after having started at y0 at time 0. Now for n ≥ 1, to go from x0 to x0 in n steps for the first
time, we need to first go to a neighbour of x0 in one step, and the from there to x0 in (n−1) steps
for the first time. Thus, by symmetry, qn =
∑
y∼x0
1
k
tn−1 = tn−1, and so Q(z) = zT (z). This gives
yet another expression: R(z) = 1
1−zT (z) .
If instead we defined the first return generating function starting from a point y1 at distance m
from x0, instead of starting from y0 which is at distance 1, we would get the generating function
Tm. Since X is a tree, there is a unique path x0 = v0, v1, . . . , vm = y1, so to go from y1 to x0 one
must first go from vm to vm−1, then from vm−1 to vm−2, and so on until x0. Thus, by an argument
similar to the one relating Q and R, we deduce that Tm(z) = T (z)
m.
This allows to find an expression for T . To go from y0 to x0, we have one chance out of k to
land right away. In the (k − 1) other cases, we land at a neighbour of y0 which is not x0, so we
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are now at distance 2 from x0. So then the probability to go back is given by the coefficients of
zT (z)2, where the multiplication by z accounts for the step lost in going from y0 to this neighbour.
Therefore T (z) = z
k
+ k−1
k
zT (z)2. Solving for T , we obtain T (z) =
k±
√
k2−4(k−1)z2
2(k−1)z . Notice that
this makes sense when k ≥ 2, which is the case since we are working with a connected graph, and
when z 6= 0, which for the moment we can assume formally since T (0) = 0 (we will soon see that
extending T to z = 0 this way makes sense).
When 0 < z ≤ 1, we can give another interpretation for T (z): it is the probability of ever
reaching x0, starting at y0, where at each step we have probability z of taking another step, and
probability (1 − z) of stopping. This shows that when 0 < z ≤ 1, since T (z) is a probability, we
have 0 ≤ T (z) ≤ 1. But, for 0 < z ≤ 1:
k +
√
k2 − 4(k − 1)z2
2(k − 1)z ≥
k +
√
k2
2(k − 1)z =
k
(k − 1)z > 1,
so T (z) cannot take this value. Therefore we must take the minus sign in the expression for T .
We conclude that T (z) =
k−
√
k2−4(k−1)z2
2(k−1)z .
Now at the numerator we have the expression k −√k2 − 4(k − 1)z2, whose derivative with
respect to the complex variable z is 4(k−1)z√
k2−4(k−1)z . It follows that z = 0 is a zero of order two of
the numerator, and of order one of the denominator, so T has an analytic continuation around
0 up to the branch point, which occurs at the zero of the square root function, which is z0 =
k
2
√
k−1 . Therefore the radius of convergence of T is exactly z0 ∈ R>0. We have already seen that
R(z) = 1
1−zT (z) , which is analytic around 0 up to whenever the denominator is non-zero and T is
analytic. The analyticity of T has just been discussed. As for the denominator being non-zero, we
notice that this occurs if and only if 1 = zT (z) =
k−
√
k2−4(k−1)z2
2(k−1) . Rearranging the terms yields√
k2 − 4(k − 1)z2 = k − 2(k − 1) = 2 − k. If k ≥ 3, the right hand side is negative while the
left-hand side is positive, for 0 ≤ z < z0; if k = 2 then we have equality only at ±z0. In both cases,
we deduce that the radius of convergence of R is also z0. We conclude that ||M || = 1z0 = 2
√
k−1
k
.
Comment 4.7 (Proposition 4.5.4, PP. 56-57). Here we fill in the details of the proof of proposition
4.5.4. Let X = (V,E) be a connected k-regular graph. If X is bipartite, write V = I ∪ O, else
write V = I = O. We need to estimate the norm of N , which is the restriction of the Markov
operator M on the subspace L20(X) = {f ∈ L2(X) :
∑
x∈I
f(x) =
∑
x∈O
f(x) = 0}. Recall that we
already know the norm of the Markov operator M˜ of the homogenous k-regular tree X˜ = (V˜ , E˜)
from proposition 4.5.2.
Suppose that the diameter of X is at least (2r+2). Then we can choose x1, x2 ∈ V of distance
(2r + 2). It follows from the fact that this distance is even that, if X is bipartite, x1 and x2 are
in the same part. (Notice that if we only ask for the diameter to be at least (2r + 1), as in the
book, then in the case where it is exactly (2r + 1) and the graph is bipartite, whatever x1 and x2
we choose, they are going to lie in two different parts). Define δi = χ{xi} and f = δ1 − δ2. Since
x1 and x2 are in the same part, it follows that f ∈ L20(X). Also, ||f ||2 = 2.
Since x1 and x2 are further than (2r + 1) apart, if we denote by Br(xi) the closed ball of
radius r around xi, then we have Br(x1) ∩ Br(x2) = ∅. By the definition of M , if f ∈ L2(X) is
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supported on Br(xi), then M(f) is supported on Br+1(xi), since M(f)(x) can only be non-zero if
f(y) 6= 0 for some neighbour y of x. It follows by induction that M r(δi) is supported on Br(xi),
where M r is the iterated composition of M with itself. Then ||M r(f)||2 = ||M r(δ1)−M r(δ2)||2 =
||M r(δ1)||2 + ||M r(δ2)||2.
Next, we prove that ||M˜ r(δe)|| ≤ ||M r(δi)||, where e is the origin of X˜ . Recall that since X is
regular, X˜ is a covering graph of X , meaning that there exists a surjective map π : X˜ → X which
is a local isomorphism, that is, if y, y′ ∈ V˜ , then y ∼ y′ if and only if π(y) ∼ π(y′). Fix a covering
map π such that π(e) = xi. We will prove that for all x ∈ V :
(∗) : M r(δi)(x) =
∑
π(y)=x
M˜ r(δe)(y).
We have already seen that M r(δi) is supported on Br(xi). The same argument shows that M˜
r(δe)
is supported on Br(e), which is finite; so the sum on the right-hand side of (∗) is finite. Then it
follows that:
||M r(δi)||2 =
∑
x∈V
M r(δi)(x)
2 =
∑
x∈V
( ∑
π(y)=x
M˜ r(δe)(y)
)2 ≥
≥
∑
x∈V
∑
π(y)=x
M˜ r(δe)(y)
2 =
∑
y∈V˜
M˜ r(δe)(y)
2 = ||M˜ r(δe)||2.
So we only have to prove (∗). We proceed by induction on r. The base case r = 0 is clear: both
sides of the equation are equal to 1 if x = xi and 0 otherwise. Now suppose that (∗) holds up to
r. Then:
M r+1(δi)(x) =
∑
x′∼x
1
k
M r(δi)(x
′) =
∑
x′∼x
∑
π(y′)=x′
1
k
M˜ r(δe)(y
′).
Since π is a surjective local isomorphism, π(y′) = x′ ∼ x if and only if there exists y ∈ V˜ such that
π(y) = x and y′ ∼ y. So:
· · · =
∑
π(y)=x
∑
y′∼y
1
k
M˜ r(δe)(y
′) =
∑
π(y)=x
M˜ r+1(δe)(y),
so (∗) holds for (r + 1) and we conclude.
Putting all of this together:
2||N ||2r = ||N ||2r · ||f ||2 ≥ ||N r(f)||2 = ||M r(f)||2 =
= ||M r(δ1)||2 + ||M r(δ2)||2 ≥ 2||M˜ r(δe)||2.
Thus, ||N || ≥ ||M˜ r(δe)|| 1r . But when r → ∞, the right-hand side of this inequality converges to
||M˜ || (comment 4.5).
From this, the proposition follows: if Xn,k is an infinite family of k-regular graphs, then their
diameter goes to infinity, so if Nn is, as above, the Markov chain operator associated to the random
walk on Xn,k restricted to L
2
0(Xn,k), then lim infn→∞ ||Nn|| ≥ ||M˜ || = 2
√
k−1
k
.
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Appendix
A From graphs with bounded degree to regular graphs
In the definition of expanding graphs at the beginning of the book (definition 1.1.1), the author
states that we restrict ourselves to regular graphs, since they are those which appear in all examples
and applications. Although it is true that all expanding graphs appearing in the book are regular
multigraphs, i.e., with multiple edges and/or loops, they are not always regular as simple graphs.
This is not really important for our purposes: the only application we saw concerns superconcen-
trators and bounded concentrators, for which having expanders with bounded degree is enough.
However, in order to be coherent with the definitions, we address how to get around those instances.
The two instances we encountered in which the expanders are of bounded degree and not regular
are in remark 1.1.2 (ii) and in proposition 3.3.1. In the first case, when passing from a bi-expander
to an expander, the regularity is lost. In the second case, we have a family of regular graphs but
their degree is not necessarily always the same. We will give a general method for passing from
expanders of bounded degree to regular expanders, but in the case of proposition 3.3.1 we can do
even better (corollary A.7).
The main idea is the following: if we have a graph which satisfies the expanding condition for
some c, then adding edges to it cannot change that. Also, in an asymptotic setting like that of
expanding graphs, adding a fixed number of vertices to each graph will not affect the expanding
property when the size of the graphs gets large enough. Everything here is done quite explicitely,
since all of this has no real interest if it cannot be turned in an algorithm.
I thank Da´niel Kora´ndi, who was my professor of Graph Theory at EPFL, for suggesting to
me the statements of A.3 and A.7.
A.1 Regularization of graphs
This subsection is devoted to proving that a graph with degree bounded by k can always be made
regular by adding at most (k + 2) vertices.
The first step is to construct regular and almost-regular graphs. Recall that a k-almost-regular
graph is one where each vertex has degree k or (k−1). We will be looking for specific almost-regular
graphs, so we define an (a, b, k)-almost-regular graph to be a graph on n = (a+b) vertices where
a vertices have degree k and the other b have degree (k − 1).
Lemma A.1. Let 0 < k < n be integers. Then there exists a k-regular graph on n vertices if
and only if nk is even. Furthermore, this graph can be chosen such that: if k > 1 then it is
Hamiltonian, and if k < (n− 1) is even, then there is a matching of size [n
2
] in the complement.
Proof. Necessity follows from the handshake lemma.
Let X be a set of n vertices arranged in a circle. Suppose that k is even, and connect each
vertex to its k neighbours: k
2
clockwise and k
2
counter-clockwise. This gives the desired k-regular
graph. Furthermore, suppose that k < (n − 1). If n is even, then each vertex is not connected
to its antipode, so we have a perfect matching in the complement. If n is odd, then each vertex
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Figure 2: A 4-regular graph on 9 vertices. The dotted lines indicate the large matching in the
complement.
is not connected to the two vertices around its antipode, call them left- and right-antipodes. By
ignoring one vertex, connecting each vertex to its left-antipode yields a matching in the complement
covering (n− 1) vertices.
Suppose that k is odd, then n must be even. Construct a (k−1)-regular graph as before. Then
since k < (n− 1) and n is even, there is a perfect matching in the complement. Adding this gives
a k-regular graph.
In both cases, the Hamilton cycle is around the circle.
An example of this construction is shown in figure 2.
Corollary A.2. Let 0 < k < n and a, b ≥ 0, where (a + b) = n. Then there exists an (a, b, k)-
almost-regular graph on n vertices if and only if ak + b(k − 1) is even.
Proof. Once again, necessity follows from the handshake lemma. Also, we may assume that a, b >
0, otherwise this is just the previous lemma.
If k = 1, then ak + b(k − 1) = a is even, so we can take an n-vertex graph with a matching
covering a vertices and we are done. So we may assume that k > 1.
Suppose that nk is even. Since k > 1, we can construct a Hamiltonian k-regular graph on n
vertices as before. Now nk−b = ak+b(k−1) is even, so b is even. Furthermore, b < (n−1), so there
is a matching covering b vertices in this graph (extracted from the Hamilton cycle). Removing this
matching, we remain with b vertices of degree (k − 1) and a vertices of degree k.
Suppose that nk is odd. Then (k − 1) and n(k − 1) are even, so we can construct a (k − 1)-
regular graph on n vertices as before, such that there is a matching covering (n−1) vertices in the
complement. Now n(k−1)+a = ak+ b(k−1) is even, so a is even. Furthermore, (k−1) < (n−1)
and a < (n−1), so there is a matching covering a vertices in the complement of this graph. Adding
this matching, we remain with a vertices of degree k and b vertices of degree (k − 1).
This allows us to prove the main result of this subsection:
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Proposition A.3. Let X = (V,E) be an n-vertex graph with degree bounded by k < n. Then there
exists a k-regular graph X ′ with at most (n + k + 2) vertices that contains X as a subgraph. In
other words, we can make X regular by adding at most (k + 2) vertices and some edges.
If k is even, then X ′ may be chosen to have at most (n + k + 1) vertices.
If X is connected, then X ′ may be chosen to be connected.
Proof. First, if the maximum degree is not k, we can just pick a vertex with maximum degree and
connect it to some other vertices, so that now X has maximum degree k. Then, whenever two
vertices are not connected and have degree smaller than k, we connect them. This reduces to the
following setting: X has maximum degree k, and the non-empty subset K of vertices whose degree
is smaller than k induces a complete subgraph. (This does not mean that all the vertices in K
have the same degree, since they are probably connected differently to the rest of V ). Since the
degree of each vertex is smaller than k, we conclude that K has at most k vertices. If K = {v} is
an isolated singleton, we can add a complete graph Kk and connect each vertex of it to v, and we
are done. Therefore we may assume that |K| ≥ 2, so each vertex in K has degree at least 1.
Now let l be the total degree missing, and δ the maximal degree missing. That is, l =
∑
v∈K
(k−
d(v)) and δ is the maximal term of this sum. Suppose that there exists an integer m such that:
1. m ≥ δ;
2. m > k − [ l
m
] > 0
3. (n +m)k is even.
We claim that then we can make X regular by adding m vertices.
Indeed, add a setM ofm vertices to X . NumberK = {v1, v2, . . . , vt}, where we ordered the ver-
tices from lowest to highest degree, and identify M with Z/mZ. We need to add l edges from K to
M , so let L = {e1, . . . , el} be the set of edges we will add. We can partition L as L = L1∪L2∪· · ·∪Lt,
where Lj is the set of edges that will leave from vj , so that |Lj | = k − d(vj). Up to reordering, we
may assume that this partition is increasing, i.e., L1 = {e1, . . . , e|L1|}; L2 = {e|L1|+1, . . . , e|L1|+|L2|},
and so on. Now if ei ∈ Lj , we add the edge ei between vj and i mod m ∈ M . This does
not create multiple edges, since |Lj | ≤ δ ≤ m, and in the end all the vj have degree k. As
for the vertices in M , each one is adjacent to all the edges whose index is in the corresponding
class mod m, so each vertex is adjacent to [ l
m
] vertices, while some are adjacent to [ l
m
] + 1. let
d := [ l
m
] + 1 and say we have a vertices of degree d and b vertices of degree (d− 1). To make the
degrees of the vertices inM equal k, we need to add a (b, a, k−(d−1))-almost-regular graph onM .
By corollary A.2, we can do this provided that 0 < k − (d − 1) = k − [ l
m
] < m, and that
b(k − (d − 1)) + a(k − d) is even. The inequality has been assumed. So it remains to prove
the congruence condition. Consider the graph we had while there were no edges between the
vertices of M . In that graph, there were n vertices of degree k, a of degree d and b of degree
(d − 1), so nk + ad + b(d − 1) is even. By hypothesis, nk +mk is even, so mk + ad + b(d − 1) =
(a+ b)k + ad+ b(d− 1) = b(k + d− 1) + a(k + d) is also even. Switching some signs (which does
not change the parity), we conclude.
Finally, we need to show that such an integer m exists. We claim that m = (k + 1), (k + 2)
satisfy conditions 1 and 2 above. 1 follows from the definition of δ. As for 2, first k − [ l
m
] ≤ k <
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x0
x1
x2
x3
x4
v0
v1
n0
n1
n2
Figure 3: We start with the graph on the xi, vi with the black edges, where the maximal degree is
k = 3. The xi have degree 3, while the vi do not. We add three new vertices ni, and the dotted
edges. The resulting graph is 3-regular.
(k+1) < (k+2). Secondly, l ≤ k(k− 1), since each vertex in K has degree at least 1, and m > k;
so:
k − [ l
m
] ≥ k − l
m
≥ k − k(k − 1)
m
> k − k(k − 1)
k
= k − (k − 1) = 1 > 0.
Then we choose whichever value makes (n+m)k even, so that 3 is also satisfied. Notice that if k
is even, (n+m)k is always even, so we can choose m = (k + 1).
Now suppose that X is connected. Then all the vertices of X are contained in a connected
component of X ′. Call X ′′ the subgraph of X ′ induced by this connected component. Then X ′′ is
connected, k-regular, and contains X as a subgraph.
An example of this construction is shown in figure 3.
We close this section by showing that, in a general setting, we cannot do better.
Lemma A.4. The (k + 1), (k + 2) in proposition A.3 are sharp. More precisely, there exist
arbitrarily large graphs X with degree bounded by k > 0 that cannot be made regular by adding less
than (k + 1) vertices, if k is even, or (k + 2) vertices, if k is odd.
Proof. Suppose that k is even. Then for all n ≥ 2, we have that 0 < nk− 2 = (n− 1)k+(k− 2) is
even. Let X be an n-vertex graph with (n− 1) vertices of degree k and one of degree (k − 2). We
want to add vertices and edges to make X k-regular. We must start by adding two new vertices to
connect to the vertex of degree (k−2). This leaves us with n vertices of degree k and two of degree
one or two (depending on whether we connect them or not). To get the degree of these two vertices
to k, we must add at least (k−2) new vertices, which leaves us with at least n+2+(k−2) = n+k
vertices. Suppose we add exactly (k−2) vertices. Then they must all be connected to the first two
new vertices, which raises their degree to 2, and after that the most we can do is put a complete
graph on these (k − 2) vertices, which raises their degree to 2 + (k − 3) = (k − 1). Therefore we
need at least one more vertex.
This shows that in this setting we need at least (k+1) new vertices. To show that such exam-
ples can get arbitrarily large, we need to check the existence of graphs with n vertices of degree k
and one of degree (k− 2), when nk is even. This can be done the following way: pick an k-regular
graph with n vertices. If we find a ”cherry”, i.e., a triple of vertices u, v, w such that v is connected
to both u and w and u and w are not connected, then we can eliminate the edges leaving from
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v and add an edge between u and w. This does not change the degree of u and w, and it lowers
the degree of v to (k − 2). So now it is enough to show that any connected graph that is not
complete contains a cherry. Indeed, suppose that X is a connected graph with no cherry and let
v, w ∈ V (X). By connectedness, there is a shortest path v = v1v2 · · · vl = w. Suppose that v and
w are not adjacent, so l ≥ 3. Since X has no cherry and v2 is connected to both v1 and v3, there
must be an edge connecting v1 and v3, which leads to a shorter path. This is a contradiction, so
v and w must be connected and X is complete.
Suppose that k is odd. Then if n ≥ 3 is odd, nk − 1 = (n − 1)k + (k − 1) is even, so by
corollary A.2 there exists an (n− 1, 1, k)-almost-regular graph X . That is, X is an n-vertex graph
with (n− 1) vertices of degree k and one of degree (k − 1). We want to add vertices and edges to
X to make it k-regular. A similar argumment as before shows that we need at least (k + 1) new
vertices. However, since n and k are odd, (n+ k + 1)k is also odd, so there cannot be a k-regular
graph on (n + k + 1) vertices. So we need at least (k + 2) new vertices.
Remark. By a result attributed to Ko¨nig, any graph with degree bounded by k is an induced
subgraph of a k-regular graph. Our result is weaker, since we started the construction by adding
edges in the graph. However, the classic proof of Ko¨nig’s theorem works by adding copies of the
graph to raise the minimal degree by 1, which is not suitable for our situation.
A.2 Application to expanders
We will use the definition of fixed-expander introduced at the beginning of section 1 of these
comments. This is equivalent to that of expander up to a change of constant, and makes the
calculations here less tedious.
Proposition A.5. Let (Xn)n≥1 be a family of fixed-expanders for some constant 1 ≥ c > 0
with degree bounded by k. Let X ′n be the connected k-regular graphs obtained from the Xn as in
proposition A.3, so that X ′n has n
′ vertices, where n ≤ n′ ≤ (n+ k + 2). Then {X ′n : n ≥ 2 (k+3)
2
c(k+2)
}
is a family of (n′, k, c
k+3
)-expanders.
Proof. Fix n, and let n′ be the number of vertices in X ′n, so 0 ≤ (n′ − n) ≤ (k + 2). Denote by ∂′
and ∂ the neighbours operators in X ′n and Xn respectively. Let A be a set of vertices of X
′
n such
that |A| ≤ n′
2
and let A0 = A ∩Xn. We will have to treat three situations differently.
First, if A0 = ∅, then all the vertices of A are new and |A| ≤ (k+2). Since X ′n is connected by
hypothesis, A has at least one neighbour. Thus, |∂′A| ≥ 1 = 1|A| |A| ≥ 1k+2 |A| ≥ ck+3 |A|.
Now suppose that |A0| ≥ 1. Suppose further that |A0| ≤ n2 , so |∂A0| ≥ c|A0|. We want
to find d > 0 such that for all such A we have c|A0| ≥ d|A|. Writing |A| = |A0| + t, where
t ≤ (n′ − n) ≤ (k + 2), this translates to c
d
≥ |A||A0| = 1 + t|A0| . But the right hand side is at most
1 + (k + 2) = (k + 3), so letting d = c
k+3
works and we get |∂′A| ≥ |∂A0| ≥ c|A0| ≥ ck+3 |A|.
Finally, suppose that |A0| > n2 . Let A1 ⊆ A0 be a subset of size [n2 ]. Then
|A0 \A1| = |A0| − |A1| ≤ |A| − [n
2
] ≤ n+ k + 2
2
− n− 1
2
=
k + 3
2
.
So we get:
|∂′A| ≥ |∂A0| ≥ |(∂A1) \A0| = |(∂A1) \ (A0 \A1)| ≥ |∂A1| − |A0 \A1| ≥ c|A1| − k + 3
2
≥
56
≥ cn− 1
2
− k + 3
2
= c
n+ k + 2
2
− (c+ 1)(k + 3)
2
≥ c|A| − (k + 3).
Now we want to find d > 0 such that c|A| − (k + 3) ≥ d|A|. This translates to d ≤ c− k+3|A| . But
|A| ≥ |A0| ≥ n2 , so
c− k + 3|A| ≥ c−
k + 3
n
2
≥ c− ck + 2
k + 3
=
c
k + 3
,
since by hypothesis n ≥ 2 (k+3)2
c(k+2)
. Therefore choosing d = c
2
, we get |∂′A| ≥ c
k+3
|A|.
In all cases, |∂′A| ≥ c
k+3
|A|, so we conclude.
Notice that although these estimations are probably not optimal, we cannot hope to do much
better for general subsets, since we have no control over the expanding properties of the edges that
we have added. Still, we get a new family of expanders.
This result works also for bi-expanders, although the argument that follows does a bit worse for
the degree and the constant of expansion. Start with a family of bi-expanders for a constant c > 0,
with degree bounded by k. Add edges in order to ensure that this graph has a perfect matching,
raising the bound on the degree to (k + 1) (see comment 1.2). Apply the second direction of
remark 1.1.2 (ii) (comment 1.1) to get a family of fixed-expanders for the same constant c and
degree bounded by 2k. Then apply proposition A.5 to get a family of 2k-regular fixed-expanders
for c′ = c
2k+3
. Finally apply the first direction of remark 1.1.2 (ii), which preserves regularity, to
get back a family of (2k + 1)-regular bi-expanders for the same c′. Thus we proved:
Corollary A.6. Let (Xn)n≥1 be a family of bi-expanders for some constant 1 ≥ c > 0 with degree
bounded by k. Let X ′n be the bipartite (2k + 1)-regular graphs obtained from the Xn as above, so
that each part of X ′n has n
′ vertices, where n′ ≤ n ≤ (n + (2k + 1) + 2) = (n + 2k + 3). Then
{X ′n : n ≥ 2 ((2k+1)+3)
2
c((2k+1)+2)
= 8 (k+2)
2
c(2k+3)
} is a family of (n′, 2k + 1, c
2k+3
)-bi-expanders.
A.3 A special case
In this subsection we address a special case that we encounter in the book, in which we can do
better than in the general case.
The expander graphs encountered in proposition 3.3.1 are regular but not of the same degree
(comment 3.15). In this case, to make them all of the same degree, we do not need to add any
new vertex, which leaves the constant of expansion unchanged.
Lemma A.7. Let X = (V,E) be a k′-regular graph on n vertices, and let k > k′ be such that kn
is even and k ≤ n
2
. Then we can add edges to X to make it k-regular. If k′ = (k − 2), we can do
this so that the added edges form a Hamilton cycle.
Proof. Let X be the complement of X . Then for every v ∈ V , its degree in X is (n − 1) − k′ ≥
(n − 1) − (k − 1) = (n − k) ≥ n
2
. Recall Dirac’s theorem: if in an n-vertex graph each vertex
has degree at least n
2
, then it contains a Hamiltonian cycle. So X contains a Hamiltonian cycle
C. If furthermore n is even, then we can choose one out of two edges of C to get a matchingM inX.
Now adding C to X increases the degree of each vertex by 2, so if k′ ≡ k mod 2 we are done
by induction, and otherwise we can make X k′ = (k − 1)-regular. But then k′n is even, since X
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has n vertices and is k′ regular; so since kn is even by hypothesis, n must be even. Therefore we
can add the matching M to X to make it k-regular.
Corollary A.8. Let (Xn)n≥1 be a family of kn-regular expanders for some constant c > 0, and
suppose that k is such that k ≥ kn for all n. Let X ′n be the k-regular graphs obtained by adding
edges to the Xn as in the previous lemma, whenever possible. Then {X ′n : n ≥ 2k, kn even} is a
family of expanders, for the same constant c.
Remark. Looking at the classic proof of Dirac’s theorem [28, Theorem 3.4.5], it is easy to see that
it can be turned into an algorithm.
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B The arithmetic of quaternions
This section is devoted to proving some facts about (Hurwitz) integral quaternions that are used
in the proof of proposition 2.1.7 (PP. 9-11).
B.1 Basic facts about H˜(Z)
For a commutative ring R, define H(R) := {α = a0 + a1i + a2j + a3k : ai ∈ R}. This is a ring
for component-wise addition and multiplication defined by i2 = j2 = k2 = ijk = −1, and the rest
determined by distributivity. Thus, the product of two elements is:
(a0 + a1i+ a2j + a3k)(b0 + b1i+ b2j + b3k) =
= (a0b0 − a1b1 − a2b2 − a3b3) + (a0b1 + a1b0 + a2b3 − a3b2)i+
+(a0b2 + a2b0 + a3b1 − a1b3)j + (a0b3 + a3b0 + a1b2 − a2b1)k.
The conjugate of α = (a0 + a1i + a2j + a3k) is α = (a0 − a1i − a2j − a3k). The norm of α is
N(α) = αα = αα = (a20 + a
2
1 + a
2
2 + a
3
3) ∈ R. Generally the norm in the usual quaternions refers
to the square root of this quantity, but we want to do arithmetic on integral quaternions so this
will be more appropriate. We recall that H(R) is a division ring, that the norm is multiplicative,
and that αβ = βα.
The ring of integral quaternions is H(Z). Define the element f = 1
2
(1 + i + j + k). The ring
of Hurwitz integral quaternions is H˜(Z) := {a0f + a1i+ a2j + a3k : ai ∈ Z}. Notice that H˜(Z) is
the set of all quaternions whose coordinates are either all integers (if a0 is even) or all half an odd
integer (if a0 is odd). In other words, H˜(Z) = H(Z) ∪H(Z+ 12), where the second element of the
union is only a set.
Lemma B.1. 1. H˜(Z) is a ring.
2. The norm of an element of H˜(Z) is always a positive integer.
3. H˜(Z) has 24 units, which are exactly the elements with norm 1: the 8 integral units
{±1,±i,±j,±k} and the 16 non-integral ones, which are the ones of the form 1
2
((±1) +
(±i) + (±j) + (±k)).
Proof. 1. H˜(Z) is clearly a group for addition. To prove that it is a ring, since we already know
that H(R) is a ring, we only have to show that the product of two elements in H˜(Z) is still in H˜(Z).
By distributivity, it is enough to show it for the elements f, i, j, k. The products not involving f
are in H(Z) ⊂ H˜(Z). Since multiplication by i, j, k just permutes the set {±1,±i,±j,±k}, all
products of the form if, fi, . . . are in H˜(Z). Finally, f 2 = 1
2
(1− i− j − k) ∈ H˜(Z).
2. The norm of an element of H(Z) is a positive integer. Suppose that α ∈ H˜(Z) is not integral,
say α = 1
2
(a0 + a1i+ a2j + a3k), where the ai are odd integers. Then N(α) =
1
4
(a20+ a
2
1 + a
2
2 + a
3
3),
which is a positive integer since the square of an odd number is congruent to 1 mod 4.
3. Let α ∈ H˜(Z). If N(α) = 1, then α = α−1. If α is a unit, then since the norm is
multiplicative, we have N(α±1) = N(α)±1 ∈ Z≥0, so N(α) = 1. If α ∈ H(Z), then α must have all
coordinates equal to 0 but one which is ±1. Else, α must have all coordinates equal to ±1
2
.
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Remark. When working in H˜(Z), we sometimes need to determine whether an element is integral.
This is quite easy to do, since we only have to look at one coordinate, and it will be an integer if
and only if all of them are, by the way this ring is defined.
B.2 Factorization in H˜(Z)
The results and proofs in this subsection are taken from [29].
The reason we are interested in H˜(Z) is that it allows to do a sort Euclidean division.
Lemma B.2 (Left division algorithm). Let α, β ∈ H˜(Z), with β 6= 0. Then there exist γ, δ ∈ H˜(Z)
such that α = γβ + δ and N(δ) < N(β).
Proof. We start by showing the lemma for the special case in which β = n ∈ Z>0. Let α =
a0f +a1i+a2j+a3k and γ = x0f +x1i+x2j+x3k. We want to choose the xi so that N(α−γn) <
N(n) = n2. Now:
α−γn = 1
2
[(a0−nx0)+(a0+2a1−n(x0+2x1))i+(a0+2a2−n(x0+2x2))j+(a0+2a3−n(x0+2x3))k].
Let nx0 be the multiple of n that is closest to a0. Then |a0− nx0| ≤ 12n. For i > 0, let 2nxi be
the multiple of 2n that is closest to a0+2ai−nx0. Then |a0+2ai−nx0−2nxi| ≤ n. We conclude:
N(α− γn) = 1
4
(
(a0 − nx0)2 +
3∑
i=1
(a0 + 2ai − n(x0 + 2xi))2
)
≤ 1
4
(
n2
4
+ 3n2
)
< n2.
For the general case, let α and β be as in the statement. Since ββ is a positive integer,
we use the previous part to find a γ such that N(αβ − γββ) < N(ββ). By multiplicativity
N(α − γβ)N(β) < N(β)N(β), and, since β 6= 0, it follows that N(α− γβ) < N(β).
Corollary B.3. H˜(Z) is a left PID, meaning that all left ideals are principal.
Proof. The argument is the same as when proving that every Euclidean domain is a PID. Let I
be a left ideal of H˜(Z), and choose 0 6= x ∈ I of minimal norm. Let α ∈ I, and choose γ such that
α = γx+ δ with N(δ) < N(x). Since δ = α − γx ∈ I, by the choice of x we must have δ = 0, so
α = γx ∈ H˜(Z)x. Therefore I = H˜(Z)x.
B.3 The isomorphism H(Fp) ∼= M2(Fp)
There are many ways to prove the existence of such an isomorphism, most commonly by us-
ing classification theorems of algebras over finite fields, or of quaternion algebras. But, for our
purposes, a ring isomorphism is enough, so here we present a proof which needs less general theory.
Note, however, that there is a much easier proof in the case p ≡ 1 mod 4, which is actually
the only case that is used in this book (proof of theorem 2.1.7). In that case, there exists a square
root of -1 in Fp, so we can represent H(Fp) in M2(Fp) in the same way we represent H(R) in
U(2). Then the fact that this is an isomorphism follows from the cardinality of these two rings be-
ing the same. This does not work in the general case, so we present a proof that covers that as well.
Recall that a ring R is simple if its only two-sided ideals are 0 and R. We will use two well-known
theorems of Wedderburn:
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Theorem B.4 (Wedderburn’s theorem on simple rings). If R is a simple ring with identity 1 and
a minimal left ideal M 6= 0, then R is isomorphic to the ring of n × n matrices over a division
ring.
Theorem B.5 (Wedderburn’s theorem on finite division rings). If R is a finite division ring, then
it is a field (i.e., it is commutative).
A simple proof of theorem B.4 by Henderson can be found in [30]. A simple proof of theorem
B.5 by Witt can be found in [31, Chapter 5]. We will now use these theorems to prove the desired
isomorphism.
Theorem B.6. If p is an odd prime, then H(Fp) ∼= M2(Fp) as rings.
Proof. Assume for the moment that H(Fp) is a simple ring. Since it is finite, it has a minimal left
ideal M 6= 0. So we can apply Wedderburn’s theorem on simple rings to get that H(Fp) ∼= Mn(D),
for some division ring D. Now p4 = |H(Fp)| = |Mn(D)| = |D|n2, so necessarily |D| = pj for some
integer j ≥ 1. Then 4 = jn2, which is only possible if either j = 4 and n = 1 or j = 1 and n = 2.
In the first case, H(Fp) ∼= M1(D) = D, but H(Fp) is non-commutative so it cannot be a division
ring by Wedderburn’s theorem on finite division rings. In the second case, |D| = p, so D ∼= Fp and
we conclude.
Now we prove that H(Fp) is a simple ring. Let 0 6= α ∈ H(Fp), and let (α) be the two-sided
ideal generated by α. We can naturally see α as an integral quaternion as well. We want to find
a unit in (α). If p ∤ N(α), then N(α) ∈ (α) is a unit and we are done, so suppose that p|N(α).
Notice that N(x+ y) = (x+ y)(x+ y) = N(x) +N(y) +xy+ xy = N(x) +N(y) + 2Re(xy). In
particular, N(xαy+ zαw) ≡ 2Re((xαy) (zαw)) mod p. We do some calculations. For x ∈ H(Fp),
denote by xi its i coordinate. Then writing α = (a0 + a1i+ a2j + a3k) we have:
(αiα)i = ((a0 + a1i+ a2j + a3k)(a1 + a0i+ a3j − a2k))i = (a20 + a21 − a22− a23) = 2(a20 + a21)−N(α).
Therefore, in H(Fp), we have −N(iα − αi) = −2Re(iαiα) = 4(a20 + a21), so (a20 + a21), (a22 + a23) ∈
(α). Similar calculations with (αjα)j and (αkα)k show that the sum of the squares of any two
coordinates of α are in (α). Then a20 =
1
2
((a20+ a
2
1) + (a
2
0 + a
2
2)− (a21+ a22)) ∈ (α), and similarly for
all other coordinates. Since α 6= 0, at least one coordinate is a unit in Fp, and so its square is as
well. Therefore, (α) contains a unit, which concludes the proof.
We conclude with a fact that is used in the proof of theorem 2.1.8.
Corollary B.7. If p is an odd prime, then H˜(Z/pZ) ∼= M2(Fp) as rings.
Proof. Since p is odd, it makes sense to divide by 2, so H˜(Z/pZ) is a well-defined ring. Furthermore,
there is a natural embedding M2(Fp) ∼= H(Fp) = H(Z/pZ) →֒ H˜(Z/pZ). Since these two rings
have cardinality p4, this is an isomorphism.
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C Amenable actions and Tarski’s theorem
This section is devoted to proving Tarski’s theorem, and getting a better understanding of amenable
actions on the way. Indeed, we will not only prove theorem 2.2.2, but also other equivalences. This
is the approach that was taken in Monod’s class [2], and we will follow it closely. The only dif-
ference being that in that lecture the matching problem was treated in a way that allowed to not
mention graphs at all. Since graphs are one of the central topics of the book we are commenting,
it seemed suitable to take a more graph-theoretic approach.
In all that follows, groups will always be discrete.
C.1 Invariant means and amenable actions
Definition C.1. Let X be a set. A mean on X is a map µ : P(X)→ [0, 1] such that:
1. µ(X) = 1;
2. If A,B ⊆ X are disjoint, then µ(A ⊔ B) = µ(A) + µ(B).
We denote by M(X) the set of means on X .
The reason we do not call this a measure is that measures are usually thought of as countably
additive and come with a collection of measurable sets which is usually not the whole power set.
Example C.2. If ν ∈ ℓ1(X), ν ≥ 0 and ||ν||1 = 1, then we can see ν as a mean by setting
ν(A) =
∑
x∈A
ν(x).
Before we define amenability, we prove an important fact about the space of means.
Lemma C.3. Let M(X) be equipped with the pointwise topology, i.e., the subspace topology of
[0, 1]X . Then M(X) is compact.
Proof. By Tychonoff’s theorem, [0, 1]X is compact, so we only need to show thatM(X) is a closed
subset. But this is clear since we are only imposing closed conditions (equalities), thusM(X) will
be an intersection of closed sets, so closed.
We now move on to the key concept of this section.
Definition C.4. Let G be a group acting on a set X . A mean on X is G-invariant if for all
g ∈ G and all A ⊆ X , we have µ(g−1A) = µ(A). If there exists a G-invariant mean, we say that
the action is amenable.
Remark. In this section we will only talk about amenability of actions, not of groups, but we
mention here that a discrete group G is said to be amenable if the action of G on itself by left
translation is amenable. Once we have proved that an action is amenable if and only if it satisfies
the Følner condition, it will follow directly that this definition of amenable discrete groups is
equivalent to the one given in Lubotzky’s book.
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C.2 Følner and Reiter conditions
Here we introduce two analytic properties that will turn out to be equivalent to amenability: the
Følner condition (F) and the Reiter condition (R). We will prove that (F) implies (R) and that
(R) implies amenability.
Definition C.5. Let G be a group acting on a set X . The action satisfies the Følner condition
if:
(F): For all K ⊆f G and for all ǫ > 0, there exists some A ⊆f X such that for all x ∈ K:
|xA∆A| < ǫ|A|.
Notice that this is the same as the definition of amenability of discrete groups we have in
chapter 2, when G acts on itself.
The next lemma proves a few equivalent conditions to (F). The proof that (F) and (F’) are
equivalent completes comment 2.10. The fact that (F”) is again equivalent will be used in the
proof of Tarski’s theorem.
Lemma C.6. Let G be a group acting on a set X. Then the following are equivalent:
(F) For all K ⊆f G and for all ǫ > 0, there exists some A ⊆f X such that: |xA∆A| < ǫ|A| for
all x ∈ K.
(F’) For all K ⊆f G and for all ǫ > 0, there exists some A ⊆f X such that: |KA∆A| < ǫ|A|.
(F”) For all K ⊆f G and for all ǫ > 0, there exists some A ⊆f X such that: |KA| < (1+ ǫ)|A|.
Proof. (F) ⇒ (F’). Let K ⊆f G, ǫ > 0. Let A ⊆f X be such that |xA∆A| < δ|A| for all x ∈ K,
for some δ > 0. Then
|KA∆A| = |
⋃
x∈K
xA∆A| ≤
∑
x∈K
|xA∆A| < |K|δ|A|.
Choosing δ = ǫ|K| , we conclude.
(F’) ⇒ (F”). Let K ⊆f G, ǫ > 0. Let A ⊆f X be such that |KA∆A| < ǫ|A|. Then
|KA| ≤ |A|+ |KA∆A| < (1 + ǫ)|A|.
(F”) ⇒ (F). Let K ⊆f G, ǫ > 0. Without loss of generality, let e ∈ K. Let A ⊆f X be such
that |KA| < (1 + δ)|A| for some δ > 0. Then for all x ∈ K:
|xA ∪ A| = |(x ∪ e)A| ≤ |KA| < (1 + δ)|A|;
|xA ∩A| = |xA|+ |A| − |xA ∪A| > 2|A| − (1 + δ)|A| = (1− δ)|A|;
|xA∆A| ≤ |xA ∪A| − |xA ∩ A| < (1 + δ)|A| − (1− δ)|A| = 2δ|A|.
Choosing δ = ǫ
2
, we conclude.
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Now we move on to the second property discussed in this subsection. We will simply note
|| · || instead of || · ||1 for the ℓ1-norm, since it is the only one that appears so there is no room for
confusion.
Definition C.7. Let G be a group acting on a set X . Then G acts naturally on ℓ1(X) by
permuting the coordinates: (gν)(a) = ν(g−1a) for all a ∈ X . The action of G on X satisfies the
Reiter condition if:
(R): For all K ⊆f G and for all ǫ > 0, there exists some ν ∈ ℓ1(X) such that for all x ∈ K:
||xν − ν|| < ǫ||ν||.
Remark. This condition is generally noted (R1), and we have the analogous (Rp) for 1 ≤ p < ∞,
by letting G act on ℓp(X) and considering the p-norm. It turns out that these are all equivalent.
Also in this case, we will need an equivalent condition.
Lemma C.8. Let G be a group acting on a set X. Then the following are equivalent:
(R) For all K ⊆f G and for all ǫ > 0, there exists some ν ∈ ℓ1(X) such that: ||xν− ν|| < ǫ||ν||
for all x ∈ K.
(R’) For all K ⊆f G and for all ǫ > 0, there exists some ν ∈ ℓ1(X) such that ν ≥ 0, ||ν|| = 1
and: ||xν − ν|| < ǫ||ν|| for all x ∈ K.
Proof. (R)⇒ (R’). Let K ⊆f G, ǫ > 0. Let ν ∈ ℓ1(X) be such that ||xν−ν|| < ǫ||ν|| for all x ∈ K.
Since this inequality is strict, ||ν|| 6= 0, so we can normalize ν to get a vector of norm 1 satisfying the
same condition. Then we take |ν| ≥ 0 and we have: ||x|ν|−|ν||| = |||xν|−|ν||| ≤ ||xν−ν|| < ǫ||ν||
by the reverse triangle inequality.
The other direction is trivial.
Finally we get to the key proposition of this subsection, whose statement was announced at
the beginning.
Proposition C.9. Let G be a group acting on a set X. Then (F) implies (R) which implies
amenability.
Proof. For the first implication, let K ⊆f G, ǫ > 0. Let A ⊆f X be such that |xA∆A| < ǫ|A| for
all x ∈ G. Then it is easy to see that ||xχA − χA|| = |xA∆A|.
Now suppose that the action satisfies (R). Then by lemma C.8, it satisfies (R’). So for all
K ⊆f G, ǫ > 0, let ν(K,ǫ) ∈ ℓ1(X) be a positive vector of norm 1 such that ||xν(K,ǫ)−ν(K,ǫ)|| < ǫ||ν||
for all x ∈ K. Then by example C.2, we can consider the ν(K,ǫ) as elements of M(X).
We define a relation on D := {(K, ǫ) : K ⊆f G, ǫ > 0} by (K, ǫ)  (K ′, ǫ′) if K ⊆ K ′ and
ǫ ≥ ǫ′. Then (D,) is a directed set, so (ν(K,ǫ))(K,ǫ)∈D is a net in M(X). But by lemma C.3,
M(X) is compact, so this net admits an accumulation point µ ∈M(X). We claim that this is an
invariant measure.
Fix x ∈ G. Then the map RX → RX : ν 7→ (xν − ν) is continuous. This is because both
the subtraction and the action of G on RX are. Therefore, since µ is an accumulation point of
(ν(K,ǫ))(K,ǫ)∈D, we deduce that (xµ−µ) is an accumulation point of (xν(K,ǫ)−ν(K,ǫ))(K,ǫ)∈D ⊆ ℓ1(X).
Now by uniqueness of the limit in Hausdorff spaces (such as RX) and by the fact that if a net
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has a unique limit then any accumulation point is equal to it; it suffices to show that this last net
converges to 0 ∈ ℓ1(X) ⊆ RX . Let ǫ > 0. Then if ({x}, ǫ)  (K, ǫ′), we have ||xν(K,ǫ′) − ν(K,ǫ′)|| <
ǫ′||ν(K,ǫ′)|| = ǫ′ ≤ ǫ. This concludes the proof.
The rest of this section will be devoted to proving that all of these properties are equivalent to
each other, and to the non-existence of a paradoxical decomposition.
C.3 Marriage lemmas
Here we prove the infinite version of Hall’s marriage lemma (which is also used in theorem 2.1.17),
as well as the bigamist lemma, which will be the key in finding the paradoxical decomposition.
For a bipartite graph with parts I and O, and any subset A ⊆ I we will denote, as usual, ∂A
for the neighbours of A. We will simply note ∂v for ∂{v}.
Theorem C.10 (Hall Marriage lemma). Consider a bipartite graph I ⊔ O, such that each vertex
of I has finite degree. Then there exists a matching covering I if and only if for all A ⊆f I we
have |∂A| ≥ |A|.
Remark. This generalization relies on the finite version of the marriage lemma.
Proof. As in the finite case, the first direction is trivial. So consider a bipartite graph satisfying the
expanding condition. Define K :=
∏
v∈I
∂v ⊆ OI . Equip O with the discrete topology, and OI with
the product topology. Since each ∂v is finite, by Tychonoff’s theorem K is a compact subset of OI .
Now for each F ⊆f I, let KF denote the set of elements of K that define a matching covering F .
Then to say that there exists a matching covering I is equivalent to say that
⋂
F⊆fI
KF 6= ∅. By the
finite version of Hall’s marriage lemma, each KF 6= ∅. Also, since we are imposing conditions on
finitely many coordinates of OI , and O is discrete, KF ⊆ K is closed. Finally, if F1, . . . , Fn ⊆f I,
then KF1 ∩ · · · ∩KFn = KF1∪···∪Fn 6= ∅. Therefore the collection (KF )F⊆fI is a collection of closed
sets satisfying the finite intersection property, so by the compactness of K, we conclude that⋂
F⊆f I
KF 6= ∅.
Definition C.11. Let (I ⊔ O,E) be a bipartite graph. A bigamist matching is a pair of
matchings M± covering I and touching two disjoint sets of vertices in O.
Corollary C.12 (Bigamist lemma). Consider a bipartite graph I ⊔ O, such that each vertex of
I has finite degree. Then there exists a bigamist matching if and only if for all A ⊆f I we have
|∂A| ≥ 2|A|.
Proof. Once again, the first direction is trivial. Define I˜ := I×{±}. Define a new bipartite graph
on I˜⊔O by connecting (v,±) to ∂v for all v ∈ I. Then this new graph satisfies the usual expanding
condition, so there is a matching covering I˜. We get the two matchings we were looking for by
identifying I first with I × {+}, then with I × {−}.
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C.4 Tarski’s theorem
We will prove that an action that does not satisfy the Følner condition is paradoxical. Then this,
together with proposition C.9, implies that (F), (R), amenability and non-paradoxicality are all
equivalent properties for a group action.
Lemma C.13. Let G act on X, and suppose that the action does not satisfy (F). Then there is
exists some K ⊆f G such that for all A ⊆f X we have |KA| ≥ 2|A|.
Proof. By lemma C.6, if the action does not satisfy (F), then it does not satisfy (F”). That is,
there exists some K0 ⊆ G and some ǫ > 0 such that for all A ⊆f X we have |KA| ≥ (1 + ǫ)|A|.
Now let n be such that (1 + ǫ)n ≥ 2. Let K := Kn0 . Then for all A ⊆f X :
|KA| = |K0(Kn−10 A)| ≥ (1 + ǫ)|Kn−10 A| ≥ · · · ≥ (1 + ǫ)n|A| ≥ 2|A|.
This result looks very promising to apply the bigamist lemma. But to do this, we must first
change how we think about realizations, as they are defined in 2.1.1:
Definition C.14. Let G be a group acting on a set X , and let A,B ⊆ X . A piecewise-G map is
a map f : A → B such that there exists a partition A =
n⊔
i=1
Ai and elements x1, . . . , xn ∈ G such
that f(a) = xia whenever a ∈ Ai.
Then a realization is just a bijective piecewise-G map. With this language, corollary 2.1.3
becomes:
Proposition C.15. Let G be a group acting on a set X. Then the action is paradoxical if and
only if there exist two piecewise-G injections f± : X → X with disjoint image.
However, this definition of piecewise-G maps is a bit painful to work with. The next lemma
solves that problem:
Lemma C.16. Let G be a group acting on a set X, and let A,B ⊆ X. Let f : A→ B. Then f is
piecewise-G if and only if there exists some K ⊆f G such that for all a ∈ A we have f(a) ∈ Ka.
Proof. ⇒. Let f : A → B be a piecewise-G map, and let Ai, xi be as in the definition. Let
K := {x1, . . . , xn}. Then for all a ∈ Ai, f(a) = xia ∈ Ka, so for all a ∈ A, f(a) ∈ Ka.
⇐. Let K ⊆f G be such that f : A → B satisfies: for all a ∈ A, f(a) ∈ Ka. Denote
K := {x1, . . . , xn}. Define Ai := {a ∈ A : f(a) = xia and i is minimal for this property}. Then
the Ai form a partition of A, and by definition f(a) = xia whenever a ∈ Ai.
We are now ready to prove:
Theorem C.17 (Tarski’s theorem). Let G be a group acting on a set X. Then the action is
amenable if and only if it is non-paradoxical.
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Proof. ⇒. Suppose that the action is amenable, so let µ be a G-invariant mean. Suppose by
contradiction that there is a paradoxical decomposition X = A ⊔ B, with A ∼ X ∼ B. Since
piecewise-G maps do not affect µ, we have 1 = µ(X) = µ(A) + µ(B) = µ(X) + µ(X) = 2, a
contradiction.
⇐. By proposition C.9, it is enough to prove that if the action does not satisfy the Følner
condition, then it is paradoxical. So suppose that this is the case. By lemma C.13, there exists
some K ⊆f G such that for all A ⊆f X we have |KA| ≥ 2|A|. Consider the bipartite graph on
X ⊔X , where every input a ∈ X is connected to Ka. Then this graph satisfies the condition of
the bigamist lemma, so there exists a bigamist matching. Let f+ : X → X be the map assigning
each a ∈ X to its first match, and f− to its second match. Then for all a ∈ X, f±(a) ∈ Ka, so f±
are piecewise-G injections with disjoint image. By proposition C.15, the action is paradoxical.
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D Uniqueness of measures
The aim of this section is to give a detailed proof of the uniqueness of the Lebesgue measure, as
stated in 2.2.9. The two theorems below and respective proofs are taken from [32, Theorems 1.10
and 3.4]; though a little simplified since we are only interested in the case of finite measures, as
for the sphere.
Throughout this section, X will be a metric space, and B its Borel σ-algebra.
Lemma D.1. Let µ be a countably additive measure on (X,B). Then
1. For any ǫ > 0 and any Gδ set A, there exists some open set V such that µ(V \A) < ǫ.
2. Any closed set is a Gδ set.
Proof. 1. Let A =
⋂
n≥1
Vn be a Gδ set. Up to replacing Vn with
n⋂
m=1
Vm, we may assume that
Vn+1 ⊆ Vn for all n ≥ 1. Then:
0 = µ(
⋂
n≥1
Vn \A) = µ(
⋂
n≥1
(Vn \A)) = lim
n→∞
µ(Vn \A).
Therefore, for all ǫ, we might choose n sufficiently large to get µ(Vn \A) < ǫ.
2. Let C ⊆ X be closed, and for any ǫ > 0 define Cǫ :=
⋃
x∈C
B(x, ǫ), which is open. Then
C ⊆ ⋂
n≥1
C 1
n
. Also, if y ∈ ⋂
n≥1
C 1
n
, then for all ǫ > 0 there exists some x ∈ C such that d(x, y) < ǫ.
So y is a limit point of C, and since C is closed, y ∈ C. So C = ⋂
n≥1
C 1
n
.
Theorem D.2. Let µ be a countably additive measure on (X,B) such that µ(X) < ∞. Then for
all A ∈ B, for all ǫ > 0, there exist C closed, V open such that C ⊆ A ⊆ V and µ(V \C) < ǫ. In
particular, for the same sets, we have µ(V \A), µ(A \C) < ǫ.
Proof. Define A ⊆ B to be the collection of Borel sets satisfying the hypothesis. We want to show
that A = B. First note that by lemma D.1, all closed sets are in A, so we only need to show that
A is a σ-algebra. Clearly X ∈ A. If A ∈ A, then for all ǫ > 0, taking the respective C and V , we
have that V c ⊆ Ac ⊆ Cc and µ(Cc \ V c) = µ(V \C) < ǫ. So Ac ∈ A.
Finally, let (An)n≥1 ⊆ A and fix ǫ > 0. For all n ≥ 1, let Cn ⊆ An ⊆ Vn be as in the definition,
with ǫ
2n+1
. Define C :=
⋂
n≥1
Cn, and similarly A and V . Then C is closed and V is a Gδ-set.
By lemma D.1, there exists some W open such that V ⊆ W and µ(W \ V ) < ǫ
2
. So we have:
C ⊆ A ⊆ V ⊆ W , with C closed, W open, and:
µ(V \C) ≤ µ(
⋂
n≥1
(Vn \Cn)) ≤
∑
n≥1
µ(Vn \Cn) <
∑
n≥1
ǫ
2n+1
=
ǫ
2
.
So µ(W \C) = µ(W \ V ) + µ(V \C) < ǫ and A ∈ A. This concludes the proof.
Corollary D.3. Let µ, ν be countably additive measures on (X,B) such that µ(X), ν(X) < ∞.
Suppose that µ and ν agree on open sets. Then µ = ν.
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Proof. Let A ∈ B and let ǫ > 0. Then by theorem D.2, for all ǫ > 0 there exists V open such that
A ⊆ V and µ(V \A), ν(V \A) < ǫ (just take the intersection of the two open sets whose existence
is guaranteed by the theorem). Then:
|µ(A)− ν(A)| = |(µ(V )− µ(V \A))− (ν(V )− ν(V \A)| = | − µ(V \A) + ν(V \A)| < 2ǫ.
This being true for all ǫ > 0, we conclude that µ(A) = ν(A).
Theorem D.4. Let µ, ν be countably additive measures on (X,B), where X is separable. Suppose
that µ(X) = ν(X) < ∞ and that µ(B(x, r)) = g(r) and ν(B(x, r)) = h(r) are positive and
independent of x. Then µ = ν.
Proof. Let U ⊆ X be open. Then lim
r→0
h(r)−1ν(U ∩ B(x, r)) = 1 for all x ∈ U . Therefore:
µ(U) =
∫
U
lim
r→0
h(r)−1ν(U ∩ B(x, r))dµ(x) ≤ lim inf
r→0
h(r)−1
∫
U
ν(U ∩B(x, r))dµ(x)
by Fatou’s lemma. Now since X is separable and µ, ν are finite, we can apply Fubini’s theorem.
Also, note that for x, y ∈ U , we have x ∈ B(y, r) if and only if y ∈ B(x, r). Thus:∫
U
ν(U ∩B(x, r))dµ(x) =
∫
U
∫
U
χB(x,r)(y)dν(y)dµ(x) =
=
∫
U
∫
U
χB(y,r)(x)dµ(x)dν(y) =
∫
U
µ(U ∩B(y, r))dν(y) ≤ g(r)ν(U).
Therefore
µ(U) ≤ lim inf
r→0
g(r)
h(r)
ν(U),
and by the same argument
ν(U) ≤ lim inf
r→0
h(r)
g(r)
µ(U).
So lim
r→0
g(r)
h(r)
=: c exists and µ(U) = cν(U). This being true for all open sets, µ = cν by corollary
D.3. But µ and ν agree on X , so c = 1 and µ = ν.
Corollary D.5. The Lebesgue measure λ is the unique countably additive measure of total measure
1 on the Lebesgue sets of Sn that is invariant under rotation.
Proof. Let B be the Borel σ-algebra and L the Lebesgue σ-algebra on Sn. Note that Sn is a com-
pact metric space, so it is separable. Let µ be a measure satisfying the hypotheses. Then for all
r > 0, we have µ(B(x, r)) = µ(B(y, r)) for all x, y ∈ Sn. Indeed, SO(n+1) acts transitively on Sn,
so there exists g ∈ SO(n+ 1) such that g(x) = y. Then µ(B(y, r)) = µ(g(B(x, r))) = µ(B(x, r)).
Also, by compactness, for any r > 0 there exists a finite set F such that Sn =
⋃
x∈F
B(x, r). This
implies that µ(B(x, r)) > 0. So µ satisfies the hypotheses of theorem D.4, and we conclude that
λ = µ on B.
We are left to show that if A ∈ L is a null set, then µ(A) = 0. By the definition of λ, if
λ(A) = 0, then for all ǫ > 0 there exists an open set U such that A ⊆ U and λ(U) < ǫ. Therefore
µ(A) ≤ µ(U) = λ(U) < ǫ. This being true for all ǫ, we conclude that µ(A) = 0.
69
E Typos
Here is a list of all the typos that I have found while reading the book.
P. 10: In the proof of lemma 2.1.9, the right-hand-side of the next-to-last equation should be
8
k∑
j=0
pj.
P. 12: In the proof of corollary 2.1.12, D = {x ∈ S2 | ∃1 6= γ ∈ F, γ(x) = x}, with γ instead of r.
P.12: In the proof of proposition 2.1.13, n > 0, not n ≥ 0, since clearly ρ0(D) ∩D = D 6= ∅.
P. 13: At the end of the proof of theorem 2.1.17, kA . kX , not kA ≤ kX .
P. 15: At the end of the proof of lemma 2.2.6, the last equation should be with max{| ||fi||∞|},
with the absolute value.
P. 16: In the statement at the beginning of the page, it should be sup
x∈A
h(x) instead of ||h||∞.
This is discussed in more detail in comment 2.14.
P. 16: At the end of the proof of proposition 2.2.5, it should be m(f) ≤ ||f ||∞, not |m(f)|.
P. 21: In the second paragraph of the proof, the measure in the integral should be dλ, not dg.
P. 23: At the end of the paragraph starting with ”Now we use property (F ∗)...” it should be
”λ(nU∆U) < ǫ
2
λ(U) for all n ∈ N”, with n instead of k.
P. 25: At the beginning of the page, the definition of L2(G,W ) should be with ||f(g)||2, not
with ||f(g)||. Also, the right definition of θ is: θ(f ⊗ v)(g) = f(g)(π(g−1)v). This is discussed in
more detail in comment 3.9.
P. 26: At the end of the page, it should read ”every discrete Kazhdan group is finitely gen-
erated”, not ”every countable Kazhdan group is finitely generated”. See comment 3.13 for more
details.
P. 30: The statement should read: ”Let Γ be a discrete finitely generated Kazhdan group”,
instead of ”finitely generated Kazhdan group”. See comment 3.15 for more details. The same
holds for proposition 3.3.7 at page 33.
P. 31: The set Yn should be defined as {e3, . . . , e[n
2
]}, starting at e3 instead of e1. See comment
3.17 for more details.
P. 33: The sum should run over X ∈ Γ/N , not X ∈ G/H . The typo appears four times: in all
of the sums running over G/H and in the definition of Bj. Also, in the definition of ϕ, it should
once again be Γ/N , not G/N . There are other imprecisions in this proof: see comment 3.20 for
more details.
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P. 46: In the equation expressing 〈df, df〉, the second line of the equation should be∑
v∈V +
g(v)
∑
u∈V
δvu(g(v)− g(u)) + · · ·
with the second sum running over V and not over V +.
P. 47: In the expansion of (f 2(x)−f 2(y)), the last term should be (β2i−j+1−β2i−j), with (i−j+1)
instead of (i− j − 1).
P. 51: In the last part of example C., the paragraph starting with ”As a corollary..”, it should
always be γ instead of τ . There are two instances when this typo appears. First: ”... with respect
to the generators γ and σ...”. Second: ”Then γ ·Am = Am and...”.
P. 55: In proposition 4.5.1, the definition of the return generating function should be R(z) =
∞∑
n=0
rnz
n, with the sum running over n instead of r.
P. 55: The proof of proposition 4.5.2 should start with: ”Fix the vertex x0 in X”, with x0
instead of v0.
P. 57: At the beginning of the proof of proposition 4.5.4, it should be: ”If diameter(X)≥ 2r+2”.
See comment 4.7 for more details.
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