This paper studies the use of polynomial fitting to model the global solar radiation that was measured by using solarimeter at Universiti Teknologi PETRONAS (UTP), located in Perak, Malaysia. The measured solar radiation data was filtered by using fitting and smoothing methods. The polynomial data fitting method was used for data smoothing and was tested by using different degrees of polynomial curve fittings. The error measurement was calculated by using the root mean square error (RMSE) and by determining the 2 R value. The polynomial fittings were carried out by using MATLAB.
I. INTRODUCTION
Solar radiation prediction and forecasting are importance in the generation of electricity and to provide the alternative energy [1] . The demand for energy is increasing exponentially as the human population increases dynamically [2, 3, 4, 5] . In Karim et al. [2] , wavelet transform has been used to compress the solar radiation data and to develop a new mathematical model for solar radiation data forecasting and prediction. Their work utilized two types of wavelets namely Meyer wavelets and Symlet 6 wavelets. Wu and Chan [1] have proposed a novel hybrid model to predict the hourly solar radiation data collected at Nanyang Technological University, Singapore. They use (Autoregressive and Moving Average (ARMA) and Time Delay Neural Network (TDNN). Their method gives better prediction with higher accuracy. Besides, polynomial fitting have been use in computer graphics and geometric modeling. For example, Khan [6] has used quadratic Bezier curve for video fitting and Sun et al. [7] have use cubic spline interpolation in 2D animation. Sulaiman et al. [8] has analyst the irradiation data using time series technique. They remove the deterministic component by using Fourier analysis and they utilized the ARMA models in order to analysis the stochastic component of the irradiation data. They conclude that the large variance of the residual distribution is typical at the place where we have cloudy climate such as Malaysia. Genc et al. [9] studied the use of cubic spline functions to analyze the solar radiation in Izmir, Turkey. They conclude that cubic spline regression provides a more accurate description of the relationship between total solar radiation data and the time of the day as compared to linear regression model. Two good sources on solar radiation data modeling are Khatib et al. [10] and Sen [11] .
Motivated by the works of Wu and Chan [1] and Karim et al. [2] , in this paper the authors will use polynomial data fitting to predict the solar radiation data with good prediction accuracy at minimal error. The best solar radiation model is obtained by using quadratic polynomial fitting.
II. POLYNOMIAL DATA FITTING
The polynomial data fitting or regression model determination is based on the steps as elaborated in this section.
where f is a regression function and i  are zero-mean independent random error with a common variance 2  . The main idea in the regression analysis is to construct a mathematical model for f and estimate it based on the noisy data. The function f can be approximate either by using polynomial of degree N , smoothing spline, Gaussian function or wavelet based method (Karim and Kong [12] , Karim [13] ).
There exist various types of data fitting or data regression [14, 15] . It can be either the polynomial based or non-polynomial.
where n is a positive integer and the degree of the polynomial. Now, say 1   n N then we may fit the data by using least square approach. This can be achieved by defining the error of fitting model:
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Taking sum square of the error in (2) gives us
To obtain least square fitting, the sum of error in (3) must be minimized. Hence,
Eq. (4) will give the following set of equations (in matrix forms): 
The solution for (7) is given by By using the same idea, least square data fitting for any degree can be obtained. The processes for data fitting are involving several steps. It was summarized as follows:
1. Input solar radiation data 2. Apply curve fitting method (using Matlab) 3. Calculate RMSE and 2 R value 4. Repeat Step 2 and 3 with other degree of polynomial 5. Compare all the results and find the best fitting model 6. Use the best model for solar radiation prediction and forecasting
III. SOLAR RADIATION DATA COLLECTION
The emitted solar radiation is the electromagnetic radiation that is emitted by the sun in the wavelength region of 280 nm to 4000 nm [2] .The intensity of solar radiation received outside earth's atmosphere is 1353 W/m 2 , which is commonly referred to as solar constant. This value varies after passing through the atmosphere and the amount received on the surface of the earth fluctuates, based on the meteorological conditions and also time of the day. At UTP, the data is monitored and measured by using sun tracking system equipped with solarimeters, as shown in Figure 1 . The system is placed on a tower, located outside the UTP Solar Lab, and data is captured by using computerized data acquisition system. The averaged measured data sets for the month of January 2011 are as shown in Figure 2 . [2] . The system has the ability to capture solar radiation data every minute and data resolution can be adjusted according to the requirements. The diffuse solar radiation can also be measured by using a semi-circle ring place above one of the solarimeters. The tracking system allows the measurement of solar radiation received directly by facing the measuring sensors directly towards the sun, as it is a 2-axis tracking system. 
IV. DATA FITTING MODEL FRAMEWORK
This section will gives framework for solar radiation data fitting. Figure 3 shows the framework. The data fitting framework in Section IV above will be use for our purpose. We apply polynomial fitting (regression) starting with degree 1 (linear) until degree 6 (sextic). All the polynomial coefficients are calculated based on 95% confidence interval. Table 1 summarized all the polynomial fitting results. Figs. 4 (a) until 4 (f) show the examples of polynomial fitting for solar radiation data. , it can clearly be seen that once the degree of the polynomial is increasing, the fitting graphs will starting to wiggle. Among the entire fitting model, quadratic, cubic and quartic polynomials seem to give better results as compare with the other fitting model. There is trade-off between less RMSE and higher 2 R value. For polynomial fitting with degree are quadratic, cubic and quartic, the value of RMSE and 2 R can be obtained in Table 1 . From the table, Polynomial fitting with quartic degree gives better 2 R (0.8975) and RMSE is 60.87. But by detail inspection to the figure, we can see that at both end of the graphs, the fitting model looks starting to wiggles. From Wu and Chan [1] and the main results in Al-Sadah et al. [16] , we believe the best model 
