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Summary
In this thesis we explore how geometrical and topological ideas from band theory
can be extended to quasicrystalline systems. We start by studying a model of a shal-
low quasicrystalline optical lattice. Here we show that due to a natural hierarchy
in the spectrum, an external force can be chosen such that the resulting dynamics
is simply captured by an effective band structure, albeit with the Brillouin zone re-
placed by a space referred to as a ‘pseudo’ Brillouin zone. Within a corresponding
semiclassical picture, we find the presence of Bloch oscillations, usually synony-
mous with periodicity, alongside additional anomalous terms due to Berry curva-
ture contributions. Fascinatingly, we also discover a so-called spiral holonomy in
the effective band structure, in which circular trajectories result in evolution into an
orthogonal state. We show that this feature is a result of the pseudo-Brillouin-zone
possessing the topology of a higher genus torus.
We then proceed to apply this theory to argue that quantum oscillations can oc-
cur in electronic quasicrystals. These were previously observed experimentally but
lacked a quantitative theory. We show that due to the spiral holonomy in their band
structure, for certain chemical potentials, the quantum oscillations are associated to
an exotic ‘spiral Fermi surface’ that is self intersecting and characterised by a turning
number—a topological invariant—that is larger than one.
Finally, we establish an analytic low-energy theory describing higher-order topo-
logical insulator phases in quasicrystalline systems. We find that the localised modes
at corners are not associated to conventional mass inversions, but are instead asso-
ciated to what we dub as ‘fractional mass kinks’. Going beyond the weak coupling
limit, we show that a hierarchy of additional gaps occur due to the quasiperiodicity,
which also harbour corner-localised modes.
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1Chapter 1
Quasicrystals and aperiodic order
1.1 Defining a quasicrystal
The discovery of quasicrystals by Shectman [4] forced a paradigm shift away from
the understanding that order implied periodicity [5]. The key experimental feature
was the presence of sharp Bragg peaks indicating a long range order, and yet these
possessed a crystallographically disallowed rotational symmetry which precluded
periodicity. Since then, there has been a huge research effort across disciplines [6].
Even the definition of a quasicrystal has had an intricate history [7]. This was
largely due to early opposition of Shectman’s discovery [5, 8], as well as the implic-
itly cross disciplinary nature of their study. The central concept that required re-
evaluation was the term ‘ordered’. While definitions can vary subtly in terminology,
the definitions established by Steinhardt remain mostly unchanged, it is therefore
these definitions we present here, adapted to modern terminology. We also high-
light alternative terminology and definitions throughout the discussion.
1.1.1 Order and disorder
The paradigm shift away from ‘periodic ⇔ ordered’ required a new definition of
what is meant by ‘ordered’ [9]. The key idea is to define this based on the properties
of the diffraction pattern (or scattering intensity) which is simply the square of the
Fourier transform [5, 7, 9]:
I(k) = |ρ˜(k)|2 =
∣∣∣∣ 1(2pi)D/2
∫
V
ρ(r)e−ik·r dr
∣∣∣∣2 , (1.1)
where ρ(r) is the mass density.
It was well known before Shectman’s discovery that periodic materials displayed
sharp Bragg peaks. For an ideal system these are delta functions, with support on a
discrete periodic lattice in reciprocal space. Disordered systems on the other hand,
had a smooth (absolutely continuous) scattering intensity [5]. Whereas quasicrys-
tals displayed peaks as sharp as those found for periodic systems, with these how-
ever filling reciprocal space densely. Steinhardt therefore suggested the following
definition for ordered structures (or translationally ordered in Steinhardt’s terminol-
ogy) [5]:
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Definition 1. A translationally ordered structure is a structure whose scattering ampli-
tude is given by a discrete sum of Bragg peaks.
Additional intuition as to why this definition is appropriate can be found by
writing the scattering intensity as the Fourier transform of the Patterson function,
I(k) = F [P(R)] [10], where F denotes the Fourier transform and
P(R) = lim
V→∞
1
V
∫
V
ρ(R− r)ρ(r)dr, (1.2)
is the Patterson function (also referred to as the averaged two-point correlator, or au-
tocorrelation function). Sharp peaks in the intensity therefore signifies the presence
of the long-range correlations that are absent in a disordered system but present in
quasicrystals and crystals.
We note that there are deterministic systems that do not display sharp Bragg
peaks, and so within this definition would be determined disordered [9]. That is,
deterministic does not imply ordered. We discuss an example of this in Sec. 1.2.1.
1.1.2 Periodic and aperiodic crystals
Distinguishing periodicity from aperiodicity is far simpler to achieve. A periodic sys-
tem has a unit cell and basis vectors with which one can translate this unit cell in
order to cover all of space. One can therefore trivially define aperiodic order (or
quasiperiodicity) as any system that is ordered according to the definition above,
while lacking a unit cell. This conservative approach is used in the definition from
International Union of Crystallography (IUCr) [11]:
Definition 2. In the following by crystal we mean any solid having an essentially dis-
crete diffraction diagram, and by aperiodic crystal we mean any crystal in which three-
dimensional lattice periodicity can be considered to be absent.
A more constructive definition can be formed based on how one indexes the
sharp Bragg peaks of crystalline and quasicrystalline systems. Specifically, one de-
fines a basis as the minimal set of vectors needed to index all Bragg peaks, while the
rank is the number, NR, of vectors in this minimal set. One then has the following
definitions from Steinhardt for a crystal (periodic ordered) and quasiperiodic struc-
ture (aperiodic ordered) [5]:
Definition 3. A crystal in d dimensions is a translationally ordered structure with a basis
whose rank is equal to d. A quasiperiodic structure in d dimensions is a translationally
ordered structure with a finite basis whose rank is exceeds d.
The condition for quasiperiodic structures to have a rank that exceeds the dimen-
sion directly ensures the presence of an incommensurate length scale. For example,
considering a one-dimensional structure, if there are two peaks that cannot be in-
dexed by a single vector, then their ratio must be irrational.
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1.1.3 Quasicrystals and incommensurate crystals
The types of possible aperiodic order is a subtle topic [9]. Generally, this is split
into two types: quasicrystals (with Shectman’s discovery as an example) and in-
commensurate crystals (either modulated or composite). Incommensurate crystals
were discovered before Shectman’s [12], but because these were considered to be
only slightly modified crystals they did not pose any problems for the ‘periodic⇔
ordered’ paradigm. Shectman’s discovery on the other hand was fundamentally
different, this displayed a crystallographically disallowed rotational symmetry. By
disallowed we mean incompatible with a periodic lattice [13], the allowed symme-
tries are 2, 3, 4 and 6-fold. No simple modulated periodic system could possess such
a symmetry.
It was therefore the disallowed rotational symmetry that was used to distinguish
this newly discovered phase termed a quasicrystal from the previously known in-
commensurate phases. Steinhardt proposed the following definitions of an incom-
mensurate crystal and a quasicrystal [5]:
Definition 4. An incommensurate crystal is a quasiperiodic structure with a crystallo-
graphically allowed orientational symmetry. A quasicrystal is a quasiperiodic structure
with a crystallographically disallowed orientational symmetry.
Due to the requirement of a disallowed rotational symmetry, this definition im-
plicitly rules out one-dimensional (1D) systems from being quasicrystals.
The distinction based on rotational symmetry is subtle. Here we outline argu-
ments for and against this distinction. A number of positives to Steinhardt’s defini-
tion are [5]:
1. Incommensurate crystals have a ‘simple’ underlying atomic structure:
• Incommensurately modulated crystals are weakly perturbed periodic lat-
tices, and incommensurate composite crystals are formed from at least
two combined periodic lattices with incommensurate unit cells [12]. These
properties are reflected in the scattering intensity. Which consists of strong
peaks at periodic positions and weaker incommensurate ‘satellite’ peaks
around these.
• A quasicrystal, on the other hand, does not admit such a simple descrip-
tion [5]. One cannot weakly perturb a periodic lattice to achieve a dis-
allowed rotational symmetry. The scattering intensity of a quasicrystal
also does not consist of strong peaks at periodic positions, with weaker
incommensurate locations.
2. The incommensurate length scale for quasicrystals is fixed:
• For incommensurate crystals, the incommensurability can change smoothly
with various physical conditions, including temperature and pressure.
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• Quasicrystals on the other hand, have a fixed length scale due to the disal-
lowed rotational symmetry. Which is fixed to certain irrational numbers.
For example, a 5-fold symmetry corresponds to the golden ratio.
We also list a number of negatives of Steinhardt’s definition [7]:
1. Although one can argue that incommensurate crystals are in some sense weakly
perturbed crystals, there is no clear quantitative definition of how weak this
should be.
2. It is also possible (and rather simple using the methods shown in the next
section) to construct aperiodic lattices similar to a Penrose tiling with crystal-
lographically allowed rotational symmetries such as 4-fold and 6-fold.
For these reasons, Lifshitz suggests dropping the forbidden symmetry condi-
tion [7]. Instead using ‘quasicrystal’ to refer to all aperiodically ordered systems,
incommensurate included. Nevertheless, since the disallowed rotational symme-
tries will play a central role in the novel physics in Chapters 3, 4 and 5, we will
use Steinhardt’s definition based on the forbidden symmetry throughout this thesis
(Def. 4).
1.2 Model quasicrystals: Lattice and density wave approaches
In the study of the electronic properties of quasicrystals there are two approaches
one can make when building a model [5]. The first approach one can take is to con-
struct an explicit lattice that satisfies the definition of being aperiodically ordered. A
key example of such a lattice was the Penrose tiling [14], which provided invaluable
insight into the underlying atomic structure of a quasicrystal. One can then simply
build a tight binding model for such a lattice. This approach is central to a large
amount of early research on the spectral properties of quasicrystals [15, 16].
An alternative approach to studying the electronic properties of quasicrystals is
the so-called ‘density wave’ approach [5, 17–19]. Here one ignores the subtleties
of constructing an explicit quasiperiodic lattice, and instead simply considers the
ionic lattice as an incommensurate sum of plane waves according to the diffrac-
tion pattern. This approach allows for a complementary, and typically more general
understanding—as compared to the tight binding approach—of the spectral prop-
erties of quasicrystals [20–24]. Moreover, it is this picture which will underlie much
of our work in Chapters 3, 4 and 5.
Here we outline a number of key and general insights that each perspective pro-
vides. The basic spectral properties that occur in both perspectives cover the back-
ground for the results covered in later chapters.
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FIGURE 1.1: Illustration of the inflation method for construction of
the Fibonacci lattice. For a ratio between bond lengths of τ, and
under a rescaling by τ, each inflation step possesses self-similar
structure to the preceding step. Similar inflation methods exist for
two-dimensional quasicrystalline lattices such as the Penrose and
Ammann-Beenker tilings.
1.2.1 Lattice models
Building a quasicrystal
Here we outline two key construction methods for building a quasicrystalline lat-
tice [13]. We use a 1D model as an example, the so-called ‘Fibonacci’ model. While
no 1D model can be a quasicrystal by definition (Def. 4), the insight gained here
readily carries over to higher dimensional, quasicrystalline, models.
The first key method for constructing a quasiperiodic or quasicrystalline lattice
is the inflation method. For the Fibonacci lattice, this is shown in Fig. 1.1, and is
captured by the following substitution rule
L→ LS (1.3)
S→ L,
where L and S refer to long and short bonds in the 1D chain. By initialising with
a single ‘letter’ L, and applying the above inflation rule, one constructs a Fibonacci
chain of arbitrary length
L→ LS→ LSL→ LSLLS→ LSLLSLSL→ . . . . (1.4)
The resulting lattice is ‘self-similar’, which is explicit from the inflation method of
construction.
In order to demonstrate that the Fibonacci lattice is aperiodic, one can simply
count the number of long bonds NL and short NS at each inflation step. This is
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captured by the following matrix formulation(
NL
NS
)
→
(
1 1
1 0
)(
NL
NS
)
. (1.5)
One finds the number of long and small bonds at each inflation step is given NL(m) =
Fm and NS(m) = Fm−1, where Fm denotes the m’th Fibonacci number. The ratio of
long to short bonds in the large chain limit is then given by
lim
m→∞
Fm
Fm−1
=
1+
√
5
2
= 1+
1
1+
1
1+
1
1+ · · ·
≡ τ, (1.6)
where τ is the ‘golden ratio’. Since this is irrational, the Fibonacci chain cannot be
periodic, as a periodic chain would necessarily contain a rational ratio of bond types.
While this demonstrates that the Fibonacci chain is aperiodic, showing that it is
ordered is more subtle. Nevertheless, it has been rigorously shown that a chain
formed from an inflation rule according to (1.5) will produce Bragg peaks if the
largest eigenvalue is a so-called ‘Pisot-Vijayaraghavan’-number [25] (PV-number).
For the Fibonacci chain, the largest eigenvalue is the golden ratio, which is indeed a
PV-number, and therefore the Fibonacci chain is ordered. This property interestingly
highlights that there can in theory be deterministically generated chains that have an
eigenvalue that is not a PV-number and therefore the chain will not be ordered. In
practice however, the only known chains without Bragg peaks are of a ‘Thue-Morse’
type, which satisfy the PV-number criterion, but have extinctions that remove all
Bragg peaks [25].
A second method for constructing quasiperiodic and quasicrystalline lattices is
the projection method. For the Fibonacci lattice, this is shown in Fig. 1.2, and works
by starting with a periodic two-dimensional (2D) square lattice and taking a cut
through this lattice at an angle according to
tan θ = τ−1. (1.7)
All sites within a certain window of this cut are then projected onto the 1D cut. The
resulting sequence of projected sites forms the Fibonacci lattice.
Both inflation and projection methods naturally generalise to higher dimensional
lattices. For example the inflation rule for the Penrose lattice can be found in Ref. [5],
where instead of a substitution rule for long and small bonds, one has a inflation
rule for two tiling pieces. The numbers of each tile are also given by a similar matrix
rule to that above (
N1
N2
)
→
(
2 1
1 1
)(
N1
N2
)
. (1.8)
One again finds the ratio of tiling pieces in the large lattice limit is given by the
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FIGURE 1.2: Illustration of the projection method for the construction
of the Fibonacci lattice. The acceptance window is the projection of
the unit cell. This method mirrors the defining property of quasiperi-
odic structures; a rank that exceeds their spatial dimension. As with
the inflation method, the projection method also readily generalises
to higher-dimensional quasicrystalline lattices.
golden ratio. Moreover the diffraction pattern was explicitly shown to have sharp
Bragg peaks experimentally [26], which in fact showed a similar structure to the
diffraction pattern found by Shechtman. The Penrose tiling can also be constructed
via the projection method by using a five-dimensional periodic lattice projected onto
two-dimensions.
Tight binding models on quasicrystalline lattices
The lattice models above form a natural basis from which one can build a tight bind-
ing model of a quasicrystal. This approach had actually already been extensively
studied even before the discovery of Shechtman of the first electronic quasicrystal.
Primarily 1D lattices have been studied. We therefore outline some key examples
and discuss how these offer some perspective on the electronic properties of qua-
sicrystals.
Almost all models here simply amount to a nearest neighbour tight binding
model [5]
Hˆψn = tn+1ψn+1 + tnψn−1 +Vnψn, (1.9)
with incommensurately chosen hoppings tn or on-site potential Vn. The first key
example is the Fibonacci model in which one chooses either the hoppings to take
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two values tS and tL according to the Fibonacci sequence discussed above [27–29]
tn =
tS if the letter n is S,tL if the letter n is L. (1.10)
An additional important example is the Harper-Hofstadter (or Aubry-Andre) model,
in which the on-site term is modulated incommensurately to the underlying lat-
tice [30–34]
Vn = cos 2piβn, (1.11)
where β is chosen to be irrational. This model is seemingly more trivial than the
Fibonacci model—more closely relating to incommensurately modulated crystals—
however, its electronic structure proves to be incredibly rich. Additional varieties
exist such as generalised Fibonacci models [35–37], which simply use alternative
inflation matrices to (1.5), the tangent (or Prange) model where Vn = tan 2piβn [38].
A handful of studies also look at 2D tight bindings models, such as the Penrose
tiling [39, 40]. There are however generally less well established results for systems
beyond 1D [5].
Most questions here are on the spectral properties (specifically the gap structure),
and the properties of eigenstates (specifically whether these are localised, extended
or otherwise). We outline a number of well established analytical and numerical
results below.
Hierarchical spectrum
The spectrum of a quasiperiodic tight binding model typically consists of a dense
set of gaps, forming a Cantor set [15]. The spectrum also possesses a hierarchical
structure controlled by the continued fraction expansion of the underlying incom-
mensurate length scale [33, 41–43]
β = n0 +
1
n1 +
1
n2 +
1
n3 + · · ·
= [n0; n1, n2, n3, . . . ], (1.12)
where β is the irrational number in the Harper model (1.11), and the golden ratio for
the Fibonacci model (1.10).
The dense hierarchical structure is understood by taking a limiting sequence of
approximants with period Nk described by rational approximants
βk =
Mk
Nk
= [n0; n1, . . . , nk]. (1.13)
At zeroth order β0 = n0, an integer, the spectrum is that of a uniform tight binding
model, which is a single cosine band. At first order, β = n0 + 1/n1 = (n0 + 1)/n1,
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the unit cell is now n1 times larger, correspondingly the Brillouin zone is reduced
n1 fold. This amounts to folding the cosine band back on itself, forming N1 = n1
subbands. At second order the number of subbands increases to N2 ≈ n1n2. Since
the approximants to β change little at each order, the band structure at k+ 1’th order
is still dominated by that at k’th order. As such, the new subbands originate from a
splitting of the previous orders subbands. It is in this sense that the spectrum forms
a dense hierarchy of gaps. We present a complementary perspective on this below
using nearly-free-electron theory.
Localisation transition and critical wave functions
A central question for quasiperiodic tight binding models is whether their eigen-
states are localised like those of a disordered system (as guaranteed by Anderson
localisation in 1D for arbitrarily weak disorder [44]), or extended like those of a pe-
riodic system (as ensured by Bloch’s theorem in all dimensions [45]). Fascinatingly
one finds that the eigenstates of quasiperiodic models can be either localised or ex-
tended, and even appear as a third intermediate type referred to as critical, in which
the wave function decays at large distances, but does so as a power law instead of
exponentially as in the localised case [16]. A key example is of the localisation tran-
sition found in the Harper model at λ = 2. Across this point, all wave functions
transition between localised and extended.
The third type of wave function found in a quasicrystal, the so-called ‘critical’
type, occurs for the Harper-Hofstadter model at λ = 2 [33]. Further quasiperiodic
models also possess critical wave functions, such as the Fibonacci model [29], and
the 2D Penrose lattice [39]. Moreover, a number of authors [39, 46, 47] have found
exact eigenstates for such critical wave functions for 1D and 2D models. Specifically
they use the ansatz [47]
ψ(m) = C(m)eκh(m) (1.14)
where C(m) depends on the local geometry of the site m, and h(m) is a non-local
‘height field’.
1.2.2 Density wave models
An alternative approach to the lattice models discussed above, is to directly study
a continuous ‘density wave’ version of a quasicrystal. Here one expands the real
space potential in a plane wave basis with coefficients given by diffraction peak
intensities [5, 17–19]
ρ(r) = ∑
G∈RL
ρG eiG·r, (1.15)
where ρG is the Fourier coefficient found in the complex scattering amplitude.
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Phasons
Before discussing the electronic properties in the density wave picture, we first show
how this perspective explains an interesting structural property of quasicrystals, so-
called ‘phasons’ [5, 48]. These already appear in the lattice models discussed above,
specifically in the projection formulation, as discontinuous jumps in the locations of
lattice sites under continuous changes of the acceptance window. The density wave
picture on the other hand, provides a more general understanding.
Phasons appear in the density wave picture when considering the minimisation
of the Landau free energy [5, 48, 49]
F (ρ) ≡ λ2∑
Gi
ρG1ρG2 δ(G1 +G2) + λ3 ∑Gi ρG1ρG2ρG3 δ(G1 +G2 +G3)
+ λ4∑
Gi
ρG1ρG2ρG3ρG4 δ(G1 +G2 +G3 +G4) + . . .
= λ2∑
G
|ρG|2 + λ3∑
Gi
(
∏3i=1 |ρGi |
)
exp
(
i∑3i=1 φGi
)
δ
(
∑3i=1Gi
)
+ λ4∑
Gi
(
∏4i=1 |ρGi |
)
exp
(
i∑4i=1 φGi
)
δ
(
∑4i=1Gi
)
+ . . . (1.16)
where each Kronecker delta, only allows for terms that satisfy ∑iGi = 0. Due to
the first term in this expansion, each individual amplitude |ρG| is constrained at
fixed free energy. Subsequent terms on the other hand fix sums of the phases φG for
combinations of Gi that satisfy ∑iGi = 0. As such, all but NR phases are fixed by the
free energy, where NR is the rank of the quasicrystal (or crystal). From Definition 3,
a crystal will have NR = d, where d is the dimensionality of the crystal, and will
therefore have d undetermined phases. These phases correspond to rigid shifts in the
lattice, with gradients of these shifts resulting in the familiar acoustic phonon modes.
On the other hand, a quasiperiodic structure, by definition will have NR > d. The
additional phase degrees of freedom in this case are the phason degrees of freedom.
In order to get a clearer picture of phason degrees of freedom, consider a minimal
1D model
ρ(x; θ, φ) = cos(x + θ) + cos(
√
2x + φ), (1.17)
there are two incommensurate modes to this density and as such two independent
phase degrees of freedom θ and φ. Setting θ =
√
2φ, produces phonon shifts, that
is, rigid shifts in the density. However, setting φ = 0, and varying θ induces phason
shifts, which has a far more subtle effect on the density.
Namely these can produce seemingly discontinuous changes in the density. Con-
sider the location of the global maximum ρ = 2 at x = θ = φ = 0, for θ and φ fixed,
there is no other x that satisfies ρ(x; 0, 0) = 2 since this would require
x = 2pip,
√
2x = 2piq =⇒
√
2 =
q
p
, (1.18)
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for integer p and q. Varying θ and asking where this global maximum moves to, one
finds that x satisfies
x + θ = 2pip,
√
2x = 2piq, (1.19)
which for the special values of θ = 2pi(p− q/√2) one has
x =
2pi√
2
q. (1.20)
Using the approximation properties of irrationals, one has |p − √2q| ∼ 1/q and
therefore
θ ∼ 1
q
. (1.21)
That is, the new location of the global maximum—which is proportional to q—varies
inversely with the phason shift θ. This result implies that for arbitrarily small phason
shifts the global maximum moves arbitrarily far, and does so in a discontinuous
manner.
Moreover these arguments capture the sense in which phason shifts leave the
density essentially invariant. Since p− q/√2 covers the reals densely, for almost all
phason shifts, one finds the same density, but simply shifted according to (1.20). For
phason shifts not captured in the above, one can find a translation x such that the
resulting density approximates the original to arbitrary accuracy.
Hierarchical spectrum: Revisited
A complementary understanding of the spectral properties of a quasicrystal is ob-
tained by studying a density wave model in the nearly-free-electron limit [22, 23,
50]. The theory discussed here is central to Chapter 3 and parts of Chapter 4.
Consider placing a quantum particle in the above incommensurate density wave
potential 1.17. The resulting Hamiltonian is
Hˆ1D = h¯
2kˆ2
2m
+V0
(
cos κxˆ + cos
√
2κxˆ
)
, (1.22)
where κ = 2pi/a, with a the lattice constant. In a basis of momentum eigenstates
kˆ|k〉 = k|k〉 the kinetic term is diagonal and the two cosine terms simply couple (or
scatter between) momentum states, eiκxˆ|k〉 = |k + κ〉. As such, the eigenstates of the
above can be written as1
|ψk〉 =∑
G
ckG|k− G〉, G = κ
(
n +
√
2m
)
. (1.23)
1This result has also been derived by using a projection approach [22]
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FIGURE 1.3: (Top) Plot of the spectrum of (1.22) for V0 = 0 and for
a limited basis of plane wave states. (Bottom) For non-zero but weak
coupling (nearly-free-electron limit), a series of gaps open in the zero
momentum plane wave state dispersion (shown in red). The largest
of these gaps appear at the midway point to the momentum states
coupled at first order in V0, specifically |κ〉 and |
√
2κ〉 (thick blue). The
next visible gap opening occurs for the momentum state |(√2− 1)κ〉
at second order in V0.
Note that even though the incommensurate potential is seemingly simple (contain-
ing only two incommensurate harmonics), the resulting eigenstates generically con-
tain the complete dense set of incommensurate harmonics.
Nearly-free-electron theory allows one to gain some insight into the spectrum
of (1.22). Here one works in the limit V0  Eκ, where Ek ≡ h¯2k2/2m. The key
ideas discussed in the following appear in Fig. 1.3. Since the potential is weak, one
assumes the eigenstates are extended and composed of a small number of incom-
mensurate momentum eigenstates. Furthermore, the cosine terms that couple mo-
mentum states can be mostly neglected, except for when two momentum states are
resonant Ek ≈ Ek−G. This occurs for k ≈ G/2, at which point, one can focus on this
(near) degenerate subspace (
Ek VG
V−G Ek−G
)
. (1.24)
The off-diagonal couplings simply open a gap (or avoided crossing) of size ∆ =
2|VG|. Since the set G is dense over reciprocal space, the corresponding set of mo-
menta at which gaps will open is also dense. As such, one finds that gaps will open
at the following points in the spectrum
En,m = Eκ(n+
√
2m)/2 =
h¯2κ2
8m
(n +
√
2m)2. (1.25)
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with these labelled by the integers n and m. This is in fact an example of a more
general ‘gap labelling theorem’ [15]. This result demonstrates in what sense the
spectrum for a quasiperiodic potential is densely gapped.
To show how this dense set of gaps forms a hierarchy one appeals to ‘effective
Hamiltonian theory’ (also known as the partitioning technique) [51]. This addresses
the situation where VG = 0, which occurs for all G 6= ±κ,±
√
2κ. In this case, one
seemingly has no gap opening, however, a gap instead opens due to effective higher
order coupling. One constructs an effective coupling Vˆeff such that in the subspace
defined by the projector Pˆ = |k〉〈k|+ |k− G〉〈k− G| the eigenvalues match those of
the full Hamiltonian. The formal expansion of this effective coupling is then given
by
Vˆeff =PˆVˆPˆ + PˆVˆQˆ
1
E0 − QˆHˆ0Qˆ
QˆVˆPˆ (1.26)
+ PˆVˆQˆ
1
E0 − QˆHˆ0Qˆ
QˆVˆQˆ
1
E0 − QˆHˆ0Qˆ
QˆVˆPˆ + . . . , (1.27)
where Qˆ = 1− Pˆ is the projector out of the degenerate subspace, E0 is the eigenvalue
of the unperturbed degenerate Hamiltonian Hˆ0 = h¯2kˆ2/2m, and Vˆ = V0(cos κxˆ +
cos
√
2κxˆ) is the perturbation. The n’th order term in this expression describes an
effective coupling that involves n scatterings outside of the degenerate subspace.
As such, the lowest order term present for the lattice vector G = κ(n +
√
2m) is of
|n|+ |m|’th order. The effective coupling is therefore given by
VeffG
Eκ
∼
(
V0
Eκ
)|n|+|m|
. (1.28)
One finds that the gap size is determined by the minimum number of scatterings of
the two fundamental incommensurate harmonics required to connect the two states.
The gaps therefore fall into a distinct hierarchy of sizes.
While these results have been derived for the 1D model given in (1.22), the re-
sults also apply to models with non-zero amplitude at all Bragg peak locations and
for higher dimensional models. If the amplitude at each peak reduces sufficiently
quickly, according to the effective matrix element in (1.28), the hierarchy of gaps
remains unaffected.
For higher dimensional models, one finds that gaps open along the perpendicu-
lar plane between two momentum states. For a quasicrystal with an n-fold rotational
symmetry, the largest amplitude Bragg peaks will open gaps along an n-sided polyg-
onal region referred to as the pseudo-Brillouin-zone. The properties of this region
in momentum space, and its relationship to the conventional Brillouin zone for pe-
riodic lattices is explored in Chapter 3.
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FIGURE 1.4: The Hume-Rothery or Peierls mechanism for the stabil-
ity of nearly-free-electron quasicrystals. (Left) The matching between
a periodic hexagonal Brillouin zone edge and the free electron Fermi
surface is minimal. Therefore the electronic reduction in energy due
to gap openings along the Brillouin zone edge is also minimal. (Right)
On the other hand, for a quasicrystalline 10-fold pseudo-Brillouin-
zone edge, the matching is far closer, encouraging an instability simi-
lar to the Peierls instability in 1D.
Electronic stability
Aside from providing a clear picture of electronic structure, there are in fact numer-
ous experimental [52–59] and numerical [60–62] signatures suggesting that the ma-
jority of quasicrystals are well captured by the nearly-free-electron picture presented
above. The most direct evidence here is a number of angle-resolved photoemission
spectroscopy (ARPES) experiments that explicitly show a dispersion matching the
nearly-free-electron description above [52–54]. We make explicit use of the physical
properties shown here in Chapter 4.
Moreover, this picture provides insight into the stability of the quasicrystalline
phase for such ‘nearly-free-electron quasicrystals’. Central to this is the empiri-
cal observation that the majority of quasicrystals follow a so-called Hume-Rothery
rule [55, 63, 64], shown in Fig. 1.4. Here the ratio of electrons to atoms is such that the
Fermi vector is roughly half the main Bragg peak reciprocal vector, that is, the Fermi
surface lies along the pseudo-Brillouin-zone edge. The role this plays for stability
is related to the well known Peierls instability for charge density wave formation in
(quasi) 1D systems.
The Peierls instability demonstrates how the interaction between the Fermi sur-
face and Brillouin zone edge can stabilise a system. The origin of the Peierls instabil-
ity is found by simply considering a 1D chain at half filling. If this chain is dimerized
with displacement δ it is simple to show by integrating over the gap opening region
that the electronic decrease in energy diverges logarithmically [65]
∆Eel ∝ −δ2 ln δ, (1.29)
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while any increase in energy due to bringing atoms closer together must be quadratic
∆Eat ∝ δ2. (1.30)
Therefore for small δ, the electronic contribution diverges, and it is always ener-
getically favourable to dimerize the chain. For 2D and 3D materials the logarith-
mic divergence is absent since in 1D this is due to a perfect matching between the
0D Fermi surface and 0D Brillouin zone edge. In higher dimensions the matching
will not be perfect. However, due to the high rotational symmetry allowed for qua-
sicrystals, the matching between the circular (in 2D) Fermi surface and polygonal
pseudo-Brillouin-zone edge, can be far closer than for periodic crystals, suggesting
an instability analogous to the Peierls instability [24, 55–59]. The location of the
Fermi surface at the edge of the pseudo-Brillouin-zone is used in Chapter 4 in the
study of quantum oscillations in nearly-free-electron quasicrystals.
1.3 Synthetic quasicrystals
Despite the enormous amount of research on quasicrystals across numerous disci-
plines, there remain many fundamental unanswered questions [66]. The experimen-
tal study of quasicrystals is typically impeded by the unavoidable presence of disor-
der, which obscures the unique physics that aperiodic order presents [55]. Moreover,
analytical and numerical study of quasicrystals is impeded by the lack of a simple
theoretical framework such as that provided for periodic systems by Bloch’s theo-
rem. In order to alleviate these difficulties, a recent direction of research has been
towards ‘synthetic quasicrystals’ [67–74]. Here one aims to emulate the electronic
physics of quasicrystals in a context with more experimental control. While typically
removing the problem of disorder found experimentally in electronic quasicrystals,
these systems have also been used to simulate specific models that are challenging
to study theoretically using classical computation. These synthetic systems form the
basis of models studied in Chapters 3, 4 and 5.
1.3.1 Cold atoms in optical lattices
The use of cold atoms in optical lattices for simulating models from condensed mat-
ter theory have proven hugely successful in recent years [75–78]. The basic idea here
is to simulate electrons moving in an ionic background of a crystal, by using neutral
atoms that are cooled, trapped and placed in a so-called ‘optical lattice’, which is no
more than a laser interference pattern. With a sufficient number of lasers, any poten-
tial that can be made from Fourier synthesis can be generated experimentally [77].
Explicitly, the optical lattice potential is given by the time averaged electric field
intensity [75, 79]
Vopt(r) = α〈|E(r, t)|2〉t, (1.31)
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where α = 3pic3e0Γ/ω30δ, with Γ the spontaneous scattering rate, and δ ≡ ω − ω0
the detuning of the laser frequency ω from the atomic resonance ω0.
The origin of this potential is simple to derive using second order time-independent
perturbation theory on the combined system of atom plus field (known as the dressed-
atom approach) [80–82]. One takes the unperturbed dressed-atom Hamiltonian
Hˆatom-field = h¯ω0|e〉〈e|+ h¯ω
(
aˆ† aˆ + 12
)
, (1.32)
and perturbs this with the dipole interaction
Vˆdipole = −µˆ ·E(r, t), (1.33)
where |g〉 and |e〉 are the atomic states with energies 0 and h¯ω0, while aˆ† and aˆ are
the usual creation and annihilation operators for the laser field with frequency ω,
and µˆ = µ(|e〉〈g|+ |g〉〈e|) is the dipole operator. The energy shift at second order
of perturbation theory is then
∆Eg,N =
|〈e, N − 1|Vˆdipole|g, N〉|2
Eg,N − Ee,N−1 . (1.34)
Using Eg,N − Ee,N−1 = h¯ωN − (h¯ω0 + h¯ω(N − 1)) = h¯δ for the separation of the
unperturbed energies, alongside Γ = (ω30/3pic
3h¯e0)|〈e|µˆ|g〉|2, one finds the optical
potential given in Eq. 1.31. One sees that the optical lattice potential is simply due
to repulsion (attraction), δ > 0 (δ < 0), of the atomic internal states due to the small
detuning of the external driving field.
Beyond the generation of essentially disorder-free potential landscapes, cold atoms
offer an enormous level of control. The lattice depth can be freely controlled by ad-
justing the laser intensity, allowing the study of both tight-binding and nearly-free-
electron regimes. The interaction strength can also be controlled via tuning to a Fes-
hbach resonance, even allowing interactions to be switched off entirely. Moreover,
all such parameters can be adjusted in real-time, allowing for the study of quench or
Floquet physics.
Given such a well established platform, using cold atoms to study quasicrystals
has been a natural direction for recent research. The first key step was the study
of dynamics in a tilted five-fold symmetric quasicrystalline optical lattice [70, 83].
However this setup was dissipative, removing phase coherence and therefore ob-
scuring the quantum aspects of the dynamics. Another key milestone has been the
use of optical lattices to directly model the Harper-Hofstadter model [71]. This was
achieved by combining two lasers of incommensurate wavelength, with one high
intensity forming the periodic lattice structure, and the second weaker intensity cre-
ating the quasiperiodic modulation. With this setup, the localisation transition dis-
cussed in Sec. 1.2.1, was seen experimentally. Another important recent realisation
was for a fully phase coherent 8-fold optical quasicrystal [68, 84]. Here the coherent
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quantum random walk dynamics of an expanding wavepacket was studied. By in-
cluding interactions, this setup also offers the potential to study the so-called many-
body-localisation transition in a two-dimensional setting [85]. We use the context of
cold atoms extensively in Chapter 3.
1.3.2 Photonics
Alongside cold atoms, photonic systems offer a similarly powerful synthetic plat-
form with which to study models from condensed matter physics [86, 87]. Similarly
to cold atoms, the basic idea here is to simulate electrons in an ionic background by
using photons propagating through a material with spatially varying refractive in-
dex. This is achieved by a mapping between the time-dependent Schrödinger equa-
tion and the classical paraxial equation for the diffraction of light through a structure
of varying refractive index [87, 88]
i∂zE = − 12k∇
2
⊥E−
k∆n
n0
E, (1.35)
where E is the envelope of the electric field
E(x, y, z) = zˆE(x, y, z) exp(ikz), (1.36)
written in the paraxial approximation, k is the wavevector of the electric field, ∆n
and n0 are the varying and average components of the refractive index n, and∇⊥ ≡
∂2x + ∂
2
y. A key aspect of this mapping is the association of propagation along the
z-axis with time evolution in the Schrödinger equation (z → t). The remaining
associations are between wavevector and particle mass (k → m/h¯2), variations in
refractive index and potential (∆n/n0 → −Vh¯2/m), and finally, field envelope and
the complex wave function amplitude (E→ ψ).
As with cold atoms, there are a variety of parameters that can be easily con-
trolled. The typical models studied are of a tight binding type [86], which are sim-
ulated by simply etching wells with strongly differing refractive index in a mate-
rial that is otherwise homogeneous. In this case, tunnelling between atomic sites is
associated to the evanescent coupling between wells. Moreover, an effective time-
dependence can be implemented by modulating in the z-direction, while interac-
tions can be induced by including non-linearities.
Given the ease of implementation of tight binding models in photonic systems,
numerous quasiperiodic tight models have been realised experimentally, including
Harper-Hofstadter [67], Fibonacci [69] and Penrose [89, 90]. Moreover, the ability
to implement an effective time-dependence has allowed for the study of so-called
‘pumping’ phenomena. In which photons that are initially inserted at the edge, are
adiabatically pumped across the bulk. This study also highlights important connec-
tions to the topology of quasicrystals [91].
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1.3.3 Twisted bilayer graphene
Twisted bilayer graphene has attracted enormous attention in recent years. Primar-
ily this has been due to the appearance of strongly correlated phenomena in the
flat bands for small angle twists [92–97]. The potential for studying quasicrystalline
physics in this context is found by moving away from small twist angles, and in-
stead considering a 30° twist. Although the flat band physics at small angles is no
longer present, the resulting structure possesses the correct rotational symmetry to
be defined as a quasicrystal and has recently been realised experimentally [72–74].
Unlike the two previous synthetic platforms, 30° twisted bilayer graphene does not
offer the same versatility, but still offers a far cleaner system and one that is easier
to construct compared to standard electronic quasicrystals. This system is of central
interest in chapters 4 and 5.
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Chapter 2
Geometry and topology of Bloch
bands
2.1 Berry phase and Chern number
One of the first applications of concepts from geometry and topology to quantum
mechanics arose during work on the adiabatic theorem [98–100]. In a sense all the
ideas on geometry and topology of quantum states is essentially a small missed cor-
rection in the early quantum theory.
2.1.1 Adiabatic theorem and Berry phase
The adiabatic theorem of Born and Fock [98] says that for a Hamiltonian
Hˆ(λ(t)), (2.1)
parametrised by λ(t), without level crossings, and in a basis of instantaneous eigen-
states, the amplitude in each state remains fixed throughout the evolution, only gain-
ing a phase [100]. That is, if one starts with an eigenstate, then the time evolved state
will remain an (instantaneous) eigenstate throughout the evolution.
One derives this result by simply expanding the state in an instantaneous basis
of eigenstates [100]
|ψ(t)〉 =∑
n
cn(t)|n(λ(t))〉, (2.2)
where |n(λ)〉 satisfies
Hˆ(λ)|n(λ)〉 = En(λ)|n(λ)〉. (2.3)
Substituting into the time-dependent Schrödinger equation
ih¯∂t|ψ(t)〉 = H(λ(t))|ψ(t)〉, (2.4)
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one finds the following equation for the coefficients after projecting onto 〈n(t)| with
|n(t)〉 ≡ |n(λ(t))〉,
ih¯∂tcn = En(t)cn(t)− ih¯∑
m
cm(t)〈n(t)|∂tm(t)〉. (2.5)
By then using
〈n(t)|∂tH(t)|m(t)〉 = ∂tEn(t)δnm − (En(t)− Em(t)) 〈n(t)|∂tm(t)〉, (2.6)
which is derived by differentiating (2.3) with respect to time and projecting onto
〈m(t)|, one can rewrite (2.5) as
ih¯∂tcn = (En(t)− ih¯〈n(t)|∂tn(t)〉)cn(t)− ih¯ ∑
m 6=n
cm(t)
〈n(t)|∂tHˆ(t)|m(t)〉
Em(t)− En(t) . (2.7)
The off-diagonal terms, that describe transitions between instantaneous eigenstates,
can be neglected for slow evolution since |Em(t)− En(t)| > ∆ where ∆ is the mini-
mum separation between energy levels, while the matrix elements 〈n(t)|∂tH(t)|m(t)〉 →
0 in the adiabatic limit. As such, there will be no transitions between instantaneous
eigenstates for adiabatic evolution; this is the result of Born and Fock [98].
The remaining diagonal term in (2.7) can then be integrated to find the adiabatic
solution
cn(t) = exp
(
− i
h¯
∫ t
En(t′)dt′
)
exp
(
h¯
∫ t
〈n(t′)|∂t′n(t′)〉dt′
)
cn(0). (2.8)
The first of these phases is dubbed the dynamical phase
φDn (t) ≡ −
1
h¯
∫ t
En(t′)dt′. (2.9)
This phase answers the question of ‘how long did your journey take?’ [101]. The
second is dubbed the geometrical phase (or Berry phase) [99]
γn(t) ≡ i
∫ t
〈n(t′)|∂t′n(t′)〉dt′. (2.10)
Note that despite the presence of i, this phase is entirely real, since 〈n(t)|∂tn(t)〉 is
purely imaginary1. The reason this is ’geometrical’ can be seen by using the chain
rule ∂t = ∂tλ(t) · ∇λ to change variables from t to the parameter λ
γn(C) ≡ i
∫
C
〈n(λ)|∇λn(λ)〉 · dλ. (2.11)
The integrand is the Berry connection
An(λ) = i〈n(λ)|∇λn(λ)〉. (2.12)
1This can be seen by evaluating the time derivative of the expression 〈n(t)|n(t)〉 = 1.
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This form shows explicitly that the geometrical phase contains no dependence on
speed of the time evolution. Instead, it only depends on details of the geometry
of the path in parameter space, hence the name ‘geometrical phase’. This phase
answers the question of ‘where did you go?’ [101].
2.1.2 Gauge invariance and Berry curvature
The mathematics discussed above was known for a long time before Berry’s work [101].
The accepted understanding was that the geometrical phase was irrelevant, since by
making a gauge transformation
|n(λ)〉 → eiΦn(λ)|n(λ)〉, (2.13)
the connection is replaced by
An(λ)→ An(λ) + i∇λΦn(λ), (2.14)
and accordingly
γn(C)→ γn(C)− [Φn(λfinal)−Φn(λinitial)] , (2.15)
and therefore the Berry phase can be removed by a judicious choice of Φn. After
all, since the Berry connection is gauge dependent, it, and its integral, cannot be
physical.
Berry’s insight (with others foreshadowing this before him) was that for a closed
trajectory the geometrical phase cannot be gauged away and therefore must possess
a physical meaning [99]. This is seen from (2.15), for a closed curve C, the final and
initial λ are equal, and for single valued function Φ, Berry’s phase is then gauge
invariant. As such, the Berry phase for closed trajectories should be measurable.
Moreover, for a parameter space that is at least two-dimensional, one can define
the Berry curvature2
Ωn(λ) ≡ ∇λ ×An(λ), (2.16)
which is gauge invariant since ∇λ × (i∇λΦn(λ)) = 0. The fact that the Berry cur-
vature is gauge invariant implies that this can also have physical consequences, an
example of which will arise later in the discussion of semiclassical dynamics in Sec-
tion 2.2. Using Stokes theorem one can also express the Berry phase for a closed path
as
γn(C) =
∫
S
Ωn(λ) · dS(λ), (2.17)
2We present the Berry curvature in a vector notation that applies to a three-dimensional parameter
space. For higher-dimensional parameter spaces the Berry curvature can be written in a tensor notation
as Ωnµν ≡ [Ωn]µν ≡ ∂µAnν − ∂νAnµ.
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where S is the surface enclosed by the path C, and dS is the vector surface area
element perpendicular to S .
Additional insight into the structure of the Berry curvature is gained by writing
this in a form found by Berry [99]. One first writes
Ωn(λ) = ∇λ × 〈n|∇λn〉
= 〈∇λn| × |∇λn〉
= ∑
m 6=n
〈∇λn|m〉 × 〈m|∇λn〉, (2.18)
where the final equality uses the resolution of identity and the exclusion of m = n
is due to the conservation of the norm of |n〉, leading to 〈∇λn|n〉 = −〈∇λn|n〉. One
can then use the identity derived in (2.6), to write the Berry curvature as
Ωn(λ) = ∑
m 6=n
〈n|∇λHˆ|m〉 × 〈m|∇λHˆ|n〉
(En − Em)2 . (2.19)
This shows that the Berry curvature is peaked at near-degeneracies between energy
levels. It also shows that the Berry curvature requires there to be more than one
band. If there were no other bands, the Berry curvature would be zero, and one
finds trivial geometry. In this sense, the presence of any non-trivial geometry (or
topology) is a remnant of the ignored bands in the adiabatic approximation.
2.1.3 Topology and the Chern number
While the Berry curvature characterises local geometrical properties of wave func-
tions, the global properties of the Berry curvature characterise the wave function
topology.
Insight into the relationship between geometry and topology can be gained by
considering the following. If the Berry curvature is defined over a closed two-dimensional
surface, then one encounters an ambiguity as to how to define the Berry phase for
a closed loop [102]. This curve will separate the surface into two surfaces denoted
S1 and S2, with S1 ∪ S2 = Sclosed denoting the complete closed surface. Taking the
integral of the Berry curvature over either half is sufficient to find the Berry phase,
but since the Berry phase for a closed contour is measurable, one knows that this
must be the same phase except for a possible integer multiple of 2pi
γn(C) =
∫
S1
Ωn · dS = −
∫
S2
Ωn · dS + 2piCn, (2.20)
where the minus sign is due to the contour encircling each surface with an oppo-
site chirality. One finds that the total integrated Berry curvature must be an integer
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multiple of 2pi,
2piCn =
∫
S1
Ωn · dS +
∫
S2
Ωn · dS =
∫
Sclosed
Ωn · dS, (2.21)
the integer Cn is called the Chern number, with this name originating from the study
of fibre bundles.
Since the Chern number Cn is an integer, its value cannot be changed under
smooth deformations of either the surface Sclosed or the Hamiltonian H(λ). In fact
its value can only change under a gap closing, in which somewhere in the parameter
space at least two energies become degenerate, En(λ) = Em(λ).
2.1.4 Analogies: Magnetic fields and classical geometry
We discuss two insightful analogies for the geometrical and topological ideas de-
scribed above. The first is to magnetic fields. Here the magnetic field itself plays the
role of the Berry curvature. The magnetic vector potential then naturally appears
as the Berry connection, and the Aharonov-Bohm phase for closed paths encircling
a magnetic field, is the counterpart of the Berry phase. Indeed, Berry made this
connection explicit in his seminal work [99]. Finally the analogous quantity to the
Chern number in the magnetic picture is Dirac’s monopole charge [102], an analogy
we make explicit in Section 2.3.1. Furthermore, in the semiclassical dynamics picture
we present in Section 2.2, the symmetry between Berry curvature and magnetic field
is explicit in the final equations of motion, Eqns. (2.54) and (2.55).
The second analogy is to the classical geometry of surfaces. Here the Gaussian
curvature κ at a particular point on the surface is the Berry curvature. The Christoffel
symbol plays the role of the Berry connection [103]. The parallel transport condition
corresponds to the adiabaticity condition [100]. The holonomy angle for a parallel
transported vector on the surface, is the Berry phase. Finally, for a closed surface,
the total Gaussian curvature χ provides a measure of the surface topology via [100]∫
S
κdS = 2piχ, (2.22)
where χ = 2− 2g is the Euler characteristic, and g the genus. The Euler characteristic
is therefore the analogous quantity to the Chern number.
We summarize these analogies in the following table:
Quantum Magnetic Classical
Berry phase Aharonov–Bohm phase Holonomy angle
Berry curvature Magnetic field Gaussian curvature
Berry connection Magnetic vector potential Christoffel symbol
Adiabaticity – Parallel transport
Chern number Dirac monopole charge Euler characteristic
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2.1.5 Bloch theory: An application
The geometrical and topological ideas described above have had an enormous im-
pact on band theory. The origin here was the connection between Berry’s work and
the work of Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) [104, 105]. In
a sense the old band theory held the bands themselves as the only quantities of in-
terest, while the advent of geometry and topology pointed out that the underlying
wave functions also possess important, and subtle, physical information.
The first step to understanding how geometrical concepts enter band theory is to
identify exactly what is the ‘parametrised’ Hamiltonian of interest. The Hamiltonian
of a Bloch system can be generically written as a kinetic term plus periodic potential
Hˆ = pˆ
2
2m
+V(rˆ), (2.23)
with V(r +R) = V(r), where R = ∑i miai is a lattice vector and {ai} are basis
vectors. The content of Bloch’s theorem provides eigenstates in the form of
ψnk(r) = e
ik·runk(r), (2.24)
where unk(r +R) = u
n
k(r) has the periodicity of the potential, the index n labels
the band and k is the crystal momentum defined within the Brillouin zone. This
is defined via the reciprocal lattice vectors G = ∑i miGi, with basis vectors {Gi}
satisfyingGi · aj = 2piδij.
Consider the periodic part of the eigenstates. They are eigenstates of their own
Hamiltonian, which is nothing more than a gauge transformed version of the above
Hamiltonian by simply pulling in the exponential terms
Hˆk ≡ e−ik·rˆHˆeik·rˆ = (pˆ+ h¯k)
2
2m
+V(rˆ). (2.25)
Since the exponentials contain the crystal momentum, the Bloch Hamiltonian Hˆk
is parametrised by k. As such, one can define Berry phases and curvatures on the
parameter space of crystal momentum.
A crucial property of the crystal momentum is that it is periodic in each spatial
direction. Specifically the Brillouin zone forms a torus. As mentioned above if a
Berry curvature is defined over a closed surface in at least two dimensions one can
find a Chern number. This observation naturally suggests an integer invariant for
2D bands, simply given by the integral of the Berry curvature over the full Brillouin
zone. Since there are also distinct bands, one can define a Chern number for each
band and label these accordingly.
While this discussion is quite abstract, and so far seemingly amounting to a way
of classifying bands, the physical implications of geometry and topology in bands is
deep and widespread. In the following two sections we split these physical contexts
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into those that appear in a semiclassical description, and those that can be described
in a low energy theory.
2.2 Semiclassical dynamics
The Berry phase enters into numerous electronic properties, typically as a higher
order correction to the previous well established theory. An important context is
of the integer quantum Hall effect, where Berry’s contribution becomes the leading
order term, entirely dictating the physics there. An elegant way of understanding
how the geometry and topology of bands enters into physical properties is from
a semiclassical dynamics perspective. This amounts to studying the motion of a
wavepacket, and finding how Berry curvature affects this theory [106]. The theory
developed in this section plays a central role in both Chapters 3 and 4.
2.2.1 Equations of motion for a wavepacket
Controlling the crystal momentum: First equation of motion
The first question that semiclassical dynamics answers is how does one ‘move’ the
crystal momentum. It appears in the Bloch Hamiltonian, but if one is to discuss
trajectories in this space of parameters, one must know how the crystal momentum
can be taken along such a trajectory. The answer, perhaps unsurprisingly, is to apply
a force. We derive an equation of motion for the crystal momentum k in two ways.
The first incorporates scalar potentials only and is computed at a fully quantum
level. The second approach includes magnetic fields, however requires an effective
‘classical’ description within a wavepacket picture.
For a quantum particle obeying the Bloch Hamiltonian (2.25), one applies a time
dependent force F (t) by adding the scalar potential
Hˆk → Hˆk −F (t) · rˆ. (2.26)
In order to see how this affects the crystal momentum, one makes a time dependent
gauge transformation to the wave function
|ψ(t)〉 → Uˆ(t)|ψ(t)〉, (2.27)
with the aim of cancelling the scalar potential in favour of a time dependent crystal
momentum. Inputting the new Hamiltonian and gauged wave function into the
time-dependent Schrödinger equation yields
(ih¯∂tUˆ(t))|ψ(t)〉+ Uˆ(t)ih¯∂t|ψ(t)〉 = (Hk −F (t) · rˆ)Uˆ(t)|ψ(t)〉. (2.28)
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After pre-multiplying by Uˆ† and rearranging one finds time dynamics under a new
effective Hamiltonian
ih¯∂t|ψ(t)〉 =
[
Uˆ†(Hk −F (t) · rˆ)Uˆ − ih¯Uˆ†∂tUˆ
]
|ψ(t)〉. (2.29)
One then chooses Uˆ such that it commutes with the position operator, [Uˆ, rˆ] = 0,
and cancels the scalar potential
ih¯Uˆ†∂tUˆ = −F (t) · rˆ. (2.30)
By integrating, one finds
Uˆ = exp
[
i
h¯
(∫ t
F (t′)dt′
)
· rˆ
]
. (2.31)
Finally, by letting eA(t) =
∫ t
F (t′)dt′ and evaluating
Uˆ†HˆkUˆ = e− ih¯ eA(t)·rˆ
(
(pˆ+ h¯k)2
2m
+V(rˆ)
)
e
i
h¯ eA(t)·rˆ
=
(pˆ+ h¯k+ eA(t))2
2m
+V(rˆ)
= Hˆk+eA(t)/h¯, (2.32)
one finds that the effective Hamiltonian describing the evolution amounts to making
the crystal momentum time dependent according to
h¯k˙(t) = F (t). (2.33)
Using this gauge transformation to replace the scalar potential by a time dependent
crystal momentum is also convenient as the scalar potential breaks the periodicity
condition implicit to Bloch’s theorem. By instead using the alternative gauge, one
returns the Hamiltonian to a Bloch form.
Incorporating magnetic fields into this description is more subtle [45, 107, 108].
One simple approach here is to construct a classical Hamiltonian for a wavepacket
in the band n, and centred at h¯k = p− eA(r, t) in the Brillouin zone and r in real
space [109]
Hn(r,p) ≡ En (p− eA(r, t)) + eφ(r, t) (2.34)
where En(k) is the n’th band of the Bloch Hamiltonian (2.25), while A(r, t) and
φ(r, t) are the magnetic vector and scalar potentials experienced by the wavepacket.
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With electric and magnetic fields given by
E = −∇rφ− ∂tA, (2.35)
B = ∇r ×A. (2.36)
The canonical equations of motion for the wavepacket are
r˙ ≡ v = ∇pHn (2.37)
p˙ = −∇rHn (2.38)
The equation of motion for r reads
v = ∇pEn(k) = 1h¯∇kEn(k) (2.39)
while the canonical equation for p yields
p˙x = − ∂
∂x
(En + eφ) (2.40)
= −e∂φ
∂x
−
(
∂En
∂kx
∂kx
∂x
+
∂En
∂ky
∂ky
∂x
+
∂En
∂kz
∂kz
∂x
)
(2.41)
= −e∂φ
∂x
−
(
vx
∂Ax
∂x
+ vy
∂Ay
∂x
+ vz
∂Az
∂x
)
(2.42)
One can then use this to construct the equation of motion for k
h¯k˙x = p˙x − eA˙x (2.43)
= p˙x − e
(
∂Ax
∂t
+
∂Ax
∂x
vx +
∂Ax
∂y
vy +
∂Ax
∂z
vz
)
(2.44)
= e
[
−∂φ
∂x
− ∂Ax
∂t
+
(
vy
(
∂Ay
∂x
− ∂Ax
∂y
)
− vz
(
∂Ax
∂z
− ∂Az
∂x
))]
. (2.45)
Using the definitions for electric and magnetic fields above, and defining F ≡ eE ,
one finds the following equation of motion for the crystal momentum
h¯k˙ = F + ev ×B. (2.46)
We dub this the first equation of motion. We emphasise that this result, which incor-
porates a magnetic field, was found using an ‘effective’ classical Hamiltonian within
a wavepacket picture. This also includes the result in (2.33), however, we note that
the derivation for scalar potential only did not require the wavepacket picture, and
is therefore more general.
Heisenberg picture: Second equation of motion
While the first equation of motion (2.46) describes how to move the crystal momen-
tum through the Brillouin zone. In order to find how the geometry and topology
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of the Bloch wave function enters into the physics we turn from reciprocal to real
space. To do so, one uses the Heisenberg picture to determine an equation of motion
for the position operator [45, 110]
∂trˆ =
i
h¯
[Hˆk, rˆ] = (pˆ+ h¯k)m
=
1
h¯
∇kHˆk, (2.47)
where the final equality is found by explicitly differentiating the Bloch Hamiltonian
with respect to the crystal momentum. The result we derive will essentially be a
generalisation of the wavepacket result in Eq. (2.39), that appears at both a fully
quantum level and crucially includes a ‘higher order’ term that incorporates the
wave function geometry.
A key ingredient here is the inclusion of a higher order correction to the adiabatic
evolution
|ψnk〉 ' |unk〉 − ih¯ ∑
m 6=n
|umk 〉〈umk |∂tunk〉
Enk − Emk
, (2.48)
where the first term is the adiabatic approximation, while the second term derives
from adiabatic time dependent perturbation theory and describes occupation of other
eigenstates [106]. Taking the expectation of the velocity operator (2.47) for the above
eigenstate and using a tensor notation with ∂µ ≡ ∂/∂kµ = [∇k]µ, one finds
h¯∂trnµ(k) ≡ h¯〈ψnk|∂trˆµ|ψnk〉 (2.49)
= 〈ψnk|∂µHˆk|ψnk〉 (2.50)
= 〈unk|∂µHk|unk〉 − ih¯ ∑
m 6=n
{
〈unk|∂µHˆk|umk 〉〈umk |∂tunk〉
Enk − Emk
− c.c.
}
+ . . . , (2.51)
where we keep terms to first order in h¯. By using Hˆk|unk〉 = Enk|unk〉, the iden-
tity 〈unk|∂µHˆk|umk 〉 = (Enk − Emk )〈∂µunk|umk 〉 (see (2.6)), and the resolution of identity
∑n |unk〉〈unk| = 1, one finds
h¯∂trnµ(k) = ∂µE
n
k − ih¯
[〈∂µunk|∂tunk〉 − 〈∂tunk|∂µunk〉] , (2.52)
which after using ∂t = (∂tkν)∂ν, alongside Ωnµν(k) = i
[〈∂µunk|∂νunk〉 − 〈∂νunk|∂µunk〉],
and returning to a vector notation, one has
r˙n(k) =
1
h¯
∇kEn(k)− k˙×Ωn(k). (2.53)
We dub this the second equation of motion. The first term on the right-hand side of
this expression uses information from the band structure, and is considered a zeroth
order term. That is, it remains present if the first order correction is neglected. The
second term contains information about the wave function geometry from the Berry
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curvature. This comes at higher order, as is evident from k˙. This vanishes for strictly
adiabatic evolution.
Summary
We write both equations of motion for comparison
h¯k˙ = −∇r φ(r)− er˙×B(r) (2.54)
h¯r˙n = ∇kEn(k)− h¯k˙×Ωn(k), (2.55)
where we have written the force term as a gradient of a scalar potential, ∇rφ ≡
−F . Note that the Berry curvature term completes the symmetry between the two
equations.
2.2.2 Bloch oscillations and Landau-Zener tunnelling
Bloch oscillations
The simplest scenario one can consider is that of dropping the magnetic field term,
and considering the crystal momentum driven through the Brillouin zone by a force
according to k(t) = k0 +A(t)/h¯. Inputting this into the second equation of motion
yields
r˙n(t) =
1
h¯
∇kEn(k(t))− 1
h¯2
F (t)×Ωn(k(t)). (2.56)
The first term on the right hand side captures the standard result of Bloch oscilla-
tions. That is, unlike the dynamics of free particle, in which a constant applied force
results in a linear increase in momentum and therefore an unbounded acceleration
of the particle. For periodic systems (in the adiabatic limit), the motion in real space
is bounded. Essentially, one finds (for weak potentials) a linear acceleration, as for a
free particle, punctuated by Bragg scatterings in which the momentum of the parti-
cle is reversed.
The contribution of the wave function geometry enters as an additional ‘anoma-
lous’ velocity perpendicular to the applied force. This appears as a higher order
correction to the Bloch oscillation dynamics, and is analogous to the perpendicular
Lorentz force experienced by a particle in a magnetic field. This analogy directly
leads to the famous result of TKNN discussed below.
Experimentally, Bloch oscillations have never been observed in electronic ma-
terials, the scattering length is too small [111]. Nevertheless in optical lattice ex-
periments these are readily observable, moreover the anomalous velocity compo-
nent has been used to explicitly map out the Berry curvature across the Brillouin
zone [112, 113].
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FIGURE 2.1: Sketch of Landau-Zener result. For a given time-scale T,
the dynamics across an avoided crossing with a ‘large’ opening will
be fully adiabatic. On the other hand, the dynamics past a ‘small’
opening will behave as though the avoided crossing is fully closed.
Landau Zener tunnelling
While the adiabaticity condition gives a very general constraint on applicability
of semiclassical dynamics, typically the most relevant breakdown location is at an
avoided crossing. It is the Landau-Zener result that addresses this and gives a sim-
ple and explicit constraint on how slow the dynamics must be to avoid non-adiabatic
effects. Take a two level system with an avoided crossing of size ∆ described by the
Hamiltonian HLZ = E0(t/T)σz + ∆σx, where σx and σz are Pauli matrices, and con-
sider driving past the gap over a time-scale T, as depicted in Fig. 2.1. For evolution
across t = −∞ → t = ∞, the probability of ‘tunnelling’ through the gap is given
by [114, 115]
PLZ = exp
(
−piT∆
2
h¯E0
)
. (2.57)
One finds that the tunnelling probability is exponentially small in both the gap size
∆ and the typical time-scale to traverse the gap T. This simple result is central to the
semiclassical dynamics picture we develop and use for ‘weakly coupled’ quasicrys-
tals in Chapters 3 and 4.
2.2.3 Quantum oscillations and magnetic breakdown
Quantum oscillations
The second pertinent scenario is for the magnetic field term only, shown in Fig. 2.2.
Dropping the Berry curvature term and combining the two equations of motion
yields
h¯k˙ = ∇kEn(k)×B. (2.58)
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FIGURE 2.2: The semiclassical picture for the quantisation of a con-
tinuous band into a discrete set of Landau levels. Each Landau level
corresponds to a semiclassical orbit which follows a contour of con-
stant energy (according to 2.58), and which acquires a net phase that
is a multiple of 2pi. This restricts the Landau levels to energies with
surface area S(En) that are integer multiples of 2pi`−2B , with an offset
encoding information about the enclosed Berry phase and topology
of the orbit captured in the Maslov contribution.
One finds that k˙ is perpendicular to both ∇kEn(k) and B. That is, the momentum
moves along the contours of constant energy that are perpendicular to the magnetic
field. When these trajectories close, the total phase acquired must satisfy a certain
boundary condition. This is no more than Bohr-Sommerfeld quantisation [106, 116–
118], and simply amounts to requiring that the sum of all phases acquired over the
contour is quantised
`2BS(En) + γ− piNt = 2pin, (2.59)
where `B =
√
h¯/eB is the magnetic length, S(E) is the area swept out in reciprocal
space, γ is the Berry phase and Nt is the turning number of the contour. The first term
is the Aharonov-Bohm phase for the corresponding motion in real space (which is
simply scaled and rotated by pi/2). The next is the Berry phase corresponding to the
contour in reciprocal space. The final term is known as the Maslov contribution. As
typical energy contours have Nt = 1 this is usually trivial, however in Chapter 4 we
encounter a scenario in which this is non-trivial.
The physical result of the Bohr-Sommerfeld quantisation is the splitting of the
continuous bands for zero magnetic field, into a discrete sequence of energy levels
indexed by n, referred to as Landau levels, according to
`2BS(En) = 2pi(n + δn), (2.60)
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with δn ≡ Nt/2+ γ/2pi. For a varying magnetic field, the Landau levels are sequen-
tially pushed through the Fermi energy producing oscillating features (quantum os-
cillations) in thermodynamic quantities such as the magnetisation or resistivity [119,
120]. The geometrical and topological contributions from Berry and Maslov then act
as a shift to these Landau levels. For example, the presence of a pi Berry phase at the
Dirac point of Graphene induces a pi shift to the Landau levels there [121].
Magnetic breakdown
In complete analogy to Landau Zener breakdown, one encounters a similar tun-
nelling between contours that approach according to an avoided crossing. The prob-
ability of magnetic breakdown at an avoided crossing is given by [122–126],
PMB = exp
(−piab`2B) , (2.61)
where a and b are the axes of the avoided crossing hyperbola.3
2.2.4 Integer quantum Hall effect
The integer quantum Hall effect was the first example of how the underlying ge-
ometry of the Bloch wave function can result in a novel physical phenomena. The
semiclassical picture with anomalous velocity described above allows for a simple
derivation of the famous TKNN result for the quantisation of Hall conductance [105].
The key ingredient here is that the when considering the Hall conductance, one is
considering an insulating phase. That is, all bands below the Fermi surface are filled
and as such the total current is given by a sum over all momentum in the Brillouin
zone and all bands below the Fermi energy
J =∑
n
∫
BZ
d2k
(2pi)2
(
1
h¯
∇kEn − e
h¯2
E ×Ωn
)
. (2.62)
One can see that the dispersion term gives zero contribution, since (∇kEn)d2k =
dEn is a total derivative. Which is unsurprising since an insulator should not have a
net current to zeroth order. The net current is therefore entirely perpendicular to the
field E , and therefore the Hall conductivity is given by
σxy =
e2
h¯ ∑n
∫
BZ
d2k
(2pi)2
Ωn =
e2
h¯ ∑n
Cn. (2.63)
Which is the result of TKNN, and relates the quantisation of the Hall conductance to
a sum over Chern numbers of occupied bands.
Note that the original model considered by TKNN was for bands of a Bloch
Hamiltonian with magnetic field. However as is clear from the above equation, the
3See Appendices A and B for details on how one incorporates magnetic breakdown into semiclas-
sical quantisation.
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FIGURE 2.3: Illustration of the Dirac cones in the low-energy band
structure of graphene. Retaining only this low-energy structure one
finds an effective theory of a Dirac form with two degrees of freedom:
sublattice σ and valley ρ, (2.67). The addition of a ‘mass’ m gaps the
low-energy Dirac theory, allowing for the discussion of topological
properties.
only ingredient needed is a non-trivial Chern number, this aspect was later exempli-
fied by the Haldane model which we discuss in the following section.
2.3 Topological Insulators
The field of topological insulators is perhaps the richest example of the impact of
topology on band theory [127]. The interest here was ignited by Kane-Mele’s work [128,
129], but its origins go back to Haldane’s work [130], it is these models we discuss
here. A key idea used throughout is that of a low energy Dirac theory. This ap-
pears naturally due to a Dirac cone structure in graphene, but actually provides a
very general way of understanding and classifying topological insulators [131]. In
particular we discuss how this approach allows one to construct a key feature of
topological insulators, their edge states. Moreover this approach also allows an in-
sight into how symmetries interact with topology. We use the ideas developed in
this section extensively in Chapter 5.
2.3.1 Graphene and the Haldane Model
Dirac low energy theory
We begin by essentially leaving the Bloch picture and moving to a continuum picture
by expanding for small momentum around the two Dirac points of graphene.
The band structure of the nearest neighbour, single orbit tight binding model of
graphene consists of two bands
Hˆgraphenek = −t
(
0 γ(k)
γ∗(k) 0
)
, (2.64)
with off-diagonal terms given by γ(k) = eik·ρ1 + eik·ρ2 + eik·ρ3 , where ρi are the
nearest neighbour lattice vectors. As this is a two-level system, the band structure is
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simply given by
E(k) = ±t|γ(k)|, (2.65)
which has zeros when k is K± = (±4pi/3
√
3, 0), at which point the bands touch,
γ(k) = 0, and the bands form a cone-like structure.
The specific structure at each K point is of a Dirac form, as shown in Fig. 2.3. The
low energy theory at the K+ point is
Hˆ+k ≡ kxσx + kyσy = k · σ, (2.66)
while at K− this is given by Hˆ−k = (Hˆ+k )∗ = k · σ∗, and where σi are Pauli matrices,
and the Fermi velocity has been taken to be unity for brevity. Since these are sepa-
rated by a large momentum transfer, one typically combines the two valleys via an
additional 2x2 degree of freedom ρ
Hˆ0k ≡
(
k · σ 0
0 k · σ∗
)
= kxσxρz + kyσyρ0, (2.67)
thereby doubling the Dirac matrix structure.
Masses: Semenoff and Haldane
An immediate problem in discussing topology here is that the Chern number is ill
defined for gapless bands (one can still define the Chern number for the collection of
gapless bands, but each band does not have a well defined invariant). One therefore
needs to ‘gap’ the Dirac points.
Consider adding an additional term formed from a product of Pauli matrices
Hˆk ≡ Hˆ0k + mijσiρj. (2.68)
By taking the square of this
Hˆ2k = (k2x + k2y + m2ij)σ0ρ0 + kxmij{σxρz, σiρj}+ kymij{σyρ0, σiρj}, (2.69)
one finds that if both anti-commutators are zero, the squared Hamiltonian is diago-
nal, and the energy takes a particularly simple form
Ek =
√
k2x + k2y + m2ij, (2.70)
namely of a Dirac particle with mass mij. We therefore define any matrix that anti-
commutes with the kinetic terms a ‘mass matrix’ [132].
We can exhaustively construct all mass matrices for graphene [132]
σzρ0, σzρz, σxρx, σxρy. (2.71)
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Any possible tight binding term that can be added to the model of graphene, and
which gaps the Dirac points, must appear as a linear combination of the four above
mass matrices at the low energy theory level. Therefore by understanding these four
matrices, one can fully understand the low energy physics of graphene.
In the following we focus on the first two mass matrices above. These are diago-
nal in valley index. The first is dubbed Semenoff
MSemenoff = mSσzρ0, (2.72)
which is due to terms in the tight binding model that have different values on each
sublattice site [133]. The second is dubbed Haldane
MHaldane = mHσzρz, (2.73)
which is more subtle and derives from a special arrangement of magnetic fluxes in
the unit cell that averages to zero but induces Peierls phase factors for next-nearest
neighbour couplings [130]. The other two masses appear for a so-called Kekulé dis-
tortion which induces a coupling between valleys [134].
Chern number in the continuum picture
In a continuum picture, evaluation of the Chern number requires integration over
all |k| → ∞, opposed to all values in the Brillouin zone. We can evaluate the inte-
grated Berry curvature at each Dirac point individually for the Semenoff and Hal-
dane masses since these are diagonal in the valley index. Furthermore, since the
Hamiltonian at each valley is a two-level system one can evaluate the Berry curva-
ture and hence the Chern number analytically.
The Chern number for gapped graphene is given by the integral of the total Berry
curvature at each Dirac point. We evaluate the total Berry curvature by using an an-
alytical result for generic two-level systems. One can write the gapped Hamiltonian
at either valley as
Hˆ(kx ,ky,m) ≡ kxσx + kyσy + mσz ≡ λ · σ, (2.74)
with λ ≡ (kx, ky, m). Using the expression in (2.19) for the Berry curvature one can
derive the following expression for the Berry curvature [102]
Ω±(λ) = ±1
2
λ
|λ|3 , (2.75)
where± denotes the upper and lower bands. Since this takes the form of a monopole
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charge, one can show that the Berry curvature for closed trajectory in the three pa-
rameters (kx, ky, m) is given by the solid angle subtended by the curve
γ±(C) = ∓1
2
Θ(C). (2.76)
The total Berry curvature at the Dirac point is therefore given by the Berry phase for
a curve that satisfies k2x + k2y → ∞. The solid angle in this case is 2pi which makes the
Berry phase pi, with a sign dependent on the band index and the sign of the mass.
The final result for the Chern number of the lower band of graphene is
C =
1
2
(sgn mK − sgn mK′), (2.77)
where sgn mK and sgn mK′ denote the signs of the masses at each valley. The rea-
son for the minus sign for the K′ valley, is that the opposite chirality of the Dirac
Hamiltonian there is related by the gauge transformation
eipiσx/2
(
Hˆ(kx ,−ky,m)
)
e−ipiσx/2 = Hˆ(kx ,ky,−m), (2.78)
to a Hamiltonian with oppositely signed mass.
Since the Semenoff mass has the same sign at both valleys, the Chern number
associated to this gap opening is trivial
CSemenoff = 0. (2.79)
While because the Haldane mass has opposite sign at each valley, the Chern number
is non-trivial
CHaldane = sgn mH. (2.80)
The Chern numbers for the two Kekulé masses can otherwise be shown to be trivial.
Therefore the Haldane mass is the unique mass that produces non-trivial topology in
the model of graphene. Since the Haldane mass does not require a net magnetic field,
its discovery was an important step in the development of topological insulators. It
showed that materials can in principle exist that exhibit the integer quantum Hall
effect without the need for strong magnetic fields.
Edge modes
A generic feature of topological insulators is the presence of edge modes. We show
here how in the low energy picture one can explicitly find the edge state at the in-
terface between Semenoff and Haldane insulators, as shown in Fig. 2.4. We put a
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FIGURE 2.4: Illustration of the formation of an edge mode ψ at a
domain wall between non-trivial (mH > 0) and trivial (mS > 0) topo-
logical phases across the real-space dimension x for the low-energy
theory of graphene. In order to transition between trivial and non-
trivial phases the Hamiltonian must undergo a gap closing—it is at
this gap closing where the 1D edge mode is found. Specifically, one
finds a chiral mode bound to the domain wall, with propagation di-
rection determined by the sign change of the Chern number and lo-
calisation length in the x-direction determined by the magnitude of
the masses.
domain wall in the masses across the x-direction
mH > 0, mS = 0 for x < 0, (2.81)
mH = 0, mS > 0 for x > 0. (2.82)
By substitution into (2.68) and matching boundary conditions one finds that the fol-
lowing wave function is localised at the boundary [102, 135]
ψ(x, ky) =
(
e−κ|x|
0
)
eikyy. (2.83)
This solution decays exponentially away from domain wall, but propagates with
wavevector ky along the domain wall. One also finds that the decay length is pro-
portional to the mass, and the sign of momentum corresponds to bulk Chern num-
ber. Importantly as this state traverses the bulk gap there is no way to deform the
system to remove it.
Time reversal symmetry
An important aspect of topological insulators is the role of symmetries. The perti-
nent symmetry here is time-reversal symmetry, this is generic and in terms of the
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low energy theory is given by
T = ρxK, (2.84)
where K is complex conjugation. The presence of the complex conjugation is generic
for time reversal symmetry and discussed further below. The ρx, which exchanges
valleys, is needed because time reversal reverses momentum. The sublattice degree
of freedom is left unchanged.
Crucially if a symmetry is assumed to be present, one can generically argue for or
against the presence of a mass by asking whether this commutes with the symmetry
and therefore can be present in the Hamiltonian. Applying this reasoning to the
masses of graphene one finds that all of these commute with time-reversal symmetry
except for Haldane
[T , MHaldane] 6= 0. (2.85)
The fact that the Haldane mass is the single mass that produces a non-trivial
Chern number and also does not commute with time reversal symmetry is no coin-
cidence. In fact, time-reversal symmetry generically forces the Chern number to be
trivial. This is because time-reversal symmetry relates Berry curvature at opposite
momentum according to [106]
Ω(k) = −Ω(−k), (2.86)
forcing the total integrated Berry curvature over the Brillouin zone, and hence the
Chern number, to be zero. Therefore, in order to find a model with non-trivial Chern
number, a basic requirement is for the breaking of time-reversal symmetry4.
2.3.2 The Kane-Mele model and the tenfold way
A major result for topological insulators came with the Kane-Mele model. This
showed that symmetries such as time-reversal, which seemingly only force trivial
topology, can actually do the opposite and protect a topological phase that would
otherwise be trivial without the symmetry.
Spinful and spinless time-reversal symmetry
Before introducing the Kane-Mele model, we first discuss a key aspect of the the-
ory here. Specifically, this is that time-reversal comes in two varieties, spinless and
spinful [102]. The time-reversal symmetry encountered for the Haldane model is an
example of spinless while that considered for Kane-Mele will be spinful. We discuss
the origin of these two distinct types of time reversal symmetry now.
4This is a central concern in realising topological bands in cold atom experiments, with a number
of models realised by using periodic driving that is not time-reversal symmetric.
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Generally, one can write the time-reversal operator T as a combination of a uni-
tary τ acting on internal degrees of freedom and a complex conjugation K [102]
T = τK, (2.87)
the result is an anti-unitary operator. By acting this operator on the time evolution
operator
T U(t)T = (τK)e−iHt(τK) = eiHt = U(−t), (2.88)
where the second equality is due to [T ,H] = 0 for time-reversal symmetric Hamil-
tonians, one establishes that the correct behaviour for time-reversal. To show that
the time-reversal operator comes in two types, one squares this
T 2 = τKτK = ττ∗ = eiφ, (2.89)
where the final equality must be true for a Hamiltonian with no unitary symmetries5.
Pre-multiplying by τ† and iterating
τ∗ = eiφτ† = eiφ(τ∗)T = eiφ(eiφ(τ∗)T)T = e2iφτ∗, (2.90)
one finds eiφ = ±1. That is, the square of the time-reversal operator satisfies
T 2 = ±1. (2.91)
The case where T 2 = +1 is referred to as spinless, while T 2 = −1 is spinful. The
version for graphene used above is spinless, since T 2 = (ρxK)2 = 1. Both varieties
force the Chern number to be trivial, but the spinful type found in the Kane-Mele
model protects a different invariant which we discuss now.
Stacked Haldane models and spin-orbit coupling
Kane-Mele studied a spinful version of graphene [128, 129], at the low energy level
this simply amounted to doubling the degrees of freedom with a spin-1/2 Pauli
matrix s
HˆKMk = (kxσxρz + kyσyρ0)s0. (2.92)
By requiring this to have a spinful time reversal symmetry
T ′ = iρxsyK, (2.93)
5For a Hamiltonian with unitary symmetries, one can first remove these by working in separate
sectors of this symmetry.
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which satisfies (T ′)2 = (iρxsyK)2 = −16, and with the presence of sy accounting
for time-reversal symmetry flipping the spin degree of freedom. Additionally, by
requiring inversion symmetry
P = σxρx, (2.94)
which flips both sublattice and valley degrees of freedom, they found that only one
term remained
Mspin-orbit = mSOσzρzsz, (2.95)
which occurs due to spin-orbit coupling. Since this term satisfies both key symme-
tries of graphene, it must occur at the low energy level.
By comparison to (2.73), one notices that the spin orbit mass is simply the Hal-
dane mass with opposite signs for each spin degree of freedom. The Kane-Mele
model can therefore be thought of as two stacked Haldane models with opposite
masses. Using this insight, and without further calculation, one can see filled bands
of this model must be topologically trivial within the Chern classification7, since
each filled spin state will have Chern numbers ±1 which will sum to zero.
Edge theory and Z2 topology
One may ask in what sense is this model topologically non-trivial. The simplest way
to see this is from an edge theory perspective.
Since the Kane-Mele model is essentially just two Haldane models stacked, the
edge theory should consist of two counter propagating states8
Hˆedgek = ksz. (2.96)
Without any symmetries one could immediately gap these two states via sx or sy,
since {sx, sz} = {sy, sz} = 0. One can then move the edge bands into the bulk
continuum, leaving the edge trivial. This is where the crucial spinful time-reversal
symmetry enters. The two possible edge masses do not commute with the spinful
time reversal symmetry in (2.93)
{sx, iρxsyK} = {sy, iρxsyK} = 0. (2.97)
Therefore one cannot add an edge mass while this symmetry is obeyed. One there-
fore finds robust edge states, the key signature of a topologically non-trivial phase.
6Note that the crucial ingredient for a spinful time-reversal symmetry is for the unitary part of T to
be anti-symmetric.
7This is also seen by recalling that time-reversal symmetry, of either kind, forces the Chern number
to be trivial.
8One can in fact derive this form of edge theory exactly as shown in Appendix D.
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Another feature here is found by ‘doubling’ the Kane-Mele model
HKMk → HKMk τ0, (2.98)
where τ represents the new ‘layer’ degree of freedom. At the edge, this correspond-
ingly amounts to adding another pair of anti-propagating states
Hˆedgek → kszτ0. (2.99)
Similarly, the time-reversal symmetry operator becomes T ′ → iρxsyτ0K. Crucially
the time-reversal symmetry no longer protects these four states. For example the
mass sxτy obeys time-reversal symmetry and yet anti-commutes with (2.99), gap-
ping the edge. One therefore finds that a doubled Kane-Mele model is trivial. This
observation motivates the presence of a fundamentally different invariant, namely a
Z2 or ‘parity’ invariant. Denoting whether or not a pair edge states is present.
Tenfold way
The lesson from the Kane-Mele model is that symmetries do more than restrict the
topological classification, instead they can also enhance the classification. Funda-
mentally a topological invariant says that two phases with distinct indices cannot
be smoothly deformed (without gap closing) into one another. The reason symme-
tries can enhance this classification is because they can block the smooth transition
between two otherwise connectible phases [131].
The natural question is whether there are other symmetries and how this func-
tions in other dimensions. In the preceding, we have discussed the classification
for 2D time-reversal symmetric insulators. That is, a total of three categories: 2D
with T 2 = ±1 and 2D with no time-reversal symmetry. There is a single additional
generic symmetry: Particle-hole symmetry, which occurs in the context of supercon-
ductivity. All possible combinations of both symmetries makes a total of ten classes.
The classification of topologically protected phases for these ten symmetry classes,
and across all dimensions, is the subject of the tenfold way [100, 131].
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Chapter 3
Semiclassical dynamics, Berry
curvature, and spiral holonomy in
optical quasicrystals
Here we explore the nature of semiclassical dynamics in an optical quasicrystal. We
develop this for lattices of shallow depth, corresponding to the nearly free electron
limit of solid-state terminology. Our approach exploits the idea from Section 1.2.2
that within this limit, and due to the quasiperiodicity, there is an unending fractal
hierarchy of gaps in the band structure controlled by perturbation theory [22]. For
any finite external force, Landau-Zener tunneling will make all but a finite number
of these gaps irrelevant within the semiclassical dynamics [136]. The resulting the-
ory is closely analogous to that of a periodic system except that the unconventional
rotational symmetries – disallowed for periodic systems – can lead to exotic band
structures. As a surprising result of this, we find a realization of a spiral holonomy
[137, 138], involving a permutation between bands under an adiabatic cyclic tra-
jectory. This phenomena is a generalization of Berry’s phase [99] and the Wilczek-
Zee holonomy [139]. A comparison against an exact solution to the time-dependent
Schrödinger equation verifies that the semiclassical theory works well within the
shallow-lattice limit. We show under what conditions Berry curvature effects can
appear for semiclassical dynamics in quasicrystals, at least within the shallow-lattice
limit. Finally we discuss how these ideas are generalized to arbitrary rotational sym-
metries.
3.1 Model
We consider a two-dimensional optical lattice quasicrystal shown in Fig. 3.1(a), with
potential,
V(r) ≡ V0
2
5
∑
j=1
cos(Gj · r+ θj), (3.1)
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FIGURE 3.1: (a) The considered quasiperiodic optical lattice potential
given by Eq. (3.1) with V0 < 0 and θi = pi/10 for i = 1, . . . , 5. (b) A
five-fold arrangement of mutually incoherent beams with wave vec-
tors Gi/2 plus coherent reflections. The imposed five-fold rotational
symmetry forces the optical lattice potential to be quasiperiodic be-
cause a five-fold symmetry is disallowed in periodic systems.
where V0 sets the overall strength of the potential,Gj are wave vectors given by
Gj ≡ κ (cos(2pi j/5), sin(2pi j/5)) , (3.2)
and θj are arbitrary phase offsets. This optical lattice could be generated using stan-
dard experimental methods using a laser arrangement shown in Fig. 3.1(b), consist-
ing of five mutually incoherent laser standing waves set at an angle of 2pi/5 with
respect to one another.
An important assumption we work with throughout the paper is the shallow-
lattice limit
V0  ER, (3.3)
where ER ≡ h¯2κ2/2m is the recoil energy. As discussed in Sec. 1.2.2, in this limit the
band structure and eigenstates can be found by applying perturbation theory. As for
the 1D case discussed in 1.2.2, these gaps form a hierarchy according to the number
of momentum transfers between the two free particle states. The first order gaps are
shown in Fig. 3.2b corresponding to ±Gj. These define the pseudo-Brillouin zone
[21, 24, 54, 140].
3.2 Semiclassical Dynamics
For ordinary periodic systems the theory of semiclassical dynamics play a funda-
mental role in our understanding of numerous transport properties, as discussed in
Sec. 2.2. Applying this theory to a quasicrystal presents a number of difficulties.
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FIGURE 3.2: (a) The set of all combinations of the five principle
wavevectors Gi – referred to as the reciprocal lattice – forms a dense
set of points in k-space. The corresponding set of plane wave states
forms the basis for the eigenstates and in the shallow-lattice limit the
free particle dispersion will develop a hierarchy of gaps proportional
to the point sizes shown. (b) The largest gaps are those along the lines
of degeneracy between the centre and the ten principle wave vectors
±Gi which together form a decagonal boundary to a region referred
to as the pseudo-Brillouin-zone.
The central issue is the interpretation of k. In a periodic system k is the crystal mo-
mentum and is thereby only defined up to the addition of a reciprocal lattice vector.
This encourages one to restrict k to the Brillouin zone, ensuring that each k labels
a unique eigenstate. A similar approach for quasicrystals is inappropriate as here
the Brillouin zone is infinitesimally small (since there is no lower limit on the size
of a reciprocal lattice vector). Instead throughout the following we essentially use a
repeated zone scheme in which k is allowed to take any value in reciprocal space.
Closely related to the issue of how to interpret k is the problem of defining E(k)
and Ω(k) in Eqns. (2.54) and (2.55) for a quasicrystal. Our approach to this problem
is two-fold. Firstly we exploit the shallow-lattice limit (as was presented in the pre-
ceding section), within which the spectrum simplifies to a free particle dispersion
which is broken into a dense hierarchy of gaps. Secondly we use the idea that under
an external force all gaps with a size below a certain threshold will be essentially
removed from the dynamics due to Landau-Zener tunneling. Where we write the
Landau-Zener probability (2.57) for tunneling through an avoided crossing between
two free particle states, |k−G〉 and |k−G′〉, in the following convenient form [114,
115]
PLZ = e−α∆
2
gap/F (3.4)
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FIGURE 3.3: In the semi-adiabatic limit (3.6), the only relevant gaps
for semiclassical dynamics are those along the PBZ boundary. These
are followed adiabatically, whereas the dense set of smaller gaps are
eliminated by Landau-Zener tunneling. This idea is illustrated by the
energy spectrum E(k) along a trajectory past the PBZ with a basis
truncated to approximately one hundred elements and V0/ER = 0.2.
with F = |F |, α = piκ2/4ERδ and δ = |F · (G−G′)|/F. For all gaps that satisfy
∆2gap  F/α (3.5)
the probability of Landau-Zener tunneling will go to one, PLZ → 1, and these gaps
will be essentially ignored in the semiclassical dynamics. If the force is also carefully
chosen so that the dynamics remain adiabatic with respect to the remaining gaps, the
dynamics will then be accurately described by the semiclassical equations of motion
(2.54)-(2.55). With E(k) and Ω(k) interpreted as the remaining part of the spectrum
which is relevant in the semiclassical dynamics.
It is important to stress that unlike periodic systems in which a band structure
is always well defined. It is only within a dynamical picture, and within a certain
window of external forces, that a particular effective band structure emerges. The
connection between the dynamics and E(k) and Ω(k) via semiclassical dynamics is
therefore essential in defining these quantities for a quasicrystal. It should also be
highlighted that semiclassical dynamics for a quasicrystal is more restrictive than for
periodic systems. This is because we require both adiabaticity with respect to some
gaps (as with periodic systems) and also non-adiabaticity for others (unlike periodic
systems).
These ideas highlight that the particular semiclassical dynamics found in a qua-
sicrystal will depend on the magnitude of the external force. With increasingly
weaker regimes of force resulting in a growing number of gaps becoming relevant
[136]. Throughout the following we focus on a particularly simple regime of forc-
ing which we refer to as the “semi-adiabatic limit”. We define this as the regime in
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which the dynamics are adiabatic with respect to the largest gaps – those of order
V0 which form the boundary of the PBZ, but non-adiabatic with respect to the gaps
of order V20 /ER (as well as all smaller gaps in the hierarchy), as shown in Fig. 3.3.
Therefore the dynamics are semi-adiabatic when F satisfies(
V0
ER
)4
 F
κER

(
V0
ER
)2
. (3.6)
The form of E(k) and Ω(k) in the semi-adiabatic limit falls into two cases de-
pending on the location of k in the PBZ. Away from the boundary of the PBZ, V(r)
has little effect and to leading order and one has free particle dispersion E(k) = ek,
with Ω(k) zero. Whereas nearby the boundary, E(k) and Ω(k) are determined by
considering mixing between the free particle states that are degenerate there. Along
a straight edge, this involves just two states, whereas at a corner we have the more
interesting case of mixing between five degenerate states. These can be identified by
considering a series of scatterings at a corner, as shown in Fig. 3.4. For example, if
we consider k nearby the topmost corner, the state |k〉 will be coupled to the states
|k −G1〉 and |k +G4〉, and these to the states |k −G1 −G3〉 and |k +G2 +G4〉
respectively, with the final two states coupled to each other. The Hamiltonian that
describes the mixing between these five states is given by,
Hcornerk =
ek VG1 V−G4 0 0
V−G1 ek−G1 0 VG3 0
VG4 0 ek+G4 0 V−G2
0 V−G3 0 ek−G1−G3 VG5
0 0 VG2 V−G5 ek+G2+G4
 (3.7)
with VGj = V0e
iθj .
Whilst we will focus on the semi-adiabatic limit throughout the rest of the paper,
essentially all the results we discuss can be simply extended to a regime in which the
force is tuned to a different set of gaps. Generally if one chooses the force according
to (
V0
ER
)2(n+1)
 F
κER

(
V0
ER
)2n
(3.8)
the situation described for the semi-adiabatic case is altered by replacing the set
of principle wavevectors Gi with a set of ten vectors G′i associated with nth order
scatterings. This set is found by taking the smallest magnitude wavevectors from the
set of all nth order combinations ofGi (these will necessarily have the same ten-fold
symmetry), and will have phases θ′i equal to the sum of the n phases associated with
the n wavevectors Gi. One can then define a corresponding nth order PBZ defined
by the set of perpendicular bisectors to G′i, along with a similar matrix to H
corner
k in
48
Chapter 3. Semiclassical dynamics, Berry curvature, and spiral holonomy in
optical quasicrystals
FIGURE 3.4: Local to the topmost corner the state |k〉 is coupled to
four other states (each marked with a point), with the mixing between
these described by the Hamiltonian Hcornerk as in Eq.(3.7). The off-
diagonal couplings are represented by arrows and the corresponding
phases θi have been included. As discussed in Sec. 3.5.1 each phase is
gauge dependent however since the couplings form a closed loop the
total, γ, is gauge invariant which allows for non-trivial Berry phase
and curvature.
(3.7) describing the dynamics nearby a corner.
3.3 Bloch Oscillations
An immediate result of the above discussion is that, within the semi-adiabatic limit,
a constant external force will drive Bloch oscillations in a manner closely analogous
to those in periodic systems. The possibility of Bloch oscillations in a quasicrystal
was first identified in a number of numerical studies [141, 142]. There the Bloch os-
cillations were found to be quasiperiodic whereas, within the semi-adiabatic limit
defined here, it is possible to have approximately periodic oscillations if the force is
directed along certain high symmetry directions. For arbitrary directions, the result-
ing evolution can be highly complicated, as indeed is also the case for periodic crys-
tals [112]. An interesting difference for quasicrystalline Bloch oscillations is that, as
the force is reduced, new gaps in the hierarchy will become relevant and new Bloch
oscillation periods will appear. This point will remain true for arbitrarily small forces
and therefore quasicrystalline Bloch oscillations contain a much richer structure.
The prediction of Bloch oscillations can be used to test the validity of the semi-
adiabatic approximation by comparing against an exact numerical solution of the
time dependent Schrödinger equation, which takes the form
ih¯ ∂tak = ekak +∑
Gj
VGj ak−Gj , (3.9)
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FIGURE 3.5: Comparison between the semiclassical approximation
and the exact numerical result of the mean velocity vx for a trajectory
along the high symmetry direction shown inset and with the parame-
ter values V0/ER = 0.01, F/κER = 4.5× 10−5, and where vR ≡ h¯κ/m
is the recoil velocity. The results demonstrate approximately periodic
Bloch oscillations, while the match between the exact and semiclassi-
cal results can be improved by going to smaller V0/ER.
in a basis of free particle states
|ψk〉 = ∑
G∈{G}
ak−G|k−G〉, (3.10)
where the sum is over the reciprocal lattice, ek ≡ h¯2|k|2/2m is the free particle dis-
persion, VGj = V0e
iθj are the couplings due to the potential, and k = k(t) = F t + k0
is the equation of motion for the momentum k.
We have solved (3.9) numerically, choosing our numerical basis large enough so
that our results for the mean velocity have converged for any given set of param-
eters. The comparison between these exact results and the semiclassical dynamics
is shown in Fig. 3.5. The results of this comparison suggest that the semiclassical
approximation should remain valid up to roughly V0/ER ≈ 0.01, with the exter-
nal force that satisfied the semi-adiabatic limit the closest found to be F/κER =
4.5 × 10−5. Beyond this value of V0/ER the window of allowed values for F that
satisfy (3.6) becomes so narrow that it becomes impossible to choose a single value
that satisfies both limits adequately. The signal of this breakdown is the appearance
of new oscillation frequencies corresponding to previously neglected higher order
gaps.
Observing these Bloch oscillations experimentally requires that the relatively
long evolution times needed within the semi-adiabatic limit do not exceed the typ-
ical lifetimes of the atomic gases used, which are of the order of a few seconds. For
the parameter values found numerically (V0/ER = 0.01 and F/κER = 4.5× 10−5)
the time T to complete a single Bloch oscillation is given by T = 2× 104h¯/ER. For
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FIGURE 3.6: A cyclic trajectory around a corner of the PBZ leads to
the surprising result of a spiral holonomy [137] in which after a cyclic
variation of the parameter k the system fails to return to its initial
eigenstate. This result appears in two ways: (left) the geometry of the
path encircling the corner and (right) as transitions between the two
lowest bands (of the Hamiltonian in Eq. (3.7)) at a corner.
23Na and 87Rb this takes the values of T ≈ 0.1s and 1s, and could therefore be quite
challenging experimentally.
3.4 Spiral Holonomy
A surprising result of semiclassical dynamics of quasicrystals in the semi-adiabatic
limit is found by considering a cyclic variation of the momentum around a corner
of the PBZ. Such dynamics could be induced for example by applying a force that
changes in direction with time in such a way that the net impulse imparted vanishes,
such that one expects the momentum to return to its initial value. In this case we find
that a eigenstate does not return to its original form. Instead, the system is left in a
different energy eigenstate, orthogonal to its initial state. (Naturally, this result will
have a direct impact on how we understand the Berry phase and Berry curvature in
later discussions.)
The origin of this phenomena can be attributed to the geometry of the PBZ. Con-
sider following the set of Bragg scatterings, as depicted on the left of Fig. 3.6, along
one cyclic path around a corner in which the momentum changes direction by 2pi
to encircle the corner just once. After this single cycle, the wavepacket finishes at
a different corner of the PBZ. Although the net external impulse is zero, the set of
Bragg scatterings are imbalanced in such a way that there is a net momentum trans-
fer from the quasicrystalline lattice. It is only after performing a second 2pi cycle that
the particle returns to its initial location. This unusual geometrical property mani-
fests in the band structure local to a corner, given by Eq. (3.7) and as shown on the
right in Fig. 3.6. This appears as a series of transitions between the two lowest bands
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which finishes in a different band to which it started. Such behaviour is referred to
as a “spiral holonomy" [137, 138]. We emphasise that the appearance of this phe-
nomena is a necessary consequence of working in the semi-adiabatic limit for the
quasicrystal.
To our knowledge, similar phenomena to what we see here – the key feature be-
ing a change in energy level after a cyclic parameter variation – have been described
only in two, very different, settings for energy bands. One setting concerns the 2D
surface states of a 3D Weyl semimetal. Here there appears a helicoidal band struc-
ture around the projection of the Weyl point [143], that is at the edges of the Fermi
arcs of the surface metal [144, 145]. The other setting concerns energy bands in lossy
(non-Hermitian) systems. These can show “exceptional points” at which the (com-
plex) energy eigenvalue has a square root singularity between two energy levels as a
function of a 2D parameter that results in the state returning to itself after two cycles
[146, 147]. The energy level structure in both examples can be naturally thought of
in terms of Riemann surfaces.
3.5 Berry Phase, Berry Curvature and Chern Number
Topological and geometrical properties of the energy bands of crystalline systems
are of a central interest in a large amount of fascinating recent research. Naturally
some of these ideas have been extended to quasicrystalline systems [67, 148] with
these works focusing on tight-binding models. Here we exploit our description
based on semiclassical dynamics, to explore two fundamental quantities: the Berry
phase and curvature. In the following we will focus on the properties nearby a cor-
ner of the PBZ as it is here where the Berry phase and curvature can be non-zero.
3.5.1 Berry Phase
The usual consideration for the Berry phase asks what geometrical phase is acquired
for a cyclic parameter variation. However, as discussed in Sec. 3.4, a cyclic trajectory
that encircles the corner of the PBZ returns to an orthogonal state and in this case
the Berry phase cannot be defined. However for a trajectory that encircles the corner
twice, the state does return to its initial form. It is this situation which address here.
We can find the Berry phase for a two-fold trajectory by using a simple argument
based on the phase acquired after a series of Bragg scatterings between the edges of
the PBZ. In the local band structure picture of Fig. 3.6, as a certain state |k〉 adiabati-
cally traverses an avoided crossing into a state |k′〉, it acquires a phase equal to that
of the matrix element which opened that gap between these states, 〈k′|Vˆ|k〉. For a
path that encircles the corner twice, five such adiabatic crossings are traversed – one
for each scattering in Fig. 3.6 – each contributing one of the five phases θi. Therefore
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the Berry phase acquired for this trajectory is given by
γ =
5
∑
i=1
θi. (3.11)
A caveat to this argument is that the second order gaps that are irrelevant far from
the corner open into a first order gap as they approach the centre, as shown in Fig.
3.7c. Therefore this argument only applies to trajectories that remain sufficiently far
from the corner. For the band structure shown in Fig. 3.7c in which V0/ER = 0.02,
a radius of approximately 0.1κ would be sufficient, with this distance reducing for
smaller V0/ER.
It is important to highlight that each of the phases θi in the previous argument
are gauge dependent since each is equal to the phase of the matrix element 〈k′|Vˆ|k〉
which is changed by redefining the phases of the each basis element, |k〉 → eiφk |k〉.
However their total, γ, is gauge invariant, as can be seen by looking at the structure
of the off-diagonal couplings in (3.7). As shown in Fig. 3.4, this set forms a closed
loop in reciprocal space which ensures that any gauge transformation leaves the sum
around this loop invariant.
When the Berry phase for a two-fold trajectory is pi (e.g. ∑5i=1 θi = pi), it is possi-
ble to make a connection to the physics of graphene. For graphene it is well known
(as shown in Section 2.3) that the two lowest bands have a linear dispersion at Dirac
points located at the corners of the Brillouin zone, each of which is associated with
a pi-Berry phase. A very similar situation happens in our model—here the pi-Berry
phase is also associated with a linear band touching, however here between the sec-
ond and third bands at a corner of the PBZ (this is because the lowest two bands
are essentially joined by the spiral holonomy, cf. Fig. 3.6 and 3.7). It is also well
known that the linear dispersion (with associated pi-Berry phase) can lead to inter-
esting phenomena such as inelastic backscattering and unusual reflection properties
from a potential barrier in graphene. Since these phenomena are purely a result of
this particular dispersion we expect similar phenomena to appear in our model.
3.5.2 Berry Curvature
In the current section we will explore the properties of the Berry curvature of the
Hamiltonian Hcornerk from Eq. (3.7) which describes mixing at a corner of the PBZ.
However, first we outline some general properties of the Berry curvature based on
symmetries of the system and use these ideas to derive a condition on the phases
θi to allow for non-zero Berry curvature. A symmetry which is present here is time
reversal symmetry, which results in Ω(k) being an odd function of k. The presence
of inversion symmetry would also mean that Ω(k) must be an even function of k
and therefore both symmetries would result in zero Berry curvature. To determine
whether such a point of inversion exists for the quasiperiodic potential (3.1), we
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search for a pointR such that
V(R+ r) = V(R− r). (3.12)
It is straightforward to show that this equality is equivalent to the following set of
equations
Gi · R + θi = 0 mod pi. (3.13)
By taking the sum of these and using the property
5
∑
i=1
Gi = 0, (3.14)
one can show that the following equation must hold
5
∑
i=1
θi = 0 mod pi. (3.15)
If this final equality fails to hold, the assumption that there exists anR such that V(r)
satisfies (3.12) must be incorrect: there cannot exist a point of inversion symmetry
and the Berry curvature can be non-zero. The sum in Eq. (3.15) is just equal to the
previously found Berry phase (3.11). Thus, the results are consistent: if the Berry
phase (3.11) is zero or pi then the Berry curvature must be zero. The fact that the
Berry phase can be equal to pi (and therefore non-zero) whilst the Berry curvature
must be everywhere zero is entirely analogous to the situation in graphene in which
the Berry curvature is zero everywhere except at the Dirac points where it is singular.
It is simple to find the exact form of the Berry curvatures Ω(n)(k) for each of the
five bands, labelled by n, of (3.7) by using standard numerical methods [149]. One
proceeds in precisely the same way as for periodic systems (by relating the phase
acquired around an infinitesimal plaquette to the curvature enclosed), the only dif-
ference for the quasicrystal is that this is carried out for an effective band structure
that emerges within the semi-adiabatic limit. There is however a subtlety here in that
calculating the Berry curvature for (3.7) one assumes adiabaticity with respect to all
gaps in the band structure. For the lowest band, there are gaps of order V20 /ER (cf.
the discussion on the spiral holonomy of Sec. 3.4 and Fig. 3.6), which would be tun-
nelled past non-adiabatically in the semi-adiabatic limit. Therefore, although Hcornerk
was motivated by the semi-adiabatic limit, in order to calculate the Berry curvature
we must work outside of this regime. The Berry curvature calculated here is simply
that associated with adiabatic transport for the band structure described by Hcornerk .
We plot the Berry curvature of (3.7) for the lowest two bands as well as their
sum in Fig. 3.7 since generally the dynamics here will visit both bands. A striking
feature of the separate Berry curvatures Ω(1) and Ω(2) are the five sharp peaks asso-
ciated with the near degeneracy between the two bands. As discussed above, their
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FIGURE 3.7: Berry curvature and band structure local to the corner
of the PBZ for the two lowest bands of the Hamiltonian Hcornerk in Eq.
(3.7), with V0/ER = 0.02 and γ = pi/2. The separate Berry curvatures
(a) Ω(1) for the first band and (b) Ω(2) for the second band, show
sharp peaks along the five lines of near degeneracy shown in Fig. 3.6
and in (c) the band structure past a corner. (d) For the sumΩ(1)+Ω(2)
these cancel leaving a single smooth peak which integrates to give the
Berry phase associated with a two-fold loop.
relevance to the semiclassical dynamics in the semi-adiabatic regime is obscured
due to transitions between the bands. On the other hand, their sum Ω(1) +Ω(2) is
highly relevant within the semi-adiabatic limit and can be cleanly mapped out from
the semiclassical dynamics. To do so one can simply perform two evolutions, one
for the particle starting in each of the two bands and then summing the separate
anomalous velocities as shown in Fig. 3.8. Numerically this procedure works well
up to the same parameter values used in the Bloch oscillations discussion and will
therefore require similar evolution times experimentally.
Aside from its appearance in the semiclassical dynamics, the Berry curvature
is fundamentally related to the Berry phase via a surface integral over the region
enclosed by the cyclic trajectory for which the Berry phase is defined. Making a
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FIGURE 3.8: (Top) Due to transitions between the two lowest bands
local to a corner (cf. Eq. (3.7) and Fig. 3.6) the separate anomalous ve-
locities associated with the Berry curvature (Eq. (2.55)) are obscured.
(Bottom) Whereas their sum can be cleanly extracted (as described
in the text) and matches well with the expected Berry curvature (see
Fig. 3.7c). The parameters used are the same as those used in Fig. 3.5.
similar statement here is subtle since for a generic trajectory one encounters transi-
tions between the bands which means the separate adiabatic Berry curvatures are
insufficient to describe the semi-adiabatic Berry phase. Nevertheless for the two-
fold trajectory discussed in Sec. 3.5.1 one can associate the Berry phase here to the
integral of the sum of the Berry curvatures by comparing two situations. The first in
which the two-fold loop is traversed semi-adiabatically and a second in which two
separate single loops are performed adiabatically on each band. The only difference
between these two situations is found local to the near degeneracies between the two
bands. In the first case no phase is acquired past these avoided crossings and in the
second, whilst a phase is acquired for each separate band, these will cancel for the
total phase from both trajectories. The result is that the semi-adiabatic Berry phase γ
acquired on a two-fold trajectory (which is related to the phases θi via (3.11)) is equal
to the surface integral of the sum of the separate adiabatic Berry curvatures,
γ =
∫∫
dS(Ω(1) +Ω(2)). (3.16)
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This result is easily confirmed numerically by integrating over the peak in the summed
Berry curvatures from Fig. 3.7.
3.5.3 Chern Number
Naturally one might imagine extending the surface integral of the Berry curvature in
(3.16) over the entire PBZ, to obtain a topological invariant akin to the Chern number
for the periodic case. However, one may well question whether such a topological
invariant exists for the quasicrystal, since the PBZ does not have the same topology
as the BZ of conventional periodic systems which is a torus. Nevertheless, despite
the differing topologies of the PBZ and conventional BZ, a topological invariant still
exists for the PBZ. The PBZ is orientable (no subset is a Möbius band) and closed
(since all edges are identified). These two conditions of the manifold (closed and
orientable) are sufficient to allow the existence of the Chern number [150] defined
by the integral of the Berry curvature over the PBZ.
Although the particular topology of the PBZ does not directly affect the Chern
number, it is nevertheless interesting to ask what this topology is for the PBZ. In
order to identify this, two pieces of information are needed: the orientability and
the Euler characteristic χ [151]. We already know that the PBZ is orientable (which
means it is a g-holed torus, where g is the genus), and the Euler characteristic is
found from the number of vertices, v, edges, e, and faces, f , using χ = v − e + f .
For the decagonal PBZ, these are v = 2, e = 5, f = 1, giving χ = −2, and using
χ = 2− 2g (for orientable surfaces) gives g = 2. We therefore identify the decagonal
PBZ as a two-holed torus. Interestingly the association of a regular polygon with
identified edges to a higher genus manifold also appears in the study of billiards in
rational polygons [152]. There the straight line billiard trajectories are interpreted as
curved trajectories on this manifold. Surprisingly this situation is closely related to
the straight line k-space trajectories in our model for constant external force (cf. Sec
3.3).
3.6 Generalisations
3.6.1 Semiclassical Dynamics in Solid State Quasicrystals
The semiclassical approach we have presented in Sec. 3.2 is very general. The only
assumption it relies on is that the hierarchy of gaps can be clearly separated in terms
of their sizes. For this condition to be satisfied two criteria must be met: the first
is that the Fourier components of the potential must fall off sufficiently quickly (in
our case only ten were non-zero). The second is that these components must also
be sufficiently weak so that higher order effective couplings can be neglected (here
this meant working in the shallow-lattice limit). Both conditions can be satisfied in
an optical lattice setting, since the potentials are often formed by a small number of
standing waves and the lattice depth is freely tunable.
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Surprisingly these conditions could also be satisfied for a solid state quasicrystal,
as a number of ARPES studies on various icosahedral and decagonal solid state qua-
sicrystals have demonstrated that these have an almost free electron-like dispersion
[52–54]. Of course disorder plays a key role in these materials, likely obscuring the
semiclassical dynamics. However there are situations – like in quantum oscillations
– where semiclassical dynamics remain highly relevant. Indeed, related ideas to
those presented here were already used in Ref. [136] to explain quantum oscillations
in incommensurate charge density waves. The nature of the quantum oscillations
in our model presents an interesting open question, and one which we explore in
Chapter 4.
3.6.2 Higher Rotational Symmetries
Many of the novel results presented here can be simply extended to systems with
arbitrary rotational symmetries. These include the spiral holonomy, the possibility
of non-trivial Berry phases and curvature, and the identification of a Chern number.
Essentially these only depend on the overall geometry of the PBZ, so that as long as
a PBZ can be well defined one can ask such questions. We discuss generalised PBZ’s
which are regular 2n-sided polygons, with integer n ≥ 4. The results will naturally
split into two cases for odd or even n. With the model studied throughout this paper
given by n = 5 and therefore an odd case.
For the spiral holonomy, the same geometrical picture used in Sec. 3.4 and shown
in Fig. 3.6 to find the number of cycles around a corner before returning can be
applied here. For odd n, the trajectory visits only n of the total 2n corners before
returning and therefore completes (n − 1)/2 cycles (e.g. in our case n = 5 and
2 cycles were required). Whereas for even n, the trajectory visits all 2n corners,
resulting in a total of n− 1 cycles before returning to the initial state. For example,
if n = 4 (e.g. an octagonal PBZ), the state will require three cycles around a corner
before returning and will therefore visit three bands local to the corner. Three cycles
also implies a chirality, since going clockwise or anti-clockwise produces different
results.
An interesting difference between odd and even n appears by asking whether
one can find non-zero Berry curvature. The odd case is essentially the same as the
five-fold case in this respect. Half the corners are coupled in such a way that the
off-diagonal terms again form a closed loop allowing for non-zero Berry curvature.
However in the even case, all 2n corners couple (this is related to how the state visits
all 2n corners in the spiral holonomy), forcing the Berry curvature to be the same
at all corners. If time-reversal symmetry is present, Ω(k) must be an odd function
of k, and the only possible Berry curvature at a corner is zero. Therefore for even n
it is not possible to have non-trivial Berry phases or curvature whilst time-reversal
symmetry is preserved.
Finally, the Chern number classification can be easily extended, since for all n
the PBZ is both orientable and closed, and therefore the Chern theorem applies. The
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FIGURE 3.9: Same as Fig. 3.4 but for a PBZ with eight sides. Here the
couplings again form a closed loop meaning the total phase is gauge
invariant, however the sum is now zero and therefore the Berry phase
and curvature are also zero.
genus can then be found by calculating the Euler characteristic. For odd n, the PBZ is
found to have genus (n− 1)/2, while for even n it has genus n/2. With the difference
between odd and even cases again arising from how the corners are coupled – for
odd n there are two vertices while for even n there is only one vertex. Therefore
for all n, integrating the Berry curvature over the whole PBZ provides a topological
invariant – the Chern number.
3.7 Conclusion
We have demonstrated that for a two-dimensional shallow-lattice optical quasicrys-
tal, it is possible to identify a regime in which the dynamics is accurately described
by the semiclassical equations of motion. By comparing the prediction of Bloch oscil-
lations against an exact numerical solution we determined the maximum potential
depth allowed in order for the semiclassical description to apply and related this to
experimental parameters.
A surprising result was the appearance of a spiral holonomy around a corner of
the PBZ – a phenomena which has been described in a few, very different, settings
for energy bands. We also demonstrated that it is possible to have non-trivial Berry
phase and curvature at a corner – with both having an unconventional structure
due to the spiral holonomy. A method of extracting the Berry curvature from the
semiclassical dynamics was provided and its overall properties were related to time
reversal and inversion symmetries. By identifying the PBZ as topologically equiva-
lent to a higher genus surface, we showed that the Chern number classification for
periodic systems can be extended to the PBZ of a quasicrystal, thereby determining
a topological index for the system.
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We highlight that the semiclassical approach can be applied to a generic qua-
sicrystal and can be applicable in solid state quasicrystals with a nearly-free-electron
dispersion which have been observed experimentally. We have also extended the
findings of the spiral holonomy, Berry curvature and Chern number to systems with
arbitrary rotational symmetries by relating these to the properties of the PBZ. We
show that Berry curvature effects appear for certain ‘odd’ arrangements but disap-
pear for ‘even’ arrangements.

61
Chapter 4
Theory of quantum oscillations in
quasicrystals: Quantizing spiral
Fermi surfaces
One of the key tools for studying periodic electronic materials are quantum oscil-
lations [118–120]—a well established technique for characterising Fermi surfaces
based on the semiclassical quantisation of orbits into Landau levels [106, 117]. For
quasicrystals, one might expect that quantum oscillations are precluded by the lack
of a well defined Fermi surface or the typically low conductivity [55]. Nevertheless,
an early experimental study surprisingly found these to present [153]. Despite this
finding, there has yet to be a theory developed to explain how quantum oscillations
could occur in a quasicrystal [154, 155].
In this Chapter we develop such a theory. We show how quantum oscillations
can occur in quasicrystals, using two experimentally relevant models as examples:
a nearly-free-electron quasicrystal [23, 52–54] and 30° twisted bilayer graphene [72–
74]. Surprisingly, we find that when quantum oscillations do occur, these are associ-
ated with a novel type of Fermi surface—which we dub a “spiral Fermi surface”—
with topological character. Moreover, we find that the presence of a spiral Fermi
surface in quasicrystals is generic—the only requirement is a separation in energy
scales of their gaps1.
The topology of the spiral Fermi surfaces is classified using the turning number,
Nt, which is defined as the winding number of the surface tangent—an invariant
for two-dimensional plane curves [156, 157]. A Fermi surface that can be smoothly
deformed to a circle has Nt = ±1 and is considered trivial, while all other turning
numbers are considered nontrivial. The Fermi surface topology naturally appears in
the Maslov contribution [106, 122, 158–160], ϕM = piNt, to the semiclassical descrip-
tion of quantum oscillations, as discussed in Sec. 2.2.3. This experimental technique
is both well founded [119] and much used in the study of novel materials such as
topological insulators [161–165] and semimetals [166, 167].
1Throughout this chapter we use the word ‘gap’ in reference to an avoided crossing between two
energy levels—not in reference to a gap in the energy spectrum.
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FIGURE 4.1: Quantum oscillations in a nearly-free-electron qua-
sicrystal. (a) Sketch of our model for a nearly-free-electron quasicrys-
tal, consisting of 10 Fourier components (largest blue points) at mo-
menta ±Gi (red arrows) which have Bragg planes (grey dotted lines)
forming a pseudo-Brillouin-zone (orange decagon) and which inter-
sect the free electron Fermi surface (blue circle). All combinations of
these 10—the reciprocal lattice of periodic systems—covers k-space
densely (smaller blue points). (b) The semiclassical trajectories in an
external magnetic field (solid blue curves) drift along the free electron
Fermi surface (dotted circle) with scattering by eachGi at the pseudo-
Brillouin-zone boundary. (c) These semiclassical trajectories are seen
as constant energy contours (blue curves) of an ‘effective bandstruc-
ture’, which is shown for V0 = 0.1Eκ . (d) The resulting spiral Fermi
surface with nontrivial turning number of Nt = 2.
4.1 Nearly-free-electron quasicrystal
4.1.1 Model
The model here amounts to keeping the 10 dominant Fourier components, (i.e. the
brightest spots in the diffraction pattern), in particular those with Bragg planes (per-
pendicular bisectors) that intersect the free electron Fermi surface. We study the
two-dimensional single particle spinless Hamiltonian, Hˆ = pˆ2/2m+V(rˆ), with po-
tential in real space given by [21–23],
V(r) ≡ 2V0
5
∑
j=1
cosGj · r, (4.1)
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whereGj ≡ 2κ (cos 2pi j/5, sin 2pi j/5) and V0 is the strength of each individual Fourier
component, which is assumed to satisfy the nearly-free-electron limit, V0  Eκ ≡
h¯2κ2/2m. This model is therefore the same as that studied in Chapter 3, however
here has a different interpretation. Here it acts as an approximation within the den-
sity wave picture to a full icosahedral or decagonal quasicrystal, whereas in the pre-
ceding Chapter it represented a five component optical lattice.
4.1.2 First order regime
The analysis of this model follows closely the that found in Sections 1.2.2, 3.1 and
3.2, relying primarily on the nearly-free-electron limit. The key difference is that
instead of Landau-Zener tunnelling, the dense set of gaps are bridged by mag-
netic breakdown 2.2.3. The simplest scenario—and that which will result in a spiral
holonomy—is the regime of fields in which only first order gaps are kept,(
V0
Eκ
)4
 h¯ωc
Eκ

(
V0
Eκ
)2
, (4.2)
where ωc ≡ eB/m is the cyclotron frequency. We refer to this as the ‘first order
regime’ of fields (we use first-order regime and semi-adiabatic regime interchange-
ably). The relevant gaps in this regime are along the pseudo-Brillouin-zone edges
(yellow decagon in Fig. 4.1b).
4.1.3 Spiral Fermi surface Nt = 2
Having specified an appropriate regime of magnetic fields—the first order regime—
the semiclassical trajectories can be seen as the contours of constant energy for the
effective band structure at a corner of the PBZ found in Chapter 3, as shown in as
shown in Fig. 4.1c-d. A complementary perspective is found by tracing a path along
the unperturbed free electron Fermi surface and making jumps at intersections with
relevant Bragg planes. This procedure is shown in Fig. 4.1b for a wavepacket that
is initially localised at the top of the pseudo-Brillouin-zone in the free particle state
|k〉. This state proceeds clockwise around the free electron Fermi surface until it
encounters the Bragg plane to G1, at which point it is scattered into the state |k −
G1〉. Continuing in this manner the wavepacket is scattered a total of five times
between the following states
|k〉 →|k−G1〉 → |k−G1 −G3〉
→ |k+G2 +G4〉 → |k+G4〉 → |k〉 (4.3)
after which the wavepacket returns and can be quantised according to (2.60).
The turning number can be computed by using a sum over the extremal points
(points with vertical tangent), Nt = 12 ∑i νi, where νi = ±1 for an extremal point
with anticlockwise (clockwise) orientation. For the Fermi surface in Fig. 4.1d, there
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are four extremal points (yellow dots) with anticlockwise orientation. This gives a
turning number of, Nt = 2, implying that this Fermi surface is nontrivial. This spiral
Fermi surface (with Nt = 2) does not require fine tuning of the Fermi energy, unlike
the “twisted Fermi surface” (with Nt = 0) of a tilted Weyl point [157].
4.1.4 Signatures
We highlight two key signatures of this nontrivial turning number for quantum os-
cillations. The first is for the phase offset 2piδn in the semiclassical quantisation (see
Sec. 2.2.3). Conventional Fermi surfaces can be deformed to a circle, which means
ϕM = pi and δn = 1/2, with deviations from this indicating a non-zero Berry phase.
Here, Nt = 2, results in ϕM = 2pi, which means δn = 0 for zero Berry phase.
The second signature is related to the ‘magnetic breakdown transition’ between
first order and second order field regimes, shown in Fig. 4.2. As this transition oc-
curs at a fixed Fermi energy and between an odd number of frequencies (γ) and
an even number (α and β), at least one frequency must be associated with a Fermi
surface with nontrivial turning number (we provide details for this argument in Ap-
pendix A).
4.1.5 Experimental considerations
In order to address these results experimentally, one must consider three key param-
eters: the Fermi energy EF, the field B and the potential V0. In typical nearly-free-
electron quasicrystals, EF is already at the required location—with the free-electron
Fermi surface intersecting the pseudo-Brillouin-zone boundary (see Section 1.2.2)—
therefore little to no doping should be required. For the model parameters used in
Fig. 4.2, the flux density required to reach the first order regime is small compared
to the electron density. Using typical experimental parameters of κ = 1.3 Å
−1
and
m = me (the free electron mass) [53], this occurs for fields of B ≈ 10 T—a regime
attainable experimentally. The required potential V0, however, provides the most
severe constraint experimentally. The calculation of the magnetic breakdown transi-
tion in Fig. 4.2 allows us to quantify the maximum allowed V0/Eκ—for a ratio that
is too large the two regimes (first and second order) are not distinguishable. Using
this criteria we find a maximum of V0/Eκ ≈ 0.02, which corresponds to a gap at the
pseudo-Brillouin-zone edge of approximately 0.2 eV. Additionally, a small ratio of
V0/Eκ ensures the pseudo-gap at EF is not fully formed [23], and the system remains
metallic.
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FIGURE 4.2: Quantum oscillation frequency spectrum across the
transition between second order and first order field regimes. (a)
Density plot of the frequency spectrum (with frequencies given as a
ratio of the spiral holonomy frequency Fγ) as a function of magnetic
field (given in terms of nφ = eB/h and n2D = k2F/2pi), for the parame-
ters V0/Eκ = 0.01 and EF/Eκ = 1.01. A transition is seen from a single
frequency (γ) at high fields (nφ/n2D ≈ 10−4) to a pair of frequencies
(α and β) at lower fields (nφ/n2D ≈ 10−7). (b) Plot of the magnetic
breakdown probabilities at second order gaps (orange curve) and first
order gaps (blue curve). (c) A selection of semiclassical contours used
to label frequencies. For intermediate fields a complex mix of fre-
quencies are present that can be labelled using intermediate contours
such as e1 and e2.
4.2 Twisted Bilayer Graphene
4.2.1 Model
Our second model is for 30° twisted bilayer graphene, a system that has recently seen
its first experimental realisation [72–74]. This incommensurate superstructure satis-
fies the typical definition of a quasicrystal [5] in that its diffraction pattern contains
sharp peaks possessing an n-fold symmetry (here n = 12), and requires more ba-
sis vectors (four) than dimensions (two) in order to be indexed2. The quasiperiodic
structure of the diffraction peaks is sufficient to cause the effective band structure to
exhibit a spiral Fermi surface with a highly nontrivial turning number of Nt = 5.
To show this, we use the model of twisted bilayer graphene developed in Ref. [169].
This takes a standard nearest neighbour tight-binding Hamiltonian H‖ for each layer,
2It does not satisfy other definitions of a quasicrystal [168].
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which is off-diagonal in a Bloch basis, |k, X〉, with X = A, B sublattice indices [170],
〈k, A|H‖|k, B〉 = −t
3
∑
i=1
e−ik·ρi , (4.4)
where the vectors ρi connecting nearest neighbours in layer 1 are rotated by 30° with
respect to those in layer 2. Tunnelling between the layers causes a Bloch state from
layer 1 with crystal momentum k to be coupled to all those from layer 2 with crystal
momentum k˜ = k+G− G˜ [169],
〈k˜, X˜|H⊥|k, X〉 = −t⊥(k+G)e−iG·τX+iG˜·τX˜ , (4.5)
where a tilde (no tilde) denotes layer 2 (1), G is a reciprocal lattice vector, τX are
position vectors of the sublattice sites within the unit cell, and t⊥(k) is radially sym-
metric and decays exponentially for k beyond the first Brillouin-zone3.
4.2.2 Weak coupling limit
We analyse this model by assuming a weak coupling between the two layers, t⊥(k)
t. As with the nearly-free-electron assumption in the previous section, this assump-
tion is key to deriving meaningful semiclassical trajectories. In particular this allows
us to assert that the Fermi surfaces of each layer will be little affected, except at de-
generate points that satisfy,
E(k) = E˜(k˜), k+G = k˜+ G˜, (4.6)
where E(k) and E˜(k˜) are the bandstructures of the unperturbed layers 1 and 2. This
is considered a first order coupling, as a gap will open proportional to t⊥. However
there will also be gaps opened due to second order processes that couple a layer to
itself at the following degeneracies,
E(k) = E(k+ G˜), E˜(k) = E˜(k+G), (4.7)
with these gaps proportional to t2⊥/t. For simplicity we choose to work in a field
regime in which second order, intra-layer gaps can be ignored, while inter-layer
are kept—which can be safely assumed to exist given the weak coupling assump-
tion. However, this still leaves a dense set of gaps given by (4.6). Fortunately, many
of these are exponentially small due to the k dependence of t⊥(k), as shown in
Fig. 4.3b. We therefore choose a field such that those gaps opened by the exponential
tail of t⊥(k) beyond the first Brillouin-zone are ignored. In this regime the doping
necessary to see interlayer effects is then simple to see as that at which the original
Fermi surfaces of the two layers intersect.
3We use t⊥(k) =
(
2/
√
3a2
) ∫
d2r e−ik·rT⊥(r + dez), where T⊥(R) = −V0ppσe(R−d)/r0 , a is the
lattice constant and d is the layer separation, from Ref. [169].
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FIGURE 4.3: Quantum oscillations in incommensurate 30° twisted
bilayer graphene. (a) Sketch of each layer’s Brillouin-zone, blue is
referred to as layer 1 and red as layer 2. (b) The Fermi surface of
layer 1 is coupled to the Fermi surface of layer 2, in addition to all
possible translations of this Fermi surface by reciprocal lattice vectors
from layer 1. (c) For sufficiently large doping, the Fermi surface of
layer 1 intersects that of layer 2, allowing a semiclassical trajectory
that jumps from layer 1 to layer 2. This repeats a total of 12 times
before returning to be quantised by semiclassical quantisation. (d)
The Fermi surface of an effective model, shown for the experimental
parameters given in
4.2.3 Spiral Fermi surface Nt = 5
Having determined a suitable field regime and doping, we derive the semiclassi-
cal trajectories by simply tracing a path along the unperturbed Fermi surfaces and
switching between layers at the relevant intersections. If one begins this process, as
shown in Fig. 4.3c, on layer 1 (blue contour), the wavepacket will progress anticlock-
wise before jumping to layer 2 (red contour). Here it essentially repeats this contour
again, now rotated by 5pi/6. This occurs a total of 12 times, resulting in a trajectory
that winds the centre a total of 5 times, as shown in Fig. 4.3c. This is reflected in the
effective Fermi surface shown in Fig. 4.3d, shown for typical model parameters. The
turning number is computed by summing over the extremal points (as discussed in
the previous section). For each 2pi winding about the centre there are two extremal
points with anticlockwise orientation. As the Fermi surface winds the centre 5 times,
there are a total of 10 extremal points with anticlockwise orientation, which means
Nt = 5, and therefore this Fermi surface is nontrivial.
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FIGURE 4.4: Phenomenology for 30° twisted bilayer graphene. Plot
of quantum oscillation frequencies as a function of doping away from
charge neutrality, using the same parameters given in Fig. 4.3. (Inset)
Each frequency is identified with a different starting point on the un-
perturbed ‘Dirac’ Fermi surface, the purple contours are those with
nontrivial turning number and have a larger than naively expected
frequency.
4.2.4 Signatures
Since the turning number in this case is odd, the two signatures highlighted in the
previous section for a nearly-free-electron quasicrystal do not apply here—δn = 1/2,
which is indistinguishable from the trivial case and breakdown transitions cannot
identify odd turning numbers4. Instead, the key signature here is in the dependence
of the quantum oscillation frequency on doping, as shown in Fig. 4.4. Below a critical
doping of approximately 2 eV, the Fermi surfaces of each layer do not cross and only
a single frequency is present, associated with a broadening Dirac cone. While above
2 eV, the two layer’s Fermi surfaces intersect and form three distinct contours. A
square hole-like contour that is topologically trivial (Nt = −1), a hexagonal electron-
like contour that is also trivial (Nt = 1) and finally the nontrivial (Nt = 5) electron-
like contour derived above. Crucially, the spiral Fermi surface is distinguished by a
sharp increase of frequency with doping due to multiple overlapping Fermi surface
areas.
4.2.5 Experimental considerations
We address the experimental feasibility by using tight binding parameters for bilayer
graphene5. This leaves two key parameters: the required field strength B and dop-
ing EF. By extracting gap parameters we determine the required field to be B ≈ 7 T,
which is within experimental capabilities. The key challenge experimentally will be
4See Appendix A.
5We use the following parameters for bilayer graphene, t = −2.7eV, V0ppσ = 0.48eV, a = 0.246nm,
d = 0.335nm, r0 = 0.184a and κ = 2pi/
√
3a, from Ref. [169].
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to reach a doping of EF ≈ 2 eV, although larger dopings have been realised experi-
mentally for single layers [171].
4.3 Generalizations
We generalize the preceding results by outlining the basic ingredients and the single
necessary assumption—a separation in the gaps energy scales—in order to find both
quantum oscillations and a spiral Fermi surface in other quasicrystals.
4.3.1 Separation in energy scales and quantum oscillations
We start by explaining why quantum oscillations are not present without a sepa-
ration in the gaps energy scales: All quasicrystals have a densely gapped spectrum,
with the location of each gap in a one-to-one correspondence with the dense set of re-
ciprocal lattice vectors (momentum transfers). The possibility of finding single band
adiabatic dynamics is then prohibited. Instead a state initialised in an eigenstate will
generally diffuse across many eigenstates in presence of an external drive—thereby
washing out any clear signal from the quantum oscillations.
On the other hand, if the assumption of a separation in the gaps energy scales
is satisfied, quantum oscillations become possible. The two examples considered
here satisfy this assumption: nearly-free-electron and weakly coupled layers, while
a third example is incommensurate charge density waves [136]. Under this assump-
tion, while tunnelling between eigenstates is still unavoidable, the separation in en-
ergy scales allows one to choose an external drive that divides the gaps into two sets:
those that are effectively removed by tunnelling and those that are respected by the
adiabatic theorem and so are kept.
4.3.2 Disallowed rotational symmetries and the pseudo-Brillouin-zone
While the above arguments explain why quantum oscillations are present—and ap-
ply to any quasiperiodic system, not just quasicrystals. It is the disallowed rotational
symmetries of quasicrystals that result in the spiral Fermi surface: By selecting a sub-
set of gaps that are kept, one simultaneously selects a subset of momentum trans-
fers. These define a pseudo-Brillouin-zone [21, 24, 140], which takes the form of a
2n-sided regular polygon—note that for n = 2, 3 a regular Brillouin zone is obtained
(we will therefore treat both regular and quasicrystalline cases on an equal footing).
Any semiclassical orbit that leaves this region is Bragg scattered by a momentum
transfer returning it to the PBZ. Therefore all semiclassical orbits can be considered
as trajectories within the PBZ.
4.3.3 Classification of turning numbers
Once the PBZ is justified, the possible turning numbers of orbits are readily classified
under the constraint that in order to produce quantum oscillations these must be
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contractable [119]—for periodic lattices this would mean they should not wrap the
Brillouin zone torus. Since we wish to emphasise the difference in this classification
between a PBZ and a regular BZ, we add the additional constraint that these should
not explicitly self-intersect on the PBZ or BZ. For the case of periodic lattices, n =
2, 3, these conditions force all orbits to have Nt = ±1.
The classification for the quasicrystalline case, n > 3, is carried out by first iden-
tifying a type of trajectory that is both contractable and is not self-intersecting, and
yet has a nontrivial turning number, before going on to show why this is the only
orbit that has these properties.
The trajectory we consider is one that circles a corner of the PBZ. This is the case
for both examples given in the main text. The turning number here is simply calcu-
lated by finding the total angle swept out with respect to the corner for a complete
loop. Furthermore, the results divide into two cases depending on the parity of n,
where n is defined above as half the number of sides of the PBZ: For even n, the
trajectory visits all 2n corners and sweeps out an angle of pi− 2pi/2n at each, giving
a turning number for the even case of,
Nevent =
1
2pi
(
pi − 2pi
2n
)
2n = n− 1. (4.8)
For odd n, the trajectory visits n corners (half of the total 2n) and also sweeps out an
angle of pi − 2pi/2n at each, giving a turning number for the odd case of,
Noddt =
1
2pi
(
pi − 2pi
2n
)
n =
n− 1
2
. (4.9)
For quasicrystalline symmetry, n > 3, the turning number for this trajectory is non-
trivial, and yet is contractable (to the corner itself) and is not self-intersecting.
Note that while spiral Fermi surfaces necessarily self-intersect in an extended
PBZ, since they have a turning number Nt 6= ±1, they do not have to self-intersect
when they are reduced to the PBZ. This is seen in Fig. 4.1b in the construction of the
spiral Fermi surface for the NFE model and in Fig. 4.5a for a PBZ with n = 4.
In order to show that this is the only trajectory that satisfies these properties, we
appeal to the following construction: Since all edges of the PBZ are associated to
their opposite, the PBZ is a closed manifold. However, unlike a BZ which has the
topology of a torus, a PBZ has the topology of a higher genus torus. For even n, it
can be shown that all 2n are identified, and therefore all 2n corners map to a single
point on the closed manifold. A contractable loop that has no self-intersections can
either enclose the point or not enclose it. If it encloses the point, the turning number
will be nontrivial and given by the reasoning above. If it does not enclose the point,
the turning number will be trivial. A very similar argument can be given for odd n,
however here n of the 2n corners map onto a single point while the other n corners
map onto a different point. Therefore there is also the possibility of the loop encir-
cling both points—if so, the turning number will also be nontrivial and will be given
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FIGURE 4.5: Pseudo-Brillouin-zone topology and cone angle θ for
a point of singular curvature. (a) The PBZ for a quasicrystal with
8-fold rotational symmetry. Opposite edges of a PBZ are identified.
(b) Analogous to the topological equivalence between a regular Bril-
louin zone and a torus, a PBZ is topologically equivalent to a higher
genus torus, in this example, the genus is 2. (c-d) Illustration of the
‘cone angle’, θ, that characterises points of singular curvature. In this
example, θ < 2pi, and therefore the apex of the cone has a positive
singular curvature.
by Nodd (both)t = n− 2.
We have therefore classified the turning numbers of all contractible non-self-
intersecting trajectories for n > 1, showing that nontrivial turning numbers occur
only in the quasicrystalline case, n > 3. Moreover we see that the turning number is
determined solely by the rotational symmetry of the PBZ.
4.3.4 Connection to pseudo-Brillouin-zone genus
Finally, we provide a complementary explanation of these results that makes a close
connection between the briefly mentioned higher genus topology of the PBZ and the
special property of trajectories that enclose the corners.
To begin, one recalls from Chapter 3 that the genus of a PBZ or BZ with 2n-fold
symmetry is given by
geven =
n
2
, godd =
n− 1
2
, (4.10)
An example is shown in Fig. 4.5a-b for n = 4. The total Gaussian curvature, κ, for a
manifold with, g > 1, is negative, as seen by Gauss-Bonnet [172],
χ =
1
2pi
∫
M
κ dS (4.11)
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where dS is an element of area on the manifold M. For the PBZ this curvature is
located entirely at the corners—since this surface is otherwise flat—where it is sin-
gular. We can therefore decompose Gauss-Bonnet into a sum over singular contri-
butions, ∫
M
κ dS = ∑
i∈ corners
κi. (4.12)
Moreover, a singular curvature (in an otherwise flat surface) can be related to a ‘cone
angle’ θ via κi = 2pi − θi [173], with this illustrated in Fig. 4.5c-d for θ < 2pi. In the
current context, we have θi = 2piNt, where Nt is the turning number associated to
a corner. We therefore arrive at the result χ = ξ(1 − Nt), where ξ is the number
of vertices—ξ = 1 for even n and ξ = 2 for odd n. This completes the connection
between the PBZ genus and turning number,
Nevent = 2g− 1, Noddt = g. (4.13)
We see from this reasoning that the PBZ topology manifests as points of singular cur-
vature which in turn directly determines the turning number for trajectories around
these special points.
4.4 Conclusion
In summary, we have used two very different models to show that quantum oscilla-
tions can arise in quasicrystalline materials. In both cases these are associated with
spiral Fermi surfaces. In fact, this is a generic result, relying only on their unconven-
tional rotational symmetry. This alone can be used to deduce the nontrivial turning
number of the spiral Fermi surface. Moreover, that this arises for twisted bilayer
graphene offers exciting opportunities for experimental observation.
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Kane-Mele with a twist:
Quasicrystalline higher order
topological insulators with
fractional mass kinks
The topological classification of insulators with internal symmetries is a cornerstone
of modern condensed matter theory [131, 174–176]. Recently this classification has
been further enriched by the addition of crystalline symmetries [177, 178]. In fact, a
full classification has been achieved for all 230 crystal symmetry groups [179]. A par-
ticularly interesting result in this direction has been the discovery of ‘higher-order’
topological insulators (HOTI) [180–182]. In these, crystalline symmetries allow for
a generalised bulk-boundary correspondence where the insulating D-dimensional
bulk has (D− d)-dimensional edge states with d > 1.
A fascinating line of research for topological insulators in recent years has been
in exploring how these ideas carry over to quasicrystals [67, 148, 183, 184]. These
provide a testbed for exploring the extent to which topological insulators are robust
to disorder [148, 183, 184]. While through the Harper-Hofstadter model [30, 31],
these have also been shown to possess topological indices that are inherited from
higher dimensional parent systems via a projection, suggesting routes to studying
higher dimensional topology experimentally[67, 185–187].
For higher order topological insulators, quasicrystals present a particularly inter-
esting prospect. Since they do not possess translational symmetry, all known classi-
fications based on symmetry indicators in the Brillouin zone no longer apply [188,
189]. Yet they notably still possess rotational symmetries. Moreover, as these ro-
tational symmetries can be disallowed for crystalline systems, a HOTI phase here
would be unique to a quasicrystal. It has been shown in recent studies that qua-
sicrystals do indeed support HOTI phases [190], including phases with disallowed
rotational symmetry [191]. All current approaches rely solely on numerical methods,
lacking a direct analytical understanding.
Here we bridge this gap by constructing an analytical approach that can describe
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quasicrystalline HOTI’s. We demonstrate this approach for a simple model consist-
ing of two Haldane models [130] stacked with a 30° twist, which we liken to Kane-
Mele [128, 129] with a twist. Our analytical approach is based on a low-energy edge
theory. Unlike the Kane-Mele model in which the edge theory is protected by a lo-
cal time reversal symmetry, the non-local 12-fold rotational symmetry in our model
does not protect the edge modes from gapping out. Instead the rotational symmetry
places a constraint on a phase θ parametrising the edge mass. This forces domain
walls at the corners, resulting in the corner modes associated with the HOTI phase.
Interestingly, the domain walls in the mass are not the standard ‘mass inversions’
(corresponding to ∆θ = pi) with associated corner charge of 1/2, encountered in
similar studies [181, 188], and addressed in the seminal work of Jackiw-Rebbi [192]].
Instead, for our model, these involve a fractional phase shift, ∆θ = pi/2, correspond-
ing to a corner charge of 1/4 [193]. We therefore dub this a ‘fractional mass kink’.
Moreover, we generalise this result to arbitrary n-fold rotational symmetry, finding
that corner charges are fractionalised as Q = p/n associated to a fractional mass
kink ∆θ = 2pip/n, where p is an integer. Interestingly this provides an alternative
perspective on a classification of Cn protected corner charges in Ref. [189], and gen-
eralises to arbitrary rotational symmetries, including quasicrystalline.
Furthermore, in section 5.3, we use our low-energy theory to make a connection
between the corner modes of a bilayer and disclination modes in a single layer. In
doing so, we extend the known disclination modes of a single Haldane layer [194]
to a generalised relationship between disclination charge and disclination angle ap-
plicable to arbitrary rotational symmetries. While in section 5.4, we use numerics
to go beyond the low-energy theory (weak coupling limit) and find that at stronger
couplings a hierarchy of gaps open in the edge spectrum with these harbouring ad-
ditional corner localised modes. We show that this is a direct result of the quasiperi-
odicity in our model and therefore provides a striking example of how quasicrys-
talline HOTI’s differ from their crystalline counterparts. In section 5.5, we discuss
further generalisation to our model and highlight an interesting feature of the twist
construction. We show that a trivial HOTI without a twist can be non-trivial after
twisting.
5.1 Model
Our model is constructed by stacking two Haldane models [130] with opposite Chern
number with a 30° twist, as shown in Fig. 5.1. It is given by
H = −t∑
〈ij〉
c†i τ0cj + λH ∑
〈〈ij〉〉
iνijc†i τzcj + λ⊥∑
ij
t⊥ij c
†
i τxcj, (5.1)
where ci =
(
cti c
b
i
)T
is a 2-component spinor with components acting on the top
and bottom layers described by the Pauli matrices τx, τy, τz and the identity τ0. The
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FIGURE 5.1: (Left) The Kane-Mele model amounts to stacking two
Haldane models with opposite Chern numbers and requiring a spin-
ful time reversal symmetry T = iτyK. As a result of this symmetry,
the two edge modes are protected from gapping out. (Right) In our
model, we imagine twisting one of the Haldane layers by 30°. As
such, we remove the local time reversal symmetry and replace this
with a non-local 12-fold rotation plus time reversal symmetry. With-
out the local time reversal symmetry, the edge modes are gapped.
However, due to the rotational symmetry the mass that gaps the edge
modes changes by a phase between edges, protecting corner localised
modes.
annihilation operators cti (c
b
i ) act on the site at r
t
i (r
b
i ), with r
t
i = R12rbi + dzzˆ, where
Rn is a rotation by 2pi/n, and dz is the interlayer separation. The nearest and next
nearest neighbour notation 〈. . .〉 and 〈〈. . .〉〉 denotes a coupling between sites on the
same layer. The first two terms describe the Haldane models on each layer, while the
third is an all-to-all interlayer hopping governed by t⊥ij = exp
(−|ri − rj|/δ), where
top and bottom labels have been suppressed.
5.1.1 Comparison to the Kane-Mele model
In Fig. 5.1 we outline a natural comparison of our model to that of Kane-Mele [128,
129]. Indeed, by associating the spin degree of freedom there with a physical layer
degree of freedom here, giving these layers a 30° twist and replacing the ‘Rashba’
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FIGURE 5.2: A close-up of the numerically obtained spectrum of (5.1)
with parameters λH = 0.3t, λ⊥ = 3.0t, dz = 1.362a and δ = 0.184a.
The 12 corner localised states at E/t ' 0.1 are indicated by light blue
coloring. Unlike corner modes due to a conventional ‘mass inversion’
(∆θ = pi in our notation) in which the localised modes are at E = 0,
the mass here undergoes a ‘fractional mass kink’ (∆θ = pi/2). Result-
ing in a bound state energy of E = m/
√
2 where m is the half-gap
width. Due to finite size effects, the degeneracy between the 12 cor-
ner modes is lifted, this splitting reduces exponentially with system
size.
interlayer coupling with that in (5.1), one arrives at the model studied here. The cru-
cial difference however is in the relevant symmetry. For Kane-Mele, the symmetry,
iτyK, is a local symmetry, whereas here the relevant symmetry, R12τxK, is non-local.
The local symmetry in the Kane-Mele model is sufficient to protect the two oppo-
sitely propagating edge states from being gapped out everywhere along the edge,
providing an example of a spinful time reversal symmetry protected topological in-
sulator, as discussed in Section 2.3.2. However, the non-local symmetry here does
not protect the edge states from being gapped out. Instead, this non-local crystalline
symmetry protects lower dimensional corner modes at the intersections of the 12
edges of a 12-fold rotationally symmetric sample. Our model therefore provides an
example of a higher-order topological insulator protected by a crystallographically
disallowed 12-fold rotational symmetry.
5.1.2 Identifying the HOTI phase
We demonstrate numerically the presence of a higher order topological phase with
crystallographically disallowed rotational symmetry in our model by directly com-
puting the spectrum, with the results shown in Fig. 5.1. For the parameters t = 1,
λH = 0.3 and λ⊥ = 1, one finds a gap open in the edge spectrum, as outlined
schematically in Fig. 5.1. In Fig. 5.2, we show a close-up of the spectrum at this gap
opening. One sees 12 in-gap corner localised states, with these indicated by a light
blue colouring. An example of a corner localised eigenstate is shown in Fig. 5.1.
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Diagnosing this non-trivial higher order topology is hindered by the presence
of the quasiperiodicity. Established tools based on eigenvalues at high symmetry
points in the Brillouin zone are ruled out as momentum is no longer a good quantum
number. Instead, in the following we pursue an approach based on classifying how
crystalline symmetries can enforce domain walls in a low-energy edge theory. As
this approach does not rely on crystal momentum being a good quantum number it
is robust in the presence of quasiperiodicity.
5.2 Low energy theory and classification
In order to understand the origin of the HOTI phase we ask how the rotational sym-
metry of our model constrains the low-energy theory at the edge. We construct
the low-energy theory using the following arguments. Considering the λ⊥ = 0
limit, our model reduces to two uncoupled Haldane models of opposite chirality
and therefore we expect a gapless 1D Dirac theory consisting of a single term kτz,
describing the two counter-propagating modes on the edge, as discussed in Sec-
tion 2.3.2. For λ⊥ 6= 0, a gap is opened in the edge spectrum, as shown in Fig. 5.2.
To describe this, the low-energy theory must include additional terms that do not
commute with kτz. We therefore include terms proportional to τx and τy. Including
these alongside the kinetic term, one has the following low-energy theory
H = kτz + mMθ , (5.2)
withMθ ≡ cos θ τx + sin θ τy. The mass terms τx, τy have been parametrised via m
and θ, with both parameters considered to be functions of position along the edge.
If one had m = 0 along the entire edge, the edge spectrum would be gapless. This
is the case for the Kane-Mele model, as there the local spinful time-reversal symme-
try iτyK that anti-commutes with τx and τy, and therefore forces m = 0 everywhere
along each edge. Whereas here, we will show in the following that the non-local C12
symmetry of the bilayer model imposes a constraint that forces a kink in the angle θ
across a corner, as shown in Fig. 5.4.
5.2.1 Classification for arbitrary rotational symmetry
Before discussing the specifics of the low-energy theory of our model, we first out-
line a general classification for how rotational symmetries can lead to HOTI phases
in the low-energy edge theory in (5.2). Consider all symmetries Cn acting on the
edge theory that contain an n-fold rotation Rn, alongside an additional unitary or
anti-unitary operation Un, that is, Cn = RnUn. If Un is anti-unitary, this will contain
a complex conjugation K and the associated Cn will amount to a rotation plus time-
reversal. The only conditions we require for Cn are that a full rotation is spinor-like,
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FIGURE 5.3: (a)-(b) Plots of the phase winding of a Haldane model
edge state. One observes pi/2 shifts at the corners of a hexagonal
sample, indicating that the effective 6-fold rotational symmetry for
the low-energy theory is C6 = ±iR6. (c) The same pi/2 phase shift
is also revealed by an overall shift in the numerically obtained low-
energy mang = 0 angular momentum edge state.
Cnn = −11 and that this commutes with the kinetic part of the low-energy theory
[Cn, kτz] = 0. This constrains Cn to the following representations. For unitary Un
one has Cn = Rn exp(−ipiq/n) exp(−iτzpip/n), with integer q and p, with q + p
odd. While for Un anti-unitary, one has Cn = Rn exp (−iτzpip/n) τxK, for even n
and odd p. The requirement of even n in the anti-unitary case is because only even
powers of an anti-unitary operator are unitary.
In order for the mass mMθ to be present it must commute with Cn, that is,
[Cn, mMθ ] = 0. As Cn acts non-locally on the edge, this condition relates masses
on neighbouring edges via
UnMθU†n =Mθ+2pip/n, (5.3)
for both unitary and anti-unitary representations. That is, Cn causes rotations in the
phase θ between two edges. As is well known from the work of Jackiw-Rebbi [192], a
phase shift of pi, known as a ‘mass inversion’, results in a zero energy localised state
with fractional charge, Q = 1/2. While this can be the case here, more generally the
phase shift ∆θ = 2pip/n between two edges is a multiple of 2pi/n. Nevertheless, for
any non-zero ∆θ the following localised state can be shown to exist [193]
ψ(x) =
1√
2
(
e−i(θ+∆θ/2)
1
)
e−κ|x|, (5.4)
1A similar assumption is found in Refs. [181, 188]. Here this can be derived by considering the bulk
low energy theory given in Eq. (D.1). At the edge of a sample, where a transition between topological
and insulating phases is made, there must be a bulk-gap closing. This amounts to setting both Haldane
and sublattice masses to zero. After a unitary rotation, the remaining Hamiltonian is of the form σ · k.
For a particle traversing a closed loop along the edge, it will have a momentum that also undergoes a
closed loop, enclosing k = 0. The particle will therefore acquire a Berry phase of pi [99], resulting in
the given constraint on Cn.
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FIGURE 5.4: (a) The corner localised modes in our model are under-
stood in a low-energy theory consisting of left and right propagating
modes coupled by a massMθ . (b) The effective C12 symmetry in the
low-energy theory forces the parameter θ to change by pi/2 at a cor-
ner of a dodecagonal sample. (c) At this domain wall in θ, there exists
a localised state with fractional fermion charge of 1/4. This is the
corner mode found numerically.
where κ = m sin (∆θ/2), and x is the distance from the domain wall. One can also
show that this localised state lies at an energy of E = m cos (∆θ/2), and has a quan-
tised charge of Q = ∆θ/2pi = p/n [195–197]. Therefore, the conventional mass
inversion, p/n = 1/2 is a special case. More generally, rotational symmetries bind
fractional charges that are multiples of 1/n.
5.2.2 Discussion
A few comments can be made about these results. The trivial case for which there
is no domain wall, ∆θ = 0, has κ = 0, E = m and Q = 0. That is, this state is
delocalised (infinite localisation length), it is part of the edge band, and has zero
quantised charge. Therefore, for this representation (p = 0), the state is trivial. Note
that as p = 0 is not possible for anti-unitary representations, all anti-unitary repre-
sentations are non-trivial. For ∆θ = pi, that is, representations with p/n = 1/2, one
recovers the familiar case of a ‘mass inversion’. Here one finds a maximally localised
state, κ = m, with zero energy, E = 0, and half fermion charge, Q = 1/2. For all
other representations one finds a ‘fractional mass kink’. These have non-zero energy
and a fractional charge that is a multiple of 1/n different from 1/2.
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We highlight two crucial features of this classification. The first is that our theory
applies to all rotational symmetries regardless of whether these are allowed by a
periodic lattice. As such, our classification applies to quasicrystalline systems, which
are typically not included in HOTI classifications due to the lack of a well-defined
Brillouin zone. Another interesting feature is the presence of fractional mass kinks.
In 3D class AII classifications, fractional mass kinks are not possible [188], which can
be understood from the following. The 2D edge theory (of the 3D TI) has two Pauli
matrices assigned to the two momentum components, leaving a single Pauli matrix
for the mass. Therefore symmetries cannot ‘rotate’ the mass as in 1D, but can still
invert the sign of the mass. An interesting consequence of this is that odd rotational
symmetries are necessarily trivial in 3D, however in 2D these can be non-trivial.
We also highlight that unlike chiral or particle-hole symmetry protected phases,
in which the symmetry protects the precise location of the zero-dimensional state
within the gap, the rotational symmetry does not exclude local terms that can move
the energy of the corner states [198]. Instead, the rotational symmetry protects the
corner charge. In the low energy theory there are no symmetry allowed terms that
can remove the twist in the mass. Since it is the kinks in this mass that determine the
charge of the corner state, it is the charge that is symmetry protected. Furthermore,
since the representation of the rotation at the edge can only be changed by closing
the bulk gap, the presence of these symmetry protected charges are the signature of
a topologically non-trivial bulk phase.
5.2.3 Determination of the C12 representation
In order to apply the general theory above to our model we need to determine the
representation for the C12 edge symmetry of our model. To do this, we turn to the
simpler question of finding the correct representation for the C6 symmetry of a sin-
gle layer. We discuss how this can be determined, and then show how the full C12
symmetry can be obtained by taking a ‘square root’ of the C6 symmetry.
Phase shifts on a hexagonal sample
Consider the phase of a low-energy chiral edge state on a hexagonal sample, as
shown in Fig. 5.3. Away from the corners, one finds a phase winding, exp (ikx),
corresponding to a state with momentum k = pi/a + δk, where a is the 1D unit
cell length. That is, the phase shifts by pi between neighbouring unit cells, which
is expected since the chiral edge state for a ‘zig-zag’ edge passes through k = pi/a.
This is accompanied by a small linear increase, due to the small but non-zero energy
of the state. However, at the corners, one sees an abrupt shift of ±pi/2, with the
sign determined by the chirality of the edge state. This result is also consistent with
studies on disclination modes in the Haldane model [193, 194, 199]. This shows that
across the corner the state acquires a factor of ±i. Consequently a bilayer will have
C6 = iτz = exp (iτz3pi/6), and therefore the C6 representation has p = 3.
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Phase matching and angular momentum
This result can be corroborated by studying the details of the low-energy spectrum
of this finite hexagonal sample, shown in Fig. 5.3c. Since the system has 6-fold ro-
tational symmetry, each eigenstate ψ can be assigned an angular momentum quan-
tum number mang according to R6ψ = eimangpi/3ψ. Given an edge state with angu-
lar momentum mang, the total phase accumulated along an edge of length L, con-
sisting of kinetic, kx, plus possible phase shifts, ϕ, at a corner, is constrained by
kL+ ϕ = mangpi/3. Since the edge state dispersion is, e = vFk, one has the following
low-energy spectrum of states
Emang =
pivF
3L
(
mang − 6ϕ2pi
)
. (5.5)
By comparison to numerics, one finds that the mang = 0 state is shifted by −3/2
of the energy spacing. Therefore, one has 6ϕ/2pi = 3/2, which gives ϕ = pi/2 in
agreement with the previous discussion.
Taking a square root
We deduce the full C12 symmetry from the C6 symmetry by taking a ‘square root’.
We require C212 = C6, and additionally look for solutions that include time-reversal,
since we expect the effective edge C12 symmetry to be of a similar form to the bulk
C12 symmetry. According to our classification this amounts to keeping p = 3 fixed,
while doubling n, giving C12 = exp(−iτzpi/4)τxK. The effect of this symmetry is
outlined in Fig. 5.4. The C12 symmetry induces fractional mass kinks, ∆θ = pi/2,
localising states at the corners, with energy E = m/
√
2, where m is the half-gap
width and charge Q = 1/4. Comparison with the spectrum in Fig. 5.2 shows a close
agreement and further numerics on scaling (see Appendix E) confirm that the corner
modes lie at the expected energy for large systems.
5.3 Disclinations
It is well known that the Haldane model (a single layer of our model) features lo-
calised modes with fractional charge at disclinations (rotational defects correspond-
ing to the removal/addition of 2pi/6 segments of the hexagonal lattice, forming coni-
cal points in three-dimensional space) [194]. Given the presence of corner modes for
a bilayer, this raises a possible connection between corner modes and disclination
modes. In the following we show that there is indeed a connection between the two,
and derive the relationship
Qdisclination =
f
2
Qcorner, (5.6)
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FIGURE 5.5: Construction of a Ω = −2pi/6 disclination in a Haldane
model, demonstrating the connection between phase shifts of an edge
state at a corner and disclination modes. This consists of two pieces,
each having an edge state propagating counter-clockwise, however
one with a straight edge and therefore no phase shift, and another
with a C6 corner with a pi/2 phase shift. When couplings are es-
tablished between the pieces, masses will appear in the low-energy
theory gapping out the edge states. As the phase of the edge state
shifts by pi/2 at the corner, the masses will have the same pi/2 shift,
resulting in a localised mode at the disclination core with charge 1/4.
between the disclination charge Qdisclination of a single Chern insulator layer and the
corner charge Qcorner of a bilayer of Chern insulators with opposite Chern number.
Here f is the Frank index for the disclination angle (Frank angle) Ω = −2pi f /n, and
with n the rotational symmetry. A Frank index f > 0 ( f < 0) corresponds to the
removal (addition) of 2pi/n segments, for example the disclination shown in Fig. 5.5
has Frank index f = 1 and Frank angle Ω = −2pi/6.
5.3.1 An example: Haldane model
Our approach to deriving (5.6) uses the same low-energy theory developed in the
preceding section. The central idea is most clearly understood by first considering a
specific example. Consider a Ω = −2pi/6 disclination in the Haldane model [194].
One constructs this disclination by gluing two Haldane pieces, as shown in Fig. 5.5.
A piece with a flat edge is connected to a piece with a 2pi/6 corner. As this corner is
identical to the corner of a 6-fold hexagonal sample, the phase shift for the edge state
across this corner is pi/2, as found in the preceding sections. When the two pieces
are joined the oppositely propagating edge states will gap out, however because of
this pi/2 phase shift, the mass matrices will have a ∆θ = pi/2 phase shift at the
core of the disclination. Appealing to the theory in the preceding sections, one can
immediately determine that a bound state will be present with charge 1/4.
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FIGURE 5.6: Diagrams outlining the derivation of Eq. (5.7) relating
disclination charge to rotational symmetry n, representation p and
Frank index f . (a) The phase pip/n of the Cn symmetry gives the
phase acquired by an edge state as it passed a Cn corner. (b) The
corresponding phase shift for an ‘elementary’ corner of angle pi −
2pi/n is given by the phase of Cn/2−1n . (c) Similarly one may find
the phase shift for a corner with twice this angle. (d) By splitting this
piece into two, one finds a non-zero phase ∆0 across the cut in order
for all phases to be consistent. We call this the ‘gluing’ phase. (e)
The phase shift at an arbitrary corner with angle 2pim/n is found by
summing the gluing and elementary phases. (f) By splitting off an
elementary piece we may apply the same reasoning from Fig. 5.5 to
find the change at a disclination with Ω = −2pi f /n = 2pi(m− n)/n.
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5.3.2 Generalization to arbitrary rotational symmetry
We generalise this procedure to all disclination angles and rotational symmetries
by deriving rules for the fractional phase shift at an ‘elementary’ corner and the
‘gluing’ phase for joining these pieces together, as shown in Fig. 5.6. We consider
a two-dimensional n-fold symmetric system with a single chiral edge state (Chern
number one). The edge theory must have a Cn symmetry satisfying Cnn = −1, that
is Cn = Rneipip/n, with odd p indexing a particular representation of this symmetry.
If a disclination with Frank index f is made, one may expect a topologically bound
mode at the disclination core depending on the representation p.
Even rotational symmetries
We carry this out for even rotational symmetries and then argue that the same result
can be extended to odd rotational symmetries. We wish to find the phase acquired by
the edge state at the most acute corner of angle 2pi/n, we refer to this as an ‘elemen-
tary’ corner. The phase in Cn = Rneipip/n is associated to a 2pi/n rotation of the state.
At a corner with angle 2pi/n, the state is rotated by pi − 2pi/n = (2pi/n)(n/2− 1),
that is n/2− 1 times the rotation for Cn. One therefore finds the phase for the el-
ementary corner from Cn/2−1n = Rn/(n/2−1)ei(pip/n)(n/2−1). We call this phase shift
∆1 ≡ (pip/n)(n/2− 1). Similarly we can find the phase shift of the second most
acute corner of angle 4pi/n to be ∆2 ≡ (pip/n)(n/2− 2).
As shown in Fig. 5.6, if one splits this second smallest corner into two elemen-
tary pieces, in order for all phases to be consistent an additional ‘gluing’ phase is
needed between elementary pieces of ∆0 ≡ −pip/2. The phase shift ∆m across a
‘corner’ with angle 2pim/n can then be found by summing over elementary and
gluing phases, ∆m = m∆1 + (m− 1)(−pip/n) = (pip/n)(n/2−m). The final step in
finding the disclination charge is achieved by splitting the piece consisting m pieces
into two pieces consisting of m− 1 and one pieces. In joining these pieces, masses
with phases ∆m and ∆0 will occur on either side of the disclination.
Therefore, the phase difference between the two channels is ∆θ = ∆m − ∆0 =
pip−mpip/n. Since a sample consisting of m pieces will have Frank index f = n−m,
we have ∆θ = f pip/n. The final expression for the disclination charge is therefore
Q =
f p
2n
. (5.7)
Odd rotational symmetries
For odd rotational symmetries the approach above does not directly apply. Never-
theless, one can expect the results to be consistent in the following sense. Consider
disclinations with odd rotational symmetry n ∈ 2Z + 1. These disclinations can
be found in a system with n′ = 2n rotational symmetry by restricting the Frank
index to even integers f ′ = 2 f . In this case, one therefore has disclination charge
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FIGURE 5.7: Hierarchy of edge gaps. (a) The ‘strip’ geometry used to
calculate the edge spectrum. An ‘approximant’ unit cell is made by
using the rational approximant
√
3 ' p/q, giving a unit cell length
3p, dependent on the order p of the rational approximation. (b) The
edge spectra for two rational approximations to
√
3. One sees a fold-
ing occurring at higher order approximants. This folding generically
leads to anticrossings that can gap out under the presence of the inter-
layer coupling. (c) The spectrum of a sample with C4 symmetry, for
λ⊥ = 5t and λH = 0.3t. The corner states for the principal zero en-
ergy gap are present, in addition to a number of distinct corner states
within ‘higher order’ gaps.
Q = f ′p/2n′ = (2 f )p/2(2n) = f p/2n, which is consistent with (5.7). We therefore
postulate that the result in (5.7) holds true for systems with odd rotational symmetry.
5.3.3 Connection to corner charge
The final connection to corner charges of a bilayer is made by noting that a bi-
layer will have the following representation for n-fold rotational symmetry Cn =
Rn exp(iτzpip/n). From the preceding section, we know that this has corner charges
Q = p/n. Therefore the corner charge for a bilayer is related to the disclination
charge in a single layer by Eq. (5.6). We remark that a similar result was obtained in
Ref. [189] for a gapped single layer using different methods. Our result superficially
differs by a factor of 1/2, nevertheless the results are consistent. This is because our
result relates a corner charge for a bilayer to a disclination charge in a single layer,
whereas in Ref. [189] the corner charge of a single layer is related to the disclination
charge of single layer.
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5.4 Hierarchy of corner states
In the preceding sections, all results relied solely on the presence of rotational sym-
metry. These were general, and as such applied to both periodic and quasiperiodic
systems. Nevertheless, quasiperiodicity itself can lead to a number of novel features.
Here we discuss a striking example, demonstrable in our model. This is found by
moving beyond the low-energy theory and instead looking at the full edge spec-
trum. As shown in Fig. 5.7, for sufficiently large interlayer coupling and sample
size, a hierarchy of additional gaps appear that can also harbour corner localised
modes.
5.4.1 Comparison of strip geometry and sample with C4 symmetry
The origin of these additional gaps is easily understood by attempting to construct
the 1D spectrum of a strip geometry. Since the system is quasiperiodic this cannot
be exactly achieved, however, one can approach this by using ‘approximants’. That
is, we use the Diophantine approximations,
√
3 ' p/q, to produce a series of se-
quentially more accurate, larger, unit cell approximations to true, infinite, unit cell.
Indeed, for a particular approximant, one can show that the unit cell length is 3p.
The 1D Brillouin zone width is therefore 2pi/3p and reduces with approximant or-
der. This leads to a folding back of the two edge state bands.
At lowest order, the only crossing is at zero energy, resulting in the ‘principal’
(largest) energy gap. While at higher orders one has more crossings, and as such,
more gaps. The edge spectrum plot in Fig. 5.7, demonstrates that gaps that appear
at lower orders remain robust at higher orders. Moreover, these match well with
the gaps found in the spectrum of a sample with C4 symmetry. The corner localised
states in this spectrum are highlighted in red. Since each higher order gap is formed
from an anti-crossing between the edge modes, the same low-energy theory as above
must apply. However, it is an open question as to whether all higher order gaps must
share the same representation and therefore the same corner state charge.
5.4.2 Resolving the hierarchy
For any finite sample the full hierarchy of gaps will not be resolved, as such, the
number of corner states grows extensively with sample size. One can understand
this in two ways. For an edge length L, one will not see k-space features with wave-
length larger than L, that is momentum smaller than 1/L, this provides a natural
cut-off for relevant momentum transfers, providing a cut off for relevant gaps. A
similar cut-off can be obtained by considering the energy spacing for a sample of
finite edge length L. As in Eq. (5.5), the spacing is ∼ 1/L, as such, all gaps smaller
than this will not be resolved in the spectrum of the finite sample.
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5.5 Generalizations
5.5.1 Stacking construction
We highlight that while we have used a quasicrystalline model consisting of two
incommensurately stacked crystalline layers, the same results apply to fully qua-
sicrystalline lattices such as Penrose or Ammann-Beenker. For example, a bilayer
consisting of coupled opposite Chern number Penrose tilings [148] would have a
low-energy edge theory similar to that found here.
Nevertheless, the stacking with a twist construction is a very natural and pow-
erful way to produce similar phases. Indeed, doubling the rotational symmetry
will generally lead to quasicrystalline rotational symmetries, that is 4 → 8-fold and
6 → 12-fold. In addition the square root encountered in going from Cn → C2n
can produce a non-trivial HOTI from a trivial HOTI. For example, a system with
Cn = −τ0 after twisting will have C2n = τyK, which protects Q = 1/2 corner modes
at the 2n corners. Also, as in our model, a system with conventional mass inversions
without a twist will have fractional mass kinks with a twist.
5.5.2 Interlayer coupling
The model studied throughout this work had an interlayer coupling which differed
from the interlayer ‘Rashba’ coupling in the Kane-Mele model. A natural question
is whether this is important to the results described throughout. The answer is no,
we could indeed use a generalised Rashba type of interlayer coupling
HR = iλR∑
ij
t⊥ij c
†
i
(
τ × dij
)
z ci, (5.8)
where dij = ri − rj. Due to this different interlayer coupling, the C12 symmetry
of our model is changed from R12τxK to R12iτyK. That is, the anti-unitary part is
a spinful time reversal symmetry (iτyK)2 = −1 opposed to spinless (τxK)2 = 1.
However, all of our numerical results remain qualitatively unchanged, highlighting
that the time-reversal part of the C12 symmetry is irrelevant to the protection of the
HOTI phase. The important feature is the non-local action of the symmetry.
5.6 Conclusion
We have shown that a simple 30° twist of the Kane-Mele model is sufficient to pro-
duce a quasicrystalline higher order topological insulator. We show this result nu-
merically, and provide a detailed analytical understanding based on a low-energy
theory. In carrying this out, we derived a general low-energy theory that classi-
fies higher order topological phases with any rotational symmetry, including those
disallowed in periodic crystalline materials. We found that these are generally as-
sociated to what we dub as ‘fractional mass kinks’. In which instead of a change of
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sign in the low-energy mass, there is a fractional shift in phase. We then highlighted
a natural connection between corner modes and disclination modes, and used the
low-energy theory to establish this relationship in general. Furthermore, we demon-
strated numerically that for strong interlayer couplings, a hierarchy of gaps open in
the edge spectrum. We showed this to be a direct result of the quasiperiodicity of
our model. Finally, we outlined a number of natural generalisations of our model,
and highlighted that our stacking with a twist construction can in general produce a
non-trivial higher order topological insulator from a trivial system without a twist.
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6.1 Conclusion
In this thesis we have explored how geometrical and topological ideas from band
theory can be extended to quasicrystalline systems. In Chapters 1 and 2, we intro-
duced fundamental ideas from the study of quasicrystals, and geometry and topol-
ogy in bands. Specifically, in Chapter 1, we discussed the subtleties of defining a
quasicrystal, before outlining how quasicrystals have been modelled theoretically,
and the insights such models give to their electronic structure. Finally we intro-
duced a number of key synthetic experimental platforms which have guided the
recent study of quasicrystals. While in Chapter 2, we began by developing the fun-
damental notions of Berry phase, curvature and the Chern invariant, which are cen-
tral to understanding the geometry and topology of bands. We then discussed how
these enter into the electronic properties of Bloch bands via a semiclassical dynam-
ics description, relevant to Chapters 3 and 4, before outlining two key models in the
study of topological insulators: the Haldane and Kane-Mele models. Specifically
we approached these from a low-energy perspective, that allowed insight into how
symmetries interact with topology, relevant to Chapter 5.
In Chapter 3, we approached the problem of applying semiclassical dynamics to
a quasicrystal. A key choice we made was to study a ‘nearly-free-electron’ model
of a quasicrystal, as opposed to the often studied tight binding models. The energy
spectrum of these models have a particularly simple form relative to their tight-
binding counterparts. Our insight was to argue that since the dense set of gaps
(avoided crossings) falls into a hierarchy—as dictated by perturbation theory—one
can choose a force such that the dynamics past each gap is either fully adiabatic
or fully non-adiabatic according to Landau-Zener. The semiclassical dynamics in
this ‘semi-adiabatic’ regime then consisted of pieces of parabolic dispersion con-
nected at avoided crossings. This insight suggested that essentially periodic Bloch
oscillations can occur in a quasicrystal, which we found to agree well with a full
numerical solution to the time-dependent Schrödinger equation. Moreover, in this
approach we found the appearance of a non-trivial Berry curvature at points in k-
space where three or more plane wave states are degenerate, occurring at the corners
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of the psuedo-Brillouin-zone. A crucial aspect throughout this Chapter is the di-
rect experimental relevance to cold atom experiments. Specifically, the model stud-
ied can be generated experimentally with ease, and the semiclassical dynamics dis-
cussed throughout can also be realised experimentally, including the measurement
of anomalous Berry curvature velocity. Perhaps the most surprising result, and that
which most clearly distinguishes the semiclassical dynamics found in a quasicrys-
tal from regular semiclassical dynamics for Bloch bands, was the appearance of a
so-called ‘spiral holonomy’. Here cyclic trajectories around the pseudo-Brillouin-
zone corner result in evolution into an orthogonal state. We argued that this prop-
erty is generic for nearly-free-electron quasicrystals, and is a direct result of their
disallowed rotational symmetry. Specifically, we showed that the topology of the
pseudo-Brillouin-zone consists of a higher genus torus. The excess negative curva-
ture manifests as points of singular curvature at the corners, resulting in the spiral
holonomy.
In Chapter 4, we showed how the novel results found in Chapter 3 can be ex-
tended from synthetic optical quasicrystals to electronic quasicrystals. Crucially,
since Bloch oscillations fail to appear in electronic systems, due to short coherence
times, we focused on their magnetic counterpart: quantum oscillations. We stud-
ied this problem for two systems: nearly-free-electron quasicrystals and 30° twisted
bilayer graphene. For nearly-free-electron quasicrystals, our results were two-fold.
Firstly, quantum oscillations in nearly-free-electron quasicrystals had been estab-
lished experimentally, however there had yet to be a substantial theory developed
to explain these. Our results therefore provided such a theory. Second, the known
placement of the Fermi level at the psuedo-Brillouin-zone edge, allowed us to show
that the quantum oscillations could probe the spiral holonomy found in Chapter 3.
That is, the Fermi surface there will consist of a self-intersecting ‘spiral Fermi sur-
face’. Moreover, this spiral Fermi surface was shown to have a turning number of
two, a property that appears as an experimentally observable phase offset to the
quantum oscillations. A spiral Fermi surface was also found in the model of 30°
twisted bilayer graphene. Unlike the nearly-free-electron quasicrystal, the small pa-
rameter here was the interlayer coupling. In order to observe quantum oscillations
associated with the spiral Fermi surface we showed that a large, but experimentally
feasible, doping was needed.
In Chapter 5, we turned to the problem of topological insulators in quasicrys-
tals. Specifically, we studied a higher-order topological insulator formed from two
stacked Haldane models with 30° twist, analogous to the 30° twisted bilayer graphene
quasicrystal studied in Chapter 4. We demonstrated how this phase is protected by
the disallowed 12-fold rotational symmetry. Specifically, in the low energy edge the-
ory, we showed how the rotational symmetry forces ‘kinks’ in the mass that result
in spatially localised corner modes, with fractional charge. Interestingly, we found
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these kinks were not the usual mass inversions, instead they consisted of sharp ro-
tations in a phase of the mass. We also generalised these results to models with arbi-
trary rotational symmetry n, showing that the fractional corner charges must appear
as integer multiples of 1/n. Additionally, we showed that this general theory for
corner charges is related to the presence of disclination charges. An interesting re-
sult also appeared for strong interlayer coupling, specifically we found the presence
of additional corner charges within the dense hierarchy of edge gaps.
6.2 Outlook
There are many interesting open questions still to be explored, both in the wider field
and in extension to this thesis. Indeed, research at the intersection of quasicrystals
and the geometry and topology of bands, has garnered increased interest in recent
years [67, 69, 148, 184, 200]. We therefore outline a number of direct lines of research
that naturally extend from the work in this thesis.
A particularly exciting direction for future work would be exploring how to
construct a model with bands of non-trivial Chern number within the semiclassi-
cal picture of nearly-free-electron and weakly coupled quasicrystals developed in
Chapters 3 and 4. While in these chapters we explored a variety of geometrical
quantities, namely Berry curvatures and phases of the effective bands. Alongside
topological properties of these bands, specifically with the discovery in Chapter 3
of a spiral holonomy. Developing a model for which the total Berry curvature—and
hence Chern number—of an effective band is non-zero remains a subtle and open
problem. Experimentally, this question has direct consequences for cold atom ex-
periments, specifically in the direction of realising ‘artificial gauge fields’ in optical
lattices [135]. Indeed there are ongoing optical lattice quasicrystal experiments, un-
der which this physics could soon be explored [68]. While there are a large number
of ways one could attempt to achieve this, there are likely two natural approaches
to pursue within a nearly-free-electron or weak coupling framework: Floquet engi-
neering [201] and optical flux lattices [202, 203].
A further natural extension of the semiclassical framework developed in Chap-
ters 3 and 4, is to consider how one could move beyond a nearly-free-electron or
weak coupling limit. Such assumptions were necessary to produce a hierarchy for
the avoided crossings, within which tunnelling can remove all but the largest gaps;
the semi-adiabatic limit. Easing this restriction could prove useful for cold atom
experiments, as this limit forces one to use slow evolution times that are beyond
those achievable experimentally. An interesting approach to circumvent this issue
is found in early work by Avron [204]. Specifically one can construct a Hamiltonian
in which all but the first order gaps remain closed for finite lattice depth, thereby
making the ‘semi-adiabatic’ approach used in Chapter 3 exact. Another approach
could be to use counter adiabatic driving, in which one adds an additional term to
92 Chapter 6. Conclusion and outlook
the Hamiltonian that explicitly cancels the inter-band couplings that arise in adia-
batic dynamics [205]. Therefore removing the adiabatic part of the semi-adiabatic
limit, allowing for similar physics to occur at deeper lattice depths.
Finally, our work in Chapter 5 suggests a number of interesting directions for
future work. A central open question is how to construct a bulk topological invari-
ant for quasicrystalline higher-order topological insulators. The current construc-
tion for periodic models involves the eigenvalues of symmetry operators at various
high symmetry points in Brillouin zone [189]. Since the Brillouin zone is absent for
quasicrystals, extending this definition is non-trivial. The discovery of a hierarchy of
corner localised states also raises a number of questions on their properties. Namely,
do all gaps in the hierarchy possess the same representation. If so, then what de-
termines this representation and is there a related hierarchy of bulk invariants. A
further idea is to extend the more general mass rotation—as opposed to the usual
mass inversion—that binds a charge of arbitrary value. It is well known that a chiral
anomaly in 2n dimensions can be realised using a mass inversion across 2n + 1 di-
mensions [206]. Perhaps the generalisation of this process to a more general rotation
of the mass could produce a 2n dimensional theory with more exotic properties.
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Identifying nontrivial turning
numbers from magnetic
breakdown
Here we derive a general statement concerning the relationship between magnetic
breakdown transitions and the presence of nontrivial turning numbers. That is:
given a magnetic breakdown transition that occurs at fixed Fermi energy, the sum of
all turning numbers must be conserved, which implies that at least one Fermi surface
contour has nontrivial turning number (|Nt| 6= 1) if there is a change in the number
of frequencies modulo 2.
We first highlight that magnetic breakdown occurs in two varieties, referred to
as interband and intraband. As their names suggest, interband occurs between two
bands, typically with an avoided crossing, whereas intraband occurs in a single
band, typically at a saddle point. Both types can be described by a two-in-two-out
breakdown vertex, as shown in Fig. A.1, in which case they simply label the two
unique orientations of incoming and outgoing vertices (up to rotations).
The associated scattering matrices that connect incoming and outgoing edges are
as follows. For interband one has (using the notation in Fig. A.1),(
c−1
c−2
)
= Sinterband
(
c+1
c+2
)
(A.1)
with scattering matrix1,
Sinterband =
(
τei(ω+θ) ρ
ρ −τe−i(ω+θ)
)
, (A.2)
where ρ = e−piµ, τ ≡ √1− ρ2, ω = µ− µ ln µ+ arg Γ(iµ) + pi/4, θ is the phase of
the matrix element that opened the avoided crossing, and µ = 12 ab`
2
B with a and b
1Note that the phases we use differ from those of Ref. [122, 207]. They are chosen here such that the
theory produces the expected results in the two limits of ρ→ 0, 1.
94 Appendix A. Identifying nontrivial turning numbers from magnetic breakdown
SintraSinter
c 1 c
 
2
c+2c
+
1
c- c.
c&c%
0Nt :  1+1 +1 +1 +1
| {z } | {z }| {z } | {z } | {z } | {z }6==
µ!1µ! 0 µ0 !  1 µ0 !1
FIGURE A.1: The two types of magnetic breakdown, their limit-
ing behaviour and conservation of turning number. (Top) Diagrams
of two-in-two-out breakdown vertices for interband (left) and intra-
brand (right). (Middle) Sketch of the limiting behaviour of the scat-
tering matrices—highlighting that a change in Fermi energy (sign of
µ′) is required to change the Fermi surface connectivity for intraband.
(Bottom) Examples of magnetic breakdown transitions, demonstrat-
ing that the total turning number is conserved for interband but is not
conserved for intraband.
the hyperbolic axes of the avoided crossing. Whereas for intraband one has,(
c↖
c↘
)
= Sintraband
(
c↗
c↙
)
(A.3)
with scattering matrix,
Sintraband =
(
T R
R T
)
(A.4)
where,
T (µ′) = eiφ(µ′) e
piµ′/2√
2 cosh(piµ′)
(A.5)
with R(µ′) = −iepiµ′T (µ′), φ(µ′) = arg[Γ( 12 − iµ′)] + µ′ log |µ′| − µ′, and µ′ =
sgn(E) 12 ab`
2
B, with ab as for interband and E is the energy relative to the crossing
point of the saddle point.
A change in the Fermi surface connectivity occurs when the scattering matrix
transitions between diagonal and off-diagonal. Crucially, this can occur at fixed
Fermi energy for interband. Whereas for intraband, the Fermi energy is required
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to cross the saddle point. For interband one has,
µ→ ∞, Sinterband →
(
eiθ 0
0 −eiθ
)
(A.6)
µ→ 0, Sinterband →
(
0 1
1 0
)
. (A.7)
Whereas for intraband one has,
µ′ → ∞, Sintraband →
(
1 0
0 1
)
(A.8)
µ′ → 0, Sintraband →
(
1/
√
2 −i/√2
−i/√2 1/√2
)
(A.9)
µ′ → ∞, Sintraband →
(
0 −i
−i 0
)
. (A.10)
One can therefore distinguish the type of magnetic breakdown by assessing whether
or not magnetic breakdown occurs at fixed Fermi energy.
Furthermore, the sum of all turning numbers is conserved across an interband
transition. Denoting the, n, turning numbers before the transition, Nit , and the, n′,
turning numbers after by, N′t
i, one has,
n
∑
i=1
Nit =
n′
∑
i=1
N′t
i (A.11)
An example is shown in Fig. A.1, in which a figure of eight curve with a nontrivial
turning number of zero is split into two trivial curves with turning numbers, ±1, as
µ : 0 → ∞. For intraband transitions, the turning number is not conserved, with an
example shown in Fig. A.1.
Given that the sum of all turning numbers is conserved, a statement about the
presence of nontrivial turning numbers can be made using the following argument.
First, we assume all turning numbers are trivial before and after a transition, |Nit | =
|N′t i| = 1 for all i. Then we have,
n
∑
i=1
Nit = n mod 2, (A.12)
and,
n
∑
i=1
N′t
i
= n′ mod 2. (A.13)
Since the sum of all turning numbers is conserved (A.11),
n = n′ mod 2. (A.14)
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However this is not necessarily true, as in the case shown in Fig. A.1 We therefore
have a contradiction: if, n 6= n′ mod 2, the assumption that all turning numbers
before and after are trivial must be incorrect. Therefore at least one turning number
must be nontrivial.
More precisely, this test identifies that there is at least one even turning num-
ber (nontrivial by definition). However, a nontrivial odd turning number may be
present and would not be identified by this method. Therefore a change in parity of
the total number of turning numbers is a sufficient but not necessary condition for
the presence of a nontrivial turning number.
To summarize, if magnetic breakdown occurs at fixed Fermi energy, this must
be due to an interband transition. In this case, the sum of all turning numbers is
conserved. Furthermore, if the total number of turning numbers (or frequencies in
the quantum oscillations) changes modulo 2, there must be at least one nontrivial
turning number.
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Numerical Approach for Magnetic
Breakdown Spectrum
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FIGURE B.1: Scattering matrix generalisation of semiclassical
quantisation. Sketch showing how a generalised semiclassical quan-
tisation is applied to the spiral holonomy contours. Here the
wavepacket undergoes partial magnetic breakdown at avoided cross-
ings (pink disks) described by scattering matrices, Si, but follows clas-
sical trajectories along intermediate contours with phase evolution
described by diagonal matrices, Λi.
In order to compute the quantum oscillation frequency spectrum in Fig. 4.2, we
use a generalisation of semiclassical quantisation [122, 207]. In which we replace
the self intersections (in the first order regime) of the Fermi surface contours with
interband scattering matrices given in (A.2), and as shown in Fig. B.1. A diagonal
matrix accounts for phase evolution along intervening contours,
Λ =
(
eiΩ1 0
0 eiΩ2
)
, (B.1)
where Ωi ≡ `2BSi + ϕMi + ϕBi, is the sum of area, Maslov and Berry contributions.
While the total unitary evolution is given by the product
U ≡
5
∏
j=1
ΛjSj. (B.2)
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FIGURE B.2: Examples of frequency spectrum for three regimes
of magnetic field. (a) Fourier transform of density of states at fixed
Fermi energy (shown inset). These a slices of the density plot in
Fig. 4.2 at the field values (top to bottom): nφ/n2D = 10−4, nφ/n2D =
10−6 and nφ/n2D = 10−7. (b) Semiclassical contours used to label
frequency spectrum plots in (a).
By requiring single-valuedness, Uψ = ψ, an equation that generalises semiclassical
quantisation for intermediate breakdown is provided by,
det(U − I) = 0. (B.3)
This equation recovers the usual semiclassical quantisation (2.61) in both limits PMB →
0, 1.
The spectrum is then computed by constructing the density of states at the Fermi
energy as a function of 1/B. Here this consists of delta peaks centred at each solution
in B to (B.3), as shown in Fig. B.2a. The discrete Fourier transform1 is then taken
over a finite range of 1/B (a small non-zero broadening is used for the delta peaks
1We process our data using an apodization, specifically, a Kaiser window with parameter α = 1.7.
This smoothly tapers the data to zero at the boundaries, suppressing unwanted “artefacts” that occur
due to an otherwise sharp truncation.
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which does not affect the results). The size of this range is chosen so that it is large
enough to provide sufficient resolution but small enough to distinguish the change
in frequencies across the transition. All frequencies present in the Fourier transform
can be labelled using the semiclassical trajectories shown in Fig. B.2b.
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Appendix C
Stability of perturbation theory for
weakly coupled quasiperiodic
systems
We provide a simple argument for why perturbation theory is stable for the models
studied in the main text. Very general arguments are known for one-dimensional
tight binding models with sufficiently well behaved quasiperiodic potential [5, 208].
Nearly-free-electron or weakly coupled tight binding models have received less rig-
orous arguments [22]. We therefore provide a clear and complete argument in the
following to address any possible concerns. Specifically, we wish to show that there
are no singular features in the perturbative limit.
The argument we use hinges on the number theoretic properties of the irrational
number, ξ, that underlies the incommensurability of the particular model. Namely
we use the convergence properties of rational approximations to Diophantine num-
bers to avoid the so called ‘small denominator problem’. The same properties are
central to almost all arguments on the validity of perturbation theory for quasiperi-
odic systems [5, 208]. Moreover it is the same property that is central in the well
known KAM theory [209].
C.1 Model
We focus on a simple one-dimensional version of the nearly-free-electron quasicrys-
tal discussed in Sections 1, 3 and 4, that will highlight the key aspects here. Consider
the Hamiltonian
Hˆ ≡ pˆ
2
2m
+ Vˆ, (C.1)
where
Vˆ ≡ V0 cos κxˆ +V0 cos ξκxˆ, (C.2)
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with ξ irrational. Any eigenstate of (C.1) can be written in a momentum space basis
as
|ψk〉 =∑
G
akG|k− G〉, (C.3)
where the sum runs over all combinations, G = iG1 + jG2, of the two basic momen-
tum transfers, G1 ≡ κ and G2 ≡ ξκ.
For perturbation theory to be valid one requires that the eigenstates and ener-
gies, |ψk〉 and Ek, of the full Hamiltonian, Hˆ, remain arbitrarily close to those of the
unperturbed Hamiltonian, Hˆ0 = pˆ2/2m. That is,
|ψk〉 → |k〉, Ek → ek for V0eκ → 0 (C.4)
where ek ≡ h¯2k2/2m and eκ is a characteristic energy scale.
The potential issue of perturbation theory is due to set of momentum transfers,
G, in (C.3), being dense—which is due to the irrationality of ξ. This means that any
free particle state, |k〉, is essentially resonant with a large number of states, |k− G〉,
ek ' ek−G. (C.5)
Moreover, the potential Vˆ will effectively couple these with a matrix element, Veff0 ,
such that within the subspace of |k〉 and |k− G〉, one will have an effective Hamilto-
nian,
Hˆeff =
(
ek Veff0
Veff0 ek−G
)
. (C.6)
The relative sizes of ek − ek−G and Veff0 are then crucial to determining whether or
not the two states are strongly mixed, and therefore whether perturbation theory is
valid. Specifically, if
Veff0
ek − ek−G  1 (C.7)
is satisfied, the mixing is weak, and perturbation theory is valid.
C.2 Diophantine approximation
A bound can be found for the energy difference, ek− ek−G, by using standard results
from number theory. In particular, we wish to find the dependence of ek − ek−G on
the total number of momentum transfers,
n ≡ |i|+ |j|. (C.8)
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This connection is made by first assuming that |k− G〉 is not exactly degenerate
with |k〉. We then find two approximate equations to be satisfied by G, in order to
satisfy (C.5),
i + jξ ' 0, (C.9)
i + jξ ' 2k/κ. (C.10)
Since i + jξ is dense over the real numbers, the convergence properties the second
equation are identical to first, we therefore only discuss the first. The connection to
diophantine approximation is clear since (C.9) is equivalent to,
ξ ' − i
j
. (C.11)
The ratios of i and j are therefore successive rational approximants to ξ.
The convergence properties of (C.9) only depend on the degree of irrationality of
ξ. This is characterised by the irrationality measure µ(ξ), defined by the following:
µ is the smallest number such that the inequality [210]
|i + jξ| > 1
jµ−1+δ
(C.12)
holds for any δ > 0 and all integers i and j, with j sufficiently large. It is known
that µ ≥ 2 for all irrationals, and moreover µ = 2 for almost all real numbers, with
respect to the Lebesque measure. One therefore has that for large j,
|i + jξ| ∼ 1
j
, (C.13)
for almost all real numbers ξ. A notable exception to this is for so called Liouville
numbers, for which µ = ∞, which therefore have convergence that is faster than
any power law. However, these numbers have zero measure, and are therefore not a
problem in any realistic situation. All irrational numbers that are not Liouvillian are
referred to as Diophantine.
Finally, since n ∼ j, the above result gives
ek − ek−G ∼ eκn . (C.14)
Therefore, the closest approach in energy of two states |k〉 and |k− G〉 is given by a
power law of the total number of momentum transfers, n, connecting the two states.
In other words, although a state |k− G〉 can be arbitrarily close to degeneracy with
|k〉, it requires going to high orders of momentum transfers.
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C.3 Effective Hamiltonian theory
Before addressing Veff0 , we explain more precisely what we mean by an effective cou-
pling from the potential Vˆ. Clearly the matrix element of Vˆ between the two states
is zero for G with n > 1,
〈k− G|Vˆ|k〉 = 0, n > 1. (C.15)
Instead, Veff0 , is constructed within the ‘effective Hamiltonian theory’ or ‘partitioning
technique’ [51]. Here one derives an effective interaction, Vˆeff, that acts in a given
subspace defined by the projector, Pˆ, such that,
Hˆeff = PˆHˆPˆ + Vˆeff, (C.16)
has eigenvalues agreeing with the full Hamiltonian Hˆ. Here we have,
Pˆ = |k〉〈k|+ |k− G〉〈k− G|, (C.17)
therefore,
PˆHˆPˆ = ek|k〉〈k|+ ek−G|k− G〉〈k− G|, (C.18)
Vˆeff = Veff0 |k〉〈k− G|+Veff0 |k− G〉〈k|, (C.19)
as given in the above.
The particular value of Veff0 is then given by a perturbative expansion. Intuitively,
at m’th order, this is a sum over all processes that involve m momentum transfers.
Since the two states require a minimum of n momentum transfers to be connected,
the lowest order of this expansion will have the form,
Veff0 ∼ g(n)
Vn0
en−1κ
, (C.20)
where g(n) counts the all possible trajectories between |k〉 and |k − G〉. Since G is
defined on a two-dimensional grid,
g(n) =
(
(|i| − 1) + (|j| − 1)
|i| − 1, |j| − 1
)
(C.21)
=
(|i| − 1) + (|j| − 1))!
(|i| − 1)!(|j| − 1)! (C.22)
∼ 2n (C.23)
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where the last expression is the strongest possible scaling. Therefore the scaling
remains exponential in n,
Veff0 ∼
(2V0)n
en−1κ
, (C.24)
and rescaling, V0 → V0/2, removes this additional factor,
Veff0 ∼
Vn0
en−1κ
. (C.25)
Using (C.25) alongside the convergence property of Diophantine numbers (C.14),
one finds for the ratio in (C.7), (
V0
eκ
)n
n 1, (C.26)
which holds for all n, with V0/eκ sufficiently small. Therefore, despite the power law
convergence of the energy difference, the coupling decays exponentially, and can
therefore always be made sufficiently small to ensure weak mixing between these
states.
The above result is valid for near degenerate states, however it is trivial to extend
to the case of a degeneracy: In such a situation, the energy shift given by the effective
Hamiltonian in (C.6) is simply,
∆Edeg
eκ
≡ E
deg
k − ek
eκ
∼
(
V0
eκ
)n
n, (C.27)
which can again be made arbitrarily small. Additionally, all other states are then
necessarily non-degenerate with |k〉, and as such their respective energy shifts can
also be made arbitrarily small.
An objection can be made to these results in that while the mixing with a single
state is negligible, the state |k〉 is near degenerate with an exponentially large num-
ber of states—the net effect of which could cause perturbation theory to break down.
Indeed, the total number of states at order n, is given by,
N(n) ' 4n, (C.28)
however this would simply alter the energy shift due to a single resonant state,
∆E
eκ
∼ 1
2
((
V0
eκ
)n
n
)2
, (C.29)
by a multiplicative factor,
∆E
eκ
∼ 1
2
((
2V0
eκ
)n
n
)2
, (C.30)
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which can also be removed by rescaling, V0 → V0/2. Furthermore, the total energy
shift due to resonances at all orders n is well controlled since,
∆Etot
eκ
∼
∞
∑
n=n01
(
V0
eκ
)n
∼ V
n0
0
1−V0 ∼ V
n0
0 . (C.31)
C.4 Generalizations
Our arguments can be trivially generalised to higher dimensional quasiperiodic sys-
tems: The resonant states are those nearby the Ewald sphere, all possible trajectories
g(n) scales as dn, (where d is the number of linearly independent basis vectors for
the diffraction pattern), and the total number of states at order n scales as (2d)n.
However all of these do not change the conclusions found here.
Moreover one can generalise to potentials, Vˆ ′, with non-zero matrix elements
between all states. With the additional assumption that these matrix elements also
decay exponentially, This dependence is reasonable for the following reason: The
underlying ionic potential of the quasicrystal might have large Fourier components
with arbitrary small wavevector, however the electronic density will naturally screen
any small wavevector, long wavelength fluctuations. The resulting electronic density—
which is essentially what Vˆ encodes—will have exponentially weak Fourier compo-
nents for small wavevectors.
Furthermore, while these results are relevant to the nearly-free-electron model
we study, it is simple to extend these to the case of 30° twisted bilayer graphene (or
in general to weakly coupled tight binding layers).
As with the nearly-free-electron case, we expect perturbation theory to be unsta-
ble due to resonances between the unperturbed eigenstates. Here this is between the
eigenstates, |k, n〉 and |k˜, n˜〉, of each layers tight binding Hamiltonian, H‖ and H˜‖.
(Instead of free particle states, as in the nearly-free-electron case.)
For a particular state, |k, n〉, on layer 1, the resonance condition with the state,
|k˜, n˜〉, on layer 2, is given by,
E(k) ' E˜(k˜), k+G = k˜+ G˜, (C.32)
where E(k) and E˜(k˜) are the bandstructures of the unperturbed layers 1 and 2. By
rewriting this as,
E(k) ' E˜(k+G− G˜), (C.33)
and defining the set of vectors {Gk} such that, E(k) = E˜(k +Gk). We see that in
order to satisfy (C.32) given a particular k, we must findG− G˜ such that,
G− G˜ ' Gk. (C.34)
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for an arbitrary element of {Gk}. This is again a problem of rational approximation,
and therefore an approximate solution to (C.32) will satisfy,
E(k)− E˜(k˜) ∼ t
n
(C.35)
where n is the total number of momentum transfers.
The next step in our argument is simpler in this case, since the matrix element
between two resonant states is in general non-zero, and therefore it is unnecessary to
consider an effective coupling (for t⊥/t 1). This matrix element is approximately
given by,
〈k˜, n˜|H⊥|k, n〉 ∼ t⊥(k+G). (C.36)
Since, |G| ∼ n 1, one has, |k+G| ∼ n, and therefore,
〈k˜, n˜|H⊥|k, n〉 ∼ t⊥e−n, (C.37)
because, t⊥(k), decays exponentially for large |k|.
Finally, the ratio that controls the mixing between these states is therefore given
by,
〈k˜, n˜|H⊥|k, n〉
E(k)− E˜(k˜) ∼
t⊥
t
e−nn 1. (C.38)
Additionally, there will be effective intra-layer couplings between, |k, n〉 and |k +
G˜, n〉, however this is at second order, t2⊥/t, so is negligible compared to the first
order, inter-layer, mixing.
C.5 Discussion
Overall we have shown that due to generic limitations on rational approximations
of irrational numbers, resonances appear as a power law in n. While the coupling
between these is exponentially small in n. Therefore the mixing between these reso-
nant states remains well controlled in the perturbative limit.
Essentially, we have demonstrated that although the actual spectrum/dispersion
is complicated—with the possibility of gaps of arbitrarily small size—there is a sense
in which the spectrum/dispersion remains simple. That is, if one looks at the spec-
trum/dispersion with a non-zero energy resolution, any gaps below this resolution
can be essentially ignored, leaving those above this resolution. This structure is pre-
cisely what is observed in the numerous ARPES studies on quasicrystals. There one
can effectively see a continuous dispersion with some large gaps at the Fermi energy.
While there are necessarily gaps in this seemingly continuous dispersion, the limited
energy resolution washes these out. Precisely the same idea is central throughout
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our work, with the energy resolution being set by the cyclotron frequency, h¯ωc, al-
lowing the physics of quantum oscillations to be determined solely by the larger
gaps.
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Derivation of edge theory for a
stacked Haldane model
We start with the bulk low-energy theory for a bilayer Haldane model
Hbulk =
(
kxσxρz + κyσy
)
+ mHσzρzτz + mSσz, (D.1)
where σ is sublattice (A/B) degree of freedom, ρ is valley (K/K′) and τ is layer
(top/bottom). The first two terms derive from the nearest neighbour hopping and
describe the two Dirac cones. The term proportional to mH derives from the Hal-
dane time-reversal symmetry breaking next-nearest-neighbour hopping. The term
proportional to mS is due to a sublattice dependent on-site energy, and is included
to allow for a normal insulator phase for mS > mH > 0. We will assume throughout
that the interlayer hopping λ⊥ = 0, adding this back in at the end. Note that this
derivation is identical to that of the Kane-Mele model by associating layer and spin
degrees of freedom.
Our first step will be to perform a unitary rotation in the σ-ρ subspace to remove
the opposite chirality between valleys
H′bulk ≡ UHbulkU = k · σ + mHσzτz + mSσzρz, (D.2)
with
U ≡
(
σ0 0
0 σy
)
τ0. (D.3)
Now consider a domain wall with normal nˆ and tangent tˆ = zˆ × nˆ between
non-trivial and trivial regions. We decompose k = kttˆ+ knnˆ. As the Hamiltonian is
now position dependent along the nˆ direction we write kn = −i∂λ, where λ is the
distance from the domain wall. Letting kt = k one has
H′bulk = ktˆ · σ − i∂λnˆ · σ + mHσzτz + mSσzρz, (D.4)
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and use a mass dependence [211]
mH > 0, mS = 0 for λ < 0, (D.5)
mH = 0, mS > 0 for λ > 0. (D.6)
Therefore for λ < 0, we have Chern numbers C = ±1 on each layer, while for λ > 0
both layers have C = 0.
We then search for a solution exponentially localised at the domain wall,
Ψ(λ, k) =
{
emHλ ψ(k), λ < 0,
e−mSλ ψ(k), λ > 0.
(D.7)
Substituting intoHbulkΨ = EΨ,[
ktˆ · σ − imHnˆ · σ + mHσzτz
]
Ψ = EΨ, λ < 0 (D.8)[
ktˆ · σ + imSnˆ · σ + mSσzρz
]
Ψ = EΨ, λ > 0. (D.9)
This can be solved by requiring the following,
mH [−inˆ · σ + σzτz]ψ = 0,
mS [+inˆ · σ + σzρz]ψ = 0, (D.10)
and,
(ktˆ · σ)︸ ︷︷ ︸
Hedge
ψ = Eψ. (D.11)
One can rewrite the first two conditions in terms of projections. Using inˆ · σ =
σz(zˆ × nˆ) · σ = σztˆ · σ, one has
σzτz
[
1− tˆ · στz
]
ψ = 0, (D.12)
σzρz
[
1+ tˆ · σρz
]
ψ = 0, (D.13)
which can be written as
1
2
(1+ tˆ · στz)ψ = ψ, (D.14)
1
2
(1− tˆ · σρz)ψ = ψ, (D.15)
where we define
PH ≡ 12 (1+ tˆ · στz), (D.16)
PS ≡ 12 (1− tˆ · σρz), (D.17)
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satisfying P2H = PH, P
2
S = PS and [PH, PS] = 0. The above projectors imply that the in-
ternal structure of the edge theory is lower dimensional than that of the bulk theory.
In order to find this lower dimensional subspace we find rotations that diagonalise
the composite projector P ≡ PHPs.
The composite projector P ≡ PHPs, satisfying Pψ = ψ, can be alternatively de-
composed as,
P =
1
2
(1+ tˆ · στz)12 (1− tˆ · σρz), (D.18)
=
1
4
(1− τzρz + tˆ · στz − tˆ · σρz), (D.19)
=
1
2
(1+ tˆ · στz)︸ ︷︷ ︸
≡P1
1
2
(1− τzρz)︸ ︷︷ ︸
≡P2
. (D.20)
One can now diagonalise P1 and P2 using the following unitary transformations
V1 ≡ exp(ipinˆ · στz), V1P1V†1 =
1
2
(1− σz)ρ0τ0,
V2 ≡ σ0
(
ρ0 0
0 ρx
)
, V2P2V†2 =
1
2
σ0(1− ρz)0τ0, (D.21)
with [V1, V2] = 0, [V1, P2] = 0 and [V2, P1] = 0. By noting that the projector
1
2
(1− σz) =
(
0 0
0 1
)
, (D.22)
picks out the ‘down’ subspace, one can construct the rectangular matrix
p ≡
(
0 0 0 τ0
)T
, (D.23)
that picks out the correct subspace for P′.
One therefore finds the final edge Hamiltonian by taking this projection(
pTVHedgeV† p
) (
pTVψ
)
= E
(
pTVψ
)
, (D.24)
H′edgeψ′ = Eψ′, (D.25)
where V ≡ V2V1 and with
H′edge = pTV
(
ktˆ · σ)V† p, (D.26)
= kτz. (D.27)
The final result is a one-dimensional Dirac theory, with two counter propagating
modes. Note that due to the rotation V that mixes all three degrees of freedom, the
final τ cannot be directly associated with the original layer degree of freedom.
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In summary one has
H′edge =
(
pTVU
)
Hbulk
(
U†V† p
)
, (D.28)
= kτz. (D.29)
with U, V and p defined in (D.3), (D.21) and (D.23). To connect back to the main text,
we reiterate that the interlayer coupling was set to zero throughout this derivation,
therefore this is the edge theory for two uncoupled layers. In order to incorporate
the interlayer coupling, one notes (as in the main text) that since numerically λ⊥ 6= 0
gaps out the edge theory, one must include all terms that can gap out (D.27), that is
τx and τy.
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Scaling of the corner state in-gap
energy
FIGURE E.1: The in-gap location of the corner states for a C4 sym-
metric system as a function of interlayer coupling λ⊥ and for various
system sizes. The expected location E/m = −1/√2 is indicated by
the dotted line. The error bars indicate the splitting of the four de-
generate corner states. This splitting is due to a lengthening of the
exponential tails of the corner states for small λ⊥. (Inset) Diagram in-
dicating how the various parameters are defined for the numerically
obtained spectrum.
In the Chapter 5 it was found that the corner localised states for a system with 12-
fold symmetry will have an energy of E = m/
√
2 above the midgap value Emidgap
where m = Egap/2 is the half-gap width. Similarly by using C4 = C312, one can
show that for a system with 4-fold symmetry the corner states will similarly have an
energy of E = −m/√2.
In Fig. E.1 we plot the numerically obtained in-gap energy of the corner localised
states of a system with 4-fold symmetry as a function of interlayer coupling, and for
various system sizes. For λ⊥/t & 1 the agreement is good, however this does begin
to deviate for larger λ⊥. This is expected since the result E = −m/
√
2 is found
from a low-energy theory and should therefore only be expected to remain valid
114 Appendix E. Scaling of the corner state in-gap energy
for moderate couplings. One also notices a strong deviation for λ⊥ . 1. Again,
this is expected since for a finite system size of length L, there is a natural energy
scale vF/L discussed in Sec. 5.4 and evident in Eq. (5.5), which sets a resolution on
spectral features. For increasing system size, this resolution becomes sharper, and
accordingly the curves in Fig. E.1 flatten towards E = −m/√2.
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