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Irreducible gauge theories in both the Lagrangian and Hamiltonian versions of the Sp(2)-
covariant quantization method are studied. Solutions to generating equations are obtained
in the form of expansions in power series of ghost and auxiliary variables up to the 3d order
inclusively.
1. Introduction
The advanced quantization methods for gauge theories in both the
Lagrangian1−3 and Hamiltonian4−6 formalisms are based on the idea of a
special type of global supersymetry, the so-called BRST (Becchi – Rouet
– Stora – Tyutin) symmetry.7−8 It turns out, however, that the BRST in-
variance requirement for a theory may be strengthened by a requirement
of extended BRST invariance. The extended BRST symmetry transforma-
tions (have been discussed in part in Refs. 9–12) include both the BRST
and anti-BRST transformations (in the Yang – Mills theories the anti-BRST
symmetry has been introduced in Refs. 13–14) with the fermion parame-
ters of the BRST and anti-BRST transformations to form a nature doublet
under the global symplectic group Sp(2) (see for example Ref. 12).
The quantization rules based on the extended BRST symmetry prin-
ciple for general gauge theories in both the Lagrangian and Hamiltonian
formalisms (the Sp(2)-covariant quantization method) have been recently
proposed.15−20 Namely, in Refs. 15–17 an Sp(2)-covariant formulation of the
∗E-mail lavrov@tspi.tomsk.su
2BV (Batalin – Vilkovisky) Lagrangian quantization method2, 3 for general
gauge theories of any stage reducibility has been developed. In its turn, the
corresponding Hamiltonian version, being the Sp(2)-covariant formulation
of the BFV (Batalin – Fradkin – Vilkovisky) generalized canonical quanti-
zation method4−6 for arbitrary any-stage reducible dynamical systems with
both first- and second-class constraints, has been suggested in Refs. 18–20.
Note in this connection that for the first time the BFV method has been
applied to an analysis of the extended BRST symmetry in Ref. 11. It should
be also pointed out that in Ref. 12 in the case of dynamical systems sub-
ject to first-class constraints with constant structural coeffitients, there has
been obtained the unitarizing Hamiltonian4−6 invariant under the extended
BRST symmetry transformations for an arbitrary choice of the gauge.
The global symplectic group Sp(2) providing a basis for the quantization
rules15−20 plays the key role in the formalism proposed and demonstrates
the advantages it yields. That is to say, in Refs. 16, 19 it is shown that
ghost and auxiliary variables for any-stage reducible field theory in both
the Lagrangian (fields of the total configuration spase) and Hamiltonian
(generalized momenta and coordinates) versions form components of com-
pletely symmetric tensors under the group Sp(2).
It is noteworthy that the sets of canonical variables in the framework
of both the standard4−6 and Sp(2)-covariant18−20 Hamiltonian formulations
coincide. Meanwhile, the set of variables (specifically, the one of antifields)
in the Sp(2)-covariant version15−17 of the Lagrangian quantization method
is redundant with respect to the set of variables in the standard version.2, 3
The basic objects in the Hamiltonian version of the Sp(2)-covariant quan-
tization method are the boson function H and the doublet of fermion func-
tions Ωa,18−20 while the Lagrangian version is based on the boson functional
S.15−17 The objects concerned satisfy gauge algebra generating equations15−20
and permit constructing the quantum action of a theory. Proof of the ex-
istence theorems for solutions to the gauge algebra generating equations of
3both the Lagrangian15−17 and Hamiltonian18−20 versions as well as descrip-
tion of arbitrariness in the solutions are given in Refs. 15, 17, 18, 20.
In this paper we shall restrict ourselves to consideration of irreducible
gauge theories only. Namely, there are studied arbitrary dynamical sys-
tems with lineary independent first-class constraints in the Hamiltonian
version18−20 and general gauge theories with lineary independent genera-
tors of gauge transformations in the Lagrangian version.15−17 The explicit
solutions to the generating equations15−20 are obtained in the form of ex-
pansions in power series of ghost and auxiliary variables up to the third
order inclusively. It is shown that in the Sp(2)-covariant formulation15−20
of both the BV and BFV quantization methods, solutions to the generating
equations are completely defined by the gauge algebra structural relations
as they are in the standard formulation.2−6
Note, from the perturbation theory viewpoint, that the solutions ob-
tained are quite sufficient for all practical purposes of the field theory. In-
deed, an application of the perturbation theory implies one’s knowledge of
propagators and interaction vertices. The propagators are defined by kernels
of differential operators present in the kinetic part of the quantum action.
One has, therefore, apart from the initial classical action, to have at one’s
disposal the first approximation for the quantum action. The interaction
vertices, in turn, are defined by the higher approximations (along with the
above-mentioned ones) for solutions to the generating equations. Since the
majority of the field theory calculations are at best the two-loop ones, the
approximations up to the 3d order turn out to provide such calculations.
Moreover, in the number of gauge theories with a closed algebra, the iter-
ations concerned yield, in both the Lagrangian and Hamiltonian versions,
an exact form for the quantum action. It is these considerations that made
us seek solutions to the generating equations of the Sp(2)-covariant quanti-
zation method with an accuracy up to the 3d order in ghost and auxiliary
variables.
4In this paper we use the condensed notations21 and designations of Refs. 15–
20. The derivatives with respect to generalized momenta or antifields are
always understood as left and those with respect to the corresponding con-
figuration space variables (i. e. generalized coordinates QA or fields φA) as
right unless specified. The left derivatives with respect to QA or φA are
labelled “l”: δl/δQ
A, δl/δφ
A. The Grassmann parity of a certain quantity
A is denoted ε(A) and the new ghost number15−20 – ngh(A).
We make use of the standard definition22 of the Poisson superbracket in
an extended phase space Γ = (PA, Q
A)
{F,G} =
δF
δQA
δG
δPA
−
δG
δQA
δF
δPA
(−1)ε(F )ε(G), (1.1)
where PA are the set of generalized momenta congugate to coordinates Q
A
ε(PA) = ε(Q
A), ngh(PA) = −ngh(Q
A).
The superbracket (1.1) possesses the standart algebraic properties among
which we only point out the Jacobi identity
{{F,G}, H}(−1)ε(F )ε(H) + cycl.perm.(FGH) ≡ 0. (1.2)
The indices of the global symplectic group Sp(2) are denoted a, b, c, . . . ,
and assume two values a = 1, 2. The invariant tensor of the group Sp(2),
being a constant antisymmetric tensor of rank two, is denoted εab, such that
ε12 = 1. Symmetrization over the Sp(2) indices is understood in the form
A{ab} = Aab +Aba.
2. The Solution of Equations for H, Ωa
It may be convinient to remind the reader about the key points of the
Hamiltonian version of the Sp(2)-covariant quantization method.18−20 To do
this, consider the dynamical system described in the phase spase
η = (pı, q
ı), ngh(qı
5by the classical Hamiltonian H0 = H0(η) and by the set of lineary inde-
pendent first-class constraints Tα = Tα(η), ε(Tα) ≡ εα with the involution
relations
{Tα, Tβ} = TγU
γ
αβ, {H0, Tα} = TβV
β
α , (2.1)
where the structural coeffitients Uγαβ possess the properties of generalized
antisymmetry
Uγαβ = −(−1)
εαεβUγβα. (2.2)
Given this, the structure of the extended phase space Γ = (PA, Q
A) is as
follows18
Γ = (PA, Q
A) = (η;Pαa, C
αa; λα, π
α). (2.3)
In (2.3) Cαa form Sp(2) doublets of ghost variables
ε(Cαa) = εα + 1, ngh(C
αa) = 1
and πα are auxiliary variables
ε(πα) = εα, ngh(π
α) = 2,
introducing the gauge in the framework of the standard formulation of the
generalized canonical quantization method.
The boson functionH and the fermion functions Ωa introduced in Ref. 18
satisfy the Sp(2)-covariant generating equations
{Ωa,Ωb} = 0, {H,Ωa} = 0, (2.4)
with the boundary conditions
δΩa
δCαb
∣∣∣∣∣
C=π=P=λ=0
= Tαδ
a
b ,
δΩa
δπα
∣∣∣∣∣
C=π=λ=0
= εabPαb,
(2.5)
6H|C=π=P=λ=0 = H0.
The total unitarizing Hamiltonian H is now determined in terms of H
and Ωa by the formula18−20
H = H+
1
2
εab{{Φ,Ω
b},Ωb}, (2.6)
where Φ is the boson function fixing a concrete choice of admissible gauge.
An essential property of the unitarizing HaimltonianH (2.6) is its invariance
under the extended BRST transformations of the phase space Γ
δΓ = {Γ,Ωa}µa. (2.7)
Here µa is an Sp(2) doublet of constant Grassmann parameters of extended
BRST symmetry. Owing to the properties of the functions Ωa(2.4), the
transformations (2.7) are nilpotent.
For the theory in question with the Hamiltonian H (2.6), the generat-
ing functional of the Green’s functions is given in the usual form by the
functional integral18
Z(I) =
∫
dΓ exp
{ i
h¯
∫
dt
(
PAQ˙
A −H + IΓ
)}
. (2.8)
As a consequence of invariance of the total Hamiltonian under the trans-
formations (2.7), the vacuum functional ZΦ ≡ Z(0) is independent
18 on
the choice of the gauge function Φ. Indeed, one can readily establish that
any change of the gauge Φ → Φ + ∆Φ in the functional integral (2.8) for
I = 0 can be compensated by the change of the integration variables (2.7)
Γ→ Γ + δΓ with the parameters
µa =
i
2h¯
εab
∫
dt {Ωb,∆Φ}.
Hence ZΦ+∆Φ = ZΦ, and therefore, the S matrix is gauge invariant in the
Hamiltonian version of the Sp(2)-covariant quantization method.
7In Ref. 18 it is shown that one can seek solutions to Eqs. (2.4) in the
form of expansions in power series of ghost Cαa and auxiliary πα variables
Ωa =
∞∑
n=1
Ωan, H = H0 +
∞∑
n=1
Hn, (2.9)
having required the Grassmann parity and the new ghost number to be
conserved in every order of perturbation series
ε(Ωan) = ngh(Ω
a
n) = 1, ε(Hn) = ngh(Hn) = 0.
In (2.9) Ωan and Hn are some nth order polinomials in the variables C
αa,
πα. The requirement of the new ghost number conservation leads to the
fact that Ωan and Hn must be polinomials in Pαa, λα as well.
In the first order perturbation series, the solution to Eqs. (2.4), deter-
mining Ωa, can be chosen in the form18
Ωa1 = TαC
αa + εabPαbπ
α. (2.10)
Then, the higher approximations in (2.9) are determined by the equations18
W aHn+1 = D
a
n+1, n ≥ 1, (2.11)
W {aΩ
b}
n+1 = −B
ab
n+1, n ≥ 1, (2.12)
where the operators W a are given by the formula
W a = Tα
δ
δPαa
+ εabPαb
δ
δλα
+ (−1)εαεabπα
δl
δCαb
(2.13)
and possess the properties
W {aW b} = 0.
The functions Dan+1 and B
ab
n+1 are constructed from Ω
a
m+1, H
a
m, m ≤ n by
the rules18
Babn+1 = {Ω
a
[n],Ω
b
[n]}n+1, (2.14)
Dan+1 = {H[n],Ω
a
[n+1]}n+1, (2.15)
8where
Ωa[n] ≡
n∑
k=1
Ωak, H[n] ≡ H0 +
n∑
k=1
Hk,
the symbol {, }k denotes the kth order for the superbracket {, } in power
series of the variables Cαa, πα. The functions Babn+1 and D
a
n+1 satisfy the
equations
W aBbcn+1 + cycl.perm.(abc) = 0,
W {aD
b}
n+1 = 0,
being the compatibility conditions for Eqs. (2.11), (2.12).
Let us give the explicit solutions to Eqs. (2.11), (2.12) when n = 1, 2
in the case of dynamical systems with irreducible first-class constraints de-
scribed by the properties (2.1). The explicit form of Ωa1 (2.10), as it follows
from (2.14), (2.15), enables us to obtain the solutions to Eqs. (2.11), (2.12)
for H1, Ω
a
2. Note to this end that the functions D
a
1 and B
ab
2 have the form
Da1 = {H0, Tα}C
αa, (2.16)
Bab2 = −{Tβ, Tα}(−1)
εβCαaCβb. (2.17)
It is convinient, seeking the solution to Eqs. (2.12) with the right-hand side
(2.17), to make use of the following decomposition of an Sp(2) tensor of
rank two, constructed from Cαa
(−1)εβCαaCβb = T αβ{ab} + Tˆ αβεab, (2.18)
where the components of decomposition
T αβ{ab} =
1
2
(−1)εβCα{aCβb}, Tˆ αβεab = −
1
2
(−1)εβεcdC
αcCβdεab
form respectively the symmetric and antisymmetric tensors of rank two
under the group Sp(2). The quantities T αβ{ab} and Tˆ αβ possess the following
properties of generalized (anti)symmetry
T αβ{ab} = −(−1)εαεβT βα{ab}, Tˆ αβ = (−1)εαεβ Tˆ βα. (2.19)
9Then, with allowance made for the involution relations (2.1), we find from
the definition (2.18) and the properties (2.2), (2.19) the following represen-
tations for Da1, B
ab
2
Da1 = TβV
β
α C
αa, (2.20)
Bab2 = −TγU
γ
βαT
αβ{ab}. (2.21)
Solving Eqs. (2.11) with the right-hand side (2.20) is as follows. It
is necessary to choose such a function X1 as to produce all (or several)
structures present in Da1 when the operators W
a act upon it
X1 = PβaV
β
α C
αa.
Then, applying W a to X1
W aX1 = TβV
β
α C
αa −PβbV
β
α π
αεab, (2.22)
we find that the first summand in the right-hand side (2.22) and Da1 (2.20)
coincide. One readily observes that the second summand in (2.22) is repro-
duced by applying W a to the function X2 of the form
X2 = λβV
β
α π
α,
namely
W aX2 = PβbV
β
α π
αεab.
Given this, it follows from the obvious relation
W a(X1 +X2)−D
a
1 = 0
that one can choose the solution to Eqs. (2.11) with the right-hand side
(2.20) in the form
H1 = X1 +X2 = PβaV
β
α C
αa + λβV
β
α π
α. (2.23)
The method of solving Eqs. (2.12) with the right-hand side (2.21) is
quite analogus to the one considered above. To this end, it suffices to apply
the operators W a to the functions of the form
Xa1 =
1
2
PγbU
γ
βαT
αβ{ab}, Xa2 = −
1
2
λγU
γ
βα(−1)
εβCαaπβ,
10
then
W {aX
b}
1 = TγU
γ
βαT
αβ{ab} +
1
2
PγcU
γ
βα(−1)
εβCα{aεb}cπβ,
W {aX
b}
2 = −
1
2
PγcU
γ
βα(−1)
εβCα{aεb}cπβ. (2.24)
In (2.24) we made allowance for the generalized antisymmetry property (2.2)
of the gauge algebra structural coeffitients Uγαβ, and, as a consequence, for
the identity
Uγαβπ
βπα ≡ 0.
Then, making a comparison between Bab2 and W
{aX
b}
1 , W
{aX
b}
2 , we have
W {aX
b}
1 +W
{aX
b}
2 +B
ab
2 = 0.
Consequently, the solution to Eqs. (2.12) with the right-hand side (2.21)
can be chosen in the form
Ωa2 = X
a
1 +X
a
2 =
1
2
PγbU
γ
βαT
αβ{ab} −
1
2
λγU
γ
βα(−1)
εβCαaπβ. (2.25)
Now consider, taking into account the explicit form of the functions H[1]
(2.23) and Ωa[2] (2.10), (2.25), the solution of Eqs. (2.11), (2.12) for H2, Ω
a
3.
By virtue of (2.14), (2.15), we find Da2 and B
ab
3 in the form
Da2 =
1
2
Pγb
(
{H0, U
γ
βα}+ V
γ
δ U
δ
βα − U
γ
βδV
δ
α + (−1)
εαεβUγαδV
δ
β − {V
γ
β , Tα}
+(−1)εαεβ{V γα , Tβ}
)
T αβ{ab} −Pγb{V
γ
β , Tα}Tˆ
αβεab
−
1
2
λγ
(
{H0, U
γ
βα}+ V
γ
δ U
δ
βα − U
γ
βδV
δ
α + (−1)
εαεβUγαδV
δ
β
−2{V γβ , Tα}
)
(−1)εβCαaπβ,
(2.26)
Bab3 = −
1
2
Pρc
(1
2
UργδU
δ
βα(−1)
εαεγ +
1
2
UραδU
δ
γβ(−1)
εαεβ
−{Uργβ, Tα}(−1)
εαεγ
)
(−1)εβ+εαεγCα{aCβb}Cγc
−
1
2
λρ
(1
2
UργδU
δ
βα(−1)
εαεγ +
1
2
UραδU
δ
γβ(−1)
εαεβ
−{Uργβ, Tα}(−1)
εαεγ
)
(−1)εαεγT αβ{ab}πγ,
11
here we made use of the definition (2.18) and the properties (2.19).
Let us now introduce, for the sake of convinience, the following decom-
position of an Sp(2) tensor of rank three present in Bab3
1
2
(−1)εβ+εαεβCαaCβbCγc =
1
2
T αβγ{abc}
+
1
3
εab
(
Tˆ αβCγc(−1)εαεγ − Tˆ βγCαc(−1)εαεβ
)
+
1
3
εac
(
Tˆ βγCαb(−1)εαεβ − Tˆ γαCβb(−1)εβεγ
)
,
(2.27)
where
T αβγ{abc} =
1
3
(−1)εαεγT αβ{ab}Cγc + cycl.perm.(abc) (2.28)
is a symmetric tensor of rank three under the group Sp(2). From the defi-
nition of the tensor (2.28) there follow the properties
T αβγ{abc} = −(−1)εαβγT βαγ{abc} = −(−1)εαβγT αγβ{abc}, (2.29)
where
εαβγ ≡ εαεβ + εαεγ + εβεγ.
To solve Eqs. (2.11), (2.12) for H2, Ω
a
3 it is necessary to make use of the
gauge algebra structural relations, being the consequence of the involution
relations (2.1), namely
Tδ
(
{H0, U
δ
αβ}+ V
δ
γ U
γ
αβ − U
δ
αγV
γ
β + (−1)
εαεβU δβγV
γ
α
−{V δα , Tβ}+ (−1)
εαεβ{V δβ , Tα}
)
≡ 0, (2.30)
Tρ
(
{Uραβ, Tγ} − U
ρ
αδU
δ
βγ
)
(−1)εαεγ + cycl.perm.(αβγ) ≡ 0. (2.31)
The relations (2.30), (2.31) follow respectively from the Jacobi identities
(1.2) of the form
{{Tα, Tβ}, H0}+ {{H0, Tα}, Tβ}+ {{Tβ, H0}, Tα}(−1)
εαεβ ≡ 0,
12
{{Tα, Tβ}, Tγ}(−1)
εαεγ + cycl.perm.(αβγ) ≡ 0.
Then, by virtue of lineary independence of the constraints Tα, we conclude
that there exist such structural coeffitientsEγδαβ and E
δρ
αβγ with the properties
Eγδαβ = −(−1)
εαεβEγδβα = −(−1)
εγεδEδγαβ,
(2.32)
Eδραβγ = −(−1)
ερεδEρδαβγ , E
δρ
αβγ = E
δρ
γαβ,
that the relations (2.30), (2.31) could be represented in the form
TγE
γδ
αβ =
1
2
(
{H0, U
δ
αβ}+ V
δ
γ U
γ
αβ − U
δ
αγV
γ
β + (−1)
εαεβU δβγV
γ
α
−{V δα , Tβ}+ (−1)
εαεβ{V δβ , Tα}
)
, (2.33)
TδE
δρ
αβγ =
1
3
(
UραδU
δ
βγ − {U
ρ
αβ, Tγ}
)
(−1)εαεγ + cycl.perm.(αβγ). (2.34)
From (2.33), (2.34) with allowance made for the properties (2.29), there
follow the representations for the functions Da2 and B
ab
3
Da2 = PδbTρE
ρδ
βαT
αβ{ab} − Pγb{V
γ
β , Tα}Tˆ
αβεab
−
1
2
λγ
(
{H0, U
γ
βα}+ V
γ
δ U
δ
βα − U
γ
βδV
δ
α + (−1)
εαεβUγαδV
δ
β
−2{V γβ , Tα}
)
(−1)εβCαaπβ, (2.35)
Bab3 = −PδcTρE
ρδ
γβαT
αβγ{abc} −
1
3
Pρc
(
{Uρβα, Tγ}(−1)
εγ(εα+εβ)
+
1
2
UργδU
δ
βα
)
(−1)εβ+εγCα{aεb}cTˆ βγ
−λρ
(1
2
(−1)εαεγUργδU
δ
βα +
1
2
(−1)εαεβUραδU
δ
γβ
−(−1)εαεγ{Uργβ, Tα}
)
(−1)εαεγT αβ{ab}πγ , (2.36)
To solve Eqs. (2.11) with the right-hand side (2.35) it is necessary to take
into account the structural relations (2.33) and the identity
Eγδαβπ
βπα ≡ 0,
13
which follows from the properties of generalized antisymmetry (2.32) for the
structural coeffitients Eγδαβ. In turn, solving Eqs. (2.12) with the right-hand
side (2.36) involves making use of the relations (2.34) with allowance made
for the obvious identity
(
Eδραβγ(−1)
εαεγ − (−1)εαεβEδρβαγ(−1)
εβεγ
)
πβπα ≡ 0.
It is noteworthy that the methods of solving the equations for H2 and Ω
a
3
are quite similar to each other.
Now, turnig ourselves to solution of the equations for H2, note that the
structures present in Da2
PγbTδE
δγ
βαT
αβ{ab}, Pγb{V
γ
β , Tα}Tˆ
αβεab
could be reproduced by applying the operatorsW a respectively to the func-
tions
1
2
PγaPδb(−1)
εγEδγβαT
αβ{ab}, λγ{V
γ
β , Tα}Tˆ
αβ,
namely
W a
(
−
1
2
PγbPδc(−1)
εγEδγβαT
αβ{bc}
)
= PγbTδE
δγ
βαT
αβ{ab}
+PγbPδc(−1)
εγEδγβα(−1)
εβCαcπβεab,
W a
(
λγ{V
γ
β , Tα}Tˆ
αβ
)
= Pγb{V
γ
β , Tα}Tˆ
αβεab
−
1
2
λγ
(
{V γβ , Tα}+ (−1)
εαεβ{V γα , Tβ}
)
(−1)εβCαaπβ .
Consider the function Y1
Y1 = −
1
2
PγaPδb(−1)
εγEδγβαT
αβ{ab} − λγ{V
γ
β , Tα}Tˆ
αβ,
then from comparison of Da2 with W
aY1 we find
W aY1 −D
a
2 = PγbPδc(−1)
εγEδγβα(−1)
εβCαcπβεab
+λγTδE
δγ
βα(−1)
εβCαaπβ. (2.37)
14
It is clear from analysis of summands in the right-hand side (2.37) that the
structures present there could be reproduced by applying the operatorsW a
to the function Y2 of the form
Y2 = −λγPδa(−1)
εγEδγβα(−1)
εβCαaπβ .
Indeed,
W aY2 = −PγbPδc(−1)
εγEδγβα(−1)
εβCαcπβεab − λγTδE
δγ
βα(−1)
εβCαaπβ
and we find that
W a
(
Y1 + Y2
)
−Da2 = 0.
Consequently, the solution to Eqs. (2.11) with the right-hand side (2.35)
has the form
H2 = Y1 + Y2 = −
1
2
PγaPδb(−1)
εγEδγβαT
αβ{ab}
−λγPδa(−1)
εγEδγβα(−1)
εβCαaπβ − λγ{V
γ
β , Tα}Tˆ
αβ.
(2.38)
Omitting details of calculation of the functions Ωa3, we only give here
their resultant form
Ωa3 = −
1
4
PδbPρc(−1)
εδEρδγβαT
αβγ{abc} +
1
2
λδPρb(−1)
εδEρδγβα(−1)
εαεγT αβ{ab}πγ
+
1
3
λρ
(1
2
UργδU
δ
βα + (−1)
εγ(εα+εβ){Uρβα, Tγ}
)
(−1)εβ+εγCαaTˆ βγ. (2.39)
The explicit form of the functions H[2] (2.23), (2.38) and Ω
a
[3] (2.10),
(2.25), (2.39) obtained above enables us to consider the solution of Eqs.
(2.11) for H3. To this end, it is necessary, as before, to turn ourselves to
subsequent gauge algebra structural relations, being of the form
TδE
δρσ
αβγ = −
1
12
{H0, E
ρσ
αβγ} −
1
12
(
V ρδ E
δσ
αβγ − (−1)
ερεσV σδ E
δρ
αβγ
)
+
1
4
EρσαβδV
δ
γ (−1)
εα(εγ+εδ) +
1
6
(−1)εαεγ
(
EρσαδU
δ
βγ − {E
ρσ
αβ, Tγ}
)
+
1
12
(−1)εαεγ
(
{V ρα , U
σ
βγ}(−1)
εαεσ − (−1)ερεσ{V σα , U
ρ
βγ}(−1)
εαερ
)
+
1
6
(−1)εαεγ
(
UραδE
δσ
βγ(−1)
εαεσ − (−1)ερεσUσαδE
δρ
βγ(−1)
εαερ
)
+cycl.perm.(αβγ), (2.40)
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where the structural coeffitients Eδρσαβγ possess the properties
Eδρσαβγ = −(−1)
εδερEρδσαβγ = −(−1)
ερεσEδσραβγ, E
δρσ
αβγ = E
δρσ
γαβ. (2.41)
Validity of (2.40), (2.41) follows from the structural relations (2.33), (2.34)
with allowance made for the Jacobi identities
{{Tα, Tβ}, V
δ
γ }(−1)
εα(εγ+εδ) + {{Tβ, V
δ
γ }, Tα}(−1)
εαεβ
+{{V δγ , Tα}, Tβ}(−1)
εβ(εγ+εδ) ≡ 0,
{{Tα, U
δ
βγ}, H0}+ {{H0, Tα}, U
δ
βγ}+ {{U
δ
βγ, H0}, Tα}(−1)
εα(εβ+εγ+εδ) ≡ 0,
which could be presented respectively in the form
Tδ{V
ρ
α , U
δ
βγ}(−1)
εδ(εα+ερ) =
(
{{V ρα , Tβ}, Tγ} − (−1)
εβεγ{{V ρα , Tγ}, Tβ}
)
−{V ρα , Tδ}U
δ
βγ,
(2.42)
Tδ{V
δ
α , U
ρ
βγ}(−1)
εα(εβ+εγ+ερ) = {Uρβγ, Tδ}V
δ
α + {{U
ρ
βγ, Tα}, H0}
+{{H0, U
ρ
βγ}, Tα},
Then, taking into account the definition (2.27) and the properties (2.29),
we obtain the functions Da3 in the form
Da3 = PδbPρc(−1)
εδTσE
σρδ
γβαT
αβγ{abc} −
1
3
PρbPσc(−1)
ερ
[
2UσγδE
δρ
βα(−1)
εγερ
+UργδE
δσ
βα(−1)
εσ(εγ+ερ) − EσργδU
δ
βα − 2{E
σρ
γα, Tβ}(−1)
εαεβ
+{V σγ , U
ρ
βα}(−1)
εγερ + 2{V ργ , U
σ
βα}(−1)
εσ(εγ+ερ)
]
(−1)εβ+εγεabCαcTˆ βγ
+λρPσb(−1)
ερ
[1
2
(
{H0, E
σρ
γβα}+ V
σ
δ E
δρ
γβα − (−1)
ερεσV ρδ E
δσ
γβα
)
(−1)εαεγ
−
1
2
(
EσργβδV
δ
α (−1)
εγ(εα+εδ) + cycl.perm(αβγ)
)
(−1)εαεγ
+
1
2
{V ργ , U
σ
βα}(−1)
εσ(εγ+ερ) +
1
2
{V σβ , U
ρ
γα}(−1)
εβ(εγ+ερ) + {Eσργβ, Tα}
−
1
2
(
EσργδU
δ
βα − (−1)
εβεγEσρβδU
δ
γα
)
+
1
2
(
UργδE
δσ
βα(−1)
εσ(εγ+ερ)
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−(−1)εγεβUρβδE
δσ
γα(−1)
εσ(εβ+ερ)
)
+ UσβδE
δρ
γα(−1)
εβ(εγ+ερ)
]
T αβ{ab}πγ
+λρPσb(−1)
ερ
[
{Eσργβ, Tα}+
1
2
{V σβ , U
ρ
γα}(−1)
εβ(ερ+εγ)
+
1
2
UρβδE
δσ
γα(−1)
ερεσ+εβ(εγ+εσ) +
1
2
(−1)εβεγEσρβδU
δ
γα
]
εabTˆ αβπγ
−λρ
[
{{V ργ , Tβ}, Tα} −
1
2
(
{V ργ , Tδ}+ (−1)
εγεδ{V ρδ , Tγ}
)
U δβα
−
1
2
Uραδ{V
δ
γ , Tβ}(−1)
εα(εβ+εγ) −
1
3
{H0, {U
ρ
βα, Tγ}}(−1)
εγ(εα+εβ)
−
1
6
{H0, U
ρ
γδ
U δβα, } −
1
3
V ρδ
(
{U δβα, Tγ}(−1)
εγ(εα+εβ) +
1
2
U δγσU
σ
βα
)
+
1
3
(
{Uρβδ, Tγ}(−1)
εγ(εβ+εδ) +
1
2
UργσU
σ
βδ
)
V δα
+
1
3
(
{Uργα, Tδ}(−1)
εαεδ + (−1)εγεδ{Uρδα, Tγ}(−1)
εαεγ
+
1
2
UργσU
σ
δα +
1
2
(−1)εγεδUρδσU
σ
γα
)
V δβ (−1)
εα(εβ+εδ)
]
CαaTˆ βγ
−
1
2
λρλσ
[
{V σγ , U
ρ
βα}+ U
σ
γδE
δρ
βα
]
(−1)εβ+εγ(ερ+1)Cαaπβπγ.
Eqs. (2.11) for H3 are solved by the method given above. It implies consid-
eration of summands present in Da3, taking into account the gauge algebra
structural relations (2.33), (2.34), (2.40), (2.42), and the properties of struc-
tural coeffitients (2.2), (2.32), (2.41) with allowance made for the following
identity
εab
(
CαaCβbCγc + cycl.perm.(abc)
)
≡ 0.
Omitting details of calculation, we give here the resultant form of H3
H3 =
1
3
PδaPρbPσc(−1)
ερEσρδγβαT
αβγ{abc}
+λδPρaPσb(−1)
ερEσρδγβα(−1)
εαεγT αβ{ab}πγ
+
1
3
λρPσa(−1)
ερ
[
EσργδU
δ
βα + 2
(
{Eσργα, Tβ}(−1)
εαεβ
−UσγδE
δρ
βα(−1)
εγερ
)
− UργδE
δσ
βα(−1)
εσ(εγ+ερ)
−{V σγ , U
ρ
βα}(−1)
εγερ − 2{V ργ , U
σ
βα}(−1)
εσ(εγ+ερ)
]
(−1)εβ+εγCαaTˆ βγ
+λρλσ
[
{V σβ , U
ρ
γα}+ U
σ
βδE
δρ
γα
]
(−1)εβ(εγ+ερ)Tˆ αβπγ. (2.43)
In view of (2.43) and the results obtained above (2.23), (2.25), (2.38), (2.39),
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we conclude that in the framework of the Sp(2)-covariant version of general-
ized canonical quantization, as well as in its standard formulation, solutions
to the generating equations are completely defined by the gauge algebra
structural coeffitients. The boson function
H(PA, Q
A) = H0(pı, q
ı) +H1(PA, Q
A) +H2(PA, Q
A)
+H3(PA, Q
A) +O(C4−nπn), 0 ≤ n ≤ 4
and the fermion functions
Ωa(PA, Q
A) = Ωa1(PA, Q
A) + Ωa2(PA, Q
A) + Ωa3(PA, Q
A)
+O(C4−nπn), 0 ≤ n ≤ 4
satisfy the gauge algebra generating equations (2.4) up to the 3d order
inclusively. As regards the description of arbitrariness in the solutions to the
generating equations, note that this question has been thoroughly studied
in Ref. 18.
Concluding, let us consider the special case of dynamical systems with
constant structural coeffitients, such that
{V γα , Tβ} = {U
δ
αβ, Tγ} = {U
δ
αβ, V
ρ
γ } = 0,
given this, we assume that
Eγδαβ = E
δρ
αβγ = E
δρσ
αβγ = 0.
Then the functions H and Ωa take on the form
H = H[1] = H0 + PβaV
β
α C
αa + λβV
β
α π
α,
(2.44)
Ωa = Ωa[3] = TαC
αa + εabPαbπ
α +
1
2
PγbU
γ
βαT
αβ{ab} −
1
2
λγU
γ
βα(−1)
εβCαaπβ
+
1
6
λρU
ρ
γδU
δ
βα(−1)
εβ+εγCαaTˆ βγ.
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In a particular case of dynamical systems of rank 1 with a closed algebra
where all the constraints Tα are boson functions (i. e. εα = 0), this result
coincide with the exact solution to the generating equations for the func-
tions H and Ωa, obtained in Ref. 12.
3. The Solution of Equations for S
Now, turning to the Lagrangian version of the Sp(2)-covariant quanti-
zation method, consider the classical theory of fields Aı, ε(Aı) ≡ εi, de-
scribed by the action L = L(A) invariant under the gauge transformations
δAı = Rıα(A)ξ
α
L,i (A)R
ı
α(A) = 0 , (3.1)
where Rıα(A) are generators of gauge transformations ε(R
ı
α(A)) = εı + εα
and ξα are arbitrary functions ε(ξα) ≡ εα. Let us now introduce, in ac-
cordance with Refs.15, 17, the total configuration space ΦA (ε(ΦA) ≡ εA)
whose manifest structure is determined by the fact whether the set of gen-
erators is lineary independent (irreducible theories) or lineary dependent
(reducible theories). In what follows we shall restrict ourselves to consider-
ation of irreducible theories. The total configuration space of the theories
in question has the following structure
ΦA = (Aı, Bα, Cαa) ,
ngh(Aı) = 0 , ngh(Cαa) = 1 , ngh(Bα) = 2 (3.2)
on account of extention of the initial configuration space Aı by introduc-
ing additional fields Bα (ε(Bα) = εα) and Sp(2) doublets of ghost fields
Cαa (ε(Cαa) = εα + 1). We also introduce the sets of anifields Φ
∗
Aa and Φ¯A
Φ∗Aa = (A
∗
ıa, B
∗
αa, C
∗
αab) , Φ¯A = (A¯ı, B¯α, C¯αa) ,
ε(Φ∗Aa) = εA + 1 , ε(Φ¯A) = εA ,
ngh(Φ∗Aa) = −1− ngh(Φ
A) , ngh(Φ¯A) = −2− ngh(Φ
A) .
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The antifields Φ∗Aa play the role of sources of BRST and anti-BRST trans-
formations, whereas the antifields Φ¯A are the sources of mixed BRST and
anti-BRST transformations.
The basic object in the Lagrangian version of Sp(2)-covariant quanti−
zation15,17 is the boson functional S, which satisfies the following generating
equations
1
2
(S, S)a + V aS = ih¯∆αS (3.3)
with the boundary condition
S|Φ∗a=Φ¯=h¯=0 = L(A) . (3.4)
In (3.3) we used designation ( , )a for an extended antibracket15 introduced
for two arbitrary functionals F and G by the rule
(F,G)a =
δF
δΦA
δG
δΦ∗Aa
−
δG
δΦA
δF
δΦ∗Aa
(−1)(ε(F )+1)(ε(G)+1) , (3.5)
V a and ∆a are operators defined in the form
V a = εabΦ∗Ab
δ
δΦ¯A
, ∆a = (−1)εA
δl
δΦA
δ
δΦ∗Aa
,
h¯ is the Plank constant. The algebra of operators V a and ∆a as well as the
properties of the extended antibracket are studied in detail in Ref. 15, and
we shall not discuss here these questions.
The generating functional of the Green’s functions Z(J) for the fields of
the extended configuration space is representable in the form15
Z(J) =
∫
dΦ dΦ∗a dΦ¯ dλ dΠ
a exp
{ i
h¯
(
S(Φ,Φ∗a, Φ¯) + Φ
∗
AaΠ
Aa
+
(
Φ¯A −
δF
δΦA
)
λA −
1
2
εabΠ
Aa δ
2F
δΦAδΦB
ΠBb + JAΦ
A
)}
, (3.6)
where JA are the usual sources to the fields Φ
A (ε(JA) = εA), Π
Aa and λA
are the sets of auxiliary fields (ε(ΠAa) = εA + 1 , ε(λ
A) = εA), F = F (Φ)
is the boson gauge functional, S(Φ,Φ∗a , Φ¯) is a solution to Eqs.(3.3) with
the boundary condition (3.4).
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An impotant property of the integrand in Eqs.(3.6) for JA = 0 is its
invariance under the following transformations of global supersymmetry
δΦA = ΠAaµa , δΦ
∗
Aa = µa
δS
δΦA
, δΦ¯A = ε
abµaΦ
∗
Ab ,
δΠAa = −εabλAµb, δλ
A = 0 , (3.7)
where µa is a doublet of constant anticommuting Grassmann parameters.
The transformations (3.7) realize the extended BRST transformations in
the space of the variables Φ, Φ∗a, Φ¯, Π
a, λ.
The symmetry of the vacuum functional Z(0) under the transformations
(3.7) permits establishing the independence of the S matrix on the choice
of a gauge. Indeed, suppose ZF ≡ Z(0). We shall now change the gauge
F → F +∆F . In the functional integral for ZF+∆F we make the change of
variables (3.7), choosing for the parameters µa
µa =
i
2h¯
εab
δ(∆F )
δΦA
ΠAb ,
we find that ZF+∆F = ZF and therefore the S matrix is gauge invariant.
Next, the extended BRST symmetry permits deriving the Ward identities
for the generating functional of the vertex functions (the effective action)
Γ = Γ(Φ,Φ∗a, Φ¯)
1
2
(Γ,Γ)a + V aΓ = 0 .
The identities for Γ provide a basis for establishing the gauge invariant
renormalizability of the general gauge theories in the framework of the
Sp(2)- covariant quantization.17
In Refs. 15, 17 there is proved the existence theorem for solution to Eqs.
(3.3) in the form of expansion in power series of h¯
S(Φ,Φ∗a, Φ¯) =
∞∑
n=0
h¯nS(n)(Φ,Φ∗a, Φ¯) ,
where the functionals S(n)(Φ,Φ∗a, Φ¯) are supposed to be regular with respect
to all the variables. In particular, the tree (classical) approximation S(0)
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satisfies the following generating equations
1
2
(S(0), S(0))a + V aS(0) = 0 . (3.8)
In what follows we shall concentrate our attention upon Eqs. (3.8). One
can seek solution to Eqs. (3.8) in the form of expansion in power series of
ghost and auxiliary fields Cαa, Bα
S(0)(Φ,Φ∗a, Φ¯) = L(A) +
∞∑
n=1
Sn(Φ,Φ
∗
a, Φ¯) , (3.9)
having required the new ghost number and the Grassmann parity to be
conserved in every order of perturbation series
ε(Sn) = ngh(Sn) = 0 .
In (3.9) Sn(Φ,Φ
∗
a, Φ¯) are some nth order polinomials in the fields C
αa, Bα.
The requirement of the new ghost number conservation leads to the fact
that Sn must be polinomials in the antifields Φ
∗
Aa, Φ¯A. In Ref. 15 it is
shown that the first approximation S1 could be chosen in the form
S1(Φ,Φ
∗
a, Φ¯) = A
∗
ıaR
ı
α(A)C
αa + A¯ıR
ı
α(A)B
α − εabC∗αabB
α . (3.10)
Then the higher approximations in (3.9) are sought from the equations
W aSn+1 = F
a
n+1 , n ≥ 1 , (3.11)
where the operators W a are defined in the form
W a = L,ı
δ
δA∗ıa
+ A∗ıbR
ı
α
δ
δC∗αab
+
(
A¯ıR
ı
α − ε
bcC∗αbc
) δ
δB∗αa
+(−1)εαεabBα
δl
δCαb
+ V a (3.12)
and possess the properties
W {aW b} = 0 .
The functionals F an+1 are constucted from Sk, k ≤ n by the rule
F an+1 = −
1
2
(S[n], S[n])
a
n+1 , (3.13)
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where
S[n] = L(A) +
n∑
k=1
Sk ,
the symbol ( , )ak denotes the kth order for the extended antibracket in
power series of the fields Cαa and Bα. The functionals F an+1 satisfy the
equations
W {aF
b}
n+1 = 0 ,
being the compability conditions for Eqs. (3.11).
Let us obtain the explicit solutions to Eqs. (3.11) when n = 1, 2 in the
case of general gauge theories described by the action L(A) invariant under
the gauge transformations (3.1). The algebra of generators Rıα(A) has the
following general form
Rıα,(A)R

β(A)− (−1)
εαεβRıβ,(A)R

α(A) =
−Rıγ(A)F
γ
αβ(A)− L, (A)M
ı
αβ(A) , (3.14)
where the structural coefficients Fγαβ(A) and M
ı
αβ(A) possess the properties
of generalized antisymmetry
Fγαβ(A) = −(−1)
εαεβFγβα(A) ,
M ıαβ(A) = −(−1)
εαεβM ıβα(A) = −(−1)
εıεM ıαβ(A) . (3.15)
Consider here the solution of Eqs. (3.11) for S2. To do this we shall make
use of the decomposition (2.18) of an Sp(2) tensor of rank two, constructed
from Cαa. Then, by virtue of the properties (2.19) and the algebra of
generators (3.14), we find the functionals F a2 in the form
F a2 = −
1
2
A∗ıd
(
Rıγ(A)F
γ
αβ(A) + L, (A)M
ı
αβ(A)
)
T βα{ad}
+
1
2
A¯ı
(
Rıγ(A)F
γ
αβ(A) + L, (A)M
ı
αβ(A)
)
CβaBα(−1)εα
+
1
2
εadA∗ıdN
ı
αβ(A)Tˆ
βα −
1
2
A¯ıN
ı
αβ(A)C
βaBα(−1)εα , (3.16)
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where
N ıαβ(A) = R
ı
α,(A)R

β(A) + (−1)
εαεβRıβ,(A)R

α(A) ,
N ıαβ(A) = (−1)
εαεβN ıβα(A) .
Solving Eqs. (3.11) for S2 is as follows. Consider the operators W
a to act
upon the functional
1
2
C∗γbdF
γ
αβ(A)T
βα{bd}
W a
(
−
1
2
C∗γbdF
γ
αβ(A)T
βα{bd}
)
= −
1
2
A∗ıdR
ı
γ(A)F
γ
αβ(A)T
βα{ad}
−
1
2
εab
(
C∗γbd + C
∗
γdb
)
Fγαβ(A)B
βCαd . (3.17)
Hence we find that the first summand in (3.17) present in (3.16) as well. In
a similar way, the structure of the form
−
1
2
A∗ıdL, (A)M
ı
αβ(A)T
βα{ad}
is reprodused by applying the operators W a to the functional
1
4
A∗ıbA
∗
d(−1)
εıM ıαβ(A)T
βα{bd} ,
namely
W a
(1
4
A∗ıbA
∗
d(−1)
εıM ıαβ(A)T
βα{bd}
)
= −
1
2
A∗ıdL,M
ı
αβ(A)T
βα{ad}
+
1
2
εabA∗ıbA
∗
d(−1)
εıM ıαβ(A)B
βCαd . (3.18)
Treatment of the terms
1
2
A¯ıR
ı
γ(A)F
γ
αβ(A)C
βaBα(−1)εα
and
1
2
A¯ıL,M
ı
αβ(A)C
βaBα(−1)εα
present in F a2 consists in consideration of W
a to act respectively upon
1
2
B∗γbF
γ
αβ(A)C
βbBα(−1)εα
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and
1
2
A¯ıA
∗
b(−1)
εıM ıαβ(A)C
βbBα(−1)εα ,
namely
W a
(1
2
B∗γbF
γ
αβ(A)C
βbBα(−1)εα
)
=
1
2
A¯ıR
ı
γ(A)F
γ
αβ(A)C
βaBα(−1)εα
−
1
2
εbdC∗γbdF
γ
αβ(A)C
βaBα(−1)εα , (3.19)
W a
(1
2
A¯ıA
∗
b(−1)
εıM ıαβ(A)C
βbBα(−1)εα
)
=
1
2
A¯ıL, (A)M
ı
αβ(A)C
βaBα(−1)εα
−
1
2
εabA∗ıbA
∗
d(−1)
εıM ıαβ(A)B
βCαd . (3.20)
Consider the functional of the form
X1(Φ
A,Φ∗Aa, Φ¯A) = −
1
2
C∗γbdF
γ
αβ(A)T
βα{bd} +
1
2
B∗γbF
γ
αβ(A)C
βbBα(−1)εα
+
1
4
A∗ıbA
∗
d(−1)
εıM ıαβ(A)T
βα{bd}
+
1
2
A¯ıA
∗
b(−1)
εıM ıαβ(A)C
βbBα(−1)εα , (3.21)
then
W aX1 = −
1
2
A∗ıdL,M
ı
αβ(A)T
βα{ad} +
1
2
A¯ıL, (A)M
ı
αβ(A)C
βaBα(−1)εα
−
1
2
A∗ıdR
ı
γ(A)F
γ
αβ(A)T
βα{ad} +
1
2
A¯ıR
ı
γ(A)F
γ
αβ(A)C
βaBα(−1)εα
−
1
2
εab(C∗γbd + C
∗
γdb)F
γ
αβ(A)B
βCαd
−
1
2
εbdC∗γbdF
γ
αβ(A)C
βaBα(−1)εα . (3.22)
The functionalX1(Φ
A,Φ∗Aa, Φ¯A) possesses the properties ε(X1) = ngh(X1) =
0 with the multipliers chosen in such a way that W aX1 should exhaust the
summands in F a2 described above. In calculating W
aX1 (3.22) one has to
make use of the generalized antisymmetry properties (3.15) of the gauge
algebra structural coeffitients Fγαβ(A) and M
ı
αβ(A) with allowance made for
25
the properties (2.19) and for the definition of the tensors T βα{ad}, εabTˆ βα
(2.18) and the properties (2.19). In particular,
Fγαβ(A)B
αBβ ≡ M ıαβ(A)B
αBβ ≡ 0 . (3.23)
Comparison of W aX1 with F
a
2 implies
F a2 −W
aX1 =
1
2
εadA∗ıdN
ı
αβ(A)Tˆ
βα −
1
2
A¯ıN
ı
αβ(A)C
βaBα(−1)εα
+εabC∗γbdF
γ
αβ(A)B
βCαd . (3.24)
In establishing (3.24) we made use of the identity
1
2
εab
(
C∗γbd + C
∗
γdb
)
Fγαβ(A)B
βCαd +
1
2
εbdC∗γbdF
γ
αβ(A)B
βCαa =
εabC∗γbdF
γ
αβ(A)B
βCαd ,
verified directly. Making an analysis similar to the one discussed above for
each summand present in (3.24), consider W a to act upon the functional
X2 of the form
X2 =
1
2
A¯ıN
ı
αβ(A)Tˆ
βα + C¯γdF
γ
αβ(A)B
βCαd . (3.25)
One readily finds that F a2 −W
a(X1 +X2) = 0. Consequently, the solution
to Eqs. (3.11) with F a2 (3.16) has the form
S2 = X1 +X2 = −
1
2
C∗γbdF
γ
αβ(A)T
βα{bd} +
1
2
B∗γbF
γ
αβ(A)C
βbBα
+
1
4
A∗ıbA
∗
d(−1)
εıM ıαβ(A)T
βα{bd}
+
1
2
A¯ıA
∗
b(−1)
εıM ıαβ(A)C
βbBα(−1)εα
+
1
2
A¯ıN
ı
αβ(A)Tˆ
βα + C¯γdF
γ
αβ(A)B
βCαd . (3.26)
Consider now the solution of Eqs. (3.11) for S3. It is convinient, as
mentioned above, to seek the solution with allowance made for the decom-
position (2.27) of an Sp(2) tensor of rank three constructed from Cαa.
In solving Eqs. (3.11) for S3 it is necessary to employ subsequent struc-
tural relations of the gauge algebra23, that is to say, the generalized Jacobi
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identity
Rıγ(A)D
γ
αβδ(A) + L,k Z
ık
αβδ(A) = 0 , (3.27)
where
Dγβδσ(A) = (−1)
εβεσ
(
Fγβα(A)F
α
δσ(A) + F
γ
βδ,ı(A)R
ı
σ(A)
)
+cycl.perm.(βδσ) ,
Z ıkβδσ(A) = (−1)
εβεσ
(
M ıkβα(A)F
α
δσ(A) +M
ık
βδ,(A)R

σ(A)
−(−1)εβεıRkβ,(A)M
ı
δσ(A) + (−1)
εk(εı+εβ)Rıβ,(A)M
k
δσ(A)
)
+cycl.perm.(βδσ) , (3.28)
Given this
Dγβδσ(A) = −(−1)
εβδσDγδβσ(A) = −(−1)
εβδσDγβσδ(A) ,
Z ıkβδσ(A) = −(−1)
εkεıZkıβδσ(A) = −(−1)
εβδσZ ıkδβσ(A) =
−(−1)εβδσZ ıkβσδ(A) . (3.29)
In Ref. 23 it is shown that Eq.(3.27) leads to the conclusion that there exist
the gauge algebra structural coeffitients Qµıβδσ(A) and D
ık
βδσ(A) such that
Z ıkβδσ(A) + (−1)
εµεıRkµ(A)Q
µı
βδσ(A)
−(−1)(εµ+εı)εkRıµ(A)Q
µk
βδσ(A) = −L, (A)D
ık
βδσ(A)
with
Dγβδσ(A) = L,k (A)Q
γk
βδσ(A) . (3.30)
Given this
Qγkβδσ(A) = −(−1)
εβδσQγkδβσ(A) = −(−1)
εβδσQγkβσδ(A) ,
Dıkβδσ(A) = −(−1)
εkεıDkıβδσ(A) = −(−1)
εkεDıkβδσ(A) ,
Dıkβδσ(A) = −(−1)
εβδσDıkδβσ(A) = −(−1)
εβδσDıkβσδ(A) . (3.31)
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Then, by virtue of the gauge algebra relations (3.27), we find from defi-
nition (2.27) and the properties (3.15), (2.19), (2.29), (3.28) the following
representation for F a3
F a3 =
1
6
C∗γbcD
γ
βδσ(A)T
σδβ{abc}
+
1
6
εca
(
C∗γbc + C
∗
γcb
)[
Fγδα(A)F
α
βσ(A)
+2Fγδβ,ı(A)R
ı
σ(A)
]
(−1)εβεδ Tˆ σδCβb
−
1
12
A∗kbA
∗
pc(−1)
εkZkpβδσ(A)T
σδβ{abc}
+
1
6
εabA∗kbA
∗
pc(−1)
εk
(
Mkpβα(A)F
α
δσ(A) + 2M
kp
βδ,ı(A)R
ı
σ(A)
−2Rpβ,ı(A)M
kı
δσ(A)(−1)
εkεβ
)
(−1)εδεβ Tˆ σβCδc
−
1
6
εbcA∗kbA
∗
pc(−1)
εkRpβ,ı(A)M
kı
δσ(A)(−1)
εβ(εδ+εk)Tˆ σβCδa
−
1
2
A¯k
(
Nkβα(A)F
α
δσ(A) +N
k
βσ,ı(A)R
ı
δ(A)
)
Tˆ σβCδa(−1)εδ(εβ+εσ)
+
1
4
(
2C¯γb − B
∗
γb
)[(
Fγσα(A)F
α
δβ(A)
+2Fγσδ,ı(A)R
ı
β(A)
)
(−1)εσεδ −Fγδα(A)F
α
σβ(A)
]
T βσ{ab}Bδ
+
1
4
εab
(
2C¯γb −B
∗
γb
)[
Fγσα(A)F
α
δβ(A)
+2Fγσδ,ı(A)R
ı
β(A)
]
(−1)εσεδ Tˆ βσBδ
+
1
4
A∗pbA¯k
[(
Mpkσα(A)F
α
δβ(A) + 2M
pk
σδ,ı(A)R
ı
β(A)
+2Rpσ,ı(A)M
kı
δβ(A)(−1)
εk(εσ+εp)
)
(−1)εσεδ
−Mpkδα(A)F
α
σβ(A)
]
T βσ{ab}Bδ +
1
4
εabA∗pbA¯k
(
Mpkσα(A)F
α
δβ(A)
+2Rpσ,ı(A)M
kı
δβ(A)(−1)
εk(εσ+εp)
+2Mpkσδ,ı(A)R
ı
β(A)
)
(−1)εσεδTˆ βσBδ
−
1
2
A¯pA¯kR
k
σ,ı(A)M
pı
δβ(A)C
βaBδBσ(−1)εσ(εp+1)+εδ , (3.32)
Solution to Eqs. (3.11) with the right-hand side (3.32) is sought in a way
similar to the one given in the case of S2, that is, by consideration of each
summond present in F a3 . To this end, it is necessary to employ all the
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gauge algebra structural relations (3.1), (3.14), (3.27), (3.30), as well as the
properties of structural coeffitients.
The functional N ıαβ(A), not being a structural coeffitient, along with the
functional N ıαβ,(A) are treated with the help of the differential consequence
of the property (3.1)
L,k (A)R
k
δ(A)(−1)
εεδ = −L,k (A)R
k
δ,(A) . (3.33)
Omitting details of cumbersome algebraic calculations, we give here the
resultant form for S3
S3 = −
1
6
C∗γabA
∗
cQ
γ
βδσ(A)T
σδβ{abc}(−1)εβεσ
−
1
6
C∗γabA¯Q
γ
βδσ(A)T
βσ{ab}Bδ(−1)εβεδ
+
1
36
A∗bA
∗
ıcA
∗
kaD
ık
βδσ(A)T
σδβ{abc}(−1)εβ(εσ+εδ)+εı
−
1
6
(
2C¯γb − B
∗
γb
)
A∗cQ
γ
βδσ(A)T
βσ{cb}Bδ(−1)εβεδ+εγ
−
1
6
(
2C¯γb − B
∗
γb
)[
Fγδα(A)F
α
βσ(A)
+2Fγδβ,ı(A)R
ı
σ(A)
]
(−1)εβεδTˆ σδCβb
+
1
12
A∗bA
∗
pcA¯kD
pk
βδσ(A)T
βσ{bc}Bδ(−1)εβεδ+ε
+A¯pA¯kR
k
σ,ı(A)M
pı
δβ(A)(−1)
εσ(εp+εδ)Tˆ βσBδ
+
1
6
A∗pbA¯k
(
2Rpβ,ı(A)M
kı
δσ(A)(−1)
εk(εβ+εp)
+4Rkβ,ı(A)M
pı
δσ(A)(−1)
εpεβ −Mpkβα(A)F
α
δσ(A)
−2Mpkβδ,ı(A)R
ı
σ(A)
)
Tˆ σβCδb(−1)εβεδ . (3.34)
Thus, in both the standard and Sp(2)-covariant formulations of Lagrangian
BRST quantization, the generating equations give rise to the gauge algebra
structural relations for every order in power series of ghost and auxiliary
fields Cαa, Bα. The boson functional
S(0) = L(A) + S1(Φ
A,Φ∗Aa, Φ¯A) + S2(Φ
A,Φ∗Aa, Φ¯A)
+S3(Φ
A,Φ∗Aa, Φ¯A) + O(C
4−mBm),
m = 0, 1, 2, 3, 4. (3.35)
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satisfies the generating equations (3.8) up to the third order inclusively.
Since arbitrariness in solution to Eqs. (3.8) is completely described in Refs.
15, 17, we omit the discussion of this question.
Consider a particular case of gauge theories of rank 1 with a closed
algebra, i. e. let
Mpıδβ(A) = Q
γ
βδσ(A) = D
γ
βδσ(A) = D
ık
βδσ(A) = 0
Then, the functional (3.34) takes on the form
S(0)(ΦA,Φ∗Aa, Φ¯A) = L(A) + Φ
∗
AaX
Aa + Φ¯AY
A , (3.36)
where
XAa =
(
X ıa1 , X
αa
2 , X
αab
3
)
, Y A =
(
Y ı1 , Y
α
2 , Y
αa
3
)
,
given this
X ıa1 = R
ı
α(A)C
αa ,
Xαa2 = −
1
2
Fαγβ(A)B
βCγa −
1
12
(−1)εβ
(
Fαγσ(A)F
σ
βρ(A)
+2Fαγβ,ı(A)R
ı
ρ(A)
)
CρbCβaCγcεcb ,
Xαab3 = −ε
abBα −
1
2
(−1)εβFαβγ(A)C
γbCβa ,
Y ı1 = R
ı
α(A)B
α +
1
2
(−1)εαRıα,(A)R

β(A)C
βbCαaεab ,
Y α2 = 0 , Y
αa
3 = −2X
αa
2 . (3.37)
The result (3.36), (3.37) coincides with the exact solution to the generating
equations for S(0) obtained in Ref. 15 in the case of gauge theories of rank
1 with a closed algebra.
4. Sp(2)-covariant Quantization of the Yang-Mills Theory
It may not be out of place to illustrate general results and relations of
this paper on a basis of a simple example of a concrete gauge theory. To do
30
this we consider the Yang-Mills theory described by the action
L = L(Aµm) = −
1
4
∫
d4x GmµνG
µνm. (4.1)
The Yang-Mills field Aµm(x) is defined on the Minkovsky space and assumes
its values in the adjoint representation of a semisimple compact group. The
field strength Gmµν has the form
Gmµν = ∂µA
m
ν − ∂νA
m
µ + f
mnlAnµA
l
ν,
where the Greek subscripts µ, ν refer to the Minkovsky space, while the
Roman subscripts k, l,m, n, p, refer to the internal symmetry group indices.
The Yang-Mills fields Aµm play the role of initial fields Aı. The action (4.1)
is invariant under the gauge transformations
δAmµ (x) = D
mn
µ (x)ξ
n(x) =
∫
d4y Rmnµ (x; y)ξ
n(y),
where
Dmnµ = δ
mn∂µ + f
mlnAlµ (4.2)
is the covariant derivative and Rmnµ (x; y) are the generators of the gauge
transformations
Rmnµ (x; y) = D
mn
µ δ(x− y).
In (4.2) f lmn are the structural constants associated with the symmetry
group (the interaction constant is absorbed into f lmn), ξn(y) are arbitrary
functions. The condensed indices ı, α for the theory in question are under-
stood in the form
ı = (µ,m, x), α = (m, x).
The structural coeffitients Fγαβ arising in the relations (3.14) are defined by
the group structural constants f lmn in the form (α = (m, x), β = (n, y), γ =
(l, z))
Fγαβ = f
lmnδ(x− z)δ(y − z),
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while M ıαβ = 0. The higher gauge algebra structural coeffitients Q
ıα
βγδ, D
ık
βγδ
also assume zero value. The total configuration space of the theory is defined
by the set of fields
ΦA = (Aµm, Bm, Cma) (4.3)
and therefore, the set of antifields Φ∗Aa and Φ¯A have the form
Φ∗Aa = (A
∗m
µa , B
∗m
a , C
∗m
ab ), Φ¯A = (A¯
m
µ , B¯
m, C¯ma ).
Given this, the Grassmann parity and the new ghost number assume the
values (εi = εα = 0)
ε(Aµm) = ε(Bm) = 0, ε(Cma) = 1,
ε(A∗mµa ) = ε(B
∗m
a ) = 1, ε(C
∗m
ab ) = 0,
ε(A¯mµ ) = ε(B¯
m) = 0, ε(C¯ma ) = 1,
ngh(Aµm) = 0, ngh(Cam) = 1, ngh(Bm) = 2,
ngh(A∗mµa ) = −1, ngh(C
∗m
ab ) = −2, ngh(B
∗m
a ) = −3,
ngh(A¯mµ ) = −2, ngh(C¯
m
a ) = −3, ngh(B¯
m) = −4.
By virtue of the manifest structure (4.1)–(4.3) of the theory in question,
the solutions to the generating equations for S1, S2, S3 are representable in
the following local form
S1 =
∫
d4x
{
A∗mµaD
µmnCna + A¯mµD
µmnBn − C∗mab B
mεab
}
,
S2 =
∫
d4x
{(
C¯ma −
1
2
B∗ma
)
fmnlBlCna
−
1
2
C∗mab f
mnlC lbCna −
1
2
A¯mµ f
mnlCnaDµlkCkbεab
}
, (4.4)
S3 = −
1
12
∫
d4x
{(
B∗ma − 2C¯
m
a
)
fmnlf lkpCpbCkaCncεcb
}
.
Since the Yang-Mills theory belongs to the theories of rank 1, the functional
S = L + S1 + S2 + S3 is an exact solution to the generating equations.
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Moreover, the antisymmetry properties of the structural constants f lmn lead
to the fact that the functional S is also a solution to Eqs. (3.3).
Consider for the theory in question the generating functional of Green’s
functions Z(J) (3.6). Choose the gauge functional F in the form
F = −
α
2
∫
d4x AmµA
µm. (4.5)
Then, integrating in the functional integral (3.6) over the variables λA,
ΠAa, Φ¯A, Φ
∗
Aa and taking (4.4), (4.5) into account, we obtain the following
representation for the generating functional Z(J)
Z(J) =
∫
dΦ exp
{ i
h¯
(
L+ SGH(Φ) + SGF(Φ) + JAΦ
A
)}
, (4.6)
where the following notations are used
SGH =
α
2
∫
d4x ∂µCmaDmnµ C
nbεab,
SGF = α
∫
d4x Bm∂µAmµ .
Note that the integrand in Eq. (4.6) for JA = 0 is invariant under the
extended BRST symmetry transformations of the form
δAmµ = D
mn
µ C
naµa,
δBm = −
1
2
(
fmnlBlCna +
1
6
fmnlf lkpCpbCkaCncεcb
)
µa,
δCma =
(
εabBm −
1
2
fmnlC laCnb
)
µb.
Now consider the Yang-Mills theory in the Hamiltonian version of Sp(2)-
covariant quantization. Note to this end that the corresponding dynamical
system is described in the initial phase space η (xµ = (x0, ~x), the spatial
indices are denoted i, j: µ = (0, i))
η = (pı, q
ı) = (Πmi , A
im), ı = (i,m, ~x), ε(Aim) = 0
by the classical Hamiltonian H0
H0 =
∫
d3x
{
−
1
2
Πmi Π
im +
1
4
Fmij F
ijm
}
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and by the set of lineary independent constraints Tα (α = (m,~x))
Tα = T
m ≡ Dmni Π
in,
with the following involution relaitons
{Tm(x), T n(y)} =
∫
d3z f lmnT l(z)δ(~x− ~z)δ(~y − ~z), x0 = y0 = z0,
{Tm(x), H0} = 0.
Hence the structural coeffitients Uγαβ, arising in Eqs. (2.1) have the form
(α = (m,~x), β = (n, ~y), γ = (l, ~z))
Uγαβ = f
lmnδ(~x− ~z)δ(~y − ~z), (4.7)
whereas V βα = 0. Given this, the higher gauge algebra structural coeffitients
Eγδαβ, E
δρ
αβγ, E
δρσ
αβγ are equal to zero.
The extended phase space Γ for the dynamical system in question has
the form
Γ = (PA, Q
A) = (η;Pma , C
ma; λm, πm), (4.8)
where the Grassmann parity and the new ghost number of the variables
belong to Γ are as follows
ε(Cma) = 1, ε(πm) = 0,
ngh(Cma) = 1, ngh(πm) = 2.
The explicit form of the gauge algebra structural coeffitients (4.7) and the
manifest structure of the extended phase space Γ (4.8) enable us, with
allowance made for Eqs. (2.44), to give solutions to the generating equations
for H, Ωa
H = H0,
(4.9)
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Ωa =
∫
d3x
{
CmaDmni Π
in + εabPmb π
m +
1
2
P lbf
lmnCnaCmb
−
1
2
λlf lmnCnaπm −
1
12
λlf lmnfnkpCpaCkbCmcεbc
}
.
Now consider, by virtue of (4.9), the generating functional of Green’s
functions Z(I) (2.8) in the Hamiltonian version of Sp(2)-covariant quanti-
zation. To this end we choose the boson gauge function Φ in Eq. (2.6),
determining the unitarizing Hamiltonian H, in the form
Φ =
∫
d3x
{α
2
Ami A
im −
1
2α
λmλm
}
.
Then, integrating in the functional integral (2.8) over the momenta Pma and
assuming the corresponding sources to be equal to zero, we obtain, with
allowance made for the notations of the form
Am0 ≡ −α
−1λm, Bm ≡ πm,
the following representation for the generating functional of Green’s func-
tions (2.8)
Z(J) =
∫
dΦ exp
{ i
h¯
(
L+ SGH + SGF + JAΦ
A
)}
.
Here ΦA and JA coincide with the sets of fields of the total configuration
space (4.3) and the corresponding sources respectively. The functional L is
the classical action (4.1), whereas the functionals SGH, SGF are defined in
Eq. (4.6). Hence we conclude that for the fields of the total configuration
space in the theory (4.1)–(4.2), the generating functionals of Green’s func-
tions of both the Lagrangian and Hamiltonian versions of Sp(2)-covariant
quantization coincide.
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