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Using work of Colmez, we give a quick algorithm for obtaining
a clean fundamental domain for the action on R3+ of the totally
positive units of a totally real cubic ﬁeld. The fundamental domain
consists of two inﬁnite solid cones in R3, one generated by 1, ε1
and ε1ε2, the other by 1, ε2 and ε1ε2. Here ε1, ε2 are certain
fundamental totally positive units, included in R3+ by the usual
geometric embedding, which we show to be easily computable
from any set of fundamental units of k. Similar cones were found
by Thomas and Vasquez in 1980, and by Halbritter and Pohst in
2000, but their methods did not result in practical algorithms.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
T. Shintani [11] gave a fundamental domain for the action of the totally positive units O∗k,+ of a
totally real ﬁeld k of degree n on the open “octant” Rn+ = (0,∞)n . Shintani’s fundamental domain
consisted of a ﬁnite number of k-rational cones, but his method did not give a constructive proce-
dure to ﬁnd these cones. Neither did he have any control on the number or dimension of the cones
involved.
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ﬁelds. A few years later Thomas and Vazquez [12] dealt with arbitrary totally real cubic ﬁelds and
gave a fundamental domain consisting of just two solid cones. They used certain special fundamental
units, introduced by Berwick [1] in 1932, to generate their two cones. In 1995 Okazaki [8] simpliﬁed
their proof.
Unfortunately, there is no practical procedure for ﬁnding Berwick units. Indeed, when Grund-
man [4] in 1999 applied the work of Thomas and Vasquez, she was reduced to ﬁnding Berwick units
by exhaustive searches of all algebraic integers of k in a certain region of R3+ . The volume of this
region is at least
√
dk , and so in practice the method can only work for small discriminants dk .
In 2000 Halbritter and Pohst [5] used “cyclic” units to give a new two-cone fundamental domain
for totally real cubic ﬁelds. Their method for ﬁnding cyclic fundamental units [5, Prop. 2.3] is faster
than Grundman’s in that it involves exhaustive searches in a two-dimensional lattice, but it seems
still far from practical for cubic ﬁelds with big regulators.
We show, using work of Colmez [3], that it is easy to ﬁnd “Colmez” fundamental units that gener-
ate a two-cone fundamental domain. Colmez units are very different from those used by Thomas and
Vasquez. Berwick units are very short in two directions, and so usually very long in the remaining
one. Colmez units are minimal vectors in a two-dimensional lattice, and so can be found by a quick
Gaussian reduction [2, p. 23].
Theorem. Let k be a totally real cubic ﬁeld, regarded as a subset ofR3 by the usual geometric embedding. Then
there exist two totally positive units ε1 and ε2 , generating the group O∗k,+ of totally positive units of k, such
that the union of the two cones
cid =
{
t11+ t2ε1 + t3ε1ε2 | ti  0 for 1 i  3, (t1, t2) = (0,0), (t1, t3) = (0,0)
}
,
cT = {t11+ t2ε2 + t3ε1ε2 | ti > 0 for 1 i  3},
is a fundamental domain for the action ofO∗k,+ on R3+ = (0,∞)3 .
Moreover, starting from any set η1 = (η(1)1 , η(2)1 , η(3)1 ) and η2 = (η(1)2 , η(2)2 , η(3)2 ) of fundamental units,
ε1 and ε2 can be computed in at mostO(maxi, j{log | logη( j)i |}) steps.
Our algorithm is given in Section 4. We emphasize that the existence of a two-cone domain was
found back in 1980 by Thomas and Vasquez [12]. Our point here is that there is a quick way to ﬁnd
such cones.1
The fundamental domain above is meant in the strictest sense: the cones cid and cT are disjoint
and any x ∈ R3+ can be written as x = εx0 for a unique x0 ∈ cid ∪ cT and a unique ε ∈ O∗k,+ . The
closures of the cones meet only along a common face, generated by 1 and ε1ε2. Thus, this two-
cone domain in space is almost as simple to picture as the familiar one-cone planar domain for real
quadratic ﬁelds. Such cone domains are useful in the calculation of L-functions associated to abelian
extensions of the given totally real ﬁeld.
We also show that if in the deﬁnition of cid and cT above we replace ε1 and ε2 by εm1 and ε
m
2
(for some m ∈ N), then the new cones are a fundamental domain for the action of the subgroup
of O∗k,+ generated by εm1 and εm2 . This is of some interest in applications to p-adic L-functions.
The main reason we are able to manage cubic ﬁelds, but not higher ones, is that this is the only
case in which the Colmez geometric conditions reduce to a single inequality. Already for quartic ﬁelds
there are ﬁve such conditions.
1 In practice, the fundamental units ηi that we start from to ﬁnd the εi can be found quickly by Buchmann’s algorithm
[2, §5.9]. The complexity of Buchmann’s algorithm is not rigorously known.
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In this section we describe Colmez fundamental domains for a general totally real ﬁeld, and con-
clude by giving an explicit description of the cones and their boundary pieces for cubic ﬁelds. Let
τi : k →R (1 i  n) be a complete set of embeddings of a totally real ﬁeld k of degree n 2. Regard
k ⊂ Rn by identifying x ∈ k with the row-vector (x(1), x(2), . . . , x(n)) ∈ Rn , where x(i) = τi(x). A unit
ε ∈ O∗k,+ acts on x ∈ Rn+ = (0,∞)n by component-wise multiplication (εx)(i) = ε(i)x(i) (1  i  n).
Given n− 1 independent (but not necessarily fundamental) totally positive units ε1, ε2, . . . , εn−1 of k,
and a permutation σ ∈ Sn−1 of the indices {1,2, . . . ,n− 1}, Colmez sets
f i,σ = εσ(1)εσ (2) . . . εσ (i−1) =
i−1∏
j=1
εσ( j) (1 i  n, σ ∈ Sn−1),
where for i = 1 we mean f1,σ = 1 = (1,1, . . . ,1) ∈Rn+ . We regard f i,σ ∈Rn+ .
For each σ ∈ Sn−1, Colmez assumes
0 = sign(det( f1,id, f2,id, . . . , fn,id))= sgn(σ ) · sign(det( f1,σ , f2,σ , . . . , fn,σ )). (1)
Here sign(det(v1, v2, . . . , vn)) is the sign (i.e.−1, 0 or 1) of the determinant of the n×n matrix having
rows vi (1 i  n), id ∈ Sn−1 is the identity permutation, and sgn(σ ) is the usual signature (i.e. ±1)
of the permutation σ . In particular, Colmez assumes that for each ﬁxed σ ∈ Sn−1, the n vectors
f i,σ ∈Rn+ are R-linearly independent.2
To see the geometric meaning of this condition, consider the ﬁrst non-trivial case, i.e. n = 3, so k is
a totally real cubic ﬁeld. Write Sn−1 = S2 = {id, T }, where T = (1,2) is the transposition. Condition (1)
for σ = T has a simple geometric interpretation. It states that the cones
R+ · 1+R+ · ε1 +R+ · ε1ε2 and R+ · 1+R+ · ε2 +R+ · ε1ε2
lie on opposite sides of the plane in R3 spanned by 1 and ε1ε2. Equivalently, the Colmez condition
holds if and only if the closures of these two cones intersect only along the face generated by 1
and ε1ε2.
Now, for any n and any σ ∈ Sn−1, let Cσ ⊂ Rn+ be the n-dimensional open cone generated by the
f i,σ (1 i  n),
Cσ =R+ · f1,σ +R+ · f2,σ + · · · +R+ · fn,σ =
{
n∑
i=1
ti f i,σ
∣∣∣ ti > 0 for 1 i  n
}
.
Note that fn,σ =∏n−1i=1 εi and f1,σ = 1 belong to all Cσ . One can show that the Colmez condition (1)
is equivalent to the requirement that the closures in Rn+ of any two cones Cσ and Cσ ′ , sharing an
(n − 1)-dimensional face, lie on opposite sides of that common face.3 Indeed, Colmez makes explicit
use of this property [3, p. 374].
Assuming condition (1), Colmez [3] proved that the Cσ are disjoint, and that if we add certain
boundary faces to the union of all Cσ we obtain a fundamental domain for the action on Rn+ of the
2 Actually, Colmez [3] chooses an orientation by taking sign(det( f1,id, . . . , fn,id)) = +1. This can always be achieved by ex-
changing τ1 and τ2, but it will be more natural below not to make this normalization.
3 One checks that the Colmez cones Cσ and Cσ ′ share an (n − 1)-dimensional face if and only if σ ′ = σ T for some transpo-
sition T .
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and let σ ∈ Sn−1. Deﬁne
Cσ , J =
∑
i∈ J
R+ · f i,σ
be one of the cones on the boundary of Cσ . Colmez [3, p. 374] showed that if v is in the group
generated by ε1, ε2, . . . , εn−1, σ ′ ∈ Sn−1 and J ′ is a proper, non-empty subset of {1,2, . . . ,n}, then
vCσ , J ∩Cσ ′, J ′ is either empty or vCσ , J = Cσ ′, J ′ .5 Colmez deﬁned an equivalence relation Cσ , J ∼ Cσ ′, J ′
if vCσ , J = Cσ ′, J ′ for some v as above. This equivalence relation may look complicated, but is in fact
quite straight-forward, since (as we show in the course of the proof of the next lemma) the only v
that can give rise to vCσ , J = Cσ ′, J ′ are of the form v =∏n−1h=1 εnhh , with nh = −1, 0 or 1.
Colmez [3] showed that the boundary pieces we need to add to the union of the Cσ are all
the C J ,σ , with J ranging over all proper subsets of {1,2, . . . ,n} and σ over all elements of Sn−1, but
taking only one C J ,σ from each equivalence class. We now work out the cubic case.
Lemma. Assume the Colmez condition (1) holds for the independent totally positive units ε1, ε2 of a totally
real cubic ﬁeld. Then the Cσ , J fall into four distinct equivalence classes under the relation deﬁned above. Letting
id and T denote the trivial and non-trivial elements of S2 , respectively, they are
(i) All four edges
C id,1 = CT ,1 =R+ · 1∼ C id,2 =R+ · ε1 ∼ CT ,2 =R+ · ε2 ∼ C id,3 = CT ,3 =R+ · ε1ε2,
(ii) The two plane faces
C id,{1,2} =R+ · 1 + R+ · ε1 ∼ CT ,{2,3} =R+ · ε2 + R+ · ε1ε2,
(iii) The two plane faces
C id,{2,3} =R+ · ε1 + R+ · ε1ε2 ∼ CT ,{1,2} =R+ · 1 + R+ · ε2,
(iv) The plane face joining both cones
C id,{1,3} = CT ,{1,3} =R+ · 1 + R+ · ε1ε2.
Proof. Since both cones share f1,σ = 1 and f3,σ = ε1ε2, the equalities amongst the Cσ , J in the lemma
follow directly from their deﬁnition. For the edges, the units realizing the equivalences are
ε1C id,1 = C id,2, ε2C id,1 = CT ,2, ε1ε2C id,1 = C id,3.
The units realizing equivalences between plane faces are
ε2C id,{1,2} = CT ,{2,3}, ε−11 C id,{2,3} = CT ,{1,2}.
4 Later, in (unpublished) lectures, Colmez gave a simple way of determining which boundary faces should be included.
Here we will not rely on this unpublished work. Colmez [3] also showed the existence of totally positive independent units
ε1, . . . , εn−1 satisfying (1), but we shall not need this result. Indeed, our main task in this paper is to ﬁnd fundamental totally
positive units satisfying (in the cubic case) the Colmez condition (1).
5 Note that the coeﬃcients ti of the generators f i,σ are strictly positive in the deﬁnition of Cσ , J . Thus, if J is a proper subset
of J ′ , then Cσ , J ∩ Cσ ′, J ′ is empty.
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To check that there are no further equivalences, note that if a cone has R-linearly independent
generators, as is the case for the Cσ , J since (1) holds, then the generators are uniquely determined
by the cone, up to positive scalar multiples.6 Therefore generators map to generators (up to scalar
multiples) under an invertible linear transformation of the ambient space of the cone. Thus, if vCσ , J =
Cσ ′, J ′ for a totally positive unit v , then v must carry the generators of Cσ , J (i.e. the f i,σ , i ∈ J ) to
positive multiples of the generators of Cσ ′, J ′ (in some order). But the scalar multiples must all be 1
since the generators are all units lying on the surface
∏n
j=1 x( j) = 1. Thus v must carry the f i,σ (i ∈ J )
bijectively to the f i′,σ ′ (i′ ∈ J ′). Writing v =∏h εnhh , using the independence of the εh , and noting
that εh appears in f i′,σ ′ =∏ j<i′ εσ ′( j) only to the power 0 or 1, we ﬁnd that v fi,σ = f i′,σ ′ implies
nh = −1,0 or 1. Trying out these few possibilities yields the list in the lemma. 
We can now give Colmez fundamental domains in the special case of cubic ﬁelds.
Corollary. Assume the Colmez condition (1) for the independent totally positive units ε1, ε2 of a totally real
cubic ﬁeld, and let V be the subgroup ofO∗k,+ generated by ε1 and ε2 . Then the union of the two cones
cid =
{
t11+ t2ε1 + t3ε1ε2 | ti  0 for 1 i  3, (t1, t2) = (0,0), (t1, t3) = (0,0)
}
,
cT = {t11+ t2ε2 + t3ε1ε2 | ti > 0 for 1 i  3},
is a fundamental domain for the action of V on R3+ = (0,∞)3 .
Proof. We pick (arbitrarily favoring Cid over CT ) as representatives of the four equivalence classes in
the lemma, the edge R+ · 1 of Cid and the three faces of Cid
R+ · 1+R+ · ε1, R+ · ε1 +R+ · ε1ε2, R+ · 1+R+ · ε1ε2.
Since cid is the union of the open cone Cid with the above edge and faces and cT = CT , the corollary
follows from the work of Colmez [3] described above. 
3. Reduction to dimension n− 1
In the previous section we described the Colmez condition (1), a geometric condition in Rn+ . Here
we translate it into a similar condition in Rn−1+ . This will prove easier to handle as we remove an
unimportant scaling dimension. We will map a point w ∈ Rn+ to the intersection (w) of the hyper-
plane {x ∈Rn+| x(n) = 1} with the half-line {tw}t∈R+ .7
More precisely, let
N1 =
{
x = (x(i)) ∈Rn+ ∣∣∣
n∏
i=1
x(i) = 1
}
,
and let  : N1 → Rn−1+ be the group isomorphism given by
(
(x)
)( j) = x( j)/x(n) (1 j  n − 1). (2)
6 A generator w of a cone C may be characterized (up to scalar multiples) by the fact that w = 0 and that whenever
w = w1 + w2, with wi ∈ C , then wi = ti w (ti  0, i = 1,2). Here C is the closure of C in Rn .
7 As Halbritter and Pohst remark [5, p. 452], this procedure goes back to Reidemeister [10].
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n−1+ as groups under component-wise multiplication. Its inverse is
(
−1(y)
)(i) =
⎧⎨
⎩
y(i)/ n
√∏n−1
j=1 y( j) (1 i  n − 1),
1/ n
√∏n−1
j=1 y( j) (i = n).
(3)
Using the map  the Colmez condition translates easily enough. For any m ∈ N, let 1m ∈ Rm+ be the
vector whose entries are all 1. We have for wi ∈ N1 ⊂Rn+ ,
sign
(
det(1n,w2, . . . ,wn)
)
= (−1)n−1sign(det((w2) − 1n−1, (w3) − 1n−1, . . . , (wn) − 1n−1)). (4)
For n = 3 this reads
sign
∣∣∣∣∣
( 1 1 1
x y z
x′ y′ z′
)∣∣∣∣∣= sign
∣∣∣∣
( x
z − 1 yz − 1
x′
z′ − 1 y
′
z′ − 1
)∣∣∣∣.
It follows that the Colmez condition (1) is equivalent to
0 = sign(det(( f2,id) − 1n−1, ( f3,id) − 1n−1, . . . , ( fn,id) − 1n−1))
= sgn(σ ) · sign(det(( f2,σ ) − 1n−1, ( f3,σ ) − 1n−1, . . . , ( fn,σ ) − 1n−1)),
for all σ ∈ Sn−1.8 We shall again call this the Colmez condition. For n = 3 and σ the non-trivial
element of S2, this reads
0 = sign(det((ε1) − 12, (ε1ε2) − 12))= −sign(det((ε2) − 12, (ε1ε2) − 12)). (5)
Its form suggests working with (O∗k,+) instead of O∗k,+ .
Recall that the regulator Reg(O∗k,+) of totally positive units is
Reg
(O∗k,+)= ∣∣det(Log(ε1), Log(ε2), . . . , Log(εn−1))∣∣ = 0,
where the εi are fundamental totally positive units and
Log : N1 →Rn−1,
(
Log(x)
)(i) = log(x(i)) (1 i  n − 1).
We have ∣∣det(LOG((ε1)), LOG((ε2)), . . . , LOG((εn−1)))∣∣= nReg(O∗k,+) = 0, (6)
where LOG : Rn−1+ → Rn−1 is again given by component-wise logarithms.9 Thus, LOG((O∗k,+)) is a
full lattice in Rn−1.
8 To prove (4), simply divide the i-th row by w(n)i for 2 i  n (which does not change the sign of the determinant as
w(n)i > 0), subtract the n-th column from each of the other columns, and expand by the ﬁrst row.
9 The punctilious change from Log to LOG just reﬂects the change of domain. The proof of (6) boils down to showing n =
det(In−1 + Bn−1), where the (n − 1) × (n − 1) matrices In−1 and Bn−1 are, respectively, the identity and the matrix whose
entries are all 1. But det(λIn−1 − Bn−1) = λn−2(λ − (n − 1)), using the obvious eigenvalues 0 and n − 1.
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We restrict ourselves to n = 3 and show how to fulﬁl the Colmez condition (5). The next lemma
gives a key property of planar lattices. We will presently apply it to the lattice LOG((O∗k,+)) ⊂R2.
Lemma. Deﬁne EXP :R2 →R2+ by EXP(x, y) = (ex,ey) and let 12 = (1,1). Then any full lattice Λ ⊂R2 has
generators α and β satisfying
0 = sign(det(EXP(α) − 12,EXP(α + β) − 12))= −sign(det(EXP(β) − 12,EXP(α + β) − 12)).
The proof of the lemma uses a simple geometric property of generators of plane lattices and the
convexity of the exponential map. It will yield as a corollary a quick algorithm for computing α and β .
Proof. Let ω = (ω1,ω2) ∈ Λ ⊂R2 be a (nonzero) shortest vector.10 We can assume ω1  0, replacing
ω by −ω if need be. Thus, if λ = (λ1, λ2) ∈ Λ and λ = (0,0), then ‖λ‖2 = λ21 + λ22 ω21 +ω22 = ‖ω‖2.
Until the very end of the proof we will not use the minimality of ω. What will matter at ﬁrst is
that ω can be completed to a basis for Λ by some δ ∈ Λ. Such a δ is not uniquely determined by ω,
but all such δ lie on two parallel lines L+ and L− , equidistant from the line L0 passing through 0
and ω. Indeed, if ω and δ′ also generate Λ, then δ′ = aδ+bω and δ = a′δ′ +b′ω, where a,a′,b,b′ ∈ Z.
Thus a′a = 1, whence δ′ = ±δ+bω, with b ∈ Z.11 Conversely, any such δ′ together with ω generates Λ.
If ω1 = 0, the three straight lines involved are
L0(x) = ω2
ω1
x, L+(x) = ω2
ω1
x− t, L−(x) = ω2
ω1
x+ t (x ∈R), (7)
for some t > 0 depending only on ω and Λ. Note that ω ∈ L0, and δ ∈ L+ or δ ∈ L− .
Let W = (W1,W2) = EXP(ω) = (eω1 ,eω2 ), and deﬁne
S+ =
{
(x, y) ∈R2 | (ex − 1)(W2 − 1) > (ey − 1)(W1 − 1)},
S− =
{
(x, y) ∈R2 | (ex − 1)(W2 − 1) < (ey − 1)(W1 − 1)},
S0 =
{
(x, y) ∈R2 | (ex − 1)(W2 − 1) = (ey − 1)(W1 − 1)}.
Notice that for any ρ ∈R2,
sign
(
det
(
EXP(ρ) − 12,EXP(ω) − 12
))= +1 ⇐⇒ ρ ∈ S+,
while the sign of the above determinant is −1 if and only if ρ ∈ S− . Thus, to prove the lemma it
will suﬃce to ﬁnd δ ∈ S− and ω − δ ∈ S+ , or δ ∈ S+ and ω − δ ∈ S− , such that ω and δ generate Λ.
For then α = δ and β = ω − δ will do.
We have W1  1 since ω1  0. We ﬁrst do away with three special cases. If W1 = 1, then
W2 = eω2 = 1, as ω = (0,ω2) = (0,0). Then S+ and S− coincide with the right and left half-planes
x > 0 and x < 0 (not necessarily in that order). In this case any δ ∈ S± completing ω to a basis of
Λ satisﬁes ω − δ ∈ S∓ . The case W2 = 1 is handled in the same way. If 1 < W1 = W2, so ω lies
on the line x = y, then S+ and S− coincide with the half-planes x > y and x < y. Again the same
argument gives a δ ∈ S± and ω− δ ∈ S∓ . Hence we may and do assume W1 > 1 (i.e. ω1 > 0), W2 = 1
and W1 = W2.
10 We now indicate coordinates by subscripts, rather than write ω = (ω(1),ω(2)), as we would have in the previous sections.
11 One can also give a geometric proof, as the component of δ perpendicular to ω is determined by ‖ω‖ and by the (ﬁxed)
area of the parallelogram spanned by ω and δ.
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a = W2 − 1
W1 − 1 ,
so a = 0, 1, ∞, and consider the function
y = f (x) = log(1− a + aex).
If a > 1, the domain I of f is the interval (log(1 − a−1),+∞). If 0 < a < 1, I = R, while if a < 0,
I = (−∞, log(1−a−1)). Note that the closed interval [0,ω1] is contained in I in all three cases. Using
f we can write
S+ =
{
(x, y) ∈ I ×R | f (x) > y},
S− =
{
(x, y) ∈ I ×R | f (x) < y},
S0 =
{
(x, y) ∈ I ×R | f (x) = y}.
Notice that ω2 = f (ω1) and 0= f (0), so ω and the origin lie on S0, the graph of f . Now,
y′ = f ′(x) = ae
x
1− a + aex = 0, (8)
and
y′′ = f ′′(x) = a(1− a)e
x
(1− a + aex)2 = 0. (9)
We now relate the lines L± in (7) to S± .
Claim. Suppose 0 < a < 1. If 0  x  ω1 and (x, y) ∈ L− , then (x, y) ∈ S− . Suppose now a < 0 or a > 1.
If 0 xω1 and (x, y) ∈ L+ , then (x, y) ∈ S+ .
Proof. Recall that the line y = L0(x) satisﬁes
L0(0) = 0= f (0), L0(ω1) = ω2 = f (ω1).
If 0< a < 1, (9) implies that f ′′(x) > 0. Convexity implies L0(x) f (x) for 0 xω1. But (x, y) ∈ L−
means that for some positive t = t(ω), we have y = L0(x)+ t . Thus y > L0(x) f (x), proving the ﬁrst
claim.
If a < 0 or a > 1, (9) implies that f ′′(x) < 0. Also, (x, y) ∈ L+ means y = L0(x) − t , with t > 0.
Concavity reverses the inequalities in the above argument and proves the second claim. 
Recall that we need to ﬁnd δ ∈ S− and ω − δ ∈ S+ , or δ ∈ S+ and ω − δ ∈ S− , such that ω and δ
generate Λ. Assume ﬁrst that 0< a < 1. Since we are free to replace δ by −δ we can assume δ ∈ L− .
Subtracting some integral multiple of ω, we can assume δ = (δ1, δ2), with 0  δ1  ω1. The claim
above allows us to conclude that δ ∈ S− . If ω − δ ∈ S+ , we are done, for then α = δ and β = ω − δ
will do.
So suppose ω− δ /∈ S+ , i.e. ω− δ ∈ S− ∪ S0. We will need to consider the half-planes H± on either
side of the line L0 passing through 0 and ω,
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{
(x, y) ∈R2 | y <ω2x/ω1
}
,
H− =
{
(x, y) ∈R2 | y >ω2x/ω1
}
.
Note that δ ∈ L− ⊂ H− , so δ′ = ω − δ ∈ H+ . Thus, δ′ ∈ H+ ∩ (S− ∪ S0) and δ′ = (δ′1, δ′2), 0 δ′1  ω1.
Therefore, δ′ ∈ − where
− =
{
(x, y) ∈R2 | 0 xω1, y  f (x), y ω1x/ω2
}
(case 0< a < 1).
We now prove that any (x, y) ∈ − satisﬁes x2 + y2  ω21 + ω22, with equality only for (x, y) =
(ω1,ω2) = ω. For this it suﬃces to show that x2 + y2 < ω21 + ω22 for any (x, y) = (ω1,ω2) on the
boundary of − . As this is obvious for the straight-line part of the boundary, we may assume that
y = f (x) and 0  x < ω1. But f (0) = 0 and f ′(x) = 0 (see (8)) imply that f (x) f ′(x) > 0 for x > 0.
Hence g(x) = x2 + f (x)2 is strictly increasing for x > 0. Thus g(x) < g(ω1) = ω21 +ω22 for 0 x < ω1,
as claimed.
We now ﬁnally use the fact that ω ∈ Λ is a shortest vector. Since δ′ = (δ′1, δ′2) ∈ Λ and δ′ = ω −
δ = 0, it follows that (δ′1)2 + (δ′2)2  ω21 + ω22. Since no element of − (other than ω, but δ′ = ω)
satisﬁes this, it follows that δ′ /∈ − . This contradiction proves the lemma in the case 0< a < 1.
If a < 0 or a > 1 the above argument goes through with minor changes. Namely, after the proof of
the claim we reverse every ± subscript (except in the deﬁnitions, of course), and replace − by
+ =
{
(x, y) ∈R2 | 0 xω1, y  f (x), y ω1x/ω2
}
(case a < 0 or a > 1). 
The proof gives an algorithm for computing α and β . Namely, apply Gaussian reduction [2, p. 23]
to compute a basis for Λ consisting of a shortest vector ω = (ω1,ω2) and some δ = (δ1, δ2). Reverse
signs if need be to get ω1  0. If ω1 = 0, set α = δ and β = ω − δ. If ω1 = 0, subtract some multiple
of ω to insure 0 δ1 ω1. Let α = δ and β = ω − δ.
We can now prove the theorem stated in Section 1. We give a more general form in which O∗k,+
is replaced by any subgroup V ⊂O∗k,+ of ﬁnite index.
Theorem. Let k be a totally real cubic ﬁeld, regarded as a subset of R3 by the usual geometric embedding, and
let V be any subset of ﬁnite index in the group of totally positive units of k. Then there exist ρ and γ generating
V such that the union of the two cones
cid =
{
t11+ t2ρ + t3ργ | ti  0 for 1 i  3, (t1, t2) = (0,0), (t1, t3) = (0,0)
}
,
cT = {t11+ t2γ + t3ργ | ti > 0 for 1 i  3},
is a fundamental domain for the action of V on R3+ = (0,∞)3 .
In the course of the proof we will show that a quick algorithm for computing ρ and γ , starting
from any generators η = (η1, η2, η3) and η′ = (η′1, η′2, η′3) of V , goes as follows.
Algorithm. Let Λ ⊂ R2 be the (full) lattice generated by (2 logη1 + logη2,2 logη2 + logη1) and by
(2 logη′1 + logη′2,2 logη′2 + logη′1). Apply Gaussian reduction to obtain a basis of Λ consisting of a
shortest vector ω = (ω1,ω2) and some δ = (δ1, δ2). Reverse signs if need be to get ω1 > 0.12 Subtract
some multiple of ω to insure 0< δ1 ω1. Let β = (β1, β2) = (ω1 − δ1,ω2 − δ2). Then
12 The case ω1 = 0 is not possible, as it would mean that a proper subﬁeld of the cubic ﬁeld k would contain a unit of inﬁnite
order. For the same reason, we cannot have δ1 = 0 nor δ1 = ω1.
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are the Colmez units we seek.
The algorithm runs in at most O(logmax{‖LOG((η))‖,‖LOG((η′))‖}) steps, as this is the running
time for Gaussian reduction [2, p. 24]. Here ‖ · ‖ is the Euclidean norm on R2.13
In practice one ﬁnds that a naïve PARI program14 frequently outputs Colmez units. In fact, if we
order totally real cubic ﬁelds by their discriminant [7], this happens for the ﬁrst 353 ﬁelds. If we
go on to consider all cubic ﬁelds of (positive) discriminant less than 2000000, in about 99% of the
112444 cases there is no need to use our algorithm.
Proof of Theorem. By the work of Colmez (see (5) and the corollary in Section 2), we must ﬁnd
ρ and γ generating V and satisfying
0 = sign(det((ρ) − 12, (ργ ) − 12))= −sign(det((γ ) − 12, (ργ ) − 12)). (10)
The lemma in this section states the existence of generators α and β of Λ = LOG((V )) ⊂R2 satisfy-
ing
0 = sign(det(EXP(α) − 12,EXP(α + β) − 12))
= −sign(det(EXP(β) − 12,EXP(α + β) − 12)). (11)
On letting
ρ = −1(EXP(α)), γ = −1(EXP(β)),
we ﬁnd that ρ and γ satisfy (10). Since EXP : Λ → (V ) and −1 : (V ) → V are group isomorphisms,
ρ and γ generate V . 
The algorithm given after the statement of the theorem follows from the proof, the algorithm given
after the proof of the lemma, and the expressions (2) and (3) for  and −1.
Now assume ρ and γ are chosen as above for V . Thus ω = (ω1,ω2) = LOG((ργ )) is a shortest
vector of Λ = LOG((V )), ω1 > 0 and δ = (δ1, δ2) = LOG((ρ)) satisﬁes 0 < δ1  ω1, with ω and δ
generating Λ. It is easy to check that if m ∈ N, then ρm and γm satisfy analogous properties for the
lattice mΛ. Thus if in the cones cid and cT we replace ρ by ρm and γ by γm we obtain a fundamental
domain for the action on R3+ of the group generated by ρm and γm .
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