Abstract. We decompose the sl(n)-module V (Λ 0 )⊗V (Λ 0 ) and give generating function identities for the outer multiplicities. In the process we discover some seemingly new partition identities in the cases n = 2, 3.
Introduction
The affine Lie algebra sl(n) is the infinite dimensional analog of the finite dimensional simple Lie algebra sl(n) of n × n trace zero matrices (cf. [K2] ). For a dominant integral weight λ, let V (λ) denote the irreducible integrable sl(n)-module with highest weight λ. The level of V (λ) is the scalar k ≥ 0 by which the canonical central element c ∈ sl(n) acts. Around 1990, Kashiwara ([Ka1] , [Ka2] ) and Lusztig [Lu] independently introduced the crystal B(λ) associated with V (λ). In [JMMO] an explicit realization of the crystal B(λ) is given in terms of extended Young diagrams (or colored Young diagrams). Let P + denote the set of dominant integral weights. For λ, µ ∈ P + , it is known that the tensor product module V (λ) ⊗ V (µ) is completely reducible (cf. [K2, Corollary 10.7 b] ), that is:
where b ν denotes the number of times V (ν) occurs in this decomposition and is called its outer multiplicity. Although there are Littlewood-Richardson type combinatorial algorithms known (for example see [Li] , [OSS] ) to decompose such tensor products, explicit determination of the outer multiplicities are known only for the case n = 2 [F] . In this paper we use the crystal consisting of n-regular colored Young diagrams for the integrable module V (Λ 0 ) [MM] and determine the irreducible summands in (1.1) for λ = Λ 0 = µ and their outer multiplicities. Furthermore, we use the principally specialized characters to determine certain generating functions of these outer multiplicities. Finally comparing these two approaches of computing the generating functions for the outer multiplicities in the cases n = 2, 3, we obtain several combinatorial identities. Some of these identities seem to be new.
. . , n − 1,
where c = n−1 i=0 h i spans the one-dimensional center. The Cartan subalgebra of sl(n, C) is the abelian subalgebra h := span C {h 0 , h 1 , . . . , h n−1 } ⊕ Cd. Let ∆ = {α 0 , α 1 , . . . , α n−1 } be the set of simple roots and Φ be the set of roots for sl(n, C). Then δ = α 0 + α 1 + · · · + α n−1 is the null root. The weight lattice of sl(n, C) is defined to be P := span Z {Λ 0 , Λ 1 , . . . , Λ n−1 , δ}, where Λ i , h j = δ ij , and Λ i , d = 0, for i = 0, 1, . . . , n − 1. The dominant weight lattice is defined as P + = span Z ≥0 {Λ 0 , Λ 1 , . . . , Λ n−1 } ⊕ Zδ. By the level of λ ∈ P + we mean the nonnegative integer level(λ) = λ(c). For notational convenience we define α i = α i and Λ i = Λ i for all i ∈ Z where i := i (mod n).
Let V (Λ 0 ) be the integrable highest weight module with highest weight Λ 0 . Then
. In this paper, we give the highest weights of each of the irreducible summands and determine their outer multiplicities. The theory of crystals (cf. [HK] ) associated with integrable representations of quantum affine algebras has provided an useful tool to study combinatorial properties. Indeed in this paper we will use the explicit realization of the crystal B = B(Λ 0 ) for the module V (Λ 0 ) in terms of extended Young diagrams (or colored Young diagrams)( [MM] , [JMMO] ) which we briefly describe.
Let I := {0, 1, . . . n − 1} denote the index set for sl(n). An extended Young diagram is a collection of I-colored boxes arranged in rows and columns, such that the number of boxes in each row is greater than or equal to the number of boxes in the row below. To every extended Young diagram we associate a charge, i ∈ I. In each box, we put a color j ∈ I given by j ≡ a − b + i (mod n) where a is the number of columns from the right and b is the number of rows from the top (see figure 1) . 2 
In order to obtain the decomposition of V (Λ 0 ) ⊗ V (Λ 0 ), it suffices to find the set of the maximal elements of the crystal base B(Λ 0 ) ⊗ B(Λ 0 ), i.e. the set of all (1) the first removable column from the right in b 2 is 0-removable, (2) for all relevant i if the ith admissible column in b 2 is j-admissible then the i + 1st removable column, if it exists, is j-removable for some j ∈ Z/nZ.
Proof. It is easy to see that conditions (1) and (2) are sufficient to conclude that
. To prove condition (1), let the first removable column from the right in b 2 be j-removable. Therefore, there is a − in the j-signature of b 2 and no + to its left, since b 2 is n-regular. Therefore ε j (b 2 ) ≥ 1, so j = 0 by lemma 3.1. To prove condition (2), let i be the least index such that the ith admissible column from the right in b 2 is j-removable and the i + 1st removable column is k-removable and k = j. There are two cases to consider: k = 0 or k = 0. Case 1: Suppose that k = 0. Consider the k-signature of b 2 . If there is a + coming from some admissible column, say the lth where l < i, then by the minimality of i it must be followed by a − coming from the l + 1st admissible column. However, there can be nothing in between. If there were then it must come from the lth removable column which cannot also be k-removable since b 2 is n-regular. Therefore, the k-signature alternates between + and − up to the i + 1st removable column. Therefore, in the reduced k-signature the − coming from the i + 1st removable column cannot be canceled, contradicting the maximality of b. Therefore, there is no such index i and we are done.
Case 2: Suppose that k = 0. Since ε 0 (b 2 ) = 1 there must be exactly one − in the reduced 0-signature of b 2 . However, the first removable column already contributes one − sign, so the same argument as case 1 shows that we can cancel out every − after the first − up to the i + 1st removable column. Therefore no such index i exists.
As an application of lemma 3.2, all maximal elements of weight 2Λ 0 − 3δ for B(Λ 0 ) ⊗ B(Λ 0 ) with n = 3 are given in figure 2.
As usual, we denote a partition by a finite sequence (λ
, where λ k ∈ Z >0 , λ k > λ k+1 , and f k ∈ Z >0 denotes the multiplicity of λ k . Each b ∈ Y(0) can be uniquely represented as a partition where λ k is the number of boxes in a given row, and f k is the number of rows having λ k boxes. For example, the two 4 diagrams in figure 2 correspond to the partitions (4, 3, 2), and (7, 1 2 ). We can now rephrase lemma 3.2 in terms of partitions as follows.
Lemma 3.3. The maximal elements of B(Λ 0 ) ⊗ B(Λ 0 ) are in a one-to-one correspondence with the set of all partitions λ = (λ
. . , j, and satisfying the conditions:
Proof. The condition that each f k < n is equivalent to the condition that b ∈ Y(0) is n-regular. The first column from the right is always removable, so by condition (1) of lemma 3.2 the first column contains a 0-colored box in the bottom row. Since λ 1 is the number of columns in the diagram and f 1 is the number of boxes in the rightmost column, we see that
Now, suppose that the kth admissible column is t-admissible, and there exists a removable column to the left of that column. The kth admissible column is λ k + 1 columns from the left and contains f 1 + f 2 + · · · + f k−1 boxes. Therefore:
By condition (2) of lemma 3.2 the k + 1st removable column (the λ k+1 st from the left) is also t-removable, and contains f 1 + f 2 + · · ·+ f k + f k+1 boxes. Therefore:
Subtracting equation (3.1) from equation (3.2) we obtain condition (2). Furthermore, if the partition satisfies the conditions (1) and (2), then it is in correspondence with an extended Young diagram as in Lemma 3.2.
Let C n be the collection of all partitions satisfying conditions (1) and (2) in lemma 3.3. Then each such partition in C n corresponds to a unique maximal element in B(Λ 0 ) ⊗ B(Λ 0 ). Let C n,µ denote the set of elements in C n of weight µ. It is known that each connected component of the crystal B(Λ 0 ) ⊗ B(Λ 0 ) is the crystal for the corresponding irreducible summand of the module V (Λ 0 ) ⊗ V (Λ 0 ). In the following lemma we determine the connected components of the crystal 
where s t := t m=1 f m . The sums telescope, leaving:
where k ∈ Z ≥0 is defined to be the number of α 0 's in the sum (3.3). Now consider the sum in (3.5).
Let i := min{λ l − s l−1 , −s l } and j := max{λ l − s l−1 , −s l }. By repeated use of condition (2) of Lemma 3.3 we can see that i + j ≡ λ l − s l−1 − s l ≡ λ 1 − s 0 − s 1 = λ 1 − f 1 ≡ 0 (mod n). Since i ≤ j we have that i ∈ {0, 1, . . . , [n/2]} and j = n − i. Since Λ t = Λ 0 + ω t ([K2] , eq. 12.4.3), using well-known formulas for the fundamental dominant weights ω t of sl(n) (see for example [H] ) we have:
Now, consider the case when k = i. Note that the coefficient of α 0 is i. If two '0' s appeared in the same row or column, then the coefficient of α t in α would be > 0 for all t ∈ I, which cannot happen. Also, ht(α) = i + i−1 t=1 2(i − t) = i 2 , so the corresponding partition must have i 2 boxes. Therefore, the only maximal element of weight Λ i + Λ n−i − iδ is a square partition with side i (see figure 3) .
Using the above Lemma we have now proved our main result:
⊕b ik and the outer multiplicities are given by
where the absolute value sign denotes the cardinality. Here, if
As an example of Theorem 3.1 consider the decomposition of the sl(3)-module
The following table gives the outer multiplicities for k = 0, . . . , 6 :
(4, 1 2 ) 1 3 (7), (4, 3) 2 3 (7, 1 2 ), (4, 3, 2) 2 4 (10), (7, 3), (5 2 ), (4, 3, 2, 1) 4 4 (10, 1 2 ), (7, 3, 2), (5 2 , 2) 3 5 (13), (10, 3), (7, 6) 5 (7, 3, 2, 1), (5 2 , 2, 1) 5 (13, 1
2 ), (10, 3, 2), (7, 6, 2), (7, 4
2 ) 4 6 (16), (13, 3), (10, 6) 8 (10, 3, 2, 1), (8 2 ), (7, 6, 2, 1) (7, 4 2 , 1), (5 2 , 3 2 ) 6 (16, 1
2 ), (13, 3, 2), (10, 6, 2), (10, 4
2 ) 7 7 (19), (16, 3), (13, 6) 11 (8 2 , 2), (7, 6, 5), (5 2 , 3 2 , 1 2 ) (13, 3, 2, 1), (10, 9), (10, 6, 2, 1) (10, 4 2 , 1), (8 2 , 2, 1), (7, 6, 5, 1) (7, 6, 3
2 ), (7, 4 2 , 2 2 )
Generating Functions for Outer Multiplicities
In this section we consider the generating functions for the outer multiplicities b ik in Theorem 3.1 and give explicit formulas for these generating functions. First we define the formal series f and g in the indeterminates u, v as follows:
It is easy to verify that the functions f (u, v) and g(u, v) satisfy the following properties:
for integers r, s not both equal to 0. Recall the Euler ϕ function ϕ(q) :
In what follows we will be using the well known Jacobi triple product identities (cf. [A] ):
Recall the q-character formulas (or principally specialized character formulas) for the sl(n)-modules V (Λ i ), i ∈ {0, 1, . . . , n−1} and V (Λ 0 +Λ j ) for j ∈ {0, 1, . . . , [n/2]} (cf. [M] ):
.
Now we define the generating function
Now specializing e(−α i ) = q, we obtain:
and hence we have
Note that the series ϕ(q n ) = ∞ j=1 (1 − q nj ) has a zero coefficient in front of q j whenever j is not a multiple of n, and similar is the case for B i (q n ). However, this is not the case for q i 2 g(q 2i+1 , q n+1−2i ). So the trick is to rearrange the sum to sort the powers of q carefully as we do below.
Set Φ in (q) := q i 2 g(q 2i+1 , q n+1−2i ). Then:
where h = f if n is even and h = g if n is odd. Define
If n is even (4.8) becomes:
If n is odd, then (4.8) becomes:
Notice that in each term of the inner summations of (4.9) and (4.10), each of the exponents of q in both summands has the same remainder modulo n-namely j 2 mod n-while the first term in the outer summation contains exponents of q that reduce to 0 mod n. Now, suppose that n = p is an odd prime so that all the quadratic residues mod n are distinct. Then we are justified in separating (4.10) into the following (p + 1)/2 equations with the (p + 1)/2 generating functions as unknowns.
where j = 1, . . . , (p − 1)/2. We can factor and cancel the remainders modulo p. This leaves only powers of q p , so we may let q → q 1/p to get:
where Q(t) denotes the integer quotient function of t by p, ie. the unique integer such that t = pQ(t) + t. Now we can solve the following matrix equation:
. . .
where A = (a ij ) (p+1)/2×(p+1)/2 is the coefficient matrix of (4.11) and (4.12), with both indices ranging from 0 to (p − 1)/2. Explicitly:
Then, using Cramer's rule in (4.13) gives the following expression for B i (q) :
(4.14)
where A ij denotes the matrix A with row i and column j deleted. Recall that we assume here that p is an odd prime, but we conjecture that (4.14) holds for all odd n. In a similar computation to the case where n is an odd prime, we can show that (4.14) holds for n = 2p where p = 1 or an odd prime, where A = (a ij ) p+1×p+1 with indices ranging from 0 to p and We also conjecture that (4.14) holds for all even n with A as given above.
Some Examples and Generating Function Identities
In this section we consider the cases n = 2, and 3. Using the two different ways of computing the outer multiplicities, we obtain some interesting generating function identities. For n = 2, we have C 2 = {all partitions with distinct odd parts}, C 2,2Λ 0 −kδ = {all partitions of 2k with distinct odd parts}, C 2,2Λ 1 −kδ = {all partitions of 2k− 1 with distinct odd parts}. Therefore, by Theorem 3.1 using elementary generating function methods (see [A] for example) we obtain following infinite sum forms for the generating functions of the outer multiplicities:
On the other hand in the case n = 2 it follows from (4.14) that
where D 2 := f (q 5 , q 3 ) 2 − qf (q, q 7 ) 2 . Thus we obtain the identities:
Lemma 5.1.
Recall the following known identities (S.38 and S.39 in [MSZ] ):
Hence it follows from Lemma 5.1 that:
Lemma 5.2. f (q 5 , q 3 ) 2 − qf (q, q 7 ) 2 = ϕ(q)ϕ(q 2 ).
