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In continuation of F. FehCr, /. Functional Analysis 25 (1977), 147-161, this 
paper sets up the J-interpolation method in the case of rearrangement-invariant 
spaces. Under suitable conditions upon the Boyd indices of the rearrangement- 
invariant norm the usual theorems of interpolation and of reiteration can be 
established. This method is then compared to the K-method, which was developed 
in the previous paper. The equivalence of both methods and their stability 
are shown. 
Die vorliegende Arbeit ist eine unmittelbare Fortsetzung von [4], wo die 
Peetre’sche K-Interpolationsmethode auf rearrangement-invarianten (=r.i.) 
R&men untersucht wurde. Die dort bereitgestellten Definitionen, Bezeich- 
nungen und Satze werden hier voll benutzt. 
Insbesondere bezeichnet p eine r.i. Norm auf der Menge 9([w) aller auf 
(0, co) definierten, nicht negativen, Lebesgue-mel3baren Funktionen, p’ die 
zu p assoziierte r.i. Norm und L, bzw. L,’ den von p bzw. p’ erzeugten r.i. 
Raum. Die Indizes 01 und /3 von p sind durch (vgl. [2]) 
(Y = inf - log 4, L,) 
O<S<l log S ’ 
p = s.p - l”g,~+J 
S>l 
definiert, wobei h(s, L,) = 11 E, lItLp] die Norm des Dilatationsoperators [E,QJ](~) = 
I, t > 0, bezeichnet, und die verallgemeinerten Durchschnittsoperatoren 
PO, Q0 durch 
[PB#) = t-0 Iot spJ(s) as (t > 0) (O-1) 
[Qsv](t) = te-2 Jot s’-eq+) ds (t > 0). 
21 
0022-1236/78/0281-0021$02.00/O 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
22 F. FEHkR 
Die Rolle, die in [4] der obere Index 01 und der Operator P, spielten, wird 
jetzt, d.h. bei der J-Methode, von dem unteren Index /3 und dem assoziierten 
Operator QB ubernommen. Auf diese Weise wird zunachst, analog zu [4], 
die J-Interpolationsmethode entwickelt und daftir die wichtigsten Satze wie 
Reiterations-, Stabilitats- und Interpolationssatze bewiesen. Die zweite Halfte 
der Arbeit ist dann dem Vergleich mit der K-Methode gewidmet und enthalt 
insbesondere den Aquivalenzsatz. Auf Dualitatsfragen wird in Teil III ein- 
gegangen (vgl. [5]). 
1. DIE RAUME (X,, X,),,,c, 
Wie in [4] seien X, , X2 zwei in einen linearen Hausdorff-Raum I eingebettete 
Banachriume und fiir t > 0, f~ X1 n X2 weiter 
J(t,f; Xl, X2> = max{llfllx, , t llfll~,> = lkf) 
das Peetre’sche J-Funktional auf X, n X2 . Analog wie beim K-Funktional 
hat man, dal3 fur jedes t > 0 
eine Norm auf X, n X2 ist mit J(1, .) = I/ . llxlnxz und 
Zwischen dem K-Funktional und dem J-Funktional besteht die Beziehung 
(vd. [31) 
K&f) < min(L t/s> Jhf) (f~ 4 n X2). U-1) 
In Verallgemeinerung der Raume (X, , X2),,,;, im Lebesgue-Fall und analog 
zu [4] bietet sich folgende Definition an (vgl. [l] fur B = I): Eine stark mel3bare 
Funktion u EL,I(X, n X2) auf (0, co) mit Werten in X1 n X2 heil3t zulassige 
Darstellung von f, wenn f = Sr u(t) d/t. 
DEFINITION 1 .la. Fiir -co < 0 < co sei 
(4 (-5 , X&d = If E -5 + -5 ; es existiert zulassige Darstellung u 
von f mit p(@J(t, u(t))) < co}; 
@I Ilf Il~.p;J = WW’J(t, u(t))); u ml. Dam. v. f> (f 6 (X, , Xz>e,o;J). 
SATZ l.la. Wird 0 so gewtihlt, du$l te-2 min(1, t) EL,‘, so ist der Raum 
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(Xl 3 -Yz)e,o:J bzgl. der Norm // . /j8,pzJ ein intermediiirer Banach-Raum von X1 , X2 . 
Fiir f E Xl CT X2 gilt 
Ilf llx,+x, G fW-’ min(l, 9 Ilf lI0d G Ilf Ilxlnx, . (l-1) 
ZUSATZ. Ist der untere Index /3 > 0 - 1 > 0, so ist te-2 min(1, t) EL,‘. 
Der Beweis geht analog wie im klassischen Fall (vgl. [3, p. 1691). Trotzdem 
sol1 die linke Ungleichung in (1.1) hier als Beispiel noch einmal bewiesen 
werden, weil dabei deutlich wird, wie die Funktion tem2 min(1, t) ins Spiel 
kommt. 
1st f E (X1 , Xa),,,;, und f = sr u(t) dt/t eine zulassige Darstellung von f, 
so schatzt man mittels (1 .l) und der Hijlderungleichung ab: 
Ilf II x,+x, G I m II 4t)llx,+x, 0 
dtjt = jm K(1, u(t)) dtjt 
0 
< s 
m min(1, l/t) ](t, u(t)) dtjt 
0 
= s om (e-1 min(1, l/t))(tfeJ(t, u(t))) dt 
< p’(te-l min(1, l/t)) p(reJ(t, u(t))). 
Diese Abschatzung gilt fur jede Darstellung u(t) von f, so daB man rechts 
zu dem Infimum tiber alle zulassigen u iibergehen kann und so die linke 
Ungleichung in (1.1) erhalt, da min(1, l/t) = t-l min(1, t). 
Entsprechend dem Vorgehen beim K-Funktional, wo der Operator PO 
benutzt wurde (vgl. [4, Satz 2.1]), bietet sich zum Beweis des Zusatzes hier 
der Operator Qe an, denn beim Ubergang von L, zu dem assoziierten Raum 
L,’ mul3 man, wie sich herausstellt, uberall 0 durch 2 - 8 ersetzen, und 
offensichtlich ist QB = P2--8 . Die beim K-Funktional auftretende Funktion 
t-e min(1, t) insbesondere geht dabei in die hier auftretende Funktion 
te-2 min(1, t) iiber. Man rechnet sofort aus, da8 
tern2 min(1, t) = QB(sB-l~(O,l)(s)). 
Aufgrund der vorausgesetzten Indexbedingung und [4, Satz 1.11 schliel3t 
man hieraus, dal3 
d(te-2 min(L 9) < II QB llt~,,~ ~‘(x(~.d < *. 
Bemerkung. Die Umkehrung des Zusatzes ist falsch, wie das folgende 
Beispiel zeigt (vgl. [l]): Ware fur alle r.i. Normen die Aussage 
tew2 min( 1, t) EL,’ *p>e--120 
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richtig, so mu&e, wenn man p durch p’ ersetzt und p” = p beachtet, such 
gelten. Speziell fiir L, = L1 + L” und 0 = 1 ist jedoch t-l min( 1, t) EL, , 
aber 01 = 1, also /3’ = 1 - a: = 0 im Widerspruch zu der obigen Aussage. 
Wie der folgende Paragraph zeigt, lal3t sich fur die obigen Raume (Xi , X2)e,p;J 
wieder ein Interpolationssatz vom Riesz-Thorin-Typ beweisen. Im Hinblick 
auf die Reiterations- und Stabilitatssatze sol1 jedoch noch eine zweite Definition 
von J-Raumen angegeben werden, die such schon in [6 und 81 benutzt wurde: 
Eine Zokal stark integrierbare Funktion u EL~,&X~ n X2) auf (0, co) mit 
Werten in X1 n X2 hei& zuhsige Darstellung von f im engen Sinn, wenn 
f = jr u(t) dt/t gilt. Dabei wird fur u EL~,~,,, das Integral definiert durch 
s 00 s b u(t) dt/t = li,i u(t) dt/t. 0 b-cc lz 
DEFINITION l.lb. Fiir -CKI < 0 < 00 sei 
(4 (Xl j X2)!,,:, = {fE Xl + X2 ; es exist. zul. Darst. u von f im engen 
Sinn mit p(t-eJ(t, u(t))) < Co}, 
(b) llflli,,;J = infbW’.J(t~ u(t))); 
(fs (Xl 1 X2L;J 
u zul. Darst. im engen SinnJ 
Natiirlich ist (X, , X2)&;, C (X, , X2)8,I);J . D ie umgekehrte Inklusion ergibt 
sich aus der Tatsache, daB die obige Definition aquivalent ist zu 
= (f~ (Xi + X2)“; exist. zul. Darst. u von f mit p(t-eJ(t, u(t))) < co}. 
Peetre [6] hat namlich gezeigt, daf3 fur jedes fe Xi + X2 die folgenden drei 
Aussagen aquivalent sind: 
(1) fe (Xl + X2)O; 
(II) es existiert eineFunktion 21 EL1 *,I~~(X~ n -7,) mitf = sz u(t) W; (1.2) 
(III) limt,,+ K(t,f) = lim,,, t-lK(t,f) = 0, 
und hieraus folgt mit Hilfe von [4, (2.9)] und dem noch zu beweisenden 
Aquivalenzsatz 3.2, daB 
(Xl > X2xL;J = (Xl , -72h+7 * falls 0 - 1 < p < 01 < 0. (1.3) 
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Analog zu Satz 1 .la hat man fur die modifizierten J-Rlume den 
SATZ 1 .l b. Falls te-2 min(1, t) ELM’, ist der Raum (X1 , X&& bzgl. de-r 
Norm II . lleO,,~J ein intermediiirer Banach-Raum von X, , X, mit 
lIfll~,+~, < pV2 min(l, t)) IIH~.,:J < l!fll~,~~, . 
Dieser Satz folgt direkt aus dem entsprechenden Satz von Peetre [6, Chap. II, 
Th. 2.11, wenn man dort wieder 0(p) = p(tHp) wahlt. Dabei hat man zu 
beachten, da8 die bei Peetre auftretende Bedingung 
d = sup Jrn 
dQk1 0 
min(1, l/t)v(t)+ < co 
mit der Voraussetzung F2 min( 1, t) EL,’ aus Satz 1.1 b identisch ist. 
2. INTERPOLATION UND REITERATION DER J-MRTHODE 
Analog zu [4, Satz 2.31 lal3t sich such fiir die J-Methode ein Interpolationssatz 
vom M. Riesz-Thorin-Typ aufstellen: 
SATZ 2.1. Sei p eine r.i. Norm, deren unterer Index die Bedingung 
/3 > 0 - 1 3 0 erfiillt. Ferner sei T: X1 + X2 ---f Y, + Y2 ein linearer Operator 
mit der Eigenschaft, day fiir i = 1,2 gilt T Ixi E [Xi , Yi]. Dann sind X = 
(Xl Y X2h%~:Jx und Y = (Yl , Y&-.,+ Interpolationsriiume van (X1, X2), ( Y1 , Y2) 
und es gilt, daJ T Ix E [X, Y] mit der Konvexitiitsungleichung 
II Tllrx.~~ < C II Tllh:,yy,~ II Tllfxs,,~ . 
Die Konstante C ist gegeben durch 
C = 411 Tlltx,,~,~IIl Tllt,,,~). 
Bemerkung. Die Voraussetzung fi > 0 - 1 3 0 kann durch die Bedingung 
te-2 min( 1, t) EL,’ an 8 ersetzt werden. 
Der Beweis von Satz 2.1 verlauft zunachst genau wie im klassischen Fall 
(vgl. [3, p. 1801). Fiir g E Xi f~ X2 und T E 9(X, g) gilt (mit MS = /j T lI[xi,u~~), 
da8 
26 F. FEHbR 
1st nunfE (X, , X2)0,p;Jx beliebig vorgegeben undf = jr u(t) dt/t eine zulassigc 
Darstellung von f mit p(t-@J(t, u(t))) < 03, so gilt 
Wegen sr u(tMl/M,) dt/t = jr u(t) dtjt = f erhalt man hieraus die ge- 
wiinschte Abschatzung. 
Urn fur die J-Methode einen Reiterationssatz aufstellen zu kijnnen, definiert 
man (vgl. [3]): 
DEFINITION 2.1. Ein intermediarer Raum X von (Xi , X,) gehijrt genau 
dann zur Klasse $(8; X, , X,), wenn es eine Konstante B gibt, so dal3 
llfllx G Bt-‘J(4.f) (f~ 4 n X2). (2.1) 
Bezeichnet weiter p” die nach [l, Th. 10.21 existierende, zu der Quasinorm 
V(F) := p(v*(P-01)) aquivalente r.i. Norm, so lal3t sich analog zu [4, Satz 2.51 
der folgende Satz beweisen: 
SATZ 2.2a (1. Reiterationssatz). Fiir 0 < t$ < 8, < 1 seien XQi E 
$(h; X,,&,), i = 1,2, z wei intermediiire R&me von (X, , X,), und J’(t, f) 
bezeickne das bzg2. (X0> , Xoz) gebildete J-Funktiomzl. Ist dann P2 min( 1, t) E L,’ 
und erfiillen die Indizes (II, und p, der r.i. Norm p die Bedingung 
0 < p, < % < 4 - 4 , P-2) 
so gilt 
(4 T &)&,;J c (X0, 7 &Js’,P:J’ * (2.3) 
Bemerkung. Die Indizes der Norm p” sind durch ap = CZ,/(~, - 0,) und 
BP = A/(4 - 4) gegeben. 
Zum Beweis von Satz 2.2a sei f E (X, , XZ)s,0:, beliebig vorgegeben. Nach 
Definition existiert dann eine zulassige Darstellung u vonf mit see J(s, u(s)) EL, . 
Definiert man nun mit diesem u 
(wobei B, , B, die nach Voraussetzung existierenden Konstanten mit IlfllXgi < 
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Bit+J(t, f ); f E Xl n X2 , i = 1, 2 sind), so ist f = sr C(s) dsjs wieder eine 
zulassige Darstellung von f und es gilt fur t > 0 
J’(s, C(s)) < max(B,t-‘lJ(t, C(s)), sB2tpezJ(t, ii(s))) 
= B,t+ max{l, (s&/B,) tf(e2-e’)} J(t, ii(s)). 
Wahlt man t = (sB~/B~)~~(~~~~~), so ist der zweite Ausdruck in der Klammer 
ebenfalls gleich 1, soda&nach Multiplikation mit s-“-folgt 
s-qys, C(s)) < B:-~‘B;‘EB2,B1(S-e’(e~-eq(S1’(e~-e~); I(sB,/B,)). 
Aufgrund der Definition der r.i. Norm p erhalt man hieraus weiter 
(d = B:-“B;’ II Ee,,s, II) 
p”(s-“I’(s, ii(s))) < dcp(s-‘](s, ii(se2-e1B,/B,))) 
Somit besitzt f eine zulassige Darstellung f = jy C(s) dsjs mit der Eigenschaft 
p”(s-e’y(s, C(s))) < co. 
Zu zeigen bleibt noch, daB f E Xe, + Xe, ist. Dazu schatzt man mit Hilfe 
von (1.1) und der Hiilderungleichung ab 
llf IIXB1+XBa G s m 0 II ii(s)llXel+Xez 
dsjs = Jbe K’(1, a(s)) dsjs 
< 
s 
m min(1, l/s) J’(s, C(s)) dsjs 
0 
< p”‘(~~‘-~ min(1, s)) p”(~-~‘J’(s, ii(s))). 
Beide Faktoren auf der rechten Seite sind nach Voraussetzung endlich, also 
f E Xe, + Xe, . 
Bemerkung. Im Fall 0’ = 1 ist die Voraussetzung P2 min(1, t) EL, 
automatisch erfiillt, da fip > 0, und taucht daher bei Bennett [l] nicht auf. 
Bei beliebigem 0’ # 1 lal3t sich diese Voraussetzung nicht durch die (echt 
schwachere) Indexbedingung BP > 8’ - 1 > 0 ersetzen, da 8’ - 1 > 0 im 
Widerspruch zu 0 < 0’ < 1 stehen wiirde. Eine Analyse des Beweises von 
Satz 2.2a zeigt jedoch, daB sie nur benutzt wird, urn f E XB1 + Xe, zu zeigen. 
Diesen Punkt kann man umgehen, wenn man die modifizierten J-Raume 
(X1 , X2),“,,;J aus Definition 1 .lb benutzt, denn dann ist von f nur zu zeigen, 
dal3 f E (Xel + Xe,)‘-‘, und dies ist nach Konstruktion von f mittels u’ von selbst 
erfiillt, vgl. (1.2). Fur diese Raume ergibt sich daher der Reiterationssatz: 
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SATZ 2.2b. Unter den Voraussetzungen von Satx 2.2a an e1 , e2, 0 und 
X0, , X0, (mit Ausnahme der Bedingung P2 min( 1, t) EL,’ an 0’) gilt fur 
o<e'<i 
(Xl 7 X2xL:J c (Xe, 9 &,xL,J' 7 
falls die Indizes czP und t3, der r.i. Norm p die Bedingung (2.2) erfiillen. 
Der zweite Reiterationssatz fur das J-Funktional lautet: 
SATZ 2.3 (2. Reiterationssatz). Unter den Voraussetzungen von Satz 2.2a, 
wobei p” durch p zu ersetxen ist und (2.2) zu der Bedingung 
O<&<ff,<l (2.4) 
abgeschwacht werden kann, gilt fur die durch p”(p)) =: p(~*(tl/ce~-sl’)) de$nierte 
Norm p” 
(Xl 7 X2hL?;J c K9l 9 &+3’,0:.J . (23) 
Der Beweis verhiuft analog zu dem von Satz 2.2a. Auch hier gilt, ohne die 
Voraussetzung tee2 min( 1, t) EL,’ ein entsprechender Reiterationssatz fur die 
gemal Definition I. 1 b modifizierten J-Raume. Die Indizes der Norm p” sind 
durch 0~; = ,,(e, - 0,) und /3; = &(O, - 0,) gegeben. 
SchlieBlich kann man entsprechend dem Vorgehen bei der K-Methode 
neben der J-Methode such eine j-Methode einfiihren. Darauf sol1 hier jedoch 
nicht naher eingegangen werden (vgl. [l , 41). 
3. DIE AQUIVALENZ VON K- UND J-MFXHODE 
In diesem Abschnitt sol1 untersucht werden, unter welchen Voraussetzungen 
die beiden in [4] und Kap. 1 geschilderten Interpolationsmethoden zueinander 
aquivalent sind, d.h. wann (X, , X2)e,p;K = (X1 , X2),,,;, . 
Dabei wird das folgende Fundamentallemma von Peetre-Sparr [7] beniitigt. 
LEMMA 3.1. Gilt fiir ein f~ X, + X2 , daJ min( 1, l/t) K(t, f) --) 0 fur 
t + 0+ und t + co, dann exist&t eine xuliissige Darstellung u von f (im engen 
Sinn) und eine von f unabhangige Konstante c > 0, so daf? 
J(t, u(t)) < cIqt,f ). (3.1) 
Ferner steht mit [4, Satz 1.41 eine verallgemeinerte Hardy-Littlewood- 
Ungleichung zur Verfiigung, so da8 man nun direkt, d.h. ohne Benutzung 
der k- und j-Methoden (vgl. Bennett [I] im Falle 0 = 1) den folgenden Satz 
beweisen kann. 
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SATZ 3.2 (Aquivalenzsatz). Gilt fiir die Indixes a, /3 die Beziehung 6 - 1 < 
j3 < a < 8, SO ist 
(Xl > x2>,,,;, = (4 > x2>e*,;.l. 
Wegen Lemma 3.1 geniigt es, die Inklusion (X1 , X,),.,;, C (X1 , X,),,,;, 
zu zeigen. Dabei ist der folgende Hilfssatz von Nutzen: 
LEMMA 3.3. Ist - 00 < 0 -=c co, so sind folgende Aussagen iiquivalent 
e--I q3Ga<e; (3.2) 
I ao P2 min(1, s) h(s) ds < co; 0 (3.3) 
s@h(s) = o(max(1, s)) fiir s-O+ unds-t co. (3.4) 
Die Aquivalenz von (3.2) mit (3.3) folgt aus [4, Satz 1.1 und Lemma 1.21, 
wenn man beachtet, dal3 
6 see2 min( 1, s) h(s) ds = I1 so-lb(s) ds + La Se-zh(s) ds. (3.5) 
0 
Die beiden Integrale auf der rechten Seite von (3.5) sind genau die in der 
verallgemeinerten Hardy-Littlewood-Ungleichung fur L, bzw. L,’ auftretenden 
konstanten Faktoren. Weiter ist wegen [4, Lemma 1.31 die Aussage (3.2) 
lquivalent zu (3.4). 
Sei nun zum Beweis von Satz 3.2 ein Element f E (X1 , X,),,,;, beliebig vorge- 
geben und f = s: u(t) dt/t eine zullssige Darstellung. Mit Hilfe von (0.1) schatzt 
man dann ab, da8 
t-eK(t, f) < tre 
I 
m K(t, u(s)) dsjs 
0 
1 m 
--.I t 0 
(s/t)e-2 min(1, s/t) see /(s, U(S)) ds 
= 
s 
m ,z$-~ min(1, ZT) EZ(t-eJ(t, u(t))) dz, 
0 
wobei die letzte Zeile unter der Substitution z = s/t folgt. Damit ist 
II f Ils,,,;K < (Ia +-2 min(l, 4 h(z) dz) p(t-‘At, u(t))), 
0 
woraus aufgrund der Voraussetzung an die Indizes und Lemma 3.3 die behaup- 
tete Inklusion folgt. 
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Bemerkung. Die nach Lemma 3.3 zu der Indexvoraussetzung aquivalente 
Bedingung (3.4) ist genau die bei Peetre im abstrakten Aquivalenzsatz auftre- 
tende Voraussetzung. Im Fall 19 == I reduziert sich die Indexbedingung auf die 
Aussage 0 < p < 01 < 1 von Bennett. 
4. STABILITAT DER K- UND J-METHODEN 
Der Aquivalenzsatz 3.2 gibt die Moglichkeit, die Reiterationsstitze dahinge- 
hend zu verscharfen, da0 man bei wiederholter Anwendung der K- bzw. J- 
Interpolationsmethode keine wesentlich neuen Raume erhalt, d.h. daB diese 
Interpolationsmethoden stabil sind. Je nachdem, ob die vorgegebene r.i. Norm p 
bei (X, , X,) oder bei (Xol , X0%) steht, erhalt man so den 1. bzw. 2. Stabilitats- 
satz. Gemeinsame Voraussetzung bei beiden Satzen ist 
o<ei<&<l; 0 ce < 1; e = (1 - 8’) e1 + 8’8, ; 
Xei E =eb ; 4 , x2) = ,x(0, ; xl , x2) n y(ei ; xl , x2) (i= 1,2); 
K’ = K-Funktional bzgl. (Xol , XoZ); (4.1) 
7 = J-Funktional bzgl. (Xol , XoZ). 
Dabei ist die Klasse ,X(0,; X, , X,) analog zu Definition 2.1 als die Menge aller 
intermedilren Raume von (Xi , X,) erklart, fur die es eine Konstante A > 0 
gibt, sodal (vgl. [4, Def. 2.21) 
t-‘W, f; X, , Xi4 G A II f I/X (f E X). 
Der erste der beiden Stabilitatssatze lautet dann: 
SATZ 4.1 (1. Stabilitatssatz). Unter da Voraussetzung (4.1) sowie den Be- 
dingungen 
ap < 8' (4.2) 
0 < B, < 0~~ < min(0, e2 - e,) (4.3) 
an die Indizes der r.i. Normen p and in gilt 
(4.4) 
(4.5) 
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Zum Beweis geniigt es, die Inklusionskette 
zu verifizieren. Die erste dieser Inklusionen ist nach Satz 2.2b erfiillt, und die 
zweite beweist man wie Satz 3.2. Die dritte InkIusion gilt entsprechend nach 
[4, Satz 2.51 und die vierte nach Lemma 3.1, womit alles bewiesen ist, denn 
wegen der Voraussetzung an die Indizes, [4, (2.9)] und Satz 3.2 kann man in der 
obigen Inklusionskette zu den Riumen “ohne Null” iibergehen. 
Analog beweist man mittels dcr SPtze 2.3, 3.2, [4, 2.71 und Lemma 3.1 den 
SATZ 4.2 (2. Stabilitgtssatz). Ist die Voraussetzung (4.1) gegeben und erfiillen 
die Indizes der r.i. Normen p und p” die Bedingungen 
a; < 8, (4.6) 
0 < p, < ix, < 8’, (4.7) 
so gilt 
Dabei ist noch zu beachten, daB wegen /?p9 L= /3,(0, - 0,) aus /?D >a 0 such 
/3, > 0 folgt. 
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