Multiple-degree-of-freedom linear dynamic systems with nonviscous damping is considered. The nonviscous damping is such that the damping forces depend on the past history of the velocities via convolution integrals over some kernel functions. For the sake of generality, the system matrices are allowed to be asymmetric. 
OSSIBLY the most general way to model damping within the linear range is to consider nonviscous damping models that depend on the past history of motion via convolution integrals over some kernel functions. The equations of motion describing free vibration of an N -degree-of-freedom linear system with such damping can be expressed by
Here M and K 2 R N £ N are the mass and stiffness matrices, G G.t / 2 R N £ N is the matrix of kernel functions, and 0 is an N £ 1 vector of zeros. In the special case when G G.t ¡ ¿ / D C±.t ¡ ¿ /, Eq. (1) reduces to the case of viscously damped systems. The damping model of this kind is a further generalization of the familiar viscous damping. Recently Adhikari 1 has proposed a method to obtain the eigenvalues, eigenvectors, and dynamic response of such systems. The purpose of this paper is to develop some relationships satis ed by the eigensolutions and the system matrices of Eq. (1).
Eigensolutions
Taking the Laplace transform of Eq. (1), we have
where the dynamic stiffness matrix
Here
and L[²]
denotes the Laplace transform. In the context of structural dynamics, s D i !, where ! 2 R C denotes the frequency. To achieve generality, we allow the system matrices to be asymmetric, and also no assumption has been made regarding the positive de niteness of the system matrices. We consider the damping to be nonproportional, that is, the mass and stiffness matrices as well as the matrix of the kernel functions cannot be simultaneously diagonalized by any linear transformation. However, it is assumed that M ¡1 exists and G.s/ is such that the motion is dissipative. Conditions that G.s/ must satisfy in order to produce dissipative motion were given by Golla and Hughes.
2 They have also given several physically realistic mathematical forms of the elements of G.s/ available in the literature. Here, we do not assume any speci c functional form of G j k .s/ but assume that jG jk .s/j < 1 when s ! 1. This in turn implies that the elements of G.s/ are at the most of order 1=s in s or constant, as in the case of viscous damping. The eigenvalues¸j , associated with Eq. (2) , are roots of the characteristic equation
Suppose the order of the characteristic equation is m. In general m is more than 2N , that is, m D 2N C pI p¸0. Thus, although the system has N degrees of freedom, the number of eigenvalues is more than 2N . This is a major difference between the nonviscously damped systems and the viscously damped systems where the number of eigenvalues is exactly 2N , including any multiplicities. It is assumed that all m eigenvalues are distinct. Construct the diagonal matrix containing the eigenvalues as
The right and left eigenvalue problems associated with Eq. (1) can be de ned from Eq. (2) aş
Here u j is the j th right eigenvector and v k is the kth left eigenvector. These eigenvalue problems are not similar to the eigenvalue problems arise in the context of Lambda matrices 3 because G.s/ is not a constant matrix. De ne the matrices of the right and left eigenvectors (the modal matrices) as
If the damping is light, then among the m eigenvalues 2N appear in complex conjugate pairs. 1 Under such assumptions it is easy to show that the rest p D m ¡ 2N eigenvalues become purely real. Corresponding to the 2N complex conjugate pairs of eigenvalues, the N right and left eigenvectors together with their complex conjugates are called elastic modes. These modes are related to the N modes of vibration of the structural system. Physically, "2N complex conjugate pairs of eigenvalues" implies that all of the elastic modes are oscillatory in nature, that is, they are subcritically damped. The modes corresponding to the additional p eigenvalues are called nonviscous modes. These modes are induced by the nonviscous effect of the damping mechanism. For stable passive systems the nonviscous modes are overcritically damped (i.e., negative real eigenvalues) and not oscillatory in nature. Next, we consider the normalization relationship of the eigenvectors.
Normalization of the Eigenvectors
Premultiplying Eq. (6a) by v T k , postmultiplying Eq. (6b) by u j , and subtracting one from the other, we obtain
Because¸j and¸k are distinct for different j and k, the preceding equation can be divided by .¸j ¡¸k / to obtain
This equation can be regarded as the orthogonality relationship of the eigenvectors. It is easy to verify that in the undamped limit Eq. (10) degenerates to the familiar mass orthogonality relationship of the undamped eigenvectors. However, this orthogonality relationship is not very useful because it is expressed in terms of the natural frequencies. A frequency-independent orthogonality relationship of the eigenvectors will be derived later in this paper. Assuming ±¸D¸j ¡¸k, rewrite Eq. (10) as
Consider the case when¸j !¸k , that is, ±¸! 0. Substitutinģ j D¸k in Eq. (9), it is easy to verify that when the right-hand side is zero the relationship represents a trivial case. For a nontrivial case the right hand-side of Eq. (9) must be nonzero as¸j !¸k . So, for ±¸! 0 Eq. (11) reads
8k D 1; : : : ; m for some nonzero µ k 2 C. Equation (13) is the normalization relationship for the right and left eigenvectors of the nonviscously damped system (1) . From the expression of the dynamic stiffness matrix in Eq. (3), the normalization condition in Eq. (13) can also be expressed as
Equation (13), and consequently Eq. (14), can be regarded as the generalization of the "mass normalization" relationship used in structural dynamics. In the undamped limit when G.s/ is a null matrix, Eq. (13) 
Numerical values of µ k can be selected in various ways:
when the damping is zero. This is consistent with the unity modal mass convention, often used in experimental modal analysis and nite element methods.
2) Choose µ k D 1 C 0i; 8k, that is, H D I m . Theoretical analysis becomes easiest with this normalization. However, as pointed out by Fawzy 6 and Vigneron 7 in the context of viscously damped systems, this normalization is inconsistent with undamped or classically damped modal theories.
Finally, the normalization condition in Eq. (14) does not make the eigenvectors unique. Each right and left eigenvectors are still nonunique to the extent of unknown scalar multipliers. In other words, the matrices U and V are nonunique to the extent of m £ m complex diagonal postmultiplier matrices.
Orthogonality of the Eigenvectors
The orthogonality relationship of the eigenvectors given by Eq. (10) is not very useful because it is expressed in terms of the eigenvalues of the system. In this section we will develop an orthogonality relationship that is independent of the eigenvalues. Expressions equivalent to the orthogonality relationships of the undamped eigenvectors with respect to the mass and stiffness matrices will also be established. To derive these results, the eigenvalue problems associated with the dynamic stiffness matrix and its inversion are considered rst.
Eigensolutions of the Dynamic Stiffness Matrix
For any given s 2 C the right and left eigenvalue problems associated with the dynamic stiffness matrix can be expressed by
In these equations the eigenvalues º k .s/ 2 C are the roots of the characteristic equation
and Á k .s/; Ã k .s/ 2 C N are respectively the kth right and left eigenvectors of D.s/. The symbols º k .s/; Á k .s/, and Ã k .s/ indicate functional dependence of these quantities on the complex parameter s. Such a continuous dependence is expected whenever D.s/ is a sufciently smooth matrix function of s. Because D.s/ is an N £ N complex matrix for a xed s, the number of eigenvalues (and consequently the eigenvectors) must be N . Further, it can be shown that for distinct eigenvalues Á k .s/ and Ã j .s/ also satisfy a biorthogonality relationship although u k and v j do not enjoy any such simple relationship. We normalize Á k .s/ and Ã k .s/ such that
In view of the preceding relationship, from Eqs. (16a) and (16b) and we have
or in the matrix form
It is possible to establish the relationships between the original eigenvalue problems of the system de ned by Eqs. (6a) and (6b) and that by Eqs. (16a) and (16b). Consider the case when the parameter s approaches any one of the system eigenvalues, say¸j . Because all of the º k .s/ are assumed to be distinct, for nontrivial eigenvectors, comparing Eqs. (6a), (6b), (16a), and (16b) we can conclude that one and only one of the º k .s/ must be zero 8 when s !¸j . Suppose that the rth eigenvalue of the eigenvalue problems (16a) and (16b) is zero when s !¸j . The eigenvectors in Eqs. (16a) and (16b) corresponding to the rth eigenvalue also approach the eigenvectors in Eqs. (6a) and (6b) as s !¸j . Thus, when s D¸j , one has
These equations completely relate the eigensolutions of Eqs. (6a) and (6b) with that of Eqs. (16a) and (16b). Now, these relationships will be used to obtain the inverse of the dynamic stiffness matrix.
Inversion of the Dynamic Stiffness Matrix
The inverse of the dynamic stiffness matrix, often known as the transfer function matrix, can be expressed as
The poles of D ¡1 .s/ are exactly the eigenvalues of the system as given by Eq. (4). Because it is assumed that all of the m eigenvalues are distinct, each pole is a simple pole. From the residue theorem we know that any complex function can be expressed in terms of the poles and residues, that is,
is the residue of D ¡1 .s/ at the pole¸j . Now, from Eq. (20) one has
Noting that º.s/ is a diagonal matrix, we can expand the right-hand side of the preceding equation to obtain
Separation of the rth term in the preceding sum yields 
Using l'Hôspital's rule, the preceding expression can be rewritten as 
Equation (39) completely relates the residues of D ¡1 .s/ to the eigenvalues and eigenvectors of the system. 9 over the mass and stiffness matrices, that is,
Orthogonality Relationships
For viscously damped systems (with nonproportiona l damping) equivalent relationships can be obtained by converting the equations of motion into the state-space form. 4 The eigenproblem in the state-space form is essentially similar to the undamped eigenproblem except that the size of the problem gets doubled and the eigensolutions become complex. Thus, from the analysis point of view state-space approach offers signi cant advantage for viscously damped systems. Unfortunately, for nonviscously damped systems no advantage can be gained by adopting the state-space formalism as at least one of the system matrices will not be a constant matrix. For this reason, and also realizing that the state-space eigenvectors are not physically appealing, we kept the analysis in the secondorder form. One of our main results regarding the orthogonality of the eigenvectors is the following: 
and the theorem is proved.
¤
The result of this theorem is quite general, and it does not depend on the nature of the system property matrices. The only requirement of this theorem is that the system must have m¸2N distinct eigenvalues. Clearly, the undamped systems as well as the viscously damped systems are also covered as special cases. In the context of viscously damped systems (see the Appendix for details), a similar result has been derived by Fawzy and Bishop 5 by considering the normalization matrix H as the identity matrix. Later Fawzy 6 generalized this result for the case when H is not an identity matrix.
The result obtained in theorem 1 can be viewed as a further generalization of these results to nonviscously damped systems. Next we consider the relationship between the eigensolutions and the mass matrix.
Theorem 2:
The matrices of the right and left eigenvectors of a nonviscously damped system U; V 2 C N £ m satisfy the relationship
Proof: First consider the function sD
¡1 .s/. Following the approach outlined in the last section and using the residue theorem, one obtains
Here the residues Q j can be obtained as 
Casting the right-hand side of the preceding equation in the matrix form and equating it with Eq. (48) results in
Because H and K are diagonal matrices, they commute in product. For this reason the preceding result can also be expressed as 
Because of theorem 1, the left-hand side of Eq. (52) is a null matrix, whereas its right-hand side is not. Thus Eq. (51) cannot be a valid equation. However, for a special case, when the system is undamped, the modal matrices U and V can be expressed by square matrices, and Eq. (50) can be represented by the classical massorthogonality relationship in Eq. (51). Thus, theorem 2 provides the result equivalent to the classical mass-orthogonality relationship for general cases. Like the mass-orthogonality relationship of the eigenvectors, the orthogonality relationship with respect to the stiffness matrix can also be obtained. Assuming that K ¡1 exists, we have the following theorem and proof.
Theorem 3: The matrices of the right and left eigenvectors of a nonviscously damped system U; V 2 C N £ m satisfy the relationship 
Taking the limit as s ! 0 in Eq. (55), we obtain
Casting the right-hand side of the preceding equation in the matrix form and equating it with Eq. (54) results in
¤

Relationships Between the Eigensolutions and Damping
In the last section some direct relationships have been established between the mass and stiffness matrices and the eigensolutions. In this section we try to establish the relationships between the damping matrix and the eigensolutions. A major dif culty in this regard is that, unlike the mass and stiffness matrices, the damping matrix G.s/ is a function of s. To simplify the problem, we consider only two limiting cases: 1) when s ! 1 and 2) when s ! 0. Suppose
where kG 1 k, kG 0 k < 1.
Relationships in Terms of
Casting Eq. (55) into the matrix form, one obtains
The preceding equation can be expanded as
Now rewrite the expression of the dynamic stiffness matrix in Eq. (3) as
Taking the inverse of this equation and expanding the right-hand side, one obtains
Equation (63) can be further simpli ed to obtain
Comparing Eqs. (61) and (64), it is clear that their right-hand sides are equal. Theorems 1 and 2 can be alternatively proved by multiplying these equations by s and s 2 respectively and taking the limit as s ! 1. Now multiply Eqs. (61) and (64) by s 3 and take the limit as s ! 1. The matrix coef cients associated with the lower-order powers of s are effected by the functional variation of G.s/ from the preceding terms because in the limit all of the later terms would be zero. Because the coef cient matrix associated with 1=s 3 of the right-hand side of Eq. (64) is the rst term containing G.s/, only this term can be equated with the corresponding term (the third term) of the right-hand side of Eq. (61). Thus taking the limit as s ! 1, one obtains
This procedure cannot be extended to equate the coef cient matrices associated with further lower order powers of s as all of them would be affected by the functional variation of G.s/ from preceding terms.
Were the system viscously damped, G.s/ would be a constant matrix, and equating the coef cient matrices associated with different powers of s one could obtain several relationships between the eigensolutions and the system matrices. Considering the rst few terms in the series expressions (61) and (64), some such relationships are reported in the Appendix.
We rewrite Eq. (60) as
Expanding Eq. (66), one obtains
The expression of the dynamic stiffness matrix in Eq. (3) can be rearranged as
Taking the inverse of Eq. (68) and expanding the right-hand side, one obtains
The preceding equation can be further simpli ed to obtain
Comparing the right-hand side of Eqs. (67) and (70), theorem 3 can be proved alternatively by taking the limit as s ! 0. Considering the second term of the right-hand side of Eq. (70), equating it with the second term of Eq. (67), and taking the limit as s ! 0, one obtains
Again, this approach cannot be extended to equate the coef cient matrices associated with further higher-order powers of s as all of them would be affected by the functional variation of G.s/ from preceding terms. Theorems 2 and 3 and Eqs. (65) and (71) allow us to represent the system property matrices explicitly in terms of the eigensolutions. This might be useful in system identi cation problems where the eigensolutions of a structure can be measured from experiments. Using the eigensolutions, we de ne two matrices:
Using these equations, from Eq. (50) one obtains the mass matrix as
Similarly, from Eq. (57) the stiffness matrix can be obtained as
The damping matrix in the Laplace domain G.s/ can be obtained only at the two limiting values when s ! 1 and s ! 0. From Eqs. (65) and (71) one obtains
These results, however, do not give any indication regarding the functional behavior of G.s/ between these two extreme values.
Numerical Examples System
A three-degree-of-freedom asymmetric system is considered to illustrate the results derived in this paper. The mass and stiffness matrices are assumed to be M D 
This damping model is a linear combination of the viscous model and the GHM model. The eigenvalues corresponding to the two nonviscous modes are found to be¸n D f¡1:7285; ¡0:8998g
Because these eigenvalues are purely real and negative, it implies that the nonviscous modes are stable and nonoscillatory in nature (i.e., overcritically damped). The eigenvectors can be obtained from Eqs. (6a) and (6b) by xing any one element and inverting the associated matrix. The matrices of the right and left eigenvectors can be expressed as
Here U e and V e , the matrices of the right and left eigenvectors corresponding to the three elastic modes, are Using U; V, and H , one can easily verify that the mode orthogonality relationship given by theorem 1 is satis ed, that is,
Now, in the line of theorem 2 we calculate The matrices P 1 and P 2 , de ned in Eqs. (72) and (73), respectively, can be directly obtained from Eqs. (95) and (96). Using these matrices, the truth of Eqs. (76) and (77), which relate G 1 and G 0 to the eigensolutions, can be veri ed. Thus, the damping matrix G.s/ can be reconstructed from the eigensolutions for the cases when s ! 1 and s ! 0.
Conclusions
In this paper we have examined nonviscously damped multipledegree-of-freedom linear dynamic systems. The nonviscous damping model is such that the damping forces depend on the history of motion via convolution integrals over some kernel functions. The familiar viscous damping model is a special case of this general linear damping model when the kernel functions have no memory. For the sake of generality, neither is it assumed that the system matrices are symmetric nor is it assumed that they can be simultaneously diagonalized so that the classical modal analysis can be applied. The analysis is, however, restricted to systems with nonrepetitive eigenvalues.
Relationships regarding the normalization and the orthogonality of the (complex) right and left eigenvectors have been established (theorem 1). Expressions equivalent to the orthogonality of the undamped modes over the mass and stiffness matrices have been proposed (theorems 2 and 3). It was shown that the classical relationships can be obtained as special cases of these general results. Based on these results, we have shown that the mass and stiffness matrices can be uniquely expressed in terms of the eigensolutions. The damping matrix G.s/ cannot be reconstructed using this approach because it is not a constant matrix. However, we have provided expressions that relate the damping matrix to the eigensolution for the cases when s ! 1 and s ! 0. Whenever applicable, viscously damped counterparts of the newly developed results were provided.
Appendix: Eigenrelations for Viscously Damped Systems
Viscously damped systems arise as a special case of the more general nonviscously damped systems when the damping matrix become a constant matrix, that is, G.s/ D C 2 R N £ N ; 8 s. Here, several relationships satis ed by the eigensolutions and the system matrices will be derived for this special case.
For viscously damped systems the order of the characteristic polynomial m D 2N , and consequently the modal matrices U; V 2 C N £ 2N and the diagonal matrices K ; H 2 C 2 N £ 2N . From Eq. (13) the normalization relationship reads
