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Abstract 
Analyzing the unique types of data that come from educational systems can help find the most effective structure of the e-
learning courses, optimize the learning content, recommend the most suitable learning path based on student’s behavior, or 
provide more personalized environment. We focus only on the processes involved in the data preparation stage of web usage 
mining. Our objective is to specify the inevitable steps that are required for obtaining valid data from the stored logs of the web-
based educational system. We compare three datasets of different quality obtained from logs of the web-based educational 
system and pre-processed in different ways: data with identified users’ sessions and data with the reconstructed path among 
course activities. We try to assess the impact of these advanced techniques of data pre-processing on the quantity and quality of 
the extracted rules that represent the learners’ behavioral patterns in a web-based educational system. The results confirm some 
initial assumptions, but they also show that the path reconstruction among visited activities in e-leaning course has not 
statistically significant effect on quality and quantity of the extracted rules. 
Keywords: data preparation; session identification; sequence rules; web usage mining; 
1. Introduction
According to Bayir [1] we can define Web usage mining (WUM) as the application of data mining techniques to
web log data in order to discover user’s behavioral patterns and website usage analysis for further using in various 
website design tasks. 
In educational contexts, WUM was used for personalizing e-learning, adapting educational hypermedia, 
discovering potential browsing problems, automatic recognition of learner groups in exploratory learning 
environments or predicting student performance [2]. Analyzing the unique types of data that come from educational 
systems can help us to find the most effective structure of the e-learning courses, optimize the learning content, 
recommend the most suitable learning path based on student’s behavior, or provide more personalized environment. 
WUM can contribute to finding significant educational knowledge and we can describe it as extracting unknown 
actionable intelligence from interaction with the  e-learning environment [3]. 
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But usually, the traditional e-learning platform does not directly support any of WUM methods. Therefore, it is 
very difficult for educators to obtain useful feedback on student’s learning experiences or answer the question how 
the learners proceed through the learning material and what they gain in knowledge from the online courses [4]. 
The general knowledge discovery process consists of three phases: data pre-processing, data mining and data 
post-processing [5]. WUM data pre-processing phase is an important phase in mining to make efficient pattern 
analysis. The aim of the pre-processing phase is to convert the raw data into a suitable input for the next stage 
mining algorithms [3]. According to Bing [6] we will use more general term data preparation instead of data pre-
processing in this paper.  
We focus only on the processes involved in the data preparation stage of WUM by the reason of the overall 
complexity of this phase and  because the data preparation itself represents the most time consuming phase of the 
web page analysis [6]. We realized an experiment for purpose of finding the answer to question to what measure it is 
necessary to execute data preparation for web log mining and determine inevitable steps for gaining valid data from 
the log file obtained from web-based educational system. Specifically, we would like to assess the impact of these 
advanced techniques of data preparation on the quantity and quality of the extracted rules that represent the learners’ 
behavioral patterns in a web-based educational system [7].  
Our objective is to specify the inevitable steps that are required for gaining valid data from the stored logs of the 
web-based educational system. We will compare three datasets of different quality obtained from logs of the web-
based educational system and pre-processed in different ways: data with identified users’ sessions and data with the 
reconstructed path among course activities.  
The rest of the paper is structured subsequently. In section 2 we summarize related work of other authors that 
deal with data preprocessing issues in the field of usage of WUM connected to web-based educational systems. We 
summarize three stages of data preparation phase in section 3. Subsequently, we particularize research methodology 
in section 4. This section describes how we prepared log files in different levels of data preprocessing. The section 5 
describes summary of experiment results in detail. Finally, we discuss obtained results in section 6. 
2. Related work 
Preprocessing methodology has not received enough analysis efforts. The study on how to identify user sessions 
accurately and acquire user access path become an active area in WUM research. In the recent years Raju and 
Satyanarayana ascertained [8] that, there has been  many researches on WUM, however, data preprocessing received 
far less attention than it deserved.  
Marquardt et al. published comprehensive paper about  the application of WUM in the e-learning area with focus 
on the preprocessing phase [9]. They redefined the notion of visits from the e-learning point of view. In their 
approach, learning session, visit in our case, can span over several days if this period corresponds to given learning 
period. 
Romero et al. [10] paid more attention to data preparation issues in their survey. They summarized specific issues 
about data preparation in web-based educational systems and provided references about other relevant scientific 
papers. The authors finally put in a good word for enhancing preprocessing facilities that prepare the e-learning data 
in a meaningful and useful way. The same authors dealt with specific features of data preparation task in LMS 
Moodle in [10]. They ascertained that data gathered by the web-based education system into relational database 
might less require cleaning and preprocessing than data collected by other systems. In spite of their affirmation that 
Data preparation requires less work, following tasks also need to be done: select data, create summarization tables, 
data discretization and data transformation. They pay paid no attention to data preparation. 
3. Data Preparation 
The available information is heterogeneous and unstructured in the web. The goal of data preparation is to 
transform the raw data stored in logs into a set of user profiles [8]. Data preparation presents numbers of unique 
challenges which led to algorithms variety and heuristic techniques for preprocessing tasks such as merging and 
cleaning, user and session identification etc. Classical WUM applications rely on the web server log files [11]. 
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On the other hand, contemporary web-based education systems store information about their users not in server 
log file but mainly in relational database. Web-based education system manages all its services through a relational 
database. There we can find high extensive log data of the students’ activities. Web-based education systems usually 
have built-in student monitoring features so they can record any student`s activity [12]. This approach provides an 
integrated data source to saving some preprocessing effort compared to other data mining applications [13].  
On the contrary, Raju and Satyanarayana [8] point out that the same approach requires an extensive data 
preprocessing before obtained a single analysis table. They argue that process of database normalization means a 
problem for mining algorithms that require data to be assembled into a single, integrated and, in short, analysis table. 
The content of the analysis table is to some extend domain dependent and even, inside a particular domain, task 
dependent. An important initial decision is concerned with the granularity of the information contained in table [8].   
We used logs stored in relational database of LMS Moodle (tables mdl_log and mdl_log_display). These records 
contained the entities from the e-learning course with 180 participants. In this stage, log file has been cleaned from 
irrelevant items. First of all, we removed entries of all users with the role other then student. After performing this 
task, 75 530 entries were accepted to be used in the next task.   
In the e-learning context, unlike other web based domains, user identification is a straightforward problem as in 
the most cases, the learners must login using their unique ID [3]. We have to know user’s session details to get 
accurate mining results [4]. A user session is defined as a sequence of requests made by a single user over a certain 
navigation period and a user may have a single (or multiple) session(s) during this time period. Session 
identification is a process of segmenting the log data of each user into individual access sessions [8].  
A user session acquisition is not a simple task due to proxy servers, dynamic addresses, and cases where multiple 
users access the same computer or one user uses multiple browsers or computers [8]. We can find many approaches 
to session identification [1, 14-17]. The excellent review of user session identification was made in [4] and [18]. 
Against this background we considered not only user’s ID, but also computer`s IP address used by user. The 
result of this modification was the file with closer division of users’ sessions (File 1).  
If we are processing requests after they are handled by the web server, this technique is called "reactive" while in 
"proactive" technique the same (pre)processing occurs during the interactive browsing of the web site by the user. 
Reactive session reconstruction uses "time" and "navigation" oriented heuristics. Two time-oriented heuristic 
methods are often mentioned in literature: session-duration based method and time threshold based method and one 
navigation-oriented method. In Raju [8]  refers to the paper where the authors compared time-based and referrer-
based heuristics for visit reconstruction. They found out that a heuristic's appropriateness depends on the design of 
the website (i.e. whether the site is frame-based or frame-free) and on the length of the visits (the referrer-based 
heuristic performs better for shorter visits). Another approach combines these heuristics with "site topology" 
information in order to increase the accuracy of the reconstructed sessions [1]. 
In this paper, we used reactive time-oriented heuristic method to define the users’ sessions. From our point of 
view sessions were identified as delimited series of clicks realized in the defined time period. In spite of the 
recommended 30-minute-long time window [18] we adopted a 15-minute timeout to start a new session with regard 
to the setting in used web-based education system. After this application we prepared File 2.    
Another problem upon searching for the users behavior patterns seems to be the analysis of the backward path, or 
reconstruction of activities of a web visitor. We found and analyzed several approaches mentioned in literature [17, 
18]. Finally, we chose the same approach as in our previous paper [7].  
The reconstruction of activities is focused on retrograde completion of records on the path went through by the 
user by means of a back button, since the use of such button is not automatically recorded into log entries web-based 
educational system.  
A sitemap has a great importance for retrograde completion of the path. We can find in sitemap information on 
the existence of a link among pages, i.e. if a hyperlink from one page to another exists. The sitemap was obtained 
for the needs of our analysis by means of Web Crawling application implemented in the used Data Miner. Having 
lined up the records according to the IP address we searched for some linkages between the consecutive pages.  
A sequence for the selected IP address can look like this: AĺBĺCĺDĺX. In our example, based on the 
sitemap the algorithm can find out if there not exists the hyperlink from the page D to our page X. Thus we assume 
that this page was accessed by the user by means of using a Backbutton from one of the previous pages.  
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Then, through a backward browsing we can find out, where of the previous pages exists a reference to page X. In 
our sample case we can find out if there no exists a hyperlink to page X from page C, if C page is entered into the 
sequence, i.e. the sequence will look like this: AĺBĺCĺDĺCĺX. Similarly, we shall find that there exists any 
hyperlink from page B to page X and can be added into the sequence, i.e. AĺBĺCĺDĺCĺBĺX. Finally 
algorithm finds out that the page A contains hyperlink to page X and after the termination of the backward path 
analysis the sequence will look like this: AĺBĺCĺDĺCĺBĺAĺX. Then it means the user used Back button in 
order to transfer from page D to C, from C to B and from B to A. After the application of this method we obtained 
the File 3 with an identification of sessions based on user ID, IP address, time and completing the paths [7]. 
4. Research Methodology of Experiment 
We aimed at specifying the inevitable steps that are required for gaining valid data from the log file of web-based 
educational system. Specially, we focused on the identification of sessions and reconstruction of student`s activities. 
We tried to assess the impact of this advanced techniques on the quantity and quality of the extracted rules which 
represent the students’ behaviour patterns. Experiment was realized in several steps.  
1. Data acquisition – defining the observed variables into the log file from the point of view of obtaining the 
necessary data (user ID, IP address, date and time of access, URL address, activity, etc.). 
2. Creation of data matrices – from the log file (information of accesses) and sitemaps (information on the course 
contents). 
3. Data preparation on various levels:  
3.1. with an identification of sessions based on user ID and IP address (File 1),  
3.2. with an identification of sessions based on user ID, IP address and time (File 2), 
3.3. with an identification of sessions based on user ID, IP address, time and completing the paths (File 3).   
4. Data analysis – searching for behaviour patterns of students in individual files. We used STATISTICA Sequence, 
Association and Link Analysis for sequence rules extraction. It is an implementation of algorithm using the 
powerful a-priori algorithm [19-22] together with a tree structured procedure that only requires one pass through 
data [23]. 
5. Understanding the output data – creation of data matrices from the outcomes of the analysis, defining 
assumptions. 
6. Comparison of results of data analysis elaborated on various levels of data preparation from the point of view of 
quantity and quality of the found rules – patterns of behaviours of students upon browsing the course. 
 
We articulated the following assumptions: 
1. we expect that identification of sessions on the basis of time will have a significant impact on the quantity of 
extracted rules in terms of decreasing the portion of trivial and inexplicable rules, 
2. we expect that identification of sessions on the basis of time will have a significant impact on the quality of 
extracted rules in the term of their basic measures of the quality, 
3. we expect that completion of paths will have a significant impact on the quantity of extracted rules in terms of 
decreasing the portion of trivial and inexplicable rules,  
4. we expect that completion of paths will have a significant impact on the quality of extracted rules in the term of 
their basic measures of the quality. 
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5. Results 
5.1. Data understanding 
The analyzed course consisted of 12 activities and 145 course pages. Among the most used activities (Fig. 1a) 
belonged course and data (files, home works and projects uploaded by students), each with portion higher than 20 
%, and resource (information sources available in the course) and quiz, each with portion higher than 10 %. 
Approximately 5 % of accesses were focused on the book, assignment, forum and user (student’s profile, his/her 
grades and information about other students). The remaining activities upload, feedback, glossary and blog achieved 
the portion less than 1 % from the point of view of usage. 
 
  
Fig. 1 Histogram: (a) the frequencies of course activities; (b) the frequencies of the course pages. 
The most entered course page (the highest number of accesses) (Fig. 1b) was course view with portion higher 
than 20 % which stands for more than 16 000 accesses.  Homework 1 view a homework 2 view with portion more 
than 13 % and 5 % also belonged to the most accesses course pages. Similarly, course pages user searches user, 
view list of quizzes, user - view list of users, view final test results with portion 2 %. The remaining pages achieved 
the portion lower than 1 % from the point of view of access. The average number of accesses for individual page 
was 487. 
Table 1. Number of accesses and sequences in particular files. 
  Count of course accesses 
Count of costumer's 
sequences 
Count of frequented 
sequences 
Average size of costumer's 
sequences 
Raw data 70 553 186 943 379 
File 1 70 553 7 732 92 9 
File 2 70 553 12 992 76 5 
File 3 75 372 12 992 74 6 
Students´ records about their activities in individual course pages in LMS were observed in the e-learning course 
in winter term 2009. These records were pre-processed in different levels of data preparation. The variable Session 
was based on variables User ID and IP address in the case of File 1. On the other hand, the variable Session was 
based on variables User ID, IP address and time-window with selected length in the case of File 2 and File 3. 
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The sessions were not identified in the file Raw, i.e. each sequence was not identified with the variable Session, 
but only with variable User ID. This resulted in increasing count of the frequented sequences obtained from the 
limited number of identified customer’s sequences with disproportional length (Table 1). As a result, the count of 
users was equal to the count of customer’s sequences. In so far the condition of minimal support met a surfeit of 
sequences in 13 weeks of winter term.     
Compared to the raw data (Table 1), the number of visits (costumer's sequences) increased 42 times in case of the 
identification of sessions based on IP address and even to 70 times in case of the identification of sessions based on 
time. Simultaneously, the average length of visit/sequence decreased approximately in the same portion, from 379 to 
9 and in the case of identification of sessions based on time even to 5. Equally, the number of the frequented 
sequences decreased markedly, nearly 13 times over against the raw data.  
Having completed the paths (Table 1) the number of records increased only by almost 7 % and the average length 
of sequences increased from 5 to 6. On the other hand (Table 1), upon making provision for the time when 
identifying sessions we can follow about 68 % grow of visits (costumer's sequences). 
Providing we would identify sessions based on user ID, the separate course visits would join together into one 
session during the whole study time. In our case, it stands for the session from the period of minimally 13 weeks. It 
has the influence on identification of disproportionate number of frequented sequences and also the inexplicable 
rules and increases the values of basic measures of the quality of extracted rules.  
We assume that the identification of sessions based on time will have significant impact on decreasing of the 
portion of trivial and inexplicable rules. Vice versa, completing paths will has significant impact on increasing of the 
portion of useful rules. Simultaneously, we assume that the examined techniques of data preparation will have 
significant impact on decreasing the values of basic measures of the quality of extracted rules. 
5.2. Comparison of the quantity of extracted rules in examined files 
The analysis (Table 2) resulted in sequence rules, which we obtained from frequented sequences fulfilling their 
minimum support (in our case min s = 0.01). Frequented sequences were obtained from identified sequences, i.e. 
visits of individual students during one term.  
Table 2. Incidence of discovered sequence rules in particular files. 
Body ==> Head File 1 File 2 File 3 
(close attempt to final test) ==> (view final test results) 0 1 1 
… … 
(view final test results), (attempt to final test) ==> (close attempt to final test) 1 0 0 
… 
 
… 
   
(view final test results) ==> (attempt to final test) 1 1 1 
Count of derived sequence rules 54 37 38 
Percent of derived sequence rules (Percent 1's) 94.7 64.9 66.7 
Percent 0's 5.3 35.1 33.3 
Cochran Q Test Q = 23.73913, df = 2, p < 0.000007
 
There is a high coincidence between the results (Table 2) of sequence rule analysis in terms of the portion of the 
found rules in case of files with identification of sessions based on time and with completing paths (File 2, File 3). 
The most rules were extracted from file with identification of sessions based on IP address; concretely 54 were 
extracted from the file (File 1), which represents over 94 % of the total number of found rules. Based on the results 
of Q test (Table 2), the zero hypothesis, which reasons that the incidence of rules does not depend on individual 
levels of data preparation for web log mining, is rejected at the 1 % significance level.  
Kendall´s coefficient of concordance represents the degree of concordance in the number of the found rules 
among examined files. The value of coefficient (Table 3) is 0.21, while 1 means a perfect concordance and 0 
represents discordance. Low value of coefficient confirms Q test results.  
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From the multiple comparison (Tukey HSD test) a single homogenous group (Table 3) consisting of files File 2 
and File 3 was identified in term of the average incidence of the found rules. Statistically significant differences on 
the level of significance 0.05 in the average incidence of found rules were proved among File 1 and the remaining 
ones. 
Table 3. Homogeneous groups for incidence of derived rules in examined files. 
File Mean 1 2 
File 2 0.6491 **** 
File 3 0.6667 **** 
File 1 0.9474   **** 
Kendall Coeff. of Concordance 0.20824
 
Identification of sessions based on time has an important impact on the quantity of extracted rules (File 1, File 2).  
On the contrary, making provisions for the completing paths has no significant impact on the quantity of 
extracted rules (File 2, File 3). Now, we will look at the results of sequence analysis more closely, while taking into 
consideration the portion of each kind of the discovered rules. We require from association rules that they be not 
only clear but also useful. Association analysis produces the three common types of rules [24]:  
x the useful (utilizable, beneficial),  
x the trivial,  
x the inexplicable. 
In our case upon sequence rules we will differentiate same types of rules.  
The only requirement (validity assumption) of the use of chi-square test is high enough expected frequencies 
[25]. The condition is violated if the expected frequencies are lower than 5. The validity assumption of chi-square 
test in our tests is violated. This is the reason why we shall not prop ourselves only upon the results of Pearson chi-
square test, but also upon the value of calculated contingency coefficient and graphic visualization of dependency. 
Table 4. Crosstabulations - Incidence of rules x Types of rules: (a) File 1; (b) File 2; (c) File 3. 
Incidence\ 
Types 
File 1 File 2 File 3 
useful trivial inexp. useful trivial inexp. useful trivial inexp. 
0 
1 2 0 1 15 4 0 15 4 
7.69% 5.00% 0.00% 7.69% 37.50% 100.00% 0.00% 37.50% 100.00% 
1 
12 38 4 12 25 0 13 25 0 
92.31% 95.00% 100.00% 92.31% 62.50% 0.00% 100.00% 62.50% 0.00% 
 
13 40 4 13 40 4 13 40 4 
100% 100% 100% 100% 100% 100% 100% 100% 100% 
Pearson Chi-square 0.382; df = 2, p = 0.826 11.786; df = 2, p = 0.003 14.813; df = 2, p = 0.001 
Contingency Coef. C 0.08155 0.41393 0.45417 
Cramér's V 0.08182 0.45472 0.50977 
Contingency coefficients (Coef. C, Cramér's V) represent the degree of dependency between two nominal 
variables. The coefficient value (Table 4a) is approximately 0.08, while 1 represents perfect dependency and 0 
means independency. There is a trivial dependency among the portion of the useful, trivial and inexplicable rules 
and their occurrence in the set of the discovered rules extracted from the data matrix File 1, and the contingency 
coefficient is not statistically significant.  
The value of coefficient (Table 4c) is approximately 0.51. There is a high dependency among the portion of the 
useful, trivial and inexplicable rules and their occurrence in the set of the discovered rules extracted from the data 
matrix File 3, the contingency coefficient is statistically significant. The zero hypothesis (Table 4c) is rejected at the 
1 % significance level, i.e. the portion of the useful, trivial and inexplicable rules depends on the identification of 
sessions based on time and on the completing paths. 
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Fig. 2 (a) Interaction Plot – File 1 x Types of rules; (b) Interaction Plot – File 2 x Types of rules. 
 
Fig. 3. Interaction Plot – File 3 x Types of rules. 
The graph (Fig. 3) visualizes interaction frequencies – File 3 x Types of rules. Curves in this case are not copied 
too, they have different course – which only proves the results of the analysis. Unlike File 1, the inexplicable rules 
do not occur among the discovered rules. In this file, we follow the same decrease of trivial rules as in case File 2. 
Besides, there was found the most useful rules in this file.  
The portion of trivial and inexplicable rules is dependent from the identification of sessions based on time and 
independent from reconstruction of activities of a student. Completion of paths has impact on increasing portion of 
useful rules, but this increase of useful rules is not significant. 
5.3. Comparison of the quality of extracted rules in examined files 
Quality of sequence rules is assessed by means of two indicators [24]: support and confidence. Results of the 
sequence rule analysis showed differences not only in the quantity of the found rules, but also in the quality. 
Kendall´s coefficient of concordance represents the degree of concordance in the support of the found rules among 
examined files. The value of coefficient (Table 5a) is approximately 0.18, while 1 means a perfect concordance and 
0 represents discordancy. 
From the multiple comparison (Tukey HSD test) a single homogenous group (Table 5a) consisting of files File 2 
and File 3 was identified in term of the average support of the found rules. Statistically significant differences on the 
level of significance 0.05 in the average support of found rules were proved among File 1 and the remaining ones. 
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Table 5. Homogeneous groups for (a) support of derived rules; (b) confidence of derived rules. 
Support Mean 1 2  Confidence Mean 1 2 
File 2 2.8486 ****    File 2 19.8302 ****  
File 3 2.8762 ****    File 3 20.1760 ****  
File 1 3.4087   ****  File 1 21.6831  **** 
Kendall Coeff. of Concordance 0.18245  Kendall Coeff. of Concordance  0.19527
 
There were demonstrated differences in the quality in terms of confidence characteristics values of the discovered 
rules among individual files. The coefficient of concordance values (Table 5b) is almost 0.20, while 1 means a 
perfect concordance and 0 represents discordancy.  
From the multiple comparison (Tukey HSD test) a single homogenous group (Table 5b) consisting of files File 2 
and File 3 was identified in term of the average confidence of the found rules. Statistically significant differences on 
the level of significance 0.05 in the average confidence of found rules were proved among File 1 and the remaining 
ones. Results (Table 5a, Table 5b) show that the largest degree of concordance in the support and confidence is 
among the rules found in the file with identification of sessions based on time (File 2) and with completing paths 
(File 3). On the contrary, discordancy is among file with identification of sessions based on IP address (File 1) and 
the remaining files (File 2, File 3). Identification of sessions based on time has a substantial impact on the quality of 
extracted rules (File 1, File 2). On the contrary, completing the paths has not any significant impact on the quality of 
extracted rules (File 2, File 3). 
6. Discussion and Conclusions 
Courses do not represent only source of information for students but also a substantial data source, from which 
we can obtain knowledge about students in our course for the purpose to optimize, personalize, etc. The experiment 
was realized with the aim to answer the question to what measure it is necessary to realize data preparation. We 
aimed to specify the steps inevitable for gaining valid data from the log file of web-based educational system. We 
tried to assess the impact of identification of sessions and reconstruction of student`s activities on the quantity and 
quality of the extracted rules which represent the students’ behaviour patterns. 
The first assumption concerning the identification of sessions based on time and its impact on quantity of 
extracted rules was fully proved. Specifically, it was proved that the identification of sessions based on time has a 
significant impact on the quantity of extracted rules. Statistically significant differences in the average incidence of 
found rules were proved between File 1 and File 2. The portion of trivial and inexplicable rules is dependent from 
identification of sessions based on time. Identification of sessions based on time had impact on decreasing portion of 
trivial and inexplicable rules.  
In spite of the recommended 30-minute-long time window we adopted 15 minutes timeout with regard to the 
setting in used web-based education system. This value may result in increasing or decreasing of total number of 
identified sessions. We did not found any research about the relation between timeout of user session and its impact 
on quality and quantity of extracted rules.  
The second assumption concerning the identification of sessions based on time and its impact on quality of 
extracted rules in term of their basic measures of quality was also fully proved. Similarly it was proved that 
identification of sessions based on time has a significant impact on the quality of extracted rules. Statistically 
significant differences in the average support and confidence of found rules were proved between File 1 and File 2. 
Identification of sessions based on time was found crucial in the data preparation.  
On the contrary, it was showed that the completion of paths has neither significant impact on quantity nor quality 
of extracted rules (File 2, File 3). Completion of paths has impact on increasing portion of useful rules, but this 
increase of useful rules is not significant. 
The number of records increases by almost 70% according to our previous research with path reconstruction of 
logs gathered by web server [7]. This finding means that the path reconstruction is crucial in the data preparation of 
logs obtained by web servers.  
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In contrast, the path reconstruction from logs gathered by web-based educational systems means only about 7% 
increase of log entries. We suppose that this situation is caused by the rigid structure of the e-learning course and 
carefully work-out hierarchical menu. Additionally, there are breadcrumbs in every e-learning course that a lot of 
users used for navigation. The third and the fourth assumption concerning the reconstruction of activities of a 
student and its impact on quantity and quality of extracted rules were not proven. 
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