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ABSTRACT
Anomaly detection is a fundamental problem in computer
vision area with many real-world applications. Given a wide
range of images belonging to the normal class, emerging from
some distribution, the objective of this task is to construct
the model to detect out-of-distribution images belonging to
abnormal instances. Semi-supervised Generative Adversarial
Networks (GAN)-based methods have been gaining popular-
ity in anomaly detection task recently. However, the training
process of GAN is still unstable and challenging. To solve
these issues, a novel adversarial dual autoencoder network is
proposed, in which the underlying structure of training data
is not only captured in latent feature space, but also can be
further restricted in the space of latent representation in a dis-
criminant manner, leading to a more accurate detector. In ad-
dition, the auxiliary autoencoder regarded as a discriminator
could obtain an more stable training process. Experiments
show that our model achieves the state-of-the-art results on
MNIST and CIFAR10 datasets as well as GTSRB stop signs
dataset.
Index Terms— Semi-supervised learning, Generative
Adversarial Networks, Latent regularizer, Dual autoencoder,
Anomaly detection
1. INTRODUCTION
With the growing popularity of self-drive [1] and the widely
usage of surveillance cameras [2], it has become urgent to dis-
tinguish abnormal instances from normal ones. The anomaly
detection task could be defined as follows: given a wide range
of normal instances, one must determine whether the input
data exhibits any irregularity. However, in the real world, the
data resources are highly imbalanced towards samples of the
normal class, whilst lacking in the samples of the abnormal
class. In addition, it is impossible to take all types of abnor-
mal data into account. Hence, the main challenge of this task
is to exploit the real characteristic of normal samples only
and detect the points that deviate from the normality.
In the past, sparse representation [3] and dictionary learn-
ing approaches [4] [5] make great achievement in abnormal
detection task. Sparse representation is adopted to learn the
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dictionary of normal behaviors. During the testing period, the
patterns which have large reconstruction errors are considered
as anomalous behaviors. Actually, collecting annotations for
training purpose is costly and time-consuming, especially for
videos. Nanri [2] suggests that unsupervised anomaly detec-
tion techniques could uncover anomalies in an unlabeled test
data. Unsupervised abnormal detection methods such as the
One-class Support Vector Machines [6] and Kernel Density
Estimation [7] are widely used and effectively identify the
abnormal samples. Nevertheless, this kind of methods suf-
fer from sub-optimal issue, when they deal with the complex
and high dimension datasets.
In recent researches, a lot of abnormal detection methods
[8] [9] [10] [11] based on the Generative Adversarial Net-
works (GANs) are proposed. The GAN style architecture
is adversarially trained under the semi-supervised learning
framework, in which the real characteristic of target class is
captured in the latent space. In the process of testing, the ab-
normal samples are regarded as the out-of-distributions sam-
ples that naturally exhibit a higher pixel-wise reconstruction
error than normal samples. However, the real objective of the
task is supposed to capture more separable latent features be-
tween normal samples and abnormal samples instead of min-
imizing the pixel-wise reconstruction error. In addition, con-
ventional GAN style architectures always obtain blurry re-
constructions because of the existing of multiple modes in the
actual normal distribution. The blurriness falsifies reconstruc-
tion errors, which is disastrous for anomaly detection task.
Moreover, the imbalance of capability between generator and
discriminator leads to an unstable training process in gener-
ative adversarial network, which limits the capacity of GAN
style architecture.
Motivated by the above limitations, we propose a novel
adversarial dual autoencoder network under the semi-supervised
learning framework. Compared with conventional GANs, a
latent regularizer and an auxiliary autoencoder are adopted
to the framework. The latent regularizer could make the la-
tent features of target class more concentrated, which further
enlarge the gap between the normal samples and abnormal
samples. Besides, in conventional GAN style architecture,
the generator and discriminator compete with each other. It
will produce the imbalance of capability between these two
subnetworks, leading to an unstable training process. To
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deal with this issue, the auxiliary autoencoder regarded as
an another discriminator could obtain a better balance in the
training process. In addition, only the normal samples are
reconstructed well through the dual autoencoder framework.
2. PROPOSED METHOD
In this part, we start by describing the details of the proposed
network architecture, then depict each term in loss function.
2.1. Network Architecture
Proposed adversarial dual autoencoder network, which is
shown in Fig. 1, consists of four components: two autoen-
coder networks, a discriminator and an one-class regularizer.
The main function of the first autoencoder regarded as
generator is to reconstruct the input image to “fool” the dis-
criminator. At the same time, the discriminator tries to distin-
guish between reconstruction image and original input image.
Both of them compete with each other to obtain high-quality
reconstruction images that even the discriminator could not
be determined. The generator learns the real characteristic of
target class by minimizing the pixel-wise error between orig-
inal input image and reconstruction image.
To avoid being fooled by the generator, the discriminator
tries to learn the real characteristic of the target class in the
process of adversarial training and distinguishes original in-
put image from generated image. During this period, the dis-
criminator can help the generator to obtain more stable and
robust parameters, which could also enlarge the gap between
normal and abnormal samples.
The auxiliary autoencoder is structed as a discriminator,
which has the same architecture as the generator but with
different parametrization. The reason why we employ the
auxiliary autoencoder can be concluded as follows: (1) Dis-
criminator is usually a binary classifier as the component that
we have described above, which distinguish original input
images from generated images. Generator and discrimina-
tor are trained by competing with each other. However, it
will produce the imbalance of capability between these two
subnetworks, leading to an unstable training process. Some
[12] [13] suggest that the auxiliary autoencoder could make
a balance between the capability of generator and discrimi-
nator. (2) Only the normal images can be reconstructed well
through adversarial dual autoencoder framework. To some
extend, compared with conventional adversarial autoencoder
network, proposed adversarial dual autoencoder framework
would make the normalities and the anomalies more separa-
ble.
To further identify the latent space, the latent regularizer
contracts the sphere by minimizing the mean distance of all
latent features to the center. This center is calculated by the
mean of the latent features that result from performing an ini-
tial forward pass on all training data. In order to map the
latent feature to center c as close as possible, the generator
must capture the common factors of variation. Therefore, we
design a latent regularizer by penalizing all samples based on
the distance to the center in the latent space.
2.2. Overall Loss Function
In the training process, we define a total loss function in Eqn.
1 including five components, the adversarial loss, the image
reconstruction loss, the center distance loss, the latent repre-
sentation loss and the dual autoencoder loss, which can be
formulated as :
L = wiLirec+waLadv +wzLzrec+wcLc+wdLdual, (1)
where wi, wa, wz , wc, and wd are the weighting parameters
balancing the impact of individual item to the overall object
function.
Adversarial loss: Adversarial loss is adopted to train the
first generatorG and discriminatorD. The discriminator tries
to distinguish between generated images G(x) and original
input images x, while the first generator attempts to learn the
real characteristic of the target class and generates the im-
age to fool the discriminator. According to the previous work
[14], this adversarial game could be formulated as:
Ladv =min
G
max
D
(Ex∼px [log(D(x))]
+Ex∼px [log(1−D(G(x)))]) .
(2)
Image reconstruction loss: In order to “fool” the dis-
criminator, the generator need to generate high-quality im-
ages in the process of training. To achieve this objective,
the generator G, including an encoder Ge and a decoder Gd,
obtains the latent feature of target class and generates high-
quality images by minimizing the pixel-wise error between
original input images x and generated images G(x).
Lirec = Ex∼px‖x−G(x)‖1 (3)
Center distance loss: Center distance loss could map the
latent feature to center c as close as possible and make the
samples from different classes more separable, which further
promote the generator to capture the common factors of varia-
tion in the normal samples. Based on this, we propose a novel
loss function to make the latent feature more concentrated by
penalizing the smaples mapped further away from the center.
Afterwards, the model could get a compact description of the
normal samples as follows.
Lc = minW
1
n
n∑
i=1
‖φ (xi;W)− c‖2 (4)
Latent representation loss: Only for target class sam-
ples, the auxiliary encoder can reconstruct the latent represen-
tation z well from generated image x′. Besides, the latent reg-
ularizer might incur the distribution distortion in latent feature
X’
Encoder Decoder
Encoder
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Image reconstruction loss
Latent representation loss
Adversarial loss
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Decoder
Dual autoencoder loss
Latent space
Fig. 1. Our framework consists of two autoencoders, one discriminator and one latent regularizer.
space. The feature representation z′ can be regarded as the
anchor to prevent z from drifting. Hence, we consider to add
a constraint by minimizing the distance between latent fea-
ture of input imagesGe(x) from generator and encoded latent
feature of generated image from auxiliary encoder Ge′(x′) as
follows.
Lzrec = Ex∼pX ‖Ge(x)−Ge′(x′)‖2 (5)
Dual autoencoder loss: To obtain a more stable training
process and make the samples from different class more dis-
criminate, we regard the auxiliary autoencoder as a discrim-
inator D′. Inspired by Vu [15], compared with conventional
adversarial loss, we match distribution between losses, Ldirec
and Lgirec, not between samples. The training objective of
this discriminator is to reconstruct the realistic inputs x faith-
fully while fail to do so for generated input G(x), as shown
below:
Lgirec = ‖x−D′(x)‖1, (6)
Ldirec = ‖G(x)−D′(G(x))‖1, (7)
Ldual = Lgirec − kLdirec, (8)
where k controls how much emphasis is put on the pixel-wise
error of generated input Ldirec during gradient descent.
3. EXPERIMENTS
In this section, we present the experimental setting, includ-
ing datasets, evaluation measures, and more implementation
details firstly. Then, ablation study are conducted to analyze
the proposed method in detail. Finally, We evaluate proposed
method and the state-of-the-art techniques on the same exper-
iment setting.
3.1. Experimental Setting
Datasets: MNIST dataset includes 60,000 handwritten digits
from number 0 to number 9. In order to replicate the results
presented in [16], one of class is regarded as normal class,
while the rest of the classes belong to the anomaly. In total,
we get ten sets of MNIST dataset. In the same way, CIFAR10
dataset also have ten classes. We again consider one class as
normal and the rest as abnormal. We then detect the anoma-
lies by only training the model on the normal class.
The German Traffic Sign Recognition Benchmark (GT-
SRB) dataset [17] includes adversarial boundary attack on
stop signs boards. Adversarial examples are generated from
randomly drawn stop sign images of the test set using Bound-
ary Attack Brendel [18], as it is done in [16].
Evaluation Measures: In the testing process, the image
reconstruction loss between the realistic image and the gen-
erated image G′(G(x)) is regarded as an anomaly detection
score. We compute the Area Under the ROC Curve (AUC) to
show the ability of the models to recognize anomalies.
Implementation Details: We implement our approach in
PyTorch by optimizing the weighted loss L (defined in Eq.
(1)) with the weight values wi = 1, wa = 5, wz = 1,
wc = 0.05 and wd = 1, which are empirically chosen to yield
optimum results. For dual autoencoder loss, the parameter k
is set to 0.4. The experiments are carried out on a standard PC
with a NVIDIA-1080 GPU and a multi-core 2.1 GHz CPU.
Table 1. The effect of different loss compositions is evaluated
in three dataset experiments.
dataset
Mnist Cifar10 GTSRB
Loss composition 5 3 frog bird stopsigns
Lirec+Ladv 0.59 0.63 0.54 0.60 0.49
Lirec+Ladv+Lzrec 0.63 0.68 0.58 0.61 0.50
Lirec+Ladv+Lzrec+Lc 0.65 0.70 0.60 0.63 0.55
Lirec+Ladv+Lzrec+Lc+Ld 0.99 0.99 0.97 0.98 0.96
Abnormal score without dual autoencoder constraint Abnormal score with dual autoencoder constraint
Abnormal
Normal
Abnormal
Normal
Fig. 2. Histogram of the scores for both normal and abnormal
test samples.
3.2. Ablation Study
Since the proposed architecture is built upon the adversarial
training framework, recall the subsection 2.2, it is necessary
for us to give the ablation study to present the different com-
binations of loss functions on three different datasets. As il-
lustrated in Tab. 1, generally speaking, all of proposed loss
functions we designed in our framework can improve the per-
formance. To further understand the importance of dual au-
toencoder constraint, we visualize the distribution of abnor-
mal scores from 200 random samples to make an intuitive ex-
planation, as illustrated in Fig. 2, where the proposed method
with and without constraint are compared on horse experi-
ment setting. To sum up, thanks to the dual autoencoder con-
straint, we can easily observe that not only the distribution of
normal or abnormal samples are more concentrated, but also
the distribution of anomalous samples can be separated from
that of normal samples.
Table 2. Average AUCs in % with StdDevs (over 10 seeds)
per method on GTSRB stop signs with adversarial attacks.
Methods Accuracy
OC-SVM/SVDD 67.5±1.2
KDE 60.5±1.7
IF 73.8±0.9
DCAE 79.1±3.0
ANOGAN −
SOFT-BOUND. DEEP SVDD 77.8±4.9
ONE-CLASS DEEP SVDD 80.3±2.8
RCAE 87.4±2.7
Ours 96.9±1.0
Fig. 3. Digit and class designated as normal class in MNIST
(Top) and CIFAR10 dataset (Bottom)
3.3. Comparison with State-of-the-art Methods
In the stop sign dataset, proposed method exactly detect the
adversarial boundary attack and achieve the best performance
in Tab. 2. Besides, we also present that proposed method
has the clear superiority over cutting-edge abnormal detec-
tors, as it is shown in Fig. 3. For MNIST dataset, we select
one class as the normal each time, while leaving the rest to be
the anomaly, leading to ten sets for abnormal detection. Our
method achieves significantly improvements compared with
other compatitors, in term of AUC value, which could be il-
lustrated by using red curves in Fig. 3. Except for MNIST,
we also present the comparison in CIFAR10 dataset.
4. CONCLUSION
To exploit more separable latent representation features be-
tween the normal samples and the anomalies in a stable train-
ing process, this paper proposed a novel dual adversarial net-
work, in which the underlying structure of training data is not
only captured in latent feature space, but also can be further
restricted in the space of latent representation in a discrimi-
nant manner. In addition, to tackle with an imbalance of ca-
pability between generator and discriminator which results in
unstable training and hinders the ability of GAN, the auxiliary
autoencoder is employed as a discriminator, leading to a bet-
ter balance in the process of training. Extensive experiments
have been conducted on some datasets, showing high perfor-
mance of proposed method and the benefit of using the latent
regularizer and the auxiliary autoencoder.
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