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We study the formation of nanostructures with alternating stripes composed of bulk-immiscible adsorbates during
submonolayer heteroepitaxy. We evaluate the inﬂuence of two mechanisms considered in the literature: (i) strain relax-
ation by alternating arrangement of the adsorbate species and (ii) kinetic segregation due to chemically induced diﬀu-
sion barriers. A model ternary system of two adsorbates with opposite misﬁt relative to the substrate, and symmetric
binding is investigated by oﬀ-lattice as well as lattice kinetic Monte Carlo simulations. We ﬁnd that neither of the mech-
anisms (i) or (ii) alone can account for known experimental observations. Rather, a combination of both is needed. We
present an oﬀ-lattice model which allows for a qualitative reproduction of stripe patterns as well as island ramiﬁcation
in agreement with recent experimental observations for CoAg/Ru(0 0 0 1) [R.Q. Hwang, Phys. Rev. Lett. 76 (1996)
4757]. The quantitative dependencies of stripe width and degree of island ramiﬁcation on the misﬁt and interaction
strength between the two adsorbate types are presented. Attempts to capture essential features in a simpliﬁed lattice
gas model show that a detailed incorporation of non-local eﬀects is required.
 2005 Elsevier B.V. All rights reserved.
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Volkmann).1. Introduction
Heteroepitaxial growth of thin ﬁlms has been a
ﬁeld of growing interest in recent years [1] as it dis-
plays a variety of highly non-trivial phenomena.
Among these are, e.g., the self-organized formation
of three-dimensional islands, so-called Quantumed.
Fig. 1. Illustration of a ternary system of bigger B-particles
(light gray) and smaller A-particles (dark gray) on a substrate
(white) of intermediate lattice spacing. The eﬀective misﬁt of the
adsorbate ﬁlm can be reduced by an alternating arrangement of
the species.
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main patterns [3] or lateral multilayers [4], or the
emergence of misﬁt dislocations [5]. New kinds of
materials with unique properties have been fabri-
cated and numerous technical applications are
based on hetero-systems. This includes, to name
only a few, laser diodes, solar cells, and magnetic
or magneto-optical storage devices.
Besides the technological relevance, heteroepit-
axy is highly interesting from the theoretical point
of view. It provides a workshop to develop and put
forward novel approaches and simulation tech-
niques which go beyond the more frequent model-
ing of homoepitaxial systems [6]. In particular,
the correct treatment of kinetic eﬀects in strained
systems calls for the development of multiscale
techniques. Despite increasing activity in this
direction our present understanding of hetero-
epitaxy on the microscopic level remains rather
limited.
In the context of metal epitaxy, the formation
of surface alloys is of particular interest. In many
cases, adsorbate and substrate intermix and form
a thin ﬁlm of alloy [7]. Another interesting obser-
vation is that the deposition of two bulk-immisci-
ble metals, say ‘‘A’’ and ‘‘B’’, upon a suitable
substrate ‘‘S’’ can result in the formation of a
two-dimensional A–B alloy in the ﬁrst or several
layers of adsorbate. The ordered nanoscale struc-
ture formed by alternating domains of material
A and B is of particular interest. Such domains
are vaguely called stripes or veins, and their forma-
tion with a width on the order of nanometers has
been observed in a variety of AB/S material sys-
tems, including CoAg/Ru(0 0 0 1) [8,9], CoAg/
Mo(1 1 0) and FeAg/Mo(1 1 0) [4], CuAg/
Ru(0 0 0 1) [10], or PdAu/Ru(0 0 0 1) [11]. Besides
the above mentioned stripe substructure, the two
component islands in some cases also display den-
dritic growth [8,9].
In this paper, we investigate microscopic mech-
anisms relevant for the self-organized formation of
nanoscale features in a model ternary AB/S mate-
rial system during submonolayer growth. Our
model system accounts for the key characteristics
of the above examples, namely that the atomic size
of adsorbate material A is smaller than that of the
substrate S whereas that of adsorbate B is larger.One expects that the presence of both positive
and negative misﬁt in the same heteroepitaxial sys-
tem will play an important role in the formation
and the detailed structure of the growing ﬁlm. Fur-
thermore, we have to take into account diﬀerences
in binding energies, and also that the structures are
prepared by growth, i.e., under non-equilibrium
conditions. On the other hand, interdiﬀusion of
substrate and adsorbates can essentially be ne-
glected in these systems.
Mainly two mechanisms were discussed in the
literature in the context of stripe formation
(a) Strain relaxation, see e.g., [4].
As the misﬁt of A/B particles is negative/
positive with respect to the substrate, it is
possible to achieve a low eﬀective adsorbate
misﬁt by an alternating arrangement of the
species. The essentially geometric eﬀect is
illustrated in Fig. 1.
(b) Kinetic segregation, see e.g., [8].
If we assume that the inter-species binding A–
B is weaker than that of A–A and B–B, the
system tends to separate the elements with a
boundary as short as possible. Clearly, in
non-equilibrium island growth this cannot
be achieved. However, the diﬀerent binding
energies can result in a strong kinetic eﬀect
for diﬀusion along existing edges: a B parti-
cle, say, is subject to an extra barrier for dif-
fusion hops from a B to an A domain and vice
versa, cf. Fig. 2. Hence, A and B adatoms will
preferentially contribute to the growth of
domains containing the same species.
Both eﬀects might be suﬃcient to explain cer-
tain aspects of the observed non-equilibrium struc-
tures. The main aim of this work is to clarify their
role and potential competition in the process of
Fig. 2. Illustration of a chemically induced step edge barrier.
Lower part: top view on the step edge of an island composed of
A-particles (dark gray) and B-particles (light gray). Upper part:
schematic diagram of the potential energy experienced by a B-
particle diﬀusing along the step edge.
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atomistic simulations, we will demonstrate that
both mechanisms are indeed relevant, and that it
is their interplay which determines the precise ﬁlm
structures.
The paper is organized as follows. In Section 2,
we provide a continuous description of a model
ternary system, using an oﬀ-lattice simulation
model (Section 2.1) which incorporates both mis-
ﬁt-induced strain and binding energy eﬀects. The
behavior of the model is studied under both equi-
librium (Section 2.2) and non-equilibrium growth
conditions (Section 2.3). The inﬂuence of misﬁt
and binding energies on the resulting morpholo-
gies is discussed. In Section 3, the oﬀ-lattice simu-
lations are followed by a description within the
framework of the lattice gas method. In order to
determine the role of kinetic eﬀects separately from
strain eﬀects, a lattice model which incorporates
the basic diﬀerence in the binding energies of
adsorbate species but lacks an explicit representa-
tion of strain is introduced (Section 3.1). In Sec-
tion 3.2 a simpliﬁed version of the model which
treats both adsorbate species in a symmetric way
is investigated and the inﬂuence of the binding
energies is discussed. In order to compare oﬀ-lat-
tice and lattice descriptions, a modiﬁed version
of the lattice gas model with parameters ﬁtted to
characteristic oﬀ-lattice diﬀusion barriers is inves-
tigated in Section 3.3. Section 4 summarizes and
discusses the obtained results and Section 5 gives
a conclusion.2. Continuous description
2.1. Oﬀ-lattice simulation model
In order to simulate heteroepitaxial growth of
an adsorbate on a chemically diﬀerent substrate
it is necessary to overcome the limitations of a
pre-deﬁned lattice as is discussed, e.g., in [12,13].
For this reason we use a recently introduced oﬀ-
lattice model [14] which was shown to successfully
describe a variety of phenomena observed in het-
eroepitaxial growth, including dislocation forma-
tion, wetting layer and island formation in the
Stranski-Krastanov growth mode [14–16]. For a
detailed overview, see [13]. In this model two par-
ticles which are separated by a continuous distance
r interact via a simple pair-potential U(r), an
example being the Lennard–Jones (LJ) potential






where E determines the depth of the potential and
the equilibrium distance between two isolated par-




r. By appropriate choice
of the parameters E and r, diﬀerent material prop-
erties may be speciﬁed in the model qualitatively.
For example, interactions between two substrate
or adsorbate particles are governed by the sets
{ES,rS} and {EA,rA}, respectively. To keep the





, rAS = (rA + rS)/2 is used for the
interaction between adsorbate and substrate parti-
cles. Since the lattice spacing in a Lennard–Jones
crystal is proportional to r [17] the relative lattice
misﬁt e in the model may directly be controlled by
the values of rS and rA
e ¼ rA  rS
rS
. ð2Þ
In our previous work we have addressed rather
fundamental aspects of heteroepitaxial growth
[14–16] instead of focusing on speciﬁc material
properties. In order to save computer time, the
simulations therefore were done in 1 + 1 dimen-
sions. However, phenomena like the formation of
alternating vein structures cannot be mapped to
1 + 1 dimensions. For this reason, we will extend
the simulation method to 2 + 1 dimensions, here.
Table 1
The substrate–substrate interaction ES used in the Lennard–
Jones potential (LJ) and the Morse potential with parameter a
(Ma)
LJ M5.0 M5.5 M6.0
ES [eV] 3.0 3.0 2.814 2.70
160 T. Volkmann et al. / Surface Science 586 (2005) 157–173In order to keep the computational eﬀort accept-
able we choose a simple cubic (sc) lattice symmetry
for our simulations. The advantage is that due to
the lower co-ordination number less particles have
to be taken into account for energy calculations
than in a close-packed lattice. Note that the major-
ity of the experimental results discussed in Section
1 are for metals grown on substrates with fcc/hcp
symmetry. However, this diﬀerence should primar-
ily aﬀect the geometry of surface features. We be-
lieve that our qualitative conclusions will not
depend on this simpliﬁcation.
In order to stabilize the sc lattice, we adapt the
method proposed in [18] and choose


















as interaction potential between two particles sep-
arated by a distance r. Two kinds of pair-poten-
tials U(r) are used: the LJ potential given by Eq.
(1) and the Morse potential
UMðrÞ ¼ EeaðrrÞðeaðrrÞ  2Þ. ð4Þ
Similar to the LJ potential, the depth of the Morse
potential is given by E, and the equilibrium dis-
tance between two isolated particles becomes
r0 = r. The additional parameter a in Eq. (4) deter-
mines the steepness of the Morse potential around
its minimum. In our simulations we use a = 5.0,
5.5 and 6.0, corresponding to an increase of the
steepness. In order to save computer time, U(r) is
cut oﬀ for particle distances greater than rcut = 2r0
during energy calculations, whereas for the calcu-
lation of diﬀusion barriers the cut-oﬀ distance is
set to 3r0. These simpliﬁcations are perfectly justi-
ﬁed since both the LJ and the Morse potential de-
cline fast towards zero with increasing particle
distance.
In the following we consider two diﬀerent
adsorbate types, called A and B, with negative
and positive misﬁt, respectively, relative to a sub-
strate S. The interaction strength between two sub-
strate particles is given by ES and rS = 1 whereas
EA, rA and EB, rB are chosen for A–A and B–B
interactions, respectively. For the interaction be-





(rX + rS)/2 whereas EAB and rAB = (rA + rB)/2
hold for the interaction between A and B adsor-
bate particles. The misﬁt is assumed to be symmet-
ric in the system
rA ¼ 1 e and rB ¼ 1þ e ð5Þ
with e > 0. Although experimental systems fulﬁll
this symmetry only approximately we do not ex-
pect this to be crucial and restrict ourselves to a
single parameter e. The potential depths are cho-
sen in such a way that they meet two demands:
on the one hand the ratio between ES and EA,
EB is kept ﬁxed for all potentials,
EA ¼ EB ¼ 1
6
ES; ð6Þ
and is chosen such that substrate particles are
bound much more strongly and thus intermixing
of adsorbate and substrate particles is suppressed.
On the other hand, in the case of homoepitaxy
(e = 0) the diﬀusion barrier on plain substrate
Ea,sub should have roughly the same value for all
used potentials to facilitate the comparison of the
results. We choose ES here in such a way that for
homoepitaxy Ea,sub  0.37 eV—a typical value
for self-diﬀusion barriers of metals (see e.g., [19–
22]). The resulting ES for the diﬀerent potentials
are listed in Table 1.
2.2. Equilibrium simulations
In order to determine the inﬂuence of misﬁt and
binding energy between A and B particles on the
resulting surface patterns, we carry out canonical
equilibrium simulations with a fully covered sub-
strate and ﬁxed concentrations gA, gB of A and
B particles (gA + gB = 1). The substrate is prepared
as a six-layer-thick crystal with 100 · 100 particles
in each layer and ﬁxed particle positions in the bot-
tom layer. Periodic boundary conditions are ap-
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misﬁts e considered in our simulations we do not
observe the formation of dislocations even at full
coverage. The continuous x- and y-positions of
any given adsorbate particle are thus close to the
coordinates of a distinct lattice site in a 100 · 100
square lattice with discrete sites. At the beginning
of each simulation run the substrate is randomly
covered with adsorbate particles with a given ratio
gA/gB. Then the system is driven towards thermal
equilibrium at temperature T by means of a rejec-
tion-free algorithm [23] where A and B particles
are exchanged [13,24]. Since, here, we are not
interested how the system approaches equilibrium
we choose a non-local dynamics where the range
of particle jumps is unlimited. This yields consider-
ably faster equilibration compared to local Kawa-
saki-type dynamics [23]. In each event an A
particle at site i of the square lattice exchanges
its binding site with a B particle at site j according
to the rate




where DHx = Hx(A)  Hx(B) gives the energy dif-
ference of the system with site x occupied with
an A or B particle. Hx(A) andHx(B) are calculatedFig. 3. Snapshots for equilibrium simulations with the Lennard–Jon
(from left to right) and e = 4.5% (top), e = 5.5% (bottom). The particl
show 40 · 40 sections, the remaining panels 80 · 80 sections of the 10in a local way: an A particle is set to site x and all
particles within rcut = 2r0 around this site are al-
lowed to relax locally. The local energy is regis-
tered as Hx(A). In a similar way we obtain
Hx(B). Thus, the rates given by Eq. (7) fulﬁll the
detailed balance condition. To avoid complica-
tions in the calculation of the conﬁgurational ener-
gies Hx(A) and Hx(B) we permit only exchanges
between sites i and j which are more than rcut away
from each other.
In order to avoid accumulation of artiﬁcial
strain due to the local relaxation for the calcula-
tion of DHx, the system is globally relaxed after
a ﬁxed number of simulation steps (here 5000)
and all rates are re-evaluated. The systems total
energy is registered after each global relaxation.
All simulation runs are halted after 20 global
relaxation events, i.e., after 105 elementary simula-
tion steps.
Fig. 3 shows simulation results for the cubic LJ
potential (Eqs. (1) and (3)) for two diﬀerent values
of the misﬁt e and various strengths of the A–B
interaction EAB. The particle concentrations are
gA = gB = 0.5. For each parameter set a regular
arrangement of alternating A and B stripes may
be identiﬁed, which are oriented along the h11i
directions, preferentially. As known from otheres potential at T = 250 K for EAB = 0.6EA,0.8EA,0.9EA,1.0EA
e concentrations are gA = gB = 0.5. The panels for EAB = 1.0EA
0 · 100 system. The bigger B particles appear in light gray.
162 T. Volkmann et al. / Surface Science 586 (2005) 157–173atomistic models with size mismatch [7,27] these
regular patterns arise from the competition be-
tween binding energy of the particles and strain
energy. As one can see in Fig. 3, with increasing
EAB and increasing e the stripes become thinner
and more regular in size and shape. For the case
EAB = EA = EB the system approaches a checkered
state, i.e., a stripe width of one. The alignment of
the stripes along the h11i directions is due to the
cubic symmetry of the potential: both particle
types try to reach their preferred stripe width in
each lattice direction (x and y). Note, that the used
cubic form of the potential (Eq. (3)) has only a
weak interaction in the h11i direction [13].
Fig. 4(a) shows the width l of A and B stripes
for EAB = 0.6EA in dependence of the misﬁt. Since
the concentrations of A and B particles are equal
the stripes have about the same width for both
adsorbate types. For very small misﬁts the align-
ment of the stripes along h11i vanishes in favor
of a h10i orientation which decreases the interfa-
cial energy between A and B regions. This process
is reﬂected in the large deviations of the stripe
width at e = 0.01 in Fig. 4(a).
The situation changes completely for gA5 gB.













Fig. 4. Equilibrium simulations with the Lennard–Jones potential at T
EAB = 0.6EA and particle concentrations gA = gB = 0.5. Due to the ons
width becomes inaccurate for misﬁts e 6 0.01. (b) Dependence of the
consequently) for e = 5% and EAB = 0.9EA. Each value is obtained bythe stripe width increases with increasing concen-
tration of the particle type. It is noticeable that
the bigger B particles form thinner stripes at high
B concentration than the smaller A particles at
high A concentration. This is due to the asymmet-
ric pair-potential, which is steeper in compression
than in tension and thus (compressed) B stripes
are slightly more restricted in their width than A
stripes.
With otherwise unchanged parameters we per-
formed additional simulations for the Morse
potential with a = 6.0, which is steeper in both—
compression and tension—than the LJ potential
used before. However, LJ and Morse potential
yield quite similar results: again the competition
between strain and binding energy causes alternat-
ing stripes of decreasing width with increasing e.
Due to the cubic symmetry the stripes are again so-
lely aligned in the h11i direction, only for very
small misﬁts stripes can also be found along h10i.
As Fig. 5 points out, the main diﬀerence one ob-
serves is that for the same misﬁt and EAB 6 0.6EA
the stripes for the Morse potential are systemati-
cally thicker, whereas at higher values of EAB the
mean stripe width is nearly identical for both















= 250 K. (a) Dependence of the stripe width l on the misﬁt e for
et of stripe formation along h10i the determination of the stripe
stripe width l on the A particle concentration gA (gB = 1  gA,
averaging over three independent simulation runs.


















Fig. 5. Equilibrium simulations at T = 250 K. Shown is the
width l of B stripes as a function of EAB for the Lennard–Jones
and the Morse (a = 6.0) potential for diﬀerent values of e. Each
data point is obtained by averaging over three independent
simulation runs.
T. Volkmann et al. / Surface Science 586 (2005) 157–173 163values EAB 6 0.6EA the deviations are small com-
pared to the inﬂuence of the particle concentration
on the stripe width.
The equilibrium simulations with the oﬀ-lattice
model show that the combination of the binding
energy EAB > 0 between A and B particles together
with the misﬁt e > 0 yields regular patterns of alter-
nating stripes. This morphology is produced for a
wide range of parameters and independently of the
details of the interactions. The width of the stripes
is controlled by the value of e together with the
binding energy.
2.3. Island morphology under non-equilibrium
conditions
In the following we will address the question
whether the evolution of a system, which is gov-
erned by a competition between strain and binding
energy, under non-equilibrium growth conditions
yields similar morphologies as the ones observed
in thermal equilibrium. Therefore, we perform ki-
netic Monte Carlo (KMC) simulations with an
increasing number of particles. Two microscopic
processes are taken into account: (i) random depo-
sition of adsorbate particles and (ii) diﬀusion ofadatoms on the surface. Since desorption of adsor-
bate particles is negligible in the considered tem-
perature regime, it is not included in our
simulations. Growth takes place on a 100 · 100
substrate of six layers height with ﬁxed bottom
layer and periodic boundary conditions in x- and
y-direction. For all simulation runs the deposition
rate for both types of particles is set to
5 · 103 ML s1. Thus, the resulting overall depo-
sition rate is Rd = 10
2 ML s1. The simulations
are halted when half the substrate is covered with
adsorbate particles. Since we are only interested in
the submonolayer regime we disregard second
layer nucleation, i.e., particles which are deposited
onto other particles will be ignored. Jumps of par-
ticles onto others are suppressed for the same rea-
son. The diﬀusion of adatoms is described by
thermally activated hopping processes between
neighboring binding sites with Arrhenius rates [23]




We use m = 1012 s1 as common attempt frequency
for all diﬀusion events. The activation energy Ea
for a diﬀusion jump of a particle between two
binding sites is given by Ea = Et  Eb where Et
and Eb are the potential energies of the particle
at the transition state and the initial binding site,
respectively. Since in the considered misﬁt regime
dislocations do not appear, Eb can be determined
rather easily by placing the particle on the perfect
square lattice site and subsequent relaxation with
respect to the precise, continuous particle positions
[13]. The calculation of Et implies searching for a
ﬁrst order saddle point in the potential energy sur-
face (PES) generated by the superposition of all
pair-interactions according to Eq. (3) [13]. This is
achieved by an iterative algorithm, the so-called
activation-relaxation technique (ART) [28,29].
As interaction strength between A and B parti-
cles we choose
EAB ¼ 0.6EA; ð9Þ
which—under equilibrium conditions—leads to
the formation of rather thick stripes and for which
the inﬂuence of the misﬁt should be clearly obser-
vable. On the basis of the equilibrium simulation
results, we expect also a noticeable dependence
164 T. Volkmann et al. / Surface Science 586 (2005) 157–173on the choice of the potential for this interaction
strength. Note that EA = EB are given according
to Eq. (6) and ES is speciﬁed in Table 1 for the dif-
ferent potentials.
This choice of the potential depth yields a higher
barrier for edge diﬀusion than for diﬀusion on
plain substrate in our simulations. However, the
barrier for edge diﬀusion is still smaller than that
for detachment from the edge. So particles at-
tached to an island edge are more likely to diﬀuse
there than to detach. This is of particular impor-
tance since we focus here on phenomena, where
edge diﬀusion is supposed to have a strong impact
(cf. Section 1 and [8,9]). Note also that for the
cubic lattice (Eq. (3)) diagonal diﬀusion jumps
can be neglected since they imply traversing a max-
imum in the PES [13]. The kinetic Monte Carlo
simulations are carried out following the standard
scheme where in each Monte Carlo step an event
k (deposition or diﬀusion) is chosen according to
its rate Rk and performed [23]. The crystal is then
locally relaxed around the location of the event
and the rates for all events aﬀected by this relaxa-
tion are re-evaluated. The system time is incre-
mented by an interval s which is chosen from an
exponential distribution [23]. Similar to the equi-
librium simulations, a relaxation of the entire sys-
tem is performed after 4 · 105 steps in order to
avoid strain accumulation.
We present now results on the inﬂuence of the
misﬁt and the used potential at a temperature
T = 500 K. Comparative simulation runs showed
that under the same growth conditions both parti-
cle types form compact, rectangular islands if they
are deposited alone onto the substrate. We also ob-
served for the B particles with positive misﬁt that
an island which becomes larger than a critical is-
land size splits up into smaller islands. This can
be understood as relaxation of the accumulated
compressive strain in the island. Note that a similar
eﬀect is observed experimentally for Cu/Ni(1 1 0)
where copper islands undergo a shape transition
when they exceed a critical island size [30].
In the case of co-deposition, we observe a com-
pletely diﬀerent situation: Fig. 6 shows snapshots
of simulation runs for the Morse potential (Eq.
(4)) for various values of a and e. These structures
are exemplary for all simulation results: the B par-ticles (shown in light gray) assemble into a few big
clusters. With increasing misﬁt the branches of
these clusters become thinner and of more uniform
width. The A particles surround these branches
without showing a similar shape. It is also seen
from Fig. 6 that with increasing misﬁt the ramiﬁca-
tion of the structure as a whole increases. This is
clearly related to the restricted width of the B
stripes: a B particle rather attaches to the thin
end of a stripe. This implies that thinner stripes
of material B (light gray) grow outwards faster,
leading to increasing ramiﬁcation of the structure.
At a given misﬁt the B branches are the thinner
the smaller the value of a in the Morse potential is.
Consequently, at a given misﬁt the island-ramiﬁca-
tion is more pronounced for a = 5.0 than for
a = 6.0. This is in agreement with the equilibrium
simulations where a steeper potential yields thicker
stripes.
In order to quantify the observations we calcu-
late for each connected cluster of B particles the
ratio K between its perimeter length and its vol-
ume. This is done by counting the number of
perimeter particles together with the total number
of particles in the same cluster. We take only the
backbone of the structures into account and
neglect smaller clusters (<700 particles).
The ratio K is a measure for the average thick-
ness of the cluster, see Fig. 7(a). For example, for a
rather thin cluster most of its particles sit at the
edge and therefore K should be close to 1, whereas
K should decrease if the cluster becomes more
compact. In addition, we measure the species-inde-
pendent quantity C, which is given by the number
of particles in the system with less then 4 nearest
neighbors, divided by the square root of the total
number of adatoms. C provides a measure for
the length of the structures perimeter and there-
fore the ramiﬁcation, see Fig. 7(b). A single perfect
quadratic island on the substrate corresponds to
C  4, whereas larger values of C indicate rough-
ening of the island shape. The correlation between
K and C is clearly observable for all used poten-
tials: K increases with increasing misﬁt indicating
thinner B clusters. Simultaneously the ramiﬁcation
increases. The formation of B branches of well-
deﬁned thickness is a common phenomenon for
the used pair-potentials.





























Fig. 7. (a) Ratio K between perimeter particles and total number of particles in the big B clusters for the used potentials. (b) The
number of perimeter particles divided by the square root of deposited particles C versus e. Each value is obtained by averaging over ten
independent simulation runs. The errorbars are given by the standard deviation.
Fig. 6. Exemplary surface conﬁgurations obtained by KMC simulations with the Morse potential (Eq. (4)) for various values of the
parameter a and misﬁt e. The bigger B particles are shown in light gray.
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tion of the islands is due to temperature eﬀects,only: i.e., the used temperature may be high en-
ough for the formation of cubic clusters of a single
166 T. Volkmann et al. / Surface Science 586 (2005) 157–173species, but enlarged edge diﬀusion barriers in the
case of mixed deposition might cause dendritic
growth at the same temperature.
In order to investigate the temperature depen-
dence of the island morphologies we performed
simulations for temperatures between 400 K and
550 K using the LJ potential with e = 5.0% and
the Morse potential with a = 6.0 and e = 6.5%.
For the given parameters, strongly ramiﬁed islands
grow at T = 500 K. At low temperatures we ob-
serve multiple islands due to the reduced diﬀusion
length. They exhibit frayed edges and rather thin
and disordered B stripes. With increasing temper-
ature the B stripes become wider and more regular
in shape, the island edges become smoother. The
observations are reﬂected in the temperature
dependence of K and C as shown in Fig. 8(a)
and (b). We stress that the ramiﬁcation C does
not decrease monotonously with increasing tem-
perature (as one might expect). For both potentials
it exhibits a minimum at T  475 K and then
slowly increases with T for higher temperatures.
This observation clearly rules out that the ob-
served ramiﬁcation is merely an artefact of the
low growth temperature.
The enhanced mobility of the particles causes a
more distinct separation of the two particle types,
resulting in more regular B stripes. As Fig. 8(a)















Fig. 8. Temperature dependence of (a) K and (b) C for the Lennard–Jo
potential with e = 6.5% (open circles).stant value for the high temperature region. Fur-
thermore, we observed that for high enough
temperatures nearly all B clusters are aligned in
the h11i directions in order to achieve the energet-
ically most favorable arrangement of particles like
in the equilibrium simulations (see [13]).
The question now is in which way the observed
branches are related to the stripe structures found
in the equilibrium simulations. Fig. 9(a) shows the
potential energy for a B particle diﬀusing near an
A–B interface for e = 4% and EAB = 0.6EA. The
weaker A–B interaction causes an extra step edge
diﬀusion barrier for the jump from the B to the
A region. This can be more clearly seen in Fig.
9(b) where the diﬀusion barrier for a jump to the
left is plotted versus the particle position. The dif-
fusion barriers are given by the energy diﬀerence
between the corresponding transition state energy
and the binding energy. A similar plot is obtained
for the rightward diﬀusion jumps of an A particle.
As already mentioned in Section 1 the enhanced
diﬀusion barrier at the A–B interface is believed
to favor the formation of alternating stripes.
In the following section, we discuss, by means
of a lattice gas model, how such a diﬀusion barrier
inﬂuences the multi-component growth. Of special
interest is the question, whether the stripe forma-
tion and the island morphology, as observed in








































Fig. 9. (a) Sketch of the potential energy for a B particle (light gray) diﬀusing along the dashed line parallel to the step edge of the small
A–B cluster. The values correspond to the Lennard–Jones potential with e = 4%. (b) Diﬀusion barriers for leftward jumps of the B
particle from (a). The panel shows values obtained from the oﬀ-lattice model (open circles) and as used in the lattice gas approximation
(dashed line) discussed in Section 3.1.
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not be taken into account explicitly in a pre-
deﬁned lattice of possible adatom sites with ﬁxed
distances.3. Lattice description
3.1. Lattice gas simulation model
In our lattice gas model, two adsorbate species
A and B grow on a square substrate S with
150 · 150 adsorption sites. Unlike the oﬀ-lattice
model where a particle interacts with all particles
within the range of the potential, A and B particles
interact now only with their lateral nearest neigh-
bors through attractive two-particle interactions
with the energy parameters EAA, EBB and EAB.
Here, EAA, EBB denote the binding of two A-par-
ticles or two B-particles, respectively, and EAB
represents the interaction of an A-particle with a
B-particle. The total energy of the system can then
be written as
H ¼ EAAnAA  EBBnBB  EABnAB þ lAnA
þ lBnB; ð10Þ
where nA, nB denote the number of A and B parti-
cles, and nAA, nBB, nAB count the number of A–A,B–B and A–B bonds, respectively. The binding of
adsorbate particles to the substrate is represented
by the eﬀective chemical potentials lA and lB. Dif-
fusion of adatoms on the surface is described by
thermally activated nearest-neighbor hopping pro-
cesses with Arrhenius rates Ri = mexp(Ea,i/kBT),
where we use again m = 1012 s1 as common attempt
frequency. The temperature T is set to 500 K.
A diﬀusion event i which leads from the starting
(s) to the ﬁnal (f) conﬁguration is modeled using
Kawasaki type energy barriers [23] with the activa-
tion energy
Ea;i ¼ maxfBs;i;Bf ;i þ DHig. ð11Þ
Here, DHi denotes the total energy change caused
by the diﬀusion event i which in turn is given by
Eq. (10). In general, the diﬀusion barriers Bs,i
and Bf,i may depend on the type of the diﬀusing
particle as well as the starting and ﬁnal conﬁgura-
tion of the system.
In order to obtain a general insight into the
behavior of the model, we consider ﬁrst a simpli-
ﬁed version of our model where A and B particles
are treated in a symmetric way, and where the in-
ter-species binding energy is the key characteris-
tics. In Section 3.3, we will use a modiﬁed
parameter set in order to achieve a comparison be-
tween lattice and oﬀ-lattice simulations.
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In this section, we assume that all barriers Bs,i,
Bf,i in Eq. (11) are equal, i.e., Bs,i = Bf,i = B0 for
all i. Also, the strength of A–A and B–B bonds will
be the same: EAA = EBB = E0. The model is gov-
erned by the interaction EAB between A and B par-
ticles which is assumed to be weaker than between
two particles of the same type: EAB < E0, following
the hypothesis in [8]. This has two main implica-
tions for a particle diﬀusing along the step edge
of an A–B cluster as the one depicted in Fig. 9.
First, the particle is facing an enhanced diﬀusion
barrier when crossing a domain wall. For example,
a B particle faces a diﬀusion barrier B0 + E0 
EAB > B0 when it attempts to cross the A–B inter-
face coming from the B side where it is bound
more strongly (note, that for the reverse jump,
the barrier is B0), cf. Fig. 9(b). The same happens
to an A particle which tries to cross the interface
coming from the A side. Thus, A and B particles
diﬀusing along step edges are likely to be reﬂected
at A–B interfaces. Second, the activation energy
for detachment of a particle of A or B type from
a step edge made up of the opposite type is lower
than that for detachment from a step edge of the
same type. The two eﬀects combined reﬂect basi-
cally the inﬂuence of a weaker A–B interaction in
the oﬀ-lattice simulations, disregarding though all
inﬂuences of strain or long range interactions.
To investigate the inﬂuence of the binding en-
ergy EAB, we ﬁx B0 = 0.37 eV and E0 = 0.51 eV.
This reproduces roughly the homoepitaxy (e = 0)
barriers for diﬀusion on planar substrate andFig. 10. Lattice gas simulations with symmetric treatment of A and B
growth with T = 500 K and E0 = 0.51 eV for EAB = 0.71E0,0.51E0,0.4
of equilibrium simulation with T = 500 K, E0 = 0.51 eV and EAB = 0
H = 0.5 ML.detachment from an island edge as measured in
the oﬀ-lattice simulations. EAB is varied between
0.31E0 and 0.71E0. Following the oﬀ-lattice simu-
lation, in all simulation runs the deposition rate
for both types of particles is set to 5 · 103 ML s1
resulting in an overall deposition rate of
Rd = 10
2 ML s1. When the total adsorbate cov-
erage has reached 0.5 ML the simulation is halted.
Fig. 10(a)–(c) shows exemplary conﬁgurations
obtained at the end of simulation runs for diﬀerent
values of the binding energy EAB. For all values of
EAB one observes compact island shapes with the
island boundaries roughly parallel to the lattice
directions. The weaker binding energy between A
and B particles leads to an aggregation of particles
of the same type in clusters which can be character-
ized as stripes. While for the higher value of EAB
these stripes are rather thin and show a consider-
able degree of irregular intermixing for lower val-
ues of EAB the stripes are both much thicker and
there is a tendency for them to stretch outwards.
One also sees that at a certain stage of the island
growth a stripe of one particle type may become
wide enough for particles of the other type to form
a stable nucleus within this stripe, thus leading to a
branch-like structure. Similar interplay between
growth kinetics and phase ordering has been ob-
served in a simple model with line geometry [25].
The occurrence of the stripe-like structures and
the branching under non-equilibrium conditions
must be attributed to the kinetic segregation of
A and B particles. From thermodynamic consid-
erations one expects more or less complete sepa-
ration of both particle types for not too highparticles. Island conﬁgurations obtained under non-equilibrium
7E0 (a)–(c). (d) System conﬁguration obtained after t = 3 · 104 s
.26 eV. The system size is 150 · 150 and the total coverage is
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We have tested this assumption by performing
canonical equilibrium simulations with ﬁxed
adsorbate coverages nA/n = nB/n = 0.25 (n = nA +
nB) and a random distribution of particles as initial
condition. Similar to the oﬀ-lattice equilibrium
simulations (Section 2.2) we apply a non-local
dynamics where in each step an A or B particle
from site i may jump to any vacant lattice site j.
Fig. 10(d) shows a typical system conﬁguration
for EAB = 0.26 eV and T = 500 K obtained after
3 · 104 s simulated time which conﬁrms that A
and B particles separate and due to the attractive
binding energy EAB form a single rectangular is-
land consisting of one A and one B region. Note
that the interface between the A and the B region
is not perfectly straight and the island edges are
rounded, in accordance with theoretical calcula-
tions which yield TR = 0 as roughening tempera-
ture of two-dimensional crystals [26]. Similar
results are obtained for various values of EAB
and temperature T.
We conclude from our lattice gas simulations,
that the step edge barrier indeed gives reason for
stripe formation. The equilibrium simulations
show that the formation of stripes can be traced
back to the kinetic segregation of A and B particles
under non-equilibrium growth conditions. The
width of the stripes can be controlled by adjusting
the binding energy between A and B particles.
However as Fig. 10 shows neither asymmetries be-
tween A and B clusters nor ramiﬁcation of the is-
lands is observed here. This is not surprising since
A and B particles were treated in a symmetric way,
whereas in the oﬀ-lattice simulations the diﬀerentFig. 11. Comparison of snapshots for the enhanced lattice and the o
panels show (from left to right) lattice/oﬀ-lattice results for e = 0 and
gray.sign of the misﬁts causes diﬀerent diﬀusion barriers
for A and B particles. For example, the substrate
diﬀusion of the B particles with positive misﬁt is al-
ways faster than that of the A particles with nega-
tive misﬁt [16,13,18]. Furthermore in the oﬀ-lattice
method the barriers for edge diﬀusion are higher
than the substrate diﬀusion barriers. This could
also give rise to a ramiﬁed island morphology.
3.3. Comparison of lattice and oﬀ-lattice
formulation
To account for basic diﬀerences of the two par-
ticle types in our lattice gas model we now use a
modiﬁed parameter set which is ﬁtted to reproduce
the barriers of characteristic diﬀusion processes in
the oﬀ-lattice model. The question is whether a
simple misﬁt dependence of the diﬀusion barriers
could lead to the observed results (e.g., island ram-
iﬁcation) within such an enhanced lattice gas
model.
Therefore, we extract the barriers for free diﬀu-
sion on the substrate as well as averaged values for
edge diﬀusion and detachment for a ﬁxed island
size (see also Fig. 9) as a function of the misﬁt.
These barriers are then used to determine EAA,
EBB and EAB as well as the Bs,i and Bf,i for the dif-
ferent diﬀusion processes (cf. Eq. (11)). Thus, the
modiﬁed lattice model incorporates the basic misﬁt
dependence of the diﬀusion barriers. However, ef-
fects of the long range interaction, like the reduced
barrier for jumps towards an island (cf. Fig. 9) still
have to be neglected here.
Fig. 11 shows a comparison between the lattice
model and the oﬀ-lattice simulation for the LJﬀ-lattice model in the case of the Lennard–Jones potential. The
lattice/oﬀ-lattice results for e = 5%. B particles appear in light
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parameters of the lattice gas model to the barriers
obtained for the Morse potential. As expected, the
islands for both models look very much alike in
the case of zero misﬁt. However, for e = 5% lattice
and oﬀ-lattice results seem to have little in com-
mon. In the case of the lattice model, the separa-
tion of A and B regions is more pronounced as
for e = 0 but neither size limitation of the stripes
nor island ramiﬁcation is observable here. On the
other hand, asymmetry of the particle species
and island ramiﬁcation are clearly noticeable in
the oﬀ-lattice conﬁgurations. To quantify our
observations we have measured the ramiﬁcation
C for both lattice and oﬀ-lattice simulation results.
Fig. 12 shows C for various values of the misﬁt e.
For e = 0 the islands are roughly quadratic in both
types of simulations and thus the curves coincide
at C  4. With increasing misﬁt the islands in the
oﬀ-lattice simulations become more and more
ramiﬁed leading to a signiﬁcant increase of C for
e > 3%. For the lattice simulations though C re-
mains constant, i.e., no ramiﬁcation is observed.
From additional oﬀ-lattice simulations, where
the reduced barrier for jumps towards an island














Fig. 12. Island-ramiﬁcation for lattice and oﬀ-lattice simula-
tions. Each value is obtained by averaging over ten independent
simulation runs. For the oﬀ-lattice simulations errorbars are
given by the standard deviation. For the lattice simulations
errorbars are smaller than the symbols.are less ramiﬁed whereas the width of the B
branches remains unchanged [13]. The reduced is-
land ramiﬁcation can be traced back to a higher
mobility of the particles: once a particle detaches
from an island it has the same probability for
jumps towards the island as away from it. The cap-
turing of diﬀusing adatoms by islands is therefore
less pronounced and the particles are more uni-
formly distributed around the island [13].
These examinations clearly demonstrate that
species-dependent diﬀusion barriers at edges alone
are not suﬃcient to explain the width restriction of
the B branches or the ramiﬁcation of the islands
with increasing misﬁt. Actually, further non-local
eﬀects like e.g., the above mentioned adatom cap-
turing play a decisive role. Our enhanced lattice
gas model with ﬁtted diﬀusion barriers thus lacks
important features observed in both experiment
and oﬀ-lattice simulations.4. Summary and discussion
We have studied two-component pattern for-
mation and island shape ramiﬁcation in a ternary
material system: an adlayer composed of two
immiscible components A and B deposited on a
substrate S of intermediate lattice spacing. We
have developed and studied atomistic models in
order to investigate diﬀerent mechanisms of pat-
tern formation suggested in the literature on the
atomistic level. We have compared results ob-
tained with an oﬀ-lattice model (with diﬀerent
interaction potentials), and a lattice gas model
(with diﬀerent parameterizations). In all consid-
ered models, the inter-species binding is weaker
than the binding between species of the same kind.
In the oﬀ-lattice case the explicit incorporation of
adsorbate misﬁts is possible whereas in the lattice
gas description, this feature can be taken into ac-
count only indirectly by a modiﬁcation of the
parameters. The combination of both types of
models has enabled us to assess the role of the
two main mechanisms considered as the driving
force of stripe formation: strain relaxation and
kinetic segregation of the elements. We have per-
formed both equilibrium and non-equilibrium
simulations for the two diﬀerent model types.
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model have been performed for a completely ﬁlled
monolayer. The results have shown that the adsor-
bate materials segregate and form nanoscale
stripes with straight boundaries and a stable
well-deﬁned width. The stripe width decreases with
increasing relative misﬁts and with increasing
inter-species binding energy. Our results indicate
also that the stripe width changes with the concen-
tration. The B particles (positive misﬁt) form thin-
ner stripes at high B concentration than the A
particles (negative misﬁt) at high A concentration.
We have observed very similar behavior for diﬀer-
ent pair-potentials (Lennard–Jones and Morse
potential).
The situation is diﬀerent in the case of equilib-
rium simulations using the lattice gas model. Here,
the system undergoes a complete phase separation
with a temperature dependent time of separation.
Hence, no stripe structure is formed in the long
time limit.
Under non-equilibrium conditions, we have
studied the growth of an isolated island. In the
oﬀ-lattice simulations we have observed the forma-
tion of highly ramiﬁed monolayer islands with a
vein structure similar to that observed in experi-
ments [8]. A pronounced asymmetry is found in
the sense that the bigger B particles form a back-
bone of ramiﬁed branches, with the smaller A par-
ticles ﬁlling in the gaps. While the shape of mixed
A–B islands is ramiﬁed, we have observed that
islands composed of only A or B particles have
regular square shape. This agrees with experimen-
tal observations [8]. The island ramiﬁcation has
been observed for diﬀerent interaction potentials.
Our results indicate that the ramiﬁcation of two-
component islands is not an artefact of low tem-
perature but the result of chemically induced step
edge barriers in combination with the eﬀects of
strain.
We have studied quantitatively the dependence
of island shape and composition on the misﬁt
and on the temperature. The increase of the misﬁt
causes an increasing ramiﬁcation, and the increase
of the temperature yields wider and more regular
stripes. Our results conﬁrm that there is a correla-
tion between the width of the stripes and the
smoothness of island edges.With the help of a simple version of the lattice
model in which the inter-species binding energy
EAB is the only relevant parameter, we have dem-
onstrated that a chemically induced step edge dif-
fusion barrier is suﬃcient to cause the formation
of structures with alternating stripes. Here, the
stripe formation is a purely kinetic eﬀect. The
stripe width is selected by a balance of diﬀerent
kinetic rates and can be tuned by EAB. We have
observed that the interface of the stripes is rather
rough. Moreover, the observed island shapes are
regular in contrast to the simultaneous observa-
tion of vein structures and dendritic growth in
experiment [8] and our oﬀ-lattice simulations.
In order to rule out the possibility that the ab-
sence of island ramiﬁcation in the lattice model is
merely caused by the oversimpliﬁed symmetric
treatment of A and B particles we have con-
structed and studied a modiﬁed lattice model in
which we have tried to represent the features,
i.e., energy barriers, of the oﬀ-lattice model as
faithful as possible. Nevertheless, the modiﬁed
model also fails to reproduce the ramiﬁcation ob-
served in the oﬀ-lattice simulations.
A more successful lattice based simulation
would have to incorporate non-local eﬀects. Diﬀu-
sion barriers can depend on quite large neighbor-
hoods in the oﬀ-lattice model. For instance,
barriers for diﬀusion along an island edge should
depend explicitly on the island size and composi-
tion. The above mentioned breaking up of pure
B clusters at a characteristic size indicates that
the misﬁt yields island size dependent barriers for
attachment or detachment. Such eﬀective long-
range interactions can be mediated through elastic
deformation of the substrate, for instance. Clearly,
an explicit incorporation of cluster size dependent
barriers is beyond the scope of a simple lattice gas
model and would destroy its conceptional advan-
tages. Alternative routes, e.g., the evaluation of
the strain energy for a given lattice conﬁguration,
have been suggested and used in the literature,
see for instance [31].
For the sake of computational beneﬁts the oﬀ-
lattice model was formulated for the simple cubic
lattice and simple pair-potentials. Nevertheless,
we believe that these simpliﬁcations do not aﬀect
our qualitative conclusions. The model can be
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speciﬁc questions. In order to obtain a closer
comparison with experiments on fcc(1 1 1) or
fcc(1 1 0) surfaces one needs to change the geo-
metry which implies a more complex evaluation
of diﬀerent possible movements of an atom. Fur-
thermore, additional processes have to be con-
sidered if one aims at the study of multilayer
growth. Finally, a more realistic description of spe-
ciﬁc materials requires the use of more sophisti-
cated many-body-potentials as, e.g., tight-binding
RGL (Rosato–Guillope–Legrand) potentials [32].5. Conclusion
Our results have conﬁrmed that both micro-
scopic mechanisms, strain relaxation and kinetic
segregation, are indeed relevant and crucial for
the explanation of essential features observed in
experiments, and that the experimental ﬁndings
cannot be explained completely using only one of
them. An equilibrium system with non-zero misﬁts
but otherwise equivalent particle species displays a
checkerboard-like mixing of species without the
formation of stripes in the whole range of consid-
ered misﬁts. On the other hand, a system with zero
misﬁts and diﬀerent interactions shows stripe for-
mation but no stable pattern is selected. The system
conﬁgurations display segregation into domains
with a characteristic length controlled only by ﬂuc-
tuations which become very large under close-to-
equilibrium conditions. Moreover, islands growing
far-from-equilibrium lack the characteristic ramiﬁ-
cation and asymmetry of material species.
The interplay of, both, diﬀerent energy barriers
and misﬁt induced strain eﬀects together with the
eﬀect of kinetics is needed to explain experimental
observations qualitatively. The presented oﬀ-lattice
model with non-zero misﬁts and inter-species inter-
actions allowed us to reproduce and quantitatively
study the stripe formation as well as the island ram-
iﬁcation in the segregation regime.
The comparison of results obtained with the oﬀ-
lattice and the lattice model show that the presence
of chemically induced step edge diﬀusion barriers
at A–B interfaces is suﬃcient for stripe formation.
However, the origin of island edge ramiﬁcation ismore complex. Ramiﬁcation was not observed in
our lattice model. A satisfactory treatment of this
phenomenon within the framework of a lattice
gas model will only be possible if the model incor-
porates eﬀectively long-range elastic interactions.
The presented oﬀ-lattice model and its modiﬁ-
cations allow also for the study of related prob-
lems appearing in ternary systems. For instance,
it is an interesting open question, whether the
model displays the concentration dependent com-
petition between alloying and dislocation forma-
tion in island growth, which has been reported
for CoAg/Ru(0 0 0 1) [5]. A case of particular
interest is that of an anisotropic substrate which
favors the self-assembly of aligned stripes [4]. Such
nanostructures exhibit anomalous magnetic prop-
erties [33] which are expected to be relevant in
the development of novel storage devices.Acknowledgements
This work has been done within the Project No.
AVOZ10100520 of ASCR. The ﬁnancial support
provided by the Grant Agency of the Czech
Republic (Grant No. 202/03/0551) is acknowl-
edged. We further acknowledge support by Deut-
sche Forschungsgemeinschaft through a research
grant and Sonderforschungsbereich 410.References
[1] M.A. Herman, W. Richter, H. Sitter, Epitaxy. Physical
Principles and Technical Implementation, Springer, Berlin,
2004.
[2] B.A. Joyce, P.C. Kelires, A.G. Naumovets, D.D. Vveden-
sky (Eds.), Quantum Dots: Fundamentals, Applications,
and Frontiers, NATO Science Series II: Mathematics,
Physics and Chemistry, vol. 190, Springer, Berlin, 2005.
[3] R. Plass, N.C. Bartelt, G.L. Kellogg, J. Phys. Condens.
Matter 14 (2002) 4227.
[4] E.D. Tober, R.F.C. Farrow, R.F. Marks, G. Witte, K.
Kalki, D.D. Chambliss, Phys. Rev. Lett. 81 (1998) 1897.
[5] G.E. Thayer, V. Ozolinsˇ, A.K. Schmid, N.C. Bartelt, M.
Asta, J.J. Hoyt, S. Chiang, R.Q. Hwang, Phys. Rev. Lett.
86 (2001) 660.
[6] M. Kotrla, N.I. Papanicolaou, D.D. Vvedensky, L.T.
Wille (Eds.), Atomistic Aspects of Epitaxial Growth,
Kluwer, Dordrecht, 2002.
[7] J. Tersoﬀ, Phys. Rev. Lett. 74 (1995) 434.
T. Volkmann et al. / Surface Science 586 (2005) 157–173 173[8] R.Q. Hwang, Phys. Rev. Lett. 76 (1996) 4757.
[9] R.Q. Hwang, M.C. Bartelt, Chem. Rev. 97 (1997) 1063.
[10] J.L. Stevens, R.Q. Hwang, Phys. Rev. Lett. 74 (1995) 2078.
[11] B. Sadigh, M. Asta, V. Ozolinsˇ, N.C. Bartelt, A.A. Quong,
R.Q. Hwang, Phys. Rev. Lett. 83 (1999) 1379.
[12] A. Schindler, Ph.D. thesis, Universita¨t Duisburg, 1999.
[13] F. Much, PhD thesis, Universita¨t Wu¨rzburg, 2003,
arXiv:cond-mat/0410456.
[14] F. Much, M. Ahr, M. Biehl, W. Kinzel, Europhys. Lett. 56
(2001) 791.
[15] F. Much, M. Ahr, M. Biehl, W. Kinzel, Comput. Phys.
Commun. 147 (2002) 226.
[16] F. Much, M. Biehl, Europhys. Lett. 63 (2003) 14.
[17] N.W. Ashcroft, N.D. Mermin, Solid State Physics, Saun-
ders College Publishing, Philadelphia, 1976.
[18] M. Schroeder, D.E. Wolf, Surf. Sci. 375 (1997) 129.
[19] O.S. Trushin, M. Kotrla, F. Ma´ca, Surf. Sci. 389 (1997) 55.
[20] F. Ma´ca, M. Kotrla, O.S. Trushin, Vacuum 54 (1999) 113.
[21] B.D. Yu, M. Scheﬄer, Phys. Rev. B 56 (1997) 15569.
[22] G.L. Kellog, P.J. Feibelman, Phys. Rev. Lett. 64 (1990)
3143.[23] M.E.J. Newman, G.T. Barkema, Monte Carlo Methods
in Statistical Physics, Oxford University Press, Oxford,
1999.
[24] M. Ahr, M. Biehl, Surf. Sci. 505 (2002) 124.
[25] M. Kotrla, M. Prˇedota, Europhys. Lett. 39 (1997) 251.
[26] A. Pimpinelli, J. Villain, Physics of Crystal Growth,
Cambridge University Press, Cambridge, 1998.
[27] B.D. Krack, V. Ozolinsˇ, M. Asta, I. Daruka, Phys. Rev.
Lett. 88 (2002) 186101.
[28] G.T. Barkema, N. Mousseau, Phys. Rev. Lett. 77 (1996)
4358.
[29] N. Mousseau, G.T. Barkema, Phys. Rev. E 57 (1998)
2419.
[30] B. Mu¨ller, L. Nedelmann, B. Fischer, H. Brune, J.V.
Barth, K. Kern, Phys. Rev. Lett. 80 (1998) 2642.
[31] M. Meixner, E. Scho¨ll, V.A. Shchukin, D. Bimberg, Phys.
Rev. Lett. 87 (2001) 236101.
[32] F. Cleri, V. Rosato, Phys. Rev. B 48 (1993) 22.
[33] E.D. Tober, R.F. Marks, D.D. Chambliss, K.P. Roche,
F.M. Toney, A.J. Kellock, R.F.C. Farrow, Appl. Phys.
Lett. 77 (2000) 2728.
