Fractional diffusion equations have been the focus of modeling problems in hydrology, biology, viscoelasticity, physics, engineering, and other areas of applications. In this paper, a meshfree method based on the moving Kriging interpolation is developed for a two-dimensional time-fractional diffusion equation. The shape function and its derivatives are obtained by the moving Kriging interpolation technique. For possessing the Kronecker delta property, this technique is very efficient in imposing the essential boundary conditions. The governing time-fractional diffusion equations are transformed into a standard weak formulation by the Galerkin method. It is then discretized into a meshfree system of time-dependent equations, which are solved by the standard central difference method. Numerical examples illustrating the applicability and effectiveness of the proposed method are presented and discussed in detail.
Introduction
Increasing interest has focused on the description of physical and chemical processes by means of equations involving fractional derivatives over the last few decades. Fractional partial differential equations provide a powerful tool for describing the memory and hereditary properties of different substances. Fractional derivatives are often used to model anomalous diffusion. The fractional-differential equations play an important role in modeling a number of physical phenomena and have been the focus of physics, hydrology, biology, damping laws, fluid mechanics, viscoelasticity, engineering, modeling of earth quakes, etc. [1] [2] [3] Consequently, much attention has been paid to the solutions of fractional partial differential equations. Unfortunately, in many cases, the fractional differential equation has no analytical solution, so approximation and numerical techniques are very important and necessary. Some techniques have been developed and employed to obtain the appropriate solutions of these equations as per their physical nature. Numerical methods of solving the time fractional diffusion equations have been presented, including the Laplace transform method, [4] variation iteration method and homotopy perturbation method, [5] implicit finite difference approximation, [6] Chebyshev polynomials and finite difference method, [7] Crank-Nicolson finite difference method, [8] collocation method with radial basis functions, [9] implicit algorithm based on quadrature formula approach, [10] finite element method, [11] approximate analytical solution, [12] alternating direction implicit (ADI) approach, [13] element-free Galerkin (EFG) method, [14] and finite difference method. [15] [16] [17] [18] [19] [20] [21] Therefore, a numerical computational method emerges as an alternative way of finding an approximate solution. In recent years, the meshless methods have developed, where a set of scattered nodes in the domain is used instead of a set of "elements" or "mesh" as in the finite element method (FEM). The meshless or meshfree methods do not require the problem domain to be discretized with meshes, and the approximate function is constructed entirely based on a set of scattered nodes. Therefore, the meshless methods can avoid the disadvantages of mesh-based methods, e.g., the FEM and the boundary element method (BEM). Many meshless methods have been developed such as the smooth particle hydrodynamics (SPH), [22] the element-free Galerkin (EFG) method, [23] the diffuse element method (DEM), [24] the reproducing kernel particle method (RKPM), [25] the meshless local Petrov-Galerkin method (MLPG), [26] the hp-meshless cloud method, [27] kp-Ritz method, [28] [29] [30] boundary elementfree method (BEFM), [31, 32] the complex variable meshless method, [33] etc. Meshless methods have been widely used in various fields. [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] Imposing essential boundary conditions is an important and key issue in meshfree methods for lacking the Kronecker delta property, therefore, the imposition of prescribed values is not so straightforward as in the FEM. Many techniques have been proposed, such as Lagrange multipliers, penalty method, or coupling with the FEM, etc. The Kriging interpolation technique named by a South African mining engineer Krige, is a form of generalized linear regression for the formulation of an optimal estimator in a minimum mean square error sense. [49] Gu et al. [50] first proposed the moving Kriging (MK) interpolation and successfully demonstrated the effectiveness of the MK interpolation functions in solving steady-state heat conduction problems. It is also found that the MK interpolation possesses a Kronecker delta function and has a consistency property.
In the present paper, a meshless method based on the MK technique for solving a two-dimensional time-fractional diffusion equation is presented. In this method, the MK technique is used to construct shape functions which possess the Kronecker delta function property and thus make it easy to implement essential boundary conditions. The governing timefractional diffusion equations are transformed into a standard weak formulation by the Galerkin method. Numerical examples illustrating the applicability and effectiveness of the proposed method are presented and discussed in detail.
MK shape function
The Kriging method is a form of generalized linear regression for the formulation of an optimal estimator in a minimum mean square error sense. It has been widely used in geostatistics. We introduce the formulation of the construction of the meshless shape function by Kriging interpolation. [49, 50] The MK interpolation technique is similar to the moving leastsquare (MLS) approximation. Assume that a problem domain Ω bounded by boundaries Γ is represented by a set of scattered nodes x i (i = 1, 2, . . . , N). For estimating the value of an arbitrary field function u(x) defined within Ω at a point x 0 , the support domain Ω S (Ω S ⊂ Ω ) of this point is created according to the influenced domain associated with each node. The MK interpolation is usually defined as
where j ( ) are monomial basis functions, j are monomial coefficients, and ( ) is assumed to embody a stochastic process with mean zero, variance σ 2 , and non-zero covariance. The covariance matrix of ( ) is given by
where σ 2 is a scale factor, [R( i , j )] is the correlation matrix, and R( i , j ) is the correlation function between any pair of nodes located at i and j . Many functions can be used as a correlation function R( i , j ), however, a simple and frequently used correlation function is the Gaussian function
where r i j = i − j , and θ > 0 represents a value of the correlation parameter used to fit the model. With the implementation of the best linear unbiased (BLUP), [36] equation (1) can be rewritten as follows:
wherē
For simplicity, denote
where is an n × n unit matrix. Equation (4) can be rewritten as
with the shape function being
The partial derivatives of shape function can be easily obtained as
Meshless MK formulation for time fractional diffusion equation
Consider the following time fractional partial equation:
with the boundary condition and initial condition being as follows:
where
The Caputo fractional-order derivative ∂ α u (x, y,t)/∂t α is defined as
When α = 1, equation (16) becomes a standard diffusion equation. By taking variation and the subsection integration of Eq. (16), we obtain
To establish the numerical approximation scheme, we define ∆x > 0 as the grid size in the x direction, ∆x = (b − a)/N x , with x i = a + i∆x, i = 0, 1, 2, 3, . . . , N x , and ∆y > 0 as the grid size in the y direction, ∆y = (d − c)/N y , with y j = a + j∆x, j = 0, 1, 2, 3, . . . , N y , and a ≤ x ≤ b, c ≤ y ≤ d is the problem domain. The grid points in the time interval [0, T ] are denoted as t n = n∆t, n = 0, 1, 2, 3, . . . , where ∆t is the time interval. We first give the approximation of ∂ α u (x, y,t)/∂t α by a simple quadrature formula (0 < α < 1)
and Γ (·) is the gamma function. With Eqs. (12) and (21), we can obtain the approximate test functions as follows:
x (x, y) = (Φ 1,x (x, y), Φ 2,x (x, y), . . . , Φ n,x (x, y)) , (28)
Substituting Eqs. (22)- (25) into Eq. (20) yields
= a ( , y,t)
Since δ is arbitrary in Eq. (30), it becomes
Making the time discretization of Eq. (36) by using the time central difference method, we obtain
Now we can obtain the discrete equations about n+1 as
Due to the fact that MK shape functions possess the delta function property, the essential boundary conditions can be imposed easily as in the finite element method. By solving the above iteration equation, the numerical solution of a time fractional diffusion equation by the meshless MK interpolation method could be obtained.
Numerical results
In order to validate the present meshless MK method of solving a two-dimensional time-fractional diffusion equation, numerical examples are studied. A regular arrangement of nodes and the background meshes of cells are used for numerical integrations to solve the equation system.
Example 1
Consider the following time-fractional diffusion equation:
with boundary conditions
and initial condition u (x, y, 0) = sin πx sin πy, 0 ≤ x, y ≤ 1 (44) with f (x, y,t) = 25t 1.6 12Γ (0.6) t 2 + 2 sin πx sin πy.
The exact solution is u (x, y,t) = t 2 + 1 sin πx sin πy.
The meshless MK method is used for solving the above equation with time step length ∆t = 0.01, d max = 2.5, α = 0.4. The weight function is chosen to be cubic spline and the bases are chosen to be linear. Figure 1 depicts the numerical and exact solutions at the location x = 0.2 at t = 0.5, 1, 1.5, and 2, respectively. The surfaces of the numerical solution with the presented method and exact solution are plotted in Figs. 2-5 at t = 0.5, 1, 1.5, and 2, respectively. The maximum errors of different number nodes with a fixed time step are shown in Table 1 . From Table 1 it follows that the errors decrease with the decrease of time step length ∆t. The maximum errors of a fixed time step with different numbers of nodes are shown in Table 2 . From Table 2 , it can be seen that the error decreases with the increase of the number of nodes. We also compare these results from the presented method with the numerical results from the EFG method. It shows the Kriging interpolation has a sufficient advantage and a high constructing accuracy. 
Example 2
and initial condition u (x, y, 0) = sin πx sin πy, 0 ≤ x, y ≤ 1.
The meshless MK method is used to numerically solve the above equation with time step length ∆t = 0.001, d max = 2.5. The weight function is chosen to be cubic spline and the bases are chosen to be linear. The numerical results obtained by the presented method are shown in Fig. 6 . Figure 7 illustrates the behavior of the numerical solution at t = 1 with α = 0.6, 0.7, 0.8, and 0.9, respectively. Figures 8-10 give the numerical simulation of the solution of Eq. (47) and compare the responses of the diffusion system at t = 1.0 when α = 0.6, 0.7, 0.8, 0.9, respectively. From Figs. 7-10, it can be seen that the solution continuously depends on the time fractional derivative. From these numerical results it follows that the presented method of solving the time-fractional diffusion equation is efficient and accurate.
Conclusion
A successful application of the present meshless method based on MK interpolation for a two-dimensional timefractional diffusion equation is demonstrated in this paper. By making use of the good feature of the Kronecker delta property, the presented method is effective and convenient to impose the essential boundary conditions, and the procedure is straightforward as in the FEM. As a result, the combination of the novel MK interpolation and the element-free Galerkin method is an attractive method. Numerical results show that the present MK meshfree method is efficient, accurate, and stable for solving two-dimensional time-fractional diffusion equations. Summarizing these results, the proposed method gives a reasonable calculation and has easy-to-use features and a good potential. This method is also promising to be extended to other fractional partial differential equations and nonlinear problems. All results are obtained by using MATLAB version 7.0.
