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Abstract
We have derived an analytical trace formula for the level density
of the He´non-Heiles potential using the improved stationary phase
method, based on extensions of Gutzwiller’s semiclassical path in-
tegral approach. This trace formula has the correct limit to the
standard Gutzwiller trace formula for the isolated periodic orbits far
from all (critical) symmetry-breaking points. It continuously joins
all critical points at which an enhancement of the semiclassical am-
plitudes occurs. We found a good agreement between the semiclas-
sical and the quantum oscillating level densities for the gross shell
structures and for the energy shell corrections, solving the symmetry
breaking problem at small energies.
Keywords: Periodic orbit theory, Gutzwiller trace formula, sym-
metry breaking, level density and energy shell corrections.
1. Introduction
Semiclassical periodic orbit theory (POT) is a convenient
tool for analytical studies of the shell structure in the
single-particle level density of finite fermionic systems
[1, 2, 3, 4, 5, 6]. This theory relates the level density
and energy shell corrections to the sum of periodic orbits
and their stability characteristics, and thus, gives the an-
alytical quantum-classical correspondence. Recent studies
of the POT focused on overcoming catastrophe problems
in the derivation of the semiclassical trace formulae aris-
ing in connection with symmetry breaking and bifurcation
phenomena, where the standard stationary phase method
(SPM) fails (see [1]). Semi-analytical uniform approxi-
mations solving these problems for the case of well sep-
arated pichfork bifurcations in the non-integrable He´non-
Heiles (HH) potential [7] were suggested in [8, 9], using the
normal-form theory of non-linear dynamics [10, 11, 12, 13].
In the present work, we derive an analytical semiclassi-
cal trace formula for the level density of the HH potential,
employing the improved stationary phase method (ISPM)
[14] valid for arbitrarily dense sequences of pitchfork bi-
furcations near the saddle-point energy and for harmonic-
oscillator symmetry breaking in the limit of small energies.
In this respect, the regular-to-chaotic transition in Fermi
∗e-mail: magner@kinr.kiev.ua
systems becomes important for the understanding of its in-
fluence on shell correction amplitudes. Fig. 1 shows trans-
parently such a transition through Poincare´ Surfaces of
Section (PSS) of the non-linear classical dynamics for the
HH potential as a simple non-trivial example [5, 15], see
also [16, 17, 18] for the PSS and Lyapunov exponents in the
three-dimensional axially symmetric Legendre-polynomial
and spheroidal billiards. As shown in this figure, the obvi-
ous transition from chaos to order occurs with decreasing
energy e of the particle from the saddle (e = 1) to a small
energy (harmonic oscillator) limit e→ 0. We show below
the relation of this behavior of the PSS to the amplitudes
of oscillations in the level density (density of states) and
total energy of fermion systems.
2. Periodic-orbit theory in phase space
The level density g(E) is obtained from the semiclassical
Green’s function [1] by taking its trace in the phase-space
Poincare´ variables Q, p [10, 11, 12, 13, 14]:
gsc(E) =
1
(2πh¯)2
Re
∑
ct
∫
dQ
∫
dp Ty ct |Jct(p, P )|1/2
× exp
{
i
h¯
[
Ŝct(Q, p,E)−Qp
]
− iπ
2
µct
}
. (1)
Here Q and p are the final x′′ and initial p′x coordinates
in the phase-space variables x, y, px, py perpendicular to
a reference classical trajectory (ct) in two dimensions,
Ty ct = m
∮
dy/py is the primitive partial period of the
y motion along the ct, Ŝct(Q, p,E) the generating func-
tion, µct the Maslov phase, and Jct(p, P ) is the Jacobian
for the transformation between the variables shown as its
arguments. The ISPM generating function Ŝct(Q, p,E) is
defined by
Ŝct(Q, p,E) = Sct(Q, p,E) + qp, (2)
where Sct(Q, p,E) is the action Sct(r
′, r′′, E) =
=
∫
r
′′
r
′
p · dr expressed in terms of the Poincare´ variables
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Fig. 1: Poincare´ surfaces of sections (PSS) of the scaled He´non-Heiles Hamiltonian h (9); left column: (a), (b) and (c) plots
show the PSS at u = 0 for the energies e = 0.5, 0.75 and 1.0, respectively; right column: (d), (e) and (f) graphics are given for
v = 0 at the same energies.
Q and p through the mapping transformation equations
Q = Q(q, p) and P = P (q, p) along a ct (r′ and r′′ are the
initial and final spatial coordinates of the ct). It can be re-
placed by a (truncated) fourth-order expansion around the
stationary points Q∗, p∗ which correspond to the periodic
orbits (POs), Q∗ = q , p∗ = P [14]. For pichfork bifurca-
tions, the expansion of the generating function Ŝct(Q, p,E)
(2) is similar to the normal forms [10, 11, 12, 13] with the
following power series in Q−Q∗ and p− p∗:
Sct(Q, p,E) = SPO(E) + ǫ
(Q)
PO
(Q −Q∗)2
+ a(Q)
PO
(Q −Q∗)4 + ǫ(p)
PO
(p− p∗)2 + a(p)
PO
(p− p∗)4, (3)
where SPO(E) is the action along the PO. Performing also
more exact integrations over Q and p in (1), one obtains
for the case of pitchfork bifurcations
δgsc(E) =
1
(2πh¯)2
Re
∑
PO
TPPO
[h¯2a
(Q)
POa
(p)
PO]
1/4
A
(
ξ
(Q)
PO
)
× A
(
ξ
(p)
PO
)
exp
[
i
h¯
SPO(E)− iπ
2
σ
PO
− iφ
]
, (4)
where TPPO is the period for a primitive PO, SPO(E) is
its full action (including repetitions) at energy E, and
A(ξ) =
∫ z+
z−
dz exp
[
i
(
ξz2 + z4
)]
, ξ =
ε
(h¯a)1/2
, (5)
is the amplitude factor; ε and a (for a > 0) are the coef-
ficients in the power expansion of the generating function
Ŝct(Q, p,E) (2) with (3) in Q−Q∗ and p− p∗, which are
proportional to the 2nd and 4th derivatives of Ŝct(Q, p,E))
at the stationary points Q∗ and p∗; σPO is the Maslov in-
dex related to the turning and caustic points along the
POs, φ a constant phase independent of the PO. The in-
tegration (5) is performed over the finite classically acces-
sible region of the Poincare´ variables Q and p, denoted
here as
z =
Q−Q∗
(a(Q)/h¯)1/4
, z =
p− p∗
(a(p)/h¯)1/4
, (6)
i.e. from z
(Q)
− to z
(Q)
+ and from z
(p)
− to z
(p)
+ , respectively,
with
z
(Q)
± =
Q± −Q∗
(a(Q)/h¯)1/4
, z
(p)
± =
p± − p∗
(a(Q)/h¯)1/4
. (7)
In (4), the sum runs over the straight-line orbits Aσ, the
rotational orbits Rσ, and the librational orbits Lσ of the
standard HH Hamiltonian [7] (here in units with m = ω =
h¯ = 1):
H =
1
2
(
x˙2 + y˙2
)
+
1
2
(
x2 + y2
)
+ α
(
x2y − y
3
3
)
. (8)
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Fig. 2: The scaled He´non-Heiles potential of the Hamiltonian (9). Left: Equipotential contour lines are given in scaled energies
e in the plane (u, v). The dashed lines are the symmetry axes. The three shortest orbits A, B, and C (evaluated at the energy
e = 1) are shown by the heavy solid lines. Right: Cut along u = 0 shows a barrier. (After [15].)
Using the barrier energy Ebarr = 1/(6α
2) as dimension-
less energy unit, e = E/Ebarr = 6α
2E, and the following
scaled variables
pu = αpx , pv = αpy , u = αx , v = αy ,
h = 3(u˙2 + v˙2) + 3(u2 + v2) + 6vu2 − 2v3, (9)
one obtains classical dynamic equations independent of
the parameter α
u¨ = −u− 2uv , v¨ = −v + v2 − u2. (10)
The scaled HH potential is shown in Fig. 2 as equipo-
tential lines, and the orbits A, B and C (at e = 1) are pre-
sented, too. The HH potential is invariant under rotations
about 120 degrees, which leads to a discrete degeneracy of
the orbits. Such a degeneracy can be simply taken into
account multiplying the amplitudes in the trace formula
(4) by a factor 3. The cut along u = 0 (right) shows a bar-
rier at the saddle e = 1 with two turning points v1 ≤ v2 at
0 < e < 1; vn are the real solutions of the cubic equation
e = 3v2 − 2v3 ≤ 1 (A4).
In order to simplify the amplitude function A in the
ISPM trace formula (4), we note that sufficiently far from
the symmetry-breaking limit E = 0, the integration limits
in (5) can be extended to ±∞ (convergence being guaran-
teed by the finite fourth-order terms). Then, the ampli-
tudes A (5) can be expressed through integral representa-
tions of the Bessel functions J±1/4(x):
A(ξ) = π
2
√
ξ
{
exp
[
−i
(
ξ2
8
− π
8
)]
J−1/4
(
ξ2
8
)
− ξ|ξ| exp
[
−i
(
ξ +
π
8
)]
J1/4
(
ξ2
8
)}
. (11)
Here we took into account a time-reversal symmetry by
inclusion of the factor 2 where necessary. Note that more
exact trace formulae (with additional terms proportional
to Bessel functions with indices ± 3/4 etc.) can be derived
by taking into account higher-order terms in the phase and
amplitude factors, respectively. This gives results similar
to those obtained in [11, 12] using the normal forms for
pitchfork bifurcations.
Using asymptotic forms of the Bessel functions for large
arguments ξ in (11), one obtains from (4) (with φ = 0) the
standard Gutzwiller trace formula [1, 5] valid for isolated
POs:
δgsc(E)→
∑
PO
AGPO(E) cos
[
SPO(E)
h¯
− iπ
2
σ
PO
]
,
AGPO(E) = TPPO
(
πh¯
√∣∣∣2− TrMPO∣∣∣
)−1
, (12)
where MPO is the stability matrix for the PO. Numeri-
cal and analytical calculations and the remarkable “fan”
structure of the pitchfork bifurcations of the straight-line
orbits Aσ were analyzed in the case of the HH potential
[20, 21, 22]. As shown in the Appendix (Fig. 6), sev-
eral analytical approximations for TrMA can be derived in
terms of the simplest Mathieu functions for smaller ener-
gies e∼< 0.8, and in terms of improved Legendre solutions
for the whole region from the zero energy to the saddle,
0 ≤ e ≤ 1, in good agreement with the numerical results
[20].
The trace formula (4) also has the correct harmonic-
oscillator (HO) limit for E → 0, where TrMPO → 2 and
all coefficients in the expansion of the action phase in Q
and p go to zero (and
∫
dQdp → 2πE). The Poincare´
variables Q and p become cyclic in this HO limit. In
the spirit of the uniform approximations (see Sec. 6.3 of
[5] and App. A of [9]) within the ISPM, we may use a
canonical transformation from the variables (Q, p) to new
variables (Q˜, p˜) in which one has a simple analytical ex-
3
pression for the PO amplitude AGPO
[
1− exp(−E/AGPO)
]
,
instead of AGPO in (12), with the two correct limits to the
HO trace formula [5] for E → 0 and to the Gutzwiller
trace formula (12) for large E. We should note that this
procedure is not unique. Strictly mathematically, the re-
duction of the full Ŝct(Q, p,E) (2) to any desired normal
form by means of canonical transformations is generally
not possible because, according to Arnold [23], “formal
series for canonical transformations reducing a system to
normal form generally diverge”. On the other hand, within
the ISPM, we use as “normal forms” equation (2) for the
generating function with expansion (3) near the station-
ary points rather than near the bifurcations. A similarity
to the normal form theory is manifested if we put formally
Q∗ = 0, p∗ = 0 in (3) in the system of coordinates related
to the bifucation point reducing the non-local ISPM to its
local approximation valid nearly the bifurcation points.
Moreover, from a more pragmatic point of view, the de-
tails of the required canonical transformation do not mat-
ter for the SPM approximation in narrow regions of phase
space around the critical points, i.e., in the limit h¯ → 0
which in practice corresponds to large particle numbers N
through the Fermi energy EF at a rather small parameter
α and larger averaging width γ of the gross shell struc-
ture. We emphasize also the chaos-to-order transition of
the PSS in the limit to the symmetry breaking point e→ 0
(see also Fig. 1). In this limit, the isolated trajectories are
transformed into the degenerate families of the periodic
orbits.
Expressions found from (4) locally for the separate bi-
furcations of the R or L orbits are in agreement with the
results [10, 11, 12, 13] obtained using the standard nor-
mal forms for the pitchfork bifurcations. However, for the
full cascade of bifurcations near the saddle energy of the
HH potential, our result (4) goes beyond the normal-form
theory. It is a continuous function through all bifurcation
points near the saddle energy and also down to the limit
to the symmetry-breaking point at E = 0. The coeffi-
cients ε(E) and a(E) in (5) are also continuous functions
of the energy E through all stationary points (POs). Note
also that our ISPM expression (4) for the shell correction
to the level density is a sum of separate contributions of
all involved POs, and a coarse-graining over the energy E
(cf. below) may therefore be performed analytically. Thus,
one has a possibility to study analytically both gross and
fine shell structures. This is in contrast to the results [8, 9]
using uniform approximations based on the normal-form
theory [10, 11, 12, 13], where at each critical point all in-
volved POs give one common contribution.
3. Discussion of results
Fig. 3 shows the modulus of the amplitude factor |A| (5)
as function of ξ = ε/(h¯a)1/2. As seen from this figure,
there is a typical enhancement of the amplitude |A| near
the bifurcation point ξ = 0. The ISPM amplitude factor
(5) has a finite value at the bifurcation point ε = 0 and
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Fig. 3: The modulus of the amplitude factor |A| (5) as a func-
tion of ε/(h¯a)1/2 is plotted around the bifurcation point. The
convergence of the ISPM to the Gutzwiller amplitude (GUTZ)
far from the bifurcation is clearly seen.
converges to the Gutzwiller SSPM asymptotics (ξ ≫ 1)
rather rapidly for ξ > 0. As usual, one can see the char-
acteristic “ghost” oscillations at negative ξ which do not
contribute into the semiclassical level density.
For the purpose of studying the improved level density
around the bifurcation points, we consider a slightly av-
eraged level density, thus avoiding the convergence prob-
lems that usually arise when one is interested in a full
semiclassical quantization. Such a “coarse-graining” can
be done by folding the level density over a Gaussian of
width γ [5, 6]. (The particular choice of a Gaussian form
of the averaging function is immaterial and guided only
by mathematical simplicity.) Applying this procedure to
the semiclassical level density (4), one gets [3, 5, 6]
δgγ,sc(E) =
∑
PO
δg(PO)sc (E) e
−
(
γTPO
h¯
)2
. (13)
The averaging of the oscillating level density yields an
exponential decrease of the amplitudes with increasing pe-
riods TPO and/or γ. As shown in [14], for γ about 1/3 (in
h¯ω units), all large-action paths are strongly damped and
only the time-shortest POs contribute to the oscillating
part of the level density, yielding its gross-shell structure.
For a study of the bifurcation phenomenon, however, we
need smaller values of γ. In Figs. 4 and 5 we used the
coarse-grained Gutzwiller trace formula (12,13) including
the simplest primitive orbits A,B = L4 and C = R3.
It is interesting that the gross-shell structure manifests
itself for the HH parameter α = 0.04 even for a relatively
small averaging parameter γ = 0.25h¯ω. Therefore, we
should expect also a good agreement between semiclassical
and quantum results for the energy shell corrections δU
as functions of the particle numbers N1/2 for the same
α = 0.04 for larger energies (but still far enough from the
bifurcation points, cf. Fig. 5).
The shell-correction energy δU , i.e., the oscillating part
of the total energy U of a system of N fermions occupying
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the lowest quantum levels in a given potential, can be
expressed in terms of the oscillating components δgPOsc (E)
at the Fermi energy E = EF of the semiclassical level
density,
δgsc(E) =
∑
PO
δgPOsc (E) , (14)
as [3, 4, 5, 6]
δU = 2
∑
PO
(
h¯
TPO
)2
δgPOsc (EF ) . (15)
Here, TPO is the time of the motion along the PO including
its repetitions at E = EF , TPO = MPOTPPO (MPO is the
repetition number). We are taking into account the spin
degeneracy factor 2 in (15). The semiclassical represen-
tation of the shell-correction energy (15) differs from that
of δgsc(E) (14) (at E = EF ) only by a factor (h¯/TPO)
2
under the sum, which suppresses contributions from orbits
of larger time periods (actions). Thus the periodic orbits
with smaller periods play a dominant role in determining
the shell-correction energy [3, 4]. Finally, we should note
that the higher the degeneracy of an orbit, the larger the
volume occupied by the orbit family in the phase space,
and also the smaller its time period (action), the more
important is its contribution to the level density.
Figs. 4 and 5 show a rather good agreement between
the semiclassical and quantum results, in spite of using
only the three shortest orbits A, L4 (B), and R3 (C).
These are seen to yield the correct gross-shell structure
for the parameter α = 0.04 and widths for the Gaussian
averaging γ = 0.25h¯ω (or, similarly, for γ = 0.6h¯ω) in the
energy region below the saddle (E = Ebarr) and above the
bottom (E = 0). The discrepancies at smaller energies are
related to the symmetry breaking at E = 0, as discussed
above, and will be removed when using our full ISPM trace
formula (4). In the quantum-mechanical determination of
δU (see Ch. 4.7 of [5] and [6, 14] for discussions of the
Strutinsky averaging method), the plateau condition for
the averaged energy was satisfied for a Gaussian width
γ˜ ≃ 1.75h¯ω and a curvature correction parameter M = 6.
4. Conclusions
We have obtained an analytical trace formula for the os-
cillating part of the level density in He´non-Helies Hamil-
tonian as a sum over periodic orbits. It is continuous
through all critical points, in particular here the harmonic
oscillator limit at zero energy and the cascade of pitchfork
bifurcations near the saddle energy. We find an enhance-
ment of the semiclassical amplitudes near the most critical
points. The numerical agreement with quantum results is
rather good, in spite of a rather simple uniform ISPM
approximation including only the simplest primitive pe-
riodic orbits. The quantum-classical correspondence for
the chaos-order transitions is shown through the Poincare´
surface of sections in the limit from the non-integrable re-
gion of the energies to the symmetry breaking point. Our
semiclassical analysis may therefore lead to a deeper un-
derstanding of the shell structure effects in finite fermionic
systems such as nuclei, metal clusters or semiconductor
quantum dots whose conductance and magnetic suscep-
tibilities are significantly modified by shell effects (see
[5, 6, 24, 25, 26] for examples).
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Appendix A: The trace of the stability matrix for
the A orbit
For small energies e, the trace TrMA can be expressed
through Mathieu functions by using a general method of
soving Hill’s equation for the Poincare´ coordinate x(t) per-
pendicular to the A orbit directed along the y axis (Fig.
2). The perturbation x(t) (in scaled variables (9)) near
the A orbit is determined by Hill’s equation (10) for the
HH Hamiltonian (9),
x¨(t) + [1 + 2yA(t)] x(t) = 0, (A1)
where yA(t) is the periodic solution for the A orbit [20, 8,
22],
yA = y1 + (y2 − y1)sn2(z, k), z = akt+ F (ϕ, k), (A2)
sn(z, k) is the Jacobi elliptic function [27] with argument
z; its modulus k and the constant ak are given by
k =
√
y2 − y1
y3 − y1 , ak =
√
y3 − y1
6
; (A3)
y1 and y2 are the lower and upper turning points,
y1 =
1
2
− cos
(
π
3
− φ
3
)
, y2 =
1
2
− cos
(
π
3
+
φ
3
)
,
y3 =
1
2
+ cos
(
φ
3
)
, cosφ = 1− 2e. (A4)
F (ϕ, k) is the incomplete elliptic integral of first kind as
a function of ϕ = arcsin{[(y0 − y1)/(y2 − y1)]1/2}, y0 =
yA(t = 0) is the initial value. Using the Fourier expansion
of sn2(z, k), one has [28]
sn2(z, k) =
K(k)− E(k)
k2K(k)
− 2π
2
k2K2(k)
×
∞∑
n=1
nsn
1− s2n cos
(
πnz
K(k)
)
, (A5)
6
where s = exp
[−πK(√1− k2)/K(k)] is Jacobi’s Nome
[27], K(k) and E(k) are the complete elliptic integrals of
first and second kind, respectively.
For small energies e where Jacobi’s Nome s is small,
s → k2/16 ≈ √e/(12√3) for e → 0 (k → 0, see (A3)),
the convergence of the Fourier series (A5) is fast even for
e∼< 0.8 (s∼< 0.04). For such energies, we may truncate
the Fourier series approximately, keeping only the first
(n = 1) harmonic term. After substitution of (A2) with
the expansion (A5), a simple transformation of the time
variable and the parameters in (A1) leads to the standard
equation for the Mathieu equation [29]:
d2
dτ2
x(τ) + [a− 2b cos (2τ)]x(τ) = 0 , (A6)
with
τ = πz/[2K(k)] ,
a =
(
2K
πak
)2{
1 + 2
[
y1 + (y2 − y1)K − E
k2K
]}
,
b = 8s(y2 − y1)/[k2ak(1 − s2)] . (A7)
The solution of this second-order ordinary differential
equation can be sought as a linear superposition of the fun-
damental set of the even MC(a, b, τ) and odd MS(a, b, τ)
Mathieu functions with arbitrary constants C1 and C2:
x(τ) = C1MC(a, b, τ) + C2MS(a, b, τ) . (A8)
Applying to (A8) the boundary conditions for calculations
of the stability matrix elementsMxx andMx˙x˙ as in [22],
one obtains the constants C1 and C2 and the following
diagonal matrix elements:
Mxx = x(T )
x(0)
∣∣∣
x˙(0)→0
=
M′S,0MC,T −M′C,0MS,T
MC,0M′S,0 −MS,0M′C,0
,
Mx˙x˙ = x˙(T )
x˙(0)
∣∣∣
x(0)→0
=
M′S,TMC,0 −M′C,TMS,0
MC,0M′S,0 −MS,0M′C,0
, (A9)
where primes means the partial derivatives of the Mathieu
functions MC(a, b, τ) and MS(a, b, τ) with respect to τ .
The lower indices 0 and T show the values at the initial
t = 0 and final t = T times, and T = TA = 2K(k)/ak is
the period of motion of the particle along the A orbit. For
the trace TrMA, one finally finds
TrMA =Mxx +Mx˙x˙ , (A10)
with the diagonal matrix elements given in (A9).
For comparison, we recall the solution for the trace
TrMA near the saddle e→ 1 obtained in [21, 22] in terms
of the Legendre functions by using in (A2) the approxima-
tion of the Jacobi elliptic function, sn(z, k) ≈ tanh(z), i.e.,
by the zero-order term of its expansion near the saddle in
powers of 1− k2 [29]:
sn(z, k) ≈ tanh z
[
1 +
1
4
(1− k2)
(
1− z
sinh z cosh z
)]
.(A11)
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Fig. 6: Numerical and analytical traces TrMA for A orbit. The
solid line is the full numerical result (after [20, 9]); heavy dots
show the approximation (A10) through the Mathieu functions
(A9); the dashed line shows the improved Legendre function
approximation with the constant (A12). Light dots present
the asymptotic Legendre function approximation with r = 1
(rcorr = 0). The insert shows a small region near the symmetry
breaking limit e → 0; the values of the constants rcorr = 0, 1/4
and 2/9 (A12) for different Legendre function approximations
are shown.
As shown in [21, 22], the trace TrMA is in this approxi-
mation in good agreement with the numerical results [20]
near the saddle e→ 1.
Generally speaking, for a more general solution, it is
difficult to take into account exactly the next term of the
expansion (A11) to get a simple analytical result simi-
lar to that presented explicitly in [22]. However, we may
use the approximate constant r for the square brackets in
(A11), which effectively takes into account the correction
to tanh z,
r ≈ 1 + rcorr(1− k2), rcorr = 1/4 . (A12)
Within this approximation, one has again the result in
terms of the Legendre functions Pµν and Q
µ
ν with complex
indices ν and µ depending on the energy e
µ = i
√
A+B , ν = (−1 + i
√
4A− 1)/2 , (A13)
where B is the same as in [22] but A contains the addi-
tional constant factor r:
A = 12 r k2 , B = (1 + 2y1)/a
2
k , (A14)
corresponding at r=1 (or rcorr = 0 in our notations) to the
results in [22]. Fig. 6 shows the comparison of numerical
calculations [9, 20] with our analytical results for the trace
of the stability matrix TrMA in the case of the A orbit.
As seen from Fig. 6, the solution for TrMA in terms of
the Mathieu functions is in good agreement with the exact
numerical results even at energies e∼< 0.8. We show there
also another approximation in terms of Legendre functions
with the indices (A13), improved at finite and small ener-
gies e through the constant A (A14) with r given in (A12)
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as compared to the result (r = 1) obtained earlier near
the saddle [i.e., using only the leading term in the expan-
sion (A11) for e − 1 ≪ 1] [22]. Through a modification
of only one constant r (A12), one has a remarkable agree-
ment between this improved Legendre approximation and
the numerical results everywhere from the saddle point e
to the harmonic oscillator limit TrMA → 2 for e → 0
(Fig. 6).
As shown in the insert of Figure 6, this approximation
can be slightly improved changing the constant rcorr in
(A12) from rcorr = 1/4 (z →∞) to about 2/9 of finite val-
ues of z. For small energies e (k → 0), one can, again, for-
mally use (A11): the correction to tanh z can be neglected
for small times (z ≪ 1) because it gives the dominating
contribution to TrMA [equation (A1) with (A2) becomes
approximately the same at small z], and TrMA → 2 in
all analytical approximations, in agreement with the nu-
merical results. In the limit e → 0 the Legendre function
approximation converges, indeed, to the analytical Math-
ieu function solution (see the insert). Note also that this
agreement with the numerical results is not sensitive to a
variation of the constant rcorr around the analytical value
(A12). The particle moving near the A orbit spends much
more time near the saddle where the function of z ∝ t
in the circle brackets (A11) is almost constant with re-
spect to the remaining part of the trajectory. However,
at small energies e → 0, one finds a smaller time region
(z ≪ 1) where the correction in (A11) becomes negligible
for TrMA, such that all curves in Fig. 6 have the same
correct harmonic oscillator limit 2. Thus, a rather com-
plicated function of time in the correction to the leading
(hyperbolic tangent) term of the expansion of the Jacobi
function (A11) can be reduced to a form involving the
same Legendre functions as in [22], but with modified in-
dices by the constant r (A12) through (A14).
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