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Resumo
Neste trabalho tratamos de dois aspectos relativos à fluxos estocásticos em
folheações. Na primeira parte tratamos da decomposição de um fluxo 𝜑𝑡 = 𝜉𝑡 ∘𝜓𝑡 em uma
variedade diferenciável com duas folheações transversais entre si (𝑀,ℋ,𝒱) de modo que
𝜉𝑡 preserva as folhas de ℋ e 𝜓 preserva as folhas de 𝒱 .
Nesta parte estudamos como certas propriedades topológicas das folheações,
tais como interseções de folhas e atingibilidade, influenciam na decomposição. Por fim
mostramos que quando ℋ é transversalmente orientável, um fluxo é decomponível se
e somente se preserva esta orientação. Como aplicação deste resultado obtemos uma
condição suficiente para que o fluxo de uma e.d.e. de Stratonovich seja decomponível.
Na segunda parte obtemos uma medida 𝜈 definida em subvariedades de 𝑀
transversais àℋ a qual é invariante pelo fluxo 𝜑𝑡 gerado por uma equação de Stratonovich.
Posteriormente estudamos recorrência destes fluxos em relação à topologia gerada por
abertos ℋ-saturados.
Abstract
This work approaches two problems concerning flows in foliated manifolds. The
first part deals with the decomposition of a flow 𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡 in a bifoliated differentiable
manifold (𝑀,ℋ,𝒱), where 𝜉𝑡 preserves the leaves of ℋ and 𝜓𝑡 preserves 𝒱 .
In this part we study the way topological features, such as attainability and
intersection of leaves, influence the decomposition. Finally, we present a complete des-
cription of decomposability in terms of the topology of the foliations by proving that when
ℋ is transversaly orientable 𝜑𝑡 is decomposable if and only if it preserves the transversal
orientation. Afterwards we give a sufficient condition for the flow of an Stratonovich s.d.e
to be decomposable.
In the second part we provide an invariant measure on submanifolds of𝑀 that
are transversal to ℋ, and we use it to study recurrence.
Notação
ℋ folheação horizontal
𝒱 folheação vertical
𝑋 t 𝑌 X é transversal à Y
Ω espaço de probabilidade
ℱ 𝜎-álgebra de Ω
ℬ(𝑀) borelianos de 𝑀
P medida de probabilidade em Ω
E(𝑋) esperança da variável aleatória 𝑋
E(𝑋|ℱ ′) esperança condicional de 𝑋 em relação à ℱ ′
E(𝑋 : 𝐵) esperança de 𝑋 sobre 𝐵 ∈ ℱ
Diff(𝑀) conjunto dos difeomorfismos de 𝑀
∇ conexão riemanniana
[𝐴 : 𝐵 : 𝑖] matriz obtida substituindo a 𝑖-ésima linha da
matriz 𝐴 pela 𝑖-ésima linha da matriz 𝐵
𝐶𝑘(𝑀) funções de 𝑀 em R com 𝑘 derivadas contínuas
𝐶(𝑀) funções contínuas de 𝑀 em R
𝐴𝑖1...𝑖𝑘𝑗1,...,𝑗𝑘 submatriz de 𝐴 com entradas 𝐴𝑖𝑎𝑗𝑏 , 𝑎, 𝑏 = 1, .., 𝑘
supp(𝜈) suporte da medida 𝜈
X(𝑀) campos diferenciáveis de 𝑀
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Introdução
A tese aborda dois assuntos: decomposição de fluxos estocásticos em folheações
e medidas transversais invariantes pelo fluxo. A decomposição é abordada no Capítulo 2
e se refere ao seguinte: Considere uma variedade 𝑀 e um fluxo estocástico 𝜑𝑡 dado por
uma equação de Stratonovich. Em diferentes contextos decompor o fluxo 𝜑𝑡 de modo que
cada componente pertença a um determinado subgrupo de Diff(𝑀) fornece informações
de natureza diâmica ou geométrica sobre o fluxo 𝜑𝑡, como se vê em Kunita [13], Liao [14]
e Catuogno, Silva e Ruffino [6]. Nesta tese, assim como em [6] estamos interessados no
caso onde M possui duas folheações ℋ e 𝒱 transversais entre si, e a decomposição é da
forma
𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡 (0.0.1)
onde 𝜉𝑡 fixa folhas de ℋ e 𝜓𝑡 fixa folhas de 𝒱 . Naturalmente nos referimos à ℋ como
folheação horizontal e à 𝒱 como folheação vertical.
De maneira informal, podemos pensar em cada folheação como sendo uma
partição de𝑀 em classes de equivalência em que cada classe é uma variedade diferenciável
imersa em 𝑀 . Fazemos uma breve introdução à teoria das folheações no Capítulo 1,
recomendamos para um estudo mais completo Candel e Conlon [4], Camacho e Lins Neto
[3] e Tamura [21].
O interesse por este tipo de decomposição pode vir do interesse de escrever o
fluixo de modo que as componentes tenham propridades geométricas interessantes como
em [14], em que a primeira componente é isometria. Também pode ser interessante de
entender o comportamento do sistema em relação à curvas de nível de uma determinada
função, o quanto o sistema se afasta de preservar uma determinada quantidade (pressão,
temperatura etc), ou o comportamento assintótico deste sistema em relação à estas curvas
de nível ou folheação.
A abordagem para tratar este tipo de decomposição da equação (0.0.1) que
aparece em diversos trabalhos tais como [6] e [14] passa por obter EDEs em Diff(𝑀)
para as componentes, tomando proveito de sua estrutura de grupo de Lie quando 𝑀 é
compacta. Por exemplo, em [6] é demonstrado o seguinte:
Teorema 0.0.1 (Catuogno, Silva e Ruffino, [6]). Seja Δ𝐻 e Δ𝑉 duas distribuções comple-
mentares em 𝑀 que preservam transversalidade sobre as órbitas de Diff(Δ𝐻 , 𝑀). Dado
13
um fluxo estocástico 𝜑𝑡, até um tempo de parada existe uma decomposição
𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡
onde 𝜉𝑡 é uma difusão em Diff(Δ𝐻 , 𝑀) e 𝜓𝑡 é um processo em Diff(Δ𝑉 , 𝑀).
Embora essa abordagem forneça descrições das componentes, cada componente
existirá até um tempo de parada, mesmo quando o fluxo original 𝜑𝑡 está definido para
todo tempo positivo. Estas dificuldades podem ser contornadas em alguns casos, como
em Morgado e Ruffino [16].
Neste trabalho partimos de um resultado local que aparece em [6], Lema 2.3.3
e apartir dele obtemos condições globais de existência. Também explicamos, até certo
ponto, os motivos pelos quais as componentes podem explodir, mesmo que o fluxo ainda
esteja definido.
De fato, mesmo exemplos simples apresentam complicações para a decompo-
sição, o que mostra que a existência da decomposição não depende apenas da equação
que define o fluxo. Considere, por exemplo, o fluxo de rotações 𝜑𝑡(𝑥, 𝑦) = (𝑥 cos 𝑡 −
𝑦sen𝑡, 𝑥sen𝑡+ 𝑦 cos 𝑡). Consideremos este fluxo em 𝑀 = R2 ∖ {0} com
ℋ = {círculos centrados na origem} e 𝒱 = {semi-retas radiais}.
Com este par de folheações 𝜑𝑡 é decomponível para todo 𝑡 ≥ 0. A saber teríamos 𝜉𝑡 = 𝜑𝑡
e 𝜓𝑡 = 𝐼𝑑.
Por outro lado se tomamos
ℋ = {retas paralelas ao eixo 𝑥} e 𝒱 = {retas paralelas ao eixo 𝑦}
temos a seguinte decomposição:
𝜙𝑡 =
⎛⎝ cos 𝑡 −sen𝑡
sen𝑡 cos 𝑡
⎞⎠ =
⎛⎝ sec 𝑡 − tan 𝑡
0 1
⎞⎠⎛⎝ 1 0
sen𝑡 cos 𝑡
⎞⎠ .
Note que neste caso a componente horizontal explode em tempo 𝑡 = 𝜋/2. Em particular,
no Capítulo 2 oferecemos uma interpretação topológica para a não decomponibilidade
neste caso, que mostraremos estar relacionada com a interseção entre folhas.
Mostramos também que a estrutura das folheações associa à cada ponto 𝑝 ∈𝑀
um conjunto aberto e ℋ-saturado 𝒜(𝑝) de modo que todo difeomorfismo decomponível
𝜙 satisfaz 𝜙(𝑝) ∈ 𝒜(𝑝). Desta forma qualquer fluxo que em um determinado momento
𝑡0 leve 𝑝 para fora de 𝒜(𝑝) não será decomponível, implicando de fato na "explosão"de
alguma das componentes. Chamamos o conjunto 𝒜(𝑝) de conjunto dos pontos atingíveis
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de 𝑝.
Finalmente, demontramos que quando a folheação ℋ é transversalmente ori-
entável o fluxo é decomponível se e somente se preserva esta orientação, Teorema 2.4.1.
Na demonstração deste resultado usamos um Lema presente em [6] que afirma
que localmente a decomponibilidade pode ser verificada calculando o sinal do determinante
correspondente às coordenadas verticais, aplicadas ao fluxo linearizado. A dificuldade
aparece para passarmos ao resultado global devido principalmente à dois fatores: orienta-
bilidade, que permite definirmos adequadamente estes subdeterminantes, e atingibilidade.
Para superarmos estas dificuldades precisamos construir sistemas de coordenadas adequa-
dos, nos quais podemos aplicar os resultados locais, e então "colar"as componentes locais
obtidas.
Terminamos o capítulo obtendo uma fórmula de Itô para subdeterminantes.
Como corolário desta fórmula e do Teorema 2.4.1, conseguimos uma condição suficiente
sobre os campos de uma e.d.e de Stratonovich para que seu fluxo seja decomponível.
O segundo tema desta tese é abordado no Capítulo 3. Agora 𝑀 é dotada
de uma folheação ℋ e investigamos a existência de medidas definidas em subvariedades
transversais à ℋ por um fluxo estocástico 𝜑𝑡 dado. Esta medida se relaciona à deformação
(média) provocada pelo fluxo na direção transversal à folheação. Mostramos que se os
campos de uma determinada e.d.e. satisfazem certas condições uma tal medida invariante
existe.
Medidas invariantes são estudadas na teoria de sistemas dinamicos aleatórios
e estocásticos Kunita[13] e Arnold[1] mas também são de grande interesse em teoria de
folheaçoes como discutido em Garnett [9], Plante [19] e Candel e Conlon [5] com as
chamadas medidas invariantes por holonômia e medidas harmônicas. Neste sentido a
medida que apresentamos no Capítulo 3 apresenta características destes dois tipos de
medida invariante pois ao mesmo tempo que se refere à uma porpriedade topológica
interessante à teoria de folheações, que é a transversalidade, também é preservada pelo
fluxo. Também discutimos alguns exemplos dessas medidas.
Posteriormente neste capítulo, de posse de uma tal medida, estudamos recor-
rência do fluxo em relação à topologia da folheação (abertos saturados). Mais pricisa-
mente mostramos que a imagem de um ponto de 𝑀 retorna, com probabilidade 1, à uma
vizinhança saturada deste ponto em tempos arbitrariamente grandes.
O Capítulo 1 se dedica a alguns conhecimentos preliminares, à que recorremos
ao longo desta tese. Na primeira seção apresentamos definições e resultado básicos da
Teoria de Folheações, além de exemplos que enfatizam propriedades de espaços com fo-
lheações. Na segunda parte do capítulo fazemos uma introdução ao Cálculo estocástico os
quais serão apresentandos brevemente alguns resultados e propriedades, principalmente
no que se refere à integrais estocásticas e equações diferenciais estocásticas.
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Capítulo 1
Preliminares
Neste capítulo, para conveniência do leitor, apresentamos alguns conceitos e
resultados aos quais recorreremos posteriormente no desenvolvimento deste trabalho. Na
primeira seção apresentamos definições e propriedades de folheações, que compoem o
espaço ambiente no qual trabalharemos nesta tese. Na segunda seção fazemos uma breve
introdução ao cálculo estocástico, falamos de equações diferenciais estocásticas e fluxos
estocásticos, que são nosso principal objeto de estudo.
Por fim temos uma seção de natureza mais técnica sobre subdeterminantes
e formas diferenciáveis que aparecem naturalmente quando tratamos o problema da de-
composição de fluxos estocásticos em relação à folheações. Em particular apresentamos
a fórmula de Cauchy-Binet que tem um papel fundamental na compreensão de como o
fluxo de uma EDE interage com as folheções. Nesta ultima seção também apresentamos
algumas notações úteis, bem como alguns cálculos com determinantes.
1.1 Sobre as folheações
As superfícies de nível de uma função 𝑓 : R3 → R que seja regular, isto é, seu
gradiente não se anula em nenhum ponto de R3 são um exemplo simples de folheações.
Neste caso, cada superfície de nível é uma subvariedade de R3. Outro exemplo natural
são trajetórias de sistemas dinâmicos sem singularidades também constituem uma rica
classe de exemplos de folheações, mas neste caso cada folha é uma variedade imersa, mas
não necessariamente uma subvariedade do espaço ambiente. Por exemplo as trajetórias
do fluxo irracional no toro são densas e portanto não são subvariedades imersas.
Para formalizar estas noções intuitivas, apresentaremos duas abordagens das
folheações. Nossas principais referências neste capítulo são Candel e Colon [4] , Camacho
e Lins Neto [3] e Nomizu[17].
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1.1.1 Perspectiva da topologia diferencial
Aqui nos aproximamos da topologia diferencial no sentido de que a definição
de folheação é feita por meio de um atlas.
Definição 1.1.1. Uma folheação ℱ de codimensão 𝑞 e classe 𝐶𝑟 em uma variedade
diferenciável 𝑀𝑝+𝑞 é um atlas onde cada carta local 𝜙𝑖 : 𝑈𝑖 → R𝑝+𝑞 é de classe 𝐶𝑟 e as
mudanças de coordenadas ℎ𝑖𝑗 = 𝜙𝑗 ∘ 𝜙−1𝑖 : 𝜙𝑖(𝑈𝑖 ∩ 𝑈𝑗)→ 𝜙𝑗(𝑈𝑖 ∩ 𝑈𝑗) é da forma
ℎ𝑖𝑗(𝑥, 𝑦) = (ℎ1𝑖𝑗(𝑥, 𝑦), ℎ2𝑖𝑗(𝑦)).
Dado 𝑢 ∈ 𝑀 , uma placa em 𝑢 é um conjunto da forma 𝑃𝑢 = 𝜙−1𝑖 ({(𝑥, 𝑦0) :
𝑥 ∈ R𝑝}) , com 𝑦0 fixo em R𝑞 com 𝑢 ∈ 𝑃𝑢. A folha de 𝑢, 𝐹 (𝑢) ∈ ℱ , é uma união
conexa maximal de placas a qual contém 𝑃𝑢, ou seja, 𝐹 (𝑢) é o elemento maximal de
{𝑆 ∈𝑀 : 𝑆 é conexo e 𝑃𝑢 ⊂ 𝑆}.
Exemplo 1.1.2. Embora o laço 𝐿 da figura seja uma variedade imersa em R2, ele não
pode pertencer a nenhuma folheação, pois qualquer carta folheada deveria levar uma
vizinhança 𝑈 = 𝑉 ∩ 𝐿 de 𝑝 em um segmento de reta, mas 𝑈 − {𝑝} tem no mínimo
três componentes conexas enquanto um segmento de reta menos um ponto tem duas
componentes conexas.
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Exemplo 1.1.3. Outra classe de exemplo importante são os fibrados: Sejam 𝐸, 𝐵, e
𝐹 variedades diferenciáveis tais que existe uma aplicação diferenciável 𝜋 : 𝐸 → 𝐵, uma
cobertura {𝑈𝑗}𝑗∈𝐽 de 𝐵 e uma família de difeomorfismos 𝜑𝑗 que fazem o seguinte diagrama
comutar:
𝐸
𝜋

𝜑𝑗 // 𝑈𝑗 × 𝐹
𝑝
{{
𝐵
onde 𝑝 é a projeção na primeira coordenada.
As funções 𝜑𝑗 são chamadas trivializaçoes locais, e {𝜓𝑖𝑗 = 𝜑𝑖 ∘ 𝜑−1𝑗 }𝑈𝑖∩𝑈𝑗 ̸=∅ é o
grupo estrutural de 𝐸. Da definiçao fica claro que 𝜋 é uma submerção e 𝐸 é localmente
difeomorfo a 𝐵 × 𝐹 . Diremos que 𝐸 é um fibrado principal quando 𝐹 é um grupo de
Lie que age em 𝐸 livremente à direita (∀𝑥 ∈ 𝐸 𝑥𝑔 = 𝑥 ⇔ 𝑔 = 𝑖𝑑) e tal que seu grupo
estrutural forma 𝜓𝑖𝑗(𝑥, 𝑦) = (𝜓1𝑖𝑗(𝑥, 𝑦), 𝜓2𝑖𝑗(𝑦)) com 𝜓2𝑖𝑗 sendo um isomorfismo de grupo.
Em particular quando 𝐺 é um espaço vetorial e 𝜓2𝑖𝑗 é linear, 𝐸 é um fibrado vetorial.
1.1.2 Perspectiva dinâmica
As trajetórias de um sistema dinâmico sem ponto fixo em 𝑀 formam uma
folheação de 𝑀 com dimensao 1. Apresentaremos aqui uma forma de gerar folheações
via campos diferenciáveis de vetores, dada pelo teorema de Frobenius. Existem muitas
semelhanças entre a teoria de sistemas dinâmicos e a de folheações, discutiremos algumas
dessas semelhanças quando oportuno.
Definição 1.1.4. Uma distribuição em 𝑀 (𝑛) é definida localmente por uma família Γ =
{𝑋𝑖}𝑖≤𝑘≤𝑛 l.i. de campos diferenciáveis em 𝑀 . Γ𝑥 = {𝑋𝑖(𝑥)}𝑖, 𝑥 ∈𝑀 .
A distribuição Γ é de classe 𝐶𝑟 se para todo ponto 𝑝 em 𝑀 existe uma vizi-
nhança de 𝑝 onde Γ é definida por campos {𝑋𝑖} de classe 𝐶𝑟. Denotaremos
Definição 1.1.5. Uma variedade imersa 𝑁 →˓ 𝑀 é uma variedade integral de uma
distribuição Γ se Γ𝑥 gera 𝑇𝑥𝑁 para todo 𝑥 ∈ 𝑁 .
Na definição acima cometemos o abuso de linguagem de identificar 𝑁 com a
sua imagem por uma imersão em 𝑀 . Faremos o mesmo sempre que contexto deixar claro
o significado. Usaremos a notação X(𝑀) para nos referirmos ao conjunto dos campos
diferenciáveis de 𝑀.
Definição 1.1.6. Uma distribuição Γ é involutiva se Γ é uma subalgebra de Lie de X(𝑀),
que é a álgebra de Lie dos campos diferenciáveis de 𝑀 .
Teorema 1.1.7 (de Frobenius). Existe uma folheação em 𝑀 cujas folhas são variedades
integrais da distribuição Γ se e somente se Γ é involutiva.
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Exemplo 1.1.8. Se consideramos a representação do toro no plano, e consideramos ali
todas as retas com uma inclinação 𝛼, as cuvas assim obtidas serão imagens de imersões do
círculo (𝑆1) em 𝑇 2 se 𝛼 ∈ Q e serão imersões de R em 𝑇 2 caso 𝛼 seja irracional. Fixado
𝛼 temos apenas uma dessas imersões passado por um ponto 𝑝 ∈ 𝑇 2 dado. De fato os
espaços tangentes a essas imerções em cada ponto são determinados por 𝛼, daí o teorema
de Frobenius nos dá que tal partição de 𝑇 2 é de fato uma folheação. Além disso verifica-se
que no caso em que 𝛼 é irracional todas as folhas são densas.
1.1.3 Uniformidade e Orientação Transversal
Seja ℋ uma folheação de 𝑀 com codimensão 𝑘. Em várias partes desta tese
usaremos o resultado abaixo, o qual se assemelha ao Teorema de fluxo tubular para
sistemas dinâmicos.
Teorema 1.1.9 (Teorema da Uniformidade Transversal). Seja 𝑐 uma curva contida em
uma folha 𝐻 ∈ ℋ ligando os pontos 𝑝 e 𝑞. Sejam 𝐷𝑝 e 𝐷𝑞 duas subvariedades transversais
à ℋ, passando por 𝑝 e 𝑞 respectivamente. Então existem subvariedades 𝐷′𝑝 ⊂ 𝐷𝑝 e 𝐷′𝑞 ⊂
𝐷𝑞, também passando por p e q, e um difeomorfismo 𝑓 : 𝐷′𝑝 → 𝐷𝑞 tal que ℋ(𝑥) = ℋ(𝑓(𝑥)),
para todo 𝑥 ∈ 𝐷𝑝.
O conceito de orientação transversal definido abaixo terá um papel central no
nosso estudo sobre decomposição de fluxos estocásticos. Seja (𝜙𝜆, 𝑈𝜆) um atlas folheado
e defina para 𝑈𝜆1 ∩ 𝑈𝜆2 ̸= ∅:
𝜙𝜆1 ∘ 𝜙−1𝜆2 : 𝑈𝜆1 ∩ 𝑈𝜆2 → 𝜙𝜆1(𝑈𝜆1)
(𝑥1, ..., 𝑥𝑛) → (𝑦1, ..., 𝑦𝑛).
Definição 1.1.10. Diremos que ℋ é transversalmente orientável se para todo 𝑈𝜆1∩𝑈𝜆2 ̸=
∅ vale
det
(︃
𝜕(𝑦𝑛−𝑘+1, ..., 𝑦𝑛)
𝜕(𝑥𝑛−𝑘+1, ..., 𝑥𝑛)
)︃
> 0.
Exemplo 1.1.11. Considere o cubo 𝐶 = [0, 1]3 ⊂ R3 com a folheaçãoℋ sendo o conjunto
das curvas de nível 𝑧 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒. Façamos a identificação
(𝑥, 0, 𝑧) ∼ (1− 𝑥, 1, 1− 𝑧).
Desta forma obtemos uma folheação ℋ˜ em 𝐶 = 𝐶/∼. Note que todas as folhas de ℋ˜ são
orientáveis, exceto a projeção da folha 𝑧 = 1/2 que é uma faixa de Möbius. A folheação
ℋ˜ não é transversalmente orientável.
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1.1.4 Medidas Invariantes por Holonomia
Seja novamente 𝑀 uma variedade diferenciável munida de uma folheação ℋ,
transversalmente orientável. Considere P o conjunto dos difeomorfismos da forma 𝑓 :
𝑃 → 𝑄 onde 𝑃 e 𝑄 são subvariedades de 𝑀 transversais à ℋ ( denotamos 𝑃 t ℋ e
𝑄 t ℱ) e ainda satisfazendo: 𝑝 ∈ 𝐻 ∩ 𝑃 , 𝐻 ∈ ℋ, então 𝑓(𝑝) ∈ ℋ ∩𝑄. Definimos:
Definição 1.1.12. Uma medida 𝜇 sobre a 𝜎-álgebra gerada por subvariedades transversais
à ℋ, é dita invariante por holonomia se 𝜇 é invariante pela ação de todos os elementos
de P
Além disso diremos que uma folha 𝐻 está no suporte de 𝜈 se para toda 𝑃 t ℋ
tal que 𝑃 intersecta𝐻, vale 𝜇(𝑃 ) > 0. Um estudo sobre essas medidas pode ser encontrado
em Plante [19] e em Candel e Conlon [4]. Em particular, sabe-se que uma tal medida
existe quando uma folha 𝐻 ∈ ℋ tem crescimento não-exponencial. Para definir o conceito
de crescimento não exponencial precisamos definir a função de crescimento de 𝐺𝑥 de ℋ
em um ponto 𝑥. Considere a folha ℋ(𝑥) passando por x e 𝐷𝑥(𝑅) o disco de raio 𝑅
(considerando-se a métrica induzida de 𝑀 em ℋ(𝑥)). A função 𝐺𝑥 é dada por
𝐺𝑥(𝑅) = vol(𝐷𝑥(𝑅)).
Finalmente diremos que 𝐻 ∈ ℋ tem crescimento não exponencial se
lim inf
𝑅→∞
𝐺𝑥(𝑅) = 0, 𝑥 ∈ 𝐻.
Esta definição independe da escolha do ponto 𝑥 ∈ 𝐻. Para mais detalhes vide
[19] ou [4]. Como anunciado no parágrafo anterior, vale o seguinte:
Teorema 1.1.13. Suponha que ℋ é transversalmente orientável e𝑀 é compacta. Se 𝐻 ∈
ℋ tem crescimento não-exponencial então existe uma medida invariante por holonomia,
não trivial, cujo suporte está contido no fecho de 𝐻.
1.1.5 Fibrados
Apresentamos nessa seção os fibrados principais, que são exemplos de folhea-
ções, cujas folhas são as próprias fibras.
Definição 1.1.14. Sejam 𝐸, 𝐵, e 𝐹 variedades diferenciáveis tais que existe uma aplica-
ção diferenciável 𝜋 : 𝐸 → 𝐵, uma cobertura {𝑈𝑗}𝑗∈𝐽 de 𝐵 e uma família de difeomorfismos
𝜑𝑗 que fazem o seguinte diagrama comutar:
𝐸
𝜋

𝜑𝑗 // 𝑈𝑗 × 𝐹
𝑝
{{
𝐵
20
onde 𝑝 é a projeção na primeira coordenada.
As funções 𝜑𝑗 são chamadas trivializaçoes locais, e {𝜓𝑖𝑗 = 𝜑𝑖 ∘ 𝜑−1𝑗 }𝑈𝑖∩𝑈𝑗 ̸=∅ é o
grupo estrutural de 𝐸. Da definiçao fica claro que 𝜋 é uma submersão e 𝐸 é localmente
difeomorfo a 𝐵 × 𝐹 . Diremos que 𝐸 é um fibrado principal quando 𝐹 é um grupo de
Lie que age em 𝐸 livremente à direita (∀𝑥 ∈ 𝐸 𝑥𝑔 = 𝑥 ⇔ 𝑔 = 𝑖𝑑) e tal que seu grupo
estrutural forma 𝜓𝑖𝑗(𝑥, 𝑦) = (𝜓1𝑖𝑗(𝑥, 𝑦), 𝜓2𝑖𝑗(𝑦)) com 𝜓2𝑖𝑗 sendo um isomorfismo de grupo.
Em particular quando 𝐺 é um espaço vetorial e 𝜓2𝑖𝑗 é linear, 𝐸 é um fibrado vetorial.
Exemplo 1.1.15. O fibrado tangente 𝑇𝑀 de uma variedade 𝑀 , tem fibras 𝑇𝑝𝑀 ≃ R𝑛
e base 𝑀 . Neste caso a projeção na base é dada por 𝜋(𝑥, 𝑉 (𝑥)) = 𝑥 e as trivializações
locais 𝜑𝑖 são constrídas a partir de um sistema de coordenadas 𝜉𝑖 = (𝑥1𝑖 , ..., 𝑥𝑖𝑛) : 𝑈𝑖 → R𝑛
em 𝑀 da seguinte forma:
𝜑𝑖(𝑥,
𝑛∑︁
𝑘=1
𝑣𝑘(𝑥) 𝜕
𝜕𝑥𝑖
(𝑥)) = (𝑥1, ..., 𝑥𝑛, 𝑣1, ..., 𝑣𝑛).
Exemplo 1.1.16. O toro 𝑇 2 = 𝑆1 × 𝑆1, com fibras 𝑆1 (rotações do plano) e base 𝑆1 é
um fibrado principal.
1.1.6 Folheações transversais às fibras
Neste trabalho estamos interessados em variedades dotadas de duas folheações
tranversais entre si. No caso dos fibrados da forma 𝐵 × 𝐹 , ditos triviais, temos uma
folheação cujas folhas são 𝐵×{𝑓}, 𝑓 ∈ 𝐹 e {𝑥}×𝐹, 𝑥 ∈ 𝐵, e por definiçao todo fibrado
é localmente trivial, então cabe perguntar se sempre existirá uma folheação transversal
às fibras. Nesta seção apresentaremos um método de construir um fibrado com folheação
ℱ transversal às fibras, dada uma base 𝐵, tal que toda folha 𝐿 ∈ ℱ é um espaço de
recobrimento de 𝐵. Para tanto usaremos um homomorfismo de grupos 𝜑 : 𝜋1(𝐵) →
Diff(𝐷) e por isso esta construção é dita uma suspenção de 𝜑. Também apresentamos aqui
um resultado que nos garante que todo fibrado com folheação por espaços de recobrimento
de 𝐵 transversal às fibras pode ser obtido desta forma. Seguimos Camacho e Lins [3].
Sejam 𝐵 e 𝐹 duas variedades diferenciáveis, e seja 𝑝 : ?˜? → 𝐵 o recobrimento
universal de 𝐵. Tome um homomorfismo de grupos 𝜙 : 𝜋1(𝐵) → Diff(𝐹 ) com 𝜋1(𝐵),
como de costume denota o grupo fundamental de 𝐵. Lembramos que cada 𝑔 : [0, 1]→𝑀 ,
𝑔 ∈ 𝜋1(𝐵) tem um único levantamento 𝑔 à ?˜?, 𝑝(𝑔) = 𝑔, e que à 𝑔 podemos associar um
difeomorfismo 𝑓𝑔 : ?˜? → ?˜?, 𝑓𝑔(𝑥) = 𝑔𝑥(1), aqui 𝑔𝑥 é um representante de 𝑔 com 𝑔𝑥(0) = 𝑥.
Usaremos a identificaçao "𝑔 = 𝑓𝑔"sempre que o contexto não permitir confusão. Considere
𝜑 : 𝜋1(𝐵)× ?˜? × 𝐹 → ?˜? × 𝐹
(𝑔, ?˜?, 𝑦) ↦→ (𝑔?˜?, 𝜑(𝑔)𝑦).
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Agora introduzimos em ?˜? × 𝐹 a seguinte relação de equivalência:
(?˜?1, 𝑦1) ∼ (?˜?2, 𝑦2)⇔ ∃𝑔 ∈ 𝜋1(𝐵) tal que 𝜙(𝑔, ?˜?1, 𝑦1) = (?˜?2, 𝑦2).
Defina 𝐸(𝜑) = (?˜? × 𝐹 )/ ∼. Dois pontos de ?˜? × 𝐹 identificados por ∼ são
necessáriamente isolados, logo 𝐸(𝜑) é uma variedade diferenciável com uma estrutura
induzida pelo quociente que a define. Agora considere a seguinte aplicação, 𝜋𝜑 de 𝐸(𝜑)
em 𝐵 dada por 𝜋𝜑((?˜?, 𝑦)) = 𝑝(?˜?), onde (?˜?, 𝑦) representa a classe de (?˜?, 𝑦) em 𝐸(𝜑). Assim
𝜋𝜑 faz o seuginte diagrama comutar
?˜? × 𝐹
𝜋
zz
𝑝1
""
𝐸(𝜑)
𝜋𝜑
$$
?˜?
𝑝
||
𝐵.
(1.1.1)
Falta apresentar uma estrutura diferenciável de fibrado em 𝐸(𝜑). Tomemos para cada
(?˜?, 𝑦) ∈ 𝐸(𝜑) uma vizinhança 𝑉 de ?˜? ∈ ?˜? tal que 𝑔𝑉 ∩𝑉 ̸= ∅ ⇔ 𝑔 = 𝑖𝑑, 𝑔 ∈ 𝜋1(𝐵). Desta
forma 𝜓𝑉 = (𝜋|𝑉×𝐹 )−1 é um difeomorfismo de 𝜋𝜑(𝑉 ×𝐹 ) em 𝑉 ×𝐹 . Agora, suponha que
𝑝(𝑈)∩𝑝(𝑉 ) ̸= ∅, então 𝜓𝑈 ∘𝜓−1𝑉 (?˜?, 𝑦) = 𝜑(𝑔, ?˜?, 𝑦) = (𝑔?˜?, 𝜑(𝑔)𝑦). Em particular 𝐸(𝜑) tem
grupo estrutural localmente constante e portanto possui uma folheação ℱ transversal às
fibras.
Neste ponto temos um fibrado 𝐸(𝜑) com base 𝐵 e uma folheação ℱ transversal
às fibras de 𝐸(𝜑), resta mostrar que toda 𝐿 ∈ ℱ é espaço de recobrimento de 𝐵. Ora,
todas as folhas de ℱ são da forma 𝜋(?˜?×{𝑓}) e 𝜋|?˜?×{𝑓} é uma aplicação de recobrimento,
e além disso pelo diagra e pelo diagrama (1.1.1) temos que 𝜋𝜑 ∘ 𝜋|?˜?×{𝑓} = 𝑝1 ∘ 𝑝|?˜?×{𝑓} é
de recobrimento, logo 𝜋𝜑|𝜋(?˜?×{𝑓}) também o é.
O seguinte teorema nos garante que via esta construção obtemos todos os
fibrados deste tipo, sua demontração pode ser vista em [3].
Teorema 1.1.17. Seja ℱ uma folheação transversal às fibras do fibrado (𝐸,𝐵, 𝐹, 𝜋) e tal
que toda 𝐿 ∈ ℱ é um espaço de recobrimento de 𝐵. Então (𝐸,𝐵, 𝐹, 𝜋) é diferenciável-
mente equivalente à suspensão de algum homomorfismo 𝜑 : 𝜋1(𝐵)→ Diff(𝐹 ).
1.2 Cálculo Estocástico
Neste trabalho estudamos propriedades de sistemas dinâmicos gerados em uma
variedade riemanniana 𝑀 por uma equação estocástica, que formalmente se expressa
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assim:
𝑑𝑥𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑥𝑡) ∘ 𝑑𝑊 𝑖𝑡 +𝑋0(𝑥𝑡)𝑑𝑡.
Nesta seção damos significado preciso à esta equação e apresentamos alguns resultados
básicos que serão úteis posteriormente, seguimos Ruffino [20], Ikeda e Watanabe [12] e
Kunita [13].
1.2.1 Processos Estocásticos e Martingales
Considere (𝑀,ℬ) um espaço métrico com a 𝜎-álgebra dos borelianos ℬ(𝑀), e
(Ω,ℱ) um espaço mensurável munido de uma medida de probabilidade P. Dizemos que
𝑋 : R+ × Ω → 𝑀
(𝑡, 𝜔) ↦→ 𝑋𝑡(𝜔)
é um processo estocástico se este é ℬ(R+) × ℱ -mensurável. Além disso denotaremos a
integral em relação à P por E seguindo a tradição da teoria de probabilidade. Considere
uma função 𝑓, P-integrável. Usaremos a notação
E[𝑓 : 𝐴] :=
∫︁
𝐴
𝑓𝑑P, 𝐴 ∈ ℱ .
Uma filtração {ℱ𝑡}𝑡∈R+ de ℱ é uma família de 𝜎-álgebras tal que ℱ𝑡 ⊂ ℱ para
todo 𝑡 ∈ R+ e ℱ𝑡1 ⊂ ℱ𝑡2 se 𝑡2 ≥ 𝑡1. Se para cada 𝑡 ≥ 0, 𝑋𝑡 é ℱ𝑡-mensurável diremos que
o processo estocástico 𝑋 é ℱ𝑡-adaptado.
Outro conceito importante é o de esperança condicional de 𝑋𝑡2 em relação
à ℱ𝑡1 , 𝑡2 ≥ 𝑡1 que é a função 𝑓 a qual é ℱ𝑡1-mensurável tal que E[𝑋𝑡2 : 𝐴] = E[𝑓 :
𝐴], ∀𝐴 ∈ ℱ𝑡1 . Representaremos a esperança condicional de 𝑋𝑡2 em relação à ℱ𝑡1 , 𝑡1 ≤
𝑡2 por E[𝑋𝑡2|ℱ𝑡1 ]. Um martingale é um processo estocástico ℱ𝑡-adaptado que satisfaz
E[𝑋𝑡2|ℱ𝑡1 ] = 𝑋𝑡1 .
1.2.2 Movimento Browniano
Um processo estocástico 𝐵𝑡 : R+ ×Ω→ R é chamado Movimento Browniano
se satisfaz:
i. Tem trajetórias contínuas inciciadas na origem: 𝐵0(𝜔) = 0, ∀𝜔 ∈ Ω;
ii. Seus incrementos no tempo (𝐵𝑡2 − 𝐵𝑡1) são Gaussianas centradas na origem com
variância E[(𝐵𝑡2 −𝐵𝑡1 − E[𝐵𝑡2 −𝐵𝑡1 ])2] = 𝑡1 − 𝑡2;
iii. Os incrementos em intervalos de tempo disjuntos são independentes: (𝐵𝑡2 − 𝐵𝑡1) e
(𝐵𝑠2 −𝐵𝑠1) são independentes se 𝑠1 ≤ 𝑠2 ≤ 𝑡1 ≤ 𝑡2.
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Um processo estocático 𝑋 = (𝑋1, ..., 𝑋𝑛) em R𝑛 é chamado Movimento Browniano se os
𝑋𝑖 são movimentos brownianos independentes na reta. Neste trabalho nos referiremos ao
chamado movimento Browniano canônico construído sobre o chamado espaço de Wiener
(Ω,ℱ ,P), onde Ω é o conjunto de funções contínuas de R em R, ℱ é a 𝜎-álgebra gerada
por cilindros abertos e P é a chamada medida de Wiener, vide [20] e [12].
1.2.3 Integrais estocásticas
Como dito na introdução desta seção nosso intuito aqui, entre outras coisas, é
dar sentido à equação diferencial estocástica formalmente apresentada como
𝑑𝑥𝑡 =
∑︁
𝑖
𝑋𝑖(𝑥𝑡) ∘ 𝑑𝑊 𝑖𝑡 +𝑋0(𝑥𝑡)𝑑𝑡.
que é nosso objeto de estudo neste trabalho. A noção de solução para uma tal equação é
definida a partir das chamadas integrais estocásticas, neste caso Integral de Stratonovich.
Começamos com a Integral de Itô. Um processo 𝐻𝑠 adaptado à filtração ℱ𝑡
gerada pelo movimento Browniano 𝑤𝑡 é chamado de processo elementar se existe uma
partição {𝑡𝑖}0≤𝑖≤𝑘 de [0, 𝑡] com 𝑡0 = 0 e 𝑡𝑘 = 𝑡 e também existem variáveis aleatórias
𝐻𝑖 ∈ 𝐿2(Ω,P), cada qual ℱ𝑡𝑖-mensurável respectivamente, tais que
𝐻𝑠(𝜔) =
𝑘−1∑︁
𝑖=0
𝐻𝑖(𝜔)1[𝑡𝑖,𝑡𝑖+1)(𝑠).
Para processos elementares definimos a integral de Itô via somas de Riemann por
∫︁ 𝑡
0
𝐻𝑠𝑑𝑤𝑠(𝜔) =
∑︁
𝑖
𝐻𝑖(𝜔)(𝑤𝑡𝑖+1 − 𝑤𝑡𝑖)(𝜔).
Verifica-se que a integral de Itô preserva a norma 𝐿2(Ω× [0, 𝑡]) de processos elementares.
Além disso o conjunto dos processos elementares é denso em 𝐿2(Ω × [0, 𝑡]) o que nos
permite definir para um processo 𝑋 ∈ 𝐿2(Ω× [0, 𝑡]) sua integral de Itô:
∫︁ 𝑡
0
𝑋𝑠𝑑𝑤𝑠 = P- lim
∫︁ 𝑡
0
𝐻𝑛𝑠 𝑑𝑤𝑠,
onde 𝐻𝑛 é uma sequência aproximante de processos elementares, sendo "P- lim"o limite
em probabilidade.
Em particular a propriedade de isometria pode ser extendida à todo o espaço
𝐿2(Ω× [0, 𝑡]), mais precisamente:
E[
(︂∫︁ 𝑡
0
𝑋𝑠𝑑𝑤𝑠
)︂2
] = E[𝑋2𝑡 ], ∀𝑋 ∈ 𝐿2(Ω× [0, 𝑡]).
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Outra propriedade importante da integral de Itô é que o processo 𝑌𝑡 =
∫︀ 𝑡
0 𝑋𝑑𝑤𝑠 é um
martingale de média zero.
Por outro lado, se escolhemos fazer a aproximação de 𝑋 ∈ 𝐿2(Ω × [0, 𝑡]) por
processos elementares
𝐻𝑠(𝜔) =
𝑘−1∑︁
𝑖=0
𝐻𝑖(𝜔)1[𝑡𝑖,𝑡𝑖+1)(𝑠),
mas desta vez exigimos que cada 𝐻𝑖 seja ℱ𝑡*𝑖 -mensurável, respectivamente, onde 𝑡*𝑖 =
(𝑡𝑖 + 𝑡𝑖+1)/2. Com esta escolha definimos, nos valendo dos mesmos argumentos, uma
nova integral estocástica chamada Integral de Stratonovich do processo X com sequencia
aproximante 𝐻𝑘: ∫︁ 𝑡
0
𝑋𝑠 ∘ 𝑑𝑊𝑠 = P- lim
𝑘→∞
∑︁
𝐻𝑘𝑖 (𝑊𝑡𝑖+1 −𝑊𝑡𝑖).
Note que na notação para integral de Stratonovich, por convensão, o 𝑑𝑊𝑠 vem precedido
de ∘. Embora a integral de Stratonovich não gere martingales como a de Itô, ela tem
a vantagem de ser de mais fácil manipulação, por exemplo no que concerne à equações
diferenciais estocáticas como veremos.
Até aqui tratamos de integração de Itô e de Stratonovich em Relação ao mo-
vimento Browniano 𝑤𝑡, mas tudo poderia ser feito com 𝑤𝑡 substituído por um processo
da forma 𝑃𝑡 = 𝑀𝑡 + 𝐴𝑡 onde 𝑀𝑡 é um martingale (martingale local) e 𝐴𝑡 é um processo
de variação limitada, neste caso dizemos que 𝑃𝑡 é um semimartingale.
Um fato importante sobre esses dois tipos de integrais é que existe uma fórmula
simples para converter uma integral em outra, antes de apresenta-la definimos a variação
quadrática entre dois processos 𝑋𝑡 e 𝑌𝑡:
⟨𝑋𝑡, 𝑌𝑡⟩ = lim
𝑛→∞
𝑘∑︁
𝑖=0
|𝑋𝑡𝑛𝑖+1 −𝑋𝑡𝑛𝑖 ||𝑌𝑡𝑛𝑖+1 − 𝑌𝑡𝑛𝑖 |
onde Δ𝑛 = {𝑡𝑛𝑖 } é uma partição de [0, 𝑡] com max𝑖 |𝑡𝑛𝑖+1 − 𝑡𝑛𝑖 | → 0 quando 𝑛→∞. Usa-
remos ⟨𝑋𝑡⟩ para denotar ⟨𝑋𝑡, 𝑋𝑡⟩. Finalmente, a fórmula de conversão entre as integrais
é: ∫︁ 𝑡
0
𝑋𝑠 ∘ 𝑑𝑌𝑠 =
∫︁ 𝑡
0
𝑋𝑠𝑑𝑌𝑠 +
1
2⟨𝑋𝑡, 𝑌𝑡⟩.
1.2.4 Fórmula de Itô e Equações diferenciais estocásticas
Aqui apresentamos a fórmula de Itô que tem para o cálculo estocástico papel
análogo ao Teorema fundamental do cálculo tem para o cálculo tradicional.
Teorema 1.2.1 (Fórmula de Itô). Seja 𝑥𝑡 = (𝑥1𝑡 , ..., 𝑥𝑛𝑡 ) um martingale em R𝑛 e 𝑓 ∈
𝐶2(R𝑛), então
𝑓(𝑥𝑡) = 𝑓(𝑥0) +
∑︁
𝑖
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑖
𝑓(𝑥𝑠)𝑑𝑥𝑖𝑠 +
1
2
∑︁
𝑖𝑗
∫︁ 𝑡
0
𝜕2
𝜕𝑥𝑖𝜕𝑥𝑗
𝑓(𝑥𝑠)𝑑⟨𝑥𝑖, 𝑥𝑗⟩.
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Para integrais de Stratonovich a fórmula se reduz à
𝑓(𝑥𝑡) = 𝑓(𝑥0) +
∑︁
𝑖
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑖
𝑓(𝑥𝑠) ∘ 𝑑𝑥𝑖𝑠.
Note que a primeira equação, envolve integrais de Itô e que nela aparecem as
derivadas de segunda ordem de 𝑓 . Já a segunda equação, com integrais de Stratonovich,
contém apenas derivadas primeiras sendo formalmente idêntica ao Teorema Fundamental
do Cálculo.
Sejam 𝑊 𝑖𝑠 , 𝑖 ≤ 𝑘, movimentos brownianos canônicos independentes e 𝑋𝑖 cam-
pos vetoriais em uma variedade Riemanniana 𝑀 de dimensão 𝑛. Dizemos que 𝑥𝑡 =
(𝑥1𝑡 , .., 𝑥𝑛𝑡 ) é solução da equação diferencial estocástica
𝑑𝑥𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑥𝑡)𝑑𝑊 𝑖 +𝑋0(𝑥𝑡)𝑑𝑠
se para toda 𝑓 ∈ 𝐶2(𝑀), vale
𝑓(𝑥𝑡) = 𝑓(𝑥0) +
∑︁
𝑖
∫︁ 𝑡
0
𝑋𝑖(𝑓)(𝑥𝑠) ∘ 𝑑𝑊 𝑖𝑠 +
∫︁ 𝑡
0
𝑋0(𝑓)(𝑥𝑠)𝑑𝑠
onde 𝑋𝑖(𝑓) representam as derivadas de 𝑓 na direção dos campos 𝑋𝑖.
Até aqui não fizemos referência às relações entre o calculo estocástico e pro-
priedades geométricas do espaço ambiente. Este assunto é amplamente abordado na
literatura, citamos Elworthy,[7] e [8], Hsu [11].
1.2.5 Fluxos de Difeomorfismos e Cociclos.
Uma EDE possui solução única quando os campos são Lipschitz. Neste caso,
fixado 𝜔 ∈ Ω temos que a solução
𝜑𝑠,𝑡(𝑥, 𝜔) = 𝑥+
∫︁ 𝑡
𝑠
𝑋0(𝜑𝑢(𝑥, 𝜔))𝑑𝑢+
∑︁
𝑖
∫︁ 𝑡
𝑠
𝑋𝑖(𝜑𝑢(𝑥, 𝜔))𝑑𝑊 𝑖
é um homeomorfismo deR𝑛 emR𝑛. Além disso como é mostrado em [13], se os coeficientes
da EDE são 𝑘 vezes diferenciáveis com derivadas globalmente Holder contínuas de ordem
𝛼 > 0, então 𝜑𝑠,𝑡 é um difeomorfismo 𝐶𝑘.
Aqui estamos considerando que os campos 𝑋𝑖 são autônomos, portanto 𝜑𝑠,𝑡 só
depende de 𝜑0,𝑡−𝑠. Mais precisamente, 𝜑𝑠 := 𝜑0,𝑠 possui a propriedade de cociclo:
𝜑𝑠+𝑡(𝜔) = 𝜑𝑠(𝜃𝑡(𝜔)) ∘ 𝜑𝑡(𝜔),
onde 𝜃𝑠(𝜔)(𝑡) = 𝜔(𝑠+ 𝑡)− 𝜔(𝑠), vide Arnold [1] e [2].
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1.3 Subdeterminantes
Nesta seção apresentamos certas propriedades de determinantes de uma sub-
matriz de uma dada matriz, ao que nos referimos como subdeterminante. Antes de discu-
tirmos estes resultados convém introduzir algumas notações. Dadas 𝐴 e 𝐵 duas matrizes
reais 𝑛× 𝑛 e 𝑘 ≤ 𝑛, denotaremos :
Notações
𝐴𝑖 i-ésima linha de 𝐴
𝐴𝑗 e à j-ésima coluna de 𝐴
𝐴𝑖1,...𝑖𝑘 matriz composta das linhas 𝑖1..., 𝑖𝑘 de 𝐴;
𝐴𝑗1,...𝑗𝑘 à matriz feita das colunas 𝑗1..., 𝑗𝑛 de 𝐴;
𝐴𝑖1...𝑖𝑛𝑗1,...𝑗𝑘 matriz feita da intersecção das linhas com as colunas de 𝐴 indicadas
[𝐴 : 𝐵 : 𝑖] matriz obtida substituindo-se a i-ésima linha da matriz 𝐴 pela i-ésima
linha da matriz 𝐵;
det𝑖1,...,𝑖𝑘𝑗1...,𝑗𝑘 (𝐴) é o determinante da matriz 𝐴
𝑖1...𝑖𝑛
𝑗1,...𝑗𝑘 .
Estudaremos os fluxos de difeomorfismos em folheações por meio dos fluxos
linearizados correspondentes. A ação deste fluxo nas folhas corresponde à ação de cer-
tas submatrizes do fluxo linearizado nos espaços tangentes às folhas. Neste contexto a
identidade de Cauchy-Binet é fundamental pois fornece uma maneira de calcular subde-
terminantes do produto de duas matrizes dadas a partir de subdeterminantes de cada
fator.
Lema 1.3.1 (Fórmula de Cauchy-Binet). Sejam 𝐴𝑘×𝑛 e 𝐵𝑛×𝑘, 𝑘 < 𝑛, então
det(𝐴 ·𝐵) = ∑︁
𝑖1>𝑖2>...>𝑖𝑘
det(𝐴𝑖1...𝑖𝑘)det(𝐵𝑖1...𝑖𝑘)
Demonstração: Vide [22]. 
Observação 1.3.2. Expandindo o determinante por linhas usando a fómula de Laplace
obtemos de forma direta o seguinte: Dado 𝐴 = (𝐴𝑖𝑗)𝑖𝑗 seja 𝐴𝑖𝑗 = (𝐴𝛼𝛽)
𝛼 ̸=𝑖
𝛽 ̸=𝑗, então
𝜕det
𝜕𝑥𝑖𝑗
(𝐴) = (−1)𝑖+𝑗det𝐴𝑖𝑗.
Além disso,
𝜕2det
𝜕𝑥𝑖𝑗𝜕𝑥𝑘𝑗
= 𝜕
2det
𝜕𝑥𝑖𝑗𝜕𝑥𝑖𝑘
= 0.
Verifica-se ainda que no caso de matrizes 2 por 2 vale
∑︁
𝑖𝑗𝑘𝑙
𝜕2det
𝜕𝑥𝑖𝑗𝜕𝑥𝑘𝑙
= 0.
27
1.4 Formas diferenciáveis em subvariedades
Seja 𝑀 uma variedade diferenciável de dimensão 𝑛. Neste capítulo apresen-
taremos algumas propriedades de formas diferenciáveis que nos serão úteis. Para tanto
seguimos [10], que recomendamos para maiores detalhes do assunto.
Definição 1.4.1. Uma k-forma diferenciável em𝑀 é uma função diferenciável que à cada
ponto 𝑝 de 𝑀 associa uma forma k-linear alternada em 𝑇𝑝𝑀 . Denotaremos o conjunto
das k-formas diferenciáveis de 𝑀 por Λ𝑘(𝑀).
Note que se (𝑥1, ..., 𝑥𝑛) é um sistema de coordenadas locais em um aberto
𝑈 ⊂ 𝑀, então {𝑑𝑥𝑖1 ∧ ... ∧ 𝑑𝑥𝑖𝑘 : 𝑖𝑗 < 𝑖𝑗+1} é uma base de Λ𝑘(𝑈). Podemos ainda
interpretar 𝑑𝑥𝑖1∧ ...∧𝑑𝑥𝑖𝑘(𝑝)(𝐴𝑗1...𝑗𝑘) como o determinante det𝑖1....𝑖𝑘𝑗1....𝑗𝑘(𝐴), onde 𝐴 é a matriz
𝑛× 𝑛 de uma transfomação linear de 𝑇𝑝𝑀 em 𝑇𝑝𝑀 escrita na base coordenada.
1.4.1 Propriedades de formas
Seja 𝜃 = ∑︀ 𝑎𝑖𝑑𝑥𝑖1 ∧ ...∧ 𝑑𝑥𝑖𝑘 , 𝑖 = (𝑖1, ..., 𝑖𝑘), 𝑖𝑗 < 𝑖𝑗+1 uma forma diferenciável
em 𝑀 , e 𝑓 um difeomorfismo de R𝑛, chamaremos de pull back de 𝜃 por 𝑓 , e representa-
remos
𝑓 *𝜃𝑝(𝑣1, ..., 𝑣𝑘) =
∑︁
𝑎𝑖 ∘ 𝑓(𝑝)𝑑𝑥𝑖1 ∧ ... ∧ 𝑑𝑥𝑖𝑘(𝑑𝑓𝑝(𝑣1), ..., 𝑑𝑓𝑝(𝑣𝑘))
Consequentemente a fórmula de Cauchy Binet nos dá
𝑓 *𝑑𝑥𝑛−𝑘+1 ∧ ... ∧ 𝑑𝑥𝑛(𝑝) =
∑︁
𝑖1<...<𝑖𝑘
det𝑖1....𝑖𝑘𝑛−1+𝑘....𝑛(𝑑𝑓𝑝)𝑑𝑥𝑖1 ∧ .... ∧ 𝑑𝑥𝑖𝑘 . (1.4.1)
A forma ϒ: Considere novamente que𝑀 está munida de uma folheaçãoℋ com codimen-
são 𝑘, onde denotaremos (𝑥1, ..., 𝑥𝑛) um sistema de coordenadas folheadas associado à ℱ
em um aberto 𝑈 , sendo que as primeiras 𝑛− 𝑘 coordenadas deste sistema correspondem
às placas de ℱ . Associamos à cada campo diferenciável 𝑋 em 𝑈 uma forma diferenciável
ϒ𝑋 . Definimos ϒ𝑋 em 𝑈 ,
ϒ𝑋 =
∑︁
𝑗1<...<𝑗𝑘
⎡⎣ 𝑛∑︁
𝑖=𝑛−𝑘+1
𝑛−𝑘+1...𝑛
det
𝑗1...𝑗𝑛
([𝐼 : ∇𝑋 : 𝑖])
⎤⎦ 𝑑𝑥𝑗1 ∧ ... ∧ 𝑑𝑥𝑗𝑘 , 𝑗1 ̸= 𝑛− 𝑘 + 1. (1.4.2)
Esta forma diferenciável, aparece naturalmente quando aplicamos a fórmula de
Itô à subdeterminantes, no Capítulo 2. De fato, veremos que ϒ𝑋 governa a decomponi-
bilidade do fluxo estocástico da e.d.e. gerada pelo campo 𝑋 em relação à duas folheações
transversais entre si.
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1.4.2 Ação de fluxos estocásticos sobre formas diferenciáveis.
Considere os campos diferenciáveis 𝑋𝑖, 𝑖 = 0, ...,𝑚 em uma variedade Rieman-
niana 𝑀 com conexão Riemanniana ∇. Consideremos novamente a EDE:
𝑑𝑥𝑡 =
𝑚∑︁
𝑖=1
𝑋𝑖(𝑥𝑡)𝑑𝑊 𝑖 +𝑋0(𝑥𝑡)𝑑𝑠. (1.4.3)
Seja 𝜅 uma forma diferenciável. Definimos a derivada de Lie de 𝜅 na direção
de um campo 𝑋 por
𝐿𝑋𝜅 = lim
𝑡→0
1
𝑡
(𝜂*𝑡 𝜅− 𝜅),
onde 𝜂 é o fluxo de 𝑋.
Teorema 1.4.2. Suponha que os campos 𝑋𝑖 da equação (1.4.3) são de classe 𝐶𝑘 com
derivadas covariantes ∇𝑋𝑖 limitadas. O fluxo 𝜑𝑡 desta preserva uma forma diferenciável
𝜅 se e somente se 𝐿𝑋𝑖𝜅 = 0 para todo 𝑖 = 0, ...,𝑚.
(Vide Kunita [13])
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Capítulo 2
Decomposição de fluxos Estocásticos
2.1 Introdução
Neste capítulo nosso espaço ambiente é uma variedade diferenciável 𝑀 dotada
de duas folheações ℋ, e 𝒱 transversais entre si. Chamaremos ℋ de folheação horizontal
e 𝒱 de folheação vertical. Os principais resultados deste capítulo apresentam condições
para que um fluxo de difeomorfismos 𝜑𝑡 seja decomponível da seguinte forma 𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡
com 𝜉𝑡(𝐻) ⊂ 𝐻 para todo 𝐻 ∈ ℋ e 𝜓𝑡(𝑉 ) ⊂ 𝑉 para todo 𝑉 ∈ 𝒱 . Mais precisamente
estudamos condiçoes para que o fluxo 𝜑𝑡 de uma equação estocástica em uma variedade
𝑀 possua uma decomposição da forma:
Definição 2.1.1. Diremos que o difeomorfismo 𝜑 em (𝑀,ℋ,𝒱) é decomponível com
relação às folheações ℋ e 𝒱 se
𝜑 = 𝜉 ∘ 𝜓 (2.1.1)
onde 𝜉 : 𝒟(𝜉) ⊂ 𝑀 → 𝑀 e 𝜓 : ℐ(𝜉)→ 𝑀 tais que para todo 𝑥 ∈ 𝑀 vale 𝜉(𝑥) ∈ ℋ(𝑥), e
𝜓(𝑥) ∈ 𝒱(𝑥).
Diremos simplesmente que um difeomorfismo é decomponível, sem nos refe-
rirmos ao par de folheações, se no contexto estiver claro. Diremos que uma família de
difeomorfismos {𝜑𝑡 : 𝑡 ∈ 𝐼} é decomponível se cada 𝜑𝑡 é decomponível. Verifica-se que
neste caso 𝜓𝑡 é injetora e 𝜉𝑡 é bijetora. Além disso se 𝑀 é conexa e completa como espaço
métrico, então 𝒟(𝜉𝑡) = 𝑀 , ou seja 𝜓𝑡 e 𝜉𝑡 são difeomorfismos globais. Além disso, por
definição, se 𝜑𝑡 é decomponível existe uma curva em 𝒱(𝑥) ligando 𝑥 à 𝜓𝑡(𝑥) e uma curva
em ℋ(𝜓𝑡(𝑥)) ligando 𝜓𝑡(𝑥) à 𝜑𝑡(𝑥)
Este problema de decomponibilidade é abordado em Catuogno, Silva e Ruffino
[6], mas nestes casos são consideradas distribuições, não necessáriamente integráveis e
cada componente deve preservar uma destas distribuições. Portanto a decomposição de
que tratamos aqui é mais forte, no sentido de que a componente horizontal 𝜉 preserva a
distribuição tangente à folheação horizontal e fixa cada folha horizontal, e a componente
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vertical 𝜓 atua de forma análoga para a folheação vertical. Tal exigência a mais faz com
que a topologia das folheações tenham um papel decisivo na decomponibilidade como será
visto na Seção 2.2.
Na Seção 2.3 fazemos um estudo local da decomponibilidade para fluxos es-
tocásticos associados à E.D.E.s de Stratonovich. Já na Seção 2.4 apresentamos uma
condição equivalente à decomponibilidade quando a folheação horizontal é transversal-
mente orientável, Teorema 2.4.1, que é nosso principal resultado. Ainda na Seção 2.4
fazemos algumas aplicações do teorema de decomposição global apresentando uma classe
de exemplos de fluxos decomponíveis.
2.2 Impedimentos Topológicos
Nesta seção apresentamos duas condições, relacionadas à topologia da folhea-
ção, necessárias para que um fluxo 𝜑𝑡 seja decomponível no sentido definido na equação
(2.1.1). Tal estudo nos proporciona uma visão de como a topologia da folheação pode
impor obstaculos à decomposição de fluxos.
2.2.1 Impedimento Topológico Dinâmico
A forma como o fluxo decomponível deforma as folhas verticais em relação à
folheação horizontal tem uma certa rigidez, como mostra a proposição abaixo.
Proposição 2.2.1. Seja 𝜑 um difeomorfismo decomponível com 𝜑𝑡 = 𝜉 ∘ 𝜓 então 𝜉(𝑥) ∈
ℋ(𝑥) ∩ 𝜑(𝒱(𝑥)) e 𝜓(𝑥) ∈ 𝒱(𝑥) ∩ℋ(𝜑(𝑥)).
Demonstração: O resultado para 𝜉 segue do fato de que 𝜉(𝑥) ∈ ℋ(𝑥) e se tomamos
𝑎 = 𝜓−1(𝑥) ∈ 𝒱(𝑥) temos que 𝜉(𝑥) = 𝜑(𝑎). A segunda afirmação demonstra-se de forma
análoga. 
Do ponto de vista dinâmico interpretamos a primeira parte desta proposição
da seguinte forma: As folhas horizontais estão fixas como um referencial, já as verticais
são arrastadas por um fluxo 𝜑𝑡. Suponha que 𝐻 ∩ 𝑉 ̸= ∅, onde 𝐻 é uma folha horizontal
e 𝑉 é uma folha vertical. Se 𝜑𝑡(𝑉 ) em algum tempo 𝑡0 deixa de intersectar uma folha
horizontal 𝐻 então o fluxo em questão não é decomponível no tempo 𝑡0.
Exemplo 2.2.2. Considere as folheações horizontal e vertical em 𝑅2. Considere ainda o
sistema de rotações 𝑑𝑥𝑡 = 𝐴𝑥𝑡 ∘ 𝑑𝑍𝑡, onde 𝑍𝑡 é um semimartingale. Neste caso o fluxo 𝜑𝑡
é dado por
𝜑𝑡 =
⎛⎝ cos𝑍𝑡 −sen𝑍𝑡
sen𝑍𝑡 cos𝑍𝑡
⎞⎠
Então pela Proposição 2.2.1 este fluxo deixa de ser decomponível quando 𝑍𝑡 atinge o valor
𝜋/2.
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2.2.2 Impedimento Topológico Intrínseco
Dadas duas cuvas 𝛼 e 𝛽 denotaremos 𝛼 * 𝛽 a concatenação de 𝛼 e 𝛽, isto
é, a curva cujo traço cobre primeiro o traço de 𝛽 e depois o traço de 𝛼. Para que a
decomposição (2.1.1) seja possível é necessário por definição que 𝜑(𝑥) seja atíngível a
partir de 𝑥 por uma curva (continua) da forma 𝛼 * 𝛽 onde 𝛼 ⊂ ℋ(𝑥) e 𝛽 ⊂ 𝒱(𝜑(𝑥)). Por
isto definimos o conjunto dos pontos atingíveis:
Definição 2.2.3. O conjunto dos pontos atingíveis de 𝑥 ∈𝑀 é definido por
𝒜(𝑥) = ℋ(𝒱(𝑥)).
Diremos que 𝑦 é atingível por 𝑥 e denotaremos 𝑥 𝑦 se 𝑦 ∈ 𝒜(𝑥).
A relação ” ” é reflexiva, mas não necessáriamente é transitiva ou simétrica.
O exemplo abaixo é bastante ilustrativo das propriedades que estamos interessados e pode
ser usado como modelo para um melhor entendimento da topologia de 𝒜(𝑥).
Exemplo 2.2.4. Considere a folheação de R2∖{𝑂} representada na figura 2.2.2. Aqui
temos duas folheações: Aℋ cujas folhas são eixos (eixo x e eixo y) sem a origem. Também
pertencem a ℋ as hipérboles cujos eixos são as bissetrizes dos quadrantes e as assintotas
são os eixos x e y subtraídos da origem. E a folheação vertical 𝒱 que é obtida girando ℋ
de 90 graus.
Na figura 2.2.2 abaixo, ℋ está representada em linhas finas e 𝒱 em linhas
grossas. Note que se 𝑝 = (1/2, 1), 𝒜(𝑝) é o semi-plano (aberto) à direita da reta {𝑥 = 0}.
Note também que 𝒞(𝑝) = {𝑥 > 0, 𝑦 > 0}. Além disso, note que 𝑣  𝑢, mas 𝑢 ̸ 𝑣 donde
 não é simétrica. Também 𝑢 𝑧 e 𝑧  𝑤 e , mas 𝑢 ̸ 𝑤 logo  não é transitiva.
Proposição 2.2.5. Para que o difeomorfismo 𝜑 seja decomponível é necessário que 𝜑(𝑥) ⊂
𝒜(𝑥) para todo 𝑥 em 𝑀.
No caso em que 𝜑 é decomponível e além disso sua decomposição comuta, isto
é, 𝜑(𝑥) = 𝜉∘𝜓(𝑥) = 𝜓∘𝜉(𝑥) para todo 𝑥 ∈𝑀 . Portanto, vale 𝜑(𝑥) ∈ 𝒜(𝑥) e 𝑥 ∈ 𝒜(𝜑(𝑥)).
Isto motiva a seguinte definição:
Definição 2.2.6. Definiremos o conjunto dos ponto co-atingíveis 𝒞(𝑥) = {𝑦 ∈ 𝑀 : 𝑥  
𝑦 𝑒 𝑦  𝑥}. Equivalentemente, 𝒞(𝑥) = ℋ(𝒱(𝑥)) ∩ 𝒱(ℋ(𝑥)).
Proposição 2.2.7. Os conjuntos 𝒜(𝑥) e 𝒞(𝑥) são abertos.
Demonstração: Seja 𝑦 ∈ 𝒜(𝑥). Tome 𝛽 uma curva em 𝒱(𝑥) a qual tem 𝑥 como ponto
inicial e 𝑧 ∈ ℋ(𝑦) ∩ 𝒱(𝑥). Tome 𝐶𝛽 uma cadeia 𝒱-subordinada a 𝛽. Agora tome em
um disco 𝐷, ℋ-folheado em 𝑧 e contido em 𝐶𝛽. Desta forma, uma vez que 𝒱 e ℋ são
transversais, garantimos que cada ℋ-folha em 𝐷 intersecta todas as 𝒱-folhas em 𝐶𝛽.
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Figura 2.1:
Agora tome 𝛼 em ℋ(𝑦), começando em 𝑧 e terminando em 𝑦 e uma ℋ-cadeia
subordinada a 𝛼, 𝐶𝛼, tendo como disco inicial um subconjunto de 𝐷. Desta forma 𝑦 ∈
𝐶𝛼 ⊂ 𝒜(𝑥), donde 𝒜(𝑥) é aberto. Argumento análogo demonstra que 𝒱(ℋ(𝑥)) é aberto,
e por definição 𝒞(𝑥) = 𝒜(𝑥) ∩ 𝒱(ℋ(𝑥)), portanto 𝒞(𝑥) é aberto. 
Teorema 2.2.8. Suponha 𝑀 compacta e conexa. A igualdade 𝒜(𝑥) = 𝒞(𝑥) vale para
algum 𝑥 ∈𝑀 se e somente se 𝒞(𝑥) =𝑀 .
Demonstração: Se 𝒞(𝑥) =𝑀 como 𝒞(𝑥) ⊂ 𝒜(𝑥), temos 𝒜(𝑥) =𝑀 . Por outro lado, se
𝒜(𝑥) = 𝒞(𝑥), tome 𝑦 ∈ 𝜕𝒜(𝑥). Como 𝒜(𝑥) é ℋ-saturado, 𝑉 (𝑦) entra em 𝒜(𝑥) = 𝒞(𝑥).
Portanto ℋ(𝑥) intersecta 𝒱(𝑦) em pelo menos um ponto 𝑧.
Tome 𝑐 uma curva horizontal ligando 𝑥 à 𝑧. Existe um conjunto finito de
placas horizontais, cobrindo 𝑐, tais que folhas verticais em cada uma dessas vizinhanças
permanecem próximas até cruzar 𝜕𝒜(𝑥). Portanto 𝒱(𝑥)∩𝜕𝒜(𝑥) ̸= ∅. Isto é absurdo pois
por definição 𝒱(𝑥) ⊂ 𝒜(𝑥). Portanto deve ser 𝜕𝐴(𝑥) = ∅, donde 𝒜(𝑥) =𝑀 , uma vez que
𝒜(𝑥) é aberto. 
Exemplo 2.2.9. O fluxo 𝜑𝑡(𝑟, 𝜃) = (𝑟, 𝜃 + (𝜋/2 − 𝜃)(𝜋/2 + 𝜃)𝑡)) 𝑡 ∈ [0, 𝜋/4), figura 2.2.
Note que as trajetórias de 𝜑𝑡 representado pelas setas pontilhadas, são semicírculos e que
fixa o eixo vertical e leva retas pela origem em retas pela origem. Neste caso 𝜑𝑡 não é
decomponível para todo 𝑡 ∈ [0, 𝜋/4) em relação às folheações do Exemplo 2.2.4.
Este fluxo não é decomponível pela Proposição 2.2.5 pois manda o ponto 𝑝 =
(1/2, 1) fora de 𝒜(𝑝) = {𝑦 > 0}, para 𝑡 suficientemente próximo de 𝜋/4.
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Figura 2.2:
2.3 Decomposição Local: Equação de Itô para os sub-
determinantes.
Considere o seguinte sistema de EDO:
𝑥𝑡 =
⎛⎝ 2 −1
1 2
⎞⎠𝑥𝑡.
Sabemos que o fluxo 𝑥𝑡 não é decomponível de modo que uma componente preserve a
primeira coordenada e a outra componente preserve a segunda coordenada para todo
𝑡 > 0. A Proposição 2.2.1 pois se trata de uma rotação por um ângulo 𝑡 seguida de
dilatação, e para 𝑡 = 𝜋/2 temos que 𝜑𝜋/2({𝑦 = 1})∩{𝑥 = 0} = ∅ ≠ 𝜑0({𝑦 = 1})∩{𝑥 = 0}.
Este exemplo mostra que mesmo em casos simples, pode acontecer que embora o fluxo
esteja definido para todo 𝑡 ≥ 0, ele pode deixar de ser decomponível depois de um certo
tempo.
Consideremos uma equação do tipo
𝑑𝑥𝑡 = 𝑋𝛽(𝑥𝑡) ∘ 𝑑𝑤𝛽𝑡 , 𝛽 = 0, 1, ..., 𝑟 (2.3.1)
onde 𝑋𝛽 são campos diferenciáveis em𝑀 . Além disso 𝑤𝛽, 𝛽 > 0 são movimentos browni-
anos canônicos independentes. Por simplicidade usaremos a notação 𝑤0 = 𝑠 e omitimos o
somatório em 𝛽. Sob as condições discutidas no Capítulo 1, podemos garantir a existência
de solução para esta equação até um tempo de parada 𝜏 .
Q1: Quando o fluxo 𝜑𝑡 da solução de uma equação do tipo (2.3.1) admite decomposição
do tipo (2.1.1)?
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Q2: Podemos garantir a decomponibilidade da solução de (2.3.1) até o tempo de parada
𝜏?
No caso em que o espaço ambiente é uma variedade diferenciável compacta 𝑀 , Catu-
ogno, Silva e Ruffino[6] oferece uma resposta positiva para qualquer fluxo que preserva
transversalidade das distribuições vertical e horizontal.
Definição 2.3.1. Usaremos Diff(Γ, 𝑀) para denotar o grupo de difeomorfismos ge-
rado por exponenciais de campos na distribuição Γ. Diremos que duas distribuições
complementares Γ𝐻 e Γ𝑉 preservam transversalidade sobre órbitas de Diff(Γ𝐻 ,𝑀) se
𝜉*Γ𝑉 (𝜉−1(𝑥)) ∩ Γ𝐻 = {0} para qualquer elemento 𝜉 no grupo Diff(Γ𝐻 ,𝑀).
Em [6] também são oferecidas EDEs para as componentes horizontal e ver-
tical, sendo que estas EDEs estão definidas no grupo de Lie dos difeomorfismos de 𝑀 .
Precisamente eles provam:
Teorema 2.3.2 (Catuogno, Silva e Ruffino, [6]). Seja 𝑀 compacta. Seja Γ𝐻 e Δ𝑉
duas distribuções complementares em 𝑀 que preservam transversalidade sobre as órbitas
de Diff(Δ𝐻 , 𝑀). Dado um fluxo estocástico 𝜑𝑡, até um tempo de parada existe uma
decomposição
𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡
onde 𝜉𝑡 é uma difusão em Diff(Γ𝐻 , 𝑀) e 𝜓𝑡 é um processo em Diff(Γ𝑉 , 𝑀).
A demonstração desse resultado é feita levantado-se a equação (2.3.1) para
Diff(𝑀) obtendo-se:
𝑑𝜑𝑡 = 𝑅𝜑*𝑡𝑋𝛽 ∘ 𝑑𝑤𝛽𝑡 .
Sendo que 𝑅𝜑* é a derivada da multiplicação por 𝜑 à direita em Diff(𝑀). Então é cons-
truído um campo ?˜?𝛼 = 𝑋𝛼 − 𝑣𝛼 de modo que 𝑣𝛼 é o único campo em Ad(𝜉)Δ𝑉 ⊂ 𝑇𝑥𝑀
tal que ?˜?𝛼 é horizontal. A partir daí são obtidas as equações para as componentes:
𝑑𝜉𝑡 = 𝑅𝜉*𝑡 ?˜?𝛼 ∘ 𝑑𝑤𝛼𝑡
𝑑𝜓𝑡 = 𝐴𝑑(𝜉𝑡)(𝑣𝛼)𝜓𝑡 ∘ 𝑑𝑤𝛼𝑡 .
Assim as componentes vertical e horizontal tem um tempo de parada próprio,
mesmo que o fluxo seja completo. No caso em que 𝑀 não é compacta, não podemos
nos valer da mesma abordagem descrita acima, principalmente por que esta abordagem
necessita que o espaço dos difeomorfismos de 𝑀 possua uma estrutura de grupo de Lie,
o que nem sempre é verdade no caso não compacto, em Milnor [15] e Omori [18] são
apresentados alguns exemplos. Neste trabalho fazemos uma abordagem diferente, nesta
seção tratamos a decomposição localmente, e na próxima seção apresentamos um resultado
global, obtido por um processo de colagem.
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O problema da decomposição local está está intimamente relacionado à deri-
vada espacial 𝑌𝑡 = 𝐷𝜑𝑡 do fluxo 𝜑𝑡, como mostra o Lema 2.3.3. Portanto neste momento
voltamos nossa atenção para a equação linerizada:
𝑑𝑌𝑡 = [∇𝑋𝛽(𝑥𝑡)]𝑌𝑡 ∘ 𝑑𝑤𝛽𝑡 . (2.3.2)
Lema 2.3.3. Um difeomorfismo 𝜑, entre dois abertos de R𝑛 pode ser decomposto como
um par de difeomorfismos
𝜑 = 𝜉 ∘ 𝜓
com 𝜉 preservando as primeiras 𝑛 − 𝑘 coordenadas e 𝜓 preservando as últimas 𝑘, se e
somente se
det
[︃
𝜕𝜑𝑖
𝜕𝑥𝑗
]︃
𝑖≥𝑘,𝑗≥𝑘
> 0.
Uma demonstração deste lema pode ser encontrada em [6].
2.3.1 Fórmula de Itô para Subdeterminantes.
O Lema 2.3.3 nos fornece uma forma de verificar a decomponibilidade de um
fluxo estocástico simplesmente calculando o sinal do subdeterminante. Abaixo aplicamos
a fórmula de Itô à subdeterminantes de 𝑌𝑡. Usamos as notações apresentadas na página
26, para matrizes e determinantes.
Lema 2.3.4. Suponha que 𝑌𝑡 é o do fluxo linearizado de 𝑥𝑡, então
𝑖1...𝑖𝑘det
𝑗1...𝑗𝑘
(𝑌𝑡) = 𝛿𝑖1𝑗1 ...𝛿𝑖𝑘𝑗𝑘 +
𝑟∑︁
𝛽=1
∑︁
𝑙1>...>𝑙𝑘
∑︁
𝛼≥𝑛−𝑘+1
∫︁ 𝑡
0
𝑖1...𝑖𝑘det
𝑙1...𝑙𝑘
([𝐼 : 𝐷𝑋𝛽 : 𝛼])
𝑙1...𝑙𝑘det
𝑗1...𝑗𝑘
(𝑌𝑠) ∘ 𝑑𝑤𝛽𝑠
+
∑︁
𝑙1>...>𝑙𝑘
∑︁
𝛼≥𝑛−𝑘+1
∫︁ 𝑡
0
𝑖1...𝑖𝑘det
𝑙1...𝑙𝑘
([𝐼 : 𝐷𝑋0 : 𝛼])
𝑙1...𝑙𝑘det
𝑗1...𝑗𝑘
(𝑌𝑠)𝑑𝑠.
onde,
[𝐼 : 𝜕
𝜕𝑥
𝑋𝛽 : 𝑖] =
⎛⎜⎜⎜⎝
𝐼 0 0
𝜕
𝜕𝑥1
𝑋 𝑖𝛽(𝑥𝑡) ... 𝜕𝜕𝑥𝑛𝑋
𝑖
𝛽(𝑥𝑡)
0 0 𝐼
⎞⎟⎟⎟⎠ , (2.3.3)
é a matriz identidade com a i-ésima linha substituida pela i-ésima linha de 𝜕𝑋𝛽
𝜕𝑥
.
Demonstração: Para um conjunto fixo de linhas (𝑖1, . . . , 𝑖𝑘) e colunas (𝑗1, . . . , 𝑗𝑘), por
simplicidade nesta demosntração, usaremos a notação 𝐺(𝐶) = det𝑖1...𝑖𝑘𝑗1...𝑗𝑘(𝐶) onde e 𝐶 é
uma matriz real 𝑛× 𝑛. Aplicando a fórmula de Itô:
𝐺(𝑌𝑡) = 𝐺(𝐼) +
∑︁
𝑝,𝑞≤𝑘
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑖𝑝𝑗𝑞
𝐺(𝑌𝑡) ∘ 𝑑𝑌𝑖𝑝𝑗𝑞(𝑠) (2.3.4)
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Acima, sub-índices duplos indicam coordenadas canônicas no espaço de matrizes, en-
quanto sub-índices simples se referem às coordenadas canônicas de R𝑛. Em coordenadas,
para cada 1 ≤ 𝑖, 𝑗 ≤ 𝑛, a equação (2.3.2) nos dá:
𝑑𝑌𝑖𝑗(𝑡) =
𝑟∑︁
𝛽=1
𝑛∑︁
𝑚=1
𝜕
𝜕𝑥𝑚
𝑋 𝑖𝛽(𝑥𝑡)𝑌𝑚𝑗(𝑡) ∘ 𝑑𝑤𝛽𝑡 +
𝑛∑︁
𝑚=1
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑚
𝑋 𝑖0(𝑥𝑡)𝑌𝑚𝑗(𝑡) 𝑑𝑡. (2.3.5)
O termo ∑︀𝑚 𝜕𝜕𝑥𝑚𝑋𝛼𝛽 (𝑥𝑡)𝑌𝑚𝑗, é o produto da 𝛼-ésima linha de 𝐷𝑋𝛽 pela 𝑗-ésima coluna
de 𝑌𝑚𝑗. Pelas equações (2.3.4) e (2.3.5) temos que
𝐺(𝑌𝑡) = 𝐺(𝐼) +
𝑟∑︁
𝛽=1
∑︁
𝑙,𝑚≤𝑘
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑖𝑙𝑗𝑚
𝐺(𝑌𝑡)(
∑︁
𝑝
𝜕
𝜕𝑥𝑝
𝑋𝛼𝛽 (𝑥𝑡)𝑌𝑝𝑗𝑚) ∘ 𝑑𝑤𝑠
+
∑︁
𝑙,𝑚≤𝑘
∫︁ 𝑡
0
𝜕
𝜕𝑥𝑖𝑗
𝐺(𝑌𝑡)(
∑︁
𝑝
𝜕
𝜕𝑥𝑝
𝑋𝛼0 (𝑋𝑡)𝑌𝑝𝑗)𝑑𝑠.
(2.3.6)
Por outro lado é fácil verificar, usando a fórmula de Laplace que
𝐺([𝑌𝑠 : (𝐷𝑋𝛽) · 𝑌𝑠 : 𝑖𝑞]) =
∑︁
𝑚≤𝑘
𝜕
𝜕𝑥𝑖𝑞𝑗𝑚
𝐺(𝑌𝑡)(
∑︁
𝑝
𝜕𝑋
𝑖𝑞
𝛽
𝜕𝑥𝑝
(𝑥𝑡)𝑌𝑝𝑗𝑚).
Note também que
[𝑌𝑠 : 𝐷𝑋𝛽 · 𝑌𝑠 : 𝛼] = [𝐼 : 𝐷𝑋𝛽 : 𝛼] · 𝑌𝑠.
Finalmente aplicamos a formula de Cauchy-Binet à cada produto [𝐼 : 𝐷𝑋𝛽 : 𝛼] · 𝑌𝑠. 
Observação 2.3.5. Vale a seguinte igualdade:
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1,...,𝑛(𝑌𝑡) = 1 +
∑︁
𝛽
∑︁
𝑗1...𝑗𝑘
∑︁
𝑖
∫︁ 𝑡
0
𝐴𝑛−𝑘+1,...,𝑛𝑗1𝑗2...𝑗𝑘 det
𝑗1𝑗2...𝑗𝑘
𝑛−𝑘+1,...,𝑛(𝑌𝑠) ∘ 𝑑𝑤𝑠, (2.3.7)
para todo 𝑡 ∈ [0, 𝜏). Para a definição dos coeficientes 𝐴𝑛−𝑘+1,...,𝑛𝑗1𝑗2...𝑗𝑘 veja a página 27. Esta
afirmação segue do Lema 2.3.4, tomando (𝑖1, ..., 𝑖𝑘) = (𝑗1, ..., 𝑗𝑘) = (𝑛− 𝑘 + 1, ..., 𝑛).
2.3.2 Decomposição Local
O teorema abaixo dá uma condição suficiente para a decomponibilidade, ga-
rantido que o determinante no Lema 2.3.3 seja positivo para o fluxo de difeomorfismos em
questão. A forma ϒ𝑋𝛽 a que se refere o enunciado deste teorema está definida na página
27.
Proposição 2.3.6. Se 𝐿𝑋𝛽ϒ𝛽 = 0 para todo 𝛽, então o fluxo gerado pela equação (2.3.1),
satisfaz
𝜑𝑡 = 𝜉𝑡 ∘ 𝜓𝑡, ∀ 0 ≤ 𝑡 < 𝐸
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onde 𝜉𝑡 e 𝜓𝑡 são difeomorfismos locais que preservam as primeiras 𝑘 coordenadas e as
últimas n-k coordenadas em R𝑛, respectivamente.
Demonstração: Na fórmula do Observação 2.3.5 os termos com (𝑗1, ..., 𝑗𝑘) ̸= (𝑛 − 1 +
𝑘, ..., 𝑛) se anulam por hipótese. Portanto ficamos com
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 (𝑌𝑡) = 1 +
∑︁
𝑖
∫︁ 𝑡
0
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 ([𝐼 :
𝜕
𝜕𝑥
𝑋𝛽 : 𝑖])det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 (𝑌𝑠) ∘ 𝑑𝑤𝛽𝑠
Ou seja det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 (𝑌𝑡) satisfaz uma equação linear, de fato, denotando 𝑍𝑡 = det
𝑛−𝑘+1,...,𝑛
𝑛−𝑘+1...𝑛 (𝑌𝑡)
a equação acima fica,
𝑍𝑡 = 1 +
∫︁ 𝑡
0
(︃∑︁
𝑖
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 ([𝐼 :
𝜕
𝜕𝑥
𝑋𝛽 : 𝑖])
)︃
⏟  ⏞  
𝐴
𝑍𝑠 ∘ 𝑑𝑤𝑠
+
∫︁ 𝑡
0
(︃∑︁
𝑖
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1...𝑛 ([𝐼 :
𝜕
𝜕𝑥
𝑋𝛽 : 𝑖])
)︃
⏟  ⏞  
𝐵
𝑍𝑠𝑑𝑠.
(2.3.8)
Portanto 𝑍𝑡 = 𝑒
∫︀ 𝑡
0 𝐴∘𝑑𝑤+
∫︀ 𝑡
0 𝐵𝑑𝑡 > 0 para todo 𝑡 < 𝐸. 
Exemplo 2.3.7. Considere o seguinte sistema:
𝑥𝑡 =
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 1 2
⎞⎟⎟⎟⎠𝑥𝑡.
Vamos verificar as condições da Proposição 2.3.6 com 𝑘 = 2:
det2,31,𝑗2([𝐼 :
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 1 2
⎞⎟⎟⎟⎠ : 2]) = det2,31,𝑗2(
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 0 1
⎞⎟⎟⎟⎠) = 0,∀ 𝑗2 ∈ {2, 3}.
Da mesma forma,
det2,31,𝑗2([𝐼 :
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 1 2
⎞⎟⎟⎟⎠ : 3]) = det2,31,𝑗2(
⎛⎜⎜⎜⎝
1 0 0
0 1 0
0 1 2
⎞⎟⎟⎟⎠) = 0,∀ 𝑗2 ∈ {2, 3}.
Por outro lado,
det2,32,3([𝐼 :
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 1 2
⎞⎟⎟⎟⎠ : 2]) = det2,32,3(
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 0 1
⎞⎟⎟⎟⎠) = 2 > 0,
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e,
det2,32,3([𝐼 :
⎛⎜⎜⎜⎝
1 0 0
0 2 −1
0 1 2
⎞⎟⎟⎟⎠ : 3]) = det2,32,3(
⎛⎜⎜⎜⎝
1 0 0
0 1 0
0 1 2
⎞⎟⎟⎟⎠) = 2 > 0.
Portanto tal fluxo é decomponível, no sentido de (2.1.1).
2.4 Decomposição de fluxos em folheações
2.4.1 Introdução
Nesta seção apresentamos um resultado global sobre decomposição que em um
certo sentido generaliza o Lema 2.3.3. A prova deste resultado global é construtiva e
envolve a colagem das decomposições locais obtidas por este lema. A principal dificul-
dade nesta construção é garantir que as trajetórias não deixam o conjunto dos pontos
atingíveis, e para isso usamos um tipo especial de vizinhanças birregulares, às quais po-
demos aplicar os resultados de decomposição local de forma ainda consistente em nível
global com as folheções. Mostramos assim que decomponibilidade é equivalente ao fluxo
preservar orientação transversal, quando (𝑀,ℋ) é transversalmente orientável.
Na segunda parte apresentamos uma categoria de exemplos de fluxos estocásti-
cos globalmente decomponíveis nos valendo das equações locais obtidas na seção anterior
e do Teorema 2.4.1.
2.4.2 Caracterização da decomposição global de fluxos em fo-
lheações
Nesta subseção apresentamos uma condição equivalente à decomponibilidade
(Teorema 2.4.1). A prova é construtiva. Para a demonstração precisaremos de alguns
lemas técnicos relacionados à cartas locais birregulares que são mais adequadas para a
nossa construção.
Teorema 2.4.1. Suponha que ℋ é transversalmente orientável. A família de difeomor-
fismos (𝜑𝑡)𝑡∈𝑀 , contínua em 𝑡 ∈ [0, 𝑎) preserva a orientação de tranversal de ℋ, isto é 𝜑𝑡
satisfaz
𝑛−𝑘+1...,𝑛
det
𝑛−𝑘+1...,𝑛 (𝐷𝜑𝑡(𝑥)) ̸= 0
para todo 𝑥 ∈ 𝑀 e todo 𝑡 ∈ [0, 𝑎) se e somente se 𝜑𝑡 é decomponível em relação a ℋ e 𝒱
para todo 𝑡 no intervalo [0, 𝑎).
Observação 2.4.2. Enfatizamos que no enunciado 𝜑𝑡 não é um fluxo determinístico ou
mesmo um fluxo estocástico, é apenas uma família de difeomorfismos contínua em 𝑡.
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Demonstraremos esta proposição fazendo a decomposição localmente nos va-
lendo do próprio Lema 2.3.3 em vizinhanças adequadas de pontos de 𝑀 . Nosso método é
mostrar que todo ponto possui uma vizinhança 𝑈 tal que o conjunto {𝑡 : 𝜑𝑡|𝑈 é decomponível }
é aberto e fechado. A unicidade do Lema 2.3.3 nos permite "colar"todas essas vizinhanças.
Antes de fazer a demonstração da proposição precisamos mostrar que a função
sinal de det𝑛−𝑘+1...,𝑛𝑛−𝑘+1...,𝑛 está bem definida em𝑀 , isto é independe do sistema de coordenadas.
Para tanto usaremos os dois lemas seguintes. A definição de atlas birregular, bem como o
lema que a segue são encontrados em Candel e Conlon[4]. A porposição em [4] é feita no
contexto de codimensão 1, entretanto a mesma demonstração se aplica em codimensões
maiores. Para conveniência do leitor reproduzimos essa demonstração dentro do nosso
contexto.
Definição 2.4.3. Um atlas birregular folheado para (𝑀,ℋ,𝒱) é um atlas {(𝑈𝛼, 𝑥𝛼, 𝑦𝛼)}𝛼∈ℐ ,
sobre 𝑀 o qual é simultâneamente um atlas folheado para ℋ e para 𝒱 . Aqui, as ℋ-placas
são os conjuntos de nível de 𝑦𝛼 e as 𝒱-placas são os conjuntos de nível de 𝑥𝛼.
Proposição 2.4.4. Um atlas birregular existe.
Demonstração: Seja seja 𝑊 uma vizinhaça de 𝑤 ∈𝑀 . Afirmamos que 𝑊 contém uma
carta folheada (𝑈, 𝑥, 𝑦) em uma vizinhança 𝑈 de w onde 𝑦 = 𝑐𝑡𝑒 define uma placa de ℋ e
as transversais 𝑥 = 𝑐𝑡𝑒 definem placas de 𝒱 . De fato, seja (𝑈, ?˜?, 𝑦) uma carta folheada de
ℋ numa vizinhança 𝑈 de 𝑤, e (𝑉, 𝑥, 𝑦) uma carta folheada de 𝒱 em uma vizinhança 𝑉 de
𝑤, tal que 𝑈 ⊂ 𝑉 ⊂ 𝑊 . Escolhendo 𝑈 menor se necessário, podemos assumir que 𝑈 é uma
vizinhança retangular. Isto claramente compõe um atlas com as propriedades requeridas.
Como de costume segue que na interseção de duas cartas a mudança de coordenadas 𝑦
independe das coordenadas 𝑥 e vice-versa. 
O proximo resultado nos permite definir os sinais dos subdeterminantes em uma variedade
munida de um atlas birregular. Ressaltamos que neste caso matrizes de mudança de co-
ordenadas nos espaços tangentes preservam subespaços que correspondem aos subespaços
tangentes à ℋ e 𝒱 em cada ponto.
Lema 2.4.5. Suponha que 𝐴, 𝐵 : 𝐻 ⊕ 𝑉 → 𝐻 ⊕ 𝑉 são isomorfismos lineares que
preservam os subespaços vetoriais 𝑉 , ou seja 𝐴(𝐻) = 𝐵(𝐻) = 𝐻 e 𝐴(𝐻) = 𝐵(𝐻) = 𝐻
e 𝑑𝑖𝑚(𝑉 ) = 𝑘. Então,
𝑛−𝑘+1,...,𝑛
det
𝑗1,...,𝑗𝑘
(𝐴𝑌 𝐵−1) =
𝑛−𝑘+1,...,𝑛
det
𝑗1,...,𝑗𝑘
(𝐴𝐵−1)
𝑛−𝑘+1,...,𝑛
det
𝑗1,...,𝑗𝑘
(𝑌 ),
onde 𝑌 é uma matriz 𝑛× 𝑛 qualquer.
Demonstração: Por hipótese A pode ser representada como uma matriz com blocos 𝛼
e 𝛽 na diagonal. Da mesma forma, B possui elementos não nulos apenas nos blocos 𝜃
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e 𝛾 em sua diagonal. Suponha ainda que 𝑌 é composta de submatrizes 𝑎,𝑏,𝑐 e 𝑑 como
descrito abaixo. Então
𝑘+1,...,𝑘+𝑛
det
𝑘+1,...,𝑘+𝑛
⎛⎝ 𝛼 · 𝑎 · 𝜃−1 𝑏
𝑐 𝛽 · 𝑑 · 𝛾−1
⎞⎠ = 𝑘+1,...,𝑘+𝑛det
𝑘+1,...,𝑘+𝑛
⎛⎝ 𝛼 0
0 𝛽
⎞⎠⎛⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎠⎛⎝ 𝜃−1 0
0 𝛾−1
⎞⎠ .

Observação 2.4.6. Em decorrência do lema acima podemos concluir que o sinal de 𝑑𝑒𝑡𝑛−𝑘+1...𝑛𝑛−𝑘+1,...,𝑛
independe da vizinhaça coordenada tomada desde que a folheação horizontal seja trans-
versalmente orientável. Para verificar isto, basta considerar que as matrizes 𝐴 e 𝐵 do
lema são as matrizes de mudança de coordenadas. Se elas estão associadas à um atlas
transversalmente orientado temos que det𝑛−𝑘+1...𝑛𝑛−𝑘+1...𝑛(𝐴𝐵−1) > 0 daí pelo Lema 2.4.5 o sinal
do subdeterminante independe da carta local considerada.
Mais uma necessidade técnica na demonstração da Teorema 2.4.1 é que dados
𝑈 e 𝑊 vizinhanças birregulares em (𝑀,ℋ,𝒱) e um difeomorfismo 𝜑 : 𝑈 → 𝑊 , o Lema
2.3.3 garante que sob certas condições 𝜑 admite uma decomposição 𝜑 = 𝜉 ∘ 𝜓 de modo
que 𝜉 preserva placas horizontais e 𝜓 preserva placas verticais. Mas este lema não nos dá
qualquer garantia de que 𝜉 levará uma placa de uma folha horizontal 𝐻 em uma placa
horizontal desta mesma folha ou que 𝜓 tenha esta propriedade com respeito à 𝒱 . Para
obter esta consistência precisaremos de um tipo especial de atlas:
Diremos que um atlas birregular ((𝑥𝛼, 𝑦𝛼), 𝑈𝛼) é consitente com a decomposição
do difeormorfismo 𝜑 = 𝜉 ∘ 𝜓 se para cada 𝑈𝛼, os abertos 𝑈1𝛼 = 𝑈𝛼, 𝑈2𝛼 = 𝜓(𝑈1𝛼) e
𝑈𝛼3 = 𝜑(𝑈1𝛼), satisfazem
i. Se 𝑢 ∈ 𝑈1𝛼 e 𝑣 ∈ 𝑈2𝛼 com 𝒱(𝑢) = 𝒱(𝑣) então 𝑥1(𝑢) = 𝑥2(𝑣);
ii. Se 𝑢 ∈ 𝑈2𝛼 e 𝑣 ∈ 𝑈3𝛼 com ℋ(𝑢) = ℋ(𝑣) então 𝑦2(𝑢) = 𝑦3(𝑣).
É sempre possível obter um atlas consistente com a decomposição. De fato,
tome 𝜙2𝛼 = 𝜙1𝛼 ∘ 𝜓−1, 𝜙3𝛼 = 𝜙2𝛼 ∘ 𝜉−1. As propriedades i e ii seguem do fato de que 𝜓 é
preserva cada folha de 𝒱 e 𝜉 preserva cada folha de ℋ. Finalmente vamos à demonstração
da Proposição 2.4.1.
Demonstração do Teorema 2.4.1: Dado 𝑝 ∈𝑀 tome 𝑈 uma vizinhança birregular de
𝑥. Suponha que 𝜑𝑠|𝑈 é decomponível ∀𝑠 < 𝑡. Para cada 𝑞 ∈ 𝑈 , existe 𝜖 > 0 suficientemente
pequeno para que 𝜑𝑡(𝑞) ∈ 𝜑𝑡−𝛿(𝑈), ∀𝛿 ≤ 𝜖. Considere 𝑈 𝑞 uma vizinhança de 𝑞 pertencente
à um atlas consistente com a decomposição de 𝜑𝑡−𝜖. Então existem 𝑈 𝑞1 , 𝑈 𝑞2 e 𝑈 𝑞3 e também
𝜙𝑞𝑖 = (𝑥𝑖, 𝑦𝑖) de modo que o difeomorfismo
𝜑 = (𝜙𝑞3)−1 ∘ 𝜑𝑡 ∘ 𝜙𝑞1
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é decomponível pelo Lema 2.3.3, 𝜑 = 𝜉𝑞 ∘ 𝜓𝑞, com 𝜉𝑞 perservando as 𝑛 − 𝑘 primeiras
coordenadas e 𝜓𝑞 preservando as últimas 𝑘 coordenadas.
Tome 𝜉𝑡|𝑈(𝑞) = 𝜙−13 ∘𝜉𝑞∘𝜙2(𝑞) e 𝜓𝑡|𝑈 = 𝜙−12 ∘𝜓𝑞∘𝜙1(𝑞). Note que 𝜉|𝑈(𝑞) ∈ ℋ(𝑞)
pois 𝑦2(𝑞) = 𝑦3((𝜙𝑞3)−1 ∘ 𝜉 ∘ 𝜙𝑞2(𝑞)). Isto mostra que {𝑡 ∈ [0, 𝑎) : 𝜑𝑡 é decomponível } é
fechado.
Afirmamos ainda que cada ponto 𝑞 ∈ 𝜕𝑈𝑝 possui uma vizinhança para cada 0 <
𝑡 ≤ 𝑇 tal que 𝜑𝑡 restrito à esta vizinhança é decomponível. De fato, 𝑑𝑒𝑡𝑛−𝑘+1...𝑛𝑛−𝑘+1...𝑛(𝐷𝜑𝑡(𝑞)) >
0 implica que existe uma vizinhança de 𝑞 onde 𝜑𝑡 é decomponível.
Sejam 𝑇 = sup{𝑡 ≥ 0 : 𝜑𝑡|𝑈 é decomponível }, e 𝑉 = 𝜑𝑇 (𝑈). Pelo argumento
do parágrafo anterior, podemos "engrossar"a fronteira de 𝑉 obtendo um novo aberto 𝑉 ′
de modo que exista 𝛿 > 0 tal que 𝜑𝑡(𝑈) ⊂ 𝑉 ′ para todo 𝑇 ≤ 𝑡 ≤ 𝑇 + 𝛿, e de modo que
possamos ainda fazer a decomposição de 𝜑𝑡 um pouco além do tempo 𝑇 .
Finalmente, a unicidade do Lema 2.3.3 também nos permite "colar"todos esses
difeomorfismos locais, obtendo assim 𝜉𝑡 e 𝜓𝑡. 
2.4.3 Decomposição global de fluxos estocásticos
Aqui apresentamos uma classe de exemplos de fluxos estocásticos à qual po-
demos aplicar a decomposição global do Teorema 2.4.1. Estudaremos a seguinte EDE em
𝑀 :
𝑑𝑥𝑡 = 𝑋𝛽 ∘ 𝑑𝑤𝛽𝑡 , 𝛽 = 0, 1..., 𝑙 (2.4.1)
onde 𝑋𝛽 são campos em 𝑀 e 𝑤𝛽, 𝛼 > 0, são movimentos brownianos em R𝑚. Usamos
a notação 𝑤0 = 𝑠 e omitimos o somatório em 𝛽, por simplicidade. Suponha ainda que
a solução de 2.4.1 está definida para todo 𝑡 > 0. Neste caso o fluxo 𝜑𝑡 associado a 𝑥𝑡
satisfaz
𝑌𝑡 = ∇𝑋𝛽(𝜑𝑡) ∘ 𝑑𝑤𝛽𝑡 ,
onde ∇ é a conexão riemanniana de 𝑀 e 𝑌𝑡 = 𝐷𝜑𝑡, vide [12] e [7]. Como aplicação direta
do Teorema 2.4.1 no caso em que 𝑀 é compacta temos o seguinte:
Teorema 2.4.7. O fluxo de (2.4.1) é decomponível em uma variedade diferenciável com-
pacta 𝑀 com relação a ℋ e 𝒱 até um tempo de parada 𝜏 .
Demonstração: Devemos mostrar que 𝑍𝑡(𝜔, 𝑥) = det𝑘+1,...,𝑛𝑘+1,...,𝑛( 𝜕𝜕𝑥𝑥𝑡(𝜔, 𝑥)) > 0 para quase
todo 𝜔, visando aplicar o Teorema 2.4.1. De fato 𝑍0 = 1, logo existe um tempo máximo
𝜏(𝜔, 𝑥) onde 𝑍𝑡(𝜔, 𝑥) ≥ 0 ∀𝑡 ∈ [0, 𝜏(𝜔, 𝑥)). Claramente 𝜏(𝜔, . ) é contínuo, portanto
podemos definir 𝜏(𝜔) = inf𝑥∈𝑀{𝜏(𝜔, 𝑥)}, que então será positivo (não nulo) para quase
todo 𝜔, pela compacidade de 𝑀 . 
Como vimos na seção anterior, o sinal de 𝑑𝑒𝑡𝑛−𝑘+1...,𝑛𝑛−𝑘+1...,𝑛 está bem definido global-
mente em 𝑀 . Pelas propriedades da conexão ∇, todos os cálculos que fizemos na Seção
2.3 podem ser formalmente repetidos para a equação 2.4.1, isto nos dá o seguinte:
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Teorema 2.4.8. Considere em (𝑀,ℋ,𝒱) a seguinte e.d.e (2.4.1) reescrita abaixo:
𝑑𝑥𝑡 = 𝑋𝛽 ∘ 𝑑𝑤𝛼𝑡
Se vale
𝐿𝑋𝛽ϒ𝑋𝛽(
𝜕𝜙𝑡
𝜕𝑥𝑗1
, ...,
𝜕𝜙𝑡
𝜕𝑥𝑗𝑘
) = 0,
para todo 𝛽, então o fluxo de 𝑋 é decomponível para todo 0 ≤ 𝑡 < 𝜏 .
Demonstração: A equação é equivalente a dizer que 𝜑𝑡 preserva ϒ𝑋𝛽 (veja o Capítulo
1), e como
ϒ𝑋𝛽( 𝜕𝜙0
𝜕𝑥𝑗1
, ...,
𝜕𝜙𝑡
𝜕𝑥𝑗𝑘
) = 0,
temos
ϒ𝑋𝛽( 𝜕𝜙𝑡
𝜕𝑥𝑗1
, ...,
𝜕𝜙𝑡
𝜕𝑥𝑗𝑘
) = 0,∀𝑡 ≥ 0.
A demonstração segue completamente análoga ao Corolário 2.3.6 e por essa razão a omi-
tiremos aqui. 
Como vimos na Seção 2.2, existem algumas condições de natureza topológicas
que são necessárias para que exista a decomposição, então como consequencia direta do
Teorema 2.4.8 temos o seguinte:
Corolário 2.4.9. Sob as condições do Teorema 2.4.8 temos que ℋ(𝑥) ∩ 𝜑𝑡(𝒱(𝑥)) ̸= ∅ e
𝒱(𝑥) ∩ℋ(𝜑𝑡(𝑥)) ̸= ∅. Também, para todo 𝑥 ∈𝑀 temos que 𝜑𝑡(𝑥) ∈ 𝒜(𝑥)
Isto segue diretamente do Teorema 2.4.8, da Proposição 2.2.1 e da Proposição
2.2.5. Os resultados desta seção são aplicáveis à fluxos que presrvam ℋ ou 𝒱 no seguinte
sentido:
Definição 2.4.10. Diremos que o fluxo de difeormorfismos 𝜑𝑡 preserva uma folheação ℱ
se 𝜑𝑡(𝐹 ) ∈ ℱ para toda folha 𝐹 ∈ ℱ .
É fácil verificar que se o fluxo 𝜑𝑡 preserva ℋ os coeficientes de 𝐴𝑛−𝑘+1,..,𝑛𝑗 de
det𝑛−𝑘+1,...,𝑛𝑛−𝑘+1,...,𝑛 são todos nulos. Por outro lado se 𝜑𝑡 preserva 𝒱 então
𝑑𝑥𝑖1 ∧ ... ∧ 𝑑𝑥𝑖𝑘(𝐷𝜑𝑡𝑣1, ..., 𝐷𝜑𝑡𝑣𝑘) = 0 𝑠𝑒 (𝑖1...𝑖𝑘) ̸= (𝑛− 1 + 𝑘, ..., 𝑛)
onde 𝑣𝑖 é o (𝑛 − 𝑘 + 𝑖)-ésimo vetor da base no espaço tangente dada pelo sistema de
coordenadas.
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Capítulo 3
Medida Invariante e Recorrência
3.1 Introdução
Considere o fluxo estocástico de difeormorfismos 𝜑𝑡 em uma variedade dife-
renciável 𝑀 munida de uma folheação ℋ. Neste capítulo trataremos de dois assuntos
principais: a primeira seção se dedica ao estudo de uma medida 𝜈 em subvariedades
transversais à ℋ a qual é invariante por 𝜑𝑡. A segunda seção aborda a propriedade de um
fluxo ser recorrente quando 𝜈 possui um certo tipo de limitação.
Na terceira seção fazemos uma pequena incursão no sentido contrário ao que
temos feito nesta tese. Até este ponto estudamos as propriedades que um fluxo pode ter
em relação à uma folheação, nesta seção estudamos um caso bem particular do seguinte
problema: fixado um fluxo existe uma folheação em relação à qual este fluxo tem "boas
propriedades"?
3.2 Medidas transversais invariantes pelo fluxo.
3.2.1 Introdução
O estudo de medidas invariantes faz parte tanto da teoria de folheações, quanto
do estudo de processos estocásticos. No contexto de folheações, existe o interesse, por
exemplo, pelas medidas invariantes por holonomia. Estas medidas são preservadas pelo
pseudo-grupo de holonomia da folheação, que é o conjunto dos homeomorfismos entre
subvariedades transversais à folheação levam um ponto de uma determinada folha em um
ponto desta mesma folha. Um estudo destas medidas pode ser encontrado em Plante,[19]
e Candel e Conlon, [4] e também uma rápida introdução no Capítulo 1 desta tese. Outra
categoria de medidas em folheções são as medidas harmônicas que são invariantes pelo
Movimento Browniano folheado, estas (diferentemente das invariantes por holonomia)
existem em qualquer folheação de uma variedade compacta, vide Garnett, [9].
Por outro lado, no âmbito dos processos estocásticos, sabemos que em muitos
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casos a solução de uma e.d.e em 𝑀 possui uma medida (em ℬ(𝑀)) a qual é invariante
pelo fluxo 𝜑𝑡 da referida e.d.e. no seguinte sentido.
Definição 3.2.1. Uma medida 𝜈 é 𝜑𝑡- invariante se dado 𝑈 mensurável,∫︁
𝑈
P{𝜔 ∈ Ω : 𝜑𝑡(𝑥, 𝜔) ∈ 𝑈}𝑑𝜈(𝑥) = 𝜈(𝑈).
Quando o processo de Markov associado à 𝜑𝑡 é recorrente no sentido de Feller
e 𝑀 é compacta, sabe-se que 𝜑𝑡 admite uma medida invariante que é absolutamente
contínua em relação à medida de volume. A existência de uma tal medida invariante não
é garantida em geral.
Nesta seção mostraremos que quando𝑀 é uma variedade Riemanniana munida
de uma folheação ℋ podemos definir uma medida 𝜈, 𝜑𝑡-invariante, em um sentido a ser
definido, que mede subvariedades transversais aℋ. Naturalmente, 𝜑𝑡 deve satisfazer certas
condições de "bom comportamento"em relação àℋ. Esta medida pode forncer informações
sobre a dinâmica com relação à topologia da folheação, como se vê na proxima seção onde
estudamos recorrência com relação à topologia de abertos saturados.
Considere em 𝑀 uma nova topologia 𝜏 , gerada por discos transversais a ℋ
. O domínio de 𝜈 será os borelianos de (𝑀, 𝜏), denotado ℬ˜(𝑀). Note que se 𝜑 é um
difeomorfismo de (𝑀, 𝜏) que manda subvariedades transversais a ℋ em subvariedades
transversais a ℋ, então 𝜑 é contínua para (𝑀, 𝜏) e portanto mensurável para ℬ˜(𝑀).
Defina a medida 𝜇 em ℬ˜(𝑀), tal que se 𝑈 t ℋ é um disco, então
𝜇(𝑈) =
∫︁
𝑈
𝑑𝑥𝑛−𝑘+1 ∧ ... ∧ 𝑑𝑥𝑛,
onde {(𝑥𝑛−𝑘+1, ..., 𝑥𝑛) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒} define as placas de ℋ em 𝑈 . Estenda 𝜇 à ℬ˜(𝑀).
Seguiremos a notação das seções 2.4 e 2.3, lembrando que consideramos que
𝑌𝑡 = 𝜕𝜑𝑡𝜕𝑥 , satisfaz
𝑌𝑡 = ∇𝑋(𝑥𝑡) ∘ 𝑑𝑤𝑡.
A técnica que usamos é construtiva. Nosso primeiro passo é provar que sob
certas condições
∫︀
𝜑𝑡(𝑈) 𝑑𝜇 é um martingale. Usamos o teorema de convergencia de mar-
tingales para obter uma variável aleatória 𝑀𝑈 e definimos 𝜈(𝑈) = E(𝑀𝑈).
3.2.2 Construção de 𝜈.
Lema 3.2.2. Seja 𝑉 : Ω× ?¯? → R com 𝑈 um disco limitado e transversal à ℋ. Suponha
que 𝑉 (𝜔, .) é contínua ∀𝜔 ∈ Ω, e 𝑉 (., 𝑥) é mensurável para todo 𝑥 ∈ ?¯? . Então,
E(
∫︁
𝑈
𝑉 𝑑𝜇) =
∫︁
𝑈
E(𝑉 )𝑑𝜇
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Demonstração: Considere 𝐴𝑖 = {𝜔 : 2−𝑖 ≤ 𝑉 (𝜔, .) ≤ 2−𝑖+1}, 𝑖 ∈ Z. Os conjuntos 𝐴𝑖
estão bem definidos pois ?¯? é compacto, logo fixado 𝜔 ∈ Ω existe 𝑐𝜔 tal que 𝑉 (𝜔, .) < 𝑐𝜔.
Logo, 𝑉 é limitado em 𝐴𝑖×𝑈, e consequentemente 𝑉 ∈ 𝐿1(𝐴𝑖×𝑈, 𝜇×P). Portanto, pelo
teorema de Fubini
E(
∫︁
𝑈
𝑉 𝑑𝜇|𝐴𝑖) =
∫︁
𝑈
E(𝑉 |𝐴𝑖)𝑑𝜇.
Daí segue que,
E(
∫︀
𝑈 𝑉 𝑑𝜇) = E(
∫︀
𝑈 𝑉 𝑑𝜇| ∪𝑖 𝐴𝑖) =
∑︀
𝑖 E(
∫︀
𝑈 𝑉 𝑑𝜇|𝐴𝑖)
=
∫︀
𝑈
∑︀
𝑖 E(𝑉 |𝐴𝑖)𝑑𝜇 =
∫︀
𝑈 E(𝑉 )𝑑𝜇.

No teorema abaixo, assumimos que além de ℋ, a variedade 𝑀 também possui
uma distribuição transversal à ℋ, que denominaremos Γ𝑉 , sendo Γ𝐻 a distribuição de
espaços tangentes à ℋ. Cada ponto 𝑝 ∈𝑀 possui uma vizinhança 𝑉𝑝 tal que {𝑋1, ..., 𝑋𝑛}
são uma base do espaço tangente de 𝑀 onde 𝑋𝑖, 𝑖 ≥ 𝑛 − 1 são tangentes à ℋ e 𝑋𝑖 ∈
Γ𝑉 , 𝑖 ≥ 𝑛 − 𝑘 . Usaremos a notação 𝑑𝑥𝑖 para o dual de 𝑋𝑖. Os determinantes detij são
tomados em relação a essa base.
Teorema 3.2.3. Se para todo 𝑗 = (𝑗1, ..., 𝑗𝑘) ∈ {1, ..., 𝑛}𝑘, com 𝑗𝑝 < 𝑗𝑝+1 temos que
𝑍𝑖0,𝑗𝑡 = 𝑑𝑒𝑡𝑖0𝑗 (𝑌𝑡), com 𝑖0 = (𝑛− 𝑘 + 1, ..., 𝑛), é um martingale não negativo, e além disso
𝑍𝑖0,𝑖0𝑡 > 0 então existe uma medida 𝜈 : ℬ˜(𝑀)→ [0,∞] tal que
c1. 𝜈 satisfaz E[𝜈(𝜑−1𝑡 (𝑈, 𝜔))] = 𝜈(𝑈).
c2. Se 𝑈 t Γ𝐻 é um k-disco 𝜈(𝑈) <∞, 𝜈|𝑈 ≪ 𝜇|𝑈 e 𝜇|𝑈 ≪ 𝜈|𝑈 .
c3. Seja 𝑈 t Γ𝐻 um k-disco. Então 𝜈|𝑈 = 𝜇|𝑈 ⇔ o martingale ∑︀𝑗 ∫︀𝑈 𝑍𝑗1,𝑗2𝑡 𝑑𝜇, é
uniformemente integrável.
Onde 𝜇 é como definido acima.
Demonstração: A demonstração será apresentada em quatro etapas:
Construção da medida 𝜈: Dado 𝑈 t ℋ com 𝜇(𝑈) <∞, definimos 𝑀𝑈𝑡 por
𝑀𝑈𝑡 = 𝜇(𝜑𝑡(𝑈)) =
∫︁
𝜑𝑡(𝑈)
𝑑𝜇 =
∫︁
𝑈
𝜑*𝑡 (𝑑𝜇) =
∑︁
𝑗
∫︁
𝑈
𝑍
(𝑖0,𝑗)
𝑡 𝑑𝑥𝑗1 ∧ ... ∧ 𝑑𝑥𝑗𝑘 .
O Lema 3.2.2 permite mostrar que 𝑀𝑈𝑡 é um martingale (como afirmado em c3), e
E(𝑀𝑈𝑡 ) = 𝜇(𝑈), pois dado 𝑉 ∈ ℋ𝑠, 𝑠 < 𝑡 temos que,
E(𝑀𝑈𝑡 |𝑉 ) = E(
∫︀
𝑈 𝑍𝑡𝑑𝜇|𝑉 ) =
∫︀
𝑈 E(𝑍𝑡|𝑉 )𝑑𝜇 =
∫︀
𝑈 E(𝑍𝑠|𝑉 )𝑑𝜇
= E(
∫︀
𝑈 𝑍𝑠𝑑𝜇|𝑉 ) = E(𝑀𝑈𝑠 |𝑉 ).
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Logo o teorema de convergência de martingales garante que existe uma variável aleatória
integrável 𝑀𝑈 tal que 𝑀𝑈𝑡 → 𝑀𝑈 P-q.t.p. Defina 𝜈(𝑈) = E(𝑀𝑈). Estende-se 𝜈 à ℬ˜(𝑀)
. Observe que por definição 𝜈|𝑈 ≪ 𝜇|𝑈 . Desta forma 𝜈 está bem definida.
Verificação de c3: Ora,𝑀𝑈 é uniformemente integrável se e somente se𝑀𝑈𝑡 = E(𝑀𝑈 |ℋ𝑡).
Também,𝑀𝑈𝑡 = E(𝑀𝑈 |ℋ𝑡)⇔ 𝜇(𝑉 ) = E(𝑀𝑉𝑡 ) = E(𝑀𝑉 ) = 𝜈(𝑉 ), ∀𝑉 ⊂ 𝑈, e 𝑉 é um k-disco.
Isto mostra c3.
Verificação de c2: Por outro lado se 𝑀𝑈𝑡 não é uniformemente integrável observe que
para todo 𝑡 ≥ 0
𝛿 + E(𝑀𝑈𝑡 |𝑀𝑈𝑡 > 𝛿) ≥ E(𝑀𝑈𝑡 |𝑀𝑈𝑡 ≤ 𝛿) + E(𝑀𝑈𝑡 |𝑀𝑈𝑡 > 𝛿) = E(𝑀𝑈𝑡 ) = 𝜇(𝑈)
⇒ 𝜇(𝑈) ≥ E(𝑀𝑈𝑡 |𝑀𝑈𝑡 > 𝛿) ≥ 𝜇(𝑈)− 𝛿. (3.2.1)
Em particular isto implica P({𝑀𝑈𝑡 = 0}) = 0, ∀𝑡 ≥ 0, uma vez que 𝑀𝑈𝑡 > 0.
Pelo Teorema de Ergoroff existe 𝐹 ∈ ℱ tal que 𝑀𝑈𝑡 converge uniformemente
em 𝐹 com P(𝐹 ) > 2/3. Sem perda de generalidade podemos supor para algum 𝑡 ≥ 0 vale
𝐹 ∈ ℱ𝑡. Como P({𝑀𝑈𝑡 = 0}) = 0, podemos tomar 𝛿 suficientemente pequeno para que
P({𝑀𝑈𝑡 > 𝛿}) > 2/3. Segue que P(𝐹 ∩{𝑀𝑈𝑡 > 𝛿}) > 1/3. Vamos denotar 𝐵 = 𝐹 ∩{𝑀𝑈𝑡 >
𝛿}. Logo, 𝑀𝑈𝑡 < 𝑀𝑈 + 1 em 𝐵 para 𝑡 suficientemente grande. Consequentemente, pelo
Teorema da convergência dominada:
𝜈(𝑈) ≥ E( lim
𝑡→∞𝑀
𝑈
𝑡 |𝐵) = lim𝑡→∞E(𝑀
𝑈
𝑡 |𝐵) = lim𝑡→∞E(𝑀
𝑈
𝑡 |𝐵) > 𝛿P(𝐵) > 0.
Isto prova que supp(𝜈) =𝑀 e 𝜇|𝑈 ≪ 𝜈|𝑈 .
Verificação de c1:Vamos verificar que 𝜈 é 𝜑𝑡-invariante. De fato,
E[𝜈(𝜑−1𝑡 (𝑈, 𝜔1))] = E𝜔1 [E𝜔2 [ lim𝑠→∞
∫︁
𝜑𝑠(𝜑−1𝑡 (𝑈,𝜔1),𝜔2))
𝑑𝜇(𝑥)]]. (3.2.2)
Considere 𝜔3(𝑠) = 𝜔1(𝑠), para 𝑠 ≤ 𝑡, e 𝜔3(𝑠+ 𝑡) = 𝜔2(𝑠) + 𝜔1(𝑡), para 𝑠 > 0. Então pela
propriedade de cociclo definida no Capítulo 1 (ver também L. Arnold [1] e [2]) verifica-se
que 𝜑𝑠(𝜃𝑡𝜔3) = 𝜑𝑠+𝑡(𝜑−1𝑡 (𝜔3), 𝜔3) = 𝜑𝑠+𝑡(𝜑−1𝑡 (𝜔1), 𝜔3) com 𝜃𝑡 : 𝜔(.) ∈ Ω ↦→ 𝜔(.+ 𝑡)− 𝜔(𝑡).
Por outro lado vê-se que 𝜃𝑡𝜔3(𝑠) = 𝜔2(𝑠), 𝑠 > 0. Isto implica,
𝜑𝑠(𝜔2) = 𝜑𝑠(𝜃𝑡𝜔3) = 𝜑𝑠+𝑡(𝜑−1𝑡 (𝜔1), 𝜔3). (3.2.3)
Considerando-se ainda que P é 𝜃𝛿-invariante ∀𝛿 > 0, temos que 𝜑𝑠+𝑡(𝜑−1𝑡 (𝜔1), 𝜔3) tem a
mesma distribuição em relação à P que 𝜑𝑠(., 𝜔2). Daí pela equação (3.2.3), temos que o
47
termo E𝜔2 [lim𝑠→∞
∫︀
𝜑𝑠(𝜑−1𝑡 (𝑈,𝜔1),𝜔2))
𝑑𝜇(𝑥)] na igualdade (3.2.2) acima independe de 𝜔1 para
𝑠 > 0. Segue que,
E[𝜈(𝜑−1𝑡 (𝑈, 𝜔1))] = E𝜔2 [ lim𝑠→∞
∫︁
𝜑𝑠−𝑡(𝑈,𝜔2))
𝑑𝜇(𝑥)] = 𝜈(𝑈).
Concluimos assim que 𝜈 é tem média 𝜑𝑡-invariante. 
Corolário 3.2.4. Se 𝑐𝑜𝑑𝑖𝑚(ℋ) ≤ 2 e o campo 𝑋 satisfaz
h1. 𝐴𝑖0𝑖0 =
∑︀
𝑝∈𝑖0 det
𝑖
𝑗([𝐼 : ∇𝑋 : 𝑝]), é limitado,
h2. 𝐿𝑋det𝑖0𝑗 = 0, se 𝑗 ̸= 𝑖0.
Onde 𝑖, 𝑗 ∈ N2, e 𝑖0 = (𝑛− 1, 𝑛). Então valem as conclusões do Teorema 3.2.3.
Demonstração: Visando simplificar a notação consideraremos k=2, sendo que os mes-
mos argumentos valem se k=1. Considere a seguinte forma diferenciável 𝑑𝜇 = 𝑑𝑥𝑛−1 ∧
𝑑𝑥𝑛.Como 𝑘 = dimΓ𝑉 ≤ 2, temos det𝑖1𝑖2𝑗1𝑗2 é harmônico, logo a equação 2.3.8, na página
37, é a mesma em termos de integrais de Itô, ou seja, fazendo novamente 𝑍(i,j)𝑡 = detij(𝑌𝑡)
com 𝑌𝑡 = 𝐷𝑥𝜑𝑡, temos
𝑍
(i,j)
𝑡 = 𝛿i,j +
∫︁ 𝑡
0
(︃∑︁
𝑖
detij([𝐼 :
𝜕𝑋
𝜕𝑥
: 𝑖])
)︃
𝑍(i,j)𝑠 𝑑𝑤𝑠.
Segue que 𝑍(i,j)𝑡 = 𝑒
∫︀ 𝑡
0 𝐴
i
j𝑑𝑤𝑠− 12 ⟨
∫︀ 𝑡
0 𝐴
i
j𝑑𝑤𝑠⟩ + (1 − 𝛿i,j), onde "⟨·⟩"representa a variação qua-
drática. Agora,
∫︀ 𝑡
0 𝐴
i
j𝑑𝑤𝑠 é um martingale e E[𝑒
1
2 ⟨
∫︀ 𝑡
0 𝐴𝑑𝑤𝑠⟩] < ∞, pela hipótese (i). Pelo
Teorema de Novikov, vide [12], temos que 𝑍(i,j)𝑡 é um martingale. Portantoo fluxo de 𝑋
satisfaz as condições do Teorema 3.2.3. 
Um caso particular interessante e mais estruturado onde cabe aplicar o corolário acima
é quando o fluxo preserva ℋ. Mais precisamente, observe que se 𝐴𝑛−1,𝑛𝑗1,𝑗2 = 0 para todo
(𝑗1, 𝑗2) ̸= (𝑛− 1, 𝑛) então 𝑋 satisfaz as condições do teorema. Mas 𝐴𝑛−1,𝑛𝑗1,𝑗2 = 0 ∀(𝑗1, 𝑗2) ̸=
(𝑛− 1, 𝑛) se e somente se 𝜑𝑡(ℋ(𝑥), 𝜔) = ℋ(𝜑𝑡(𝑥, 𝜔)) ∀(𝑥, 𝜔) ∈𝑀 × Ω.
3.2.3 Exemplos.
Exemplo 3.2.5. Seja 𝑀 uma variedade Riemanniana de dimensão 2 e 𝐵 = 𝐺𝑙(𝑀) o
fibrado de bases de 𝑀 . Então 𝑇𝐵 = 𝐻 ⊕ 𝑉 sendo 𝑉 composto de vetores tangentes às
fibras e 𝐻 o espaço horizontal induzido pela conexão riemanniana de 𝑀. Sabemos ainda
que a distribuição 𝐻 é integrável, sendo suas folhas as fibras de 𝐵. Seja ?˜? o levantamento
horizontal de 𝑋 ∈ 𝑇𝑀 também denotado 𝐻(𝑋). Ou seja, dada uma base 𝑢 de 𝑇𝑝𝑀 seja
𝑧𝑡 uma curva com 𝑧(0) = 𝑝 e 𝑑𝑑𝑡𝑧|𝑡=0 = 𝑋(𝑝),
?˜?(𝑢) = 𝑑
𝑑𝑡
Π𝑡(𝑢)|𝑡=0
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sendo Π𝑡(𝑢) o transporte paralelo de 𝑢 ao longo de 𝑧𝑡. Seja também ∇˜ a conexão em 𝐵
induzida por ∇ da seguinte forma. Seja 𝑋 = 𝑋𝐻 +𝑋𝑉 , 𝑋𝐻 ∈ 𝐻 e 𝑋𝑉 ∈ 𝑉 . Agora, 𝑋𝐻
é o levantamento horizontal de algum 𝑊 ∈ 𝑇𝑀 . Da mesma forma 𝑌 = 𝑌 𝐻 + 𝑌 𝑉 e 𝑌 𝐻
é o levantamento horizontal de 𝑈 . Então,
∇˜𝑌𝑋 = 𝐻(∇𝑈𝑊 ) +𝐷𝑌 𝑉𝑋𝑉 ,
onde 𝐷 é a derivada usual de 𝐺𝑙(𝑛). Seja 𝛽 uma base de 𝑇𝐵 com seus 𝑛 − 2 primeiros
vetores em 𝑉 e seus 2 ultimos vetores em 𝐻. Verifica-se que a matriz 𝐴 = [∇˜?˜?]𝛽, é tal
que 𝐴𝑖𝑗 = 0,∀𝑖 ≥ 3, 𝑗 ≤ 4. daí o fluxo de ?˜? em 𝐵 possui uma medida invariante 𝜈 pelo
Teorema 3.2.3.
Exemplo 3.2.6. Considere 𝐶 o cilíndro bidimensional mergulhado em R3, definido pela
equação 𝑥2+𝑧2 = 1. Considere ainda que 𝐶 está munido das folheaçõesℋ = {retas de 𝐶}
e 𝒱 = {círculos de 𝐶}. É claro que ℋ é a folheação integral de 𝐻 = (0, 1, 0) enquanto
que 𝒱 é a folheação integral de 𝑉 = (−𝑧, 0, 𝑥). Tome o campo 𝑋 = 𝛼(𝑥, 𝑦, 𝑧)𝐻(𝑥, 𝑦, 𝑧) +
𝛽(𝑥, 𝑦, 𝑧)𝑉 (𝑥, 𝑦, 𝑧), com 𝛼, 𝛽 : 𝐶 → R. Vamos verificar condições sobre 𝛼 e 𝛽 para que
o campo 𝑋 satisfaça as hipóteses do Teorema 3.2.3. Assim, 𝑋 = (−𝛽𝑧, 𝛼, 𝛽𝑥). Também,
∇𝑋 =
⎛⎝ 𝐷𝑋𝐻 ·𝐻 𝐷𝑋𝑉 ·𝐻
𝐷𝑋𝐻 · 𝑉 𝐷𝑋𝑉 · 𝑉
⎞⎠ ,
onde "·"representa o produto interno usual de R3. Agora,
𝐷𝑋(𝑥, 𝑦, 𝑧) =
⎛⎜⎜⎜⎝
−𝛽𝑥𝑧 −𝛽𝑦𝑧 −𝛽𝑧𝑧 − 𝛽
𝛼𝑥 𝛼𝑦 𝛼𝑧
𝛽𝑥𝑥+ 𝛽 𝛽𝑦𝑥 𝛽𝑧𝑥
⎞⎟⎟⎟⎠ .
Daí segue que
𝐷𝑋(𝐻) = (−𝛽𝑦𝑧, 𝛼𝑦, 𝛽𝑦𝑥),
𝐷𝑋(𝑉 ) = (𝛽𝑥𝑧2 − 𝛽𝑧𝑧𝑥− 𝛽𝑥,−𝛼𝑥𝑧 + 𝛼𝑧𝑥,−𝛽𝑥𝑥𝑧 − 𝛽𝑧 + 𝛽𝑧𝑥2).
Portanto, usando 𝑥2 + 𝑧2 = 1 chegamos à,
𝐷𝑋(𝐻) · 𝑉 = 𝛽𝑦,
𝐷𝑋(𝑉 ) · 𝑉 = 𝛽𝑧𝑥− 𝛽𝑥𝑧.
Logo as condições do Teorema 3.2.3 serão satisfeitas, em particular se
𝛽𝑦 = 0
|𝛽𝑧𝑥− 𝛽𝑥𝑧| < 𝐾, para algum 𝐾 > 0.
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Além disso como 𝑥, 𝑦 ≤ 1 basta verificar |𝛽𝑧 − 𝛽𝑦| < 𝐾 para garantir a segunda condição
acima. Note que não é imposta uma condição sobre 𝛼. Também é trivial a verificação
de que se 𝛼 e 𝛽 são constantes, 𝑋 satisfaz as condições do teorema. Outra forma de as
condições do Teorema 3.2.3 serem satisfeitas neste caso, é
𝐷𝑋(𝑉 ) ·𝐻 = −𝛼𝑥𝑧 + 𝛼𝑧𝑥 = 0
|𝛽𝑧𝑥− 𝛽𝑥𝑧| < 𝐾, para algum 𝐾 > 0.
Nesta ultima situação, diferentemente do primeiro caso, o fluxo 𝜑𝑡 não necessáriamente
preserva ℋ .
Exemplo 3.2.7. Considere o cilíndro 𝐶 do exemplo 3.2.6 com as mesmas folheações ℋ
e 𝒱 . Considere ainda a e.d.e.
𝑑𝑥𝑡 = 𝑋𝑑𝑤𝑡
Onde 𝑋 = 𝐴𝐻 + 𝐵𝑉 onde 𝐴,𝐵 ∈ R e 𝐻 e 𝑉 são como no exemplo 3.2.6. Então,
𝑥𝑡 = (𝑐𝑜𝑠(𝐵𝑤𝑡), 𝐴𝑤𝑡, 𝑠𝑒𝑛(𝐵𝑤𝑡)). Além disso se 𝑈 é uma curva transversal à ℋ temos que
o martingale 𝑀𝑈𝑡 da demonstração do Teorema 3.2.3 é dado por, 𝑀𝑈𝑡 =
∫︀
𝑈 𝑒
0𝑑𝜇 = 𝜇(𝑈),
(vide o exemplo 3.2.6) sendo que aqui 𝑑𝜇 = −𝑧𝑑𝑥 + 𝑥𝑑𝑧 é a forma diferenciável dual ao
campo 𝑉 . Segue por construção que a medida 𝜈 invariante por 𝑥𝑡 é igual à 𝑑𝜇.
Seja 𝛾(𝑡) = (𝛾1(𝑡), 𝛾2(𝑡), 𝛾3(𝑡)), 𝑡 ∈ [0, 𝑇 ] uma curva transversal à 𝒱 e parame-
trizada por comprimento de arco. Suponha também que ?˙? = 𝑎𝐻 + 𝑏𝑉 = (−𝑏𝛾1, 𝑎𝛾2, 𝑏𝛾3),
com 𝑎, 𝑏 : [0, 𝑇 ]→ R suaves e 𝑏 estritamente positiva. Note que isto implica
?˙?1 = −𝑏𝛾3
?˙?2 = 𝑎𝛾2
?˙?3 = 𝑏𝛾1.
Logo, após cálculos simples e observando que 𝛾21 + 𝛾23 = 1, obtemos 𝛾*(𝜈) = 𝑏(𝑡)𝑑𝑡.
Portanto,
𝜈(𝛾) =
∫︁
𝛾
𝑑𝜈 =
∫︁ 𝑇
0
𝛾*(𝜈) =
∫︁ 𝑇
0
𝑏(𝑡)𝑑𝑡.
Também observamos que se ?˙? = 𝑎𝐻 + 𝑏𝑉 , a curva 𝛾1 com ?˙?1 = 𝑏𝑉 e 𝛾1(0) = 𝛾(0) é tal
que 𝜈(𝛾1) = 𝜈(𝛾). Assim 𝛾1 está contida no círculo passando por 𝛾(0).
3.3 Recorrência na topologia da folheação
Nesta seção novamente temos uma folheação ℋ em𝑀 e um fluxo de difeomor-
fismos 𝜑𝑡(., 𝜔) que leva discos (subvariedades difeomorfas à discos no espaço euclidiano)
transversais à ℋ em discos transversais à ℋ. Além disso, seja 𝜈 uma medida na 𝜎-álgebra
gerada por discos transversais à ℋ e invariante por 𝜑𝑡, com as propriedades c1, c2 e c3
do Teorema 3.2.3.
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Estudaremos a propriedade de 𝜑𝑡 ser recorrente em relação à topologia de
abertosℋ-saturados. Abaixo apresentamos um exemplo determinístico simples que ilustra
esse fenômeno:
Exemplo 3.3.1. Considere o cilíndro plano 𝐶 = [0, 1] × (−∞,∞) munido da folheação
ℋ = {{𝑎} × (−∞,∞) : 𝑎 ∈ [0, 1]}. Considere em 𝐶 o fluxo 𝜑𝑡(𝑥, 𝑦) = ([𝑥+ 𝑠𝑒𝑛𝑡], 𝑦 + 𝑡),
onde [𝑎 + 𝑏] = 𝑎 + 𝑏 se 𝑎 + 𝑏 ≤ 1, e [𝑎 + 𝑏] = 𝑎 + 𝑏 − 1 se 𝑎 + 𝑏 > 1 para todo
𝑎, 𝑏 ∈ [0, 1]. Claramente este fluxo não é recorrente para a topologia usual de 𝐶 mas o é
para a topologia de abertos ℋ-saturados, que são feixes de retas.
Abaixo apresentamos um resultado sobre recorrencia na topologia de abertos
saturados. Supomos que 𝑀 possui uma subvariedade 𝑁 transversal à ℋ tal que ℋ(𝑁) =
𝑀 . A idéia é começar com um disco transversal à ℋ e observar a projeção deste disco
pela folheação em 𝑁 . Então, desde que 𝑁 tenha medida finita e 𝜈 seja invariante por
holonomia, temos recorrencia no sentido que discutimos no primeiro parágrafo.
Proposição 3.3.2. Suponha que 𝜈 é invariante por holonomia e 𝜈(𝑁) <∞. Seja 𝐷0 t ℋ
então dado 𝑇 > 0 para 𝜈 quase todo 𝑥 ∈ 𝑈 vale P{∃𝑡 > 𝑇 : 𝜑𝑡(𝑥, 𝜔) ∈ ℋ(𝑈)} = 1.
Demonstração: Considere o sistema dinâmico em 𝑀 × Ω dado por
Θ𝑡(𝑥, 𝜔) = (𝜑𝑡(𝑥, 𝜔), 𝜃𝑡(𝜔))
o qual é ℱ ×ℬ-mensurável. Este sistema é conhecido como skew product, vide Arnold [1].
Por definição 𝜈 ⊗ P é Θ𝑡 invariante. Agora, para cada 𝑛 ∈ N e cada 𝜔 ∈ Ω
associamos um conjunto 𝐷′𝑛(𝜔) = ℋ(𝜑−1𝑛 (𝐷′0, 𝜔))∩𝑁. Como 𝜈 é invariante por holonomia
𝜈(𝐷′𝑛(𝜔)) = 𝜈(𝜑−1𝑛 (𝐷0, 𝜔)). Além disso,
𝜈 ⊗ P(𝐷′𝑛 × Ω) = E(𝜈(𝐷′𝑛(𝜔))) = 𝜈(𝐷0),
uma vez que 𝜈 é 𝜑𝑡-invariante. Como 𝜈(𝑁)⊗ Ω é finito, podemos aplicar um argumento
semelhante ao do Teorema de recorrência de Poincaré ( vide Walters [23], entre outros),
para concluir que 𝜈 × P quase todo (𝑥, 𝜔) ∈ 𝐷0 × Ω retorna à 𝐷0 para tempos arbitra-
riamente grandes. Segue que 𝜑𝑛(𝑥, .) retorna a ℋ(𝐷0) para 𝜈 quase todo 𝑥 ∈ 𝐷0 com
probabilidade 1. 
As hipóteses da proposição acima são bastante fortes do ponto de vista da
teoria das folheações. Medidas invariantes por holonomia nem sempre existem, assim
como exigir a existencia da variedade transversal 𝑁 é bastante restritivo, embora apareça
naturalmente em diversos exemplos tais como espaços fibrados apresentados no Capítulo 1.
Não obstante estes resultados apontam para as possibilidades de futuros desenvolvimentos,
seja enfraquecendo hipóteses, buscando resultados semelhantes para medidas harmônicas
(vide Garnett [9]) ou estudando outras propriedades de fluxos em folheações.
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Exemplo 3.3.3. Voltando ao Exemplo 3.2.7.Tomando𝑁 um círculo no cilindro e notando
que elas observações feitas na página 49 vemos que 𝜈 é invariante por holonomia. Logo
pela Proposição 3.3.2 o fluxo é recorrente no sentido de que 𝜈 quase todo ponto em uma
curva 𝛾 transversal à ℋ retorna à ℋ(𝛾) com probabilide 1.
3.4 Exponencial de Matrizes; Problema inverso.
Nesta seção de forma exploratória, com o propósito de exemplificar possibi-
lidades de futuros desenvolvimentos para o estudo de fluxos em folheações, abordamos
o seguinte problema no caso da aplicação exponencial: Dada uma matriz real 𝐴, 𝑛 × 𝑛
existe uma folheação ℋ tal que o fluxo 𝜑𝑡(𝑥) = 𝑒𝐴𝑡𝑥 associado à 𝐴 preserve ℋ no sentido:
𝜑𝑡(ℋ(𝑥)) = ℋ(𝜑𝑡(𝑥)) ∀𝑥 ∈ R𝑛? (3.4.1)
Nos referimos à esta questão como problema inverso por que até este ponto tinhamos as
folheações ℋ e 𝒱 , ou ℋ como dadas e procuramos condições para um fluxo ser decom-
ponível em relação à ℋ e 𝒱 , ou possuir uma medida de suporte transversal à ℋ. Porém
agora estamos tomando o fluxo 𝜑𝑡 como dado e procurando folheações que são preserva-
das por 𝜑𝑡, por isso possuindo tando a decomposição como a medida invariante à que nos
referimos anteriormente.
Pelo Teorema da Decomposição Racional para transformações lineares, existe
uma decomposição de R𝑛 = 𝑉1 ⊕ 𝑉2 ⊕ ... ⊕ 𝑉𝑘 com cada 𝑉𝑖 sendo 𝐴 invariante. De fato
𝑉𝑖 é o núcleo de 𝑝𝑒𝑖𝑖 (𝐴) onde 𝑝𝑖 é um fator irredutível na fatoração do polinômio mínimo
𝑝(𝑥) = ∏︀𝑖 𝑝𝑒𝑖𝑖 (𝑥) de 𝐴.
Podemos então considerar as folheações obtidas por translações dos espaços
𝑉𝑖. Como estamos tratando de polinômios sobre o corpo R, o grau cada 𝑝𝑖 pode ser 1 ou
2. Portanto assumindo 𝑒𝑘 = 1 temos que 𝑉 (𝑝) = ∪𝑖<𝑘𝑉𝑖(𝑝) dá origem à uma folheação
trivial de codimensão 1 ou 2. Esta folheação ℋ é invariante por 𝜑𝑡 no sentido de (3.4.1).
Neste caso podemos garantir que 𝜑𝑡 possui uma medida transversal invariante, e também
é decomponível.
Destacamos que a menos de reordenação dos 𝑉𝑖 a hipótese 𝑒𝑘 = 1 é imediata
se 𝑑𝑖𝑚(𝑀) não é divisível por 4, ou seja 𝑑𝑖𝑚(𝑀) = 2𝑟 + 1 ou 𝑑𝑖𝑚(𝑀) = 2(2𝑟 + 1) para
algum 𝑟 ∈ N.
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