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Abstract
A novel ﬁlled function with one parameter is suggested in this paper for ﬁnding a global minimizer for a general class of
nonlinear programming problems with a closed bounded box. A new algorithm is presented according to the theoretical analysis.
The implementation of the algorithm on several test problems is reported with satisfactory numerical results.
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1. Introduction
Optimization, as a powerful solution approach, ﬁnds wide applications in almost all ﬁelds of engineering, ﬁnance,
management as well as social science. And unconstrained optimization deals with the problem of minimizing or
maximizing a function in the absence of any restrictions. For ﬁnding a local minimizer of the objective function
f (x), x ∈ Rn, there are many satisfactory methods, such as the steepest decent method, the Newton method, the trust
region method, the conjugate gradient method, the Quasi-Newton method and so on. Relatively, it is difﬁcult to ﬁnd a
global optimal solution of a general non-convex objective function which has multiple local minima, since there are
fewer efﬁcient methods for the global optimization.
In recent years, rapid progress has beenmade both in theory and in practical applications for global optimization. The
literature on global optimization can be classiﬁed into three categories. The ﬁrst category includes methods that search
for a global minimum among the local minima, more speciﬁcally, methods that invoke certain auxiliary functions to
move successively from one localminimum to another better one (see, e.g. [1,2,5,6,9,15]). The second category includes
methods that use heuristic or stochastic search (see, e.g. [3,13]). The third category includes methods that conﬁne their
applicability to problems with special structures, such as indeﬁnite quadratic programming, concave minimization and
D.C. programming (see, e.g. [7,8,12]). In this paper, we are concerned more about the ﬁlled function method, which
was proposed by Ge in [5].
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In [5], the following global optimization problem is considered:
(P) min
x∈X f (x), (1)
where X ⊂ Rn is a closed bounded box containing all global minimizers of f (x) in its interior. It is assumed in this
paper that f (x) has only a ﬁnite number of local minimizers on X.
When f : Rn → R is coercive, i.e., f (x) → +∞ as ‖x‖ → +∞, then a global optimization problem:
min
x∈Rn f (x) (2)
can be always reduced into an equivalent problem formulation in (1).
The basin of f (x) at an isolated local minimizer of f (x), x∗, is deﬁned in [4,5] as a connected domain B∗ which
contains x∗ and in which the steepest descent trajectory of f (x) converges to x∗ from any initial point in B∗. The
minimal radius of B∗ at an isolated minimizer x∗ is deﬁned as
R¯ = inf
x /∈B∗ ‖x − x
∗‖.
Radius R¯ is not zero if the Hessian at x∗,∇2f (x∗), is positive deﬁnite. The basin of f (x) at x∗ is said to be lower than
another basin of f (x) at another local minimizer x∗1 if and only if f (x∗)< f (x∗1 ). The hill of f (x) at x∗ is the basin
of −f (x) at its isolated minimizer x∗.
The concept of the ﬁlled functions was introduced in [5]. Suppose x∗ is a current local minimizer of f (x). P(x, x∗)
is said to be a ﬁlled function of f (x) at x∗, if it satisﬁes the following properties:
(P1) x∗ is a strictly maximizer of P(x, x∗) and the whole basinB∗ of f (x) at x∗ becomes a part of a hill of P(x, x∗);
(P2) P(x, x∗) has no minimizers or saddle points in any basin of f (x) higher than B∗;
(P3) If f (x) has a lower basin than B∗, then there is a point x′ in such a basin that minimizes P(x, x∗) on the line
through x and x∗1 .
Adopting the concept of the ﬁlled functions, a global optimization problem can be solved via a two-phase cycle.
In Phase 1, we start from a given point and use any local minimization method to ﬁnd a local minimizer x∗ of f (x).
In Phase 2, we construct a ﬁlled function at x∗ and minimize the ﬁlled function in order to identify a point x′ with
f (x′)< f (x∗). If such an x′ is found, x′ is certainly in a lower basin than B∗. We can then use x′ as the initial point in
Phase 1 again, and hence we can ﬁnd a better local minimizer x∗∗ of f (x) with f (x∗∗)< f (x∗). This process repeats
until the time when minimizing a ﬁlled function does not yield a better solution. The current local minimum will be
then taken as a global minimizer of f (x).
Ge speciﬁcally proposed the following two-parameter ﬁlled function in [5]:
P(x, x∗, r, ) = 1
r + f (x) exp
(
−‖x − x
∗‖2
2
)
, (3)
where the parameters r and  need to be chosen appropriately. Ge and Qin in [6] noticed an unfavorable property in
numerical implementation of the ﬁlled function in (3). Since both P(x, x∗, r, ) and ∇P(x, x∗, r, ) are affected by
the term exp(−‖x −x∗‖2/2), changes in P(x, x∗, r, ) and ∇P(x, x∗, r, ) become indistinguishable when ‖x −x∗‖
is large and 2 is small. Ge and Qin in [6] tried to overcome this problem by proposing seven other ﬁlled functions. Liu
in [11] and Xu et al. [14] also proposed some new ﬁlled functions to tackle some handicap. Its numerical performance,
however, is far from a satisfaction.
Recently, Zhang et al. [16] proposed a new ﬁlled function with two parameters:
P(x, x∗, , ) = f (x∗) − min[f (x∗), f (x)] − ‖x − x∗‖2 + {max[0, f (x) − f (x∗)]}2. (4)
In paper [16], (P3) is a revised version of property (3) in [5], where (P3) is as follows:
(P3′) If f (x) has a basin B∗0 at x∗0 that is lower than B∗, then there is a point x′ ∈ B∗0 that minimizes P(x, x∗) on
the line through x∗ and x¯∗0 for every x¯∗0 in some neighborhood of x∗0 .
Furthermore, where x∗ only is a local minimizer of f (x) but not an isolated or strictly local minimizer of f (x).
Theoretical analyses and numerical experiments show that the ﬁlled function method is promising. However, the
ﬁlled function with two parameters  and  must satisfy some conditions, which will increase some calculation.
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In the discussion of Ge [5], it proposed that to overcome some unexpected features of the ﬁlled function (3), one way
is to construct some ﬁlled functions with one parameter or without parameter. This consideration motivates the study
reported in this paper. In this paper, we give a deﬁnition of ﬁlled function as follows:
Suppose x∗ is a current local minimizer of (P). P(x, x∗) is said to be a ﬁlled function of f (x) at x∗, if it satisﬁes the
following properties:
(P1) x∗ is a strict local maximizer of P(x, x∗) over X;
(P2) ∇P(x, x∗) 
= 0, when x ∈ S1, where S1 = {x|f (x)f (x∗), x ∈ X\{x∗}}, i.e., P(x, x∗) has no minimizers or
saddle points in S1;
(P3′′) If x∗ is a local minimizer and S2 = {x ∈ X : f (x)<f (x∗)} ⊂ intX is not empty, then there exists a point
x∗1 ∈ S2 such that x∗1 is a local minimizer of P(x, x∗).
Note that (P3′′) in our paper is a revised version of property (3) in [5,16]. In fact, Property (P3′′) is much stronger
than [5,16] since a minimizer of ﬁlled function must be in S2 = {x ∈ X : f (x)<f (x∗)} ⊂ intX.
This paper aims to develop a novel ﬁlled function with certain satisfactory properties in global optimization. This
paper is organized as follows. Following this introduction, a new ﬁlled function is proposed in Section 2. The properties
of the new ﬁlled function are investigated. In Section 3, numerical implementation is considered for the proposed new
ﬁlled function and a solution algorithm is suggested. Application of the new ﬁlled-function algorithm is reported in
Section 4 with satisfactory numerical results. Finally, some conclusions are drawn in Section 5.
2. A new ﬁlled function and its properties
We assume that the following assumptions for problem (P) hold throughout this paper.
Assumption 1. The function f (x) in (P) is differential in Rn and the number of minimizers of (P) can be inﬁnite, but
the number of the different value of minimizer of (P) is ﬁnite.
Assumption 2. f (x) : Rn → R is coercive, i.e., f (x) → +∞ as ‖x‖ → +∞. Consider the one parameter ﬁlled
function for problem (1)
F(x, x∗, ) = −‖x − x∗‖2 + {min[0, f (x) − f (x∗)]}3, (5)
where x∗ is a current local minimizer of f (x).
The following theorems show that F(x, x∗, ) is a ﬁlled function when > 0 large enough.
Theorem 2.1. Assume that x∗ is a local minimizer of (P), then x∗ is a strict local maximizer of F(x, x∗, ).
Proof. Since x∗ is a local minimizer of (P), there exists a neighborhoodN(x∗, ∗) of x∗, ∗ > 0 such that f (x)f (x∗)
for all x ∈ N(x∗, ∗). For all x ∈ N(x∗, ∗), x 
= x∗, we have
F(x, x∗, ) = −‖x − x∗‖2 < 0 = F(x∗, x∗, ).
Thus, x∗ is a strict local maximizer of F(x, x∗, ). 
Remark. Obviously, when f (x∗)f (x), for all x ∈ N(x∗, ∗), ∗ > 0, we have
F(x, x∗, ) = −‖x − x∗‖2 and ∇2F(x, x∗, ) = −2E,
where E is an identity matrix. Therefore, ∇2F(x, x∗, ) is negative deﬁnite. Then x∗ is an isolated local maximizer of
F(x, x∗, ) and ∇F(x, x∗, ) 
= 0 for all x ∈ N(x∗, ).
Theorem 2.1 reveals that the proposed new ﬁlled function satisﬁes Property (P1).
Theorem 2.2. Assume that x∗ is a local minimizer of (P) and x1 is a point such that f (x∗)f (x1), x1 
= x∗, then, it
holds ∇F(x1, x∗, ) 
= 0, i.e., if x1 ∈ intX, then x1 is not a stationary point of F(x, x∗, ).
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Proof. By f (x∗)f (x1) and x1 
= x∗,
F(x1, x
∗, ) = −‖x1 − x∗‖2, ∇F(x1, x∗, ) = −2(x1 − x∗) 
= 0. 
Theorem 2.3. Assume that x∗ is a local minimizer of (P). Suppose that x1 and x2 are two points such that ‖x1 −
x∗‖< ‖x2 − x∗‖ and f (x∗)f (x1), f (x2), we have
F(x2, x
∗, )<F(x1, x∗, )< 0 = F(x∗, x∗, ).
Proof. Obviously, by the condition, we have
F(x2, x
∗, ) − F(x1, x∗, ) = −(‖x2 − x∗‖2 − ‖x1 − x∗‖2)< 0 = F(x∗, x∗, ). 
Theorem 2.4. Assume that x∗ is a local minimizer of (P). Suppose that x1 ∈ intX is a point such that f (x∗)f (x1),
then for any small 1 > 0, there exists d1 such that
0< ‖d1‖1, x1 − d, x1 + d ∈ X, ‖x1 − d1 − x∗‖< ‖x1 − x∗‖‖x1 + d1 − x∗‖, f (x1 ± d1)f (x∗)
and
F(x1 + d1, x∗, )<F(x1, x∗, )<F(x1 − d1, x∗, )< 0 = F(x∗, x∗, ).
Proof. For a given 1 > 0, let
d1 = 2 x1 − x
∗
‖x1 − x∗‖ ,
where 0< 21. Then 0< ‖d1‖1. Furthermore, if 1 is sufﬁciently small, then
‖x1 + d1 − x∗‖ = (1 + )‖x1 − x∗‖> ‖x1 − x∗‖,
‖x1 − d1 − x∗‖ = (1 − )‖x1 − x∗‖< ‖x1 − x∗‖,
f (x1 ± d1)f (x∗),
where  = 2/‖x1 − x∗‖. Hence, the following holds from Theorem 2.3,
F(x1 + d1, x∗, )<F(x1, x∗, )<F(x1 − d1, x∗, )< 0 = F(x∗, x∗, ). 
The implication of Theorem 2.4 is clear: Any point x1 ∈ intX with f (x1)f (x∗) will never be a local minimizer
of F(x, x∗, ).
Theorem 2.5. Assume that x∗ is a local minimizer of (P), then any local minimizer or saddle point of F(x, x∗, ) must
belong to the set S2 = {x ∈ X : f (x)<f (x∗)}.
Proof. By lim‖x‖→+∞f (x)=+∞, we have S2={x ∈ X : f (x)<f (x∗)} ⊂ intX, whereX is a big box. If the theorem
is not true, then there is a local minimizer or saddle point ofF(x, x∗, ), x¯∗, such that x¯∗ /∈ S2 and f (x¯∗)f (x∗). Since
x∗ is a strict local maximizer of F(x, x∗, ) and x¯∗ is a local minimizer or saddle point of F(x, x∗, ), thus x¯∗ 
= x∗.If
x¯∗ is a local minimizer of F(x, x∗, ), it contradicts Theorem 2.4. Similarly, if x¯∗ is a saddle point of F(x, x∗, ), it
contradicts Theorem 2.2. Consequently, the theorem is true. 
Theorems 2.2 and 2.5 reveals that the proposed new ﬁlled function satisﬁes Property (P2). What is more,  has no
special conditions or restrictions for the above two theorems.
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Theorem 2.6. Assume that x∗ is a local minimizer of (P) but not a global minimizer of (P), it means, S2 = {x ∈ X :
f (x)<f (x∗)} ⊂ intX is not empty, then there exists a point x∗0 ∈ S2 such that x∗0 is a local minimizer of F(x, x∗, )
when > 0 large enough.
Proof. Since x∗ is a local minimizer of (P), and x∗ is not a global minimizer of (P), there exists an x∗1 is an other local
minimizer of f (x) such that f (x∗1 )< f (x∗). By the continuity of f (x) and Assumption 2, there exists an ε > 0 small
enough, it holds {x ∈ X, f (x) = f (x∗1 ) + ε} ⊂ intX. We denote
S=ε = {x ∈ X, f (x) = f (x∗1 ) + ε} ⊂ intX,
where for all x ∈ S=ε , it holds f (x) − f (x∗) = f (x∗1 ) + ε − f (x∗)< 0.
For each x ∈ S=ε , there are two cases:
(1) ‖x∗1 − x∗‖‖x − x∗‖;
(2) ‖x∗1 − x∗‖< ‖x − x∗‖.
For case (1), by f (x∗1 ) − f (x∗)< f (x) − f (x∗) = f (x∗1 ) + ε − f (x∗)< 0 and ‖x∗1 − x∗‖‖x − x∗‖, we have
F(x∗1 , x∗, ) = −‖x∗1 − x∗‖2 + (f (x∗1 ) − f (x∗))3 < − ‖x − x∗‖2 + (f (x) − f (x∗))3 = F(x, x∗, ).
For case (2), F(x∗1 , x∗, )<F(x, x∗, ) if and only if
−‖x∗1 − x∗‖2 + (f (x∗1 ) − f (x∗))3 < − ‖x − x∗‖2 + (f (x) − f (x∗))3
if and only if
‖x − x∗‖2 − ‖x∗1 − x∗‖2 < ((f (x) − f (x∗))3 − (f (x∗1 ) − f (x∗))3).
Which is equivalent to
>
‖x − x∗‖2 − ‖x∗1 − x∗‖2
(f (x) − f (x∗))3 − (f (x∗1 ) − f (x∗))3
> 0.
It indicates F(x∗1 , x∗, )<F(x, x∗, ), for all x ∈ S=ε . Now we denote
Sε = {x ∈ X : f (x)f (x∗1 ) + ε} ⊂ intX.
And we have
min
x∈S ε
F (x, x∗, ) = F(x∗0 , x∗, )
since Sε , S=ε are compact sets. It is obvious to have F(x∗0 , x∗, )F(x∗1 , x∗, ). Since
min
x∈S ε
F (x, x∗, ) = F(x∗0 , x∗, ) = min
x∈S ε \S=ε
F (x, x∗, )
and Sε \S=ε is an open set, thus x∗0 ∈ Sε \S=ε ⊂ intX is a local minimizer of F(x, x∗, ), we have ∇F(x∗0 , x∗, )=0.
By Theorem 2.2, it holds f (x∗0 )< f (x). 
Theorem 2.6 clearly state that the proposed ﬁlled function satisﬁes Property (P3′′) and Theorems 2.1–2.6 state that
the proposed ﬁlled function satisﬁes properties (P1)–(P3′′).
From the above theorems, we can see that the ﬁlled function has a prominent feature [16]: Unlike the ﬁlled function
suggested in [5,11], our ﬁlled function guarantees its minimum to be always achieved at a point where its function
value is less than the function value of the current minimum.
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Theorem 2.7. If x∗ is a global minimizer of (P), then F(x, x∗, )< 0 for all x ∈ X.
Proof. Sincex∗ is a globalminimizer of (P),wehavef (x)f (x∗) for allx ∈ X.Thus, byTheorem2.1,F(x, x∗, )< 0
for all x ∈ X. 
3. Numerical implementation and solution algorithm
The theoretical properties of the proposed ﬁlled function F(x, x∗, ) were discussed in the last section. The devel-
opment in this section is to further study the properties of the proposed ﬁlled function in numerical implementation
and to suggest an efﬁcient algorithm. Two search directions are investigated ﬁrst such that one can start at an initial
point x01 ∈ X\N(x∗, ) for some > 0 to escape from the current local minimum x∗ and to minimize the pro-
posed ﬁlled function along the search directions in order to reach a point xk1 with f (x
k
1 )< f (x
∗). Then, one can use
xk1 as an initial point in a local search to ﬁnd a better local minimizer x¯∗ of f (x) with f (x¯∗)< f (x∗). The algo-
rithm is repeated in a two-phase iterative fashion until a global solution is identiﬁed (no better local solution can be
found).
3.1. Search directions in numerical implementation
How to decide a search direction for ﬁnding another better local minimum is a key to the success in a ﬁlled function
approach. Let x∗ be the current local minimum, xi be the current iterative point, and di be the search direction.
Theorem 3.1 (Zhang et al. [16]). For two given constants L and U with 0< L < U , let xi ∈ X and xi+1=xi+di ∈
X where di is a search direction at xi such that L‖di‖U . Let i be the angle between xi − x∗ and di . Then the
following are equivalent.
1. ‖xi+1 − x∗‖> ‖xi − x∗‖.
2. 2(xi − x∗)Tdi + ‖di‖2 > 0.
3. cos i > − ‖di‖/2‖xi − x∗‖.
4. (xi − x∗)Tdi + (xi+1 − x∗)Tdi > 0.
In particular, if (xk − x∗)Tdk0,∀k = 0, 1, . . . , i − 1, then ‖xi − x∗‖22L + ‖x0 − x∗‖2.
Proof. Obviously, we have the following equalities:
‖xi+1 − x∗‖2 − ‖xi − x∗‖2 = ‖xi − x∗ + di‖2 − ‖xi − x∗‖2
= 2(xi − x∗)Tdi + ‖di‖2,
2(xi − x∗)Tdi + ‖di‖2 = 2(‖xi − x∗‖ cos i + ‖di‖)‖di‖,
2(xi − x∗)Tdi + ‖di‖2 = [(xi − x∗) + (xi − x∗ + di)]Tdi
= [(xi − x∗)Tdi + (xi+1 − x∗)]Tdi .
Hence the following are equivalent:
0< ‖xi+1 − x∗‖2 − ‖xi − x∗‖2,
0< 2(xi − x∗)Tdi + ‖di‖2,
0< 2(‖xi − x∗‖ cos i + ‖di‖)‖di‖,
0< [(xi − x∗)Tdi + (xi+1 − x∗)]Tdi .
Consequently, Items 1–4 are equivalent.
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In particular, if (xk−x∗)Tdk0,∀k=0, 1, . . . , i−1, then 2(xk−x∗)Tdk+‖dk‖2 > 0 and hence ‖xk+1−x∗‖> ‖xk−
x∗‖. Therefore,
‖xi − x∗‖2 − ‖x0 − x∗‖2
= (‖xi − x∗‖2 − ‖xi−1 − x∗‖2) + (‖xi−1 − x∗‖2 − ‖xi−2 − x∗‖2)
+ · · · + (‖x1 − x∗‖2 − ‖x0 − x∗‖2)
= [2(xi−1 − x∗)Tdi−1 + ‖di−1‖2]
+ [2(xi−2 − x∗)Tdi−2 + ‖di−2‖2]
+ · · · + [2(x0 − x∗)Td0 + ‖d0‖2]
 i2L. 
From Theorem 3.1, we can conclude that if a search direction di is chosen to satisfy (xi − x∗)Td0, the search will
reach the boundary of X when the number of iterations is sufﬁciently large provided no better point in a lower basin is
found before that happens.
Theorem 3.2. Let d 
= 0 be a search direction at x ∈ X where f (x)f (x∗), then ∇F(x, x∗, )Td < 0 if and only if
(x − x∗)Td > 0.
Proof. Since f (x)f (x∗), we it holds
F(x, x∗, ) = −‖x − x∗‖2, 0>dT∇F(x, x∗, ) = −2dT(x − x∗). 
From Theorem 3.2 we can conclude that these search directions d satisfying (x − x∗)Td > 0 are better candidates to
serve as descent directions for F(x, x∗, ).
In the following, two speciﬁc search directions and their properties are investigated.
SearchdirectionD1 and its property: LetD1=−∇F(x, x∗, )be a searchdirection atx ∈ Xwheref (x)f (x∗), x 
=
x∗. Then D1 
= 0, and DT1 ∇F(x, x∗, )< 0.
Let
D2 = − ∇f (x)‖∇f (x)‖ −
∇F(x, x∗, )
‖∇F(x, x∗, )‖
be a search direction at x ∈ X where f (x)f (x∗), x 
= x∗, ‖∇f (x)‖ 
= 0 and ‖∇F(x, x∗, )‖ 
= 0.
Theorem 3.3. If D2 
= 0, then DT2 ∇f (x)< 0 and DT2 ∇F(x, x∗, )< 0.
Proof. Let  be the angle between ∇f (x) and ∇F(x, x∗, ). Condition D2 = 0 implies
0 = ∇f (x)‖∇f (x)‖ +
F(x, x∗, )
∇F(x, x∗, )
which is equivalent to
−1 = ∇
Tf (x)∇F(x, x∗, )
‖∇f (x)∇F(x, x∗, )‖ = cos .
Thus, D2 
= 0 is equivalent to cos  
= −1. Therefore,
∇Tf (x)D2 = −‖∇f (x)‖ − ∇
Tf (x)∇F(x, x∗, )
‖∇F(x, x∗, )‖ = −‖∇f (x)‖(1 + cos )< 0.
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Similarly,
∇F(x, x∗, )D2 = −∇
TF(x, x∗, )∇f (x)
‖∇f (x)‖ − ‖∇F(x, x
∗, )‖ = ‖∇F(x, x∗, )‖(cos  + 1)< 0. 
3.2. Algorithm AOPF
Based on the results of the previous subsection and in order to compare the results of algorithm AOPF with the
algorithm of [16] (we call it algorithm ATPF), a solution algorithm, similar with the algorithm ATPF, is proposed as
follows.
Initialization Step
1. Choose a tolerance > 0, e.g., set  := 10−4.
2. Choose a fraction ˆ> 0, e.g., set ˆ := 10.
3. Choose a upper bound of  such that U > 0, e.g., set U := 108.
4. Set k := 1.
Main Step
1. Starting from an initial point x1 ∈ X, minimize f (x) and obtain the ﬁrst local minimizer x∗1 of f (x).
2. Choose a set of initial points {xik+1 : i = 1, 2, . . . , m} such that xik+1 ∈ X\N(x∗k , k) for some k > 0.
3. Let  = 10.
4. Set i := 1.
5. If im, then set x := xik+1 and go to 6; Otherwise, go to 10.
6. If f (x)<f (x∗1 ), then use x as an initial point for a localminimizationmethod to ﬁnd x∗k+1 such that f (x∗k+1)<f (x∗k ),
set x∗1 = x∗k+1, k := k + 1 and go to 2; Otherwise, go to 7.
7. If all the following conditions hold,
(a) ‖∇f (x)‖n;
(b) ‖D2‖n;
(c) DT2 (x − x∗1 )0;
(d) ∇Tf (x)∇F(x, x∗1 , )> 0, select
D2 = − ∇f (x)‖∇f (x)‖ −
∇F(x, x∗1 , )
‖∇F(x, x∗1 , )‖
as the search direction and go to 8; Otherwise, go to 9 .
8. Find a new x in the direction D2 such that both F(x, x∗1 , ) and f (x) can reduce to certain extents. If x attains the
boundary of X during minimization, then set i := i + 1 and go to 5; Otherwise, go to 6.
9. Let D1 = −∇F(x, x∗1 , ) and ﬁnd a new x in the direction D1 such that F(x, x∗1 , ) can reduce to certain extent.
If x attains the boundary of X during minimization, then set i := i + 1 and go to 5; Otherwise, go to 6.
10. Increase  by setting  := ˆ × .
(a) If U , then go to 4.
(b) Otherwise, the algorithm is incapable of ﬁnding a better minimizer starting from the initial points, {xik+1}. The
algorithm stops and x∗1 is taken as a global minimizer.
The motivation and mechanism behind the algorithm are explained below.
A set ofm=2n+2 initial points is chosen in Step 2 tominimize the ﬁlled function.We set the initial points symmetric
about the current local minimizer. For example, when n = 2, the initial points are
x∗k + (1, 0), x∗k + (0, 1), x∗k − (1, 0), x∗k − (0, 1), x∗k + (1, 1), x∗k − (1, 1),
where > 0 is a pre-selected step-size.
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Step 6 represents a transition from minimizing the ﬁlled function F(x, x∗1 , ) to a local search for the original
objective function f (x) when a point x with f (x)<f (x∗1 ) is found. It can be concluded from Theorem 2.6 that this
point x must be in a lower basin of f (x). We can thus use x as the initial point to minimize f (x) in this lower basin
and obtain a better local minimizer.
Step 7 checks ifD2 is a more desirable search direction thanD1. First, Items 7(a), (b) ensure thatD2 is deﬁnite (based
on the deﬁnition of D2). Then, Item 7(c) guarantees that the search will reach the boundary of X when the number of
iterations is sufﬁciently large provided no better point in a lower basin is found before that happens (Theorem 3.1).
Finally, Item 7(d) ensures that the angle between ∇f (x) and ∇F(x, x∗, ),  is acute. From Theorem 3.3, a property
of D2 is DT2 ∇f (x)< 0. This implies that D2 should not be used as a direction to escape from a basin. If the search is
entering a basin, then must be an acute angle and D2 would be a good search direction. On the contrary, if the search
is leaving a basin, then  must be an obtuse angle and D2 is not a search direction as good as D1.
If D2 is selected as the search direction in Step 7, then there is a new point in the direction D2 such that both
F(x, x∗, ) and f (x) can be reduced to certain extent (Property 1 of D2). Step 8 ﬁnds such a new x so that it can be
used to minimize the ﬁlled function in a recursive fashion.
However, if D2 is not select as the search direction in Step 7, Step 9 ensures that the search along D1 will reach the
boundary of X when the number of iterations is sufﬁciently large provided no better point in a lower basin is found
before that happens (Theorem 3.1).
Step 9 ﬁnds a new x in the direction D1 such that F(x, x∗, ) can reduce to certain extent (Property 2 of D1). Then,
one can use the new x to minimize the ﬁlled function again.
Recall fromTheorem 2.6 that the value of  should be selected large enough. Otherwise, there could be no minimizer
of F(x, x∗1 , ) in a better basin. Thus, the value of  is increased successively in Step 10 of the solution process if
no better solution is found when minimizing the ﬁlled function. If all the initial points were chosen to calculate
and  reaches its upper bound U and no better solution is found, the current local minimizer is taken as a global
minimizer
Remark. When f (x)f (x∗), the ﬁlled function has no any information of the objective function. But in algorithm
AOPF, we use D2 as the preferential search direction which has the information of the objective function.
4. Numerical experiment
Based on the proposed algorithm AOPF and the algorithm ATPF, we tested the same problems. All the numerical
experiments are implemented inMatlab 6.5.1, underWindowsXPandPentium (R) 4CPU2.80GMHZ. In our programs,
we obtain local minimizers of the objective function by PRP Conjugate Gradient Method to get the search direction
and the Armijo line search to get the step size, ‖∇f (x)‖10−8 as the terminate condition.
The computational results of three algorithm are summarized in tables for each example problem. The symbols used
in the tables are given as follows:
k: The iteration number in ﬁnding the kth local minimizer
x0: The initial point which satisﬁes x0 ∈ X
: The parameter used for ﬁnding the (k + 1)th local minimizer
: The parameter used for ﬁnding the (k + 1)th local minimizer for the algorithmATPF
x∗k : The kth local minimizer
f (x∗k ): The function value of the kth local minimizer
Of : The CPU time in seconds to obtain the ﬁnal results for the algorithmAOPF
Tf : The CPU time in seconds to obtain the ﬁnal results for the algorithmATPF
Os: The CPU time in seconds to for the algorithmAOPF to stop at Step 7
Ts: The CPU time in seconds to for the algorithmATPF to stop at Step 14
5. Conclusions
In this paper, we construct F(x, x∗, ) with one parameter and prove that it is a ﬁlled function without the Lipschitz
continuous condition. Promising computation results have been observed from our numerical experiments. From all
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the numerical results, we can see that algorithmAOPF and algorithmATPF have the same results, but algorithmAOPF
use less time than algorithm ATPF in most cases. We can also see that from all the tables, in most cases, we must use
more time to judge the current point is a global minimizer than to ﬁnd a global minimizer. Recently, global optimality
conditions have been derived in [17] for quadratic binary integer programming problems. However, a global optimality
conditions for continuous variables are still an open problem, in general. The criterion of a global minimizer will
provide solid stopping conditions for a continuous ﬁlled function method.
Appendix
Problem 1 (Two-dimensional function in [17]): Computational results for problem 1 are shown in Tables 1–3.
Problem 2 (Three-hump back camel function in [5]): Computational results for problem 2 are shown in Tables 4
and 5.
Problem 3 (Six-hump back camel function in [5]): Computational results for problem 3 are shown in Tables 6
and 7.
Problem 4 (Treccani function in [5]): Computational results for problem 4 are shown in Table 8.
Problem 5 (Goldstein and Price function in [5]): Computational results for problem 5 are shown in Table 9.
Problem 6 (Two-dimensional Shubert function in [5]): Computational results for problem 6 are shown in Table 10.
Problem 7 (Shekel’s function in [10]): Computational results for problem 7 are shown in Tables 11 and 12.
Problem 8 (n-dimensional function in [5]): Computational results for problem 8 are shown in Tables 13–18.
Table 1
Computational results for problem 1 with c = 0.2, x0 = (0,−2)
AOPF ATPF
Of 0.0940 Os 0.2030 Tf 0.0630 Ts 3.3590
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
0
−2
)
29 – –
(
0
−2
)
29
2 100
(
2.1681
−1.7870
)
11.1662 1 1e−1
(
2.1681
−1.7870
)
11.1662
3 100
(
2.7380
−0.7884
)
0.0887 1 1
(
2.7380
−0.7884
)
0.0887
4 100
(
0.9825
−0.0548
)
0 1 1e−2
(
0.9825
−0.0548
)
0
Table 2
Computational results for problem 1 with c = 0.5, x0 = (0, 0)
AOPF ATPF
Of 0.1090 Os 0.375 Tf 0.0940 Ts 4.1250
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
0.0353
−0.1139
)
0.5363 – –
(
0.0353
−0.1139
)
0.5363
2 100
(
0.5524
−0.1037
)
0.0332 1 1e−2
(
0.5524
−0.1037
)
0.0332
3 100
(
1.5872
−0.2606
)
0 1 1e−1
(
1.5872
−0.2606
)
0
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Table 3
Computational results for problem 1 with c = 0.05, x0 = (2,−1)
AOPF ATPF
Of 0.0780 Os 0.1720 Tf 0.0940 Ts 5.5940
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
2
−1
)
2 – –
(
2
−1
)
2
2 100
(
2.7300
−0.7934
)
0.1022 1 1e−2
(
2.7300
−0.7934
)
0.1022
3 100
(
1.8513
−0.4021
)
0 1 1e−2
(
1.8513
−0.4021
)
0
Table 4
Computational results for problem 2, x0 = (−2, 2)
AOPF ATPF
Of 0.1090 Os 0.1090 Tf 5.3910 Ts 6.3600
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
0.000
0.000
)
0 1 –
(
0.000
0.000
)
0
Table 5
Computational results for problem 2, x0 = (−2,−1)
AOPF ATPF
Of 0.0470 Os 0.1560 Tf 0.0620 Ts 5.4850
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(−1.7476
−0.8738
)
0.2986 1 –
(−1.7476
−0.8738
)
0.2986
2 100
(
0
0
)
0 1 1e−1
(
0
0
)
0
Table 6
Computational results for problem 3, x0 = (2, 2)
AOPF ATPF
Of 0.0630 Os 0.1410 Tf 0.1560 Ts 5.7970
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
1.7036
0.7961
)
−0.2155 – –
(
1.7036
0.7961
)
−0.2155
2 100
(
0.0898
0.7127
)
−1.0316 1 1e−5
(
0.0898
0.7127
)
−1.0316
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Table 7
Computational results for problem 3, x0 = (−2,−1)
AOPF ATPF
Of 0.0470 Os 0.1400 Tf 0.0470 Ts 6.5780
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(−1.7036
−0.7961
)
−0.2155 – –
(−1.7036
−0.7961
)
−0.2155
2 100
(−0.0898
−0.7127
)
−1.0316 1 1e −5
(−0.0898
−0.7127
)
−1.0316
Table 8
Computational results for problem 4, x0 = (−1, 0)
AOPF ATPF
Of 0.0470 Os 0.1250 Tf 0.0470 Ts 9.438
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(−1.000
−0.000
)
1 – –
(−1.000
−0.000
)
1
2 100
(
0.000
0.000
)
0 1 1
(
0.000
0.000
)
0
Table 9
Computational results for problem 5, x0 = (−1,−1)
AOPF ATPF
Of 0.0930 Os 0.953 Tf 0.3130 Ts 6.438
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(−0.6
−0.4
)
30 – –
(−0.6000
−0.4000
)
30
2 100
(
0
−1
)
3 1 1e−5
(
0
−1
)
3
Table 10
Computational results for problem 6, x0 = (1, 0)
AOPF ATPF
Of 0.2190 Os 0.3120 Tf 0.2340 Ts 2.6560
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
1.0202
0.4389
)
−78.9790 – –
(
1.0202
0.4389
)
−78.9790
2 10
(
5.4786
6.0835
)
−123.5768 1 1e−5
(
5.4786
6.0835
)
−123.5768
3 100
(
6.7083
6.0835
)
−186.7309 1 1e−6
(
6.7083
6.0835
)
−186.7309
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Table 11
Computational results for problem 7, x0 = (1, 1, 1, 1)
AOPF ATPF
Of 0.4850 Os 0.500 Tf 8.5320 Ts 8.5630
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎝
1.0001
1.0002
1.0001
1.0002
⎞
⎟⎠ −5.0552 – –
⎛
⎜⎝
1.0001
1.0002
1.0001
1.0002
⎞
⎟⎠ −5.0552
2 100
⎛
⎜⎝
4.0000
4.0001
4.0000
4.0001
⎞
⎟⎠ −10.1529 1 1e−2
⎛
⎜⎝
4.0000
4.0001
4.0000
4.0001
⎞
⎟⎠ −10.1529
Table 12
Computational results for problem 7, x0 = (6, 6, 6, 6)
AOPF ATPF
Of 0.5780 Os 1.1410 Tf 10.7030 Ts 10.9940
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎝
5.9987
6.0003
5.9987
6.0003
⎞
⎟⎠ −2.6822 – –
⎛
⎜⎝
5.9987
6.0003
5.9987
6.0003
⎞
⎟⎠ −2.6822
2 100
⎛
⎜⎝
7.9991
7.9992
7.9991
7.9992
⎞
⎟⎠ −3.4341 1 1e−1
⎛
⎜⎝
7.9991
7.9992
7.9991
7.9992
⎞
⎟⎠ −3.4341
3 100
⎛
⎜⎝
4.0664
4.0672
4.0666
4.0672
⎞
⎟⎠ −8.6385 1 1e−1
⎛
⎜⎝
4.0664
4.0672
4.0666
4.0672
⎞
⎟⎠ −8.6385
4 100
⎛
⎜⎝
4.0000
4.0001
4.0000
4.0001
⎞
⎟⎠ −10.1529 1 1e−3
⎛
⎜⎝
4.0000
4.0001
4.0000
4.0001
⎞
⎟⎠ −10.1529
Table 13
Computational results for problem 8 with n = 2, x0 = (−4,−4)
AOPF ATPF
Of 0.1250 Os 0.2970 Tf 0.1880 Ts 4.1100
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
(
1.9899
1.9898
)
3.1098 – –
(
1.9899
1.9898
)
3.1098
2 100
(
1.0000
1.0000
)
0 1 1e−4
(
1.0000
1.0000
)
0
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Table 14
Computational results for problem 8 with n = 3, x0 = (3, 3, 3)
AOPF ATPF
Of 0.0780 Os 0.3440 Tf 0.1560 Ts 10.6090
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎝1.99001.0000
1.0000
⎞
⎠ 1.0367 – –
⎛
⎝1.99001.0000
1.0000
⎞
⎠ 1.0367
2 100
⎛
⎝1.00001.0000
1.0000
⎞
⎠ 0 1 1e−5
⎛
⎝1.00001.0000
1.0000
⎞
⎠ 0
Table 15
Computational results for problem 8 with n = 5, x0 = (2, 2, 2, 2, 2)
AOPF ATPF
Of 0.1250 Os 0.5620 Tf 0.2810 Ts 19.4370
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎜⎜⎝
1.9899
1.9897
1.9896
1.9896
1.9898
⎞
⎟⎟⎟⎠ 3.1096 – –
⎛
⎜⎜⎜⎝
1.9899
1.9897
1.9896
1.9896
1.9898
⎞
⎟⎟⎟⎠ 3.1096
2 100
⎛
⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
⎞
⎟⎟⎟⎠ 0 1 1e−4
⎛
⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
⎞
⎟⎟⎟⎠ 0
Table 16
Computational results for problem 8 with n = 7, x0 = (6, 6, 6, 6, 6, 6, 6)
AOPF ATPF
Of 1.3750 Os 1.4220 Tf 2.3410 Ts 9.954
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0.9961
−2.0137
−2.9958
−2.9982
−2.9960
−3.0010
−2.9953
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
39.9687 – –
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0.9961
−2.0137
−2.9958
−2.9982
−2.9960
−3.0010
−2.9953
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
39.9687
2 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0454
0.9818
−0.9856
−2.9890
−2.9876
−3.0073
−2.9956
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
30.6917 1 1e−1
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0454
0.9818
−0.9856
−2.9890
−2.9876
−3.0073
−2.9956
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
30.6917
3 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0017
0.9999
0.5130
−2.8376
−2.9973
−2.9971
−2.9978
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
28.4985 1 1e−4
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0017
0.9999
0.5130
−2.8376
−2.9973
−2.9971
−2.9978
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
28.4985
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Table 16 (continued)
AOPF ATPF
Of 1.3750 Os 1.4220 Tf 2.3410 Ts 9.954
k  x∗k f (x∗k )   x∗k f (x∗k )
4 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0001
1.0001
0.9997
−0.6376
−2.9823
−2.9964
−2.9985
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
22.7122 1 1e−4
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0001
1.0001
0.9997
−0.6376
−2.9823
−2.9964
−2.9985
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
22.7122
5 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0036
1.0000
1.0000
1.0031
0.2284
−2.9343
−1.9997
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
11.3654 1 1e−4
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0036
1.0000
1.0000
1.0031
0.2284
−2.9343
−1.9997
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
11.3654
6 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0.9726
1.0000
1.0000
1.0000
1.0156
1.0577
−0.5879
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
1.1805 1 1e−4
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0.9726
1.0000
1.0000
1.0000
1.0156
1.0577
−0.5879
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
1.1805
7 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.9999
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
0 1 1e−4
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
0.9999
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
0
Table 17
Computational results for problem 8 with n = 10, x0 = (6, 6, 6, 6, 6, 6, 6, 6, 6, 6)
AOPF ATPF
Of 0.1400 Os 1.0940 Tf 0.2820 Ts 23.9690
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.0099
1.0002
1.0029
1.0024
1.0024
1.0024
1.0024
1.0025
1.0023
1.0030
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0.3110 – –
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.0099
1.0002
1.0029
1.0024
1.0024
1.0024
1.0024
1.0025
1.0023
1.0030
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0.3110
2 10
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0 1 1e−3
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
1.0001
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0
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Table 18
Computational results for problem 8 with n = 10, x0 = (4, 4, 4, 4, 4, 4, 4, 4, 4, 4)
AOPF ATPF
Of 0.1250 Os 1.0940 Tf 0.1410 Ts 33.4370
k  x∗k f (x∗k )   x∗k f (x∗k )
1 –
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.0100
1.0000
1.0011
1.0010
1.0010
1.0010
1.0010
1.0010
1.0010
1.0011
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0.3110 – –
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.0100
1.0000
1.0011
1.0010
1.0010
1.0010
1.0010
1.0010
1.0010
1.0011
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0.3110
2 100
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0 1 1e−3
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0
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