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ASYMPTOTIC STRUCTURE OF ALMOST EIGENFUNCTIONS
OF DRIFT LAPLACIANS ON CONICAL ENDS
JACOB BERNSTEIN
Abstract. We use a weighted variant of the frequency functions introduced
by Almgren to prove sharp asymptotic estimates for almost eigenfunctions of
the drift Laplacian associated to the Gaussian weight on an asymptotically
conical end. As a consequence, we obtain a purely elliptic proof of a result
of L. Wang on the uniqueness of self-shrinkers of the mean curvature flow
asymptotic to a given cone. Another consequence is a unique continuation
property for self-expanders of the mean curvature flow that flow from a cone.
1. Introduction
A hypersurface Σ ⊂ Rn+1 is said to be a self-shrinker if it satisfies
H+
x⊥
2
= 0
where H = −Hn is the mean curvature vector and x⊥ is the normal component
of the position vector. If Σ is a self-shrinker, then the family
{√−tΣ}
t<0
is a
solution to the mean curvature flow that moves self-similarly by scaling. We say a
self-shrinker, Σ, is asymptotically conical if there is a regular cone C with vertex 0
so that limρ→0 ρΣ = C in C
∞
loc(R
n+1\ {0}) – here Σ may have compact boundary.
In [14], L. Wang proved the remarkable fact that an asymptotically conical self-
shrinker, even one with compact boundary, is determined by its asymptotic cone:
Theorem 1.1. If Σ1 and Σ2 are two asymptotically conical self-shrinkers with the
same asymptotic cone, then there is a RU ≥ 0 so Σ1\BRU = Σ2\BRU .
To prove Theorem 1.1, L. Wang applied a backwards uniqueness result of Escau-
riaza, Seregin and Sˇvera´k [6] to the difference between the mean curvature flows of
the two self-shrinkers. Roughly speaking, the result of [6] says that a solution to the
heat equation in the exterior of a ball in Rn that does not grow too rapidly spatially
(but with no assumptions on the interior boundary) and vanishes at time 0, must
vanish identically for negative times. This is a type of parabolic unique continuation
and is proved using Carleman estimates. See [11, 15] for related results.
In this article we give a purely elliptic proof of Theorem 1.1. Our argument
uses a weighted version of the frequency function introduced by Almgren [1]. In
fact, we will provide a sharp description of the asymptotic structure of an almost
eigenfunction of the drift Laplacian, L0 = ∆g − r2∂r, on a weakly conical end.
Theorem 1.2. If (Σn, g, r) is a weakly conical end and u ∈ C2(Σ) satisfies
|(L0 + λ)u| ≤Mr−2 (|u|+ |∇gu|) and
∫
Σ
(|∇gu|2 + u2) r2−4λe− r24 <∞
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then, there are constants R0 and K0, depending on u, so that for any R ≥ R0∫
{r≥R}
(
u2 + r2|∇gu|2 + r4
(
∂ru− 2λ
r
u
)2)
r−1−n−4λ ≤ K0
Rn+4λ
∫
{r=R}
u2.
Moreover, u is asymptotically homogeneous of degree 2λ and tr2λ∞u = a for some
a ∈ H1(L(Σ)) that satisfies α2 = limρ→∞ ρ1−n−4λ
∫
{r=ρ}
u2 =
∫
L(Σ)
a2 and
∫
{r≥R}
(
u2 + r2
(|u−A|2 + |∇gu|2)+ r4
(
∂ru− 2λ
r
u
)2)
r−2−n−4λ ≤ K0α
2
R2
.
Here A ∈ H1loc(Σ) is the leading term of u and L(Σ) is the link of the asymptotic
cone – see Appendix A.
Remark 1.3. Frequency functions have been used to prove unique continuation
results in various elliptic and parabolic settings, e.g., [7, 8, 13]. They are most
useful in low-regularity contexts and so it is possible that Theorem 1.2 could be
proved by more classic methods, e.g., [10, Theorem 17.2.8] and [12]. Note that a
novel feature of the present article is that L0 has an unbounded coefficient. We
refer also to the recent article of Colding-Minicozzi [3] where a frequency function
like the one in this article is considered in a more general setting.
A feature of Theorem 1.2 is that it also applies, after a simple transformation,
to expander type problems. In particular, we prove a sharp unique continuation
property for asymptotically conical self-expanders. That is, to solutions of
H− x
⊥
2
= 0.
We say a self-expander, Σ, is asymptotically conical if there is a C2-regular cone
with vertex the origin, C, so that limρ→0 ρΣ = C in C
2
loc(R
n+1\ {0}).
Theorem 1.4. Suppose Σ1 and Σ2 are asymptotically conical self-expanders. If
lim
ρ→∞
ρn+1e
ρ2
4 distH (Σ1 ∩ ∂Bρ,Σ2 ∩ ∂Bρ) = 0,
then there is a RU ≥ 0 so Σ1\BRU = Σ2\BRU . Here distH is Hausdorff distance.
This is a mean curvature flow analog of a result of Durelle [5] about Ricci flow
self-expanders. Note that Durelle’s proof uses elliptic Carleman estimates. Finally,
we note that two of the estimates of this paper – Theorems 7.2 and 9.1 – are needed
in several parts of [2].
2. Weakly Conical Ends
We introduce a weak notion of asymptotically conical end. This will suffice for
our purposes and is easy to check in applications. In this section we fix notation
for these objects as well as record some basic computational facts. See Appendix A
for how this definition relates to a more geometric notion of asymptotically conical.
A triple (Σ, g, r) consisting of a smooth n-dimensional manifold, Σ, with n ≥ 2,
a C1-Riemannian metric, g and a proper unbounded C2 function r : Σ→ (RΣ,∞)
where RΣ ≥ 1, is a weakly conical end if there is a constant Λ ≥ 0 so that
||∇gr| − 1| ≤ Λ
r4
≤ 1
2
and |∇2gr2 − 2g| ≤
Λ
r2
≤ 1
2
.
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Any Riemannian cone satisfies these conditions with Λ = 0. The hypotheses ensure
that r has no critical points on M and in fact |∇gr| ≥ 12 . Hence, for each ρ > RΣ,
Sρ = r
−1(ρ)
is a C2 hypersurface. As r is proper, {Sρ}ρ>RΣ is a C2 foliation of Σ with compact
leaves. For any R ≥ RΣ, let
ER = {p : r(p) > R}
and for any R2 > R1 ≥ RΣ let
AR2,R1 = ER1\E¯R2 = {p : R2 > r(p) > R1} .
It will be convenient to use big-O notation. In particular, we write for functions
f1, f2, f3, h and constants γ1, . . . , γN ,
f1 = f2 + f3O(h; γ1, . . . γN )
if there is a K = K(n,Λ, γ1, . . . , γN) > 0 and so that |f1 − f2| ≤ K|h||f3| on Σ.
Likewise, if T1 and T2 are tensor fields of the same type we write
T1 = T2 +O(h; γ1, . . . , γN)
if there is a K = K(n,Λ, γ1, . . . , γN ) > 0 so that |T1 − T2| ≤ K|h| on Σ. Note that
all constants are assumed to depend on the dimension of Σ and on Λ. For example,
|∇gr| = 1 +O(r−4) and ∇2gr2 = 2g +O(r−2).
Consider the following three C1 vector fields on Σ:
∂r = ∇gr, N = ∇gr|∇gr| and X = r
∇gr
|∇gr|2 .
Observe that all three are normal to each Sρ. Moreover, X · r = r, |N| = 1 and
|∂r −N| ≤ 2Λr−4, |∂r − r−1X| ≤ 6Λr−4 and |N− r−1X| ≤ 4Λr−4.
As ∇2gr = 12r (∇2gr2 − 2dr ⊗ dr), the hypotheses ensure that
∇2gr =
g − dr ⊗ dr
r
+O(r−3).
Hence, for any C1 vectorfield Y,
Y|∇gr|2 = 2∇2gr(Y,∇gr) =
2
r
g(Y, ∂r)− 2
r
g(Y, ∂r) +O(|Y|r−3) = O(|Y|r−3).
As a consequence, for vector fields Y and Z,
g(∇YX,Z) =
∇2gr2(Y,Z)
2|∇gr|2 − g(X,Z)
Y · |∇gr|2
|∇gr|2 = g(Y,Z) +O(|Y||Z|r
−2)
and if Y and Z are tangent to Sρ,
g(∇YN,Z) =
∇2gr(Y,Z)
|∇gr| − g(∂r,Z)
Y · |∇gr|
|∇gr|2 =
g(Y,Z)
r
+O(|Y||Z|r−3).
Hence, if ASρ is the second fundamental form of Sρ relative to N and gSρ is the
induced metric, then for any ρ > RΣ,
ASρ = ρ
−1gSρ +O(ρ
−3)
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and so, HSρ , the mean curvature of the spheres Sρ relative to N satisfies
HSρ =
n− 1
ρ
+O(ρ−3).
Finally, the above computations give,
div g∂r =
n− 1
r
+O(r−3) = div gN and div gX = n+O(r
−2).
3. Basic Estimates in Weighted Spaces
Fix a weakly conical end (Σ, g, r). For any m ∈ R define
Φm : R
+ → R+ by Φm(t) = tme− t
2
4 .
Abusing notation slightly, consider Φm : Σ→ R+ given by Φm(p) = Φm(r(p)). The
triple (Σ, g,Φm) is a metric measure space generalizing the end of the Gaussian
soliton
(
R
n, geuc, e
− |x|
2
4
)
. The natural drift Laplacian associated to (Σ, g,Φm) is
Lm = ∆g − r
2
∂r +
m
r
∂r.
This operator will be the primary object of study. In particular, we will focus
attention on almost solutions to Lm. That is a function, u ∈ C2(Σ) that satisfy
(3.1) |Lmu| ≤Mr−2 (|u|+ |∇gu|) .
As a first step, we introduce appropriate notions of functions of bounded growth
and verify certain properties hold for them. For each R > RΣ and 0 ≤ k ≤ 2, let
Ck(E¯R) be the space of k-times continuously differentiable functions on E¯R. On
Ck(E¯R) introduce the following (incomplete) weighted norms
||f ||2m = ||f ||2m,0 =
∫
E¯R
f2Φm and ||f ||2m,1 = ||f ||2m + ||∇gf ||2m.
Next consider the following classes of functions in Ck(E¯R) with controlled growth:
Ckm(E¯R) =
{
f ∈ Ck(E¯R) : ||f ||m <∞
}
and
Ckm,1(E¯R) =
{
f ∈ Ck(E¯R) : ||f ||m,1 <∞
}
.
In what follows, fix an R > RΣ and an element u ∈ C2(E¯R). For each ρ ≥ R, let
B(ρ) =
∫
Sρ
u2|∇gr| and Bˆm(ρ) = Φm(ρ)B(ρ)
be a boundary L2 norm (suitably adapted to the geometry) along with its Φm-
weighted variant (here we view Sρ = ∂Eρ). Likewise, let
F (ρ) =
∫
∂Eρ
u(−N · u) = −
∫
Sρ
u∂ru
|∇gr| and Fˆm(ρ) = Φm(ρ)F (ρ),
be the unweighted and Φm-weighted boundary energy flux, and, when B(ρ) > 0,
N(ρ) =
ρF (ρ)
B(ρ)
=
ρFˆm(ρ)
Bˆm(ρ)
be the corresponding frequency functions. If u ∈ C2m,1(E¯R), then let
Dˆm(ρ) =
∫
E¯ρ
|∇gu|2Φm and Dm(ρ) = Φm(ρ)−1Dˆm(ρ)
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be the Φm-weighted Dirichlet energy and a normalized version of it and
Nˆm(ρ) =
ρDˆm(ρ)
Bˆm(ρ)
=
ρDm(ρ)
B(ρ)
be the corresponding frequency functions. It is also convenient to set
Lˆm(ρ) =
∫
Eρ
u(Lmu)Φm and Lm(ρ) = Φm(ρ)−1Lˆm(ρ).
so that if Lmu ∈ C0m(E¯R), then integration by parts is justified and
Fˆm(ρ) = Dˆm(ρ) + Lˆm(ρ) and F (ρ) = Dm(ρ) + Lm(ρ).
The following Poincare´ inequality holds for elements of C2m,1(E¯R).
Proposition 3.1. There is an RP = RP (Λ, n,m) so that if R ≥ RP and u ∈
C2m,1(E¯R), then ∫
E¯R
u2Φm ≤ 32
R2
Dˆm(R) +
16
R
Bˆm(R).
Proof. Consider the vector field V(p) = r(p)u2(p)Φm(p)N and compute
div gV = ru
2Φmdiv g(N) + u
2Φm|∇gr|+ 2ruΦmg(∇gu,N) + ru2g(∇gΦm,N)
= nu2Φm + 2ruΦmg(∇gu,N)− r
2
2
u2Φm +mu
2Φm +O(r
−2;m)u2Φm.
The absorbing inequality and the fact that |N| = 1 imply that
div gV ≤ (n+m)u2Φm − r
2
4
u2Φm + 4|∇gu|2Φm + u2ΦmO(r−2;m).
By picking RP ≥ 4(n+ 1 + |m|)1/2 large enough, if R ≥ RP , then
div gV ≤ 4|∇gu|2Φm − r
2
8
u2Φm.
As u ∈ C2m,1(E¯R), the divergence theorem can be used to prove the claim. 
Finally, we record some facts that will be used in the sequel. First, observe that
simple integration by parts gives, for all ρ ≥ 1,∫ ρ+1
ρ
Φm(t)dt =
2
ρ
Φm(ρ)− 2
ρ+ 1
Φm(ρ+ 1) + 2(m− 1)
∫ ρ+1
ρ
Φm−2(t)dt
=
2
ρ
Φm(ρ) + Φm(ρ)O(ρ
−2;m).
(3.2)
Lemma 3.2. We have
B′(ρ) =
n− 1
ρ
B(ρ) − 2F (ρ) +B(ρ)O(ρ−3)
and
Bˆ′m(ρ) =
n+m− 1
ρ
Bˆm(ρ)− ρ
2
Bˆm(ρ)− 2Fˆm(ρ) + Bˆm(ρ)O(ρ−3).
6 JACOB BERNSTEIN
Proof. The first variation formula and the weak conical hypotheses ensure
B′(ρ) =
∫
Sρ
(
u2|∇gr|(r−1g(X,N)HSρ) + 2u(r−1X · u)|∇gr|+ u2r−1X · |∇gr|
)
=
n− 1
ρ
B(ρ)− 2F (ρ) +B(ρ)O(ρ−3)
which is the first identity. The second is a straightforward consequence of this. 
Lemma 3.3. There is an R2 = R2(n,Λ,m,M) and a K2 = K2(M) ≥ 0 so that if
u ∈ C2m,1(E¯R) satisfies (3.1) then for all ρ ≥ R1,
|Lˆm(ρ)| ≤ 1
8
ρ−2
(
Dˆm(ρ) +K2ρ
−1Bˆm(ρ)
)
≤ 1
4
ρ−2
(
Fˆm(ρ) +K2ρ
−1Bˆm(ρ)
)
(3.3)
and
∣∣∣∣∣
∫
E¯ρ
(X · u) (Lmu)Φm| ≤ K2
ρ
(∫
E¯ρ
(N · u)2Φm
) 1
2 (
Dˆm(ρ) +
1
ρ
Bˆm(ρ)
) 1
2
≤ K2
ρ
(
Dˆm(ρ) +
1√
ρ
Dˆ
1
2
m(ρ)Bˆ
1
2
m(ρ)
)
≤ 2K2
ρ
(
Dˆm(ρ) +
1
ρ
Bˆm(ρ)
)
.
(3.4)
Proof. The absorbing inequality and (3.1) imply that∣∣∣Lˆm(ρ)∣∣∣ ≤
∫
E¯ρ
|u| |Lmu|Φm ≤M
∫
Eρ
r−2|u| (|u|+ |∇gu|)Φm
≤ 1
16
ρ−2
∫
Eρ
(|∇gu|2 + 16(M + 4M2)|u|2)Φm
Hence, Lmu ∈ C0m(E¯ρ) and the first inequality of (3.3) follows from Proposition 3.1
for large enough R2 ≥ RP + 1 and K2. The second inequality follows immediately.
Similarly, the Cauchy-Schwarz inequality gives∣∣∣∣∣
∫
E¯ρ
(X · u)(Lmu)Φm
∣∣∣∣∣ ≤ 4
∫
E¯ρ
r|N · u| |Lmu|Φm
≤ 4M
∫
E¯ρ
r−1|N · u| (|∇gu|+ |u|)Φm
≤ 4M
ρ
(∫
E¯ρ
(N · u)2Φm
) 1
2
(
Dˆm(ρ) +
∫
E¯ρ
u2Φm
) 1
2
Hence, as ρ ≥ R2 ≥ 1, Proposition 3.1 implies that∣∣∣∣∣
∫
E¯ρ
(X · u)(Lmu)Φm
∣∣∣∣∣ ≤ 4Mρ
(∫
E¯ρ
(N · u)2Φm
) 1
2 (
36Dˆm(ρ) +
36
ρ
Bˆm(ρ)
) 1
2
.
IncreasingK2, if needed, soK2 ≥ 24M gives the first inequality of (3.4). The second
follows from |N · u| ≤ |∇gu| and the third from the absorbing inequality. 
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Lemma 3.4. There is a R3 = R3(n,Λ) so that, for any R ≥ R3, if u ∈ C2(A¯R+2R)
satisfies −1 ≤ N(ρ) ≤ N+, for ρ ∈ [R,R+ 2] and N+ ≥ 0, then, for all τ ∈ [0, 2],(
1− 2N+ τ
R
)
B(R) ≤ B(R + τ) ≤
(
1 + 2(n+ 3)
τ
R
)
B(R).
Proof. For all ρ ∈ [R,R+ 2], Lemma 3.2 gives
d
dρ
log (B(ρ)) =
n− 1
ρ
− 2F (ρ)
B(ρ)
+O(ρ−3).
As n ≥ 2, for R3 sufficiently large this yields,
1
2
≥ n+ 3
R
≥ d
dρ
log (B(ρ)) ≥ −2N+R−1.
The inequality follows from integrating this and using that exp(x) ≥ 1 + x always
and exp(x) ≤ 1 + 2x when x ∈ [0, 1]. 
Lemma 3.5. If u ∈ C2m,1(ER) satisfies (3.1) for R ≥ R2, then either u is trivial
or B(ρ) > 0 for all ρ > R.
Proof. Suppose that B(ρ0) = 0. This means u vanishes on Sρ0 so Fˆm(ρ0) = 0. As
u ∈ C2m,1(ER), (3.1) implies Lmu ∈ C0m(ER). Hence, as ρ0 ≥ R2, by Lemma 3.3,
Dˆm(ρ0) = Fˆm(ρ0)− Lˆm(ρ0) ≤ 1
8
ρ−20 Dˆm(ρ0) ≤
1
2
Dˆm(ρ0).
As Dˆm(ρ0) ≥ 0, Dˆm(ρ0) = 0 and so u identically vanishes on E¯ρ0 . The claim
follows from standard unique continuation results (e.g., [8, Theorem 1.1]). 
4. Frequency Bounds for almost Lm harmonic functions
The main result of this section is that, under the assumption (3.1), the two
notions of frequency tend to 0 asymptotically.
Theorem 4.1. If u ∈ C2m+2,1(E¯R) satisfies (3.1) and is non-trivial, then
lim
ρ→∞
Nˆm(ρ) = lim
ρ→∞
N(ρ) = 0.
When M = Λ = 0, an involved, but straightforward computation, shows that
Nˆm is non-increasing in ρ and so the limit exists. The Gaussian weight, Φm,
contributes a term with a good sign that, in fact, forces Nˆm to 0. When M > 0,
certain technical difficulties appear which are resolved using ideas from [8].
We first record the computation of the change of weighted Dirichlet energy.
Proposition 4.2. If u ∈ C2m+2,1(E¯R),Lmu ∈ C0m(E¯R) and ρ ≥ R, then
Dˆ′m(ρ) = −
2
ρ
∫
Eρ
(X · u)(Lmu)Φm − 2
∫
Sρ
(N · u)2
|∇gr| Φm +
(
n+m− 2
ρ
− ρ
2
)
Dˆm(ρ)
− 1
ρ
∫ ∞
ρ
tDˆm(t)dt+O(ρ
−3)Dˆm(ρ).
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Proof. The co-area formula and divergence theorem give,
Dˆ′m(ρ) = −Φm(ρ)
∫
Sρ
|∇gu|2
|∇gr| = ρ
−1
∫
Sρ
|∇gu|2Φm(r)X · (−N)
=
1
ρ
∫
Eρ
div g
(|∇gu|2Φm(r)X)
=
1
ρ
∫
Eρ
(
2∇2gu(X,∇gu) + (n+m−
r2
2
+O(r−2))|∇gu|2
)
Φm
=
1
ρ
∫
Eρ
(
2∇2gu(X,∇gu) +
(
n+m− r
2
2
)
|∇gu|2
)
Φm +O(ρ
−3)Dˆm(ρ).
Combining this with a weighted version the Rellich-Necˇas identity,
∇2gu(X,∇gu)Φm = div g ((X · u)∇guΦm)− |∇gu|2Φm
−X · uLmuΦm + |∇gu|2ΦmO(r−2),
and another application of the divergence theorem gives,
Dˆ′m(ρ) = ρ
−1
∫
Eρ
(
(−2X · u)(Lmu) + (n+m− 2)|∇gu|2 − r
2
2
|∇gu|2
)
Φm
− 2ρ−1
∫
Sρ
(X · u)(N · u)Φm +O(ρ−3)Dˆm(ρ)
= ρ−1
∫
Eρ
(
(−2X · u)(Lmu) +
(
ρ2
2
− r
2
2
)
|∇gu|2
)
Φm
+
(
n+m− 2
ρ
− ρ
2
)
Dˆm(ρ)− 2
∫
Sρ
(N · u)2
|∇gr| Φm +O(ρ
−3)Dˆm(ρ).
Strictly speaking, to justify the two applications of the divergence theorem, one
should work on A¯τ,ρ and use u ∈ C2m+2,1(E¯R) and Lmu ∈ C0m(E¯R) to take τ →∞.
Finally, as u ∈ C2m+2(E¯R), the co-area formula and Fubini’s theorem give,∫ ∞
ρ
tDˆm(t)dt =
∫ ∞
ρ
t
∫
Et
|∇gu|2Φmdt =
∫ ∞
ρ
t
∫ ∞
t
Φm(τ)
∫
Sτ
|∇gu|2
|∇gr| dτdt
=
∫ ∞
ρ
(∫ τ
ρ
tdt
)
Φm(τ)
∫
Sτ
|∇gu|2
|∇gr| dτ =
∫ ∞
ρ
1
2
(
τ2 − ρ2)Φm(τ)
∫
Sτ
|∇gu|2
|∇gr| dt
=
∫
Eρ
(
r2
2
− ρ
2
2
)
|∇gu|2Φm.
Combining this with the previous computation proves the results. 
Corollary 4.3. If u ∈ C2m+2,1(E¯R), Lmu ∈ C0m(E¯R) and B(ρ) > 0 at ρ ≥ R, then,
Nˆ ′m(ρ) =
−2 ∫
E¯ρ
(X · u+N(ρ)u) (Lmu)Φm −
∫∞
ρ
tDˆm(t)dt
Bˆm(ρ)
−
2
ρ
∫
Sρ
(X · u+N(ρ)u)2 |∇gr|Φm
Bˆm(ρ)
+ Nˆm(ρ)O(ρ
−3)
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Proof. By Proposition 4.2 and Lemma 3.2,
Bˆ2m(ρ)Nˆ
′
m(ρ) = Bˆm(ρ)Dˆm(ρ) + ρBˆm(ρ)Dˆ
′
m(ρ)− ρDˆm(ρ)Bˆ′m(ρ)
= −2Bˆm(ρ)
∫
E¯ρ
(X · u)(Lmu)Φm − 2ρΦm(ρ)Bˆm(ρ)
∫
Sρ
(N · u)2
|∇gr|
+ 2ρFˆm(ρ)Dˆm(ρ)− Bˆm(ρ)
∫ ∞
ρ
tDˆm(t)dt+ Bˆm(ρ)Dˆm(ρ)O(ρ
−2).
As Lmu ∈ C0m(E¯R), 2ρFˆm(ρ)Dˆm(ρ) = 2ρFˆ 2m(ρ)− 2ρFˆm(ρ)Lˆm(ρ) and so
−2ρBˆm(ρ)
∫
Sρ
(N · u)2
|∇gr| Φm + 2ρFˆ
2
m(ρ) = −
2
ρ
Bˆm(ρ)
∫
Sρ
(X · u+N(ρ)u)2 |∇gr|Φm.
Hence,
Bˆ2m(ρ)Nˆ
′
m(ρ) = −2Bˆm(ρ)
∫
E¯ρ
(X · u+N(ρ)u)(Lmu)Φm − Bˆm(ρ)
∫ ∞
ρ
tDˆm(t)dt
− 2
ρ
Bˆm(ρ)
∫
Sρ
(X · u+N(ρ)u)2 |∇gr|Φm + Bˆm(ρ)Dˆm(ρ)O(ρ−2).
Dividing by Bˆ2m(ρ) gives the claimed equality. 
If M = 0, then Lmu = 0 and Corollary 4.3 says Nˆm(ρ) is almost non-increasing.
However, when M > 0 there is a term N(ρ)Lˆm(ρ) that is hard to control. Using
ideas of Garofalo-Lin [8] – see also [9] – we show that N(ρ) grows at most linearly.
This is enough to show Nˆm(ρ) is almost non-increasing.
Proposition 4.4. Suppose u ∈ C2m+2,1(E¯R) is non-trivial and satisfies (3.1) then,
there is an R4 = R4(M,m, n,Λ) so that if ρ ≥ R4, then
N ′(ρ) ≤ 1
4
ρ−1|N(ρ)|+O(1;M,m).
Proof. As u satisfies (3.1) and u ∈ C2m+2,1(E¯R), Lmu ∈ C0m(E¯R). Hence, Fˆm(ρ) =
Dˆm(ρ) + Lˆm(ρ), and so the co-area formula gives
(4.1) Fˆ ′m(ρ) = Dˆ
′
m(ρ) +
∫
Sρ
u(Lmu)
|∇gr| Φm =
∫
Sρ
|∇gu|2
|∇gr Φm +
∫
Sρ
u(Lmu)
|∇gr| Φm.
Applying the Cauchy-Schwarz inequality and (3.1) gives,∣∣∣∣∣
∫
Sρ
u(Lmu)
|∇gr| Φm
∣∣∣∣∣ ≤ 2Mρ−2

Bˆm(ρ) + Bˆ1/2m (ρ)
(∫
Sρ
|∇gu|2Φm
)1/2 .
Take R4 ≥ R2 ≥ 1, Proposition 4.2 and Lemma 3.3, give for ρ ≥ R4 ≥ 1,
Dˆ′m(ρ) ≤ −2
∫
Sρ
(N · u)2
|∇gr| Φm +
(
n+m− 2
ρ
− ρ
2
)
Dˆm(ρ)
+
(
Dˆm(ρ) + ρ
−1Bˆm(ρ)
)
O(ρ−2;M)
= −2
∫
Sρ
(N · u)2
|∇gr| Φm +
(
n+m− 2
ρ
− ρ
2
)
Fˆm(ρ)
+
1
8ρ
(
Fˆm(ρ) +
K2
ρ
Bˆm(ρ)
)
+
(
Fˆm(ρ) +
1
ρ
Bˆm(ρ)
)
O(ρ−2;m,M).
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Hence, for ρ ≥ R4,
Fˆ ′m(ρ) ≤ −2
∫
Sρ
(N · u)2
|∇gr| Φm +
(
n+m− 2
ρ
− ρ
2
)
Fˆm(ρ) +
1
8
ρ−1Fˆm(ρ)
+ 2Mρ−2
(
Bˆm(ρ)
∫
Sρ
|∇gu|2Φm
)1/2
+
(
Fˆm(ρ) + Bˆm(ρ)
)
O(ρ−2;m,M).
To prove the main claim, first suppose that at ρ the following holds:
(4.2) Bˆm(ρ)
∫
Sρ
|∇gu|2Φm ≤ 4
(
Fˆm(ρ) +
ρ
4
Bˆm(ρ)
)2
.
Lemma 3.2 and Lemma 3.5, the estimate on Fˆ ′m and Cauchy-Schwarz give
Bˆ2m(ρ)N
′(ρ) = ρFˆ ′m(ρ)Bˆm(ρ)− ρFˆm(ρ)Bˆ′m(ρ) + Fˆm(ρ)Bˆm(ρ)
≤ 1
8
ρ−1N(ρ)Bˆ2m(ρ) +
2M
ρ
Bˆ3/2m (ρ)
(∫
Sρ
|∇gu|2Φm
)1/2
+ Bˆ2m(ρ)
(
ρ−1N(ρ) + 1
)
O(ρ−1;m,M)
≤ 1
8
ρ−1|N(ρ)|Bˆ2m(ρ) + Bˆ2m(ρ)
(
ρ−2|N(ρ)|+ 1)O(1;m,M).
The result follows immediately from this for R4 sufficiently large.
If (4.2) does not hold, then (4.1) and the absorbing inequality give,
Bˆm(ρ)Fˆ
′
m(ρ) = −Bˆm(ρ)
∫
Sρ
|∇gu|2
|∇gr| Φm − Bˆm(ρ)
∫
Sρ
uLmu
|∇gu|Φm
≤ −2
3
Bˆm(ρ)
∫
Sρ
|∇gu|2Φm + 1
6
Bˆm(ρ)
∫
Sρ
|∇gu|2Φm + 12M +M
2
ρ2
Bˆ2m(ρ)
≤ −2
(
Fˆm(ρ) +
ρ
4
Bˆm(ρ)
)2
+ 12
M +M2
ρ2
Bˆ2m(ρ) ≤ −2Fˆ 2m(ρ)− ρFˆm(ρ)Bˆm(ρ),
where the last inequality requires R44 ≥ 96(M +M2). Hence,
Bˆ2m(ρ)N
′(ρ) = ρBˆm(ρ)Fˆ
′
m(ρ)− ρFˆm(ρ)Bˆ′m(ρ) + Fˆm(ρ)Bˆm(ρ)
≤ −2ρFˆ 2m(ρ)− ρ2Bˆm(ρ)Fˆm(ρ) + (2− n−m+
ρ2
2
)Fˆm(ρ)Bˆm(ρ)
+ 2ρFˆ 2m(ρ) + Fˆm(ρ)Bˆm(ρ)O(ρ
−2)
≤ (2− n−m− 1
2
ρ2)Fˆm(ρ)Bˆm(ρ) + Bˆm(ρ)|Fˆm(ρ)|O(ρ−2).
By Lemma 3.3 and the non-negativity of Dˆm(ρ), as ρ ≥ R4 ≥ R2,
Fˆm(ρ) ≥ −1
3
K3ρ
−3Bˆm(ρ).
Hence, up to increasing R4 so R
2
4 > 2(2− n−m) + 6,
Bˆ2m(ρ)N
′(ρ) ≤ K3ρ−1Bˆ2m(ρ) + Bˆm(ρ)|Fˆm(ρ)|O(ρ−2)
The desired result follows from this, possibly after further increasing R4. 
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Corollary 4.5. Suppose u ∈ C2m+2,1(E¯R) is non-trivial and satisfies (3.1). There
is an R5 ≥ R, depending on u, so that if ρ ≥ R5, then
Nˆ ′m(ρ) ≤ −
∫∞
ρ
tDˆm(t)dt
Bˆm(ρ)
+ (Nˆ1/2m (ρ) + Nˆm(ρ) + ρ
−3)O(ρ−2;m,M).
Proof. We first use Proposition 4.4 to establish the linear growth of |N(ρ)|. To
that end let I be any component of {ρ ≥ R4 : N(ρ) > 0}. At the left endpoint of
I, ρI , either N(ρI) = N(R4) ≥ 0 or N(ρI) = 0. By Proposition 4.4, for t ∈ I,
N ′(t) ≤ 14 t−1N(t) + 12K4 for some K4 = K4(n,Λ,m,M). That is, for any t ∈ I(
N(t)
t1/4
− 2
3
K4t
3/4
)′
≤ 0 and so N(t) ≤ 2
3
K4t+ t
1/4N(ρI)
ρ
1/4
I
.
Hence, by picking R5 ≥ R4 sufficiently large, depending on N(ρI) and hence on u,
for all t ∈ I, t ≥ R5, N(t) ≤ K4t. As the bound is independent of the interval I,
for all ρ ≥ R5, N(ρ) ≤ K4ρ. Finally, by Lemma 3.3, N(ρ) ≥ − 13K3ρ−2 and so up
to further increasing R4, |N(ρ)| ≤ K4ρ.
Corollary 4.3 gives the following estimate for ρ ≥ R5,
Nˆ ′m(ρ) ≤ 2
∣∣∣N(ρ)Lˆm(ρ) + ∫E¯ρ(X · u)(Lmu)Φm
∣∣∣
Bˆm(ρ)
−
∫∞
ρ tDˆm(t)dt
Bˆm(ρ)
+ Nˆm(ρ)O(ρ
−3).
Hence, Lemma 3.3 and the linear growth estimate give for ρ ≥ R5 ≥ R2,
Nˆ ′m(ρ) ≤ K4ρ−2Nˆm(ρ) +
K2
4
ρ−3|N(ρ)|+ 2K2ρ−2
(
Nˆ
1
2
m(ρ) + Nˆm(ρ)
)
−
∫∞
ρ
tDˆm(t)dt
Bˆm(ρ)
+ Nˆm(ρ)O(ρ
−3).
Lemma 3.3 implies |N(ρ)| ≤ 2Nˆm(ρ) +K2ρ−2, which gives the desired bound. 
Proof. (of Theorem 4.1) First observe, that
lim
ρ→∞
Nˆm(ρ) = N0 ∈ [0,∞)
exists. Indeed, by Corollary 4.5 and the absorbing inequality, there is a constant
K > 0 so that for ρ ≥ R5
Nˆ ′m(ρ) ≤ Kρ−2
(
Nˆm(ρ) + 1
)
and so
d
dρ
(
e
K
ρ (Nˆm(ρ) + 1)
)
≤ 0.
That is, e
K
ρ (Nˆm(ρ) + 1) is a non-increasing function and so the limit exists. As
Nˆm(ρ) ≥ 0 by definition, N0 ∈ [0,∞). By Lemma 3.3, limρ→∞N(ρ) = N0. In
what follows, we assume N0 > 0 and aim to derive a contradiction.
As N0 > 0, there is a ρ0 ≥ R3 + 34N0 so that for ρ ≥ ρ0, 12N0 ≤ Nˆm(ρ) ≤ 2N0
and 12N0 ≤ N(ρ) ≤ 2N0. By Lemma 3.4, for all ρ ≥ ρ0 ≥ R3 and τ ∈ [0, 2],
3
4
B(ρ) ≤
(
1− 8N0
ρ
)
B(ρ) ≤ B(ρ+ τ).
12 JACOB BERNSTEIN
Hence, for ρ0 sufficiently large, (3.2) gives∫ ∞
ρ
tDˆm(t)dt ≥
∫ ρ+1
ρ
tDˆm(t)dt =
∫ ρ+1
ρ
Nˆm(t)Bˆm(t)dt
≥ 3
8
N0B(ρ)
∫ ρ+1
ρ
Φm(t)dt ≥ 1
4
N0ρ
−1Φm(ρ)B(ρ) =
1
4
N0ρ
−1Bˆm(ρ).
And so, by Corollary 4.5, Nˆ ′m(ρ) ≤ − 14N0ρ−1 +O(ρ−2;m,M,N0). The right hand
side is not integrable, a contradiction that proves the claim. 
5. Frequency Decay for almost Lm harmonic functions
In this section we show that for functions u that satisfy (3.1) not only do the
frequencies decay to zero at infinity, but they do so at a definite (and sharp) rate.
Theorem 5.1. If u ∈ C2m+2,1(E¯R) satisfies (3.1) and is non-trivial, then
lim
ρ→∞
ρ2Nˆm(ρ) = ξ[u] ∈ [0,∞).
In particular, there is a ρ−1 ≥ R so that for ρ ≥ ρ−1 and ξ¯ = max {2ξ[u], 1},
Nˆm(ρ) ≤ ρ−2ξ¯ ≤ 1 and (ξ[u]−K2)ρ−2 ≤ N(ρ) ≤ (ξ[u] +K2)ρ−2.
Remark 5.2. Assumption (3.1) is not enough to ensure limρ→∞ ρ
2N(ρ) exists.
In order to prove this the term − ∫∞ρ tDˆm(t)dt is again exploited. As before,
M > 0 introduces certain technical issues related to error terms in the differential
inequality for Nˆm. To overcome these issues we will iterate on the decay rate.
Specifically, we will consider u ∈ C2m+2,1(E¯R) that satisfy for all ρ ≥ R
(5.1) Nˆm(ρ) ≤ ηρ2γ ≤ η
where γ ∈ [−1, 0] and η > 0. A consequence of Theorem 4.1 is that (5.1) holds for
γ = 0 and some η > 0. The iteration will ultimate improve the decay to γ = −1.
To close the argument, an improvement on the error term in Corollary 4.5 is
needed. The following will guarantee this when Nˆm doesn’t drop too fast.
Lemma 5.3. If u ∈ C2m+2,1(E¯R) is non-trivial and satisfies (3.1) and (5.1) for
some γ and η, then there are constants, R6 = R6(n,Λ, η,m,M) ≥ R and K6 =
K6(n,Λ, η,m,M), so that, for ρ ≥ R6,∫
Eρ
(N · u)2Φm ≤ K6
ρ
(
Nˆm(ρ)− Nˆm(ρ+ 2)
)
Bˆm(ρ) +K6ρ
−2+2γBˆm(ρ).
Proof. Let D˜(ρ) = ρ−nDm(ρ). By Proposition 4.2, for R6 sufficiently large,
D˜′(ρ) = −2ρ−n
∫
Sρ
(N · u)2
|∇gr| − 2ρ
−1−nΦ−1m (ρ)
∫
Eρ
(X · u)(Lmu)Φm − 2
ρ
D˜(ρ)
− ρ−1−nΦ−1m (ρ)
∫ ∞
ρ
tDˆm(t)dt+ D˜(ρ)O(ρ
−3)
≤ −ρ−n
∫
Sρ
(N · u)2 − 2ρ−1−nΦ−1m (ρ)
∫
Eρ
(X · u)(Lmu)Φm − 1
ρ
D˜(ρ).
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For R6 ≥ R2 sufficiently large, Lemma 3.3 and (5.1) give,
D˜′(ρ) ≤ − 1
ρn
∫
Sρ
(N · u)2 + 2K2
ρ2+nΦm(ρ)
(
Dˆm(ρ) +
1
ρ
1
2
Dˆ
1
2
m(ρ)Bˆ
1
2
m(ρ)
)
− 1
ρ
D˜(ρ)
≤ − 1
ρn
∫
Sρ
(N · u)2 + 2K2
ρ3+n
Nˆ
1
2
m(ρ)B(ρ) ≤ − 1
ρn
∫
Sρ
(N · u)2 + B(ρ)
ρn
O(ρ−3+γ ;M, η).
Integrating and using Lemma 3.4 and the co-area formula gives,
D˜(ρ+ 2)− D˜(ρ) ≤ − 1
(ρ+ 2)n
∫
A¯ρ+2,ρ
|∇gr|(N · u)2 + 1
ρn
B(ρ)O(ρ−3+γ ;M, η).
Hence, using γ ≥ −1, 12 < |∇gr|, (ρ+ 2) ≤ 2nρn, Lemma 3.4 and (5.1),
1
2n+1
ρ−n
∫
A¯ρ+2,ρ
(N · u)2 ≤ D˜(ρ)− D˜(ρ+ 2) +B(ρ)O(ρ−2−n+2γ ;M, η)
=
Nˆm(ρ)B(ρ)
ρn+1
− Nˆm(ρ+ 2)B(ρ+ 2)
(ρ+ 2)n+1
+B(ρ)O(ρ−2−n+2γ ;M, η)
≤ 1
ρn+1
(
Nˆm(ρ)− Nˆm(ρ+ 2)
)
B(ρ) +B(ρ)O(ρ−2−n+2γ ;M, η)
By making R6 sufficiently large, for all t ∈ [ρ, ρ+ 2],
Φm(t)
Φm(ρ)
≤ 2 and so
∫
A¯ρ+2,ρ
(N · u)2Φm ≤ 2Φm(ρ)
∫
A¯ρ+2,ρ
(N · u)2.
By Lemma 3.4 and (5.1) and the fact that Φ−1m (ρ)Φm(ρ+ 2) ≤ O(e−ρ;m),∫
E¯ρ+2
(N · u)2Φm ≤ Dˆm(ρ+ 2) = Nˆm(ρ+ 2)
ρ+ 2
Bˆm(ρ+ 2) ≤ Bˆm(ρ)O(e−ρ;m, η).
Adding these two estimates, and possibly increasing R6, proves the results. 
Proposition 5.4. If u ∈ C2m+2,1(E¯R) is non-trivial and satisfies (3.1) and (5.1)
for some γ and η, then there are constants R7 ≥ R and Γ ≥ 0, depending on u, so
that, for ρ ≥ R7, either
(1) Nˆm(ρ+ 2)− Nˆm(ρ) ≤ −4ρ−1Nˆm(ρ), or
(2) Nˆm(ρ+ 1)− Nˆm(ρ) ≤ −2ρ−1Nˆm(ρ) + Γρ−2+2γ .
Proof. By Corollary 4.5, Theorem 4.1 and γ ∈ [−1, 0], there are an R7 ≥ R and
κ ≥ 0 so that when s ≥ R7, (5.1) ensures that
Nˆ ′m(s) ≤ −
∫∞
s tDˆm(t)dt
Bˆm(s)
+
1
10
κs−2+γ ≤ 1
10
κs−2+γ .
As γ ≤ 0, integrating gives, for any τ ∈ [0, 2] and s ≥ R7,
(5.2) Nˆm(s+ τ) ≤ Nˆm(s) + 1
5
κs−2+γ .
Suppose Case (1) does not hold for a given ρ, that is
Nˆm(ρ+ 2)− Nˆm(ρ) > −4ρ−1Nˆm(ρ)
we first claim that, for all τ ∈ [0, 2],
(5.3) Nˆm(ρ+ τ)− Nˆm(ρ) ≥ −4ρ−1Nˆm(ρ)− κρ−2+γ .
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Indeed, if (5.3) fails for some τ0 ∈ [0, 2], then, by (5.2) applied at s = ρ+ τ0,
Nˆm(ρ+ 2) = Nˆm(ρ+ τ0 + (2− τ0)) ≤ Nˆm(ρ+ τ0) + κ
5
(ρ+ τ0)
−2+γ
≤ Nˆm(ρ+ τ0) + κ
5
ρ−2+γ < Nˆm(ρ)− 4ρ−1Nˆm(ρ)− 4
5
κρ−2+γ
< Nˆm(ρ)− 4ρ−1Nˆm(ρ).
This contradicts the assumption that Case (1) doesn’t hold at ρ, proving the claim.
Take R7 ≥ R1. By Lemma 3.4 and Nˆm(ρ) ≤ η, for all ρ ≥ R7 and t ∈ [ρ, ρ+ 2],(
1− 2ηρ−1)B(ρ) ≤ B(t), Thus, by (5.3),
tDm(t) ≥
(
1− 2η
ρ
)
Nˆm(t)B(ρ) ≥
(
1− 2η
ρ
)((
1− 4
ρ
)
Nˆm(ρ)− κρ−2+γ
)
B(ρ)
≥ (1 − (2η + 4)ρ−1)Nˆm(ρ)B(ρ) − κρ−2+γB(ρ).
Hence, using (3.2), (5.1) and γ ≥ −1 and taking Γ = Γ(m, η, κ) sufficiently large∫ ∞
ρ
tDˆm(t)dt ≥
∫ ρ+1
ρ
tDm(t)Φm(t)dt ≥
(
1− 2η + 4
ρ
)
Nˆm(ρ)B(ρ)
∫ ρ+1
ρ
Φm(t)dt
− κρ−1+2γB(ρ)
∫ ρ+1
ρ
Φm(t)dt ≥ 2
ρ
Nˆm(ρ)Bˆm(ρ)− 1
10
Γρ−2+2γBˆm(ρ).
By Lemma 5.3 and the fact that Case (1) doesn’t hold but (5.1) does,∫
E¯ρ
(N · u)2Φm ≤ K6ρ−1
(
Nˆm(ρ)− Nˆm(ρ+ 2)
)
Bˆm(ρ) +K6ρ
−2+2γBˆm(ρ)
≤ 4K6ρ−2Nˆm(ρ)Bˆm(ρ) +K6ρ−2+2γBˆm(ρ) ≤ Bˆm(ρ)O(ρ−2+2γ ;K6, η).
This estimate, (3.3) and Corollary 4.3 yield, after possibly further increasing Γ,
Nˆ ′m(ρ) ≤ −2ρ−1Nˆm(ρ) +
2
10
Γρ−2+2γ .
Hence, using (5.3), for any τ ∈ [0, 1],
Nˆ ′m(ρ+ τ) ≤ −2(ρ+ τ)−1Nˆm(ρ+ τ) +
2
10
Γ(ρ+ τ)−2+2γ
≤ −2ρ−1Nˆm(ρ+ τ) + 3
10
Γρ−2+2γ ≤ −2ρ−1Nˆm(ρ) + 8ρ−2Nˆm(ρ) + 3
10
Γρ−2+2γ
≤ −2ρ−1Nˆm(ρ) + Γρ−2+2γ
Where, up to increasing Γ, the last inequality follows from (5.1). Integrating, τ
over [0, 1] show that Case (2) holds at ρ if Case (1) does not. 
Proof. (of Theorem 5.1). Set Ξ(ρ) = ρ2Nˆm(ρ) and suppose (5.1) holds for some γ
and η. If Case (1) of Proposition 5.4 holds at ρ, then
Ξ(ρ+ 2)− Ξ(ρ) = (ρ+ 2)2Nˆm(ρ+ 2)− ρ2Nˆm(ρ)
≤ −4ρNˆm(ρ) + 4ρNˆm(ρ+ 2) + 4Nˆm(ρ+ 2)
≤ −16Nˆm(ρ) + 4Nˆm(ρ)− 16ρ−1Nˆm(ρ) ≤ 0.
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If Case (2) of Proposition 5.4 holds at ρ ≥ 1, then
Ξ(ρ+ 1)− Ξ(ρ) = (ρ+ 1)2Nˆm(ρ+ 1)− ρ2Nˆm(ρ)
≤ −2ρNˆm(ρ) + Γρ2γ + 2ρNˆm(ρ+ 1) + Nˆm(ρ+ 1)
≤ −4Nˆm(ρ) + Nˆm(ρ)− 2ρ−1Nˆm(ρ) + Γρ2γ + 2Γρ−1+2γ + Γρ−2+2γ ≤ 4Γρ2γ .
For each i ≥ 0, let
min
ρ∈[R+i,R+i+2]
Ξ(ρ) = Ξ−i ≤ Ξ+i = max
ρ∈[R+i,R+i+2]
Ξ(ρ).
By Theorem 4.1, there is an η0 > 0, so that (5.1) holds with γ = 0 and η = η0.
Hence, if either case of Proposition 5.4 holds, then
Ξ+i+1 ≤ Ξ+i + 4Γ and so Ξ+i ≤ Ξ+0 + 4Γi.
That is, if ρ ∈ [R+ i, R+ i+ 2], then
ρ2Nˆm(ρ) = Ξ(ρ) ≤ Ξ+i ≤ Ξ+0 + 4Γi ≤ Ξ+0 + 4Γ(ρ−R) ≤ Ξ+0 + 4Γρ.
Hence, (5.1) holds for γ = −1/2 and η = Ξ+0 + 4Γ.
Plugging the improved decays bounds into Proposition 5.4 gives a new Γ′ for
which we repeat the above arguments to obtain,
Ξ+i+1 ≤ Ξ+i +
4Γ′
R+ i
and so Ξ+i ≤ Ξ+0 + 4Γ′
i∑
j=1
1
j
≤ Ξ+0 + 4Γ′(1 + ln i).
As such, (5.1) holds for γ = −3/4 and η sufficiently large. Hence,
Ξ+i+1 ≤ Ξ+i +
4Γ′′
(R+ i)
3
2
and so Ξ+i ≤ Ξ+0 + 4Γ′′
i∑
j=1
1
j
3
2
≤ Ξ+0 + 12Γ′′.
That is, (5.1) holds for γ = −1 and η = Ξ+0 + 12Γ′′.
It remains to show that limρ→∞ Ξ(ρ) exists. First observe that the above esti-
mates imply that ξi = Ξ
+
i − 4Γ′′
∑i−1
j=1 j
− 3
2 is monotone non-increasing and uni-
formly bounded from below. Hence, limi→∞ ξi exists and is finite and so
ξ = lim
i→∞
Ξ+i = limi→∞
(ξi + 4Γ
′′
i−1∑
j=1
j−
3
2 )
is finite. Let ρ−i ∈ [R+i, R+i+2] satisfy Ξ(ρ−i ) = Ξ−i . As (5.1) holds with γ = −1,
(5.2) implies that, for i large, there is a κ > 0 so that, for ρ ∈ [R+ i+2, R+ i+4],
Nˆm(ρ) ≤ Nˆm(R+ i+ 2) + 1
2
κi−3 ≤ Nˆm(ρ−i ) + κi−3.
Hence, Ξ+i+2 −K(i+ 1)−1 ≤ Ξ−i ≤ Ξ+i for sufficiently large K and so
lim
i→∞
Ξ−i = limi→∞
Ξ+i = ξ and hence limρ→∞
Ξ(ρ) = ξ ∈ [0,∞)
which proves the main claim. The bounds on N(ρ) follow from Lemma 3.3. 
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6. Asymptotic Estimates at infinity
In this section we will use the previous results about the frequency in order to
describe the asymptotic behavior of reasonable functions satisfying (3.1). We refer
to Section A for some of the definitions. This proves Theorem 1.2 when λ = 0.
Theorem 6.1. If u ∈ C2m+2,1(Σ) satisfies (3.1) then, there are constants R8 and
K8, depending on u, so that for R ≥ R8∫
E¯R
(
u2 + r2|∇gu|2 + r4(∂ru)2
)
r−1−n ≤ K8
Rn
∫
SR
u2.
Moreover, u is asymptotically homogeneous of degree 0 and there is an element
a ∈ H1(L(Σ)) satisfying tr0∞u = a so that α2 = limρ→∞ ρ1−n
∫
Sρ
u2 =
∫
L(Σ)
a2 and∫
E¯R
(
u2 + r2
(|u−A|2 + |∇gu|2)+ r4 (∂ru)2) r−2−n ≤ K8α2
R2
.
Here A ∈ H1loc(Σ) is the leading term of u and L(Σ) is the link of the asymptotic
cone.
Proof. By Lemma 3.2 and Theorem 5.1, if R8 ≥ ρ−1, then, for all ρ ≥ R8,
d
dρ
(
ρ1−nB(ρ)
)
= O(ρ−3; ξ,K2)ρ
1−nB(ρ).
As the right hand side is integrable,
lim
ρ→∞
ρ1−nB(ρ) = α2 ∈ [0,∞)
exists. Hence, for R8 sufficiently large, if ρ ≥ R8, then
1
2
α2 ≤ ρ1−nB(ρ) ≤ 2α2.
By the co-area formula, for any R ≥ R8,∫
ER
r−1−nu2 ≤ 2
∫ ∞
R
t−1−nB(t)dt ≤ 4α2
∫ ∞
R
t−2dt = 4α2R−1 ≤ 8R−nB(R).
By Theorem 5.1, as ρ ≥ R8 ≥ ρ−1,
Dm(ρ) = ρ
−1Nˆm(ρ)B(ρ) ≤ ξ¯ρ−3B(ρ) ≤ 2ξ¯α2ρn−4.
Next, observe that by the co-area formula,
d
dρ
(
ρ1−nDm(ρ)
) ≤ (ρ
2
− m
ρ
)
ρ1−nDm(ρ)− 1
2
∫
Sρ
ρ1−n|∇gu|2
Hence, as long as R8 ≥ 4|m| is large enough, when ρ ≥ R8,
1
2
∫
Sρ
ρ1−n|∇gu|2 ≤ 2ξ¯α2ρ−2 − d
dρ
(
ρ1−nDm(ρ)
)
.
Integrating, using the co-area formula and the decay of Dm gives, for R ≥ R8,∫
E¯R
r1−n|∇gu|2 ≤ 8ξ¯α
2
R
+ 4
RDm(R)
Rn
≤ 16ξ¯α
2
R
≤ 32ξ¯B(R)
Rn
.
By Proposition 4.2, and the decay of Dm(ρ), for ρ ≥ R8
d
dρ
(
ρ3−nDm(ρ)
) ≤ −ρ3−n ∫
Sρ
(∂ru)
2 + 2ρ2−nDm(ρ) ≤ −ρ3−n
∫
Sρ
(∂ru)
2 +
4ξ¯α2
ρ2
.
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Integrating, using the co-area formula and the decay of Dm(ρ) gives, for R ≥ R8,∫
E¯R
r3−n(∂ru)
2 ≤ 12ξ¯α2R−1 ≤ 24ξ¯R−nB(R).
Taken together theses estimates prove the first inequality with K8 = 96ξ¯.
Next observe that by what we have shown, for R ≥ R8,∫
ER
r−1−nu2 + r1−n|∇gu|2 + r3−n(∂ru)2 ≤ K8α2R−1.
Hence, by Proposition A.1, u is asymptotically homogeneous of degree 0 and a =
tr0∞(u) ∈ H1(L(Σ)). Clearly, α2 = ||a||2L2(L(Σ)) and first estimate allows us to apply
Proposition A.1 to conclude the proof. 
7. General almost Lm eigenfunctions
In this section we show how almost Lm eigenfunctions can be transformed into al-
most Lm′ harmonic functions and also transformed back. We will also demonstrate
a transformation between Lm eigenfunctions and eigenfunctions of the operator
L+m = ∆g +
r
2
∂r +
m
r
∂r,
which is associated to the weight
Ψm = r
me
r2
4 .
Before proving this we record the following motivating computations:
Lmrµ = −1
2
µrµ +O(r−2+µ;µ,m) and L+mrµ =
1
2
µrµ +O(r−2+µ;µ,m).
LmΨµ = 1
2
(µ+ n+m)Ψµ +O(r
−2Ψµ;µ,m).
L+mΦµ = −
1
2
(µ+ n+m)Φµ +O(r
−2Φµ;µ,m).
Proposition 7.1. There is an M ′ =M ′(M,m, µ, n,Λ) so: If u ∈ C2(Σ) satisfies
(1) |(Lm + λ) u| ≤Mr−2 (|u|+ |∇gu|) , then uˆ = r2µu satisfies
|(Lm−4µ + λ+ µ) uˆ| ≤M ′r−2 (|uˆ|+ |∇guˆ|) .
(2) |(Lm + λ) u| ≤Mr−2 (|u|+ |∇gu|) . then, uˆ = Φµu satisfies∣∣∣∣
(
L+m−2µ +
1
2
(n+m+ 2λ− µ)
)
uˆ
∣∣∣∣ ≤M ′r−1 (|uˆ|+ r−1|∇guˆ|) .
(3) |(L+m + λ) u| ≤Mr−2
(|u|+ r−1|∇gu|) , then uˆ = Ψµ(r)u satisfies∣∣∣∣
(
Lm−2µ + 1
2
(−n−m+ 2λ+ µ)
)
uˆ
∣∣∣∣ ≤M ′r−2 (|uˆ|+ |∇guˆ|) .
Proof. If uˆ = r2µu, then ∇guˆ = r2µ∇gu+ 2µr2µ−1u∂r and so
r2µ|∇gu| ≤ |∇guˆ|+ 4|µ|
r
r2µ|u| = |∇guˆ|+ 4|µ|
r
|uˆ|.
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One computes
Lm′ uˆ = r2µLm′u+ 4µr2µ−1∂ru+ (Lm′r2µ)u
= r2µLm′+4µu− µuˆ+ uˆO(r−2;µ,m′).
The previous two computations give
|(Lm−4µ + λ+ µ) uˆ| = r2µ|(Lm + λ)u|+ |uˆ|O(r−2;µ,m)
≤Mr2µ−2 (|u|+ |∇gu|) + |uˆ|O(r−2;µ,m)
≤Mr−2|∇guˆ|+ |uˆ|O(r−2;µ,m,M)
This shows (1) for an appropriate M ′.
If uˆ = Φµu, then ∇guˆ = Φµ∇gu+ (− r2 + µr−1)Φµu∂r. Hence,
Φµ|∇gu| ≤ |∇guˆ|+
(
r + 2|µ|r−1)Φµ|u| = |∇guˆ|+ (r + 2|µ|r−1) |uˆ|.
One computes that
L+m′ uˆ = ΦµL+m′u+ 2g(∇gΦµ,∇gu) + (L+m′Φµ)u
= ΦµL+m′u− rΦµ∂ru+ 2µr−1Φµ∂ru−
1
2
(µ+ n+m′)uˆ + uˆO(r−2;µ,m′)
= ΦµLm′+2µu− 1
2
(µ+ n+m′)uˆ+ uˆO(r−2;µ,m′)
Hence, for a large enough M ′,∣∣∣∣
(
L+m−2µ +
1
2
(n+m+ 2λ− µ)
)
uˆ
∣∣∣∣ ≤ Φµ|(Lm + λ)u|+ |uˆ|O(r−2;µ,m)
≤ ΦµMr−2 (|u|+ |∇gu|) + |uˆ|O(r−2;µ,m) ≤Mr−2 (|∇guˆ|+ r|uˆ|)
+ |uˆ|O(r−2;µ,m,M) ≤M ′r−1 (|uˆ|+ r−1|∇guˆ|)
which verifies (2). The verification of (3) is nearly identical. 
The Theorem 1.2 follows immediately by applying Theorem 6.1 to uˆ = r−2λu
and appealing to Proposition 7.1. Theorem 6.1 and Proposition 7.1 can also be
used to prove the following decay result for almost L+0 eigenfunctions.
Theorem 7.2. If uˆ = Ψn−2λ(r)u ∈ C2m+2,1(Σ) and u satisfies∣∣(L+0 + λ)u∣∣ ≤Mr−2 (|u|+ r−1|∇gu|)
then, there are constants R9 and K9, depending on u, so that for R ≥ R9∫
E¯R
(
uˆ2 + r2|∇guˆ|2 + r4 (∂ruˆ)2
)
r−1−n ≤ K9
Rn
∫
SR
uˆ2.
Moreover, uˆ is asymptotically homogeneous of degree 0 and there is an element
tr0∞uˆ = aˆ so that α
2 = limρ→∞ ρ
1−n
∫
Sρ
uˆ2 =
∫
L(Σ) aˆ
2 and for R ≥ R9∫
E¯R
(
uˆ2 + r2
(
|uˆ− Aˆ|2 + |∇guˆ|2
)
+ r4 (∂ruˆ)
2
)
r−2−n ≤ K9α
2
R2
.
Here Aˆ ∈ H1loc(Σ) is the leading term of uˆ and L(Σ) is the link of the asymptotic
cone.
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8. Self-Shrinkers and Self-expanders
In this section we use Theorems 1.2 (resp. Theorem 7.2) to prove Theorem 1.1
(resp. Theorem 1.4). We begin by observing that the ends of asymptotically conical
self-shrinkers and self-expanders are weakly conical ends.
Lemma 8.1. Let Σ ⊂ Rn+1 be an asymptotically conical self-shrinker or self-
expander. There is an RΣ so that if Σ
′ = Σ\B¯RΣ , g is the induced metric from
R
n+1 and r(p) = |x(p)|, then (Σ′, g, r) is a weakly conical end.
Proof. Let C be the asymptotic cone of Σ. By definition, there is a K > 0 a radius
RΣ, both depending on Σ, so that for p ∈ Σ\BRΣ ,
|AΣ| ≤ Kr(p)−1.
Increase, if needed, RΣ so ∂Σ∩BRΣ = ∅ and
√
nKR−1Σ +2nK
2R−2Σ <
1
4 . Both the
self-shrinker and self-expander equations imply that for any p ∈ Σ′ = Σ\B¯RΣ ,
|x · n|(p) = 2|HΣ(p)| ≤ 2
√
n|AΣ(p)| ≤ 2
√
nKr(p)−1 <
1
2
.
Hence, |x⊤| ≥ 12 |x| and so
||∇gr| − 1| =
∣∣∣∣ |x⊤||x| − 1
∣∣∣∣ = |x|2 − |x⊤|2|x|(|x⊤|+ |x|) ≤ 2|x · n|
2
3|x|2 ≤ 4nK
2r−4 <
1
2
.
Similarly, as
∇2gr2 = ∇2g|x|2 = 2g − 2x · nAΣ,
|∇2gr2 − 2g| = 2|x · n||AΣ| ≤ 4
√
nK2r−2 <
1
2
.
Together these imply that (Σ′, g, r) is a weakly conical end. 
We will also need certain straightforward estimates on the graph representing the
difference between self-similar solutions. These are proved (by essentially the same
argument) for self-shinkers in Lemmas 2.3 and 2.4 of [14] and for self-expanders in
Lemma 5.2 and Corollary 5.4 of [4] and so we omit a proof.
Lemma 8.2. Suppose Σ1 and Σ2 are two asymptotically conical self-shrinkers
(resp. self-expanders) with the same asymptotic cone. There is a radius RG and a
function u ∈ C2(Σ1), so that the graph of u over E¯RG ⊂ Σ1 is contained in Σ2.
Moreover, there is a constant κ so that, on E¯RG , u satisfies
(8.1) r|u|+ r2|∇gu| ≤ κ,
and in the self-shrinking case
(8.2)
∣∣∣∣
(
L0 + 1
2
)
u
∣∣∣∣ ≤ κr−2 (|u|+ |∇gu|) ,
while in the self-expanding case
(8.3)
∣∣∣∣
(
L+0 −
1
2
)
u
∣∣∣∣ ≤ κr−2 (|u|+ r−1|∇gu|) .
We are now ready to prove Theorem 1.1:
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Proof. (of Theorem 1.1) Suppose Σ1 and Σ2 are two asympotically conical self-
shrinkers asymptotic to the same cone. By Lemma 8.1 and Lemma 8.2, if R˜ =
max
{
RΣ′
1
, RG
}
, then Σ′1 = Σ1\B¯R˜ is a weakly conical end and there is an element
u ∈ C2(Σ′1) satisfying (8.1) and (8.2). Hence, u satisfies the hypotheses of Theorem
1.2 with λ = 12 and limρ→∞ ρ
−2−n
∫
Sρ
u2 = 0. It follows from Theorem 1.2 that
there is a RU ≥ R˜ so that u = 0 on E¯RU ⊂ Σ1 and so Σ1\BRU = Σ2\BRU . 
We can also prove Theorem 1.4.
Proof. (of Theorem 1.4) Suppose Σ1 and Σ2 are two connected asympotically coni-
cal self-expanders. The decay of the Hausdorff distance ensures they have the same
asymptotic cone. By Lemma 8.1 and Lemma 8.2, if R˜ = max
{
RΣ′
1
, RG
}
, then
Σ′1 = Σ1\B¯R˜ is a weakly conical end and there is an element u ∈ C2(Σ′1) satisfying
(8.1) and (8.3). As such, u satisfies the hypotheses of Proposition 9.1 and, hence,
those of Theorem 7.2.
Geometric considerations give a constant K, so that for any ρ ≥ R˜,∫
Sρ
u2 ≤ Kρn−1distH(Σ1 ∩ ∂Bρ,Σ2 ∩ ∂Bρ)2 ≤ ρ−n−3Φ20(ρ)o(1).
Hence, if uˆ = Ψn+1u, then limρ→∞ ρ
1−n
∫
Sρ
uˆ2 = 0. It follows from Theorem 7.2
that there is a RU ≥ R˜, so that u = 0 on E¯RU ⊂ Σ1 and so Σ1\BRU = Σ2\BRU . 
9. Decay estimates
In this section we use an energy argument to show that if the boundary L2 norm
of an almost L+0 eigenfunction grows below a critical threshold, then it is in the
appropriate weighted spaces needed to apply Theorem 7.2.
Theorem 9.1. If u ∈ C2(E¯R) satisfies∣∣(L+0 + λ)u∣∣ ≤Mr−1 (|u|+ |∇gu|) and B(ρ) = o(ρ−4λ+n−1), ρ→∞,
then Ψ0u ∈ C2m′,1(E¯R) for any m′.
Given a function u ∈ C2(E¯R) and r2 > r1 let
Dˇm(u, r1, r2) =
∫
A¯r2,r1
|∇gu|2Ψm.
Lemma 9.2. There is an R′P = R
′
P (n,Λ,m) so that for any s > t ≥ R′P and and
φ ∈ C2(A¯s,t),∫
A¯s,t
r−1φ2Ψm ≤ 32
t3
Dˇm(φ, t, s) +
8
s2
Ψm(s)
∫
Ss
|∇gr|φ2
Proof. Consider the vector field V(p) = 1r(p)2φ
2(p)Ψm(p)∂r for which
div gV =
n+m− 3
r3
φ2Ψm +
2
r2
φ∂rφΨm +
1
2r
φ2Ψm + φ
2ΨmO(r
−5;m).
When R′P ≥ 4
√
n+ |m| is large enough, the absorbing inequality yields
div gV ≥ −4r−3|∇gφ|2Ψm + 1
8
r−1φ2Ψm.
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Integrating, gives
1
8
∫
A¯s,t
φ2
r
Ψm +
Ψm(t)
t2
∫
St
|∇gr|φ2 − Ψm(s)
s2
∫
Ss
|∇gr|φ2 ≤ 4
∫
A¯s,t
|∇gφ|2
r3
Ψm,
which proves the result. 
Lemma 9.3. Given an m ∈ R and M ≥ 0, there is an R10 = R10(n,Λ,m,M) and
K10 = K10(M) > 0 so that if R ≥ R10 and u ∈ C2(E¯R) satisfies
(9.1) |L+mu| ≤Mr−1(|u|+ |∇gu|),
then, for all r2 > r1 ≥ R
Ψm(r1)F (r1)− Ψm(r2)F (r2) ≥ −K10
r22
Ψm(r2)B(r2).
Proof. The divergence theorem gives,
Ψm(r2)
∫
Sr2
u(N · u)−Ψm(r1)
∫
Sr1
u(N · u) = Dˇm(u, r1, r2) +
∫
A¯r2,r1
uL+muΨm.
Hence, as long as R10 ≥ R′P + 6 is large enough, Lemma 9.2 implies that
Ψm(r1)F (r1)−Ψm(r2)F (r2) ≥ Dˇm(u, r1, r2)− 2M
∫
A¯r2,r1
r−1(u2 + |∇gu|2)Ψm
≥ (1− 2M
r1
)Dˇm(u, r1, r2)− 2M
∫
Ar2,r1
r−1u2Ψm
≥ (1− 2M + 1
r1
)Dˇm(u, r1, r2)− 16M
r22
Ψm(r2)B(r2).
As Dˇ(u, r1, r2) ≥ 0, it suffices to ensure R10 ≥ 2M + 1 and take K10 = 16M . 
Proof. (of Theorem 9.1) Observe that if uˆ = r2λu, then uˆ satisfies, for some Mˆ ,∣∣L+0 uˆ∣∣ ≤ Mˆr−1 (|uˆ|+ |∇guˆ|) .
As such, it suffices to prove the theorem for λ = 0. Moreover, for any m ∈ R,
|L+mu| = |L+0 u+
m
r
∂ru| ≤ (Mˆ + |m|)r−1 (|u|+ |∇gu|) .
Fix an m ∈ R and let R10 = R10
(
n,Λ,m, Mˆ + |m|
)
and K10 = K10(Mˆ + |m|)
be given by Lemma 9.3. For each t > r1 ≥ R10, Lemma 3.2 and Lemma 9.3 imply
B′(t) =
n− 1
t
B(t)− 2F (t) +O(t−3)B(t)
=
n− 1
t
B(t)− 2Φ−m(t)Ψm(t)F (t) + 2Φ−m(t)Ψm(r1)F (r1)
− 2Φ−m(t)Ψm(r1)F (r1) +O(t−3)B(t)
≥ n− 1− 2K10t
−1
t
B(t) + C(u, r1)Φ−m(t).
Here, C(u, r1) depends on u and ∇gu on Sr1 , but is independent of t. Hence,(
e−
2K10
t t1−nB(t)
)
)′ ≥ C(u, r1)e−
2K10
t t1−nΦ−m(t) ≥ e−
2K10
r1 C(u, r1)Φ1−n−m(t).
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Integrating from ρ ≥ r1 to ∞ and using the hypothesis on the asymptotic growth
of B(t) and the fact that limt→∞ e
−
2K10
t = 1, implies that
−e−
2K10
r1 C(u, r1)
∫ ∞
ρ
Φ1−n−m(t)dt ≥ e−
2K10
r1 ρ1−nB(ρ)
Computing as in (3.2), for ρ sufficiently large (depending on m and n),
−4C(u, r1)e
2K10
r1 Φ−m−1(ρ) ≥ B(ρ).
As m can be taken to be arbitrary, for the given m′, by setting m = −4 −m′
the co-area formula immediately implies there is a C > 0, depending on u, so that,∫
E¯R
(1 + r2)u2Ψm′ <
C
R2
<∞.
Let η ∈ C2(R) satisfy, 0 ≤ η ≤ 1, η = 1 on [2, 3] and spt(η) ⊂ [1, 4] and set
K = sup
R
(|η| + |η′| + |η′′|). For ρ > 10R, let ηρ ∈ C2(Σ) be defined by ηρ(p) =
η
(
ρ−1r(p)
)
. Integrating by parts gives for ρ > 10R,∫
Σ
(L+m′ηρ)u2Ψm′ =
∫
Σ
ηρL+m′(u2)Ψm′ = 2
∫
Σ
ηρ(|∇gu|2 + uL+m′u)Ψm′
≥
∫
A¯2ρ,3ρ
|∇gu|2Ψm′ − 2(Mˆ + |m′|+ 1)
∫
A¯ρ,4ρ
u2Ψm′ .
Hence, for K ′ = K + 2(Mˆ + |m′|+ 1)∫
A¯2ρ,3ρ
|∇gu|2Ψm′ ≤ K ′
∫
A¯ρ,4ρ
u2Ψm′ ≤ CK ′ρ−2.
It follows from this that ∫
E¯R
|∇gu|2Ψm′ <∞,
and so if uˆ = Ψ0u, then Ψ0u ∈ C2m′,1(E¯R) for any m′. Indeed,∫
E¯R
(|∇guˆ|2 + uˆ2)Φm′ ≤ 2
∫
ER
(
u2 + |∇gu|2 + r
2
4
u2
)
Ψm′ <∞.

Appendix A. Asymptotically homogenous functions and traces at ∞
In this section we define asymptotically homogeneous functions on weakly conical
ends. As part of this, we will need to show that any weakly conical end (Σ, g, r) is
asymptotic (in a natural way) to a C0-Riemannian cone.
We begin by letting
L(Σ) = SRL = SRΣ+1
be the link of Σ. For any τ ≥ 1 let
Πτ : Σ→ EτRΣ
be the time ln τ flow of X on Σ. As X ·r = r, Πτ (Sρ) = Sτρ and Πτ (Eρ) = Eτρ. As
such, the restriction of Πτ to L(Σ) gives a diffeomorphism πτ : L(Σ)→ Sτ . Denote
by g(τ) the C1-Riemannian metric induced by g on Sτ and define
gL(τ) = π
∗
τ
(
r−2g(τ)
)
=
π∗τg(τ)
τ2R2L
.
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be a metric on L(Σ). We claim that
lim
τ→∞
gL(τ) = gL in C
0(L(Σ))
where gL is a C
0-Riemannian metric on L(Σ). To see this observe that
d
dτ
gL(τ) = π
∗
τ
(
r−2
d
dh
|h=0Π∗1+ h
τ
g(τ + h))
)
− 2gL(τ)
τ
= π∗τ
(
2r−2τ−1X ·NASτRL
)
− 2gL(τ)
τ
= π∗τ
(
2r−2τ−1
r
|∇gr|
(
1
r
g(τ) + r−3ω(τ))
))
− 2gL(τ)
τ
= 2τ−5
1
|∇gr|π
∗
τω(τ) + 2τ
−1 1− |∇gr|
|∇gr| gL(τ)
Here, ω(τ) is a symmetric (0, 2) tensor that satisfies
−λg(τ) ≤ ω(τ) ≤ λg(τ).
for a constant λ depending on Λ. Up to increasing λ, this implies
−λτ−3gL(τ) ≤ d
dτ
gL(τ) ≤ λτ−3gL(τ).
Hence, for τ2 ≥ τ1 ≥ 1,
e−
1
2
λτ−2
1 gL(τ1) ≤ g(τ2) ≤ e 12λτ
−2
1 gL(τ1)
which implies the limit exists in C0 topology and it is positive definite. Moreover,
e−
1
2
λτ−2gL ≤ gL(τ) ≤ e 12λτ−2gL.
A consequence of this is that, if gτ = τ
−2Π∗τg, then
lim
τ→∞
gτ = dr
2 + r2gL = gC in C
0
loc(Σ).
That is, (Σ, gC) is a C
0-Riemannian cone with link (L(Σ), gL) called the asymptotic
cone of (Σ, g, r). In particular, for each ǫ > 0, there is an Rǫ so that on ERǫ ,
(1− ǫ)gC ≤ g ≤ (1 + ǫ)gC and (1 − ǫ)n/2dµC ≤ dµg ≤ (1 + ǫ)n/2dµC .
Here dµg is the density associated to g and dµC the one associated to g.
There is a well defined L2 andH1 norm associated to any C0-Riemannian metric.
For instance, on (L, gL) there are the norms.
||f ||L2(L) =
∫
L
f2dµL and ||f ||H1(L) =
∫
L
|∇gLf |2dµL + ||f ||L2(L).
Furthermore, it follows from the above computations that for any compact set
K ⊂ Σ there is a τ0 = τ0(K) so that for any f ∈ C1(K) and any τ ≥ τ0,
1
2
∫
K
f2dµC ≤
∫
K
f2dµgτ =
∫
K
f2Π∗τ (r
−ndµg) ≤ 2
∫
K
f2dµC
and
1
2
∫
K
|∇Cf |2dµC ≤
∫
K
|∇gτ f |2dµgτ = 2
∫
K
|∇Cf |2dµgC
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An element of F ∈ L2loc(Σ; dµC) is homogeneous of degree d if, for all τ ≥ 1,
Π∗τ
(
r−dF
)
= r−dF . If F is homogeneous of degree d, then there is a unique
element, f ∈ L2(L(Σ); gL), given by restricting r−dF to L(Σ). Denote this by
f = trd(F ).
Observe, that if F ∈ H1loc(Σ; gC), then trd(F ) ∈ H1(L(Σ); gL).
More generally, G ∈ L2loc(Σ; g) is asymptotically homogeneous of degree d if
lim
τ→∞
Π∗τ
(
r−dG
)→ r−dF in L2loc(Σ; dµC)
where G is homogeneous of degree d. Call F , the leading term of G. If G is
asymptotically homogeneous of degree d with leading term F , then let
trd∞(G) = tr
d(F )
be the trace at infinity of G.
Proposition A.1. If G ∈ C1(Σ) satisfies∫
ER
r−n|∇gG|2 + r2−n(∂rG)2dµg ≤ α2R−2
for all R ≥ RH , then G is asymptotically homogeneous of degree 0. Moreover, if F
is the leading term of G, then F ∈ H1loc(Σ) and∫
ER
r−n|F −G|2dµg ≤ 16α2R−2.
Proof. Let Gτ = Π
∗
τG and observe that
d
dτ
Gτ (p) =
d
dh
∣∣∣∣
h=0
Gτ+h(p) =
d
dh
∣∣∣∣
h=0
G(Π1+ h
τ
(Πτ (p))) =
1
τ
(X ·G) (Πτ (p)).
Hence, forK = A¯ρ2,ρ1 and R
′ ≥ R ≥ 1, the Cauchy-Schwarz inequality and Fubini’s
theorem give∫
K
|GR′ −GR|2dµC =
∫
K
∣∣∣∣∣
∫ R′
R
d
ds
Gs ds
∣∣∣∣∣
2
dµC =
∫
K
∣∣∣∣∣
∫ R′
R
1
s
Π∗s(X ·G)ds
∣∣∣∣∣
2
dµC
≤
∫ R′
R
1
s2
ds
∫ R′
R
∫
K
(Π∗s(X ·G))2 dµCds ≤
1
R
∫ R′
R
∫
K
Π∗s(X ·G)2dµCds.
For R ≥ τ0(K), if s ≥ R, then dµC ≤ 2Π∗s (r−ndµg) . Hence, for such R,∫
K
|GR′ −GR|2dµC ≤ 2
R
∫ R′
R
∫
K
(Π∗s(X ·G))2Π∗s(r−ndµg)ds
=
2
R
∫ R′
R
∫
Πs(K)
r−n(X ·G)2dµgds.
The hypotheses ensure that, for R large enough,∫
K
|GR′ −GR|2dµC ≤ 8
R
∫ R′
R
∫
E¯ρ1s
r2−n(∂rG)
2dµgds
≤ 8α
2
ρ21R
∫ R′
R
1
s2
ds ≤ 8α2
ρ21R
2
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As the right hand side decays in R and is independent of R′, it follows that
lim
R→∞
GR = FK in L
2(K; dµC)
for a unique FK ∈ L2(K). Notice that any compact K ′ ⊂ Σ satisfies K ′ ⊂ K for
some K = A¯ρ2,ρ1 and hence this result shows that there is a F ∈ L2loc(Σ) so that
lim
R→∞
GR = F in L
2
loc(Σ).
For any τ ≥ 1,
Fτ = Π
∗
τF = Π
∗
τ lim
R→∞
GR = lim
R→∞
GτR = F
and so F is homogeneous of degree 0 and hence G is asymptotically homogeneous
of degree 0 with leading term F . By taking R′ → ∞ in the above estimate and
using that F is homogeneous of degree 0,
1
2
∫
A¯Rρ2,Rρ1
r−n|G− F |2dµg ≤
∫
A¯ρ2,ρ1
|GR − F |2dµC ≤ 8α
2
ρ21R
2
.
By letting ρ2 →∞, the dominated convergence theorem gives the claimed estimate.
Finally, observe that for any K = A¯ρ2,ρ1 and R ≥ τ0(K)∫
K
|∇CGR|2dµgC ≤ 2
∫
K
Π∗R
(
r2|∇gG|2
)
Π∗R(r
−ndµg) = 2
∫
ΠR(K)
r2−n|∇gG|2dµg
≤ 2ρ22R
∫
A¯Rρ2,Rρ1
r−n|∇gG|2dµg ≤ 2ρ22α2.
In particular, for any compact subset K ′ ⊂ Σ, lim supR→∞ ||GR||H1(K′) < ∞ and
so F ∈ H1loc(Σ). 
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