This article provides the first comprehensive assessment of methods for the creation of weather variables for use in building simulation. We undertake a critical analysis of the fundamental issues and limitations of each methodology and discusses new challenges, such as how to deal with uncertainty, the urban heat island, climate change and extreme events. Proposals for the next generation of weather files for building simulation are made based on this analysis. A seven-point list of requirements for weather files is introduced and the state-of-the-art compared to this via a mapping exercise. It is found that there are various issues with all current and suggested approaches, but the two areas most requiring attention are the production of weather files for the urban landscape and files specifically designed to test buildings against the criteria of morbidity, mortality and building services system failure. Practical application: Robust weather files are key to the design of sustainable, healthy and comfortable buildings. This article provides the first comprehensive assessment of their technical requirements to ensure buildings perform well in both current and future climates.
Introduction
Writing near the end of the first century B.C.E., the Roman architect Vitruvius, suggested that a building should seek to offer firmitas, utilitas and venustas (firmness, commodity and delight). Utilitas included the arrangement of spaces and the way the building provides both shelter from the external environment and comfortable internal conditions in which to carry out everyday tasks. Most buildings meet the basic requirements of shelter, so it is mainly the provision of comfort that taxes environmental designers. We spend 80-90% of our time inside buildings 1, 2 and poor internal conditions will not merely affect comfort but also impair occupant health and productivity. Since local weather and climate greatly affect the construction and performance of the building, good quality weather data is essential to simulate building performance. In this context, weather data should allow designers to stress test building performance for atypical conditions such as heat waves or cold snaps, since such conditions are more likely to cause performance failures. For example, the European heat wave of 2003 is said to have resulted in 70,000 excess summer deaths, primarily as a result of maladapted built environments. 3, 4 In the near future, the return period for such a heat wave is likely to change from 1 in 250 years to 1 in 50, or even 1 in 35. 5 Since typical building lifetimes can be around 60 years or more, weather data need to cover future changes, and be local to the building.
Weather files ideally need to:
1. contain examples of typical conditions; 2. contain examples of extreme conditions; 3. be at the temporal resolution required by simulation packages (typically a 1 hour or higher resolution); 4. be at a geographic resolution that matches changes in weather due to local topography in the country of interest; 5. express the effect of the urban micro-climate and 6. contain examples of possible future climates, ideally considering the effects of climate change.
In addition to the above-mentioned six technical features, weather files also need to be credible. This suggests a seventh feature necessary for the success of any weather file:
7. proven track record with industry.
In this paper, we summarise the approaches and methodologies used to produce files that aim to match these requirements. This review is timely given that DEFRA and the UK Meteorological Office are about to expend a very large amount of computer time on producing the next set of climate predictions. However, the Directive on the Energy Performance of Buildings (EPBD) 6 has required built environment professionals to take measures that adapt planning policies and new building specifications to guarantee a minimum level of comfort and safety since 2002. 7 This is especially important when considering the issues of providing adequate ventilation and in particular of limiting overheating 8 as this is associated with reduced worker productivity, morbidity and even mortality in vulnerable groups such as infants and the elderly. 9, 10 There is not a directive equivalent to EPBD in other world areas. However, the International Energy Agency fosters the implementation of building energy saving policies at a national level not only in its member countries, but also in non-member countries such as China, India and Russia.
This work is divided into the following sections. The next reviews the state-of-the-art for creating weather data for building simulation. The different methodologies are classified according to how well the resultant weather meets the seven-point list of requirements. 'Synthetic weather' section focuses upon the methodologies for creating weather data from synthetic time series from a weather generator. 'Future weather' section considers the creation of future weather data for building simulation both from synthetic data sets and from the morphing of historical observations. Finally, a discussion section considers the challenges that building engineers face when considering the future performance of buildings and increasing the resilience of the built environment to climate change.
Weather files for building simulation
The building industry mainly uses weather data to assess the design and performance of the built environment at the planning stage. This is becoming more important because climate change is likely to lead to an increase in the frequency of extreme weather events. 11 Dynamic building energy simulations were developed as early as the 1950s, 12 but it was not until the energy crisis of the 1970s that the scientific community started using them to help improve the energy performance of buildings. 13 In early models, weather data were applied to the software packages in a variety of formats, but were standardised into 'weather files' by the third generation of dynamic building simulators (following the classification of Clarke 14 ). These generally take the form of typical weather years, created from hourly historic observations at a specific location. 15 However, the need to adapt buildings to the impacts of likely future climate change has created a requirement to incorporate climate change projections into these weather files, either by morphing the weather data or synthetically generating it. 16, 17 Weather files representing 'extreme' years (i.e. the selection of observed weather occurrences far from the norm) have also been introduced to analyse a building design's response in case of severe weather conditions. 18 
Format of weather files
According to the bi-annual publications of the International Building Performance Simulation Association, the most commonly used building simulator is EnergyPlus. As well as being a stand-along programme, EnergyPlus is also the basis for more sophisticated software (e.g. DesignBuilder), which are capable of analysing not only energy consumption, but also water use and daylighting.
The popularity of EnergyPlus has driven the popularisation of its native weather file formatthe '.epw' file (Energy Plus Weather). These .epw files are text-based CSV files that contain a years-worth of hourly weather variables for a given location. The file structure was developed by USDoE, and is also used in other software such as ESP-r, IES, and TAS. The USDoE offers 2590 weather files for different worldwide locations in the current climate. Figure 1 shows the header of a typical .epw weather file, the first line of the header shows the location and the specific format of the weather data (in this case TMY2). The header also contains the location, longitude, latitude, time zone, elevation, annual design conditions, monthly average ground temperatures, typical/extreme periods and holidays/saving periods. It also has information on which data periods were included.
Files for typical weather conditions
Files for typical weather conditions include hourly data on temperature, dew point, global horizontal radiation, diffuse solar radiation, wind speed and wind direction. These files are used to estimate the average building energy use and carbon emissions. 19, 20 A typical weather file is created from historic data (usually around 20-30 years of data, depending on the data availability). This data is compiled by comparing the cumulative and the empirical distribution functions of different meteorological variables within the base data set. The number and weighting of different meteorological variables considered is a feature of the weather file type (i.e. TMY, TRY, etc. -see below). Table 1 shows a representative sample of typical weather files used around the world. It is worth mentioning that despite having different sources or ways in which weather files are created to form distinct file types, several of them use common file formats such as the EPW format.
There are two ways to construct a typical weather year. The first is by identifying a continuous 12-month period as typical. The second is by applying the ranking criteria to individual months from the basis set, which are then assembled into a composite 12-month year. The UK TRY and TMY both use the latter approach and are computed using the Finkelstein-Schafer (FS) statistic. 21 This means that each month in the file might be from a different year. Comparisons of these composite years with the basis set indicate that both the UK TRY 20 and TMY (with the updated file formats to TMY2 and TMY3) 22 have advantages over a single year approach.
In the following a summary of the characteristics of the most representative composite weather year files (TRY, TMY, and IWEC) and some of their extensions and updates is given as follows:
. The Test Reference Year (TRY) was developed in 1976 for 60 locations in the USA. 23 The baseline period was from 1948 to 1975. From this baseline, years with monthly extreme values were filtered out until a single year remained containing the least severe (or most average) weather conditions. TRY initially contained dry bulb, wet bulb, and dew point temperatures, wind direction and speed, barometric pressure, relative The period depends on the data availability at the location. The information of various weather files is regarding to their corresponding updated formats. This is the case of TMY, updated to TMY2 and TMY3; WYEC, updated to WYEC2; and IWEC, updated to IWEC2.
humidity, cloud cover and type. Later on, the TRY methodology was modified 24, 25 and its scope was expanded to generate a complete weather data set for several locations worldwide. The exact modification of the TRY depended on the institution that created the files. The differences included the weighting of relevant parameters and even the inclusion or not of one or more parameters. One example is the Danish Design Reference Year (D-DRY), 26 which includes specific parameters, such as 5-min values for direct normal radiation, or forecast information to be used for the simulation of energy management systems. To create a D-DRY the data set of basis months are ranked according to the distance (measured in standard deviations) of each variable per month from the value of the long-term mean. The Chartered Institution of Building Services Engineers (CIBSE) in association with the UK Met Office produces CIBSE TRYs for the UK. 27 In the case of the UK TRY originally each of the three environmental parameters carries an equal weighting namely dry bulb temperature, cloud cover (used as a proxy for solar irradiation), and wind speed, this was deemed the most appropriate for the naturally ventilated buildings typical of the UK. 18 In the recent update 27 the environmental parameters have been updated to use dry bulb temperature, cloud cover (used as a proxy for solar irradiation) and relative humidity as primary variables with wind speed as a secondary variable. A comparison of various TRY approaches is in Bilbao et al. 28 while an analysis of UK TRY is in Eames et al. 27 The UK TRY is composed of 12 separate months of data each one chosen to be the most average month among a set of years. The cumulative distribution functions on which the UK TRY is based are made up of the daily mean of values of dry bulb temperature, cloud cover and relative humidity. These daily means are computed using hourly values from all the months of the basis years considered.
Component months are chosen using the FS statistic method, essentially, the three months with the most average values of temperature, radiation and relative humidity are selected. From these three months, the month with the most average wind speed is then selected for the UK TRY. . The Typical Meteorological Year (TMY) 29 is also based on the FS statistic method over the data sets derived from the years 1961-1990. However, the TMY uses more input variables than the TRY: minimum, maximum and mean values of dry bulb temperature, dew point temperature; and minimum and maximum of wind speed. TMY, in addition to global radiation, also includes direct normal radiation. Details of the concept and work arising from the TMY can be found in Lam et al., 30 Ecevit et al. 31 and Yang et al. 32 The use of TMYs 33 is common in the USA, but is also being considered by other countries.
The TMY2 34 and Weather Year for Energy Calculations 2 (WYEC2) 35 are similar to TMY but with more complex solar models. In addition, weightings for dry bulb and dew point temperature are changed slightly to give more emphasis to dry bulb and dew point temperatures and less to wind speed. The base time period for TMY2 is 32 is an alternative to the TMY designed to reduce the data set of the TMY to a set containing a small number of uncorrelated components. The new database is formed by artificial variables generated using principal component analysis. Each component is a combination of the original variables representing a large fraction of the variability in the original data; that is, reducing the database dimensionality while keeping a maximum amount of information.
. The International Weather for Energy Calculations (IWEC) year 36 is an attempt, by the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE), to internationally unify weather files. Given the huge availability of raw weather data on the Web, the strategy behind IWEC is to search the entire Integrated Surface Hourly (ISH) weather data; producing as many 'typical year' weather files as possible. Then to release these in a similar format to TMY3. IWEC files contain weather observations of wind speed and direction, sky cover, visibility, ceiling height, dry-bulb temperature, dew-point temperature, atmospheric pressure, liquid precipitation and current weather for at least 12 years of records but up to 25 years. If the ISH database does not have measurements of solar radiation, then the hourly global horizontal radiation and the direct normal radiation is estimated empirically using the other variables such as sun-earth geometry, cloud cover, relative humidity, temperature difference from three hours previously, and wind speed. IWEC has now been updated to IWEC2 37 to contain slightly more cooling degree-days. There is also substantially more variation in the solar radiation. The IWEC2 weather files have lower weights for global horizontal radiation but higher weights for direct normal solar radiation than the previous version. There are currently 3012 IWEC2 files for locations outside the USA and Canada; TMY3 files are available within USA and Canada. 38 
Files for extreme weather conditions
The typical weather years introduced above are based upon identifying periods of average weather over the basis years. As such these methods are suitable for the calculation of model outputs such as typical annual energy use. However, using average data to produce weather files provides no information about the natural variability of the weather, which is of primary importance when trying to consider extreme or atypical weather conditions. This is needed because extreme weather events such as, heat waves, drought periods or cold snaps are essential for modelling overheating in buildings, 39 analysis of thermal comfort 40 or estimating peak energy use. 41 Extreme weather events are likely to become more frequent in the future as a result of climate change, 11, 42 hence the building engineering community is attempting to adapt building design and occupant behaviour to cope with such extreme events. It is possible to transform typical weather years using a variety of methods. Pernigotto et al. 43 weight the weather parameters involved in TRY computation in different ways depending on if the weather file is intended for heating or cooling analysis following the European technical standard, EN ISO 15927-4. A similar approach is adopted by Kalamees et al., 44 who use weighting factors depending on climate zone variables to modify EN ISO 15927-4 in the computation of heating and cooling energy demand in buildings.
As an alternative to these approaches, there have been specifically designed years to reflect less typical years, for example warmer than average summers. In the following the most important are described:
. The Design Summer Year (DSY) 45 is primarily an attempt to estimate the impact of warmer than average summers and was initially intended primarily for the sizing of mechanical cooling systems. The DSY is the year that falls in the middle of the upperquartile of the basis years' dataset, ranked according to summertime (April to September) average dry bulb temperature, this is generally the third warmest summer for a basis dataset of 20-years. The DSY does not take into account extreme temperatures in individual months or incident solar radiation, both of which are of great significance for assessing the overheating performance of buildings. 39 This means that periods of high temperature (such as heat waves) in relatively cool summers are not considered. This is a problem, as summers such as 2003, which resulted in so many deaths across Europe are often not ranked highly in the basis set when considering average summertime temperature. There are a number of variations of DSY attempting to improve its sensitivity to severe weather conditions, discussed as follows:
The Probabilistic Design Summer Year (pDSY), 46, 47 is based upon different overheating metric to the DSY, namely by selecting years on the basis that they contain events warm enough to cause a degree of overheating within in a notional building that maintains almost the same temperature as the external temperature. In TM49 years are ranked according to a new metric called 'weighted cooling degree-hours' (WCDH), which is the difference between the operative temperature a and the adaptive comfort temperature. 48, 49 Since the greatest values of WCDH are likely to be observed for large return periods, an extended set of basis years are used . For the rest of the UK, a further new metric named the Static WCDH was used with the reference temperature equal to the 93rd centile of dry bulb temperature -the temperature at which the deaths due to overheating can be attributed. However, given the low frequency of occurrence for extreme events even over this range of years, it has been proposed that a synthetic weather generator 50 might be a better option as this could provide a very large number of basis years. The Summer Reference Year (SRY) 51 is based upon the TRY methodology and is intended to represent near-extreme conditions. The SRY adjusts the TRY dry bulb temperatures to values representing the 90th percentile of a temperature distribution function created from the summer months of the basis dataset. Wet bulb temperature, wind speed and atmospheric pressure are consequently changed after this initial adjustment. Solar irradiation follows a similar two-stage process as used for producing the dry bulb temperature. Ultimately, the SRYs should contain at least one warm spell period to be useful in overheating computations. The near extreme DRY 52-54 uses a threefold process to create a weather year. The process requires a large amount of weather data; hence the UKCP09 weather generator is used to produce 3000 basis years. The individual months are ranked according to monthly mean temperature. Twenty years' worth of these ranked months (20 Januarys, Februarys etc.) each centred on the middle of the upper quartile (87.5%) are identified and using the FS statistical method the three months with the lowest combined rank sum of dry bulb temperature, humidity and irradiance are selected. The month within this group of three with the closest mean monthly wind speed to the 20-year average is then chosen. This process is repeated for all 12 months and the DRY is created. This method has the benefit that the process can be used for current or future weather and the method can be altered to favour humidity or irradiance instead of temperature. . The Extreme Meteorological Year (XMY) 55 is an extension of the TMY idea over the whole year and uses the same weather variables and similar weightings as the TMY. The XMY is based upon choosing extremes from the basis set instead of averages. Months with the highest and lowest hourly averages values in the basis years (1999-2013) are combined to form a year with the hottest summer and the coldest winter. . The Untypical Meteorological Year (UMY) 56 is based on the WYEC2 with altered weight parameters to compose the meteorological year. In the UMY the parameters related to maximum and minimum dry bulb temperatures, solar radiation and wind speed were proposed as the most important. Other weight combinations are possible and its use is suitable depending on the climate of the region in which the weather file is computed. 56 UMY files produce comparable results to TMY2 in regular conditions (where a regular weather file would be sufficient) but improves the prediction of the maximum energy use during severe weather events. Limitations of using observed data for typical and extreme weather files Observed (i.e. historical) weather data are the principal source of data for all the weather files, listed in sections 'Files for typical weather conditions' and 'Files for extreme weather conditions'. There are two principal sets of limitations in the use of such data. The first applies to both typical and extreme weather files, and can be summarised as follows:
. Weather files are based on a relatively small number of weather stations with a heterogeneous spatial distribution. The applicability of this data far from the observation site is reduced. Furthermore, as a consequence of the scarcity and irregular spatial distribution, adjacent locations might frequently use different sets of observed years for the generation of weather files. For example, moving a potential building 100 m on a site might mean crossing a weather file boundary, with significant changes in predicted performance. . As the weather files cover large areas, it is also possible for weather files for coastal locations to be applied to inland and upland sites or vice versa, potentially resulting in incorrect and expensive design decisions to ensure compliance with building regulations or guidance.
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. Airports are a common location for weather data collection and there may be clear differences between the environment around such locations and other areas, such as nearby cities. . A consequence of the use of historic weather is that, by definition, the modeller is looking at how the building would have performed given a times series that will never be repeated, not how it will perform in any year that the building might experience after it is constructed. Furthermore, the process used to form standard weather files of stitching the most typical January to the most Typical February, etc., produces a very unlikely time series as these months very rarely occurred successively. However, it is likely that a typical weather file processed from a recent twenty to thirty year time series will be representative of the next decade. At least for annual energy use in a heating dominated climate such as the UK, this approach does give reasonable results in comparison to modelling the building using the complete set of basis years and then picking the average result. 60 The second set of limitations is specifically related to weather files representing extreme weather conditions. These can be summarised as follows:
. The primary limitation of extreme weather files is how to overcome the fact that extreme weather is, by definition, a low frequency event. So, a time series collected to create the typical weather years are not long enough to provide sufficient information about the frequency and intensity of extreme weather events that might only occur once every 50 or 100 years. Also characteristics of weather time series change over time, further complicating the extreme events analysis.
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. The use of historical data implies that no information is contained on how climate change may affect weather patterns and extreme weather events. . There is also cause for concern about the variables chosen to compile the weather files: for example, the DSY does not guarantee correlation with the building internal environment because this also depends on other variables (wind speed, cloud cover, etc.) which are not considered when creating this weather file. 39 The pDSY approach represents a fair advance beyond the simple DSY, but again this weather file does not consider important variables that determine the performance of buildings in hotter summers such as wind and solar radiation. The DRY is more comprehensive, however, there are still issues regarding replicating the natural variability and weather extremes using the weather generators on which this is based. In addition. As an alternative the SRY does consider solar radiation as an independent parameter, however, it excludes wind.
Synthetic weather
In this section, we introduce weather generators, list the most widely used types of generators, and conclude with some limitations of synthetic weather. Given the limitations of historical weather data for the construction of weather files for simulation, interest has grown in the use of synthetic weather data that is able to mimic weather behaviour. Synthetic weather data can provide a valuable aid in the formulation of policies and in the decision-making process by reinforcing the information available at coarser spatiotemporal scales and providing insight in the case where no data is available. Synthetic weather can also simulate extreme conditions which while being statistically representative of the location, have not been observed. Weather generators use computer algorithms that produce a long time-series of weather variables with statistical properties comparable to existing historical records. Weather generators can also simulate meteorological variables at different time scales, on the basis of empirical statistical models, based upon the downscaling of an ensemble of climate model outputs. [62] [63] [64] Weather generators are often developed in two steps: firstly, by modelling of daily precipitation (see Figure 2 ) and then generating the remaining variables of interest based upon the rain occurrence. These variables often are maximum and minimum temperature (T max , T min ), and solar radiation (R). Other variables such as wind direction and speed are then derived from the key variables. The decision of either a wet or dry day depends on the amount of rainfall observed; dry is used if the rainfall is below a certain threshold (usually, 0.02 mm); otherwise the day is classified as wet. For each month different model parameters are used in order to represent the seasonal variations in both the magnitude of climate variables and their cross-correlations (correlations between single variables over different periods of time).
Most widely used weather generators
Weather generators can be classified depending on the assumptions made of the variables on which they are based. The majority of the most widely used weather generators are parametric. That is, they involve assumptions about the statistical properties and distribution functions of the inputs. Non-parametric weather generators are data-driven. The non-parametric weather generators often use resampling and simulation methods that do not need to meet any inherent data assumption. A weather generator which combines the two options is called a semi-parametric weather generator.
A list of the most common parametric weather generator models are described as follows:
. WGEN 65 describes the serial dependence of precipitation, p, using a sequence of possible events in which the probability of each event depends only on the state attained in the previous one (Markov chain). The T max , T min and R values are related to p based upon the wet or dry status of the day. The dependence among these three variables is preserved using cross-correlation coefficients of these variables at different points in time. The WXGEN model 66 is introduced as an adaptation of WGEN for use in soil erosion impact calculations. . The CLIGEN model 67 advances WGEN by producing individual storm parameter estimates, including time to peak, peak intensity and storm duration. This feature allows CLIGEN to be used for soil erosion models. 68, 69 The model reproduces historically accurate monthly distributions of its parameters. These main inputs are: rainfall, temperature, and wind information, along with a number of soil and topographic inputs. However, it is not appropriate for generating daily weather, due to the generation of key variables not being crosscorrelated with precipitation. As a result, variables involving wet-days and solar radiation are not reproduced. . ClimGen 70 uses a similar approach to WGEN. However, the daily precipitation amounts are assumed to follow a Weibull distribution as opposed to the Gamma distribution as used by WGEN. ClimGen generates half hour precipitation intensities using the assumption that precipitation amounts within a storm are exponentially distributed. This makes ClimGen more suitable for estimating extreme rainfall events. 71, 72 . Met&Roll 73 uses the standard deviations of extreme temperatures (T max and T min ) and daily sums of global solar radiation (R) to produce synthetic weather time series for hydrological modelling and crop production assessments. The process is linearly dependent on previous values and on a stochastic term based on first-order autoregressive models (AR1) with an annual cycle and monthly seasonality. . CRU-WG 74, 75 is an improvement upon the WGEN structure. CRU-WG uses the basis years 1961-1990 to estimate the parameters used to calibrate the stochastic model, which generates the daily weather variables. The first variable generated is precipitation, other variables such as T max and T min , pressure, wind speed and sunshine hours, are generated from their observed cross-correlations with precipitation. Other CRU-WG results; such as relative humidity and potential evapotranspiration, among others are derived from these variables. CRU-WG better represents low probability events such as high temperatures and extreme precipitation. . WeaGETS 76,77 is a Matlab-based stochastic daily weather generator for producing daily precipitation, maximum and minimum temperatures series of unlimited length, thus permitting impact studies of low frequency meteorological variables. WeaGETS has the advantage of incorporating the computational schemes of other well-known weather generators, as well as offering unique options, such as correction of the underestimation of inter-annual variability and the ability to use Markov chains of varying orders.
More importantly, the use of Matlab allows for easy modification of the source code to suit the specific needs of users. It would be straightforward, for example, to add different precipitation distribution functions. . WETTREG 78 selects blocks of data from the observed time series based upon classifying circulation patterns that have a strong link to the local regional climate. The average daily temperature is calculated using a 5-day running average. For example, the temperature on the 22 December replaced by the average temperature of 20-24 December. The time series is analysed looking for episodes (e.g. temperature above certain threshold) to identify weather patterns within the climate model data. This is used for the stochastic generation of the other variables. These data are then interpolated to create a complete regionalised time series. . AnaWEGE 79 is a stochastic weather generator based on an 'analogues of circulation' b downscaling methodology that compares atmospheric states, from general circulation models (GCM) data. 80 The similarities produced by these 'analogues of circulation' specify a coherent physical and spatial relationship between a set of locations in which similar large-scale patterns provide suitable initial conditions for generating weather variables. 81 . SUWG, spatialised urban weather generator, 82 is designed to simulate the urban heat island effect. SUWG extrapolates data collected at the weather station at a 30-m height over the city, to study the weather characteristic of neighbourhoods. Then, a 2D grid mesh is applied over the whole city under consideration and heat flux effects of the urbanisation in each of the cells are estimated. By taking into account these urban area effects on the meteorological parameters, it is possible to use the model to obtain data at a suitable height (e.g. 2 m) and adapt SUWG for building energy analysis. . Meteonorm 83 extrapolates hourly data from statistical data for a location. Where statistical data are not available, Meteonorm interpolates from other nearby sites. Meteonorm is a combination of a climate database, a spatial interpolation tool and a stochastic weather generator, with global radiation data obtained from the Global Energy Balance Archive (GEBA). This allows typical years with hourly or minutely time resolution to be created for any site. 84 The
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The most common semi-parametric weather generator model is described as follows:
. LARS-WG 86 is a semi-parametric version of WGEN, which uses a mathematical representation used for a daily weather simulation of the process where the model parameters are directly estimated from the sample data. This has the advantage of requiring no prior assumptions of probability distributions of the parameters. LARS-WG uses semiempirical distributions for the duration of wet and dry day series, daily precipitation and daily solar radiation; this means LARS-WG more closely matches observed data than WGEN. However, both weather generators fail when considering variation in the correlation between variables. This is of importance mainly in the modelling accuracy for estimating weather scenarios where two or more variables interact with each other.
The most common non-parametric weather generator models is described as follows:
. KnnCAD version 4 87 is a non-parametric weather generator algorithm for precipitation and temperature based on spatial rainfall simulations created through associated K-nearest neighbours' weighting. Given that KnnCAD uses non-parametric models for its inputs, it is not necessary to make further assumptions regarding the spatial correlations and the probability distributions for each variable of interest. Consequently, KnnCAD may be applied within a more general framework than parametric and semiparametric weather generators. This allows the use of resampling techniques to obtain an appropriate temporal correlation for the analysis of low frequency events.
Limitations of weather generators
The primary limitation of weather generators is that they are based upon statistics derived from historical observations of weather. This means that it is unlikely that extreme events will be correctly represented, as these will rarely, if at all, have occurred during the short historic record used to create the generator. In addition, there is the inherent assumption that future weather patterns will be the same as those observed historically.
The output from weather generators is synthetic data, thus it is necessary to investigate the output to assess their representativeness. There are several evaluations of weather generators in the literature: Soltani et al. 88 assessed WGEN capabilities. WGEN was found to be representative of both current and future weather. Semenov et al. 89 carried out a comparison between WGEN and LARS-WG for diverse climates. Both generators were found to not reproduce the variability of the data and also underpredicted both heat waves or cold snaps. Hayhoe et al. 68 analysed CLIGEN for the use with the Canadian climate. CLIGEN provides good results with observed mean values but underestimate their variation.
In theory, weather generators can be used to generate enough data to evaluate the probability of extreme weather events. 90 Observed time series represent one single 'realisation' of the climate, whereas a weather generator can create many 'realisations' and hence, potentially, a wider range of feasible situations. Smith and Hanby 91 developed methodologies for generating DSYs based upon iterative weather generator simulations coupled with multiple sampling (up to 100 times) the 30-year period used as the baseline for the predictions. However, there is still a problem with regard to embedding heat waves and cold spells into weather generators, which are generally primed with average data and often constrained by the use of precipitation as input.
There are several studies in the literature examining extreme weather events 50, 63, 92, 93 which might help the applicability of generation of weather files for building simulation. Chen and Brisette 94 compared five weather generators (WGEN, ClimGen, CLIGEN, WeaGETS and LARS-WG) for a dry climate case-study at 54 stations at the Loess Plateau (China). These comparisons were based on reproducing precipitation, minimum and maximum temperatures for various scenarios. As precipitation does not follow a Normal distribution, the comparisons between the weather generators and the observed data were approached by nonparametric statistics.
LARS-WG was found to be better at simulating the overall distribution of daily precipitation, especially at preserving the skewness and kutosis but was worse than Markov chain models for reproducing extreme wet events especially where the observations of such extremes were limited. CLIGEN and WeaGETs performed better than WGEN and ClimGen at simulating daily precipitation amounts with WeaGETs the best at simulating extreme precipitation events. Regarding temperatures, the t-tests showed that neither the observed maximum nor minimum temperatures are significantly different from the generated data at level 0.05 for all 54 stations for all weather generators, apart from WGEN, for 4 stations simulating minimum temperatures. However, the standard deviation was not reproduced for most of the weather generators; the F-test showed that only CLIGEN was statistically similar to observations. Overall WeaGETS had the best performance with respect to reproducing both precipitation and temperatures over the case study region.
Future weather
Climate change is expected to result in an increased frequency and intensity of extreme weather events. It would directly affect key areas for the Nature and human being such as agriculture, 95 water resources 96 and energy systems. 97 The built environment will also go through climate change threats such as those related to overheating issues.
The Intergovernmental Panel for Climate Change (IPCC) has studied climatic change using a number of possible future emissions scenarios. The different scenarios were created by varying the rate of greenhouse gas production using different socio-economic scenarios. 98, 99 As a result of the IPCC fifth Assessment Report (AR5), 100 these emissions scenarios have evolved into representative concentration pathways (RCPs). These RCPs now provide the input to both Global Climate Models (GCMs) and finer resolution Regional Climate Models (RCMs).
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The results obtained from the GCMs and RCMs represent averages over regions or numerical grids, with the size of these grids depending on the model resolution. Even for the highest spatial resolution GCMs, the numerical grid is still too coarse to allow a suitable understanding of the impacts of climate change on the built environment. The finer scale and implied increase in geographic and land surface information of RCMs allows for greater geographic resolution. This enables RCMs to provide weather and climate data at horizontal resolutions up to 50 or even 25 km. Projects such as ENSEMBLES, 104 NARCCAP 105 and CORDEX 106 used combinations of several RCMs to provide higher resolution final models (achieving 10-20 km of horizontal resolution). An alternative to RCMs is to use statistical techniques to 'downscale' GCM models to a finer grid. These techniques directly incorporate observations collected at weather stations and those collected through one or multiple GCMs (by combining various scenarios). This technique assumes that large-scale meteorology and geographic features influence local weather and climate. The climate model data may also need to be temporally downscaled (time scale adjustment) if the resolution is too coarse for the required purpose of the final application.
Both RCM and GCM downscaled data can either be incorporated into a weather generator, which will produce future synthetic series of weather data, 86 or by means of a mathematical transformation (morphing) produce a future time series based upon historic weather observations. 107 The creation of future weather files can be approached in two ways 17 : by combining climate projections with a weather generator to allow the creation of typical future weather years, 108 or by a mathematical transformation (morphing) of the time series of existing current weather files using climate change anomalies from a GCM or RCM. 109 
Climate projections
Each climate model projection is the result of many iterative simulations of climate models (termed a multi-model ensemble). These ensembles are combined to produce the projections of future climate. The following items list a sample of widely used international climate models, such as the Coupled Model Inter-comparison Project (CMIP), and a number of climate models specifically developed in the UK:
. CMIP3/5. CMIP Phases 3 and 5. 110, 111 Under the World Climate Research Programme, the Working Group on Coupled Modelling established the CMIP as a standard experimental protocol for studying the output of coupling comprehensive three-dimensional atmospheric GCMs within oceanic GCM, with sea-ice models and models of landsurface processes. Both CMIP3 and CMIP5 have been used to generate projections of future global climate conditions using a large number of GCMs. CMIP3 and CMIP5 cannot be directly compared due to the different approaches used for estimating future greenhouse gas emissions. CMIP5 uses represents an evolution of the projections achieved by UKCIP02. It is based on a post-processing, phase-transforming simulation of results into probabilistic projections, allowing modelling of the uncertainties associated with the projections. 121, 122 The probabilistic projection methodology in UKCP09 involves sampling climate modelling uncertainties by combining results from perturbed variants of the HadCM3 configuration of the UK Met Office global climate model with projections from an ensemble of alternative international climate models. By comparison, UKCP09 follows only three of the IPCC emissions scenarios but for an increased number of time periods, with decadal time-slices from 2020 to 2080. There are a number of applications arising from the use of UKCIP02 and UKCP09, among them we highlight the project BETWIXT for building simulations and the weather generator EARWIG. The following points introduce these two interesting outcomes:
BETWIXT 123 is a project based on the use of UKCIP02 and CRU-WG to support the provision of daily and hourly meteorological data useful for building applications. A major advance in BETWIXT is fitting models to current and projected future rainfall statistics within the RainClim software package by using factors affecting rainfall derived from an RCM output. Then the hourly rainfall information is aggregated to a daily basis to firstly, generate daily temperature and then run hourly regressions for temperature and other variables. BETWIXT puts special emphasis on dealing with extremes and so third moment order models are used to better fit the model. 124 
EARWIG
118 is a weather generator originally used with UKCIP02 and then iterated for use with UKCP09. It produces an internally consistent series of meteorological variables including: rainfall, temperature, humidity, wind, sunshine, as well as a derivation of potential evapotranspiration. The publically available version of this generator through the UKCP09 data portal produces base line data and up to 3000 years of future weather for a given time period, representing 100 samples of possible climate change chosen randomly from the probability density function, with data available at a 5-km resolution for the UK.
It is worth mentioning the outcomes related to EARWIG and UKCP09 available through the PROMETHEUS project. 59 This was a multidisciplinary project for the creation of future reference year weather data: TRYs and DSYs based on the CIBSE methodology. 17 The aim was to support physical models to identify the problems new buildings will face as a result of climate change. PROMETHEUS produced weather files in .epw format for 51 locations around the UK for the 2030s, 2050s and 2080s decades taking into account the high and medium emissions scenarios. As the approach for creating the files was probabilistic (following the nature of the UKCP09 projections), several files were created for each location and decade; the files were then disaggregated by months, ordered by dry bulb temperature, and then assembled by different percentiles of interest. Similarly, the COPSE project, which had a wider remit than PROMETHEUS, also produced a methodology for the creation of future weather files. 52 COPSE aimed to develop robust methodologies for producing weather data files for assessing building designs in future climates, with particular reference to comfort and energy use. COPSE provided DRYs to be used in the design and sizing of heating and air conditioning systems in buildings. Similar to PROMETHEUS, COPSE also produced TRYs and DSYs. While these COPSE years where designed for the three risk levels of the emissions scenarios (low, medium and high), PROMETHEUS produced probabilistic weather files, providing a choice of five probabilities for each future climate.
At the time of writing the UK Government is planning UKCP18, with the aim of improving the robustness of UK climate projections. UKCP18 focuses on upgrading future climate projections over land through a physical understanding of simulated results. The methodology uses new distributions of possible future changes in weather variables, new spatially coherent projections of climate and downscaled simulations of future climate. It is also likely that the spatial resolution will be lower than 5 km. 125 
Morphing time series of weather data
The alternative to using climate projections to prime a weather generator is to adjust (morph) current weather files 16 or even raw time series data taken at weather stations. 107 The starting point of this method is obtaining high-resolution weather data for a specific site. These data are then morphed using projections from either a GCM or an RCM. This process is often used for the analysis of building energy use or assessing resilience under different future climate scenarios. 126 Morphed weather files use historical observations of weather to represent the present-day climate. This produces meteorologically consistent weather files, but ignores some aspects of future climate change, such as the changing frequency of heat waves. The use of a standard baseline historical time series means that the applicability of any future weather files is constrained by baseline data availability. Additionally, if the baseline data to be morphed is already in the form of a TRY, TMY or similar weather file, then there is also the inherent assumption that any climatic change that occurred between the baseline period of the weather file and the baseline period of the climate projections is negligible. The morphed time series are constructed by 'shifting' and 'stretching' the observed variables using factors produced from the climate change projections. The morphing processes are 107 :
. A 'shift' of x 0 , is applied by adding the projected change to the absolute monthly mean, Áx m . This change of the average value is also known as an absolute change.
where x is a future weather variable which changes in the monthly average but with a variance that remains the same. For instance, a 'shift' is commonly applied to the baseline of atmospheric pressure.
. A 'stretch' of m is represented by scaling a future weather variable. This change to the skewness of the data is also known as a fractional change.
. The associated monthly variance of the variable x also changes: Var(x) ¼ m Var(x 0 ). Despite the changes in the monthly variance, the average remains the same. As an example, solar irradiance needs to be 'stretched' rather than 'shifted' so as not to alter the diurnal cycle between day and night. . Variables can also undergo a combination of 'shift' and 'stretch' transformations.
In this case, we have changes in both the monthly average and monthly variance. Temperature is a variable typically 'shifted' from a baseline in its mean and also 'stretched' in its diurnal range. Eames et al. 60 conducted a comparison between morphing methods and the UKCP09 weather generator. The study showed that the weather generator is able to statistically produce weather data consistent with historical observations for several variables. However, some issues were present at hourly time-scales with the distribution of both the sunshine hours and the direct and diffuse radiation. The morphing procedure tends to overestimate extreme data as it approaches maximum and minimum temperatures independently from the mean when they should be correlated. This is one of the reasons why weather generator methods are known to be better suited to investigating extreme temperatures. In addition, weather generators offer a consistent, finer spatial resolution than morphing, which is reliant on the number and locations of weather stations 42, 60 (whereas, at least in theory, a weather generator can be run for any location).
Limitations of future weather
Ideally, current and future weather files would be correlated so that the building response to the weather files can be directly compared. However, the Morphing method and using weather generator method have their own limitations in this regard and with other issues which are discussed below.
Weather generators produce time series of weather data and while many time series can be produced that are augmented with projections of climate change, the user receives no information about the climate change anomaly applied. Additionally, while weather generators can produce weather data at a 5 km spatial resolution the climate change projections have a spatial resolution of 25 km (in the case of UKCP09). Hence while much effort goes into producing weather generators that work at higher and higher resolutions to account for topographical features, the creation of future weather is limited by the spatial resolution of the underlying GCM/RCM data. Furthermore, the distributions of individual variables are truncated to limit extremes. As such, it is unlikely that extreme events such as heat waves and storms will be present in short time-series. This means that while the probabilistic outputs of the UKCP09 weather generator are a powerful tool for examining the effects of the range of possible climate change on buildings, they are not ideal when planning for resilience against extreme events.
In addition to how extreme events are handled in climate projections, there is also the issue of limitations in the representation and parameterisation of climate physics and uncertainty associated with future greenhouse gas emissions. These limitations are handled by the Socio-economic Emission Scenarios (now Representative Concentration Pathways) which deal with climate change uncertainty by proposing several likely future climate outlines. 127 Weather generators should address these uncertainties 108 and some climate projections have been designed to take this into account. This is the case with UKCP09, where large Monte Carlo simulations of climate change factors endow the projections with the ability to develop a weather generator and sampling strategy that can be used to gather the effects of climate model uncertainty. 128 This uncertainty is typically achieved via a multi-model ensemble of various GCMs and observations and modelled within a Bayesian framework. 129 In a Bayesian statistical model, all uncertain quantities are modelled as random variables with a priori probability distributions produced from previous knowledge of the system. The 'inverse probability' associated with Bayes' theorem allows us to infer unknown quantities, adapt our models, make predictions and learn from data, by combining prior distributions and likelihood into a posterior distributions of parameters.
The use of climate change anomalies to morph historic observations of weather or standard composite weather files also has its own set of limitations in addition to those already mentioned above for the climate change projections. Primary among these is the availability of the baseline weather time series both in terms of spatial resolution and the time period of observations. Climate change anomalies are typically defined according to a baseline period of 1961-1990; hence using a weather file based upon a different time period (or even a shorter period) has the potential to introduce errors into the process, assuming that climate change happens in a uniform, linear manner. The morphing methodology also has the inherent assumption that the weather patterns will not change in the future. The future weather file will contain identical weather patterns to the base weather file albeit with magnitudes of weather variables shifted and stretched by the morphing algorithms. This means that the future weather years will be comparable to the baseline years. Using many years' worth of data for a single location and morphing them might be an interesting approach to cope with the natural variability of climate. However, due to the issues associated with observations of weather, such as missing data, insufficient variables etc. it would be simpler to use a weather generator which includes climate change projections instead. Indeed, through a suitable stochastic weather generator and a combination of climate model realisations, UKCP09 is able to produce time and space consistent future weather files. In general, RCMs with hourly temporal resolution can be used to successfully produce future weather data sets even for the case of extreme conditions 130 through the corresponding climate change projections. However, there are still limitations when using RCMs as their resolution can vary depending on the world region targeted and model(s) employed. Since working with RCMs with multiple variables is computationally intensive, some authors simplify the variables involved in the weather files to just work with the air temperature.
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Including extremes
Extreme weather events can impact building performance with significant, and potentially lethal, consequences. 132 These events include floods, droughts, or heatwave events, among others. In this review, we focus specifically on extreme events that modify the thermal environment of the occupants, i.e. heat waves and cold snaps. The Fifth Assessment report of IPCC 2014, AR5, on its summary for policy makers states that it is likely c that the frequency of heat waves has already increased in large parts of Europe, Asia and Australia. 133 In addition, it is virtually certain that there will be (i) more frequent hot, and fewer cold, temperature extremes on daily and seasonal scales and (ii) heat waves with higher frequency and duration, than at present. 134 A comprehensive review of indicators of heat waves can be found in. 135 
Modelling extreme events
The standard assessment methods on how extreme weather conditions impact the indoor environment are based on thermal comfort. 136, 137 There is a scarcity of studies that cover indoor conditions during severe weather events. An alternative would be to use physiological models to assess risk under extreme events. These models include indices of standard effective temperature, discomfort, physiological strain, and wet bulb global temperature, among others, 138 all of which can provide critical information on the effect of the indoor environment on occupant health. Regarding external conditions, several researchers have looked into the prediction and related causes of severe weather events. A key driver of this research is the need to understand the expected return periods and intensities of extreme events for the rest of the 21st century. This literature can be separated into two streams: (1) the modelling of heat waves as a product of the global weather system; thus using a weather model in conjunction with an RCM, 134 and (2) modelling severe events using weather data combined with statistical analysis. 139 From the first group are the findings given by the IPCC report, which represent the scientific consensus. Results on heat wave modelling using weather scale simulations can be found in references. [140] [141] [142] [143] These proposals work with indices to assess heat wave magnitudes at global and local scale. The frequency and intensity of heat waves is geographically analysed and several future scenarios are considered depending on GCMs, RCMs and emissions of greenhouse gases. The second group's use of data-driven modelling has not been exploited to the same extent as weather scale simulations. The most influential works from this group are by Kysely, 144 Furrer et al., 145 and the recent works of Herrera et al. 11, 146 based on quantile analyses. Through these approaches, the authors are able to characterise and model the frequency and intensity of heat waves and cold snaps based on data from each location. A significant advantage of this approach is that the computational time required is negligible when compared with that needed for weather simulators.
Despite the output of weather models providing useful information on heat waves and their geographical patterns, there is a difficulty in obtaining proper consistent results from simulators. Data-driven models are however more robust and seem to accurately predict the intensity and frequency of extreme events. The downside of the latter approach is that it is highly localised, and large amounts of data are needed to have a realistic prediction of the events.
The standard assessment methods for the indoor environment are based on thermal comfort and have critical limitations regarding heat-health research. 136, 137 The main limitation lies in the scarcity of studies that cover indoor conditions during severe weather events. It is clear that studies on health effects rather than straightforward thermal comfort are needed. 147 An alternative would be to use physiological models from the literature to assess risk under extreme events. The physiological models include indices of standard effective temperature, discomfort, physiological strain and wet bulb global temperature, among others, 138 all of which can provide critical information on the effect of the indoor environment on occupant health. However, due to the lack of coupling between building simulation methods and these physiological models, it is, at present, difficult to directly evaluate the health risks posed by extreme weather.
Due to the growing importance of heat waves and cold snaps to public health, several researchers have looked into their prediction and related causes. A key driver of this research is the need to understand the expected return periods and intensities of extreme events for the rest of the 21st century. This literature can be separated into two streams: (1) the modelling of heat waves as a product of the global weather system; thus using a weather model in conjunction with an RCM, 134 and (2) modelling severe events using weather data combined with statistical analysis. 139, 146 Extreme events in buildings Depending on its characteristics and operation, a building could mitigate or exacerbate exposure to extreme events. 148 Buildings' heating, ventilation and air conditioning systems (HVAC) are designed to cope with a certain range of historical weather conditions to avoid their over-sizing. 149 The coverage is based on annual percentiles of temperature and humidity and typical values include 99.6 and 99% for heating and 1 and 0.4% for cooling. A particular risk level is then chosen according to the end-use of the building (e.g. 99.6-0.4% for hospitals). 48, 150, 151 Therefore, there is an explicit exclusion of truly extreme weather conditions that do not occur most years. Although design calculations for energy services in buildings (such as air conditioning systems) include safety factors, these usually account for commissioning issues or limitations, and should not be relied upon a detailed assessment of extreme weather conditions.
The presence of HVAC systems in dwellings is much more case-specific. Houses in temperate climates such as the UK only have conditioning systems for heating, which are used for the mitigation of cold snaps. 152 The current building stock in much of Europe contains vulnerable households with no-air conditioning (as demonstrated in the heat wave of 2003). In these cases, occupants have to rely on night time ventilation to cool down their homes. However, the combination of urban conditions with low wind speeds and heat island effects and situations in which the night time temperature is also high, makes this is ineffectual, leading to fatal consequences. 153 These difficulties for natural ventilation provision could mean that air conditioning systems in buildings become more prevalent to deal with hotter temperatures. 154 In some regions, there is also a trend towards the adoption of reversible heat pumps, which can provide both cooling and heating. 155 The simulation outputs, regarding the building vulnerability to suffer the consequence of a heat wave, are heavily dependent on the quality of the weather file to drive the external weather signal. As demonstrated earlier, current weather files whether built from historical data or from a weather generator are unlikely to contain an adequate representation of extreme events. One possibility would be, as an advancement of the weather generator approach, to use supersynthetic weather files. Super-synthetic weather files are mathematical approximations of meteorological data sets which can be adapted to have several levels of representativeness of the local weather. Methods such as wavelets or Fourier time series decomposition, are basic examples of approaches to further investigate on the creation of super-synthetic weather files.
One of the main objectives of these files would be provide data that is computationally efficient to simulate to coerce the representation of extreme events. They can be designed to simulate any number of heat waves in summer and cold spells in winter to check building performance.
More extreme heat waves in developed countries where most households have access to air conditioning systems have led to a different problem. The simultaneous cooling demand caused by adverse weather conditions can overcome grid capacity and cause blackouts. 156 Hence, cooling systems may become unavailable during heat waves. This suggests that the reliability and robustness of systems also need to be studied at a building level. Passive heat-wave-resistant designs will be more robust, whereas buildings dependant on HVAC systems (such as big commercial buildings with poor envelope design, e.g. large glazed areas) may be rendered unusable and need to be evacuated in such events.
Conclusions
This paper presents an overview of the methods used to create current and future weather for the analysis of the built environment. Such weather data are generally used to show compliance with policy and regulations, or to examine design alternatives, however, there is a growing need to investigate the resilience of building designs, and buildings, to extreme weather events or to climate change.
From this review it is clear that:
. Current weather files are limited by the weather stations where data are collected and their heterogeneous spatial distribution. While you could just use a specific year such as 2003 to model extremes, for a specific location you would need the year to have been recorded and for the event to be significant for that location. For example, the 2003 heat wave in Paris was more extreme Returning to the seven-part list of requirements presented in 'Introduction' section, the mappings shown in Table 2 can be made.
From this mapping it is clear that the two areas in need of most urgent attention are:
(i) improving the applicability of current and future building simulation weather files to the urban setting. This will require a greater understanding of the physics associated with phenomena such as the urban heat island and also how these may change over time.
In addition, wind models should be adapted to analyse how increased surface roughness associated with cities affects wind speed and directionality. (ii) Including extremes, particularly ones that might cause morbidity, mortality or heating/cooling system failures.
It is not clear how standard weather files as described above can easily incorporate all requirements as described in the table. As a result the next generation of weather files will need to be redesigned if uniform files types are to be developed for the world which are fit for purpose. As a roadmap the next set of current and future weather files should (1) be able to cover countries with a high spatial resolution; (2) be able to incorporate any microclimatic effects such as a local urban heat island; (3) can produce typical years, and also provide 'extreme' or 'unusual' event years ie with events which can be statistically described and can be shown to stress building designs; (4) can do 1, 2 and 3 for future weather; (5) ensures that meaningful interdecadal comparisons can be made of the evolution in the performance of buildings.
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