Let β > 1. Define a class of similitudes S = f i (x) = x β n i + a i : n i ∈ N + , a i ∈ R .
Introduction
Let L θ be the line through the origin in direction θ, and P roj θ denotes the orthogonal projection onto L θ . Given two Borel sets A, B ∈ R, analyzing the set P roj θ (A × B) is a crucial topic in geometric measure theory. The classical Marstrand theorem [3] states that Theorem 1.1. Given two Borel sets A, B ∈ R. Unfortunately, Marstrand theorem does not offer any information for a specific angle θ. For the self-similar sets, Peres and Shmerkin [13] , Hochman and Shmerkin [6] proved the following elegent result.
Theorem 1.2. Let K 1 and K 2 be two self-similar sets with IFS's {f i (x) = r i x + a i } n i=1
and {g j (x) = r log |r i | log |r
and
The condition in Theorem 1.2 is called the irrationality assumption. Note that K 1 +K 2 is similar to P roj π/4 (K 1 × K 2 ). Therefore, Theorem 1.2 states that under the irrationality assumption, the Hausdorff dimension of the projection of two self-similar sets through the angle π/4 does not decrease. Peres and Shmerkin indeed [13] proved a general result in R 2 , i.e. if the group generated by the rotations of IFS is dense in [0, π), then for any angle θ ∈ [0, π), the Hausdorff dimension of the projection of the attractor coincides with the expected Hausdorff dimension. However, without the irrationality assumption, generally the dimension of P roj θ (K 1 × K 2 ) may drop. In this paper, we consider the following class of similitudes: let β > 1, define a class of similitudes S := f i (x) = x β n i + a i : n i ∈ N + , a i ∈ R .
Let A be the collection of all the self-similar sets generated by the similitudes from S. In [13] , Peres and Shmerkin proved the following result. Theorem 1.3. For any K 1 , K 2 ∈ A such that their Hausdorff dimensions coincide with the associated similarity dimensions, then there exists some θ ∈ [0, π) such that
Generally, the Hausdorff dimension of P roj θ (K 1 ×K 2 ) is difficult to calculate. The main aim of this paper is to analyze the set P roj θ (K 1 × K 2 ), and give an estimation of its Hausdorff dimension.
The following are the main results of this paper.
Theorem 1.4. Given any θ ∈ [0, π), and any
is similar to a self-similar set or an attractor of some infinite iterated function system.
In terms of Theorem 1.4, we have the following corollaries.
Corollary 1.6. Given k ≥ 1. Suppose that β is a Pisot number. Let K 1 be the attractor of the following IFS f i (x) = x β k + a i , 1 ≤ i ≤ n , and K 2 be the attractor of the following IFS
is similar to a self-similar set with the finite type condition [12] . Moreover, the Hausdorff dimension of P roj θ (K 1 × K 2 ) can be calculated explicitly.
is similar to an attractor with infinite iterated function system. Then there exist two attractors J 1 , J 2 with infinite iterated function systems such that
where s 1 (θ) is the Hausdorff dimension of J 1 , and s 2 (θ) is the similarity dimension of J 2 .
For some cases, even though P roj θ (K 1 × K 2 ) is similar to some attractor with infinite iterated function system which does not satisfy the open set condition, we can still calculate the exact Hausdorff dimension of P roj θ (K 1 × K 2 ). The following example is one of the typical cases. Example 1.8. Let K 1 = K 2 be the attractor of the IFS
Suppose that β > 1.39, then for any θ ∈ arctan
where γ ≈ 1.2684 is the largest real root of
We can find similar examples as Example 1.8 and calculate the Hausdorff dimension of P roj θ (K 1 × K 2 ) for some explicit angle θ.
This paper is arranged as follows. In section 2, we give the proofs of the main results. In section 3 we analyze Example 1.8. Finally, we give some remarks.
2 Proof of Theorem 1.4
Preliminaries and some key lemmas
In this section, we shall prove that P roj θ (K 1 × K 2 ) is similar to a self-similar set or an attractor with infinite iterated function system. First, we introduce some definitions and results. The definition of self-similar set is due to Hutchinson [7] . Let K be the self-similar set of the IFS {f i } m i=1 . For any x ∈ K, there exists a sequence (i n )
We call (i n ) a coding of x. We can define a surjective projection map between the symbolic space {1, . . . , m} N and the self-similar set K by
Usually, the coding of x is not unique [1, 2] . Given two self-similar sets K 1 and K 2 from the class A. Suppose that the IFS's of
, respectively. Note that
Therefore, we can identify f i (x) with a block (000 · · · 0
any block (000 · · · 0
can determine a unique similitude with respect to β. For simplicity we denote this block byP i = (000 · · · 0
In what follows, we identify f i with fP
Similarly, we may define blocks in terms of the IFS of
The following lemma is trivial.
Lemma 2.1.
We call the infinite concatenationP
Proof. Note that P roj θ (x, y) is point on the line L θ at distance
where s = tan θ.
By Lemma 2.2, if we want to analyze (P roj
, it suffices to consider the set
The infinite iterated function systems (IIFS) play a pivotal role in this paper, we first introduce some definitions and related results of this powerful tool.
There are two definitions of the invariant set of IIFS, see for example, [4] , [9] and [5] .
We adopt Fernau's definition [4] .
Suppose that there exists a uniform 0 < c < 1 such that for every φ i ∈ A, |φ i (x) − φ i (y)| ≤ c|x − y|, then we say A is an infinite iterated function system. The unique non-empty compact set J is called the attractor (or invariant set) of A if
where A denotes the closure of A. We call s 0 , which is the unique solution of the equation
In [9] , Mauldin and Urbanski gave another definition of the attractor of IIFS, i.e.
which yields that J 0 = i∈N φ i (J 0 ). However, for this definition the attractor J 0 may not be unique or compact, see example 1.3 from [4] . Evidently, J 0 = J. In what follows, J 0 means that the attractor is in the sense of Mauldin and Urbanski while J refers to Fernau's definition.
The following result can be found in [9, 10, 5] . We shall utilize this result to calculate the Hausdorff dimension of P roj θ (K 1 × K 2 ). Theorem 2.4. Let J 0 be the attractor of some IIFS with the open set condition, then
The following definitions are defined in a natural way.
The value of the blockP
The following definition was essentially given in [8] , we slightly modify the definition. Definition 2.6. Take u blocksP
then we call A + B a Matching with respect to β, where
and there are precisely k pPip 's in the concatenationP it 1 * P it 2 * · · · * P it u , B = sQ jw 1 * sQ jw 2 * · · · * sQ jw v , and there are precisely l q (sQ jq )'s in the concatenation sQ jw 1 * sQ jw 2 * · · · * sQ jw v , where
Remark 2.7. In [8] , the definition of Matching is incorrect. We need a little modification. Due to the condition u i=1 k i p i = v j=1 l j q j , it follows that the lengths of A and B coincide. Therefore, we can define the sum of these two concatenated blocks. A Matching is also a block which is the sum of some concatenated blocks from D 1 and D 
All the Matchings generated by
Note that in this example the lengths of the Matchings should be 4k, k ∈ N + due to the lengths of blocks from D 1 and D ′ 2 . Clearly, the block (00000000000A) = (0000) * (0000000A),
i.e. the block (00000000000A) can be concatenated by another two Matchings. For such case, we do not take (00000000000A) as a Matching.
The following result can be found in [8] . 
Denote all the Matchings by
Since each Matching determines a similitude with respect to β (the approach is the same as we identify each similitude of K 1 with some blockP i ), it follows that D uniquely determines a set of similitudes Φ ∞ {φ 1 , φ 2 , φ 3 , φ 4 , · · · }. If the cardinality of D is finite, then K 1 + sK 2 is clearly a self-similar set. We will prove this fact in the next subsection. If ♯D is infinite, then we define
and E is a solution of the equation E = i∈N φ i (E), [9] .
Proof of Theorem 1.4
First we assume that the cardinality of all Matchings is infinitely countable. In Lemma 2.1 we give a new definition of the codings of K i , 1 ≤ i ≤ 2. For any x + sy ∈ K 1 + sK 2 , we denote the coding of x+ sy by (x n + sy n ) ∞ n=1 , where (x n ) and (y n ) are the codings of x and y, respectively. By Lemma 2.1, We know that (x n ) ((sy n )) can be decomposed into infinite blocks from D 1 (D ′ 2 ), namely, (x n ) = X 1 * X 2 * · · · and (sy n ) = sY 1 * sY 2 * · · · .
Let (a n ) ∞ n=1 = (x n + sy n ) be a coding of some point x + sy ∈ K 1 + sK 2 , where (x n ) ∞ n=1 and (y n ) ∞ n=1 are the codings of x ∈ K 1 and y ∈ K 2 , respectively. Given k > 0, we call (c i 1 c i 2 · · · c i k ) a word of (a i ) ∞ i=1 with length k if there exists some j > 0 such that c i 1 c i 2 · · · c i k = a j+1 · · · a j+k . Let C = (a n ) = (x n + sy n ) : there exists some N ∈ N + such that any word of
is not a Matching .
Lemma 2.10. Let (a n ) ∈ C, for any ǫ > 0 we can find a coding (b n ) ∞ n=1 which is the concatenation of infinite Matchings such that
Proof. Let (a n ) ∈ C. For any ǫ > 0, there exists some n 0 ∈ N such that β −n 0 < ǫ. We will define some (b n ) ∞ n=1 such that its value in base β is a point of E. Case 1. Suppose a 1 a 2 a 3 · · · a n 0 is a Matching or a concatenation of some Matchings, then we can choose any (b n 0 +i ) ∞ i=1 that is the concatenation of infinite Matchings. Therefore,
where M, M ′ are positive constants. Therefore, we have proved that there exists some
Case 2. If a 1 a 2 a 3 · · · a n 0 is not a concatenation of some Matchings, by virtue of the definition of (a n ), (a n ) = (x n +sy n ), where (x n ) = (X 1 * X 2 * · · · ), (sy n ) = (sY 1 * sY 2 * · · · ) are the codings of some points in K 1 and K 2 , respectively. Suppose that there exist p, q such that a 1 a 2 a 3 · · · a n 0 is a prefix of (X 1 * X 2 * · · · * X p ) + (sY 1 * sY 2 * · · · * sY q ), the lengths of X 1 * X 2 * · · · * X p and sY 1 * sY 2 * · · · * sY q may not coincide. Nevertheless, we may still define the summation of their common prefixes. Assume that the length of X 1 * X 2 * · · · * X p and sY 1 * sY 2 * · · · * sY q are k 1 and k 2 , respectively. Then
is a Matching or a concatenation of some Matchings as the blocks (X 1 * X 2 * · · · * X p )
and (sY 1 * sY 2 * · · · * sY q ) k 1 have the same length. Moreover, the initial n 0 digits of (X 1 * X 2 * · · · * X p ) k 2 + (sY 1 * sY 2 * · · · * sY q ) k 1 is a 1 a 2 a 3 · · · a n 0 . Now, we can make use of the idea in the first case.
Proof. For any ǫ > 0 and any x + sy ∈ K 1 + sK 2 , we can find a coding (a n ) such that x + sy = ∞ n=1 a n β −n . If there exists a subsequence of integer n k → ∞ such that (a 1 a 2 a 3 · · · a n k ) is always a concatenation of some Matchings, then by the definition of
it follows that x + y ∈ E. If (a n ) ∈ C, by Lemma 2.10 there exists b ∈ E such that |b − x − y| < ǫ.
Lemma 2.12.
Proof. Since
it follows that E = i∈N + φ i (E), which yields that
i.e. we have
Conversely,
, by Lemma 2.11 it follows that
Proof of Theorem 1.4: Lemma 2.9 states that there are at most countably many Matchings generated by D 1 and D ′ 2 . Suppose that the cardinality of Matchings is infinitely countable, then by Lemma 2.12, K 1 + sK 2 is an attractor of Φ ∞ . If the cardinality is finite, then K 1 + sK 2 is a self-similar set. The proof is similar to Lemmas 2.11 and 2.10. For this case we may not approximate the coding of x + sy ∈ K 1 + sK 2 . Indeed, we can directly find a coding which is the concatenation of infinite Matchings such that the value of this infinite coding is x + sy, i.e. E = K 1 + sK 2 .
Therefore, in terms of Mauldin and Urbanski's result [9] , Lemmas 2.12 and 2.2, we have Proposition 2.13. For any θ ∈ [0, π),
The following results were proved in [8] .
Lemma 2.14. If C is countable, then for any s ∈ R, dim H (E) = dim H (K 1 + sK 2 ).
Lemma 2.15. Given any k ∈ N + . Let K 1 be the attractor of the following IFS
and K 2 be the attractor of the following IFS
Dimension of K
In [8] , we proved the following results.
Lemma 2.16. If the similarity ratios of K 1 are homogeneous, denoted by β −k , k ∈ N + , and the similarity ratios of K 2 have the form
Lemma 2.17. If ♯(D) is finite, then K 1 + sK 2 is a self-similar set.
Proof of Corollary 1.6. Corollary 1.6 follows from Lemmas 2.16, 2.17 and Nagi and Wang's finite type condition [12] .
We are interested in the case when K 1 + sK 2 is an attractor of some infinite iterated function system. For this case, we utilize Moran's idea [11] , and find a sub-infinite iterated function system such that the new IIFS satisfies the open set condition and the Hausdorff dimension of two attractors coincides.
For convenience, we introduce the Vitali algorithm. Let Φ ∞ = {φ 1 , φ 2 , φ 3 , φ 4 , · · · } be the IIFS generated from the set of all the Matchings. The attractor of this IIFS is
). Now we implement the Vitali process. Take any φ ∈ Ψ * , if φ n has been selected for 1 ≤ n ≤ k, then we pick φ k+1 from Ψ * satisfying the following conditions,
This process is finished if the selection of φ k+1 is no longer possible. Denote all the similitudes selected from the Vitali process by Ψ. Moran [11] proved the following theorem.
where r i is the similarity ratio of φ i ;
Therefore, by means of Lemma 2.11 and Theorem 2.18, it follows that
which gives an lower bound of dim H (P roj θ (K 1 × K 2 )). For the upper bound, we use the similarity dimension of E. The following lemma is standard. Proof. Let δ > 0, there exists some k > 0 such that
where Cov(E) denotes the convex hull of E. By the definition of E, it follows that
Then for any k ≥ 1,
Therefore,
Note that
Proof of Theorem 1.7. Theorem 1.7 follows from Lemma 2.19, Theorem 2.18.
One example
In this section, we give one example to illustrates how to find the Hausdorff dimension of P roj θ (K 1 × K 2 ) in terms of Theorems 2.4 and 2.18.
Example 3.1. Let K 1 = K 2 be the attractor of the IFS
and β > 1.41. Then
where c(n) = 1 n is odd 0 n is even e(n) = 1 n is even 0 n is odd
Let O = (0, 1 + s), and I = [0, 1 + s]. It is easy to check the following statements, see Figure 1 . 
where n ≥ 1.
Hence, if β > 1.39 then the following inequalities hold
In other words, let θ ∈ arctan
the open set condition with the open set (0, 1 + s). In terms of Theorem 2.4 and Lemma 2.14, it follows that
where γ * is largest real root of x 12 − 2x 8 − 2x 4 + 1 = 0. It is easy to check that
For the second case, note that s = tan θ = In this case the IIFS does not satisfy the open set condition, see the first iteration in Figure 2 . We make use of the Vitali process to find the Ψ. It is not difficult to check that in Φ ∞ only for the pair (h 2 , φ 2 ), h 2 (O) ∩ φ 2 (O) = ∅. For other similitudes (S 1 (x), S 2 (x)) = (h 2 , φ 2 ), Hence, we implement the Vitali process and find all the similitudes of Ψ, i.e.
where φ 2 k (Φ ∞ \ {φ 2 , f }) = {φ 2 k • h : h ∈ Φ ∞ \ {φ 2 , f })} for any k ≥ 1.
By Theorem 2.18 and Lemma 2.14, it follows that dim H (P roj θ (K 1 × K 2 )) = log γ log β , where γ ≈ 1.2684 is the largest real root of 
Final remarks
We can obtain the following stronger result.
Theorem 4.1. Take any K 1 , K 2 , · · · , K n ∈ A and any real numbers p 1 , · · · , p n . If there are some 1 ≤ i = j ≤ n such that p i , p j = 0, then
is a self-similar set or an attractor of some infinite iterated function system.
The proof of this result is similar to Theorem 1.4. Therefore, we can consider the set
and obtain similar result as Theorem 1.4. Finally, we pose the following question:
Question 4.2. Take K 1 , K 2 ∈ A and θ ∈ [0, π). If
then must the IFS (IIFS) of the attractor, which is similar to P roj θ (K 1 × K 2 ), satisfy the open set condition?
