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Implicit summation is a technique for the conversion of sums over intermediate states in mul-
tiphoton absorption and the high-order susceptibility in hydrogen into simple integrals. Here, we
derive the equivalent technique for hydrogenic impurities in multi-valley semiconductors. While the
absorption has useful applications, it is primarily a loss process; conversely, the non-linear suscepti-
bility is a crucial parameter for active photonic devices. For Si:P, we predict the hyperpolarizability
ranges from χ(3)/n3D = 2.9 to 580× 10−38 m5/V2 depending on the frequency, even while avoiding
resonance. Using samples of a reasonable density, n3D, and thickness, L, to produce third-harmonic
generation at 9 THz, a frequency that is difficult to produce with existing solid-state sources, we
predict that χ(3) should exceed that of bulk InSb and χ(3)L should exceed that of graphene and
resonantly enhanced quantum wells.
INTRODUCTION
Multiphoton absorption requires a high intensity, and
was first observed shortly after the invention of the laser
using impurities in solids [1] and alkali vapour [2]. Al-
though multiphoton absorption is useful for metrology
and modulators, and can be enhanced where there is
near-resonance of an intermediate state as in the case
of Rb [3], it is essentially a loss process contributing an
imaginary part to the non-linear susceptibility. The cor-
responding real part is responsible for a great variety of
wavelength conversion processes such as harmonic gen-
eration, first observed in quartz [4] and later in atomic
vapours [5] including alkalis [6]. THz multiphoton ab-
sorption has been shown to be very large in hydrogenic
shallow impurities in semiconductors, even without inter-
mediate state resonances [7], due to the large dielectric
screening and low effective mass. Here, we predict giant
values for the real part of the THz non-linear susceptibil-
ity for doped silicon and germanium. This finding opens
access to novel applications for these materials in THz
photonics. For example, tripling the output of a 2-4 THz
quantum cascade laser through third-harmonic genera-
tion would fill the frequency gap currently only filled by
larger, more expensive systems. We show that a good
efficiency can be obtained for third-harmonic generation
with doped silicon and germanium. Our theory can be
readily applied to any donor in any semiconductor host
where the effective mass approximation is valid, and our
discussion makes it clear that a giant value of χ(3) is ex-
pected for donors with a small binding energy in a host
with a large dielectric constant and small effective mass.
The theory developed in this paper is appropriate for
frequencies both near to and far from loss-inducing reso-
nances, including the effects of effective mass anisotropy,
multi-valley interactions and the central cell correction.
The method could easily be applied to other systems with
complicated potentials, such as multi-quantum wells. Al-
though this work focuses on perturbative harmonic gen-
eration, we anticipate that shallow impurities may also
be useful for non-perturbative high-harmonic generation
(HHG) [8, 9] taking advantage of the excellent control
over the carrier-envelope phase of few-cycle pulses in this
THz regime, which can be used to enhance HHG [10].
RESULTS
The implicit summation technique
From N th-order perturbation theory [7, 11] the N-
photon absorption (NPA) transition rate may be written
as
w(N) = 2pi
(2piαfs)
N
N
|M (N)|2
[
E2H
ε
N/2
r INa
]
INmΓ
(N)
~2
, (1)
where Ia = E
2
H/~a2B , aB is the Bohr radius, EH the
Hartree energy, and αfs the fine structure constant.
M (N) is a dimensionless transition matrix element, and
Im is the intensity of the light in the medium with
relative dielectric permittivity εr. The lineshape func-
tion Γ(N) (ω) has unit area. For silicon and germa-
nium donors, the factors inside the bracket are renor-
malized, and of particular importance here Ia is ten or-
ders of magnitude smaller for silicon than it is for hydro-
gen. This is apparent from the formulae of the Hartree
energy and Bohr radius for donors in these materials:
EH = mt(e
2/4pi0~)2, and aB = 4pi0~2/mte2, where
mt is the transverse effective mass and  the dielectric
constant [12]. Both germanium and silicon have a small
mt and large , raising the Bohr radius and lowering the
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2binding energy. The wavefunction is therefore signifi-
cantly larger than that of alkali atoms, leading to an en-
hanced dipole matrix element and hence a substantially
stronger interaction with light.
The details of the spectrum given by Eqn(1) are con-
trolled by M (N), which is influenced in silicon by the indi-
rect valley structure, the anisotropic effective mass, and
the donor central cell correction potential. Our main aim
here is to calculate these effects. For single-photon ab-
sorption (N = 1) between states |ψg〉 (the ground state)
and |ψe〉 (the excited state), M (1) = 〈ψe| .r |ψg〉 /aB ,
where  is a unit vector in the polarization direction, and
Eqn (1) reduces to Fermi’s golden rule. For two-photon
absorption,
M (2) =
EH
~a2B
∑
j
〈ψe| .r |j〉 〈j| .r |ψg〉
ωjg − ωeg/2 ,
in the E.r gauge, which may be written as M (2) =
〈ψe| ζG1ζ |ψg〉 where ζ = .r/aB ,
Gn =
EH
~
∑
j
|j〉 〈j|
(ωjg − nω) , (2)
and ω = ωeg/N . The states |j〉 are intermediate states,
and along with |ψe〉 & |ψg〉 they are eigenstates of H |j〉 =
~ωj |j〉, where H is the Hamiltonian in the dark. For
general multiphoton absorption,
M (N≥2) = 〈ψe| ζGN−1ζ . . . ζG2ζG1ζ |ψg〉 . (3)
The summation in Eqn (2) can be avoided [11] by
noticing that (H −Wn)Gn = EH , where Wn = ~ωg +
n~ω, and ω = ωeg/N as already mentioned, and by using
the completeness relation
∑
j |j〉 〈j| = 1. In other words,
Gn = EH (H −Wn)−1 . (4)
Rewriting Eqn (3), M (N) = 〈ψe| ζ |ψN−1〉 where |ψ0〉 =
|ψg〉 and |ψn〉 is the solution of the partial differential
equation (PDE) G−1n |ψn〉 = ζ |ψn−1〉. Instead of finding
M (N) by repeated application of Eqn (2), which requires
infinite sums (that might be reduced down to a few terms
if there are obvious resonances), we may now use Eqn (4)
and the PDE at each stage, which can be simpler.
The Nth-order susceptibility far from any multiphoton
resonances may also be calculated using the Nth-order
perturbation theory [13]. For example, the “resonant”
term in the third-order susceptibility, χ(3)(3ω), is
n3De
4
0~3
∑
l,k,j
〈ψg| .r |l〉 〈l| .r |k〉 〈k| .r |j〉 〈j| .r |ψg〉
(ωlg − 3ω)(ωkg − 2ω)(ωjg − ω) ,
where e is the electron charge, and n3D is the concentra-
tion. χ(3) may be written in a similar form to Eqns (1)
& (3), and for N th order,
χ(N) = C(N)
[
aB
I
N/2
a
]
n3De
N+1
~N/2ε0
, (5)
where C(N) = 〈ψg| ζGN . . . G2ζG1ζ |ψg〉 is a dimension-
less matrix element that may be found in a similar way
to M (N), either by repeated application of Eqn (2)— as
has been done previously for alkali metal vapours [6]—
or by using the implicit summation method of Eqn (4)
with the only difference being ω 6= ωeg/N . The antires-
onant terms [13] and other non-linear processes, such as
sum-frequency generation, can be calculated with simple
modifications to Wn at each step.
Multi-valley theory for donors in silicon and
germanium
In this section, we develop the multi-valley theory for
the nonlinear optical processes of donors based on the
effective mass approximation (EMA). For simplicity of
presentation, we describe the derivation for silicon; the
case of germanium is discussed in the Supplementary Ma-
terials. It will become apparent that our theory is readily
applicable to any donor in any host as long as the EMA
is reliable.
To apply the method to donors, we require
|ψg〉 , ωg, |ψe〉 , ωe and H |ψn〉. Silicon and germanium
are indirect with equivalent conduction band minima
(valleys) near the Brillouin zone edge; each minimum
is characterized by a Fermi surface that is a prolate el-
lipsoid with transverse & longitudinal effective masses,
mt,l. According to the Kohn-Luttinger effective mass
approximation [14], the state |ψj〉 of a shallow donor can
be decomposed into slowly varying hydrogenic envelope
functions, one for each valley, modulated by plane-wave
functions corresponding to the crystal momenta at the
minima, kµ (and a lattice periodic function that is unim-
portant here). We write ψj(r) =
∑
µ e
ikµ.rFj,µ(r), where
Fj,µ(r) is the slowly varying envelope function. We have
neglected the lattice periodic part, uµ(r), of the Bloch
functions for the simplicity of presentation. A rigorous
derivation with uµ(r) included is provided in the Supple-
mentary Materials, but it does not lead to any change in
the final equations for the envelope functions (Eqns (7)
and (8) below).
We separate the potential into the slowly varying
Coulomb term of the donor V (r), and a rapidly vary-
ing term due to the quantum defect that is short range,
U(r), referred to as the central cell correction (CCC).
Within the EMA, the kinetic energy term in the Hamil-
tonian operates only on the envelope function, and the
EMA Schrodinger equation may be written as∑
µ
eikµ.r [H0 + U − ~ωj ]Fj,µ(r) = 0, (6)
where H0 includes the Coulomb potential V (r):
E−1H H0 = − 12a2B
[
∂2x + ∂
2
y + γ∂
2
z
]−aBr−1 using a valley-
specific coordinate system (x, y, z where z is the valley
3FIG. 1. Multiphoton intermediate states |fn,m,µ〉 and their
interactions produced by dipole excitation polarized along x1
(horizontal arrows for the µ = 1 valley and diagonal arrows
for the µ = 2 valley) and produced by Ucc (vertical arrows).
axis, i.e., the valley-frame is rotated relative to the lab-
frame of x1, x2, x3). The kinetic energy has cylindrical
symmetry because γ = mt/ml 6= 1, and V (r) and U(r)
are spherical and tetrahedral respectively. H0 produces
wavefunctions that are approximately hydrogen-like, and
U(r) mixes them to produce states that transform as the
A1,E and T2 components of the Td point group.
We take U(r) to be very short range, and we ne-
glect the small change in the envelope functions over the
short length scale 2pi/|kµ|. Premultiplying Eqn (6) by
e−ikµ′ .r and averaging over a volume (2pi/|kµ|)3 around
r, the Schrodinger eqn now reads [H0 − ~ωj ]Fj,µ(r) +∑
µ′ Uµµ′δ(r)Fj,µ′(r) = 0, where δ(r) is the Dirac delta
function, and Uµµ′ =
∫
dr ei(kµ′−kµ).rU(r). For an
A1 state, all the envelope functions have the same
amplitude at r = 0, hence,
∑
µ′ Uµµ′δ(r)Fj,µ′(r) =
−Uccδ(r)Fj,µ(r), where Ucc = −
∑
µ′ Uµµ′ . It is found
experimentally that for E and T2 states, the CCC has a
rather small effect, and so we neglect it. Since H0 has
cylindrical symmetry, the component of angular momen-
tum about the valley axis is a conserved quantity, i.e.,
Fj,µ(r) = e
imφfj,m,µ(r, θ), where m is a good quantum
number, and now fj,m,µ is a 2D function only. Substitut-
ing into the Schrodinger eqn, premultiplying by e−im
′φ
and finally integrating over φ, the eigenproblems are[
H
(m)
0 − Uccδ(r)− ~ωj
]
f
(A1)
j,m,µ(r, θ) = 0,[
H
(m)
0 − ~ωj
]
f
(E,T2)
j,m,µ (r, θ) = 0, (7)
where H
(m)
0 = H0 +EHa
2
Bm
2/2(r sin θ)2. We solve Eqns
(7) using a 2D finite element method (FEM) (see Sup-
plementary Materials).
We focus on silicon, in which case the valley index, µ,
runs over (±1,±2,±3), where 1,2,3 are the three crystal
axes, and we let the light be polarized along a crystal
axis, x1, by way of illustration; the calculation for ger-
manium and other polarization directions is described in
the Supplementary Materials. For the µ = ±1,±2,±3
valleys, aBζµ = z, x, y = r cos θ, r sin θ cosφ, r sin θ sinφ,
respectively, because each has its coordinate rotated so
that z is the valley axis. Following the expansion of ψj in
terms of the fj,m,µ, we write the intermediate state func-
tions as ψn(r) =
∑
m,µ e
imφeikµ.rfn,m,µ(r, θ), substitute
them into G−1n ψn = ζψn−1, premultiply by e
−ikµ′ .r, av-
erage over a volume of (2pi/|kµ|)3, premultiply by e−im′φ,
and finally, integrate over φ. Since f0,0,µ = fg,0,µ for all
µ, we find that fn,m,3 = i
−mfn,m,2 and fn,m,−µ = fn,m,µ,
and
[
H
(m)
0 −Wn −D
]
fn,m,1 − 2Dfn,m,2 = (EH/aB) r cos θfn−1,m,1,[
H
(m)
0 −Wn − 2D
]
fn,m,2 −Dfn,m,1 = (EH/aB) r sin θ [fn−1,m−1,2 + fn−1,m+1,2] /2, (8)
where D = Uccδ(r)δm,0/3 and δm,0 is the Kronecker
delta. In the above equations we drop the valley-specific
coordinates in fn,m,µ for notational simplicity, and the
coordinates in H
(m)
0 and the right hand side are under-
stood to belong to the valley of the envelope function
that they act on.
It is evident that Eqns (8) are not coupled by Ucc when
the envelope function is zero at the origin. The ground
state |ψ0〉 = |ψg〉 has only m = 0 components, and it has
even parity. Therefore, |ψ1〉 has odd parity according to
Eqns (8), so the Ucc coupling term is suppressed. By the
same logic, the Ucc coupling is only non-zero for even n
and m = 0. In the case of |fn,m,1〉, there is only dipole
coupling to the functions with the same m, while for
|fn,m,2〉 the dipole coupling is to states with ∆m = ± 1.
The latter couplings are identical, so fn,−m,µ = fn,m,µ.
Figure 1 shows how the intermediate states are coupled
by dipole excitation and the CCC.
Eqns (8) can be solved by sequential application of the
2D FEM [15]. To test our numerical calculation we first
compute C(3) for hydrogen, and each of the resonant and
antiresonant terms is shown in Fig 2. Their sum is shown
in Fig 3, and we find excellent agreement within 0.2% of
the previous result obtained from a Sturmian coulomb
4FIG. 2. Contributions to C(3) from the resonant and anti-
resonant terms for hydrogen: 〈ψ0| ζG3ζG2ζG1ζ |ψ0〉 (blue),
〈ψ0| ζG−1ζG2ζG1ζ |ψ0〉 (yellow), 〈ψ0| ζG−1ζG−2ζG1ζ |ψ0〉
(green), and 〈ψ0| ζG−1ζG−2ζG−3ζ |ψ0〉 (red). At ω = 0,
the two terms containing G−2 have opposite signs to the two
terms with G2, and the sum tends to 222.
Green function in Ref. [16].
DISCUSSION
Giant third-order nonlinear susceptibility
Since silicon and germanium donors have an isotropic
potential in an isotropic dielectric, the lowest-order non-
linear response is determined by χ(3). The χ(3) spec-
trum for each (including the antiresonant terms) is shown
in Fig 3. We took the parameters for silicon obtained
from spectroscopic [17] and magneto-optical measure-
ments [12, 18], which are γ ≈ 0.208, aB ≈ 3.17 nm
and EH ≈ 39.9 meV. The parameters for germanium
are γ ≈ 0.0513, aB ≈ 9.97 nm and EH ≈ 9.40 meV [19].
Resonances occur when 3ω = ωeg, labelled according to
|ψe〉, and there are also sign-changes at which |χ(3)| goes
to zero. In the range of frequency shown, we also ob-
serve a two-photon resonance for 1sA1 → 1sE, which is
an obvious illustration of the need for a multivalley the-
ory. There is no 3ω resonance with 1sT2 within the ap-
proximations made above in which there is no intervalley
dipole coupling. The effect of Ucc on χ
(3) and the NPA
matrix element is shown in Fig 4. The low-frequency
response of C(3) is illustrated at 100 GHz. Two higher-
frequency curves are included, with both far from 3ω res-
onances, half way between the 2p0 and 2p± resonances,
and between the 3p0 and 3p±. We choose these aver-
FIG. 3. The χ(3) spectrum for hydrogenic donors Si:P and
Ge:P, with light polarized along a valley axis in each case,
and hydrogen (all calculations from this work). A hydro-
genic atomic vapour (Rb) is shown for comparison (data from
Ref. [6]). Labels indicate the excited state for 3ω = ωeg res-
onances and one 2ω resonance. The top axis applies only to
Si:P and indicates the frequency in THz.
age frequencies since χ(3) for Si:P varies slowly around
them (see Fig. 3) and hence would not be sensitive to
small experimental variations in the light frequency. For
the 2p-average frequency, the 2ω resonance with the 1sE
produces a coincidental zero-crossing for Si:Bi. Example
results for the intermediate state wavefunctions produced
in the calculation are shown in Fig 5. The state |ψ2〉 is
much larger in extent (and in magnitude) than |ψ0〉, and
the extra node in the radial dependence due to the con-
tribution of 2s is visible at about 5nm. Similarly, the
state |ψ3〉 is much larger in extent (and in magnitude)
than |ψ1〉.
The square bracket in Eqn (5) gives the scaling of χ(N)
from hydrogenic atoms in vacuum to hydrogenic impuri-
ties in semiconductors, just as that in Eqn (1) does for
w(N), and as before, the much smaller Ia greatly increases
the strength of the non-linearity. For example, the low-
frequency limit of the hyperpolarizability χ(3)/n3D for
Si:P is much larger than that for hydrogen or alkali metal
vapours such as Rb [6], as shown in Fig 3.
Some of the highest values of χ(3) have been reported
for solids, e.g., 2.8 × 10−15 m2/V2 for InSb [20] and
2 × 10−16 m2/V2 for GaTe [21]. To convert the hy-
perpolarizability to a bulk χ(3) value requires the con-
centration. To match InSb with Si:P at low frequency
where C(3) ≈ 1 (Fig 4) (and χ(3)/n3D = 2.9 × 10−38
5m5/V2) requires a donor density of n3D = 10
17 cm−3
(where the donor-donor distance is 10aB). At high fre-
quency, the hyperpolarizability is much higher, but the
density should be lower to avoid inhomogeneous concen-
tration broadening of the nearby excited levels. For ex-
ample, C(3) ≈ 20 between the 2p0 and 2p± resonances at
ω = ω¯2p/3 = 2pi × 3.2 THz (Fig 4), and we match InSb
at a density of n3D = 5× 1015 cm−3 at which concentra-
tion the 2p lines are well resolved [22]. If 3ω is moved
even closer to the 2p± resonance (or if the resonance is
tuned with a magnetic field [18]), then χ(3) could easily
exceed InSb. Losses due to dephasing by phonon scat-
tering may become important if the time spent in the
intermediate states exceeds the phonon lifetime. Since
the inverse of the former is given approximately by the
detuning (∆f∆t ≥ 1/2pi) and the inverse phonon-limited
width (1/piT2 = 1 GHz [23, 24]), then this loss is negligi-
ble for much of the spectrum. At 50 GHz below the 2p±
line so that such losses may be ignored, C(3) ≈ 200, and
χ(3) is an order of magnitude above InSb.
We are not aware of any larger values for bulk me-
dia, but higher “bulk” values have been reported for
2D systems such as graphene and MoS2 for which χ
(3)L
data are divided by an interaction thickness L to ob-
tain χ(3); in particular, reports for graphene range from
10−19 [25, 26] to 10−15 m2/V2 [27] for near-IR exci-
tation and up to 10−10 m2/V2 in the THz region un-
der resonant enhancement by landau levels in a mag-
netic field [28]. In the case of coupled quantum wells,
large values of χ(3) may be engineered through reso-
FIG. 4. The effect of the CCC on C(3) (left panel) and
the NPA absorption matrix element M (N) (right panel). The
abscissa is the binding energy of the ground state (which is
31.5meV at Ucc=0), ω¯2p = (ω2p0 +ω2p±)/2−ωg is the average
transition frequency to the 2p levels, and likewise for ω¯3p. The
binding energies of the Group V shallow donors are indicated
in the left panel. The resonance and zero-crossing in the left
panel, as well as the peaks in the 2p0 (3PA) and 2sA1 (4PA)
matrix element on the right are due to the (2ω) resonance
with the intermediate 1sE state.
FIG. 5. The wavefunctions |ψ0〉 , |ψ1〉 , |ψ2〉 and |ψ3〉 for Si:P
(i.e., a binding energy of ~ωg = −45.5meV) in the x3 = 0
plane. The frequency used for this calculation is the average of
the 2p0 and 2p± resonances, and the colour scale is normalized
separately for each panel. The white bars on the top right
indicate a length scale of 5nm.
nances, as demonstrated up to 10−14 m2/V2 [29]. How-
ever, since the non-linear effect is limited by the inter-
action length, the 2D χ(3)L is probably a better fig-
ure of merit in these cases, and for THz field-enhanced
graphene with 50 layers, χ(3)L = 9 × 10−20m3/V2 [28],
or χ(3)L = 1.4×10−18 m3/V2 for resonant coupled QWs
[29]. Even higher values are predicted for doped QWs up
to χ(3)L = 5 × 10−17 m3/V2 [30]. To match this value
with Si:P at ω = ω¯2p/3 = 2pi×3.2 THz and n3D = 5×1015
cm−3 (see above) would require a sample thickness of
L = 2 cm. Obviously, the required thickness can be
significantly reduced when close to resonance, or for ger-
manium.
Efficient third-harmonic generation
The non-linear susceptibility is important for predict-
ing the strength of frequency conversion processes such
as third-harmonic generation (3HG), and we use this as
an example application to investigate the utility of the
medium. A solution for the amplitude of the generated
wave produced by 3HG, neglecting absorption, is given
by [31]. Converting to irradiance in MKS units,
Iout
Iin
=
(
3ωinχ
(3)LIin
40n2c2
)2
=
(
Iinfinn2D
x
C(3)
)2
(9)
where Iin is the irradiance of the input pump wave at fre-
quency fin, and n is the geometric mean of the refractive
6indexes for the input and output waves, and n2D = n3DL.
Note that the isotropy mentioned earlier means that the
polarization of the input and output waves must be par-
allel. We ignored a factor for the phase matching, which
is unity if the length of the sample L  Lc, where the
coherence length Lc = pic/(3ωin[nout − nin]). Si:P at
room temperature has a nearly constant n = 3.4153 in
the range from 1 THz to 12 THz [32], leading to typical
values of Lc ≈ 10 cm. The factor x = 6.9×1023W/cm2×
THz× cm−2 for silicon. For comparison, germanium has
x = 9.2× 1019W/cm2 × THz× cm−2.
To illustrate the possible applications of this high χ(N),
we note that two types of THz diode lasers are avail-
able, the quantum cascade laser (QCL) from 0.74 THz
[33] to 5.4 THz [34] with output powers of up to a few
W [35, 36], and the hot hole (p-Ge) laser [37, 38] with
a similar range and power. However, there is a large
gap in the availability of solid-state sources from about
5 THz to about 12 THz [39], where the GaAs Rest-
strahlen band renders laser operation impossible. This
is an important region for quantum qubit applications
[40–43]. Currently, the gap is only filled by larger, more
expensive systems (difference frequency generators and
free electron lasers). Tripling the output of 2-4 THz
QCLs would fill the gap, but their output powers are
far smaller than those typical for a pump laser in stan-
dard tripling applications, so a giant non-linearity is crit-
ical. At ω = ω¯2p/3 = 2pi × 3.2 THz, C(3) ≈ 20, so for
n2D = 10
16 cm−2 (see above), a 1% predicted conver-
sion may be obtained with 100 kW/cm2, and by moving
to 50 GHz below the 2p± resonance this value could be
brought down to 10 kW/cm2, which is just about achiev-
able with a well focussed QCL, and would thus provide
enough output for spectroscopy applications. A nonlin-
ear process that may possibly reduce the 3HG efficiency
is multiphoton ionization [44] since it reduces the popula-
tion of the donors in the ground state. When ω = ω¯2p/3,
for example, a four-photon absorption takes the electron
to the continuum. We estimate this ionization in Si:P
using the implicit summation method and find the rate
is w = 3.17 s−1 for Iin = 10 kW/cm
2
. This result simply
means that the pulses must be kept significantly shorter
than a second to avoid significant ionization.
In summary, we calculated the absolute values of the
THz non-linear coefficients for the most common semi-
conductor materials, lightly doped silicon and germa-
nium, which are available in the largest, purest and most
regular single crystals known. The values we obtain for
off-resonance rival the highest values obtained in any
other material even when resonantly enhanced, and the
material could gain new applications in THz photonics.
We also predict the highly efficient third-harmonic gen-
eration of THz light in doped silicon and germanium.
Our multi-valley theory for nonlinear optical processes
of donors in silicon and germanium can be readily ap-
plied to any donor in any semiconductor host in which
the effective mass approximation is reliable.
MATERIALS AND METHODS
Details of the finite element computation used for solv-
ing the coupled partial differential equations (Eqns (8))
are provided in the Supplementary Material.
Data availability: Data for Nguyen Le
et al. Giant non-linear susceptibilityof hy-
drogenic donors in silicon and germanium”,
https://doi.org/10.5281/zenodo.1257357. The data
underlying this work is available without restriction.
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There are several theoretical innovations described in the main paper, and in this supplementary materials we
provide the derivations. Implicit summation has already been developed for hydrogen, and several versions of the
multivalley effective mass for silicon donors are available with different techniques and levels of approximation. Here
we have developed:
1. The implicit summation technique for multiphoton non-linear susceptibility and multiphoton absorbtion in a
multivalley donor, including an approximate central cell correction.
2. A successful but simple 2D Finite Element Method (FEM) for solving for the partial differential equations that
appear in the implicit summation technique, including the inter-valley coupling due to the CCC, that can be
written in a few lines of code in standard packages (we used Mathematica). The same method can be used to
obtain the wavefunction and energy of a multivalley donor.
In order to implement the implicit summation technique for the multiphoton process we will require solution of
the Schrödinger equation H |ψj〉 = ~ωj |ψj〉 for the ground state and for the excited state in the case of absorption,
and we will also require solution of PDEs of the form [H −Wn] |ψn〉 = Ô.r |ψn−1〉 where H is the Hamiltonian and
|ψ0〉 is the ground state. We therefore require a prescription for both diagonalising H and using it in a PDE, ideally
consistently. In the main text we derive the Schrodinger equation and the PDEs for the intermediate states in the
valley-specific spherical coordinates of the lab frame, in practice it is better to work in a stretched frame where the
kinetic term is isotropic as the FEM converges faster with increasing mesh density in this frame (see below). In this
Supplementary Materials all the equations are expressed in the spherical coordinates of this stretched frame.
I. MULTIVALLEY SCHRÖDINGER EQUATION
Silicon is indirect with six equivalent conduction band minima (valleys) near the Brillouin zone edge X-points, each
characterized by Fermi surfaces that are prolate ellipsoids, characterized by the effective mass ratio γ. According
to the Kohn-Luttinger effective mass approximation (EMA) [1], the wavefunction ψj(r) of a shallow donor can be
decomposed into six equivalent, slowly varying hydrogenic envelope functions, each modulated by plane wave functions
corresponding to crystal momentum at the minima kµ (and a lattice periodic function that is unimportant here).
The Hamiltonian comprises a kinetic energy term that operates only on the envelope function, the slowly varying
Coulomb potential of the donor V (r), and a rapidly varying potential due to the quantum defect that is short
range, U(r), referred to as the central cell correction (CCC). The kinetic energy has cylindrical symmetry because
γ Ó= 1, and V (r)&U(r) are spherical and tetrahedral respectively. The first two terms produce wavefunctions that
are approximately hydrogen-like and the third mixes them to produce states that transform as the A1, E and T2
components of the Td point group. We write
ψj(r) =
∑
µ=±1,±2,±3
eikµ.rukµ(r)Fj,µ(r), (1)
where Fj,µ(r) is the envelope function and the valley index µ runs over ±1,±2,±3 where 1,2,3 are the three crystal
axes. For simplicity of derivation we first assume that ukµ(r) = 1. A more rigorous derivation where this assumption
is relaxed is provided in Sec. III. We note that there is no change in the form of the final equations.
Substituting Eqn (1) (with ukµ(r) = 1) into the Schrödinger equation
H |ψj〉 = ~ωj |ψj〉 (2)
within the EMA produces ∑
µ=±1,±2,±3
eikµ.r [H0 + U(r)− ~ωj ]Fj,µ(r) = 0, (3)
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2where
H0 = −EHa
2
B
2
[
∂2
∂x2
+ ∂
2
∂y2
+ γ ∂
2
∂z2
]
− EHaB√
x2 + y2 + z2
, (4)
and the Coulomb potential V (r) is the last term. Here γ = mt/ml, aB = 4piÔ0Ôr~2/mte2 and EH = mte4/(4piÔ0Ôr)2
where mt is the transverse effective mass, ml the longitudinal effective mass and Ôr the dielectric constant of silicon.
It has been written using a valley-specific coordinate system x, y, z where z is the valley axis, i.e. this frame is rotated
relative to the lab frame x1, x2, x3. In all this work x, y, z (and later r′, θ′, φ′) refer to the valley coordinate frame and
x1, x2, x3 refer to the lab frame crystal axes.
The plane wave factors are quickly varying compared with every other factor except U(r). Since U(r) is very
short-range, it effectively samples the wavefunction amplitude at the origin. Premultiplying Eqn (3) by e−ikµ′ .r and
averaging over a volume (2pi/k0)3 around r where k0 = |kµ| produces
[H0 − ~ωj ]Fj,µ(r) +
∑
µ′=±1,±2,±3
Uµµ′δ(r)Fj,µ′(r) = 0, (5)
where δ(r) is the Dirac delta function and
Uµµ′ =
∫
dr ei(kµ′−kµ).rU(r). (6)
Clearly the U term only affects states with significant amplitude at r = 0 due to the δ-function, i.e. principally the
1s state.
For an A1 state all the envelope functions have the same amplitude at r = 0, hence
∑
µ′ Uµµ′δ(r)Fj,µ′(r) =
−Uccδ(r)Fj,µ(r) where Ucc = −
∑
µ′ Uµµ′ . It is found experimentally that for E and T2 states the CCC has rather
small effect and so we neglect it. The eigenproblems for A1 and for E, T2 states are then respectively:
[H0 − Uccδ(r)− ~ωj ]Fj,µ(r) = 0, (7)
[H0 − ~ωj ]Fj,µ(r) = 0. (8)
These equations are the same for all µ, and we solve them using a valley-specific coordinate system x, y, z where z is
the valley axis. The states with odd parity envelopes have Fj,µ(0) = 0, so the A1, E and T2 states are degenerate,
whereas even parity envelopes have Fj,µ(0) Ó= 0 and the central cell correction lowers the energy of the A1 states.
II. FINITE ELEMENT METHOD FOR HYDROGENIC DONORS WITH ANISOTROPIC MASS AND
CENTRAL CELL CORRECTION
Equations (7) and (8) can be solved with a Finite Element Method (FEM). We first perform a sequence of trans-
formations in order to achieve a combination of simplification of the problem and improving the rate of convergence
as the FEM mesh density is increased. First we transform x, y, z to an anisotropic frame that symmetrizes the kinetic
energy (with the side-effect that the Coulomb potential is made anisotropic):
x = x′,
y = y′,
z = √γz′, (9)
(and obviously z′ is still the valley axis, and x′, y′, z′ are still rotated relative to the lab frame) producing
Hs0 = −
EHa
2
B
2
[
∂2
∂x′2
+ ∂
2
∂y′2
+ ∂
2
∂z′2
]
− EHaB√
x′2 + y′2 + γz′2
. (10)
We now transform to spherical polar coordinates to take advantage of the spherical symmetry of the kinetic energy
term, and again because it improves the FEM convergence
x′ = r′ sin θ′ cosφ′,
y′ = r′ sin θ′ sinφ′,
z′ = r′ cos θ′, (11)
3where θ′ is the zenith angle away from z′ and φ′ is the azimuthal angle around z′ away from x′, and the symmetrized
polar Hamiltonian is
Hsp0 = −
EHa
2
B
2
[
1
r′2
∂
∂r′
(
r′2
∂
∂r′
)
+ 1
r′2 sin2 θ′
∂2
∂φ′2
+ 1
r′2 sin θ′
∂
∂θ′
(
sin θ′ ∂
∂θ′
)]
− EHaB
r′
√
1− (1− γ) cos2 θ′ . (12)
We choose the wavefunction
Fj,µ(r) = eimφ
′
fj,m,µ(r′, θ′) ≡ eimφ′ 1
r′
Yj,m(r′, θ′), (13)
and there is no µ dependence on the RHS because all valleys are equivalent and the coordinates are valley-oriented.
Since m is a good quantum number we now have a 2D problem and Eqns (7) and (8) become[
Hsp2d0 − (Ucc/
√
γ)δ(r′)− ~ωj
]
Yj,m(r′, θ′) = 0[
Hsp2d0 − ~ωj
]
Yj,m(r′, θ′) = 0. (14)
where the symmetrized polar 2D Hamiltonian is
Hsp2d0 = −
EHa
2
B
2
[
∂2
∂r′2
− m
2
r′2 sin2 θ′
+ 1
r′2 sin θ′
∂
∂θ′
(
sin θ′ ∂
∂θ′
)]
− EHaB
r′
√
1− (1− γ) cos2 θ′ . (15)
Finally, we compress the radial scale to a tangent space, which transforms the semi-infinite rθ plane onto the finite
rectangle 0 < η < pi/2, 0 < θ < pi, and again we find that it gives the improved convergence with increasing FEM
mesh density:
r′ = r0 tan η, (16)
The constant r0 is a scaling factor, and numerical experiments show that it should be chosen to be comparable to the
radius of wavefunction of interest for an accurate result. Now we have[
Hsp2dc0 − (Ucc/
√
γ)δ(r′)− ~ωj
]
yj,m(η, θ′) = 0, (17)[
Hsp2dc0 − ~ωj
]
yj,m(η, θ′) = 0, (18)
where the symmetrized polar 2D compressed Hamiltonian is
Hsp2dc0 = −
EHa
2
B
2r20
(
cos2 η ∂
∂η
(
cos2 η ∂
∂η
)
− m
2 cot2 η
sin2 θ′
+ cot
2 η
sin θ′
∂
∂θ′
(
sin θ′ ∂
∂θ′
))
− EHaBr
−1
0 cot η√
1− (1− γ) cos2 θ′ . (19)
For our numerical calculation we model the Dirac delta function δ(r′) by a short range step function Θ(rcc −
r′)/(4pir3cc/3) = Θ(rcc − r0 tan η)/(4pir3cc/3) where rcc ¹ aB . We fix rcc = 0.1aB and use a bisection procedure
to find the value of Ucc that reproduces the experimental energy of the 1sA1 state in Eqn (7).
The net transformation is
x = r0 tan η sin θ′ cosφ′,
y = r0 tan η sin θ′ sinφ′,
z = √γr0 tan η cos θ′. (20)
The wavefunctions should be normalized with
Z = 2pir0
√
γ
∫ pi/2
0
dη sec2 η
∫ pi
0
dθ′ sin θ′|yj,m(η, θ′)|2. (21)
We can classify the wavefunction yj,m(η, θ′) by parity p and the quantum number m, with m an integer. The
functions with p,m both odd or both even satisfy the symmetric condition y(η, θ′) = y(η, pi− θ′), while the functions
with p,m opposite parity satisfy the anti-symmetric condition y(η, θ′) = −y(η, pi− θ′). Therefore we need to solve for
y(r, θ′) only in the domain 0 ≤ θ′ ≤ pi/2. The boundary conditions for symmetric and anti-symmetric functions in θ′
are
Γs : y(0, θ′) = y(pi/2, θ′) = 0,
Γa : y(0, θ′) = y(pi/2, θ′) = y(η, pi/2) = 0. (22)
In our numerical calculation we choose ηmax = pi/2.1 to avoid divergence in the numerical integral of the multiphoton
matrix elements.
4III. INTERVALLEY COUPLED MULTIPHOTON PDES
A. Silicon
In this section we derive the intervalley coupled PDEs that appear in the implicit summation technique (Eqn M8
in the main text). After obtaining the ground state |ψ0〉 = |ψg〉 we want to solve the PDE
(H −Wn) |ψn〉 = EHζ |ψn−1〉 , (23)
where ζ = Ô.r/aB , and we use a similar expansion for the multivalley intermediate state wavefunctions as was used
for the eigenstates of H in Sec. I.
ψn(r) =
∑
µ
eikµ.rukµ(r)Fn,µ(r), (24)
and ψ0(r) is given by the A1 ground state, hence F0,µ(r) can be obtained from solving Eqn (7). Again assuming
ukµ(r) = 1 as in Sec. I and substituting into Eqn (23), we obtain within the EMA
(H −Wn)ψn(r) =
∑
µ
eikµ.r[H0 + U(r)−Wn]Fn,µ(r) = EHζ
∑
µ
eikµ.rFn−1,µ(r). (25)
Premultiplying by e−ikµ′ .r and averaging over a volume (2pi/k0)3 around r produces
[H0 −Wn]Fn,µ(r) +
∑
µ′
Uµµ′δ(r)Fn,µ′(r) = EHζFn−1,µ(r), (26)
where Uµµ′ is given in Eqn (6). In this paper we neglect the energy shift due to the CCC of the 1sE and 1sT2 states,
and this is equivalent to assuming that Uµµ′ is nearly the same for all µ, µ′. Let us denote U‖ for µ′ = µ, U± for
µ′ = −µ, and U⊥ for all other combinations, in a perturbative treatment of the CCC the energy shift of the 1sA1, 1sE
and 1sT2 are given by (U‖+U±+4U⊥)|FKL(0)|2, (U‖+U±−2U⊥)|FKL(0)|2, and (U‖−U±)|FKL|(0)|2, respectively [2],
where FKL(r) is the unperturbed single-valley envelope function of the ground state without the CCC, as discussed
by Kohn and Luttinger [1]. Neglecting the shift in the 1sE and 1sT2 states means that
U‖ ≈ U± ≈ U⊥ = −Ucc/6, (27)
so we can replace Uµµ′ by −Ucc/6. By symmetry (i.e knowing that we start from the symmetric A1 ground state
which has |g, µ〉 the same for each valley with equal amplitudes, and knowing that the polarization ζ is the only factor
that breaks the symmetry), Fn,µ = Fn,−µ, so each Ucc term is doubled up and there are three coupled equations:[
H0 −Wn − Ucc3 δ(r)
]
Fn,1(r)− Ucc3 δ(r) [Fn,2(r) + Fn,3(r)] = EHζFn−1,1(r),[
H0 −Wn − Ucc3 δ(r)
]
Fn,2(r)− Ucc3 δ(r) [Fn,1(r) + Fn,3(r)] = EHζFn−1,2(r),[
H0 −Wn − Ucc3 δ(r)
]
Fn,3(r)− Ucc3 δ(r) [Fn,1(r) + Fn,2(r)] = EHζFn−1,3(r). (28)
In the above equations the Hamiltonian H0 is given by Eqn (4) with the valley-specific coordinates in H0 understood
to be belong to the valley of the envelope function that it acts on. We wish to transform to the same frame as used
for the eigenstate calculation. In solving for the eigenstates we use wavefunctions like Eqn (13) in the valley-specific
anisotropic spherical polar frame (r′, θ′, φ′) so that θ′&φ′ are relative to the valley axis:
Fn,µ(r) =
∑
m
eimφ
′
fn,m,µ(r′, θ′) ≡
∑
m
1
r′
eimφ
′
Yn,m,µ(r′, θ′), (29)
and substitute into the PDEs, premultiply by eim′φ′ and integrate over φ′. The operator ζ is polarization dependent,
and the valley specific coordinates make it valley-specific too. In the case of [100] polarized light i.e. aBζ = x1, we
have aBζ1 = z =
√
γr′ cos θ′, aBζ2 = x = r′ sin θ′ cosφ′, aBζ3 = y = r′ sin θ′ sinφ′, and we obtain
[H0 −Wn −D]Yn,m,1 −D(Yn,m,2 + Yn,m,3) = (EH/aB)√γr′ cos θ′Yn−1,m,1,
[H0 −Wn −D]Yn,m,2 −D(Yn,m,1 + Yn,m,3) = (EH/aB)r′ sin θ′ 12 (Yn−1,m−1,2 + Yn−1,m+1,2) ,
[H0 −Wn −D]Yn,m,3 −D(Yn,m,1 + Yn,m,2) = (EH/aB)r′ sin θ′ 12i (Yn−1,m−1,3 − Yn−1,m+1,3) , (30)
5FIG. S1. Multiphoton intermediate states |fn,m,µ〉 and their interactions produced by dipole excitation along x1 (horizontal
arrows for the x1 valley and diagonal arrows for the x2 valleys) and produced by Ucc (vertical arrows). NB the x3 valley
function is the same as for the x2 valley. For calculation of χ(N) only |fN,0,1〉 and |fN,±1,2〉 are needed.
where H0 is given in Eqn (15), D = (Ucc/3√γ)δ(r′)δm,0 and δm,0 is the Kronecker Delta. In the above equations we
drop the valley-specific coordinates in Yn,m,µ for notational simplicity, and again the coordinates in H0 and ζ belong
to the valley of the envelope function that they act on. Note that the off-diagonal terms on the LHS are zero unless
m = 0. The second and third equations are equivalent with
Yn,m,3 = i−mYn,m,2, (31)
so in the tangent space the Υn,m,µ(η, θ′) are
[H0 −Wn −D] Υn,m,1 − 2DΥn,m,2 = (EH/aB)√γr0 tan η cos θ′Υn−1,m,1,
[H0 −Wn − 2D] Υn,m,2 +−DΥn,m,1 = (EH/aB)r0 tan η sin θ′ 12 (Υn−1,m−1,2 + Υn−1,m+1,2) ,
where the Hamiltonian is now given by Eqn (19). It is evident that these equations are coupled by Ucc when m = 0
and the parity is even (shown by the vertical arrows on Fig. S1).
In the case of an arbitrary polarization Ô, since we are free to rotate the valley-specific coordinates around the valley
axis, we can always choose a coordinate such that Ô has only the components Ô‖µ along the z axis and Ô⊥µ along the x
axis, and the component along y is zero, for all valleys µ. Repeating the steps for deriving Eqn (30) we obtain
[H0 −Wn]Yn,m,µ −D
∑
µ′
Yn,m,µ′ =
EH
aB
r′
[
Ô‖µ
√
γ cos θ′Yn−1,m,µ + Ô⊥µ
sin θ′
2 (Yn−1,m−1,µ + Yn−1,m+1,µ)
]
, (32)
for µ, µ′ = 1, 2, 3. By utilizing this free choice of coordinate rotation we see that the envelope functions depend only
on the angle between the polarization vector and the valley axes. For polarization along the [1,1,1] crystal axis, for
example, Ô‖µ = 1/
√
3 and Ô⊥µ =
√
2/3 for all µ, and it is evident from Eqn (32) that Yn,m,µ must be the same for all
µ, and Eqn (32) reduces to
[H0 −Wn − 3D]Yn,m,µ = EH
aB
r′
[√
γ
3 cos θ
′Yn−1,m,µ +
√
2
3
sin θ′
2 (Yn−1,m−1,µ + Yn−1,m+1,µ)
]
, (33)
where Y0,0,µ = Yg,0,µ.
NB: Although the coordinate representation of vectors like Ô and functions like Yn,mµ is coordinate dependent,
scalars such as the NPA matrix element M (N) and the nonlinear susceptibility C(N) must be coordinate invariant.
While one may obtain an apparent different form for Yn,m,µ in a rotated frame, the final results for M (N) and C(N)
have to stay the same.
B. Germanium
For germanium Eqn (32) also applies with µ, µ′ = 1, 2, 3, 4 for the four CB minima valleys along the [1,1,1] equivalent
crystal axes, and D = Uccδ(r′)δm,0/4√γ). The valley axes are given by the directional unit vectors uµ = [1, 1, 1]/
√
3,
6[−1, 1, 1]/√3, [1,−1, 1]/√3 and [1, 1,−1]/√3. For light polarized along the [1,1,1] crystal axis, the components of the
polarization vector in the valley-specific coordinates are
Ô
‖
1 = Ô.u1 = 1, Ô⊥1 = 0,
Ô
‖
2 = Ô.u2 = 1/3, Ô⊥2 =
√
1− (Ô‖2)2 = 2
√
2/3,
Ô
‖
3 = Ô.u3 = 1/3, Ô⊥3 = 2
√
2/3,
Ô
‖
4 = Ô.u4 = 1/3, Ô⊥4 = 2
√
2/3. (34)
Since Ô has the same components in valleys 2, 3, 4, we see from Eqn (32) that fn,m,2 = fn,m,3 = fn,m,4, and hence
there are only two independent envelope functions, fn,m,1 and fn,m,2. Equation (32) now becomes[
H
(m)
0 −Wn −D
]
fn,m,1 − 3Dfn,m,2 = EH
aB
r′
√
γ cos θ′fn−1,m,1,[
H
(m)
0 −Wn − 3D
]
fn,m,2 −Dfn,m,1 = EH
aB
r′
[√
γ cos θ′
3 fn−1,m,2 +
√
2 sin θ′
3 (fn−1,m−1,2 + fn−1,m+1,2)
]
,
(35)
We used the following parameters for Ge:P: γ = 0.05134, EH = 9.40 meV, aB = 9.97 nm [3], and E(1sA1) = −12.89
meV [4]. The interaction between the envelope functions fn,m,µ for germanium is shown in Fig. S2.
IV. A RIGOROUS DERIVATION OF THE INTERVALLEY COUPLED MULTIPHOTON PDES
In the previous sections we derive the intervalley coupled multiphoton PDEs by assuming ukµ(r) = 1, which
allows an intuitive and simple derivation of the equations. Here we relax this assumption. We start with the full
Hamiltonian including the silicon lattice potential, and approximations within the multivalley effective mass theory
are stated clearly.
The Hamiltonian for an impurity electron is H = HSi + V (r) where HSi = −(~2/2me)∆ + VSi(r) and VSi(r) is the
crystal potential of the silicon lattice. The impurity potential is V (r) = −e2/4piÔ0Ôrr+U(r), where U(r) is the central
cell correction.
The first Brillouin zone of silicon can be divided into six equal subregions Γµ, µ = ±1,±2,±3, each contains a
conduction band minimum. In the one band approximation, the intermediate state |ψn〉 can be expanded using the
Bloch states of the conduction band
ψn(r) =
∑
µ
∑
k∈Γµ
Fn,µ(k)φk(r), (36)
FIG. S2. Multiphoton intermediate states |fn,m,µ〉 and their interactions produced by dipole excitation (horizontal arrows
and diagonal arrows) and produced by Ucc (vertical arrows) for germanium.
7where φk(r) = eik.ruk(r) is the Bloch function of the pure crystal. It is the eigenstate of the unperturbed Hamiltonian
HSiφk(r) = E(k)φk(r). (37)
In the approximations of the multivalley effective mass theory, we assume Fn,µ(k) is non-vanishing only in a small
pocket of the Brillouin zone around the conduction band minimum at kµ, so we can replace uk(r) by ukµ(r) for each
valley and Eqn (36) becomes
ψn(r) =
∑
µ
Fn,µ(r)eikµ.rukµ(r), (38)
where the envelope function is Fn,µ(r) =
∑
k∈Γµ Fn,µ(k)e
i(k−kµ).r. The implicit-summation PDEs are
(H −Wn)ψn(r) = ζ(r)ψn−1(r), (39)
where ζ(r) = Ô.r. Substituting ψn(r) from Eqn (36)∑
µ
∑
k∈Γµ
(E(k) + V (r)−Wn)Fn,µ(k)φk(r) =
∑
µ
∑
k∈Γµ
ζ(r)Fn−1,µ(k)φk(r). (40)
Multiply by φ∗k′(r) with k′ from the valley Γν , integrate over r and use the orthonormality of the Bloch functions,
we have
(E(k′)−Wn)Fn,ν(k′) +
∑
µ
∑
k∈Γµ
Fn,µ(k)
∫
dr φ∗k′(r)V (r)φk(r) =
∑
µ
∑
k∈Γµ
Fn−1,µ(k)
∫
dr φ∗k′(r)ζ(r)φk(r) (41)
for k′ closed to kν and k closed to kµ, we apply the usual approximation of multivalley EMT and replace the atomic
parts uk′(r) and uk(r) in the Bloch functions by ukν (r) and ukµ(r), respectively. The above equation becomes
(E(k′)−Wn)Fn,ν(k′) +
∑
µ
∫
dr e−i(k
′−kν).r
∑
k∈Γµ
Fn,µ(k)ei(k−kµ).r
Vνµ(r)
=
∑
µ
∫
dr e−i(k
′−kν .r)
∑
k∈Γµ
Fn−1,µ(k)ei(k−kµ).r
 ζνµ(r),
(E(k′)−Wn)Fn,ν(k′) +
∑
µ
∫
dr e−i(k
′−kν).rFn,µ(r)Vνµ(r)
=
∑
µ
∫
dr e−i(k
′−kν).rFn−1,µ(r)ζνµ(r), (42)
where the valley-orbit coupling potential and dipole operator are
Vνµ(r) = φ∗kν (r)V (r)φkµ(r)
ζνµ = φ∗kν (r)ζ(r)φkµ(r). (43)
Multiply Eqn (42) by ei(k′−kν).r′ and summing over k′ ∈ Γν we have for each term∑
k′∈Γν
(E(k′)−Wn)Fn,ν(k′)ei(k′−kν).r′ =
∑
k′∈Γν
(E(−i∇′ + kν)−Wn)Fn,ν(k′)ei(k′−kν).r′
= (E(−i∇′ + kν)−Wn)Fn,ν(r′),∑
k′∈Γν
∑
µ
∫
dr e−i(k
′−kν).(r−r′)Fn,µ(r)Vνµ(r) =
∑
µ
∫
dr
[ ∑
k′∈Γν
e−i(k
′−kν).(r−r′)
]
Fn,µ(r)Vνµ(r)
≈
∑
µ
∫
dr δ(r − r′)Fn,µ(r)Vνµ(r) =
∑
µ
Fn,µ(r′)Vνµ(r′),
∑
k′∈Γν
∑
µ
∫
dr e−i(k
′−kν).(r−r′)Fn−1,µ(r)ζνµ(r) ≈
∑
µ
Fn−1,µ(r′)ζνµ(r′), (44)
8and we arrive at the multivalley coupled equations for the envelope functions
(E(−i∇+ kν)−Wn)Fn,ν(r) +
∑
µ
Fn,µ(r)Vνµ(r) =
∑
µ
Fn−1,µ(r)ζνµ(r). (45)
Within the parabolic approximation for the conduction band minimum
E(−i∇+ kν) ≈ − ~
2
2mt
(
∂2
∂x2ν
+ ∂
2
∂y2ν
)
− ~
2
2ml
∂2
∂z2ν
. (46)
If we further neglect the inter-valley coupling due to the long range part −e2/(4piÔ0Ôrr) of the impurity potential and
the inter-valley coupling in the dipole matrix element, and use φ∗kν (r)φkν (r) ≈ 1 we have[
− ~
2
2mt
(
∂2
∂x2ν
+ ∂
2
∂y2ν
)
− ~
2
2ml
∂2
∂z2ν
− e
2
4piÔ0Ôrr
−Wn
]
Fn,ν(r) +
∑
µ
Uνµ(r)Fn,µ(r) = ζ(r)Fn−1,µ(r), (47)
where
Uνµ(r) = φ∗kν (r)U(r)φkµ(r). (48)
If U(r) is very short range Uνµ(r) effectively samples the slow-varying envelope function at r = 0, hence it is a good
approximation to replace Uνµ(r) by Uνµδ(r) where
Uνµ =
∫
drφ∗kν (r)U(r)φkµ(r), (49)
and we arrive at the same equation as Eqn (26) in Sec. III with the only difference being the form of Uν,µ which now
has a contribution from ukµ(r).
To obtain the multivalley Schrodinger equation discussed in Sec. I we replace in Eqn (39) |ψn〉 by |ψj〉, Wn by ~ωj
and set ζ(r) = 0. Repeating the same steps we arrive at[
− ~
2
2mt
(
∂2
∂x2ν
+ ∂
2
∂y2ν
)
− ~
2
2ml
∂2
∂z2ν
− e
2
4piÔ0Ôrr
− ~ωj
]
Fj,ν(r) +
∑
µ
Uνµδ(r)Fj,µ(r) = 0, (50)
which is the same as Eqn (26) but with a different form for Uνµ. This is the Shindo-Nara multivalley efffective mass
equation of Ref. [5].
V. MULTIVALLEY N-PHOTON ABSORPTION
The multi photon matrix element is produced by successive applications of the operators Gn and ζ, both of which
mix m states. Since Gn contains H which contains Ucc, it produces inter-valley mixing (while H0 and ζ do not).
Consider the excitation from |ψg〉 ≡ |ψ0〉 to |ψe〉
M (N) = 〈ψe| ζGN−1ζ . . . G2ζG1ζ |ψg〉
= 〈ψe| ζ |ψN−1〉 .
Now, often the excited state is part of a degenerate manifold, e.g. in our Si:P situation the states with m and −m
are degenerate. Also, the multivalley states with odd parity envelope have zero amplitude at r = 0, so the CCC can
also be neglected and the A1, E and T2 states are degenerate. At the same time, the intermediate state ζ |ψN−1〉 also
has multiple components. Let the set of degenerate components of the excited state be ψe which is a subset of the
complete set of eigenstates and let the remainder be ψd, so that we may express the intermediate state as
ζ |ψN−1〉 =
∑
e
αe |ψe〉+
∑
d
αd |ψd〉
where αj = 〈ψj |ζ|ψN−1〉. The excited state superposition that has greatest overlap with this state is
|Ψe〉 =
∑
e αe |ψe〉√∑
e |αe|2
,
9and the matrix element is then
M (N) =
∑
e αe 〈ψe|√∑
e |αe|2
′∑
e
α′e |ψ′e〉 =
√∑
e
|αe|2,
|M (N)|2 =
∑
e
| 〈ψe| ζ |ψN−1〉 |2, (51)
so the N-photon transition rate is the total transition rate to the degenerate manifold as it should be.
Resolving |ψN−1〉 into valley and azimuthal components (combining Eqns (24) and (29)
ψN−1(r) =
∑
m,µ
eikµ.reimφfN−1,m,µ(r),
and similarly for
ψe(r) =
∑
µ
eikµ.reimφfe,m,µ(r),
and
ζ =
∑
∆m=−1,0,1
ζ∆m,µe
i∆mφ. (52)
Calculating the matrix element by averaging over a volume (2pi/k0)3 and integrating over φ as usual,
〈ψe| ζ |ψN−1〉 =
∑
µ,∆m=−1,0,1
〈fe,m+∆m,µ| ζ∆m,µ |fN−1,m,µ〉 . (53)
VI. NON-LINEAR SUSCEPTIBILITY
The linear susceptibility (Eqn 3.2.23 in Ref. [6]) for polarization along axis xν produced by light polarized along
xν′ is
χ(1)(ω) = n3De
2
Ô0~
∑
j
〈ψg| ζ |j〉 〈j| ζ |ψg〉
[
1
(ωjg − ω) +
1
(ωjg + ω)
]
, (54)
where e is the electron charge and n3D is the density of atoms, and the frequency ω is far from any resonances. For
an incoming wave with just one polarization and frequency the second term in the bracket is “antiresonant.”
χ(1)(ω) = n3De
2
Ô0~
∑
j
〈ψg| ζ |j〉 〈j| ζ |ψg〉
(ωjg − ω) =
n3De
2a2B
Ô0EH
C(1)(ω), (55)
where
C(1)(ω) = 〈ψg| ζG1ζ |ψg〉 . (56)
The second order susceptibility is zero because it contains terms like 〈ψg| ζG2ζG1ζ |ψg〉 which are forbidden by parity
since ζ is odd. The third order susceptibility is (Eqn 3.2.37 in Ref. [6])
χ(3)(3ω) = n3D(eaB)
4
Ô0~3
∑
l,k,j
〈ψg| ζ |l〉 〈l| ζ |k〉 〈k| ζ |j〉 〈j| ζ |ψg〉[
1
(ωlg − 3ω)(ωkg − 2ω)(ωjg − ω) +
1
(ωlg + ω)(ωkg − 2ω)(ωjg − ω)
+ 1(ωlg + ω)(ωkg + 2ω)(ωjg − ω) +
1
(ωlg + ω)(ωkg + 2ω)(ωjg + 3ω)
]
,
(57)
where the first term in the bracket is the resonant term, and the other three are “antiresonant”.
χ(3)(3ω) = n3D(eaB)
4
Ô0E3H
C(3)(3ω), (58)
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where
C(3)(3ω) = 〈ψg| ζG3ζG2ζG1ζ |ψg〉 = 〈ψg| ζ |ψ3〉 , (59)
for the resonant term. The other terms are produced by simple changes in Gn.
The resonant part of the N-th order susceptibility is
χ(N)(Nω) = n3D(eaB)
N+1
Ô0ENH
C(N)(Nω), (60)
where
C(N)(Nω) = 〈ψg| ζGn . . . ζG2ζG1ζ |ψg〉 = 〈ψg| ζ |N〉 . (61)
Clearly, extraction of the non-linear susceptibility requires calculation of a matrix element that is very similar to that
for the multiphoton absorption involving the same PDEs, except that now ω Ó= ωeg/N . The final integral for the
matrix element can be made in the same way as for M (N) with Eqn (53).
VII. THIRD HARMONIC GENERATION
The susceptibility calculated in the previous section is used for the prediction of non-linear optical processes. Here
we give definitions to allow cross-comparison of the strength of one resulting effect, third harmonic generation (3HG)
in hydrogenic donors in silicon and hydrogenic atoms in a gas.
External electric fields can polarize a medium, and if it is non-linear this can lead to the appearance of new frequency
components, different from the external drive frequency. Since Si:P has an isotropic potential in an isotropic dielectric,
its nonlinear response is determined to lowest order by χ(3), and the corresponding third order polarization þP (3) has
the form:
þP (3) = Ô0χ(3) þE3, (62)
where Ô0 is the permittivity of free space and the drive electric field has amplitude þE with single frequency component
and propagating along z axis for simplicity
E(z, t) = E(z)e−iωpt + c.c., (63)
where E(z) is the complex amplitude of the electric field:
E(z) = Ap(z)e−ikpz. (64)
Using Eqn (62) one can obtain the polarization induced by the applied electric field
P (3) = Ô0χ(3)
(
E(z)e−iωpt + E∗(z)eiωpt
)3 = Ô0χ(3)E3(z)e−i3ωpt + 3Ô0χ(3)E2(z)E∗(z)e−iωpt + c.c. (65)
The first term on the right hand side of this equation leads to third harmonic generation; and one can represent the
third order polarization at the triple frequency (ωo = 3ωp) as
P
(3)
3ωp(z, t) = Ô0χ
(3)A3p(z)ei3kpze−i3ωpt. (66)
Wave coupling in nonlinear polarized media results in energy transfer between interacting waves. The wave equation
for isotropic, nonmagnetic, dielectric media with nonlinear polarization þPNL results straightforwardly from the Maxwell
equations and has the form:
∇2 þE = εr
c2
∂2
∂t2
þE − 1
Ô0c2
∂2
∂t2
þPNL, (67)
where εr is the relative dielectric permittivity. In the case of isotropic media εr is a scalar quantity and the (linear)
refraction index n2 = εr. We suppose that this equation is satisfied for each frequency component separately. Let’s
obtain derivatives of Eqn (67) for the output (3ωp) frequency component explicitly.
∂2
∂t2
P3ωp = − (3ωp)2 Ô0χ(3)A3p(z)ei3kpze−i3ωpt, (68)
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∂2
∂t2
E3ωp(z, t) = −Ao(z)ω2oeikoze−iωot, (69)
∂2
∂z2
E3ωp(z, t) = eikoze−iωot
(
∂2
∂z2
Ao(z) + 2iko
∂
∂z
Ao(z)−Ao(z)k2o
)
, (70)
where we can neglect the first item in the parenthesis as we suppose that the complex amplitude of the field varies
slowly along z:
k
∂
∂z
Ao(z)º ∂
2
∂z2
Ao(z).
Putting Eqns (68), (69), (70) into (67) one can get(
2iko
∂
∂z
Ao(z)−Ao(z)k2o
)
eikoze−iωot + εr(3ωp)
c2
Ao(z)ω2oeikoze−iωot = −
1
c2
(3ωp)2 χ(3)A3p(z)ei3kpze−i3ωpt (71)
Inserting εr/c2 = k2/ω2, 3ωp = ωo and introducing the wavevector mismatch ∆k = 3kp − ko, Eqn (71) becomes
∂Ao(z)
∂z
= i2
ωo
cno
χ(3)A3p(z)ei∆kz. (72)
This result is the so-called coupled-amplitude equation because it shows how the amplitude of the output wave depends
on the three amplitudes of the pumping waves and the phase mismatch between them. It should to be noted that we
can deduce similar equations for each of the interacting pump waves, but it is already clear that all amplitudes are
functions of each other and there is no simple solution. However, if we assume that conversion of the pump power
into the generated wave is small, i.e. the amplitude of the pumping wave is a constant along the nonlinear medium,
then we can integrate Eqn (72):
Ao(z) =
i
2
ωo
cno
χ(3)A3p
∫ L
0
ei∆kz dz = − ωo2cnoχ
(3)A3p
(
1− ei∆kL
∆k
)
, (73)
where L is the length of nonlinear medium. When L = Lc = pi/∆k, the term in the parentheses of Eqn (73) reaches
its maximum value of 2/∆k. The length Lc is the so-called the coherence length, and above it power is converted
backwards, from the third harmonic to the pump. Thus it limits the useful length of a media. For normal dispersion
∆k > 0 in isotropic materials, but fortunately in the THz region a frequency dependence of the refraction is weak
enough that the coherent length be as much as some tens centimeters.
Now we are ready to obtain an intensity of the output beam:
Io = 2noÔ0cAoA∗o = 2noÔ0c
ω2o
4c2n2o∆k2
(
χ(3)
)2
A6p
(
1− ei∆kL) (1− e−i∆kL) . (74)
Introducing parameter x = ∆kL/2 the product of the final pair of brackets is 4(sin x)2 and finally we get
Io =
ω2oL
2I3p
16c4Ô20non3p
(
χ(3)
)2( sin x
x
)2
. (75)
One can represent this equation over the beam powers P in W and pump frequency νp in Hz:
Po =
36ν2pL2P 3p
c4Ô20non
3
pd
4
(
χ(3)
)2( sin x
x
)2
, (76)
where d is the beam diameter and all parameters have MKS dimensions.This expression for plane waves [7, 8] may
be modified for 3HG in a gaussian beam [9, 10]. Equation (76) shows that the output power is proportional to the
cube of the input power. It is also proportional to the squared length of the nonlinear medium in the absence of
wave mismatch (i.e. ∆k = 0). It should to be noted that Eqns (75), (76) are valid only for low conversion efficiency
(Po/Pp ≤≈ 1%).
The following parameters were used to estimate the 3HG efficiency in Si:P: ni = 3.41538 at 4 THz and no = 3.41534
at 12 THz (RT), χ(3) = 2.9 · 10−12 (V/m)2 for a donor concentration N = 1017 cm−3. Using L = 1.4 cm, d = 1 mm
and pump power of 1 W one can get the conversion efficiency of 1%.
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VIII. EFFECT OF PHONON RELAXATION AND MULTIPHOTON IONIZATION
In this section we discuss procesess that may possibly reduce the 3HG efficiency. Losses due to dephasing by phonon
scattering may become important if the time spent in the intermediate states exceeds the phonon lifetime. Since the
inverse of the former is given approximately by the detuning (∆f∆t ≥ 1/2pi) and the inverse phonon-limited width
1/piT2 = 1 GHz [11, 12], this loss is negligible for much of the spectrum.
Another nonlinear process that may lower the 3HG efficiency is multiphoton ionization [13] since it reduces the
population of the donors in the ground state and creates additional decoherence. When ω = ω¯2p/3 for example, a four
photon absorption takes the electron to the continuum. Here we estimate this ionization in Si:P using the implicit
summation method.
The N-photon ionization rate can be estimated if the wavefunction of the ejected electron in the continuum is known
[13]. We use the following approximation for the continuum wavefunction in Si:P: In the stretched frame given by the
transformation of Eqn (9) we replace the asymmetric potential 1/r′
√
1− (1− γ)(cos θ′)2 by its angular average κ/r′
where
κ = 12
∫ pi
0
sin θ′d θ′√
1− (1− γ)(cos θ′)2 =
arctan
(√
1/γ − 1
)
√
1− γ , (77)
so that the potential is spherical in the stretched frame. Assuming that the energy of the electron in the continuum
is within a few tens meV from the conduction band minima, we can again employ effective mass theory. The
envelope function of an ejected electron with wavenumber k′ in the stretched frame in valley µ is given by Ψµ(r′) =
eik
′
µ.r
′ ∑∞
l=0 Fk′,l,µ(r′) where
Fk′,l,µ(r′) = 4pieiαl
l∑
m=−l
Rk′,l(r′)Y ml (θ′, φ′)Y m
∗
l (Ωk′), (78)
where k′ =
√
2mtE/~ =
√
2E/EH/aB with E the energy of the ejected electron, Ωk′ the solid angle of the ejected
electron in the stretched frame, αl = lpi/2 + arg[Γ(l + 1− iκ/k′aB)], and Rk′,l(r′) is the radial wavefunction
Rk′,l(r′) = epiκ/2k
′aB
∣∣∣∣Γ(l + 1− κ/k′aB)(2l + 1)!
∣∣∣∣ (2k′r′)le−ik′r′F (iκ/k′aB + l + 1, 2l + 2, 2ik′r′), (79)
where F is the confluent hypergeometric function of the first kind. These functions are taken from Ref. [13] and scaled
to account for the factor κ.
The total transiton rate for multiphoton ionization in hydrogen is derived in Ref. [13]. Generalizing it for Si:P,
taking into account the valley degeneracy, we obtain the total rate from the 1sA1 ground state to the continnuum
manifold with energy E
w(N) = 1(2pi)2
(
2piαfs√
Ôr
)N (
Im
Ia
)N
EH
~
|K(N)|2(k′aB), (80)
where K(N) is a dimensionless matrix element given by
|K(N)fg |2 = (1/a3B)
6∑
µ=1
∫
dΩk′
∣∣∣∣∣
∞∑
l=0
〈Fk′,l,µ| ζ |FN−1,µ〉
∣∣∣∣∣
2
= (4pi)
2
a3B
6∑
µ=1
∞∑
l=0
l∑
m=−l
∣∣∣∣∣∣
∑
∆m=0,±1
〈fk′,l,m| ζ∆m |fN−1,m−∆m,µ〉
∣∣∣∣∣∣
2
,
(81)
where FN−1,µ are the envelope functions of the (N−1)th intermediate state defined in Eqn (24),fN−1,m,µ its component
in Eqn (29), ζ∆m the component of the polarization operator defined in Eqn (52), and |fk′,l,m〉 are the 2D envelope
functions
fk′,l,m(θ′, φ′) = Rk′,l(r′)
√
(2l + 1)
4pi
(l −m)!
(l +m)!P
m
l (cos θ′), (82)
where Pml are the associated Legendre polynomials.
For the 3ω transition to the average frequency of the 2p0 and 2p± level in Si:P, a 4ω absorption takes the electron
to the continuum with the energy E ≈ 0.237EH = 9.46 meV. We find that, for a sample with n3D = 5× 1015 cm−3,
13
the ionization rate is w = 3.17 s−1 for Im = 10 kW/cm2. This simply means that the pulses must be kept significantly
shorter than a second to avoid significant ionization.
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