Information matrices for some elliptically symmetric distributions by Nadarajah, Saralees & Kotz, Samuel
Statistics & Operations Research Transactions
SORT 29 (1) January-June 2005, 43-56
Statistics &
Operations Research
Transactions
Information matrices for some elliptically symmetric
distributions
c© Institut d’Estadı´stica de Catalunya
sort@idescat.esISSN: 1696-2281
www.idescat.net/sort
Saralees Nadarajah1, Samuel Kotz2
1 University of Nebraska, 2 The George Washington University
Abstract
The Fisher information matrices are derived for three of the most popular elliptically symmetric
distributions: the Pearson type II, Pearson type VII and the Kotz type distributions. We hope the results
could be important to the many researchers working in this area.
MSC: 33C90, 62E99
Keywords: Elliptically symmetric Kotz type distribution, Elliptically symmetric Pearson type II
distribution, Elliptically symmetric Pearson type VII distribution, Fisher information matrices
1 Introduction
The elliptically symmetric Pearson type II, Pearson type VII and the Kotz type
distributions are given by the joint pdfs
f (x, y) = N + 1
π
√
1 − ρ2
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)N
(1)
(for N > −1 and −1 < ρ < 1),
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f (x, y) = N − 1
πm
√
1 − ρ2
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−N
(2)
(for N > 1, m > 0 and −1 < ρ < 1), and
f (x, y) =
srN/s
(
x2 + y2 − 2ρxy
)N−1
πΓ (N/s)
(
1 − ρ2
)N−1/2 exp
{
−r
(
x2 + y2 − 2ρxy
1 − ρ2
)s}
(3)
(for N > 0, r > 0, s > 0 and −1 < ρ < 1), respectively. The bivariate t-distribution and
the bivariate Cauchy distribution are special cases of (2) for N = (m + 2)/2 and m = 1,
N = 3/2, respectively. When s = 1, (3) is the original Kotz distribution introduced in
Kotz (1975). When N = 1, s = 1 and r = 1/2, (3) reduces to a bivariate normal density.
The parameter ρ is the correlation coeﬃcient between the x and y components. For
details on properties and applications of these distributions see Johnson (1987), Fang et
al. (1990), Nadarajah (2003) and Kotz and Nadarajah (2004).
The aim of this note is to calculate the Fisher information matrices corresponding to
each of the pdfs given by (1), (2) and (3). This requires calculation of product moments
of the form E(XmYn). A transformation which aides this task is:
(
X
Y
)
=
1
2
( √
1 + ρ +
√
1 − ρ √1 + ρ − √1 − ρ√
1 + ρ − √1 − ρ √1 + ρ + √1 − ρ
) (
U
V
)
. (4)
Under this transformation, one can easily see that (1), (2) and (3) reduce to
f (u, v) = N + 1
π
(
1 − u2 − v2
)N
, (5)
f (x, y) = N − 1
πm
(
1 +
u2 + v2
m
)−N
, (6)
and
f (u, v) =
srN/s
(
x2 + y2
)N−1
πΓ (N/s) exp
{
−r
(
x2 + y2
)s}
, (7)
respectively. Furthermore, the product moments for (5), (6) and (3) are given by
E (U pVq) = N + 1
π
B
(
N + 1,
p + q
2
+ 1
)
B
(
p + 1
2
,
q + 1
2
)
, (8)
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E (U pVq) = m
(p+q)/2(N − 1)
π
B
( p + q
2
+ 1,N − p + q
2
− 1
)
B
(
p + 1
2
,
q + 1
2
)
, (9)
and
E (U pVq) =
Γ
(
2N + p + q
2s
)
πr(p+q)/(2s)Γ (N/s) B
(
p + 1
2
,
q + 1
2
)
, (10)
respectively, if both p ≥ 0 and q ≥ 0 are even integers (see, for example, Fang et al.
(1990)). If either p or q is odd then the moment equals to zero. Hence, the product
moment E(XmYn) for any m and n can be calculated by combining (4), (8), (9) and (10).
Certain relationships which express E(XmYn) in terms of product moments of (U,V) are
given in the Appendix (Section 5).
The calculations for the Kotz type distribution require additional moments of the
form
J(m, n) = E
[(
X2 + Y2 − 2ρXY
1 − ρ2
)m {
log
(
X2 + Y2 − 2ρXY
1 − ρ2
)}n]
(11)
and
K(m, n) = E
[
XY
(
X2 + Y2 − 2ρXY
1 − ρ2
)m {
log
(
X2 + Y2 − 2ρXY
1 − ρ2
)}n]
. (12)
For this, apply the transformation
(X,Z) =
(
X,
X2 + Y2 − 2ρXY
1 − ρ2
)
.
Note that the jacobian of this transformation is:
| J | =
√
1 − ρ2
2
√
Z − X2
.
Thus, (11) and (12) can be reduced to
J(m, n) = 2sr
N/sP(m, n)
πΓ (N/s)
(
1 − ρ2
)N−1 (13)
and
K(m, n) = 2sr
N/sρQ(m, n)
πΓ (N/s)
(
1 − ρ2
)N−1 , (14)
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respectively, where P(m, n) and Q(m, n) denote the integrals
P(m, n) =
∫ ∞
0
∫ √z
0
zN+m−1(log z)n exp (−rzs)√
z − x2
dxdz
and
Q(m, n) =
∫ ∞
0
∫ √z
0
x2zN+m−1(log z)n exp (−rzs)√
z − x2
dxdz.
Integrating with respect to the x variable yields
P(m, n) = π
2
∫ ∞
0
zN+m−1(log z)n exp (−rzs) dz
and
Q(m, n) = π
4
∫ ∞
0
zN+m(log z)n exp (−rzs) dz.
These integrals can be calculated by using equation (2.6.21.1) in Prudnikov et al. (1986,
volume 1) to yield
P(m, n) = π
2s
(
∂
∂α
)n [
r−α/sΓ
(
α
s
)]∣∣∣∣∣∣
α=N+m
(15)
and
Q(m, n) = π
4s
(
∂
∂α
)n [
r−α/sΓ
(
α
s
)]∣∣∣∣∣∣
α=N+m+1
. (16)
Hence, (11) and (12) can be calculated by combining (13)–(14) and (15)–(16).
The exact forms of the information matrices are given in Sections 2, 3 and 4. The
calculations use the digamma function defined by Ψ(x) = d logΓ(x)/dx.
2 Information matrix for Pearson II
If (x, y) is a single observation from (1) then the log-likelihood function can be written
as
log L(N, ρ) = log(N + 1) − log π − 1
2
log
(
1 − ρ2
)
+ N log
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)
.
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The first-order derivatives are:
∂ log L
∂N
=
1
N + 1
+ log
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)
and
∂ log L
∂ρ
=
ρ
1 − ρ2 −
2N
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)−1
.
The second-order derivatives are:
∂2 log L
∂N2
= − 1(N + 1)2 ,
∂2 log L
∂N∂ρ
= −
2
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)−1
,
and
∂2 log L
∂ρ2
=
1 + ρ2(
1 − ρ2
)2 −
4N
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}2
(
1 − ρ2
)4
(
1 − x
2 + y2 − 2ρxy
1 − ρ2
)−2
−
2N
[(
1 − ρ2
) (
x2 + y2 − 2ρxy
)
+ 4ρ
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}]
(
1 − ρ2
)3 .
Now, we can compute the elements of the Fisher information matrix. It is clear that
E
(
−∂
2 log L
∂N2
)
=
1
(N + 1)2 .
By applying (8) and (17)–(19), one gets
E
(
−∂
2 log L
∂N∂ρ
)
=
(N + 1)B(2,N)ρ
1 − ρ2 .
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Finally, application of (8) and (17)–(24) yields
E
(
−∂
2 log L
∂ρ2
)
=
1
2
(
1 − ρ2
)2
{
2N(N + 1)B(3,N − 1)ρ2 + 4N(N + 1)B(2,N)ρ2 − 2ρ2
+N(N + 1)B(3,N − 1) + 4N(N + 1)B(2,N) − 2
}
.
3 Information matrix for Pearson VII
If (x, y) is a single observation from (2) then the log-likelihood function can be written
as
log L(N,m, ρ) =
log(N − 1) − log π − log m − 1
2
log
(
1 − ρ2
)
− N log
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠ .
The first-order derivatives are:
∂ log L
∂N
=
1
N − 1 − log
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠ ,
∂ log L
∂m
=
N
(
x2 + y2 − 2ρxy
)
m2
(
1 − ρ2
)
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
− 1
m
,
and
∂ log L
∂ρ
=
ρ
1 − ρ2 −
2N
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
m
(
1 − ρ2
)2
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
.
The second-order derivatives are:
∂2 log L
∂N2
= − 1(N − 1)2 ,
∂2 log L
∂N∂m
=
x2 + y2 − 2ρxy
m2
(
1 − ρ2
)
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
,
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∂2 log L
∂N∂ρ
= −
2
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
,
∂2 log L
∂m2
=
1
m2
−
2N
(
x2 + y2 − 2ρxy
)
m3
(
1 − ρ2
)
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
+
N
(
x2 + y2 − 2ρxy
)2
m4
(
1 − ρ2
)2
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−2
,
∂2 log L
∂m∂ρ
=
2N
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
m2
(
1 − ρ2
)2
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
−
2N
(
x2 + y2 − 2ρxy
) {
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
m3
(
1 − ρ2
)3
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−2
and
∂2 log L
∂ρ2
=
1 + ρ2(
1 − ρ2
)2 +
2N
[(
1 − ρ2
) (
x2 + y2 − 2ρxy
)
+ 4ρ
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}]
m2
(
1 − ρ2
)3
×
⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
×
⎡⎢⎢⎢⎢⎢⎢⎢⎣4
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}2 ⎛⎜⎜⎜⎜⎜⎜⎝1 + x
2 + y2 − 2ρxy
m
(
1 − ρ2
)
⎞⎟⎟⎟⎟⎟⎟⎠
−1
− m
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Now, we can compute the elements of the Fisher information matrix. It is clear that
E
(
−∂
2 log L
∂N2
)
=
1
(N − 1)2 .
By applying (9) and (17)–(19), one gets
E
(
−∂
2 log L
∂N∂m
)
= − (N − 1)B(2,N − 1)
m
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and
E
(
−∂
2 log L
∂N∂ρ
)
=
(N − 1)B(2,N − 1)mρ
1 − ρ2 .
By applying (9) and (17)–(24), one gets
E
(
−∂
2 log L
∂m2
)
=
2N(N − 1)B(2,N − 1) + N(1 − N)B(3,N − 1) − 1
m2
and
E
(
−∂
2 log L
∂m∂ρ
)
=
N(N − 1) {B(3,N − 1) − B(2,N − 1)} ρ
m
(
1 − ρ2
) .
Finally, application of (9), (17)–(19) and (25)–(31) yields
E
(
−∂
2 log L
∂ρ2
)
=
1(
1 − ρ2
)2
{
2N(1 − N)B(4,N − 2)mρ8 + 3N(1 − N)B(4,N − 2)mρ6
+11N(N − 1)B(4,N − 2)mρ4 + 5N(1 − N)B(4,N − 2)mρ2
+2N(N − 1)B(2,N − 1)ρ2 − ρ2 + 2N(N − 1)B(2,N − 1)
+N(1 − N)B(4,N − 2)m − 1
}
.
4 Information matrix for Kotz type
If (x, y) is a single observation from (3) then the log-likelihood function can be written
as
log L(N, r, s, ρ) = log s + N log r
s
− log π − logΓ
(N
s
)
+
(
1
2
− N
)
log
(
1 − ρ2
)
+(N − 1) log
(
x2 + y2 − 2ρxy
)
− r
(
x2 + y2 − 2ρxy
1 − ρ2
)s
.
The first-order derivatives are:
∂ log L
∂N
=
log r
s
− 1
s
Ψ
(N
s
)
− log
(
1 − ρ2
)
+ log
(
x2 + y2 − 2ρxy
)
,
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∂ log L
∂r
=
N
rs
−
(
x2 + y2 − 2ρxy
1 − ρ2
)s
,
∂ log L
∂s
=
1
s
− N log r
s2
+
N
s2
Ψ
(N
s
)
− r
(
x2 + y2 − 2ρxy
1 − ρ2
)s
log
(
x2 + y2 − 2ρxy
1 − ρ2
)
and
∂ log L
∂ρ
=
(2N − 1)ρ
1 − ρ2 −
2(N − 1)xy
x2 + y2 − 2ρxy
−
2rs
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
(
x2 + y2 − 2ρxy
1 − ρ2
)s−1
.
The second-order derivatives are:
∂2 log L
∂N2
= − 1
s2
Ψ
′
(N
s
)
,
∂2 log L
∂N∂r
=
1
rs
,
∂2 log L
∂N∂s
= − log r
s2
+
1
s2
Ψ
(N
s
)
+
N
s3
Ψ
′
(N
s
)
,
∂2 log L
∂N∂ρ
=
2ρ
1 − ρ2 −
2xy
x2 + y2 − 2ρxy ,
∂2 log L
∂r2
= − N
r2s
,
∂2 log L
∂r∂s
= − N
rs2
−
(
x2 + y2 − 2ρxy
1 − ρ2
)s
log
(
x2 + y2 − 2ρxy
1 − ρ2
)
,
∂2 log L
∂r∂ρ
= −
2s
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
(
x2 + y2 − 2ρxy
1 − ρ2
)s−1
,
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∂2 log L
∂s2
= − 1
s2
+
2N log r
s3
− 2N
s3
Ψ
(N
s
)
− N
2
s4
Ψ
′
(N
s
)
−r
{
log
(
x2 + y2 − 2ρxy
1 − ρ2
)}2 (
x2 + y2 − 2ρxy
1 − ρ2
)s
,
∂2 log L
∂s∂ρ
= −
2r
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}
(
1 − ρ2
)2
(
x2 + y2 − 2ρxy
1 − ρ2
)s−1
×
{
1 + s log
(
x2 + y2 − 2ρxy
1 − ρ2
)}
,
and
∂2 log L
∂ρ2
=
(2N − 1)
(
1 + ρ2
)
(
1 − ρ2
)2 − 4(N − 1)x
2y2(
x2 + y2 − 2ρxy
)2 −
4rs(s − 1)
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}2
(
1 − ρ2
)4
×
(
x2 + y2 − 2ρxy
1 − ρ2
)s−2
−
2rs
[(
1 − ρ2
) (
x2 + y2 − 2ρxy
)
+ 4ρ
{
ρx2 + ρy2 −
(
1 + ρ2
)
xy
}]
(
1 − ρ2
)3
×
(
x2 + y2 − 2ρxy
1 − ρ2
)s−1
.
Now, we can compute the elements of the Fisher information matrix. It is clear that
E
(
−∂
2 log L
∂N2
)
=
1
s2
Ψ
′
(N
s
)
.
E
(
−∂
2 log L
∂N∂r
)
= − 1
rs
,
E
(
−∂
2 log L
∂N∂s
)
=
log r
s2
− 1
s2
Ψ
(N
s
)
− N
s3
Ψ
′
(N
s
)
,
and
E
(
−∂
2 log L
∂r2
)
=
N
r2s
.
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By applying (10) and (19), one gets
E
(
−∂
2 log L
∂N∂ρ
)
= − ρ
1 − ρ2 .
By applying (10) and (17)–(19), one gets
E
(
−∂
2 log L
∂r∂ρ
)
=
Nρ
r
(
1 − ρ2
) .
By applying (10) and (17)–(24), one gets
E
(
−∂
2 log L
∂ρ2
)
=
1 + Ns
(
1 + 2ρ2
)
2
(
1 − ρ2
)2 .
By applying (13), one gets
E
(
−∂
2 log L
∂r∂s
)
=
N
rs2
+
N
{
Ψ
(
1 +
N
s
)
− log r
}
rs2
(
1 − ρ2
)N−1
and
E
(
−∂
2 log L
∂s2
)
=
1
s2
− 2N log r
s3
+
2N
s3
Ψ
(N
s
)
+
N2
s4
Ψ
′
(N
s
)
+
N
{
Ψ
′
(
1 +
N
s
)
+ Ψ2
(
1 +
N
s
)
− 2 log rΨ
(
1 +
N
s
)
+ (log r)2
}
s3
(
1 − ρ2
)N−1 .
Finally, application of (17)–(19), (13) and (14) yields
E
(
−∂
2 log L
∂s∂ρ
)
=
Nρ
s
(
1 − ρ2
) + 2Nρ
{
Ψ
(
1 +
N
s
)
− log r
}
s
(
1 − ρ2
)N −
Nρ
{
Ψ
(
1 +
N
s
)
− log r
}
s
(
1 − ρ2
)N+1 .
5 Appendix
The following relationships are needed for the calculation of the elements of the Fisher
information matrices. These relations follow directly from the transformation (4).
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E
(
X2
)
=
1 +
√
1 − ρ2
2
E
(
U2
)
+
1 −
√
1 − ρ2
2
E
(
V2
)
, (17)
E
(
Y2
)
=
1 −
√
1 − ρ2
2
E
(
U2
)
+
1 +
√
1 − ρ2
2
E
(
V2
)
, (18)
E (XY) = ρ
2
{
E
(
U2
)
+ E
(
V2
)}
, (19)
E
(
X4
)
=
2
√
1 − ρ2 + 2 − ρ2
4
E
(
U4
)
−
2
√
1 − ρ2 − 2 + ρ2
4
E
(
V4
)
+
3ρ2
2
E
(
U2V2
)
, (20)
E
(
Y4
)
=
2
√
1 − ρ2 + 2 − ρ2
4
E
(
V4
)
−
2
√
1 − ρ2 − 2 + ρ2
4
E
(
U4
)
+
3ρ2
2
E
(
U2V2
)
, (21)
E
(
XY3
)
=
ρ
{
1 −
√
1 − ρ2
}
4
E
(
U4
)
+
ρ
{
1 +
√
1 − ρ2
}
4
E
(
V4
)
+
3ρ
2
E
(
U2V2
)
, (22)
E
(
X3Y
)
=
ρ
{
1 −
√
1 − ρ2
}
4
E
(
V4
)
+
ρ
{
1 +
√
1 − ρ2
}
4
E
(
U4
)
+
3ρ
2
E
(
U2V2
)
, (23)
E
(
X2Y2
)
=
ρ2
4
{
E
(
U4
)
+ E
(
V4
)}
+
(
1 +
ρ2
2
)
E
(
U2V2
)
, (24)
E
(
X6
)
=
4 − 3ρ2 +
(
4 − ρ2
) √
1 − ρ2
8 E
(
U6
)
+
4 − 3ρ2 −
(
4 − ρ2
) √
1 − ρ2
8 E
(
V6
)
+
15ρ2
{
1 −
√
1 − ρ2
}
8 E
(
U2V4
)
+
15ρ2
{
1 +
√
1 − ρ2
}
8 E
(
U4V2
)
, (25)
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E
(
Y6
)
=
4 − 3ρ2 +
(
4 − ρ2
) √
1 − ρ2
8 E
(
V6
)
+
4 − 3ρ2 −
(
4 − ρ2
) √
1 − ρ2
8 E
(
U6
)
+
15ρ2
{
1 −
√
1 − ρ2
}
8 E
(
U4V2
)
+
15ρ2
{
1 +
√
1 − ρ2
}
8 E
(
U2V4
)
, (26)
E
(
XY5
)
=
ρ
{
2 − ρ2 − 2
√
1 − ρ2
}
8 E
(
U6
)
+
ρ
{
2 − ρ2 + 2
√
1 − ρ2
}
8 E
(
V6
)
+
5ρ
{
2 + ρ2 + 2
√
1 − ρ2
}
8 E
(
U2V4
)
+
5ρ
{
2 + ρ2 − 2
√
1 − ρ2
}
8 E
(
U4V2
)
, (27)
E
(
X5Y
)
=
ρ
{
2 − ρ2 − 2
√
1 − ρ2
}
8 E
(
V6
)
+
ρ
{
2 − ρ2 + 2
√
1 − ρ2
}
8 E
(
U6
)
+
5ρ
{
2 + ρ2 + 2
√
1 − ρ2
}
8 E
(
U4V2
)
+
5ρ
{
2 + ρ2 − 2
√
1 − ρ2
}
8 E
(
U2V4
)
, (28)
E
(
X2Y4
)
=
ρ2
{
1 −
√
1 − ρ2
}
8 E
(
U6
)
+
ρ2
{
1 +
√
1 − ρ2
}
8 E
(
V6
)
+
4 + 11ρ2 +
(
4 + ρ2
) √
1 − ρ2
8 E
(
U2V4
)
+
4 + 11ρ2 −
(
4 + ρ2
) √
1 − ρ2
8 E
(
U4V2
)
, (29)
56 Information matrices for some elliptically symmetric distributions
E
(
X4Y2
)
=
ρ2
{
1 −
√
1 − ρ2
}
8 E
(
V6
)
+
ρ2
{
1 +
√
1 − ρ2
}
8 E
(
U6
)
+
4 + 11ρ2 +
(
4 + ρ2
) √
1 − ρ2
8 E
(
U4V2
)
+
4 + 11ρ2 −
(
4 + ρ2
) √
1 − ρ2
8 E
(
U2V4
)
, (30)
and
E
(
X3Y3
)
=
ρ3
8
{
E
(
U6
)
+ E
(
V6
)}
+
3ρ
(
4 + ρ2
)
8
{
E
(
U2V4
)
+ E
(
U4V2
)}
. (31)
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