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1. Introduction
Moment problems, orthogonal polynomials, continued fractions, quadrature for-
mulas and approximation theory, etc., have been studied for a long time and have
a vast literature. In recent years considerable interest has been shown in generaliz-
ing many of the results in these areas to the case of matrix polynomials and matrix
measures. Among many others we refer to the early work of Krein [17] and to the
more recent papers of Aptekarev and Nikishin [1], Geronimo [13], Rodman [22],
Sinap and Van Assche [25], Duran and Van Assche [11], Duran [6–8], and Duran
and Lopez-Rodriguez [9,10]. A p × p matrix polynomial is a p × p matrix with
polynomial entries. It is of degree n if all the polynomials are of degree less than or
equal to n and is usually written in the form
P(t) =
n∑
i=0
Ait
i, (1.1)
where Ai ∈ Cp×p. The matrix polynomial P(t) is called monic if the highest co-
efficient satisfies An = Ip, where Ip denotes the p × p identity matrix. A matrix
measure µ is a p × p matrix µ = {µij} of complex measures µij on the Borel field
of the real line R or of an appropriate subset. It will be assumed here that for each
Borel set A the matrix µ(A) = {µij(A)} is Hermitian and nonnegative definite, i.e.,
µ(A)  0. The moments of the matrix measure µ are given by the p × p matrices
Sk =
∫
tk dµ(t), k = 0, 1, . . . (1.2)
Only measures for which all relevant moments exist will be considered throughout
this paper. The integrals will usually be over the interval [0, 1] but integrals over the
half line [0,∞) will also be considered in Section 5. The (n+ 1)th moment space is
given by
Mn+1 =
{
(S0, S1, . . . , Sn) |µ
}
, (1.3)
where µ ranges over the set of all matrix measures with existing moments up to the
order n.
All the results presented here also hold if the measures are real, µ is symmetric
nonnegative definite and the matrices Ai and all other quantities are real.
The purpose of the present paper is to investigate properties of the moment space,
mainly with the purpose of providing some generalizations of Favard’s Theorem in
the matrix case for the nonnegative line [0,∞) and the compact interval [0, 1]. It
is well known in the scalar case where p = 1, that if a sequence of polynomials
{Pn}n0 (where Pn is of exact degree n) is orthogonal with respect to some measure
µ on the real line, then it satisfies a three term recurrence relation of the form
Pn+1(x) = (x − αn+1)Pn(x)− βn+1Pn−1(x), n  1, (1.4)
with βn+1 > 0 (see [12]). Conversely, if the sequence of polynomials satisfies (1.4)
with βn+1 > 0 for all n ∈ N, then there exists a measure on the real line for which the
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polynomials are orthogonal. It is also well known that the measure µ is supported on
the nonnegative axis [0,∞) if and only if there exists a sequence {ζk}k1 of positive
numbers such that the coefficients in the recurrence relation (1.4) satisfy for all k  1
βk+1 = ζ2k−1ζ2k and αk+1 = ζ2k + ζ2k+1 (1.5)
(see e.g. [3, p. 47]). It was further discovered by Wall [33] that µ is supported on the
interval [0, 1] if and only if the coefficients ζk form a chain sequence; that is, they
can further be decomposed as
ζk = qk−1pk, (1.6)
where qk = 1 − pk (q0 = 1) and 0 < pk < 1. The sequence of constants were called
canonical moments by Skibinsky [27–29] and are discussed fully in the monograph
of Dette and Studden [5].
Essentially complete analogs of these results will be presented below. For the
whole line (and the circle) these results are known and are discussed, for example, in
[26]. In Sections 2–4, the moment spaces Mn+1 for measures on the interval [0, 1]
are investigated and matrix analogs of the canonical moments are introduced. One of
the main theorems in Section 2 is a representation theorem for nonnegative definite
matrix polynomials, which is used to characterize the points in the moment space
by properties of generalized Hankel matrices. We also present a result describing
the ‘width’ of the moment space in terms of matrix valued canonical moments. In
Section 3 explicit formulas for the orthogonal polynomials on the interval [0, 1] in
the matrix case are given, which generalize the well-known determinant representa-
tion for orthogonal polynomials in the case p = 1 (see e.g. [30, p. 27]). These results
are used for a discussion of the recurrence formula in more detail. Section 4 contains
the generalized Favard theorem for the interval [0, 1]. Finally, the Favard theorem
for the half line, with some discussion of the corresponding moment space, is given
in Section 5.
2. Moment spaces
As indicated above, the discussion in Sections 2–4 is confined to the interval
[0, 1]. The moments Sk and the moment space Mn+1 are defined as in (1.2) and
(1.3), respectively. The set Mn+1 can be viewed as a Euclidean space of dimension
(n+ 1)p(p + 1) or (n+ 1)p(p + 1)/2 in the real case. Hyperplanes in this space
may be assumed to be of the form
n∑
i=0
tr(AiSi) = b, (2.1)
where b ∈ R and the A0, . . . , An are Hermitian p × p matrices and tr denotes the
trace. Consider the set
Cn+1 =
{
(aa∗, taa∗, . . . , tnaa∗) | 0  t  1, a ∈ Cp} (2.2)
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and let C(Cn+1) denote the convex cone generated by this set. Without loss of gen-
erality we can view elements of this set as being of the form∑
i
∑
j
tki dijaija
∗
ij, (2.3)
where the dij are positive and aij ∈ Cp. Note that there is some redundency here in
that we could normalize the vectors aij ∈ Cp to have length one or leave out the
factors dij.
Lemma 2.1. The set Mn+1 defined in (1.3) is equal to the convex cone C(Cn+1).
Proof. Obviously C(Cn+1) ⊂ Mn+1 and for the converse inclusion the question
amounts to asking whether all the points in the moment space Mn+1 are limits of
points in the convex cone generated above. Because the generated cone is closed, the
assertion then follows. If µ is composed of a matrix of smooth densities, say f, with
respect to the Lebesque measure and the integrals are viewed as Riemann integrals,
then one can approximate the kth moment of µ by∑
tki f (ti), (2.4)
where each f (ti) is a nonnegative definite p × p matrix. In this case, we can write
for each i
f (ti) =
∑
j
dijaija∗ij (2.5)
and the result follows. For the general case we use the fact that a finite number of
moments of any measure µij can be approximated by one with a density of the above
form. 
Corollary 2.2. Let A0, . . . , An denote Hermitian p × p matrices. Then
(a)
n∑
k=0
tkAk  0 for all t ∈ [0, 1]
⇔
n∑
k=0
tr AkSk  0 for all S = (S0, . . . , Sn) ∈ Mn+1.
(b) Every point S = (S0, . . . , Sn) in the moment space Mn+1 has a finite represen-
tation of the form
Sk =
q∑
i=1
diaia
∗
i t
k
i , k = 0, . . . , n,
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where the number of terms in these representations is bounded by
q  (n+ 1)p(p + 1) or q  (n+ 1)p(p + 1)
2
in the real case.
(c) Every point in the interior of the moment space Mn+1 has a representation of
the above form using any specific pair (t, a) ∈ [0, 1] × Cp.
Proof. The proof for part (a) follows by noting that
n∑
k=0
tkAk  0 for all t ∈ [0, 1]
⇐⇒
n∑
k=0
tka∗Aka  0 for all a ∈ Cp and t ∈ [0, 1]
⇐⇒
n∑
k=0
tr(Aktkaa∗)  0 for all a ∈ Cp and t ∈ [0, 1]
⇐⇒
n∑
k=0
tr(AkSk)  0 for all (S0, . . . , Sn) ∈ Mn+1,
where the last equivalence follows from Lemma 2.1. Part (b) follows from the Cara-
theodory theorem (see e.g. [23]).
For part (c) we take the line joining the point corresponding to (t, a) and the
interior point and extend it past the interior point to the boundary. Therefore, we
are able to write the interior point as a bonafide convex combination of the point
corresponding to (t, a) and some other point. 
Lemma 2.3. Let S = (S0, . . . , Sn) ∈ Mn+1. Then
(a) S ∈ Mn+1 if and only if
n∑
k=0
tkAk  0 for all t ∈ [0, 1] ⇒
n∑
k=0
tr SkAk  0. (2.6)
(b) S ∈ Int(Mn+1) if and only if
P(t) =
n∑
k=0
tkAk  0 for all t ∈ [0, 1]
and P(t) is not the zero matrix for all t ∈ [0, 1]
⇒
n∑
k=0
tr SkAk > 0. (2.7)
Proof. For part (a) the necessity follows directly from Corollary 2.2. We now show
sufficiency proving that So /∈ Mn+1 implies the converse of (2.6). To this end assume
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that So = (So0 , . . . , Son) is not in the moment space Mn+1. By Corollary 2.2 there
exists matrices A0, . . . , An (Hermitian) with
n∑
k=0
tr AkSok < 0
and
n∑
k=0
tr AkSk  0 for all S = (S0, . . . , Sn) ∈ Mn+1.
These latter inequalities include
n∑
k=0
tr Aktkaa∗  0 ∀a ∈ Cp, t ∈ [0, 1].
Thus we have
n∑
k=0
tkAk  0 ∀t ∈ [0, 1] but
n∑
k=0
tr AkSok < 0
or (2.6) is not true.
To prove part (b) we first suppose that S = (S0, . . . , Sn) is in the interior of mo-
ment space Mn+1 and P(t) is not identically zero for all t. Then for some t, there is
a vector a ∈ Cp such that a∗P(t)a is positive. We now take the representation of S
from part (c) of Corollary 2.2 which involves t and a to show that∑nk=0 tr SkAk > 0.
For the converse we suppose that S is not in the interior of Mn+1. In this case there
exists a nontrivial polynomial P(t) =∑nk=0 tkAk  0 such that ∑nk=0 tr AkSk  0.

Remark 2.4. When normalizing the coefficients in the representations it seems that
a good choice is to take the points S = (S0, . . . , Sn) ∈ Mn+1 satisfying tr S0 = 1.
Thus we let Con+1 denote the subset of Cn+1 defined in (2.2), where a∗a = 1 and
Mon+1 be the subset of Mn+1 where tr S0 = 1. It is fairly easy to show that Mon+1 is
the convex hull of Con+1. To do this we note that the convex hull of C
o
n+1 is contained
in Mon+1. Further, if one is using pairs (di, ai) in the representation (2.3), we can get
the same point by replacing di by ‖ai‖22di and ai by ai/‖ai‖2, where ‖ · ‖2 is the
usual norm of ai ∈ Cp.
Karlin and Studden [16] discuss taking sections of the moment cones which are
the intersection of the cone with some affine space to produce normalizations. These
are generated by positive polynomials. The usual normalization in the scalar case
takes the polynomial P(t) = 1 to give c0 = 1 or the measures with norm one. If
we take the matrix polynomial P(t) = I , we get the above normalization where
tr S0 = 1.
The following theorem gives a representation for nonnegative definite p × p
matrix polynomials
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Pn(t) =
n∑
k=0
tkAk  0
on the interval [0, 1].
Theorem 2.5. Assume that the matrix polynomial Pn(t) is nonnegative definite for
all t in the interval [0, 1].
If n = 2m, then there exist matrix polynomials Bn(t) =∑mi=0 Bit i , Cm−1(t) =∑m−1
i=0 Citi such that
P2m(t)= Bm(t)Bm(t)∗ + t (1 − t)Cm−1(t)C∗m−1(t)
=
p∑
k=1


(
m∑
i=0
bikt
i
)(
m∑
i=0
bikt
i
)∗
+ t (1 − t)
(
m−1∑
i=0
cikt
i
)(
m−1∑
i=0
cikt
i
)∗.
If n = 2m+ 1, then there exist matrix polynomials Bm(t) =∑mi=0 Bit i , Cm(t) =∑m
i=0 Citi such that
P2m+1(t)= tBm(t)Bm(t)∗ + (1 − t)Cm(t)Cm(t)∗
=
p∑
k=1
[
t
(
m∑
i=0
bikt
i
)(
m∑
i=0
bikt
i
)∗
+ (1 − t)
(
m∑
i=0
cikt
i
)(
m∑
i=0
cikt
i
)∗]
.
Here (bi1, . . . , bip) = Bi and (ci1, . . . , cip) = Ci denote the columns of the coeffi-
cients Bi and Ci in the matrix polynomials Bm(t), Cm−1(t) and Cm(t), respectively.
When the polynomial Pn(t) is real the corresponding polynomials in the representa-
tion may also be chosen to be real.
Proof. The proof follows from the corresponding result for trigonometric polyno-
mials given by Malyshev [20] (see also [24]). This result states that if the matrix
trigonometric polynomial satisfies
A(ϕ) =
N∑
k=−N
Ake
ikϕ > 0 (2.8)
for all ϕ ∈ R, where A0, . . . , AN are complex p × p matrices satisfying A−k =
A∗k (k = 0, . . . , N), then there exists a unique matrix polynomial
∑N
k=0 Dkeikϕ with
D0 = D∗0 > 0 and det
∑N
k=0 Dkλk /= 0 for all |λ|  1 such that the polynomial A
can be represented as
A(ϕ) = D(ϕ)D(ϕ)∗. (2.9)
Moreover, if A(ϕ) is semidefinite, the representation (2.9) also exists, but the poly-
nomial D is not necessarily unique.
With this result in hand the proof of Theorem 2.5 follows from the similar argu-
ments as given in [30, Theorem 1.21.1], or in [5, Remark 9.2.9]. To be precise let
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P(t) denote a nonnegative definite matrix polynomial of degree 2m on the interval
[−1, 1] and put t = cosϕ. Because P(cosϕ) is a cosine polynomial of degree 2m it
follows that it has a representation of the form
P(cosϕ) =
2m∑
k=−2m
Ake
ikϕ  0,
where the coefficients satisfy A−k = Ak = A∗k . Consequently, Malyshev’s result
yields
P(cosϕ) = D(ϕ)D(ϕ)∗ =
(
D(ϕ)e−imϕ
)(
D(ϕ)e−imϕ
)∗
(2.10)
for a matrix polynomial D(t) =∑2mk=0 Dktk of degree 2m. Now
D(ϕ)e−imϕ =
2m∑
k=0
Dke
i(k−m)ϕ = Bm(cosϕ)+ i sinϕCm−1(cosϕ),
where Bm and Cm−1 are matrix polynomials of degree m and m− 1, respectively.
This gives for the polynomial in (2.10)
P(cosϕ)= Bm(cosϕ)B∗m(cosϕ)+ (sinϕ)2Cm−1(cosϕ)C∗m−1(cosϕ)
+ i sinϕ
{
Cm−1(cosϕ)B∗m(cosϕ)− Bm(cosϕ)C∗m−1(cosϕ)
}
= Bm(cosϕ)B∗m(cosϕ)+ (sinϕ)2Cm−1(cosϕ)C∗m−1(cosϕ),
where the last equality follows from the fact that the left-hand side of the
above equation is a matrix polynomial in cosϕ. This proves the assertion of
Theorem 2.5 in the case n = 2m for the interval [−1, 1]. The transformation to
the interval [0, 1] is obvious and the remaining case n = 2m+ 1 follows by similar
arguments.
For the real case the proof given by Malyshev [20] can be easily extended to show
that if A0, . . . , AN are real symmetric matrices and A−k = Ak (k = 1, . . . , N), then
a representation of the form (2.9) also exists, where the coefficients of the matrix
polynomial D are real matrices. The proof then follows as above. 
Theorem 2.5 together with Lemma 2.3 now gives us necessary and sufficient con-
ditions for the point S = (S0, . . . , Sn) to belong to the moment space Mn+1 or to its
interior. To this end we define the “Hankel” matrices
H 2m =


S0 · · · Sm
...
...
Sm · · · S2m

 , H 2m =


S1 − S2 · · · Sm − Sm+1
...
...
Sm − Sm+1 · · · S2m−1 − S2m


(2.11)
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and
H 2m+1 =


S1 · · · Sm+1
...
...
Sm+1 · · · S2m+1

 ,
H 2m+1 =


S0 − S1 · · · Sm − Sm+1
...
...
Sm − Sm+1 · · · S2m − S2m+1


(2.12)
and obtain the following characterization.
Theorem 2.6.
(a) The point (S0, . . . , Sn) is in the moment space Mn+1 if and only if the matrices
Hn and Hn are nonnegative definite.
(b) The point S = (S0, . . . , Sn) is in the interior of the moment space Mn+1 if and
only if the matrices Hn and H¯n are positive definite.
The nonnegativity of the matrices Hn and Hn imposes bounds on the moments
Sk as in the one-dimensional case. To be precise let
hT2m = (Sm+1, . . . , S2m),
hT2m−1 = (Sm, . . . , S2m−1),
h¯T2m = (Sm − Sm+1, . . . , S2m−1 − S2m),
h¯T2m−1 = (Sm − Sm+1, . . . , S2m−2 − S2m−1)
and define S−1 = 0 and
S−n+1 = hTnH−1n−1hn, n  1, (2.13)
and S+1 = S0, S+2 = S1 and
S+n+1 = Sn − h¯TnH¯−1n−1h¯n, n  2, (2.14)
whenever the inverses of the Hankel matrices exist. It is to be noted and stressed that
S−n and S+n depend on (S0, S1, . . . , Sn−1) although this is not mentioned explicitly. It
follows from Theorem 2.6 and a straightforward calculation with partitioned matri-
ces that (S0, . . . , Sn−1) is in the interior of the moment space Mn if and only if S−n <
S+n (note that a matrix is positive definite if and only if its main subblock and the cor-
responding Schur complement are positive definite). Moreover, for (S0, . . . , Sn) ∈
Mn+1 we have
S−n  Sn  S+n . (2.15)
If (S0, S1, . . . , Sn−1) is in the interior of the moment space Mn, then we define the
kth matrix canonical moment as the matrix
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Uk = D−1k (Sk − S−k ), 1  k  n, (2.16)
where
Dk = S+k − S−k . (2.17)
These quantities are the analog of the classical canonical moments pn in the scalar
case (see [27–29] or [5]). We will also make use of the quantities
Vk = I − Uk = D−1k (S+k − Sk), 1  k  n. (2.18)
The canonical moments of lower order can easily be calculated. From S+1 = S0,
S−1 = 0 we have D1 = S0 and U1 = S−10 S1. Similary, definitions (2.13) and (2.14)
imply
S+2 = S1,
S−2 = S1S−10 S1,
which give
D2 = S1(Ip − S−10 S1) = S1(Ip − U1) = S1V1
and
U2 = (Ip − S−10 S1)−1S−11 (S2 − S1S−10 S1).
One of our main theorems in this section is the following result, which represents the
width Dn+1 of the moment space Mn+1 in terms of the matrix canonical moments
Uk and Vk.
Theorem 2.7. If the point (S0, . . . , Sn) is in the interior of the moment space Mn+1,
then
Dn+1 = S0U1V1U2V2 · · ·UnVn (2.19)
and
UkVk = VkUk for k = 1, . . . , n.
Proof. The second expression is noteworthy and follows readily since Vk = I − Uk .
The result in (2.19) will follow if we can show the representations
S+n+1 − S−n+1 = (S+n − Sn)(S+n−1 − Sn−1)−1
×(S+n−1 − S−n−1)(Sn−1 − S−n−1)−1(Sn − S−n ) (2.20)
or equivalently
S+n+1 − S−n+1 = (S+n − Sn)
[
(S+n−1 − Sn−1)−1 + (Sn−1 − S−n−1)−1
]
×(Sn − S−n ). (2.21)
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Assuming that (2.20) is true we can obtain the assertion of Theorem 2.7 by a simple
induction argument. Note that D1 = S+1 − S−1 = S0 and using U1 = S−10 S1 we find
that
D2 = S+2 − S−2 = S1 − S1S−10 S1 = S0U1V1.
Proceeding by induction we can then show that
Dn+1 = DnVn(Dn−1Vn−1)−1Dn−1(Dn−1Un−1)−1DnUn
= DnVnV −1n−1U−1n−1D−1n−1DnUn
= DnVnUn,
where the first equality follows from (2.20), (2.16), (2.18) and the last is a conse-
quence of the induction hypothesis.
Proof of identities (2.20) and (2.21). From definitions (2.13) and (2.14) we have
S+n+1 − S−n+1 = Sn − h¯TnH¯−1n−1h¯n − hTnH−1n−1hn. (2.22)
To show (2.21) we want to factor a term Sn − S−n from the right and a term S+n − Sn
from the left and leave the appropriate thing in the middle to give identity (2.21).
This will follow, with some further explanation, from the following two interesting
results. To be precise let h¯n(−) and hn(−) be the values of h¯n and hn, respectively,
where the last moment matrix Sn is changed to S−n . Similary, h¯n(+) and hn(+) are
obtained from h¯n and hn, replacing the last moment matrix Sn by S+n , respectively
and we define g¯n and gn in the same manner as h¯n and hn where all matrices Sk are
replaced by arbitrary elements Gk ∈ Cp×p. We will show below that the identities
S−n − h¯TnH¯−1n−1h¯n(−)− hTnH−1n−1hn(−) = 0 (2.23)
and
Gn − h¯Tn(+)H¯−1n−1g¯n − hTn(+)H−1n−1gn = 0 (2.24)
hold for all g¯n and gn. Note carefully in the last equation that the leading matrix Gn
of Eq. (2.24) is the same Gn in the last coordinate of g¯n and gn.
Once we have established the validity of (2.23) and (2.24) we start with the ex-
pression for S+n+1 − S−n+1 in (2.22) and rewrite Sn = Sn − S−n + S−n for the first ma-
trix Sn in (2.22) and on the right-hand side of the two quadratic forms. Using identity
(2.23) we can factor the matrix Sn − S−n from the right-hand side and the result is
S+n+1 − S−n+1 =
[
Ip − h¯TnH¯−1n−1(0, . . . , 0,−Ip)T − hTnH−1n−1(0, . . . , 0, Ip)T
]
×(Sn − S−n ). (2.25)
This resulting expression can be further simplified rewriting Sn = S+n + Sn − S+n on
the left-hand side of what remains of the two quadratic forms. Using (2.24) (ap-
plied by setting on the right-hand side of the quadratic forms Gn = Ip and the other
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Gk values equal to zero in g¯n and gn) and definitions (2.13) and (2.14) everything
cancels and we are left with (2.21).
Proof of identities (2.23) and (2.24). To see the proof of (2.23) and (2.24) we con-
sider only the case where n = 2m, the odd case being similar. For n = 2m we have
to show that
Rm = S−2m −


Sm − Sm+1
...
S2m−1 − S2m


T 

S0 − S1 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−2 − S2m−1


−1
×


Sm − Sm+1
...
S2m−1 − S−2m

−


Sm+1
...
S2m


T 

S1 · · · Sm
...
...
Sm · · · S2m−1


−1 

Sm+1
...
S−2m


= 0, (2.26)
which is equivalent to (2.23) by definitions (2.11) and (2.12). To this end we write
the column vectors on the right-hand side of the two quadratic forms in the above
expression in a convenient form. From the definition of the matrix S−2m in (2.13) we
obtain the representation

Sm
...
S2m−1
S−2m

 =


S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2
Sm · · · S2m−1




S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2


−1 

Sm
...
S2m−1

 .
Taking differences and omitting the first component it follows that

Sm − Sm+1
...
S2m−1 − S−2m

=


S0 − S1 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−2 − S2m−1


×


S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2


−1 

Sm
...
S2m−1

 (2.27)
and 

Sm+1
...
S2m−1
S−2m

=


S1 · · · Sm
...
...
Sm−1 · · · S2m−2
Sm · · · S2m−1




S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2


−1
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×


Sm
...
S2m−1

 . (2.28)
Substituting (2.27) and (2.28) into (2.26) we find that (2.26) becomes
Rm = S−2m −


Sm − Sm+1
...
S2m−1 − S2m


T 

S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2


−1 

Sm
...
S2m−1


−


Sm+1
...
S2m


T 

S0 · · · Sm−1
...
...
Sm−1 · · · S2m−2


−1 

Sm
...
S2m−1

 .
Now separate the vector on the left in the first quadratic form. One part will cancel
with the second quadratic form and the rest will be zero from the definition of S−2m,
which proves identity (2.26).
To verify Eq. (2.24) the argument is essentially the same but slightly more com-
plicated. We need to verify that
R˜m = G2m −


Sm − Sm+1
...
S2m−1 − S+2m


T 

S0 − S1 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−2 − S2m−1


−1
×


Gm −Gm+1
...
G2m−1 −G2m

−


Sm+1
...
S+2m


T 

S1 · · · Sm
...
...
Sm · · · S2m−1


−1 

Gm+1
...
G2m


= 0 (2.29)
holds for all matrices Gm, . . . ,G2m. From the definition of the matrix S+2m in (2.14)
we get


Sm − Sm+1
...
S2m−1 − S+2m


T
=


Sm − Sm+1
...
S2m−2 − S2m−1


T 

S1 − S2 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−3 − S2m−2


−1
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×


S1 − S2 · · · Sm−1 − Sm Sm − Sm+1
...
...
Sm−1 − Sm · · · S2m−3 − S2m−2 S2m−2 − S2m−1

 , (2.30)
which can be rewritten as


Sm+1
...
S+2m


T
=


Sm
...
S2m−1


T
−


Sm − Sm+1
...
S2m−2 − S2m−1


T
×


S1 − S2 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−3 − S2m−2


−1
×D(m− 1, m)


S1 · · · Sm
S2 · · · Sm+1
...
...
Sm · · · S2m−1

 , (2.31)
where
D(m− 1, m) =


Ip −Ip 0 0 · · ·
0 Ip −Ip 0 · · ·
...
...
...
...
...
· · · 0 0 Ip −Ip


is a block differencing matrix of size (m− 1)p2 ×mp2. Substituting (2.30) and
(2.31) into (2.29) yields
R˜m = G2m −


Sm − Sm+1
...
S2m−2 − S2m−1


T 

S1 − S2 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−3 − S2m−2


−1
×


0 Ip 0 · · ·
0 0 Ip
...




Gm −Gm+1
...
G2m−1 −G2m


−


Sm
...
S2m−1


T 

S1 · · · Sm
...
...
Sm · · · S2m−1


−1 

Gm+1
...
G2m


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+


Sm − Sm+1
...
S2m−2 − S2m−1


T 

S1 − S2 · · · Sm−1 − Sm
...
...
Sm−1 − Sm · · · S2m−3 − S2m−2


−1
×


Gm+1 −Gm+2
...
G2m−1 −G2m

 . (2.32)
This is zero since the first and second terms cancel with the third and fourth, respec-
tively. This proves identity (2.24) and completes the proof of the theorem. 
For later use we note that Theorem 2.7 implies, using an induction argument, that
the following important result holds.
Theorem 2.8. If for some n  1, the point (S0, S1, . . . , Sn) is in the interior of the
moment space Mn+1, then (S−0 = 0, V0 = Ip)
(Sn−1 − S−n−1)−1(Sn − S−n ) = Vn−1Un =: ζn,
(S+n−1 − Sn−1)−1(S+n − Sn) = Un−1Vn =: γn.
(2.33)
Proof. The result follows since from Theorem 2.7 and (2.16) we have
Sn − S−n = DnUn
= S0U1V1 · · ·Un−1Vn−1Un
> 0 (2.34)
and
S+n − Sn = DnVn
= S0U1V1 · · ·Vn−1Un−1Vn
> 0.  (2.35)
Example 2.9. Consider the matrix measure
µ =
(
µ11 µ12
µ12 µ22
)
,
where
dµ11
dt
= dµ22
dt
= 1
π
1√
t (1 − t) ,
dµ12
dt
= 1
π
2t − 1√
t (1 − t)
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(see also VanAssche [32], who considered this example on the interval [−1, 1]). A
straightforward calculation shows
Sk =
(
2k
k
)
1
22k(k + 1)
(
k + 1 k
k k + 1
)
, k  0,
which gives for the first canonical moments
U1 = S−10 S1 =
( 1
2
1
4
1
4
1
2
)
, U2 =
( 1
3 0
0 13
)
.
It can be shown by tedious computations that the canonical moments of the matrix
measure µ are given by
U2k = k2k + 1
(
1 0
0 1
)
, U2k−1 = 12
(
1 12k
1
2k 1
)
,
for k ∈ N.
3. Orthogonal polynomials
The inner product of two matrix polynomials is defined by
〈P,Q〉 =
∫
P ∗(t)µ(dt)Q(t). (3.1)
Sinap and Van Assche [26] call this the ‘right’ inner product. The left inner product
would put the conjugate transpose on theQ polynomial. The orthogonal polynomials
are defined by orthogonalizing the sequence Ip, tIp, t2Ip, . . . with respect to the
above inner product. As the main result of this section we will write down explicitly
the orthogonal polynomials somewhat in the fashion of the one-dimensional case. In
the case p = 1 the last row of the determinant
D2m =
∣∣∣∣∣∣∣
S0 · · · Sm
...
...
Sm · · · S2m
∣∣∣∣∣∣∣ (3.2)
is changed by replacing it by (1, t, . . . , tm) (see e.g. [30]). The general case p  2
is substantially more complicated, because Pm(t) is a matrix of polynomials each of
degree m. To get the element in the position (i, j) of the matrix of Pm(t) we write
each of these by again modifying the above determinant by changing the last set of
blocks (Sm, . . . , S2m).
To be precise define a matrix polynomial by
Pm(t) = H 2m−1(t) =
(
Hij(t)
)p
ij=1,
where the elements Hij(t) are determinants given by
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Hij(t) =
∣∣∣∣∣∣∣∣∣
S0 S1 · · · Sm
...
...
Sm−1 Sm · · · S2m−1
S
ij
m S
ij
m+1 · · · Sij2m
∣∣∣∣∣∣∣∣∣
, i, j = 1, . . . , p,
and the matrix Sijm+k is obtained from Sm+k by replacing the jth row by eTi tk. Here
ei ∈ Cp denotes the vector with a one in the ith component and zero elsewhere.
As a simple example consider the case m = 1 and p = 2 and let Sk = (sk,ij )pi,j=1
denote the elements of the kth moment matrix. In this case the linear polynomial is
given by the 2 × 2 matrix of determinants
P1(t)=H1(t)
=


∣∣∣∣∣∣∣∣∣
(
s0,11 s0,12
s0,21 s0,22
) (
s1,11 s1,12
s1,21 s1,22
)
(
1 0
s1,21 s1,22
) (
t 0
s2,21 s2,22
)
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
(
s0,11 s0,12
s0,21 s0,22
) (
s1,11 s1,12
s1,21 s1,22
)
(
s1,11 s1,12
1 0
) (
s2,11 s2,12
t 0
)
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
(
s0,11 s0,12
s0,21 s0,22
) (
s1,11 s1,12
s1,21 s1,22
)
(
0 1
s1,21 s1,22
) (
0 t
s2,21 s2,22
)
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
(
s0,11 s0,12
s0,21 s0,22
) (
s1,11 s1,12
s1,21 s1,22
)
(
s1,11 s1,12
0 1
) (
s2,11 s2,12
0 t
)
∣∣∣∣∣∣∣∣∣


.
The following result shows that the polynomials Pj (t) are the right orthogonal matrix
polynomials with respect to the inner product defined by (3.1) and identifies the
leading coefficient of Pm(t), i.e., the matrix of the term tm.
Theorem 3.1. The polynomial Pm(t) = H 2m−1(t) is an mth matrix orthogonal poly-
nomial with respect to the inner product (3.1) and has leading coefficient
Lm = D2m(S2m − S−2m)−1,
where the determinant D2m is defined in (3.2).
Proof. It is required to show that
B =
∫ 1
0
tk dµ(t)H 2m−1(t) = 0 ∈ Cp×p for all k = 0, 1, . . . , m− 1.
For the element in the position (i, j) of this matrix we obtain
Bij =
p∑
l=1
∫ 1
0
Hlj(t)tk dµil(t)
and a straightforward calculation shows that this is equal to the determinant D2m
with the jth row replaced by
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0
tk(dµi1, . . . , dµip), . . . ,
∫ 1
0
tk+m(dµi1, . . . , dµip).
For this reason Bij is zero because this is the ith row of (Sk, . . . , Sk+m), provided
k < m. If k = m, we have by the same argument that if i /= j, Bij = 0 (because
here the block corresponding to (Sm, . . . , S2m) has two equal rows) and in the case
i = j, Bii = D2m for i = 1, . . . , m.
Note that we are using the right inner product (3.1) which gives for all p × p
matrices A and B
〈PA,QB〉 = A∗〈P,Q〉B.
Therefore, if Lm is the leading coefficient of Pm(t) we have from the previous
calculations
〈Pm, Pm〉 = L∗mdiag(D2m, . . . ,D2m) = L∗m32m, (3.3)
where the last line defines the diagonal matrix 32m ∈ Rp×p. The leading coefficient
of the polynomial H 2m−1(t) can be now calculated by noting that the leading coef-
ficient Lm of Hij is obtained by deleting the row and column corresponding to tm
(i.e., the (mp + j)th row and (mp + i)th column) and multiplying by (−1)i+j . The
same value is obviously obtained by deleting the same row and column in the matrix
H 2m defined in (2.11) and calculating the resulting determinant, which is denoted by
D
pm+j,pm+i
2m (i, j = 1, . . . , p). Observing that the matrix(
(−1)i+jDpm+j,pm+i2m
)p
i,j=1
is proportional to the block in the position (m+ 1, m+ 1) of the matrix H−12m (by
Cramer’s rule) we obtain from the definition of S−2m in (2.13)
Lm =
(
(−1)i+jDpm+j,pm+i2m
)p
ij=1
= D2m

S2m − (Sm, . . . , S2m−1)H−12m−2


Sm
...
S2m−1




−1
= D2m(S2m − S−2m)−1, (3.4)
which proves the remaining assertion of Theorem 3.1. 
It follows from Theorem 3.1 that the monic orthogonal polynomials are given by
Pm(x) = Pm(x)L−1m = Pm(x)(S2m − S−2m)/D2m, (3.5)
where we have to multiply from the right, because we use the right inner product.
Matrix orthogonal polynomials with respect to the measure t dµ(t) are obtained sim-
ilarly and given in the following theorem. The proof is left to the reader.
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Theorem 3.2. The polynomials Qm(t) defined by
Qm(t) = H 2m(t) =
(
Kij(t)
)p
ij=1 (3.6)
with
Kij(t) =
∣∣∣∣∣∣∣∣∣∣∣
S1 S2 · · · Sm+1
S2 S3 · · · Sm+2
...
...
...
Sm Sm+1 · · · S2m
S
ij
m+1 S
ij
m+2 · · · Sij2m+1
∣∣∣∣∣∣∣∣∣∣∣
(3.7)
are right orthogonal polynomials with respect to the matrix measure t dµ(t). More-
over, the leading coefficient of Qm(t) is given by
Km =
(
(−1)i+jDmp+i,mp+j2m+1
)p
ij=1 = D2m+1(S2m+1 − S−2m+1)−1, (3.8)
where D2m+1 = |H 2m+1| and Dmp+i,mp+j2m+1 denotes the determinant of the matrix
which is obtained from H 2m+1 by deleting the (mp + i)th column and (mp + j)th
row.
We finally note that it follows from the proof of Theorem 3.2 that
〈〈Qm,Qm〉〉 = K∗m diag(D2m+1, . . . , D2m+1)
= K∗m32m+1, (3.9)
where 〈〈· , ·〉〉 is the right inner product with respect to the matrix measure t dµ(t),
and that the monic orthogonal polynomials are given by
Q
m
(x) = Qm(x)K−1m = Qm(x)(S2m+1 − S−2m+1)/D2m+1. (3.10)
Lemma 3.3. The sequence of monic orthogonal polynomials {P k(x)}k0 with re-
spect to the matrix measure µ satisfies the recurrence formula P 0(x) = Ip, P−1(x)
= 0 and for m  0
xPm(x) = Pm+1(x)+ Pm(x)(ζ2m+1 + ζ2m)+ Pm−1(x)ζ2m−1ζ2m, (3.11)
where the quantities ζj ∈ Cp×p are defined by ζ0 = 0, ζ1 = U1, ζj = Vj−1Uj if
j  2 and the sequences {Uj } and {Vj } are given in (2.16) and (2.18).
Similary, the sequence of monic orthogonal polynomials {Q
k
(x)}k0 with respect
to the matrix measure x dµ(x) satisfies the recurrence formula Q0(x) = Ip,Q−1
(x) = 0 and for m  0
xQ
m
(x) =Q
m+1(x)+Qm(x)(ζ2m+1 + ζ2m+2)
+Q
m−1(x)ζ2mζ2m+1. (3.12)
Proof. The recurrence formula for the orthogonal polynomials will be obtained by
using the two sets of polynomials Pm(x) and Qm(x) and the two recurrence formula
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Pm+1(x) = xQm(x)− Pm(x)Am (3.13)
and
Q
m+1(x) = Pm+1(x)−Qm(x)Bm. (3.14)
These identities follow by multiplying the right-hand sides with xk and integrating
with respect to the measures dµ(x) and x dµ(x), respectively. By an appropriate
definition of the matrices Am and Bm in the case k = m it follows that the multiplied
and integrated right-hand sides of (3.13) and (3.14) vanish and consequently these
terms are the monic orthogonal matrix polynomials with respect to the measures
dµ(x) and x dµ(x), respectively.
From (3.13) we get that
0 = 〈Pm, Pm+1〉 = 〈Pm, xQm〉 − 〈Pm, Pm〉Am.
Observing identity (3.3) in the proof of Theorem 3.1 we obtain
〈Pm, Pm〉 = (L−1m )∗〈Pm, Pm〉L−1m
= (L−1m )∗L∗m32mL−1m
= 32mL−1m
= S2m − S−2m
and similarly (recall (3.8)–(3.10))
〈Pm, xQm〉 = 〈Pm, xQm〉K−1m
= (K−1m )∗〈〈Qm,Qm〉〉K−1m
= 32m+1K−1m
= S2m+1 − S−2m+1,
which yields (observing the definition of ζj in (2.33))
Am = (S2m − S−2m)−1(S2m+1 − S−2m+1) = ζ2m+1. (3.15)
Similarly, we can multiply the representation (3.14) byQ
m
and take the inner product
with respect to the matrix measure t dµ(t) to get
Bm = (S2m+1 − S−2m+1)−1(S2m+2 − S−2m+2) = ζ2m+2. (3.16)
To combine the two recurrence formulas (3.13) and (3.14) into one recurrence for-
mula for the sequence of monic orthogonal polynomials Pm we write
Q
m
(x) = x−1(Pm+1(x)+ Pm(x)Am)
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which gives
Pm(x)= Qm(x)+Qm−1(x)Bm−1
= x−1(Pm+1(x)+ Pm(x)Am)+ x−1(Pm(x)+ Pm−1(x)Am−1)Bm−1
or equivalently
xPm(x) = Pm+1(x)+ Pm(x)(Am + Bm−1)+ Pm−1(x)Am−1Bm−1. (3.17)
From (2.33), (3.15) and (3.16) we have Am = ζ2m+1 and Bm−1 = ζ2m, where ζk =
Vk−1Uk , which proves the first assertion of the lemma. The second part follows from
the similar arguments and the corresponding proof is therefore omitted. 
4. Favard’s theorem on the interval [0, 1]
Using the results of Sections 2 and 3 we have the following result.
Theorem 4.1.
(a) If {Pn}n1 is the sequence of monic polynomials which are orthogonal with re-
spect to the matrix measure µ on the interval [0, 1], then the sequence satisfies
the recurrence formula (3.11), where the coefficients ζn = Vn−1Un in the re-
cursion satisfy (2.34) and (2.35) and the sequences {Uk} and {Vk} are given in
(2.16) and (2.18).
(b) Conversely, if the sequence of monic polynomials {Pn}n1 satisfies the recur-
rence formula (3.11), where the ζn form a chain sequence (i.e., there exist ma-
trices Un and Vn such that ζn = Vn−1Un) and satisfy (2.34) and (2.35) with
S0 = I, then there exists a matrix measure µ supported on the interval [0, 1] for
which the polynomials {Pn}n1 are the corresponding monic orthogonal matrix
polynomials.
Proof. Part (a) has already been shown above. For part (b) we define the correspond-
ing moment sequence to obtain the measure µ. To do this we let S0 = Ip, S1 = U1
and successively define Sn for n  2 by setting
Sn = S−n +DnUn. (4.1)
Recall that S−n is defined in (2.13) and depends only on S0, S1, . . . , Sn−1. If the
matrix canonical moments Un are such that (2.34) and (2.35) hold, then it follows
that
S−n < Sn < S+n . (4.2)
In this case the defined sequence is such that (S0, S1, . . . , Sn) is in the interior of
Mn+1 for each n. Any corresponding sequence of measures will converge to a mea-
sure µ with the moments Sn for all n ∈ N0.
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The sequence of monic orthogonal polynomials from this measure µ will satisfy
the same recurrence formulas and so these must be the sequence {Pn}n1 because
the monic orthogonal polynomials are unique. 
Example 4.2. Consider the matrix measure discussed in Example 2.9. We have
ζ2k−1 = k2(2k − 1)
(
1 12k
1
2k 1
)
, ζ2k = k2(2k + 1)
(
1 − 12k
1
2k 1
)
,
which gives for the monic orthogonal polynomials with respect to the matrix measure
dµ(x) the following recursions:
P 0(x) = I2,
P 1(x) = xP 0(x)− ζ1 =
(
x − 12 x − 14
x − 12 x − 12
)
,
P k+1(x) =
(
x − 1
2
)
P k(x)−
1
16
P k−1(x), k  1.
5. Favard’s theorem for the interval [0,∞)
Most of the material above can be extended to the interval [0,∞). All the re-
sults in Section 2 remain valid up to Theorem 2.5. If the matrix polynomial satis-
fies P(t)  0 on [0,∞), then corresponding to Theorem 2.5 we have the following
representation theorem for nonnegative definite matrix polynomials.
Theorem 5.1. If Pn(t) is a nonnegative definite matrix polynomial of degreee n for
all t ∈ [0,∞), then there exist matrix polynomials Bj (t) and Cj (t) of degree j such
that
P2m(t) = Bm(t)Bm(t)∗ + tCm−1(t)Cm−1(t)∗ (5.1)
if n = 2m is even, and
P2m+1(t) = tBm(t)Bm(t)∗ + Cm(t)Cm(t)∗ (5.2)
if n = 2m+ 1 is odd.
Proof. If P(t)  0 on [0,∞), then certainly P(t)  0 on [0, b]. We can rewrite
the result from Theorem 2.5 by a change of variable to get, for the case n = 2m for
example, that
P2m(t) = Bm(t)Bm(t)∗ + t
b
(
1 − t
b
)
Cm−1(t)Cm−1(t)∗,
where the polynomials Bm and Cm−1 depend on b. We want to consider the case
b →∞. To do this we note that
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c∗P2m(t)c  c∗Bm(t)Bm(t)∗c
for all vectors c ∈ Cp. Letting c be the vector with a one in a single component it
follows that all the coefficients of the matrix polynomial Bm(t) are bounded and
we can take convergent subsequences. Similarly, we obtain a subsequence for the
part b−1Cm−1(t)Cm−1(t)∗ and considering the limit for this subsequence yields the
representation (5.1), which proves the assertion for n = 2m even. The odd case n =
2m+ 1 is similar and therefore omitted. 
Theorem 5.2.
(a) The point (S0, S1, . . . , Sn) is contained in the moment space Mn+1 on the inter-
val [0,∞) if and only if Hn is nonnegative definite.
(b) The point (S0, S1, . . . , Sn) is contained in the interior of moment space Mn+1 on
the interval [0,∞) if and only if Hn is positive definite.
If the space under consideration is the interval [0,∞), a lower bound for the
moments Sk is available but not an upper bound. The lower bound is precisely as
before, that is,
Sn+1 − S−n+1 = hTnH−1n−1hn  0 (5.3)
provided that Hn−1 is nonsingular. The quantity
ζk = (Sk−1 − S−k−1)−1(Sk − S−k )
is defined as in (2.33) and we can trivially write
Sn − S−n = S0ζ1ζ1 · · · ζn > 0 (5.4)
if (S0, . . . , Sn) is in the interior of the moment space Mn+1. The systems of polyno-
mials Pm(t) and Qm(t) are defined as before and the analysis regarding these is the
same, except no mention is now made of the canonical moments Uk . Thus we have
the following refinement of Favard’s theorem on the nonnegative line [0,∞).
Theorem 5.3.
(a) If {Pn}n1 is the sequence of monic polynomials which are orthogonal with re-
spect to the matrix measure µ on the interval [0,∞), then the sequence satisfies
the recurrence formula (3.11) where the coefficients ζn satisfy (5.4).
(b) Conversely, if the sequence of monic polynomials {Pn}n1 satisfies the recur-
rence formula (3.11), where the coefficients ζn satisfy (5.4) with S0 = I, then
there exists a matrix measure µ supported on the interval [0,∞) for which the
polynomials {Pn}n1 are the corresponding monic orthogonal polynomials.
Proof. The proof is very similar to the proof of Theorem 4.1. Part (a) is again
immediate. For part (b) we define the moment sequence by letting S0 = I, S1 = ζ1
and successively define
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Sn = S−n + ζ1ζ2 · · · ζn.
The conditions in (5.4) insure that for each n, Sn > S−n and the proof proceeds as in
Theorem 4.1. 
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