Abstract-A space-and time-adaptive two-dimensional multiresolution time-domain (MRTD) algorithm based on arbitrary resolutions of Battle-Lemarie wavelets is proposed. Analytic expressions for the finite-summation coefficients are derived and details concerning the modeling of hard boundaries, excitation, and field reconstruction are extensively discussed. Through the use of a combination of absolute and relative thresholding, a dynamically changing grid is developed with minimal computational requirements in comparison to the finite-difference time-domain technique. After the validation process, MRTD is used for the first time for the numerical optimization of complex RF structures such as evanescent-mode filters.
I. INTRODUCTION TO TIME-DOMAIN TECHNIQUES

S
IGNIFICANT attention is being devoted today to the analysis and design of various types of printed components for microwave applications. Despite the wealth of available codes, many problems in electromagnetics, and specifically in circuit and antenna problems [e.g., monolithic microwave integrated circuit (MMIC) packaging, multichip modules (MCMs)], have been left untreated due to the complexity of the geometries and the inability of the existing techniques to deal with the requirements for large size and high resolution due to the fine, but electrically important geometrical details. For these cases, the straightforward use of existing discretization methods (such as finite difference time domain (FDTD) [1] , [2] ) suffers from serious limitations due to the required substantial computer resources and unrealistically long computation times. As a result, during the past 30 years, the available techniques are almost incapable of dealing with the needs of technology leading to a quest for fundamentally different modeling approaches.
plete set of field basis functions resulted in the multiresolution time-domain (MRTD) [3] schemes that are generalizations to Yee's FDTD and can extend the capabilities of the conventional FDTD by improving computational efficiency and substantially reducing computer resources by providing space and time adaptive gridding. Though various basis have been used [4] - [9] , the Battle-Lemarie family has demonstrated the better economy in memory and execution time requirements, when only scaling functions have been used (cell size close to the Nyquist limit). The purpose of this paper is to extend the performance analysis to MRTD schemes based on Battle-Lemarie scaling and wavelets, exploit the adaptive character of such a scheme, and lay the foundation for the use of other expansion basis.
II. FUNDAMENTALS OF MULTIRESOLUTION ANALYSIS
One of the most important characteristics of expansion to scaling and wavelet functions is the time-frequency localization. The standard approach in ideal low-pass ("scaling") and bandpass ("wavelet") filtering for separating an analog signal into different frequency bands emphasizes the importance of time localization. The multiresolution analysis (MRA), introduced by Mallat [10] and Meyer [11] , provides a very powerful tool for the construction of wavelets and implementation of the wavelet decomposition/reconstruction algorithms. The sampling theorem can be used to formulate analog signal representations in terms of superpositions of certain uniform shifts of a single function called a scaling function. Stability of this signal representation is achieved by imposing the Riesz condition on the scaling function. Another important condition of an MRA is the nested sequence of subspaces as a result of using scales by integer powers of two.
An MRA [12] consists of a sequence of successive approximation spaces . More precisely, the closed subspaces satisfy (1) with (density) (2) (separation)
The basic idea of the MRA is that whenever a collection of closed subspaces satisfies the multiresolution conditions, there 0018 -9480/02$17.00 © 2002 IEEE exists an orthonormal wavelet basis of , , such that for all in (4) where is the orthogonal projection onto . For every , define to be the orthogonal complement of in . We have (5) and (6) It follows that for (7) where all these subspaces are orthogonal. Equation (7) is the foundation of multiresolution. Supposing that scaling functions of th-order approximation are used, the enhancement of wavelets of orders to create an approximation with much better accuracy ( th-order approximation). In other words, the scaling functions describe accurately the smooth features of a function and the wavelets the finer details for which a more accurate approximation has to be used. In this way, MRA operates as a "mathematical microscope." Wherever needed, a finite linear combination of wavelets can offer an arbitrarily small precision of the approximation.
It has to be noted that the spaces inherit the scaling property from the (8)
The Battle-Lemarie wavelets [13] , [14] based on the th order cardinal B-splines belong to with , have very good (exponential) decay though the support equals the whole , and have vanishing moments: for for bounded for . The choices of the scaling function for the remainder of this paper are the cubic cardinal spline ( ). After orthonormalization, the spectral expressions of the cubic cardinal spline scaling and the wavelet functions (Figs. 1-4) are (9) and (10) 
III. TWO-DIMENSIONAL MRTD SCHEME
A. Multiresolution Expansion
For simplicity, the two-dimensional (2-D) MRTD scheme is analyzed for a homogeneous lossless medium with the permittivity and the permeability . Assuming no variation along the -direction, the Maxwell's equations for the 2-D mode [16] can be written as (11) (12) (13) To derive the 2-D MRTD scheme, the electric-and magneticfield components incorporated in these equations are expanded in a series of scaling and wavelet functions in both -and -directions and in pulse functions in time [4] , [17] (14) where and represent the Battle-Lemarie scaling and -resolution wavelet function, respectively. The expressions of the scaling and the zero-resolution wavelet in the spectral domain are given in (9) and (10). Since higher resolutions of wavelets are shifted and dilated versions of the zero resolution, their domain will be a fraction of that of the zero-resolution wavelet; thus, there is going to be more than one higher resolution wavelet coefficient for each MRTD cell. Specifically, for the arbitrary resolution and for the cell to the -direction, there exist wavelet coefficients located at , . This is the reason for the summation of the terms for each resolution in the expansion of (14) . and with and are the coefficients for the field expansions in terms of scaling and wavelet functions. Schemes based on a displacement of and by instead of 1/2 could provide slightly improved numerical dispersion and stability characteristics. Nevertheless, for simplicity reasons, the Yee's convention is used for the derivation of the MRTD equations. The indexes and are the discrete space and time indexes related to the space and time coordinates via and , where are the space discretization intervals in the -and -directions and is the time discretization interval. For an accuracy of 0.1%, the above summations are truncated to a finite number of terms determined by the dispersion and stability requirements (typically their maximum value is between 22-26). The time-domain expansion function is defined as (15) with the rectangular pulse function for for for
The magnetic-field components are shifted by half a discretization interval in the space and time domains with respect to the electric-field components (leap-frog). Upon inserting the field expansions, Maxwell's equations are sampled using pulse functions as time-domain test functions and scaling/wavelet functions as space-domain test functions. For the sampling in the time domain, the following integrals are utilized: (16) and (17) where is the Kroenecker symbol for for
B. Battle-Lemarie Expansion Basis
Sampling in the space domain is obtained by use of the orthogonality relationships for the Battle-Lemarie scaling and wavelet functions [12] (18) (19) and (20) The integrals containing derivatives can be approximated by the following expressions: (21) with (22) and (23) with (24) and (25) with (26) and (27) with (28) For the remainder of this section, an expansion only in a series of scaling and zero-resolution wavelet functions will be considered. Hints for the enhancement of additional wavelet resolutions will be presented where needed in the following sections. Since for the zero resolution ( ), there is only one wavelet coefficient per cell ( ), the symbols will be omitted from the definition of the coefficients, which will be given by ( 10 ) . After applying the Galerkin technique to (11)-(13), the following MRTD equations are derived:
The values of the stencil lengths depends on the accuracy and dispersion requirements. The discretization cell is similar to the conventional FDTD cell (Fig. 5) .
In [18] , the stability limit for the 2-D MRTD scheme based only on the scaling functions' expansion (S-MRTD) was found to be given by (37) where are the cell dimensions and is the velocity of the light in the modeled medium. For , the above stability criterion gives -
It is known [2] that (39) which gives for (40) Equations (38)- (40) show that, for same discretization size, the upper bounds of the time steps of FDTD and S-MRTD are comparable and related through the factor . The stability analysis can be generalized easily to three-dimensional (3-D). The new stability criteria can be derived by (38) and (40) by substituting the term with . More complicated expressions can be derived for the maximum allowable time step for schemes containing scaling and wavelet functions. For simplicity and without loss of generality, it is assumed that the stencil size is equal for all three summations ( ). The upper bound of the time step for the 2-D MRTD scheme with zero-resolution wavelets to the one ( -direction) or two directions ( -and -directions) for is given by . This dependence is expressed through the coefficients , which decrease as the stencil size increases. Fig. 6 shows that practically converges to the value 0.6371 after and and for . The expression of can be easily derived by the expressions of and by zeroing out the effect of . The above expressions can be generalized for resolutions of wavelets by dividing the time-step expression by due to the dilation of the wavelet resolution. In addition, the dispersion curves have demonstrated that cell sizes close to the Nyquist limit provide acceptable accuracy even for zero resolution of wavelets. These schemes have been proven to be equivalent to 22nd-order FDTD schemes [18] . On the contrary, conventional FDTD (second-order) simulations require much smaller cell sizes (close or below ).
1) Modeling of Hard Boundaries:
Unlike the FDTD where the consistency with the image theory is implicit in the application of the boundary conditions, for MRTD schemes based on entire-domain functions, this theory must be applied explicitly in the locations of perfect electric conductors (PECs) or perfect magnetic conductors (PMCs). The total value of a field component at a specific cell is affected by a theoretically infinite-practically finite-number of neighboring cells due to the fact that the basis functions extend from to . Some of these neighbors may be located on the other side of the conductor. This effect is taken into consideration by applying the image theory (Fig. 7) . In this way, the physical boundary condition of zeroing-out the -field tangential to the PEC is automatically satisfied. For example, even symmetry is applied for the normal-to-PEC electric-field components and odd symmetry for the parallel-to-PEC. Image theory can be implemented automatically for an arbitrary number of hard boundaries.
The time-domain numerical techniques are modeling the real space by creating a discrete numerical grid. Sometimes this mesh does not coincide with the electrical one, and MRTD is one example. The enhancement of wavelets on MRTD requires a special treatment of the wavelet components of the normal-to-PEC electric field. Assuming a vertical PEC in Fig. 8 , the electrical domains (I) and (II) are isolated from each other. That means that one wavelet component value of the normal electric field EXACTLY ON the PEC would create a nonphysical electrical coupling. Thus, TWO wavelet components, one located infinitesimally on the left-hand side of the PEC and the other infinitesimally located on the right-hand side of the PEC, have to be defined in order to satisfy the electrical isolation condition. The -field component that is parallel to the PEC has to be treated in a similar way. The rest components of the -and -field have to be zeroed-out on both sides of the PEC, so one value is sufficient. In FDTD, the interleaved positioning of the field components on the Yee's cell (which are the same with the scaling functions components on the MRTD's cell) requires that the normal-to-PEC -field component is located a half cell size away from the conductor. In this way, the definition of only one field component per cell is sufficient.
2) Modeling of Dielectric Interfaces: Due to the entire domain basis functions, of one cell is related to values all over the neighboring cells [19] . To circumvent this problem, the equations have to replace the equations and then the -coefficients have to be calculated from the -coefficients in a mathematically correct way. After inserting the field expansions in Maxwell's equations, we sample them using pulse functions in time and scaling/wavelet functions in space domain.
As an example, sampling in space and time, the following equations are obtained: (41) where and with (scaling), (wavelets of zero resolution) are the coefficients for the electric-and magnetic-field expansions.
Starting from the constitutive relationship for the total electric field at one mesh point and sampling the scaling and wavelet components, we reach the following equations for :
where (43) and (scaling), (wavelets of zero resolution). Applying these equations for all neighboring cells that have nonnegligible values for at least one coefficient, the following compact form is derived:
For geometries with dielectrics varying from air ( ) to Si ( ), it was observed that the above summations can be truncated for . Also, the integrals can be approximated by finite summations of six cells on each side of the central cell ( cell). Due to the orthogonality relationship between the scaling and wavelet functions, for uniform dielectrics (constant throughout the integration domain), these integrals are simplified to and for or , transforming to a diagonal matrix. For structures containing dielectric discontinuities, some or all of these integrals have a nonzero value. In this case, the whole geometry has to be preprocessed before the initialization of the time loop, and the coefficients have to be assigned to any cell and included in the matrix . For each cell, the amplitude of these coefficients is compared to the amplitude of the self-term . If all coefficients are below a threshold (usually 0.1%), they are set to zero and this cell is exempted from the following inversion, otherwise it is included in a new submatrix. For most practical cases, this submatrix has significantly smaller dimensions than (usually 10%) and contains only cells close to dielectric discontinuities. The inverse of this matrix is used for the calculation of the from the values for each time step. The inversion takes place only once (in the preprocessing stage before the initiation of the simulations), thus it adds only negligible computational overhead to the algorithm. Even for structures with arbitrary dielectric configurations, the number of cells with dense submatrices (density larger than 50%) is going to be much smaller than the total grid size and the matrix multiplication step for the calculation will not significantly affect the execution time.
3) Modeling of Excitation: Without loss of generality, the modeling of the excitation for the 2-D algorithm is presented. The two-and-one-half-dimensional (2.5-D) and 3-D algorithm is a direct extension of the 2-D algorithm. In order to apply a point (pulse) excitation for , the pulse has to be decomposed in terms of scaling and wavelet functions (45) with (46) Practically, the summations of (45) can be truncated to a finite number of terms. Usually 6-8 terms on each side of the excitation point per direction can offer an accuracy of representation close to 0.1%. In case the neighboring scaling or wavelet functions are located outside the computational domain (e.g., or for a domain to the -direction), image theory has to be applied for their translation inside the computational grid.
If there is no discontinuity (hard boundary or dielectric interface) in the summation interval of (45), the double integrals of (46) can be split in two single integrals with given in Tables II and III . Due to the symmetries of the Battle-Lemarie scaling and wavelet functions, the decomposition coefficients have to satisfy the following conditions:
If a hard boundary, such as a PEC, is located in the integration domain of the evaluation of the coefficients, the image theory should be applied appropriately instead of the above symmetry equations.
For each time step, the excitation scaling and wavelet components have to be superimposed to the respective field values obtained by the MRTD algorithm in order to provide a transparent source similar to FDTD as follows:
For the 2.5-D MRTD algorithm, which requires impulse excitation in time-domain, the above superposition takes place only for the first time step . Nevertheless, for the 2-D MRTD, it has to be repeated throughout the number of time steps that the excitation is on. The appropriate number of the time steps will depend on the time dependence of the excitation (usually Gaussian, Gabor, or sinusoidal time dependence).
Arbitrary excitation spatial distributions for an area can be modeled in a similar way. The spatial distribution has to (47) where is the matrix consisting of the sampled conductivity profile for each FDTD cell.
The PML numerical absorber can be easily extended for arbitrary wavelet resolutions in a straightforward way [20] . Due to the entire-domain nature of the Battle-Lemarie expansion basis, a matrix equation has to be solved for the perfectly matched layer (PML) area. For structures with inherent dielectric inhomogeneities, the use of the effective dielectric constant provides satisfactory numerical reflection performance.
4) Total Field Reconstruction:
Due to the nature of the Battle-Lemarie expansion functions, the total field is a summation of the contributions from the nonlocalized scaling and wavelet functions. For example, the total electric field with , and is calculated in the same way with [4] and [21] by (48) where and represent the Battle-Lemarie scaling and -resolution wavelet function, respectively, and is the maximum wavelet resolution used in this area of the computational domain. It has been observed that the values and offer accuracy close to 0.5% for most simulations incorporating the first two wavelet resolutions. For the cases of narrow strips with very sharp field discontinuities, the summation limits must increase up to 15-20 terms per direction.
The fact that the MRTD is based on entire-domain basis functions with varying values along each cell offers the unique opportunity of a multipoint field representation per cell. The neighboring scaling and wavelet coefficients can be combined in an appropriate way to calculate the total field value for more than one interior cell points. In this way, MRTD creates a mesh with much larger density than that offered by the nominal number of the cells without increasing the memory requirements. This additional density is very useful in the calculation of the characteristic impedance of planar lines, where even a small field variation can cause a perturbation of the impedance value by 5-10 . On the contrary, FDTD is based on pulse basis functions that have a constant value for each cell, offering a single-point field representation.
5) Generalization for Arbitrary Number of Wavelet Resolutions:
For simplicity, wavelets up to resolution are used only to the -direction. The extension to two and three dimensions is straightforward. Since the support of an -resolution wavelet is one-half of the support of an -resolution wavelet, it is obvious that for each cell, there will exist one zero-resolution wavelet, two one-resolution wavelets, , and -resolution wavelets. As it was noted earlier, schemes based on a displacement of and by instead of 1/2 could provide slightly improved numerical dispersion and stability characteristics. Their derivation is similar to the one presented in this section. After sampling Maxwell's equations with scaling and wavelet functions, expressions similar to (36) are derived. As an example, sampling in space and time, the following equations are obtained: (49) and (50) where and with (scaling), (wavelets of resolution at the -position of the cell) are the coefficients for the electric-and magnetic-field expansions. The indexes and are the discrete space and time indexes, which are related to the space and time coordinates via and , where are the space discretization intervals in the -and -directions and is the time discretization interval. The coefficients are given by (22)-(28). For an accuracy of 0.1%, the parameters need to take values in the range of 6-12. The summation limits get decreasing values as the difference gets larger due to the different scales of the wavelet domains reaching the minimum value of one even for . To model a dielectric discontinuity, the starting point is the constitutive relationship that derives the following equations for :
and (52) where the coefficients are defined by (46). For each time step, is calculated by through the discretized Maxwell's equations and is derived by the solution of . In order to implement a pulse excitation at and , the space pulse is expressed in terms of scaling and wavelet functions (53) where the coefficients can be calculated similarly as shown in Section III-B.3.
The total electric field with , , and is calculated summing up the effect of all contributing scaling and wavelet coefficients. Thus, in a way parallel to Section III-B.4 (54) where and represent the Battle-Lemarie scaling and -resolution wavelet function, respectively.
6) Time-Adaptive Gridding:
The MRA is based on the fact that the wavelets increase the local resolution of the expansion. Each added wavelet resolution virtually is equivalent to the use of a denser grid with one-half cell size. In addition, wavelets have significant values close to discontinuities or near regions of fast field variation since they contain only high-frequency spatial components. There are many different ways to take advantage of these wavelet characteristics in order to create a space and time adaptive gridding algorithm. In digital signal processing, thresholding of the wavelet coefficients over a specific time and space window (5-10 points) contribute significant memory economy (a factor between 4-8 in comparison to scaling-only expansions), but increase the implementation complexity and execution time. Sometimes the added computational overhead is greater than the previous execution time.
The simplest way to create a dynamically changing grid is to threshold the wavelet components to a fraction (usually 0.1%) of the scaling function at the same cell (space adaptiveness) and/or to an absolute threshold (usually 0.0001 or a number smaller than 1/10 000 of the peak of the excitation time-domain function) [5] , [17] . This comparison is repeated for each time step (time adaptiveness). All components below this threshold are eliminated from the subsequent calculations. This is the simplest thresholding algorithm. It does not add any significant overhead in execution time (usually 10%), but it offers only a moderate (pessimistic) economy in memory (a factor close to two). Also, this algorithm allows for the dynamic memory allocation in its programming implementation by using the appropriate programming languages (e.g., C).
The principles of the dynamically changing time-and spaceadaptive grid are demonstrated in Fig. 9 . A pulse is propagating from the left-hand side to the right-hand side in a partially filled parallel-plate waveguide. For , the wavelets are localized at the excitation area. They follow the propagating pulse ( before the incidence to the dielectric interface), creating a moving dense subgrid. After the pulse has been split in reflected and transmitted pulses, the wavelets increase the grid resolution only around these pulses. Elsewhere the wavelet components have negligible values and are ignored.
IV. APPLICATIONS OF MRTD
As it was stressed above, the most important feature of MRTD is the capability of adaptive gridding, which allows for the modeling of very fine geometrical details using cells close to Nyquist limit everywhere else. Since there are more than one points per MRTD cell, it is possible calculating multiple wavelet resolutions to make use of cell sizes larger than the Nyquist limit, though the effective cell size (real cell size/subpoints per cell) is always smaller than this limit. For simplicity, one resolution of wavelets was used, though more wavelet resolutions can be added in a straightforward way.
Initially, the adaptive MRTD gridding with arbitrary resolutions of wavelets was applied to the simulation of a five-stage parallel-plate filter of Fig. 10 [17] . A Gabor function 0-4 GHz propagated from the left-hand side to the right-hand side. The input and output stages had and the intermediate stages have
(stages with mm and mm) and . (Stages with . mm.) The capability of MRTD to model more than one dielectrics per cell, as was described in Section III-B-2, allowed for the use of a very large cell size for the scaling functions, though the wavelets accurately described the intracell dielectric interfaces. The total length to the vertical direction was 4.8 mm. To study the effect of the numerical dispersion, the simulated longitudinal direction was stretched to 600 mm. PML regions of 16 cells with terminated the grid and wavelets of zero resolution were used to the longitudinal direction. The structure was analyzed by using an FDTD grid of 8 1600 cells, a scaling-only MRTD grid of 2 400 cells, and an adaptive (scaling wavelets) MRTD grid of 2 200 cells. The relative threshold had the value of 0.01% and the absolute threshold was equal to 10 . The maximum number of wavelets required during the 3000 time steps of the simulation was 153 (Fig. 11) , offering an economy by 30% in comparison to the scaling only grid and by a factor of 23 in comparison to the FDTD scheme. The accuracy in the calculation of the -parameters was similar for all three schemes, as can be observed from Fig. 12 . Again, the time-and space-adaptive character of the proposed gridding was demonstrated in Fig. 13 with the -field space distribution for time steps. The wavelets follow the reflected and transmitted pulses after the incidence to the dielectric interfaces and have negligible values elsewhere. The location and number of wavelet coefficients with significant values are different for each time step; something that creates a dense mesh in regions of strong field variations, while maintaining a much coarser mesh for the other cells. It could be claimed that the variable FDTD grid might be a simpler and more versatile alternative for the full-wave simulation of complex RF structures. Nevertheless, it is a static grid in the time domain. On the contrary, the MRTD grid is updated for each time step based on the status of the electromagnetic-field propagation, something that leads to the minimization of the required computational effort. In addition, the Battle-Lemarie-based MRTD scheme exhibits dispersion characteristics of a 22nd-order FDTD scheme, though the variable-grid-based FDTD still is a second-order discrete algorithm.
After validating the performance of the adaptive gridding, MRTD was extended and used for the optimization of the 3-D evanescent-mode -plane finned waveguide bandpass filter shown in Fig. 14 . A WR90 waveguide (22.86 mm 10.16 mm) was used at the input and output stages and a rectangular waveguide with a cross section of 7.06 mm 6.98 mm was used as the housing of the filter. The width of the fins was chosen to be equal to the waveguide width mm (dimensions to the direction that is vertical to the plane of Fig. 14) , and the initial values of the optimization longitudinal geometrical parameters were mm, mm, and mm. An MRTD adaptive 20 20 389 grid and 85 000 steps were simulated. A relative threshold of 0.5% was employed. This structure would have required a huge grid using the conventional FDTD algorithm due to the geometrical details. Using MRTD led to memory economies by 3-6 per dimension and execution time savings by a factor of 2.5 and allowed for the derivation of parametric design curves similar to Fig. 15 .
V. CONCLUSION
A dynamically changing space-and time-adaptive meshing algorithm based on a MRTD scheme in two dimensions and on absolute and relative thresholding of the wavelet values has been proposed and has been applied to the numerical analysis of various nonhomogeneous waveguide geometries. A mathematically correct way of modeling boundary conditions, launching the excitation, and reconstructing the field, as well as guidelines for the stability and dispersion performance, have been presented and evaluated for expansion using entire-domain scaling and wavelet functions (cubic-spline Battle-Lemarie). In comparison to Yee's conventional FDTD scheme, the proposed scheme offers memory savings by a factor of 3-6 per dimension and significantly smaller execution time maintaining a similar accuracy. The above algorithm can be effectively extended to 2.5-D and 3-D complex microwave problems. , where his primary responsibility is within the fields of electromagnetics, antennas and antenna structures, innovative microwave and millimeter-wave circuit integration, low-power/minimum-power system design, and landmine detection. His programs include a focus on small multifrequency multifunctional antennas for U.S. Army vehicles, radio propagation over complex terrain affecting data communications, and new millimeter-wave circuit integration techniques such as spatial power combining, micromachining, and advanced electromagnetic (EM) calculational techniques. His personal research interests are in the fields of quasi-optics and multiresolution analysis of EM structures.
