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Abstract

The recent launch of spaceborne (TerraSAR-X, RADARSAT-2, ALOS-PALSAR, RISAT) and
airborne (SIRC, AIRSAR, UAVSAR, PISAR) polarimetric radar sensors, with capability of
imaging through day and night in almost all weather conditions, has made polarimetric synthetic
aperture radar (PolSAR) image interpretation and analysis an active area of research. PolSAR
image classification is sensitive to object orientation and scattering properties. In recent years,
significant work has been done in many areas including agriculture, forestry, oceanography,
geology, terrain analysis. Visible light passive polarimetric imaging has also emerged as a
powerful tool in remote sensing for enhanced information extraction. The intensity image
provides information on materials in the scene while polarization measurements capture surface
features, roughness, and shading, often uncorrelated with the intensity image. Advantages of
visible light polarimetric imaging include high dynamic range of polarimetric signatures and
being comparatively straightforward to build and calibrate.
vii

This research is about characterization and analysis of the basic scattering mechanisms for
information fusion between PolSAR and passive visible light polarimetric imaging.
Relationships between these two modes of imaging are established using laboratory
measurements and image simulations using the Digital Image and Remote Sensing Image
Generation (DIRSIG) tool. A novel low cost laboratory based S-band (2.4GHz) PolSAR
instrument is developed that is capable of capturing 4 channel fully polarimetric SAR image
data. Simple radar targets are formed and system calibration is performed in terms of radar crosssection. Experimental measurements are done using combination of the PolSAR instrument with
visible light polarimetric imager for scenes capturing basic scattering mechanisms for
phenomenology studies.
The three major scattering mechanisms studied in this research include single, double and
multiple bounce. Single bounce occurs from flat surfaces like lakes, rivers, bare soil, and oceans.
Double bounce can be observed from two adjacent surfaces where one horizontal flat surface is
near a vertical surface such as buildings and other vertical structures. Randomly oriented scatters
in homogeneous media produce a multiple bounce scattering effect which occurs in forest
canopies and vegetated areas. Relationships between Pauli color components from PolSAR and
Degree of Linear Polarization (DOLP) from passive visible light polarimetric imaging are
established using real measurements. Results show higher values of the red channel in Pauli
color image (|HH-VV|) correspond to high DOLP from double bounce effect.
A novel information fusion technique is applied to combine information from the two modes. In
this research, it is demonstrated that the Degree of Linear Polarization (DOLP) from passive
visible light polarimetric imaging can be used for separation of the classes in terms of scattering
mechanisms from the PolSAR data. The separation of these three classes in terms of the
viii

scattering mechanisms has its application in the area of land cover classification and anomaly
detection. The fusion of information from these particular two modes of imaging, i.e. PolSAR
and passive visible light polarimetric imaging, is a largely unexplored area in remote sensing and
the main challenge in this research is to identify areas and scenarios where information fusion
between the two modes is advantageous for separation of the classes in terms of scattering
mechanisms relative to separation achieved with only PolSAR.
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Chapter 1

Introduction and Objectives
1.1 Introduction
The main difference between Polarimetric Synthetic Aperture Radar (PolSAR) and visible light
polarimetric imaging is that the former is an active remote sensing technique having its own
source emitting radio waves whereas the latter is passive remote sensing with sun as the source.
Passive polarimetric imaging is sensitive to cloud cover and solar illumination angle. The
backscattered wave received in the case of PolSAR imaging depends on the roughness of the
object with respect to the radar emitted wavelength and the electromagnetic properties such as
the complex permittivity of the objects in the scene. Passive polarimetric imaging gives
information about the vector nature of the optical field across the scene along with the
distribution of material components in a scene. This gives information about surface roughness,
shape and features. The noise characteristics are distinctly different between these two modes of
imaging. In the case of PolSAR, the noise is multiplicative whereas in the case of passive
polarimetric imaging the noise is additive in nature. The distortions are also distinctly different
between these two modes. The pixel value in optical imagery represents the reflectivity of the
object in the spectral range of the detectors. In case of SAR imaging, a pixel value is the sum of
the multiple coherent reflections of the transmitted signal from the objects in the scene. In case
of polarimetric imaging, the polarization information captured is largely uncorrelated with the
spectral and intensity images.
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Optical imagery has three different categories of resolution namely spatial, spectral and
radiometric. Spatial resolution is the smallest linear or angular object separation on the ground
that can be resolved. Spectral resolution is the ability of the sensor to distinguish different
wavelengths over the spectrum and radiometric resolution is the ability of the sensor to
distinguish differences of signal strength of the received radiance. In SAR imaging, the
resolution along the flight direction is different from the resolution perpendicular to the flight.
The resolution along the range direction is proportional to the duration of the transmitted pulse
while the resolution in the cross range direction depends on the squint angle and radar
wavelength and length of the synthetic aperture.
Thus the information captured by these two modes of imaging is largely uncorrelated and
synergy between these two fields has the potential to add value to many applications in the field
of remote sensing.

1.2 Objectives
The main objective of this research is to perform information fusion between Polarimetric SAR
and passive visible light polarimetric imaging and analyze its performance for different
applications in remote sensing. The specific tasks include
1. Perform simple simulations to understand the basic physics behind polarimetric image
formation.
2. Design a PolSAR imaging system that can be used with a visible polarimeter to record data in
both the modes simultaneously for phenomenology studies.
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3. Understand the relationship between PolSAR and passive visible light polarimetric imaging
using laboratory measurements and simulations. Identify the complementary information from
the two modes that may help to enhance performance in remote sensing applications.
4. Develop novel information fusion technique to merge the bimodal information from the two
imaging modes for applications in remote sensing.
5. Analyze the effect of fusing PolSAR and visible light polarimetric data for remote sensing
applications.

1.3 Applications
Three major remote sensing applications that are analyzed are land cover classification, anomaly
detection and moving target analysis. Land cover defines the physical material cover at the
earth’s surface. It includes trees, water, bare ground and urban features like roads or buildings.
Classification is the process of categorizing the pixels in the image into one of the land cover
classes by creating maps. This helps to identify the features in the image in terms of the land
cover these features represent on the ground. The applications of this include land use planning,
forest management, agricultural assessment, crop monitoring and many more. Anomaly
detection is detecting objects whose signature is distinct from their background without any prior
knowledge of the object’s signature. This has its application in areas of image processing and
surveillance. Moving target analysis in remote sensing includes identification and extraction of
moving object signature using aerial or ground based imagery.
monitoring and other civilian applications.

3

This is useful in traffic

1.4 Organization of Dissertation
Chapter 2 presents a brief overview of electromagnetic waves followed by passive visible light
polarimetric imaging and PolSAR. Chapter 3 includes a discussion on the prior work and recent
advancements in the area of polarimetric image simulation and laboratory based SAR
instruments. A literature review of the fusion of SAR with other modalities is also included
specific to the applications studied here including classification and land cover mapping,
anomaly detection and moving target analysis.
Chapter 4 describes basic polarimetric simulation using Monte Carlo concepts which is valid for
both imaging modes. The ideas and concepts presented in this chapter can be further extended to
simulate complex scenes.
A novel laboratory based PolSAR imaging system is presented in Chapter 5 that has the
capability to record fully polarimetric SAR imagery. Calibration of the PolSAR system is
discussed along with validation of the calibration process using simple radar objects. Calibrated
results are provided for objects such as a flat plate, dihedral and trihedral.
Chapter 6 presents a relation between the degree of linear polarization from passive visible light
polarimetric imaging and the Pauli decomposition components from PolSAR based on laboratory
measurements and first principle physics based image simulations to capture the three major
scattering mechanisms. Measurements are also made for simple radar targets using the PolSAR
instrument along with passive visible light polarimeter with sun as the source to capture the
scattering mechanisms.

4

A novel information fusion method is discussed in Chapter 7. Synthetic images of the same
scene are rendered in both the modes and fusion analysis is done for the basic scattering
mechanisms. The application areas for the information fusion performed in this chapter include
land cover classification and anomaly detection.
Chapter 8 briefly describes the advantages of fusion of PolSAR with passive polarimetric
imaging for moving target analysis. The theoretical explanation of using the velocity information
from the PolSAR image to reduce the error in images taken using division of time visible light
polarimeter is discussed.
Conclusions of the research with the goals achieved and recommendation for future work are
discussed in Chapter 9.

5

6

Chapter 2

Theory and Background
This chapter presents a brief description of the theory for this research. Section 2.1 gives an
overview of electromagnetic waves and mathematical description of polarization of the waves.
Section 2.2 presents the theory behind passive polarimetric imaging with different mathematical
representations of polarization of visible light and their interrelationship. Section 2.3 describes
radar with the focus on synthetic aperture radar. It includes the basic theory behind PolSAR
scattering mechanisms and different ways to represent the PolSAR information.

2.1 Electromagnetic Waves
Electromagnetic waves consist of coupled electric and magnetic fields. In free space, the electric
and magnetic fields are perpendicular to each other and perpendicular to the direction of
propagation. The direction and magnitude of any one of the fields is necessary and sufficient to
completely specify the magnitude and direction of the other field using the Maxwell’s equations
given below
2.1
2.2

2.3
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2.4

where,
field and

is the electric induction,

is the magnetic induction,

is the magnetic field with respect to position vector

is the electric

and time [1]. Equation

2.1 represents Gauss’ law for electricity which states that the electric flux out of a closed surface
is proportional to the volume density of free charges enclosed within the surface

The

area integral of the electric field gives a measure of the net charge enclosed by the area. The
divergence of the electric field represented in equation 2.1 is proportional to the volume density
of free charges. This is actually the fundamental idea of charge conservation. Gauss’ law for
magnetism (eqn. 2.2) states that the net magnetic flux out of any closed surface is zero. In case of
magnetic dipoles, the magnetic flux inward towards the North Pole is equal to the flux outwards
from the South Pole making the net flux zero. This law mathematically proves that magnetic
monopoles do not exist. Faraday’s law of induction (eqn. 2.3) states that the line integral of the
electric field around a closed loop is equal to the negative of the rate of change of magnetic flux
through the area enclosed by the loop. This is used in electric generators where voltage is
generated by a changing magnetic flux. Equation 2.4 represents Ampere’s law which states that
the line integral of magnetic field around a closed loop is proportional to the electric current
flowing through the loop.

is the total current density which is composed of the source

term and conduction current density term where the later depends on the conductivity of the
propagation medium [2].
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Figure 2.1 Horizontal and Vertical polarization [3]

The polarization of the wave can be visualized as the shape traced by the tip of the electric field
at a fixed point in space over a time. The vector magnitude of the electric field can be
represented in terms of two orthogonal basis vectors.
+

where,

and

2.5

are the amplitude along horizontal and vertical directions and

are the

relative phases. Alternatively, the electric field vector amplitude can also be represented using
right hand and left hand circular basis.
Horizontal polarization is the state in which the electric field vector is perpendicular to the plane
of incidence while vertical polarization is perpendicular to both the direction of propagation and
horizontal polarization in the plane of incidence. The tip of the electric field traced over a time
for horizontal and vertical polarization is shown in Figure 2.1. In general, electromagnetic waves
are elliptically polarized. For the special case when

is an integer multiple of , the

wave is said to be linearly polarized and it is said to be circularly polarized when
either /2 or -/2.
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is

Figure 2.2 Passive polarimetric imaging

Also, electromagnetic waves can be unpolarized or randomly polarized which means that the tip
of the electric field vector is randomly oriented at any point of time and the state is nondeterministic. Sources such as radar transmitters and lasers can emit waves with well defined
polarization state [4].

2.2 Passive Polarimetric imaging
Passive polarimetric imaging is recording the polarization state of reflected light from objects in
the scene that are illuminated by unpolarized light from an uncontrolled source (usually sun) [5].
A simple method to capture the polarimetric information is to use a linear polarizer in front of
the sensor. For different orientations of the polarizer, separate images are recorded.
A polarizer is an optical filter that allows a particular polarization to pass and reflects light with
other polarization states. These recorded images can be used to represent the polarimetric
information and map the state of polarization across the scene [6]. Figure 2.2 represents a simple
10

technique of passive polarimetric image recording where the polarizer in front of the camera is
rotated and for four different orientations of the polarizers (0, 45, 90, -45) images are
recorded (I0, I45, I90, I-45). These are known as division of time polarimeters where images are
recorded by rotating a polarizing element in front of the camera.

2.2.1 Stokes Parameters
The polarization of visible light can also be represented using the Stokes parameters which were
introduced by G. G. Stokes in 1852 [7] and this representation is particularly appropriate for the
case of partially polarized waves. The polarization state is described in terms of 4 element
column vectors which are known as the Stokes’ vectors.

2.6

is proportional to the square of the magnitude of the electric field vector which is the total
irradiance.
+
where,

and

2.7

are the irradiance for the horizontally and vertically polarized wave

respectively.
resembles the measure of preferential polarization either in horizontal or vertical polarization
direction. In the case of circular or unpolarized or elliptical at 45, where there is no preferential
orientation, the value of

is zero.
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2.8
gives the amount of polarization in either +45 (halfway between
is halfway between

and

and

) or -45 which

[8].
2.9

where,

and

are the irradiance for the +45 and -45 polarized wave.

gives the amount of circular polarization in either right circular or left circular polarization.
2.10
where,

and

are the irradiance for the right and left circular polarized wave respectively.

For a fully polarized wave, only three of the Stokes parameters are independent and are related
as
2.11
The Stokes parameters are generally normalized to the value of

such that the values of the

elements range from +1 to -1. Stokes vectors for different states of polarization are given in
Table 2.1.
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Table 2.1 Stokes Vectors for different states of polarization

Number

Polarization States

1

Unpolarized

2

Horizontal Linear

3

Vertical Linear

4

Left hand circular

5

Right hand circular

6

+ 45 linear

7

- 45 linear
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Stokes Vector

There are other quantities that are usually derived from the Stokes parameters which are utilized
in the passive polarimetric remote sensing community [9] .
The portion of the intensity that is linearly polarized is computed using the Degree of Linear
Polarization (DOLP) from the Stokes vector elements using the relation

2.12

A coherent monochromatic wave has a DOLP of 1.0 while for incoherent waves it is less than
1.0. Similarly, the portion of the intensity that is polarized is known as the Degree of Polarization
(DOP) and is given as,

2.13

The Angle of polarization (AOP) is the angle between the major axis of the polarization ellipse
and the horizontal x-axis which can be written in terms of Stokes parameters as

2.14

The Degree of Circular polarization (DOCP) gives the measure of the circularly polarized light.

2.15

The Stokes parameters depend on wave direction, position of the emitter or scatterer and the
wavelength of the wave [12]. It is measured as the average per unit area similar to other
radiometric measurements. The Stokes parameters, when measured as irradiance, have units of
Watts per meter squared (Wm-2) [13].
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Figure 2.3 Multiple interactions with different Mueller matrices

2.2.2 Mueller Matrices
In 1943, Hans Mueller derived a matrix method to work with the Stokes vectors [7]. The Mueller
matrix operates on the incident Stokes vector
vector

to transform them into the output Stokes

. The transformation matrix is known as the Mueller matrix

which represents the

polarizing elements. The general form of the transformation equation is given as

2.16

For modeling the effects of multiple numbers of mediums and surfaces, the input Stokes vector is
multiplied by each of the individual Mueller matrices for each interaction to get the output
Stokes vector (Figure 2.3).
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The output Stokes vector
stokes vector

in terms of the different Mueller matrices

and input

is given as
2.17

The Mueller matrix for a linear polarizer, i.e., optical filter that allows only a specific
polarization state to transmit and block other polarization states, orientated at an angle of

with

the horizontal direction [8] is given as

2.18

The Mueller matrices for polarizers with pass axis at an angle of 0, 90, 45 and 135 are shown
in Table 2.2.

2.2.3 Jones Calculus
In 1941, R. Clarke Jones invented another representation of polarized light which complements
the Stokes vector analysis [7]. This representation is simple, concise but applicable only to
coherent beams, i.e. fully polarized waves. The Jones vector is represented as

2.19
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Table 2.2 Mueller matrices for linear polarizers at different orientations









where

and

are the scalar components of the electric field along the two mutually

perpendicular directions. Jones vectors for different states of polarization are given in Table 2.3.
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Table 2.3 Jones Vectors for different states of polarization

Number

Polarization States

1

Horizontal

2

Vertical

3

Left hand circular

4

Right hand circular

5

+ 45 linear

6

- 45 linear

Jones Vector

The relation between the incident and scattered wave in Jones Vector form is given as

2.20



The 2x2 matrix that relates the scattered Jones vector to the input Jones vector is known as the
Jones matrix. The parameter

in equation 2.20 is the distance between the point at which the

scattered field is measured and the interaction reference plane.

This gives a compact

mathematical description of polarized waves but cannot describe partially or unpolarized waves.
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Table 2.4 Jones matrices for linear polarizers at different orientations









The Jones matrices for polarizers with pass axis at an angle of 0, 90, 45 and 135 are shown in
Table 2.4.

2.2.4 Relation between Mueller and Jones matrix
The Mueller and Jones Calculus both represent the behavior of the waves on interaction with
different medium and components. For a fully polarized wave, the two methods lead to the same
solution so it is important to understand the relation between them [14]. The Jones matrix is
represented by a 2x2 matrix while the Mueller matrix is expressed in the form of 4x4 matrix. In
order to find a relation between them, it is necessary to explain the Kronecker product or direct
product of two matrices [15]. If A is m x n matrix and B is p x q matrix then their Kronecker
product C is a mp x nq matrix [16]. For a general case, if A is a 2x2 matrix and B is a 3x2 matrix
given as

and
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2.21

Then the Kronecker product C = A  B is a 6 x 4 matrix where,

2.22

The coherency vector [17] of a wave is the Kronecker product of the Jones vector and its
complex conjugate.





2.23

It is always desirable to describe waves as real quantities but the coherency vector elements are
sometimes complex. So, the Stokes vector is used as a transformation of the coherency vector to
represent the polarization state of the wave.
2.24
where

is a constant transformation matrix given as

2.25

Equations 2.23 and 2.24 can be used to convert Jones vectors into Stokes vectors. In order to
convert Jones to Mueller matrix, equation 2.20 is rewritten in a simpler form
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2.26
The Kronecker product of equation 2.26 with its complex conjugate gives

Substituting the values of







2.27

from equation 2.23 gives


2.28

From the definition of coherency vector given in equation 2.24, the input and output coherency
vector can be written as
and

2.29

Replacing the values of and from equation 2.29 to 2.28


2.30

Multiplying both sides of equation 2.30 by


2.30

From the definition of Mueller matrix we know
2.31
Comparing equation 2.30 and 2.31 gives
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2.32

Equation 2.32 is the final equation that can used to compute the Muller matrices from the Jones
Matrices. This conversion can only be used when dealing with fully polarized waves. The
conversion is meaningless when the system is depolarizing as the Jones matrix cannot describe
partially polarized waves [18].

2.3 RADAR
Radar is an acronym for RAdio Detection And Ranging. This term is used by the United States
Navy since 1940. In 1904, a German scientist Christian Hulsmeyer, first used electromagnetic
waves to avoid the collision of ships in fog [19]. The basic principle of radar is transmitting an
electromagnetic signal which propagates through the medium, illuminates the object or target in
front of it and a portion of transmitted pulse is reflected back towards the receiver which is called
an echo or return. Using this process, one can compute the distance of the object from the radar,
the size of the object, the speed of the target and some of the important target features.
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Figure 2.4 Basic principle of Radar

In general, the transmitter and the receiver antenna of the radar is the same (shown in Figure
2.4), which is known as monostatic radar [20]. For bistatic radar, the transmitter and the receiver
are separated and the distance of separation is of the order of the expected object distance [21].
The basic radar equation [22] relates the received signal energy with the radar system parameters
as




where is

the received signal,





is the transmitted power,

wavelength of the transmitted signal,

is the losses,

2.33

is the antenna aperture,  is the

is the radar cross-section (RCS) which is

the effective area offered by the object to the radar signal,

is the dwell time which is the

duration that the target remains illuminated by the radar and

is the distance of the object from

the radar.
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Figure 2.5 Atmospheric transmission with respect to the wavelength [23]

In order to improve the signal to noise ratio (SNR), one can increase the transmitted power or
antenna gain or transmitted pulse length or decrease the distance between the radar and the
object of interest. The main advantage of radar is it has all weather capabilities to penetrate
through cloud, fog, rain, dust. The atmospheric transmission percentage (Figure 2.5) is near
about 100% for the wavelengths from 10mm to about 1m which is the range of wavelength in
which typical radar systems work.
The RCS given as

in equation 2.33 is the measure of a targets ability to reflect radar signals in

the direction of the radar receiver. The RCS depends on the targets physical geometry, surface
features, the direction of illumination of the radar, transmitter frequency and material type [24].
The RCS can be calculated by solving the Maxwell’s equations (equations 2.1-2.4) with
appropriate boundary conditions for simple shaped objects [25].
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Figure 2.6 Radar Cross section of an aircraft with respect to the aspect angle [26]

(a) Dihedral Corner reflector

(b) Trihedral corner reflector

Figure 2.7 Corner reflectors widely used for calibration

An experimentally measured RCS of a two engine medium range bomber aircraft B-26 used in
World War II as a function of aspect angle is shown in Figure 2.6. The three factors that
determine the radar cross section here are the radar reflectivity, directivity and the geometric
cross section of the object.
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Table 2.5 Maximum RCS of simple objects derived from Maxwell’s equation

Object

Maximum RCS

Plane plate with dimensions m x n





Dihedral corner reflector (size m x n)






Trihedral corner reflector (size m x m x m)





Sphere with radius m


Cylinder with radius m and length n



The maximum RCS of simple reflectors derived from the Maxwell’s equations 2.1-2.4 are given
in Table 2.5. The reflected radar return depends on incident angle at which the radar hits the
object. The wavelength of the radar is considered small with respect to the size of the objects
[26]. The dihedral and trihedral corner reflectors (shown in Figure 2.7) are widely used as radar
calibration targets.
The angle ϕ is the elevation angle and θ the azimuth angle. The radar return is maximum for
specular returns when both the elevation and the azimuth angles are zero. For the plane plate, the
maximum RCS occurs in direct reflections and decreases as the angle of incidence increases.
The strongest return as can be seen from the maximum RCS, (Table 2.5) is for trihedral corner
reflectors. The RCS for this case is proportional to the fourth power of the edge dimension. If the
sizes of the edges are doubled for the trihedral corner reflector, the RCS increases by a factor of
16 [27].
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Figure 2.8 Radar Imaging Setup

2.3.1 Synthetic Aperture Radar
Synthetic Aperture Radar (SAR) was invented by Carl Wiley in 1951 and the first system built to
validate the concept of SAR was known as Doppler Unbeamed Search Radar (DOUSER) [28].
Typically SAR imaging produces a 2-dimensional image similar to conventional visible optical
imaging.
In the case of SAR, one dimension in the image is called as range or cross-track which is along
the direction from the radar to the target (Figure 2.8). It is measured by recording the time from
transmission of a pulse to receiving the return from the objects in the scene. In the simplest case,
the range resolution depends on the pulse width of the transmitted signal such that finer
resolution is obtained by narrowing the transmitted pulse [29].
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The range resolution in terms of the effective pulse duration

or the effective bandwidth

is given by
2.34

The important point to note here is that the range resolution of radar is inversely proportional to
the bandwidth of the transmitted signal. The resolution is neither a function of radar frequency
nor the distance of the scene from the radar [30]. The other dimension in SAR imaging is known
as azimuth or along-track or cross-range which is perpendicular to the range direction and
parallel to the direction of flight (Figure 2.8).
In case of Real Aperture Radars (RAR), the azimuth resolution is directly proportional to the size
the radar antenna and is given as


where

is the distance from the radar,  is the wavelength of the emitted radar pulse and

2.35

is

the antenna size [29]. Radar systems work at a much higher wavelength than optical systems and
obtaining moderate azimuth resolution would require a large physical antenna that is practically
impossible [30]. For example to obtain a 10m resolution from a low-orbit radar satellite at
1000km away at a working wavelength of 10cm, the antenna size required is 10km! However by
using a smaller size antenna moving with the platform (i.e. synthetic aperture) and by appropriate
coherent processing, the azimuth resolution of the radar image can be improved. In case of SAR,
the azimuth resolution is given by
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2.35

Figure 2.9 Comparison of real aperture and synthetic aperture radar

where,

is the synthetic aperture length. For the example discussed above, a synthetic

aperture length of 5km will give the azimuth resolution of 10m. A comparison of the RAR and
SAR in terms of the azimuth resolution is shown in Figure 2.9.

2.3.2 SAR Modes of Operation
There are basically three modes of SAR operation which are divided according to the radar
antenna’s scanning operation [31]. The three modes are Strip-map or Side-looking, Spotlight
and Scan SAR. In Strip-map mode, the radar collects the radar return from the region parallel to
the direction of the platform thereby recording a strip of the terrain parallel to the flight path
(Figure 2.10(a)).
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(a) Strip-map

(b) Spotlight

(c) Scan
Figure 2.10 Different modes of SAR operation (Image from [31])

In Spotlight mode, high resolution is achieved by steering the radar beam to a fixed area of
interest for a longer time (Figure 2.10(b)). This is at the expense of spatial coverage as other
areas within the swath is not illuminated for a given flight time. In scan SAR mode, the scene is
divided into different sections. The radar illuminates a particular section for a particular time and
then changes to a different section (Figure 2.10(c)). The radar illuminates several subsections of
swath by steering the antenna off-nadir into different directions. It is basically a combination of
spotlight and stripmap modes.
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Figure 2.11 SAR System components

2.3.3 SAR system
A simple SAR system is shown in Figure 2.11 with the system components. The transmitter and
receiver section contains the antenna which is the SAR sensor for radiating into the scene and
detecting radar waves that are back scattered from the objects in the scene towards the radar [32].
The motion sensor module contains the inertial navigation system (INS) and the global
positioning system (GPS).
An INS measures the moving platform’s velocity and orientation using accelerometers and
gyroscopes without the need for any external references. It is a main component that is used in
aircrafts and ships for maneuvering [33]. GPS provides time and geo-spatial positioning using
time signals transmitted by system of satellites known as global navigation satellite system. This
is achieved by measuring the distance between the GPS receiver unit and the group of satellites
[34]. The Image Formation Processor (IFP) forms the SAR image from the SAR signal and the
motion information. This includes filtering, resampling, apodization and Fourier transform [32].
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Figure 2.12 Block diagram and timing diagram for polarimetric SAR system (Image from [4])

The image processor provides the scene information from the SAR image using image
enhancement, registration, feature extraction. From the derived scene information, the desired
information is extracted depending on the application which can include terrain classification,
vehicle tracking, flood monitoring and urban structure mapping.
All radar images exhibit a gainy salt and pepper texture known as speckle that inherently
degrades the quality of images [30]. This is caused by random constructive and destructive
interference from the multiple scattering returns within each resolution cell. There are many
methods developed to eliminate speckle based on the mathematical model of the phenomenon
for radar image interpretation and analysis [32].

2.3.4 Polarimetric SAR
A polarimetric SAR (PolSAR) is implemented by alternatively transmitting horizontally and
vertically polarized waves and receiving both the polarizations. The operation of a polarimetric
SAR system can be clearly explained using the Figure 2.12. In this case two receivers and single
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transmitter are shown but the same principle can be explained using two transmitters and two
receivers. For the particular position of the switch that is connected with the transmitter shown in
the block diagram, the radar will transmit horizontal polarized waves. This is shown as the blue
rectangular pulse in the timing diagram in the transmission section. The two receivers will
receive both horizontal and vertical polarized returns shown as HH and HV in the reception
section of the timing diagram. When the polarization switch connected with the transmitter is
changed to the other position the antenna emits vertically polarized light shown as orange in the
timing diagram. Similarly in this case the two receivers will receive the VH and VV
components.
A polarimetric SAR system implemented in this fashion records four images: horizontal transmit
- horizontal receive (HH), horizontal transmit – vertical receive (HV), vertical transmit –
horizontal receive (VH) and vertical transmit – vertical receive (VV). Mathematically, the two
states of the transmitter polarization switch can be written as

2.36

2.37

where,

,

,

and

transmitted electric vector

are the four elements of the scattering matrix which relates the
and the scattered electric field vector

using the relation

2.38

For a particular position of the polarization switch, two components of the scattering matrix are
recorded at a time. So the equations 2.36 and 2.37 represent the received radar waves for the two
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(a) Single bounce

(b) Double bounce

(c) Multiple bounce

Figure 2.13 Three major scattering mechanisms

states of the polarization switch of the transmitter. The channels for which the transmitter and
receiver antenna state of polarization are the same (i.e. HH and VV) are known as the copolarized channels. Similarly when the transmitted and received antenna states are orthogonal
they are known as cross-polarized channels.

2.3.5 PolSAR scattering mechanisms
The radar signal transmitted by the antenna is scattered by the objects in the scene. The process
in which the radar waves are scattered is defined as the scattering mechanisms [35]. In the case
of radar, there are three basic types of scattering that are prominent in PolSAR images. They are
single bounce, double bounce and multiple bounce scattering.
The single bounce scattering is when the back scatter returns from a smooth surface as shown in
Figure 2.13(a). In this case, most of the scattering is in the forward direction and only a small
portion of the transmitted wave is reflected back towards the radar. Thus the back scatter return
for single bounce usually appears dark in the radar image.
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(a) Single bounce

(b) Double bounce

(c) Multiple bounce

Figure 2.14 Examples of the three major scattering mechanisms

Single bounce scattering might appear bright when the surface is tilted towards the radar such
that all the energy is reflected back towards the radar or when the radar is looking directly
pointing down perpendicular to the surface. Smooth bare soil, water bodies such as lakes, rivers,
oceans demonstrate single bounce scattering. This effect is similar to pointing a laser pointer at a
reflective surface where most of the light is reflected in the forward direction away from the
pointer.
Double bounce scattering is from two surfaces where one flat surface is horizontal with an
adjacent vertical surface (Figure 2.13(b)). In this case, the major portion of the transmitted
energy is back scattered towards the radar. Thus they appear as bright regions in the radar image.
These occur typically in the urban areas where there are buildings and other vertical structures
across horizontal sidewalks and streets (Figure 2.14(b)) [35]. In forested areas the vertical tree
trunks and smooth ground beneath also may form this dihedral structure which can show this
double bounce effect. Ships on smooth water surface also demonstrate this effect.
Multiple bounce occurs from randomly oriented scatterers within a homogeneous media (Figure
2.13(c)). The backscatter signal is a function of the dielectric properties of the scatters with the
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geometry and density of the media. This type of scattering is common in dense vegetation areas
(Figure 2.14(c)). In general, forest areas have high backscatter returns at all radar wavelengths
[35].

2.3.6 PolSAR information representation
Representation of PolSAR information is divided into two main categories: the first type is a
graphical representation of received power variation as function of polarization [36] known as
the polarimetric signature. In the general scenario, the tip of electric field vector traces out an
ellipse in a plane perpendicular to the direction of propagation of the polarized electromagnetic
wave. The shape of the ellipse is defined by the ellipticity and orientation angle [37]. The angle
of the semi-major axis with the horizontal axis (x-axis in Figure 2.15) is the orientation angle ψ.
Ellipticity defines the oval shape of the ellipse shown as χ in Figure 2.15. The signature
represents the co-polarized and cross-polarized components of the wave intensity at all possible
ellipticity and orientation angles. For a linearly polarized wave, the polarization ellipse is a
straight line which corresponds to ellipticity angle of 0 or 180 and the orientation angle gives
the direction of linear polarization such that for horizontal polarization the orientation angle is 0
or 180 and for vertical polarization it is 90. Figure 2.16 shows the polarimetric signatures of
two different regions that capture sand and vegetation from a scene in northern part of Death
Valley using L-band SIR-C polarimetric SAR data [38]. SIR-C stands for Space borne Imaging
Radar. It is a polarimetric SAR instrument that uses C-band (wavelength 6 cm) and/or L band
(24cm), carried aboard the NASA Space shuttle in 1994 [39].
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Figure 2.15 Polarization ellipse with ellipticity angle χ and orientation angle ψ

(a) Co-polarized signature of sand

(b) Cross-polarized signature of sand

(a) Co-polarized signature of vegetation (b) Cross-polarized signature of vegetation
Figure 2.16 Polarimetric signatures of sand and vegetation of L-band SIR-C data
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For the example shown here, the co-polarized signatures of sand and vegetation are distinctly
different and this information can be used to classify and separate the two broad classes using
these signatures. The signatures can be computed on a pixel basis or average over a region that
captures the particular class. In this case, region of interests are selected for each of the classes
and the polarimetric signature of two classes are computed for the selected region.
The other category of representing PolSAR information is the use of color coded images.
Lexicographic/Sinclair and Pauli color coded images are two widely used representations of
PolSAR images. In Lexicographic color images, the VV, HV and HH polarimetric channel are
color coded as red, green and blue channel respectively. A visible image of the San Francisco
Bay area from Google Earth (Courtesy Google Earth USDA Farm Service Agency, GeoEye and
US Geological Survey) is shown in Figure 2.17(a). The PolSAR image from NASA AIRSAR
instrument (Courtesy NASA/JPL-Caltech) of the same area is shown using Lexicographic color
coding in Figure 2.17(b). For displaying, the different channels are scaled individually using
their dynamic range. Comparing with the visible RGB image shown in Figure 2.17, a few
observations can be made. The return from the sea appears as purple-pink indicating low HV
component compared to other channels. This is the case for singe bounce scattering as explained
in previous section. For this case the HH and VV component are nearly same but VV component
magnitude is slightly higher which gives the reddish purple appearance in the PolSAR image.
The vegetation in the scene appears green indicating high value of HV component which is for
multiple bounce scattering.
Pauli color coding is based on linear combinations of scattering matrix elements. Pauli color
coded representation can be used to visually differentiate the three major scattering mechanisms
described in the previous section [40]. The polarimetric channels |HH-VV|, |HV| and |HH+VV|
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are assigned to the RGB channels respectively [1]. Figure 2.18 shows a comparison between
RGB image of an area south of San Francisco, CA (Courtesy Google Earth, USDA Farm Service
Agency, GeoEye and US Geological Survey) and a polarimetric SAR image of the same area
from NASA UAVSAR instrument (Courtesy NASA/JPL-Caltech) displayed in the Pauli Color
coded representation.
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(a)

(b)

Figure 2.17 San Francisco Bay area (a) RGB image (b) Lexicographic color coded PolSAR image
(|VV|, |HV| and |HH|)

(a)

(b)

Figure 2.18 South of San Francisco (a) RGB image (b) Pauli color coded PolSAR image (|HH-VV|,
|HV| and |HH+VV|)
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The Pauli Color coded image appears as a class map with the three major scattering as three
different classes. Single bounce scattering from the lake in the scene appears bluish black
indicating high |HH+VV| component compared to other channels. The buildings in the scene
appear purple indicating higher values for red and blue channels i.e., comparatively high |HHVV| denoting double bounce scattering. The vegetation appears green implying high |HV|
component for the multiple bounce effect.

2.4 Summary
This chapter gives an overview of electromagnetic waves with a mathematical description of
polarization. Passive polarimetric imaging concepts are presented with representation of
polarization of visible light using Stokes parameters and Jones calculus. A mathematical relation
between the two representations is discussed.
This chapter also presents brief theory about radar including the concept of synthetic aperture
radar. The basic modes of SAR are discussed along with basic system components. PolSAR is
discussed in details which are relevant to this work with the scattering mechanisms that are
prominent in PolSAR images. Finally, different techniques of PolSAR information
representation are described that are currently used in the radar community.
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Chapter 3

Prior Work and Recent Advancements

This chapter presents prior work that is relevant to this research. It is divided into three sections.
The first section includes prior work in the area of polarimetric image simulations followed by
the design of laboratory based SAR systems and lastly the recent work that has been done in the
area of fusion of SAR data with other modalities. No prior work has been done yet to combine
these particular two modes of imaging.

3.1 Polarimetric image simulation
The Digital Imaging and Remote Sensing Image Generation (DIRSIG) tool is a first principle
physics based radiation propagation model designed to generate multiband images which can be
used to perform trade studies and generate synthetic data for algorithm testing [41]. It also has
the capability to render polarimetric images in the visible through infrared regions of the
spectrum [8],[42]. The scene geometry is modeled using flat facet models. It uses a ray tracing
algorithm to determine which facets contribute radiance to each pixel in the synthetic image. The
polarimetric image simulation module in DIRSIG uses a polarimetric Bidirectional Reflectance
Distribution Function (BRDF) to characterize optical scattering from surfaces [43]. An alternate
description of polarized light includes polarization ellipse to represent the instantaneous state of
polarization [7]. Another passive polarimetric image simulation tool includes physical models for
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both thermal and radiometric processes. It uses a finite element solution for the heat transfer
model and ray tracing approach to describe incident sunlight and effect of shadows with Muller
matrix representation of rough surfaces [44].
Significant prior work has been done in the area of polarimetric radar image simulation. The
Simulator of Polarimetric Radar Images (SPRI) is a suite used to simulate synthetic millimeter
wave radar images using polarimetric Rayleigh clutter simulator coupled to a clutter database for
different types of terrestrial clutter [45].

Graphical electromagnetic computation SAR

(GRECOSAR) is another tool that has the capability of PolSAR image simulation [46]. The two
basic software modules that it uses for the simulation include an electromagnetic solver GRECO
[47] and a SAR processor based on the extended chirp scaling algorithm [48]. Another approach
of simulation is the electromagnetic method which starts from Maxwell’s equations to generate
synthetic PolSAR image using spectral domain full-wave technique, moment method and
stationary phase method [49].
In this research, polarimetric simulation is performed that is application to visible light
polarimetric imaging to understand the physics behind polarimetric ray-matter interaction.
Simulation is performed using a Monte Carlo model and ray tracing approach (Chapter 4).

3.2 Laboratory based SAR instruments
A low cost laboratory based radar system is useful for phenomenology studies and synthetic
aperture radar algorithm developments. An inexpensive frequency modulated continuous wave
radar system was developed that is capable of detecting range to target and creating SAR images
[50]. In this case of linear rail-SAR, data can be taken at regular intervals along the length of the
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synthetic aperture (length of the track). SAR image formation is done using the range-migration
algorithm [51]. Similar radar systems were previously built using horn antennas as transmitter
and receivers to work at X-band (8-10.5 GHz) [52]. In another X-band rail SAR imaging system,
it is shown that with the use of commercially available narrowband IF filters, it can image targets
with small radar cross-section using only 10nW of transmitted power [53]. These SAR
instruments discussed are all without polarization information. A ground based SAR system
(GB-SAR) has been developed using vector network analyzer and dual polarized antenna that
operates in the frequency range of 50MHz-20GHz [54]. This is a ground based system that can
record polarimetric information. Data recorded using this system was used for ground truth
validation in vegetation monitoring.
A novel low cost laboratory based PolSAR system is developed in this research that is capable to
record quad polarization SAR data and captures the basic scattering mechanisms (Chapter 5).

3.3 Fusion of SAR with other modalities
In previous research efforts different approaches are used depending on the application but the
overall outcome is that the fusion of SAR with other modalities improved the performance as
compared to using each of the modalities separately. It is shown that enhanced information
extraction is possible and synergistic approaches using multi modal data is an emerging field in
remote sensing. Image fusion techniques are not limited to the field of remote sensing. It is
applied in fields like medical imaging and computer vision. One of the most important
applications in medical imaging is the fusion of medical resonance imaging (MRI) and
computerized tomography scan (CT) [55]. Many algorithms exist where efficient image fusion
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between optical and SAR data is performed. Extraction of objects such as tanks [56], bridges
[57] and buildings [58] is done using feature level fusion approaches. Complementary
information from optical and SAR imagery are merged using statistical pattern recognition [59].
Fusion is done by concatenation of signals by maximum likelihood based approaches using
multivariate lognormal distribution as model for data distribution support [60]. Support vector
machines are used at pixel level for fusion [61]. At the decision level, an ensemble of classifiers
are used and merged to improve classification accuracy [62]. No previous work has been done
to fuse PolSAR data with passive visible light polarimetric imaging. In this research, fusion of
these particular two modes is done to applications in remote sensing.

3.3.1 Classification and Anomaly detection
Data fusion has been done using optical and SAR imagery to improve land cover classification
accuracy based on texture analysis [63]. Texture features were extracted using the Grey Level
Co-occurrence matrix (GLCM) method from TerraSAR X image by choosing proper window
size. Texture information is very critical in SAR images where the radar return is sensitive to
orientation, surface type, spatial relation of objects, and homogeneity of objects in the scene [64].
There are different texture features that can be analyzed using the GLCM method which are
mean, variance, homogeneity, contrast, dissimilarity, entropy and second moment. These can be
computed along different directions. The authors used the mean value of the four cardinal
directions as the final texture features [63]. It is shown that object based classification is more
advantageous than pixel based approaches for land cover classification using high resolution
imagery [65].
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(a)

(b)

Figure 3.1 (a) False color composite multi-spectral image of an area in Manjig, China
(b) TerraSAR–X image of the same area (Image from [63])

The classification results were linked using decision level fusion where the SAR classification
result was taken as thematic map to join the object based classification result from the multispectral image. The images used for classification are shown in Figure 3.1 with classification
result in Figure 3.2. The results showed significant improvement in the classification accuracy by
combining the two modalities. Combining complementary data in terms of data acquisition and
image characteristics can provide reliable results with increased interpretation capabilities [66].
A similar kind of approach was also implemented using traditional Maximum Likelihood (ML)
and Neural Networks to integrate optical data with SAR to map forest and land cover in tropical
sites [67]. The fusion results confirm the critical role of SAR in forest and vegetation mapping
of tropical regions where distinction of different vegetation type is difficult due to smooth
transitions between different types of forests [68].
Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and L-Band PALSAR Polarimetric
SAR data were combined for vegetation cover mapping [70]. These were combined using
Ordinary Least Square (OLS) linear regression for fractional vegetation mapping.
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(a)

(b)

(c)

Figure 3.2 Classification map of the (a) multi-spectral image (b) SAR image (c) Fusion result
(Image from [63])

(a)

(b)

Figure 3.3 (a) Fusion result after Brovey transform (b) Classification result (Image from [71])

Co- and cross polarization ratios from the polarimetric SAR data along with other indices such as
Biomass Index (BMI), Volume Scattering Index (VSI) and Canopy Structure Index (CSI) were
used to separate jute and tea from differences in structural components [71]. The VSI is the
depolarization measure of the linearly polarized radar signals which gives a measure of the
vegetation density and canopy thickness [72]. CSI is used to separate vegetation areas with more
vertical tree trunks or stems. It is the measure of the vertical structure in canopies.
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BMI is the average of the co-polarization component and is related to the measure of biomass in
the vegetation areas. The fusion image after Brovey transform and the corresponding
classification image is shown in Figure 3.3. Green represents tea class and yellow jute class in
the classification result (Figure 3.3(b)). Improved accuracy achieved using fusion and results
show higher accuracy when compared with other fusion methods like Principal component
analysis.
Different approaches have been explored to show the utility of passive visible light polarimetric
information in the area of target and anomaly detection. It has been shown how spectral
polarimetric data is more helpful than unpolarized data in extraction of details in shadowed areas
under canopy using narrow-band imaging polarimeter [73]. The main challenge is to detect manmade structures in a background of vegetation or vice versa which is detection of anomalies in
the scene. The chromaticity of polarimetric images is used to separate camouflage netting from
vegetation background [74]. Polarization enhances contrast as the contrasts in the intensity
images falls off. In case of vegetation, the specular component reflected from the leaves is
polarized. The DOP depends on the canopy structure, surface roughness, source detector
geometry. The diffuse component from the canopy gives information on the leaf chemistry [75].
NDVI values computed from the depolarized component (i.e. 1-DOLP images) were found to
contain more information as compared to the NDVI from the intensity image. Figure 3.4 shows a
comparison of the NDVI calculated from the S0 intensity image and the 1-DOLP depolarization
image. From the horizontal profile shown on each image it can be seen that the more information
contained in the 1-DOLP image of the shadowed area is useful in separating the camouflaged
vehicle easily [73].
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Figure 3.4 (a) NDVI from S0 (b) NDVI from Depolarization image (Image from [73])

This shows the advantages of polarimetric data over unpolarized spectral intensity images in
detection of man-made objects in the shadowed region under vegetation canopy. Simultaneous
collection of polarimetric and multispectral images provides additional information in the scene
content [76]. The intensity and the polarimetric images provide complementary information, and
by fusing the polarimetric information with intensity images enhances target detection sensitivity
in challenging scenarios such as low contrast targets. Combination of polarimetric data with
hyperspectral images also provides a robust means for detection of small man-made features in
natural surroundings [77]. It is also observed that DOLP processing is a useful parameter for
measuring polarimetric state of scenes which helps in the target and/or anomaly detection.

The constrained energy minimization (CEM) is a widely used spectral target detection algorithm
[78] where output is scaled to a target abundance value. For each pixel CEM is computed and for
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the scores greater than user defined threshold, the pixel is labeled as target. This CEM algorithm
is used as spectral/polarimetric optimization tool (SPOT) for pixel level fusion of spectral and
polarimetric data [79]. This pixel level fusion of spectral and polarimetric data is done by
stacking DOLP values as an additional band on top of spectral bands as

where

is the vector of fused polarimetric and reflectance values for

spectral brands. This

SPOT algorithm is similar to applying CEM to the fused spectral and polarimetric dataset. This
is an example of fusion of polarimetric information with spectral data for man-made target
detection.

In case of PolSAR, many target detection algorithms have been developed for different kinds of
applications. The object orientation and characteristics have been utilized using target
decomposition [80], time-frequency analysis [81] and radon transform to detect ships for seaport
surveillance [82]. Typical target detection algorithms include span detector, constant false alarm
rate detector and polarimetric matched filter. The span detection [83] uses total power in the
return signal received by the PolSAR instrument and its invariant with respect to the polarization
basis of the radar [84]. Simple thresholding can be applied to separate metal targets from the
vegetation background using span detection. The natural clutter can also be separated from
symmetric targets using averaged coherency matrix and statistical models with constant false
alarm rate detection [85]. Alternatively polarimetric matched filter [86] processes the return
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signal to maximize the target to clutter ratio using linear processor or matched filter. The
generalized optimization of contrast enhancement algorithm is another technique of target
detection using PolSAR images which enhances the target against clutter by changing the
polarization states of the radar antennas [87]. This is done by finding the optimal coefficients of
polarimetric states and optimal coefficients to separate the target from background clutter.

This research presents a novel method to fuse PolSAR data with passive visible light
polarimetric imaging to separate classes in terms of the scattering mechanisms in PolSAR.

3.3.2 Moving Target Detection

Synthetic aperture radar processing systems are in general designed for static scenes. Moving
targets in the scene appear blurred and/or shifted in the azimuth direction depending on the
direction of the motion of the target in the scene. A moving target affects all the polarimetric
channels so the main advantage of using PolSAR image is that any of the channels can be used
for velocity estimation. The channel with largest target to clutter ratio will be the ideal channel
for detection of moving targets [80]. The combination of velocity and polarization information in
one collect is important in many applications and the loss of polarimetric information due to the
motion of the object depends on velocity, acceleration, system parameters and background
clutter [81]. Some of the methods for detection of moving targets include polarimetric target
decomposition, radon transform, and time-frequency analysis [82].
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Figure 3.5 (a) UAVSAR- HH component image (b) UAVSAR Pauli Color composite image of a
different area. Moving target locations are shown in as red ellipse in the images

Constant velocity in the azimuth direction causes smearing largely in the azimuth direction
while velocity in the range direction causes shift in the azimuth location of the target in the SAR
image. Acceleration of the target introduces other distortions and defocusing effects.

Figure 3.5 shows the appearance of moving targets in an UAVSAR image of a region near San
Francisco. The smearing can clearly be seen in the images (shown in red ellipse) showing the
degradation of moving targets.

From the two images in Figure 3.5, it can be seen that the motion information is more prominent
in the color composite image and it is likely that feature extraction is convenient using
polarimetric channel decomposition. Other approaches include Time-Frequency analysis where
the signatures are transformed to the time-frequency domain such that the moving targets can be
easily separated from static objects in the scene [88]. The smearing of the moving target can be
extracted using the Radon transform which is used to detect lines, curves and parabolic geometry
from the image.
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Figure 3.6 (a) A line in image domain (b) Radon transform of the image (Image from [82])

The Radon transform integrates all elements that are intersected by a line defined by radial
distance parameter ρ and angle θ [82]. For a line shown in Figure 3.6(a) which is at a distance of
ρ from the origin and oriented at angle of θ from the horizontal axis, the Radon transform
generates a peak value at the corresponding line parameters ρ, θ shown in Figure 3.6(b). This
approach is widely used for line detection in the field of image processing. This suppresses
speckle and background clutter making the smeared signature of a moving target prominent. The
main challenge in working with SAR images is speckle. Polarimetric Whitening Filter (PWF) is
an efficient way to reduce speckle while preserving the resolution of the SAR image [89].

PWF minimizes speckle by optimally fusing polarimetric SAR data [87], which can be useful to
detect ships from sea clutter [90]. A combination of these methods can be used to detect and
extract moving target information from PolSAR images. This research includes extraction of
moving target information from PolSAR images to reduce the artifacts in passive visible light
polarimetric imagery. Thus this section only includes the prior work on extraction of moving
targets from PolSAR data.
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Theory is presented in Chapter 8 describing the advantages of fusion of polarimetric SAR data
with passive visible light polarimetric image. The moving targets are extracted using Radon
transform and it is shown how the velocity information from PolSAR can be used to reduce error
in images recorded using a division of time polarimeter.

3.4 Summary
This chapter presents the prior work relevant to the research. Previous work in the area of
polarimetric image simulation is discussed for both PolSAR and passive polarimetric imaging.
Recent advancements on laboratory based SAR instruments are presented. The first two sections
of the chapter include the simulation background of polarimetric imaging and experimental work
geared towards building a laboratory based PolSAR instrument for phenomenology studies.
The third section includes the applications of PolSAR and passive visible imaging in the areas of
land cover classification, anomaly detection and moving target analysis.
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Chapter 4

Polarimetric Image Simulation using Monte Carlo Concepts

This chapter explores the basics of Monte Carlo Simulation and its application in the field of
visible light polarimetric image simulation. Fundamental principles of designing, optimizing and
analyzing simulation based experiments are discussed. The Monte Carlo simulation model is
used and simple image simulations are performed using a ray tracing approach. Simulation
results are shown with a simple object in the scene and the Ward BDRF model is used to
characterize the surface properties of the object. This idea is further extended to compute
polarimetric BDRF and results are compared with actual laboratory experiments when polarizers
are placed both in front of the source and the sensor.

4.1 Introduction to Monte Carlo concepts
Monte Carlo methods use repeated random sampling to compute the results of computational
algorithms. In these methods, the possible domain of the inputs is defined and outputs are
generated randomly from the probability distribution of the inputs over the domain. Algorithms
are computed on the inputs and the mean of the results gives the final simulation output using the
Monte Carlo method.
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(a)

(b)
Figure 4.1 (a) Monte Carlo Method applied to find the value of  (b) The error plot with respect to
the number of random points generated.

As an example, a simple method of estimating the value of  is implemented using Monte Carlo
simulation (Figure 4.1). A square of length 10 (shown in blue) and a circle with radius 10
circumscribed within the square (shown in red) are considered. Random points are generated
within the square from uniformly distributed pseudo random numbers (shown in green).
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Table 4.1 Number of points generated and value of  estimated

1

Number of points
generated
10

Value of 
estimated
3.6000

2

50

2.9600

3

100

3.3600

4

500

3.1920

5

1000

3.1280

6

5000

3.1080

7

10000

3.1420

8

15000

3.1352

9

20000

3.1406

10

30000

3.1411

11

40000

3.1327

12

50000

3.1412

No.

The ratio of the number of points within the circle and the total number of points generated gives
the estimated value of /4, which is the ratio of the area of the circle and the square. The
estimated value of  and the error with the actual value for different number of input points are
given below in Table 4.1. The error is calculated from the actual value of  (i.e. 3.1416).
Monte Carlo simulation is used in image simulation using the ray tracing approach. The direction
of rays from the source is decided randomly such that each ray starting from the source is
randomly generated given the angular probability distribution of the source. Microfacet theory
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used here assumes that the surface consists of large number of small flat facets. The Ward model
is used to characterize the distribution of the facets. Rays are then traced back to the detector
after first surface reflection from the object in the scene. The basic setup is shown in Figure 4.2.
The rays generated from the source are randomly generated such that the direction of the rays is
decided by the probability distribution of the source. Currently Plane and Gaussian point sources
are modeled in the algorithm. For a particular ray A shown in Figure 4.2, the microfacet
intersected is shown in red. So the orientation of the microfacet hit by the ray is used to calculate
the BDRF. The ray is then traced towards the detector from the point hit by the ray. This is
repeated for each ray hitting the object and the resulting image recorded by the detector is
generated. For simplicity only a single surface reflection is considered right now but the same
concepts can be further extended to include multiple scattering from the objects in the scene.
In this simulation, polarization concepts are also included where for each facet hit by rays from
the source, the polarimetric bidirectional reflectance is computed. The setup used in this case is
shown in Figure 4.3, where we have considered polarizers both in front of the source and
detector. This is used to illuminate the scene either with horizontal or vertical polarized rays and
the polarizer in front of the detector is oriented such that it receives either horizontal or vertical
polarized light. This approach is similar to PolSAR where the transmitted and received
polarization state is changed periodically.

60

Figure 4.2 Basic setup used in the simulation

Figure 4.3 Setup for polarimetric image simulation
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4.2 Ray Tracing
The object is divided into small facets and the ray intersection from the source with triangle
facets in the object is done using fast minimum storage Ray-Triangle intersection algorithm [91].
In the ray/triangle intersection problem one needs to find if the ray intersects the triangle. This
algorithm is fast and memory efficient because in this case, the plane equation is not computed
on the fly or stored. In this algorithm, a transformation is done and applied to the origin of the
ray. This transformation gives a vector containing the distance of the origin of the ray to the
intersection and the coordinates of the intersection [92]. A point

on the triangle is given

by
4.1

where

are the barycentric coordinates such that

≥ 0,

≥ 0 and

≤ 1 [91]. In

barycentric coordinate system, the location of a point is specified by the center of mass or
barycenter of masses placed at the vertices of a triangle. The barycentric coordinates for an
arbitrary point P shown in Figure 4.4(a) are computed by finding t2 and t3 from the point Q
which is the intersection of the line A1P with the triangle side A2A3, then t1 is calculated as the
mass at A1 that will balance a mass t2 + t3 at Q. Thus making P as the centroid of the triangle as
shown in Figure 4.4(b) where the areas of the triangles A1A2P, A1A3P, A2A3P are proportional to
the barycentric coordinates t3,t2,t1 respectively [93]. In our case the object is divided into small
triangle facets. Computing the intersection between a ray

and triangle

gives
4.2

where

=

and rearranging the terms in equation 4.2 gives
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(a)

(b)

Figure 4.4 (a) Finding the barycentric coordinates of point P (b) Areas of the triangles formed by
point P are proportional to the barycentric coordinates of point P. Figure from [93]

4.3

So the algorithm here solves for the barycentric coordinates

and the distance

from the

ray origin to the intersection point by solving the linear system of equations given in equation 4.3
[92]. The conversion from barycentric coordinates of the intersection point to the Cartesian
coordinates is done using MATLAB function baryToCart.

The ray-triangle intersection

algorithm output is shown is Figure 4.5. A plane object and a sphere are considered here. The
objects are divided into triangular facets. A ray (shown in red) intersects the triangular facets
shown in red. From the ray origin and ray direction with the vertices for the triangular facets, the
algorithm gives the facet hit by the ray with the distance of the hitpoints from the source origin.
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Figure 4.5 Ray-Triangle intersection output for plane object and Sphere

4.3 Monte Carlo Method
The rays from the source are modeled using the Monte Carlo technique such that the directions
of rays are decided from the probability distribution of the source. Modeling is done for two
kinds of point sources, plane and Gaussian source. A plane source illuminates the object in the
scene uniformly and the ray direction parameters are derived randomly from a uniform
probability distribution. For the Gaussian source, the ray directions are randomly selected from a
Gaussian probability distribution with known mean and standard deviation of the distribution.
Figure 4.6 shows a plane object in the scene illuminated by the two types of sources. For the
figures shown in Figure 4.6, 100000 rays were generated from the source and a plane object is
considered. The patterns in Figure 4.6(a) and (b) show the illumination of the plane object by the
rays from the source. In this case no detector is present. Figure 4.6(c) shows the setup that is
used to generate the images. In this case we have a plane plate in the scene with source located
directly up, positioned at the center of the plate to model a simple case.
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(a)

(b)

(c)

Figure 4.6 (a) Plane Source (b) Gaussian Source (c) The setup to generate the images

For a plane source we see uniform illumination with each point in the object receiving about 3
rays on an average (Figure 4.6(a)). In the case of the Gaussian source we can clearly see
Gaussian nature where the central region i.e. at the peak of the Gaussian, points receive about 30
rays and this decreases as we move out from the centre. Points at the periphery of the object do
not receive any rays at all. Other probability distributions can be easily implemented using the
methods discussed above.

4.4 Global to Local Transformation
For the BRDF calculations, it is necessary to transform the ray unit vector from the global
coordinate system to the local facet coordinate system. For each of the facets hit by a ray, the
normal unit vector is computed in the global coordinate system. If

,

and

are vertices of

the triangle facet then the normal unit vector for the facet can be calculated using a simple vector
cross product as given below
4.4
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The surface normal is computed for a randomly facetized sphere using equation 4.4 (Figure 4.7).
In this case the normal for each and every facet is computed but for the simulation, the normal is
only computed for these facets hit by rays. Figure 4.8(a) shows the result for a simulation where
the source emits rays randomly towards a plane. The facets hit by the rays are shown in red. The
surface normal is then computed for the facets which are hit by the rays (shown as small yellow
arrows in Figure 4.8(a)). The top view of the plane plate in the scene is shown in Figure 4.8(b).
The selected facets are shown as red and the green stars are the intersection points of the random
rays generated from the source with the plane object. Now to compute the BRDF at each point
that are hit by the rays, the unit vector of the rays in global coordinate system is converted into
unit vector in facet local coordinates. If we consider the facet surface normal

where

4.5

The zenith and azimuth angles for the facet normal in global coordinate system is given as
β = cos-1 (N3)

and

α = atan2 (N2, N1)

4.6

where, atan2 is the four quadrant inverse tangent. The transformation matrices written in terms of
the angle β and α are

4.7
The unit vector in the facet local coordinate system is given as
Vlocal = T2 . ( T1 . V)
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4.8

Figure 4.7 Surface Normal for each facet for a randomly facetized sphere with a zoomed in portion
to show the computed surface normals

Source

Figure 4.8 (a) Surface Normal computed for facets hit by rays (b) Top view of the plate with the
facets hit and the intersection points of the rays with the object.

Equation 4.8 is the final transformation equation that is used to transform unit ray vectors from
the global coordinate system V to unit ray vectors in the facet local coordinates Vlocal. Figure 4.9
shows the convention used for the zenith angle and the azimuth angle. In the Figure, z is the
zenith angle measured from the vertical up direction, A is azimuth angle measured clockwise
from north and h is the elevation angle measured up from the horizon.
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Figure 4.9 The Zenith , Azimuth and elevation angles

The zenith and azimuth angle of ray in facet local coordinates is given by

ϕ = cos-1 (V3local)

and

ψ = atan2 (V2local, V1local)

4.9

where, unit vector of ray in local coordinate is Vlocal = V1local i^ + V2local j^ + V3local k^ .

4.5 BRDF Model
The Ward BRDF model is used to compute the facet level reflectance [94]. This is defined as
the sum of two components: the diffuse term and the specular term which is the Gaussian gloss
lobe. In here we have considered an Isotropic Gaussian model where the standard deviation of
the surface slope is considered the same along the two perpendicular directions i.e. invariant
under surface rotations around the surface normal. But the same concepts used here can be
extended to include elliptical Gaussian model for the specular lobe. If ϕin and ϕout are the zenith
angles of the incident and the exitant ray and ψ rel is the relative azimuth angle between them
[95], then the incident ray can be written as
Rin = [ sin ϕin, 0 , cos ϕin ]
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4.10

Figure 4.10 The incident, exitant , specular ray and the BRDF model

and the exitant ray can be written as
Rout = [ sin ϕout * cos ψrel , sin ϕout * sin ψrel , cos ϕout ]

4.11

The specular ray can be written in terms of the indent ray as
Rs = [ Rin1 , Rin2 , - Rin3 ]

4.12

The off specular angle θos is the angle between the specular ray and the exitant ray,
θos = cos-1 [ Rs . Rout]

4.13

The BRDF from the Ward [94] model is

4.14
where,

d

is the diffuse reflectance,

s

is the specular reflectance, θos the off specular angle and

is the standard deviation of the surface slope.
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For the simulation, 256 x 256 detector elements are considered and for different source and
detector positions, images are computed for different surfaces. For all the simulations, 100,000
rays are considered. The dimension of the plate is 10x10 (i.e. the spatial extent of the plate). The
material properties used for the simulations shown in Figure 4.11 are

d

= 0.5,

s

= 0.5 and

=

0.2. Simulation is also done for a shiny surface with no diffuse component and the results are
shown in Figure 4.12. The material properties used in here are

d

= 0,

s

= 1 and

= 0.1.

Comparison is also made when the source used has a Gaussian distribution and the results shown
in Figure 4.12 (e) and (f).
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(a) Simulated image when the source and the detector is at the same position looking straight down
at the centre

(b) Simulated image when the source and the detector are at diagonally opposite corners

(c) Simulated image when the source and the detector are the top left corner of the plate

(d) Simulated image when the source and the detector are the bottom right corner of the plate
Figure 4.11 The simulated images with the corresponding position of the plane source and the
detector for a rectangular plate with d = 0.5, s = 0.5 and = 0.2
71

(a)

(b)

(d)

(e)

(c)

(f)

Figure 4.12 (a) –(d) The simulated images for a rectangular plate with plane source for the setup
described in figure 11(a) – (d) and the material properties d = 0, s = 1 and = 0.1, (e) and (f) are
same setup as used in 11(a) and (b) respectively with a Gaussian Source and material properties d
= 0, s = 1 and = 0.1

4.6 Polarimetric BRDF
Polarimetric BRDF is generally used to model polarimetric signatures of objects. In here the
radiance of rays are described by the four component Stokes vector and 4x4 Mueller matrix
representation is used to describe the polarimetric BRDF [43]. The reflected electric field
relation with the incident electric field is given as

4.15
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where, i and r are the rotations about the incident and the reflected direction and ass and app are
the Fresnel amplitudes. The expressions of i and r in terms of the incident and exitant rays and
the facet normal are given as

4.16
where, n is the local microfacet normal, ri and rr are the incident and exitant ray vector, θi and θr
are the exitant ray angle and the auxiliary angle β is given as

4.17
The conversion from the Jones matrix form to the Muller Matrix is done using the relations given
in Section 2.1.4.
The final polarimetric BRDF expression used is

4.18
So each ray is represented in the 4 element Stokes vector format and the reflection of the ray
with the object is a Muller matrix multiplication computed using equation 4.18. Polarizers were
placed in front of the source and the detector to capture different polarization images (Figure
4.3). The Stokes vector of the ray reaching the detector is given as
Sr = [MD] [MBRDF] [Ms] Si = [Meff] Si
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4.19

where Si is the Stokes vector of the rays emitted from the source, Ms is the Muller Matrix for the
polarizer in front of the source, MBRDF is the polarimetric BDRF of the surface reflection using
equation 4.18, MD is the Muller Matrix for the polarizer in front of the detector. For 100,000 rays
from the source, the effective Muller matrix Meff is computed and then for different orientations
of the polarizer in front of the source and the detector, the final Stokes vector for the rays
reaching the detector is computed. Results are compared with the images taken in the laboratory.
The image shown in Figure 4.13(a) is the total intensity S0 image of a plane plate wrapped in
aluminum foil. The color composite image is shown in Figure 4.13(b), represents the
polarimetric channels |HH-VV|, |HV| and |HH+VV| as the RGB channels respectively. Figure
4.13(c) shows the simulation results when the source and the detector are at the same position
looking straight down at the center of a plane plate in the scene (setup shown in Figure 4.11(a)).
For the simulation, 100,000 rays were randomly generated from the source. The material
properties used is specific to that of aluminum with values of

s

= 1,

= 0.05 n = 1.02 and k =

6.84. The center of the image is mainly blue in color which represents dominant |HH+VV|
component and as one move away from the center i.e. the angle of incidence of the ray increases,
we see that color composite image turns magenta i.e. a combination of Red and Blue. This effect
is mildly seen in the real image from the lab where we see as the angle of incidence increase, the
color composite image turns magenta (right side of Figure 4.13(b)). This can be explained using
the Fresnel reflectance plot shown in Figure 4.14. The plot is shown for s and p polarization
states along with results for unpolarized light [96]. We can see that as the angle from normal
increases, the difference between the s and p polarization states increase. So when the angle from
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(a)
(b)
(c)
Figure 4.13 (a) The S0 intensity image (b) Pauli Color coded image with |HH-VV|, |HV| and
|HH+VV| as the RGB channels (c) Pauli Color coded image for the simulation output

Figure 4.14 Fresnel reflectance plot for pure aluminum at 550nm (Image from [96])

normal is zero i.e at the centre of Figure 4.13(c), the reflectance for the s and p polarization states
are equal making the red channel |HH – VV| channel zero. But as the angle from the normal
increases, the difference between the s and p polarization states increases thereby increasing the
red channel |HH-VV| in the color composite image. This gives the magenta color as we move
away from the normal.
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4.7 Summary
This chapter discusses a basic Monte Carlo based image simulation. In this case only the first
surface reflection is considered for simplicity but the method of randomly generating rays used
here can be further extended to include multiple scattering within the scene. The points hit by the
rays from the source can be considered as secondary source and rays can be randomly generated
from the hit points to include multiple scattering. Monte Carlo simulation model is analyzed and
simple image simulations are performed using ray tracing approach. The Ward BRDF model and
its polarimetric extension are discussed and the polarization simulation result is compared with
an actual laboratory image for first surface reflections. Plane object is used mostly to understand
the phenomenology behind the simulation but the concepts discussed in this chapter can be used
for complex scenes. As implemented, the processing time of the simulation code is directly
proportional to the number of rays generated.
This polarimetric image simulation approach is valid for passive visible light polarimetric
imaging but the same idea can be extended to PolSAR image simulation. This chapter presents
the first principle physics based image simulation approach which is used in DIRSIG, (Digital
Image and Remote Sensing Image Generation) developed by Rochester Institute of Technology’s
Digital Imaging and Remote Sensing Laboratory. The main difference between the simulations
done here with those in DIRSIG is in this case a forward propagation model is implemented
where ray starts from the source interacts with the objects in the scene and propagated towards
the sensor whereas in DIRSIG, a backpropagation model is implemented.
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Chapter 5

Laboratory based PolSAR Imaging System

This chapter discusses a novel low cost laboratory based polarimetric SAR imaging system. For
classifications from SAR data and for understanding polarimetric signatures, characterization of
the basic scattering mechanisms is required with good ground truth information. Any backscatter
return received by a radar can be considered as a combination of the basic scattering mechanisms
(i.e. single, double and multiple bounce effect) [97]. The main motivation behind this work is to
collect polarimetric SAR data with ground truth information that represents the basic scattering
mechanisms. The same scene can be recorded with visible light polarimetric imager, having full
control over the scene and the instrument. The applications of characterizing scattering
mechanisms include terrain surface classification [98], modelling mountainous forest areas [99] and
analysis of urban targets [100].

PolSAR imaging can be done for interesting objects using this

system. This system has the capability to track the velocity of moving targets using Doppler
processing. The system can also record one-dimensional range information and for moving
objects it can track the range variation (distance of the object from the radar) with time.
However, this system will primarily be used for recording quad channel polarization SAR data.
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Figure 5.1 Block Diagram of the PolSAR system

5.1 PolSAR System
The basic radar circuit is built following an MIT online course on building a radar system
capable of synthetic aperture radar imaging [101] (without polarization). The system is an Sband (2.4 GHz) continuous ramp waveform radar with RF power around 1W, with a maximum
range of 900m and a signal bandwidth of 80MHz. The block diagram of the system is shown in
Figure 5.1. The received signal is saved as a waveform file format (.wav) through the
microphone port of the laptop. Metal cans are used as antennas with metal wires probed into the
cans. The position of wire probe from the closed end of the can, together with the size and
diameter of the can, determine the working wavelength of the radar (Figure 5.2(a)).
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Horizontal
(a)

Vertical
(b)

Figure 5.2 (a) Metal can as antenna with the relation between the guide wavelength, free space
wavelength and the size and position of the metal wire probed into the can (b) Front view of the
cans with metal wire probed horizontally for horizontal polarization and vertically for vertical
polarization antenna

The wavelength inside the cylindrical can, i.e. the guide wavelength, is related to the wavelength
in free space through the diameter of the can [102].
The wavelength in free space is given as,



where

is the velocity of electromagnetic wave and

5.1

is the frequency. This system is S-band

with wavelength in free space of about 12.5cm. The wavelength inside the waveguide i.e. the
metal cans that is used as antennas is given as

5.2
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where D is diameter of the metal can that is related to the wavelength in free space for a half
power bandwidth greater than 70 using the relation,



5.3

The polarization state of the antenna is parallel to the closed end of the wall in the direction of
the wire probe [103] (shown in Figure 5.2(b)). This is specifically used in this experiment to
transmit and receive both horizontal and vertical polarized waves. The polarimetric SAR system
is shown in Figure 5.4(a) on a movable trolley to cover the synthetic aperture length. Radio
frequency transfer switches are used to switch between polarization state of the transmitters and
the receivers (Figure 5.4(b). Table 5.1 provides the system parameters of the radar imaging
system.
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Figure 5.3 Polarimetric Radar System

(a)

(b)

Figure 5.4 (a) Polarimetric Radar System on movable trolley (b) Antenna transfer switches
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Table 5.1 System parameters

No.

Parameter

Value

1.

Wavelength

12.5 cm

2.

Frequency

2.4GHz (S-band)

3.

RF Power

~1W

4.

Polarization

5.

DC Power

~1W

6.

Waveform

CW Ramp

7.

Bandwidth

80MHz

8.

Antenna Isolation

50dB

9.

Half power beamwidth

70

10.

Guide wavelength (inside metal cans)

18.5cm

11.

Maximum range

900 m

12.

Range Resolution

1.88m

13.

Cross Range Resolution

2.05m

Quad Pol (HH, HV, VH, VV)

82

5.2 Ranging Mode
In ranging mode, only the vertical polarization is used for both the transmitter and the receiver.
For testing purpose, a human subject moved towards and away from the radar carrying a high
radar reflective aluminum plate and the recorded range versus time plot is shown in Figure 5.5.
This mode captures only the one dimensional range information and during the recording of data
in this mode the position of the radar is fixed. This mode of data collection can be used to track
and monitor the speed of moving objects. The slope of the curve from the range-time plot gives
an estimate of the range component of velocity of the moving object. As shown in the plot in
Figure 5.5(a), an object moving away from the radar with constant velocity will form a straight
line in the range-time plot with negative slope. Any object moving towards the radar will form a
line with positive slope. To and fro periodic movement away and towards the radar will form
ripples in the range-time plot as can be seen from time 0 to 40 second in Figure 5.5(b). After
about 50 seconds the human subject is moved to an adjacent room. So the radar returns captured
from 50-60 seconds from distance of 8m are actually the penetration through the wall. The color
values in the plot shown in Figure 5.5(b) are the power received by the radar in dB.

5.3 Polarimetric SAR imaging mode
In the polarimetric SAR imaging mode, the transmitter and receiver polarization states are
changed periodically to record the quad-pol SAR image. A fully polarimetric SAR dataset
comprises four channels for the four different combinations of transmitted and received radar
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wave (HH, HV, VH and VV). The objects in the scene are placed in a way to capture the basic
scattering

(a)

(b)

Figure 5.5 (a) Appearance of moving object on ranging-time plot (b) Human subject moving
towards and away from the system

mechanisms [40]. Figure 5.6(a) is the scene for which quad polarization SAR recording is done.
The four channel SAR images are shown in Figure 5.6(b). The result shows random clutter for
the four channels.

SAR image formation is done using Range migration algorithm [104]. The basic steps involved
here are performing along track Fourier transform, applying two-dimensional phase
compensation to the azimuth transformed signal, appropriate warping of the SAR image by Stolt
Interpolation which compensates for the range curvature of the scatterers, and finally a 2dimensional Fourier transform to form the complex output SAR image. The range migration
algorithm is advantageous as its efficiency is high due to a single interpolation procedure [105].
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Figure 5.7 shows the results for the same scene with an aluminum plate in front of the radar to
capture the first surface single bounce back scattering. The dimension of the plate is 4x4 ft
placed at a distance of 5 ft from the radar. The synthetic aperture length for the recording is 6ft
and the radar is moved at an increment of 2 inches. The results (Figure 5.7(b)) show that the
plate is highly reflective for co-polarized (HH and VV) but the cross-polarized (HV and VH)
component remain the same as before (Figure 5.6(b)). High HH and VV components from the
plate in front of the radar agree with the theory of first surface single bounce reflection, the
dominant mode being |HH+VV| channel [40]. The cross-polarized components show clutter and
returns from the other objects present in the laboratory.
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(a)

HH

VV

VH

HV

(b)
Figure 5.6 (a) Scene (b) Quad polarization SAR image
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(a)

HH

VV

HV

VH

(b)
Figure 5.7 (a) Scene with plane board in front of radar (b) Quad polarization SAR image
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Figure 5.8 Pauli Color coded PolSAR image of the scene with plane board

A Pauli color coded image is formed for the scene with plane board in front of the radar (Figure
5.8). The single bounce from the board appears blue in the image which means dominant
|HH+VV| channel for the direct reflections from the aluminum board. The double bounce
between the floors and the walls appear magenta in color which is a mixture of red and blue i.e.
dominant |HH-VV| channel. The multiple reflections from the objects in the room and between
the walls appear green which means high |HV| channel. This shows that the PolSAR instrument
captures the three basic scattering mechanisms.
An image collected from the rooftop of a portion of the roof and nearby buildings in the scene is
shown in Figure 5.9(a). Some high returns found on the top left part in the VV channel image
(Figure 5.9(b)) are from windows of the nearby buildings. This is due to formation of dihedrals
and trihedrals giving high return on one of co-polarized channels (VV in this scenario). This
agrees with the theory for double bounce from dihedrals, with |HH-VV| channel being high. The
superimposed VV channel SAR image on the Google map image of the same area is done to find
the source of high returns. The windows of the adjacent building, shown in Figure 5.10(b),
produce high back scattering signal in the VV channel SAR image.
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(a)

(b)

Figure 5.9 (a) Scene from the rooftop (b) Co-polarization component PolSAR images

(a)

(b)

Figure 5.10 (a) The VV channel superimposed on the Google map image (b) High returns on the
VV channels from the windows of the nearby building.
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range

(a)

azimuth

(b)

Fig. 5.11. (a) Setup for data collection (b) Recording PolSAR data with a dihedral object in front at
a distance of 12ft.

5.4 Calibration and Validation
Calibration of the system is required to represent the received signal in terms of actual
parameters of the objects. In this case, the received signal magnitude is first represented in terms
of received power in watts. This is calibrated such that PolSAR images represent the radar crosssection (RCS) of the objects in the scene. RCS is the effective area of the object to back scattered
the transmitted signal towards the radar.
The setup for the data collection is given in Figure 5.11(a) where ψ is the elevation angle of the
radar antennas and the object is placed at a distance of D from the radar. The objects were built
using foam insulation boards that have aluminum foil on both the sides. The board dimensions
that were used to build the dihedral and trihedral were 4x4 ft with a thickness of about 2 inches.
These foam insulation boards are low cost, light weight and most importantly have high radar
reflectivity because of the aluminum foil on both sides. Figure 5.11(b) shows the radar with a
dihedral object at a distance of 12ft. The radar objects that were used are shown in Figure 5.12.
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(a)

(b)

(c)

Fig. 5.12 Radar Objects used (a) Flat plate (b) Dihedral and (c) Trihedral

Fig. 5.13. Scattering effect for the three objects shown in Figure 5

The flat plate demonstrates the single bounce scattering mechanism (Figure 5.13), where the
transmitted signal is mainly scattered in the forward direction and a very small portion is
backscattered towards the radar for all four polarimetric channels. The dihedral in front of the
radar demonstrates the double bounce effect (shown in Figure 5.13), where the co-polarized
channel signal is usually high but different and there are low values of the cross polarized
returns. The trihedral object is used to calibrate the system so that the received signal can be
represented in terms of radar cross-section. The noise level of the system is estimated by pointing
the radar upwards towards the clear sky where the transmission to space for S-band radar is
nearly 100% and no return is expected.
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Calibration is performed using the trihedral as the RCS of this simple target can be theoretically
calculated with good degree of precision and accuracy [106]. The peak value of maximum RCS
for a square trihedral using a radar without polarization is given as



where

5.4

is the dimension of the edge of the trihedral and  is the wavelength of the radar.

In general, RCS is a function of elevation and azimuth angle of the radar with respect to the
trihedral. The general form of RCS for square trihedral is given as



for




where,

is the azimuth angle and

5.5a

for

5.5b

is the elevation angle (Figure 5.14). The parameters

are given as
5.6
RCS is generally expressed in the radar community in terms of decibels referenced to a square
meter (dBsm), which is given as
5.7

For the transformation of the received power in watts to RCS in dBsm, one must find the relation
between them. The radar equation for the received signal power in terms of the radar and object
parameters is given as
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Fig. 5.14 Geometry definition for azimuth angle




where,

is transmitted power,

from the radar,

is loss and



and elevation angle

5.8



antenna aperture,  radar wavelength,

distance of the object

object RCS [22].

For fixed radar parameters and a given object distance, the received power is proportional to the
RCS i.e.

. In logarithmic scale,

, where

. The

calibration can now be done by manually locating the position of the trihedral corner reflector
from the SAR image and linear transformation of the received power to RCS such that it is equal
to the theoretical value of RCS for that location calculated using equation 5.5.
The maximum received power (

) is obtained from the pixel location of the trihedral and

the corresponding theoretical value of RCS (
minimum received power (

) is computed using equation 5.5. The

) is estimated from the noise image. For a trihedral, the co-

polarized returns are usually high and cross-polarized components are low. So this calibration is
done using horizontal sent horizontal receive (i.e. HH) channel and the same transformation is
applied to all four channels. This can be done because the relation
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is valid for all

the polarimetric channels. The individual values of the channels can be different but the
proportionality of the received power in dB with RCS in dBsm holds true.
The linear transformation of the data from received power in dB scale to RCS in dBsm is done
using the relation

5.9

This same transformation is applied to a different independent dataset. Validation of the
calibration is done using a PolSAR image of a dihedral. The theoretical value of maximum RCS
[27] for a dihedral dataset is given as



where

and

5.10

are height and width of the dihedral respectively. The calibrated result of the

dihedral is compared with the theoretical value of RCS given in equation 5.10. The assumptions
of the calibration process are listed in the end of Section 5.5.

5.5 Calibrated results
The synthetic aperture length for the collections was 10ft and the evenly spaced increment to
acquire range profiles in the azimuth direction was 2inch (about 5cm). The PolSAR image of a
trihedral at a distance of 12ft from the radar is shown in Figure 5.15(a) and the corresponding
Pauli color coded image formed using a linear combination of the polarimetric channels with
|HH-VV| ,
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Fig. 5.15 (a) The Quad PolSAR data with trihedral at 12 ft (b) Corresponding Pauli color coded
image with |HH-VV|, |HV| and |HH+VV| as RGB channels

Fig. 5.16. Flowchart for quantitative analysis of the PolSAR image

|HV| and |HH+VV| as RGB channels is shown in Figure 5.15(b). All of the SAR images in this
paper are represented with range in vertical (y-axis) and cross range in horizontal (x-axis). The
images are in terms of received power in watts on a linear scale. There are high returns in copolarized channels at the range 12ft (i.e. position of the trihedral from the radar) with no
significant returns in the cross-polarized channels. This representation of PolSAR data gives an
idea of the received power in a qualitative way.
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Fig. 5.17 (a) Received power in W v/s Range in ft for trihedral at 12ft (shown as black dotted line at
x=12ft) (b) Calibrated results using the trihedral to plot the RCS in dBsm v/s range for the quad
polarimetric channels.

For a more quantitative analysis, a different representation is used in this paper (flowchart in
Figure 5.16). The first step involves cropping the image from the center across the range and 2ft
in cross-range direction. This is done because all the objects are placed at the centre of the crossrange. The mean for each range is computed for the cropped image to plot the received signal
with respect to range. All of the objects that are used have a dimension of 4ft on each side, so 2ft
averaging actually reduces the electronic circuit signal fluctuations and/or noise. The received
power in watts with respect to range from the radar for the trihedral at 12ft is given in Figure
5.17(a). The theoretical value of RCS for trihedral using equation 3 with an edge dimension of
4ft and an azimuth angle of 40 and elevation angle of 17 is 30.78 dBsm. This is considered for
HH polarization state and the received power is transformed such that the peak value at 12ft
matches the theoretical RCS for trihedral. From the recorded image, maximum power received is
1.02 x 10-3 W from a range near 12ft. A similar transformation is applied to all the four channels
and the calibrated result in dBsm is given in Figure 5.17(b). The maximum values of each
polarization around 12ft are as follows 30.78 dBsm, 28.38 dBsm, 23.59 dBsm and 22.01 dBsm
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for HH, VV, HV and VH channels, respectively. The scattering mechanisms of the object can be
modeled as a linear transformation of the transmitted signal to the received signal [1].
The normalized scattering matrix formed using the received power signal by the radar for the
trihedral is given as

5.11

The scattering matrix is calculated by selecting a 2x2 ft region in the SAR image at a distance of
12ft from the radar where the trihedral was placed. Theoretically, the scattering matrix of a
trihedral corner reflector [4] is given by

5.12

The co-polarized channels are identical and high with no cross-polarized components. This is an
ideal scenario when there is no system noise and measurement error.
The assumptions that are made for this calibration process are as follows:
1. The distance between the antennas is very small compared to the wavelength and the
distance of the object from the radar. So, a monostatic radar configuration is assumed as
if the antennas are co-located and no corrections were made for the position of antennas.
2. The four metal cans that are used as antennas are assumed identical with same radiation
pattern and same antenna loss such that the proportionality of received power with radar
cross-section is valid for all the channels i.e.
radar equation (Equation 5.8) are constant.
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when the other terms in the

3. The influence of any surrounding objects is neglected in the calculations and the effect of
the mounting structure of the reflector is also assumed to be very small compared to the
received signal from the reflector.
The PolSAR image with a dihedral at a distance of 12ft from the radar is shown in Figure 5.18(a)
and the corresponding Pauli color coded image shown in Figure 5.18(b). There are high returns
in co-polarized channels at range 12ft (i.e. position of the dihedral from the radar) with no
significant returns in the cross-polarized channels.
In this case, the difference of the co-polarized channels is greater than that for the trihedral. This
results in a reddish magenta appearance in the Pauli color coded image (Figure 5.18(b)) which
signifies the dominant channel for the double bounce effect is |HH-VV|. This effect can be best
visualized from the received power vs range plot in Figure 5.19(a).
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Fig. 5.18 (a) The Qual PolSAR data with dihedral at 12 ft (b) Corresponding Pauli color coded
image with |HH-VV|, |HV| and |HH+VV| as RGB channels

Fig. 5.19 (a) Received power in W v/s Range in ft for dihedral at 12ft (shown as black dotted line at
x=12ft) (b) Calibrated plot of the RCS in dBsm v/s range for the quad polarimetric channels.

The difference in the HH and VV channels here gives a measure of the double bounce effect.
From the calibrated plot for radar cross-section (Figure 5.19(b)), maximum values of each
polarization around 12ft are as follows 31.05 dBsm, 26.38 dBsm, 22.43 dBsm and 20.11 dBsm
for HH, VV, HV and VH channels, respectively. The theoretical value of RCS for a dihedral
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dataset (using equation 5.10) is 35.5dBsm for HH channel. This gives calibration accuracy

of

87.46% using the relation

5.13

It is an approximate measure of the validity of the calibration process performed using the
trihedral. Then the same transformation of the received power to radar cross-section is done for
the dihedral dataset and values compared with the theoretical values of the RCS for dihedral. The
normalized scattering matrix formed using the received power signal by selecting a 2x2 ft region
in the SAR image at a distance of 12ft from the radar where the dihedral was placed is given as

5.14

The results for a flat plate in the scene at a distance of 8ft from the radar are given in Figure 5.20
to analyze the effect of single bounce. In this case, most of the scattering is in the forward
direction for all polarimetric channels. The received power level is of the order of 10-6 W as
compared to 10-3 W for dihedral and trihedral.
The result of the normalized scattering matrix for the flat plate is

5.15

The received power plot when the radar was pointed towards the clear sky is given in Figure
5.21. It gives a quantitative measure of the noise level in the system. The plot clearly shows two
types of noise for all the four channels. First note the noise arises due to interference of the
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Fig. 5.20 (a) Received power in W v/s Range in ft for flat plate at 8ft (shown as black dotted line at
x=8ft) (b) Calibrated plot of the RCS in dBsm v/s range for the quad polarimetric channels.

Fig. 5.21 Received power in W v/s Range in ft when the radar was pointing towards a clear sky

antennas at very close ranges (within 1-2 ft). The values of this noise range from 0.1 x 10-7 W to
about 0.4 x 10-7 W and decrease with increase in range. Second, the noise is seen to be
proportional to the square of the distance from the radar.

The noise values are about 10-7 W at range of 25ft. We observe the lowest noise levels at about
8-12 ft which is why the objects were placed at this level to minimize the effect of noise.
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The observational error of the calculated value of RCS using laboratory measurements can be
computed using first order component of Taylor series expansion of the RCS given in equation
5.5 [107]. The error in the calculated value of RCS is given as



From the expressions of

5.16



(from Equation 5.6),

5.17

The angles are measured manually using a digital protractor and the error in azimuth angle
and elevation angle

of the radar is considered to be about 5. The dimension of the trihedral

are actual dimension of the insulation boards, so the error

is considered zero and also the

working wavelength of the radar is precise as it depends on the circuit and antenna parameters
hence, the error

 is also considered zero. The values of the parameters in equation 5.6 that

were used to calculate the RCS for the trihedral are dimension of the edge

= 4ft (i.e. 1.219m),

wavelength  =12.5cm, elevation angle of 17 and azimuth angle of 40. Using these in Equation
5.16 gives an error
ground truth information is

dBsm. The actual RCS value of the trihedral measured using
dBsm.

This PolSAR system is capable of differentiating the scattering mechanisms based on the
computed scattering matrix from the received signal. In the case of single bounce, we can see
that all four polarimetric channels have nearly the same returns and the received signal strength
is low for all the channels as most of the scattering is in the forward direction and only a small
portion is back scattered towards the radar depending in the roughness of the flat surface. This is
the reason that flat objects appear bluish black in the Pauli color coded image indicating the sum
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of the magnitudes of co-polarized channels (i.e. |HH+VV|) are comparatively dominant than
other channels. Usually, this effect is seen in the back scattered signals from lakes, rivers and
bare soil in the scene.
For the double bounce effect, we can observe the co-polarized channels ( i.e. HH and VV) are
high compared to other channels and most importantly the received power of vertical send and
vertical receive (VV) is about 43% of the HH channel (Equation 5.14). This gives a reddish
magenta appearance in the Pauli color coded (Figure 5.18(b)) implying high values of red
channel (|HH-VV|) and blue channel (|HH+VV|). The difference in the co-polarized channel is a
measure of the amount of double bounce scattering in the scene. This is usually seen in urban
areas with buildings and other vertical structures adjacent to any flat ground surface.
The trihedral was specifically used to calibrate the radar and provide the results in terms of
meaningful radar cross-section that is actually the objects ability to back scatter the radar signal
towards the receiver antenna. For this case, we see the co-polarized channels have comparatively
higher values but the VV channel is about 80% of HH. Therefore, the co-polarized channels are
nearly same. This is the reason for the bluish color in the Pauli image (Figure 5.15(b)).

5.6 Summary
A novel low cost polarimetric SAR instrument is developed that is able to capture the basic
scattering mechanisms. This system also has the capability of detecting and tracking moving
objects. PolSAR image of plane board is recorded using the instrument to capture the single
bounce effect. It can be used along with visible imaging systems to capture multi-modal data for
same scenes for phenomenology studies. The calibration of the instrument is done using a square
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trihedral that has a well defined RCS. The same transformation is used for all of the captured
images and the result for the dihedral is validated with theoretical values of RCS. The system
calibration accuracy is about 88% by comparison to the theoretical values of RCS for dihedrals.
Given the low cost of the system (about $400) and the simplicity with which it is done, the
results are acceptable. The three ideal objects (i.e., flat plate, dihedral and trihedral corner
reflector) are used to demonstrate the capability of the system to capture basic scattering
mechanisms. This system can be used for phenomenology studies and it can be also be used
with other modes of imaging such as passive visible light polarimetric imaging to understand the
relationship and creating synergy between the modes.
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Chapter 6

Relation between Degree of Linear Polarization and Pauli
color coded image

Polarimetric image classification is sensitive to object orientation and scattering properties. This
chapter is a preliminary step to bridge the gap between visible wavelength polarimetric imaging
and polarimetric SAR (PolSAR) imaging scattering mechanisms. In visible wavelength
polarimetric imaging, the degree of linear polarization (DOLP) is widely used to represent the
polarized component of the wave scattered from the objects in the scene. For Polarimetric SAR
image representation, the Pauli color coding is used, which is based on linear combinations of
scattering matrix elements. The mathematical relation between Pauli components and DOLP is
presented in Section 6.2 based on their definitions. The results in this chapter are divided into
two main sections (Section 6.3 and 6.4). Section 6.3 presents a relation between DOLP and the
Pauli decomposition components based on laboratory measurements for passive visible light
polarimetric images and first principle physics based image simulations using DIRSIG for
PolSAR. The objects in the scene are selected in such a way as to capture the three major
scattering mechanisms i.e. the single or odd bounce, double or even bounce and volume
scattering. Section 6.4 relates DOLP and Pauli components with empirical measurements using
passive polarimetric imager (with sun as the source) and the PolSAR system described in
Chapter 5. This comparison of the scattering mechanisms will help to create a synergy between
PolSAR and visible wavelength polarimetric imaging and the idea can be further extended for
image fusion.
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6.1 DOLP and Pauli Color Coding
In PolSAR, the emitted and the received states of polarization are changed during data collection
[29]. For a particular scene, a fully PolSAR dataset is comprised of four channels for the four
different combinations of transmitted and received radar wave (HH, HV, VH and VV). It
provides the phase and magnitude of the backscattered radar signal that is related to the material
properties, orientation, roughness, etc of the target in the scene. In Electro-optic / Infrared
polarimetric (EO/IR) imaging, the received polarization states are changed to measure the Stokes
parameters [108].

The degree of linear polarization (DOLP), widely used in the EO/IR

community, is derived from the Stokes parameters to study target behavior in the scene.
A relation is established between PolSAR data represented in Pauli color code and the DOLP in
the visible passive polarimetric imaging using laboratory measurements and first principle
physics based simulations. An intermediate active visible light polarimetric imaging mode is also
considered where the images are recorded with a polarizer both in front of the source and the
detector to generate the Pauli color coded image in the visible domain. This mode will have its
application in active polarimetric imaging such as polarimetric LIDAR and active infrared
imaging. The active and passive visible light polarimetric imaging is done through laboratory
measurements and the same scene is simulated in DIRSIG (Digital Image and Remote Sensing
Image Generation) which is developed by Rochester Institute of Technology’s Digital Imaging
and Remote Sensing Laboratory for the PolSAR data. DIRSIG uses Stokes vector and Mueller
matrix calculations to simulate the scene [109].

The three major scattering mechanisms that are widely used in the radar community are single
bounce from a plane surface backscattered towards the radar, double bounce from one flat
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surface that is horizontal with an adjacent vertical surface and volume scattering from randomly
oriented scatterers (Section 2.2.5). We can consider these three scattering mechanisms as three
classes that get separated in a PolSAR image. Pauli color coded representation can be used to
visually differentiate the three major scattering mechanisms. A Pauli color coded image is based
on linear combinations of the PolSAR channels (HH, HV, VH and VV). The polarimetric
channels |HH-VV|, |HV| and |HH+VV| are assigned to the RGB channels respectively [1]. A
comparison was shown previously (Figure 2.17) between an RGB image of an area south of San
Francisco, CA (Courtesy Google Earth, USDA Farm Service Agency, GeoEye and US
Geological Survey) and a PolSAR image of the same area (Courtesy NASA/JPL-Caltech)
displayed in the Pauli Color coded representation. The PolSAR image shown in Pauli color
format appears as a class map with the three major scattering mechanisms as the classes. Single
bounce scattering from the flat regions like water bodies in the scene appears bluish black which
indicates large values of |HH+VV| component compared to other polarimetric channels. The
buildings in the scene appear purple which implies comparative large values for red and blue
channels, i.e. comparative high |HH-VV| value denoting double bounce scattering. The
vegetation in the scene appears green in color which means high |HV| for volume scattering. So
in the Pauli Color image, the bluish black is for the single first surface bounce, red/purple is for
double bounce and green for the multiple scattering.

6.2 Mathematical Relation
The four Stokes vector [110] elements in terms of the optical intensity images are given as
6.1
107

6.2
6.3
6.4
where

,

,

,

,

,

are the intensity images through polarizer orientated at 0, 90,

45, 135 and through right and left circular polarizer respectively.
The degree of linear polarization in terms of Stokes vector elements is given as

6.5

From equation 6.5 one can observe that DOLP is proportional to the difference between
horizontal and vertical polarization normalized by the total intensity of light.
In case of polarimetric SAR,

is considered here as the image corresponding to horizontal

polarization transmit and vertical polarization receive radar. So for a fully polarimetric SAR
collection, the four channels are

,

,

and

.

Thus, the total horizontal polarized signal received is
6.6
and the total vertical polarized signal received is
6.7
Comparing eqn.6.6 and 6.7 with eqn.6.5,
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(
and

/(

are generally highly correlated (i.e.

)

6.8

) in PolSAR. So, eqn.6.8 can also be

written as,
/(

)

6.9

It is mathematically shown that DOLP is proportional to the ratio of the Pauli red channel
and the Pauli blue channel

with the cross-polarized channels

. Comparing equation 6.9 with definition of DOLP given in equation 6.5, it is observed that
the sum of the PolSAR channels in equation 6.9 is equivalent to the total intensity

which is

basically a normalizing factor of the polarimetric information. This basically makes the DOLP
proportional to the red channel

of the Pauli color coded image.

6.3 Measurements using passive visible light imager and PolSAR simulations
using DIRSIG
The three major scattering mechanisms are investigated in passive polarimetric, active
polarimetric and PolSAR modes. The passive visible light polarimetric imaging mode (Figure
6.1(a)) is the conventional polarimetric imaging mode that is used widely in remote sensing
applications. In this case, we have a polarizer in front of the sensor and for four different
orientations of the polarizer (0, 45, 90 and 135) we record the I0 , I45 , I90 and I135 images.
Using equations 6.1-6.4, the Stokes vector elements are calculated and DOLP is computed for
each scene using equation 6.5. The active visible polarimetric imaging mode (Figure 6.1(b)) is a
unique data collection mode where we have polarizers in front of both the source and the sensor.
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The polarizer in front of the source is oriented with its pass axis horizontal and the polarizer in
front of the sensor is oriented to receive vertical polarized wave to capture the IHV image.
Similarly, both the polarizers are rotated to record IHH, IVH and IVV images. Pauli color coded
image are produced using | IHH - IVV |, | IHV |, | IHH + IVV | as the RGB channels. This mode of data
collection is similar to the PolSAR mode. For both the modes, the same sensor and source were
used for the same scene during data collection. The measurements in the laboratory for the
visible light polarimetric imaging are done using a fiber optic quartz halogen light source with a
spectral range of 400-1500nm. A 782 x 582 pixel camera is used to record the panchromatic
images with spectral sensitivity range of 400-1000nm. Wire grid polarizers with moderate
extinction ratio were used.
The SAR modeling capability of DIRSIG has been improved since last reported [109] to include
a four channel (HH, HV, VH and VV) polarization sensitive antenna. In contrast to unpolarized
SAR simulations, the four channel simulations utilize complex valued Stokes vectors and
Mueller Matrices for radiative transfer calculations. Currently, the simulations assume
simultaneous transmit of horizontal and vertical polarization from the same phase center.
Additionally, the model utilizes a simple micro-facet radar cross section (RCS) density model to
define each material surface. The user is able to vary the complex permittivity, root-mean-square
surface slope, and level of diffuse scattering under the assumptions of Geometric Optics.
Furthermore, the user has the ability to specify the number of subsequent photon bounces
between scene surfaces before ending the ray tracing process, enabling a variety of multi-bounce
phenomenologies to be studied in detail. Future model updates will include integration of a fully
polarimetric Physical Optics based scattering model valid over a wider range of conditions. The
radar parameters used in the simulation is given in Table 6.1.
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A comparison is done to demonstrate that the investigations in the laboratory can be extended to
passive polarimetric images with sun as the source. Fig. 6.2(a) is the intensity image of
miniaturized car models with the fiber optic light source and the corresponding DOLP image is
shown in 6.2(b). The S0 image of real cars with sun as the source is shown in 6.2(c). The major
difference between the two is the effect of the polarization pattern of the sky which can clearly
be seen on the windshield of the car in fig. 6.2(d). This effect is not present in the DOLP image
recorded in the lab.
The three basic scattering mechanisms are recorded with empirical measurements for both active
and passive visible light polarimetric imaging and PolSAR simulations using DIRSIG.

6.3.1 Single Bounce
A plane object with aluminum foil wrapped around is used to demonstrate the single bounce
scattering mechanism. The total intensity S0 image is shown in fig. 6.3(a). The DOLP image
(Figure 6.3(b)) showed lower values at the pixel locations with higher S0 values. The image
shown in Figure 6.3(b) has minimum DOLP value of 0 and a maximum value of 0.7861. The
Pauli color image (fig. 6.3(c)) showed higher |HH + VV| values. The simulated synthetic object
is shown in Figure 6.3(d). The radar is located at a position that is normal to the surface, to
capture the single bounce from the surface. The Pauli color image from the DIRSIG output also
appears blue for the single surface scattering (fig. 6.3(e)). In this case the |HH-VV| and |HV|
channel are zero.

All the PolSAR images shown in this chapter are rotated 90 for the

comparison with visible light polarimetric images such that the x-axis of the images is the
azimuth and the y-axis is the range direction of the radar.
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(a)
(b)
(c)
Figure 6.1 Imaging Modes (a) Passive visible polarimetric (b) Active visible polarimetric and (c)
polSAR

Table 6.1. Radar Parameters used in the DIRSIG simulations.

Parameter

Value

Wavelength

31.2cm

Pulse duration

15μs

Polarization

Quad (HH,HV,VH,VV)

Altitude

15,000m

Ground Speed

200ms-1

Pulse period

10ms

Range direction look angle

45

This analysis is extended for objects with different surface properties. The object (flat plate in
this case) is divided into strips in the simulation to assign different surface properties to each of
the strips and observe the effect at the same instant (Figure 6.4(a)).
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(a)

(b)

(c)

(d)

Figure 6.2 Comparison of images taken in the laboratory with fiber optic light source and image of
a parking lot with real cars and sun as the source (a) S0 intensity image in the laboratory with
miniaturized model of cars (b) Corresponding DOLP (c) S0 intensity image of a parking lot with
sun as the source (d) Corresponding DOLP image.

The normalized diffuse component of the surface is changed from 0.1 to 0.9 in equal steps for
the five different strips and the result of the simulation is shown for both the PolSAR mode
(Figure6.4(b)) and the visible light polarimetric imaging mode (Figure 6.4(c)).
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(a)

(d)

(b)

(c)

(e)

Figure 6.3 Demonstrating single Bounce scattering in the three different modes (a) Total intensity
S0 image (b) DOLP from passive visible light polarimetric imaging (c) Pauli Color coded image
from active visible light polarimetric imaging (d) Blender screenshot of the object used in the
DIRSIG simulation (e) Pauli Color coded image for PolSAR from the simulation output.

(a)

(b)

(c)

Figure 6.4 (a) Object divided into strips with different surface properties (b) Simulated PolSAR
image in Pauli color coded format with increasing diffuse property of the surface from left to right
(c) Simulated DOLP image from visible polarimetric simulations
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Figure 6.5 Plot of blue channel of Pauli with DOLP when the diffuse component of the surface is
changed

The plot in Figure 6.5 shows the variation of the DOLP and the Pauli Blue channel with the
change in diffuse component of the surface in the simulation. Each point in the plot represents a
particular surface and the location of the point in the plot depends on the DOLP value for the
surface (x-axis) from visible light polarimetric image simulation and the Pauli blue channel (yaxis) from PolSAR simulated image. This is to show the variation of DOLP at the micro-scale
where the diffuse component of the surface is varied. Variation of the diffuse component results
in a change in DOLP of about 0.01 which still results in low values of DOLP for single bounce
effect as discussed using the results shown in Figure 6.3.

6.3.2 Double Bounce
A dihedral object is used to investigate the double bounce phenomenon in different imaging
modes. The DOLP image (Figure 6.6(b)) has minimum value of 0 and maximum value of 0.754.
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(a)

(b)

(d)

(c)

(e)

(f)

(g)
Figure 6.6 Demonstrating double bounce scattering in the three different modes (a) Total intensity
S0 image (b) DOLP from passive visible light polarimetric imaging (c) Pauli Color coded image
from active polarimetric imaging (d) Blender screenshot of the object used in the DIRSIG
simulation for PolSAR (e) |HH-VV| channel from the DIRSIG output (f) |HH+VV| channel from the
DIRSIG output (g) Pauli Color coded image from the simulation output for PolSAR.

The Pauli image (Figure 6.6(c)) shows purple appearance which is a combination of blue and
red. The object in the simulated image is orientated such that the radar is at angle of 45 from the
normal of the horizontal surface of the dihedral.
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The red channel (|HH-VV|) and the blue channel (|HH+VV|) are shown in Figure 6.6(e) and
6.6(f) respectively. The Pauli image generated from the DIRSIG output (Figure 6.6(g)) appears
purple. The DOLP value is comparatively high for the double bounce effect and also the |HHVV| is high in this case both in the visible and the PolSAR Pauli image. The |HV| channel is zero
for all the modes.

6.3.3 Multiple Bounce
Clump-foliage is considered as the object to demonstrate multiple scattering which is widely
used to model shrubs and bushes. The DOLP image (Figure 6.7(a)) has a maximum value of
0.6276 and a minimum value of zero. The higher DOLP value at the left side is due to the
shadow of a portion of the foliage. The green and blue channel in this case is nearly zero so the
Pauli image (Figure 6.7(c)) is greenish signifying higher |HV| component. A green tinge
throughout the image is due to the leakage of the polarizers used. In case of the DIRSIG
simulation, we get the |HH+VV| and the |HV| component. The red |HH-VV| channel is zero. The
blue component is for the first surface bounce from the object and the green component is for the
multiple scattering.

6.3.4 Complex Real Life Object
A miniaturized car model is also used to investigate a real world object. The DOLP (Figure
6.8(b)) image showed higher values in the reflection from the front bumper of the car. The
maximum value of DOLP is 0.6912. The Pauli image in Figure 6.8(c) shows a purple tinge in the
same area corresponding to higher DOLP value. This signifies both single and double bounce
from the front bumper of the car.
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(a)

(d)

(b)

(e)

(c)

(f)

(g)
Figure 6.7. Demonstrating multiple bounce scattering in the three different modes (a) Total
intensity S0 image (b) DOLP (c) Pauli Color coded image (d) Blender screenshot of the object used
in the DIRSIG simulation (e) |HV| channel (f) |HH+VV| channel (g) Pauli Color coded image from
the simulation output

A greenish appearance throughout the Pauli image is again because of the leakage of the
polarizers used. In this demonstration, the ground surface is critical as the double bounce is
between the front bumper and the ground.
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(a)

(d)

(b)

(e)

(c)

(f)

Figure 6.8 Demonstrating scattering from a complex object in the three different modes (a) Total
intensity S0 image (b) DOLP (c) Pauli Color coded image (d) Blender screenshot of the object used
in the DIRSIG simulation (e) |HH-VV| channel (Contrast enhanced) (f) Pauli Color coded image
from the simulation output

So, in the DISIRG simulation, a ground surface is included with about 20% specular reflection.
The car model used is similar to the miniaturized car used for the DOLP image (Figure 6.8(b)).
In the DIRSIG output we see that the double bounce is prominent from the front bumper of the
car from the |HH-VV| image. A contrast enhancement is done for the red channel |HH-VV|
image (fig. 6.8(e)) to display the double bounce effect from the dihedral formed by the bumper
of the car and the ground.
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6.4 Empirical Results in both the Imaging Modes
In this section, relationships between the two imaging modes are established using simultaneous
measurements in both the modes. The PolSAR instrument discussed in Chapter 5 is used to
record the quad polarization SAR data and the same scene is captured in visible light
polarimetric mode with sun as the source. The basic scattering mechanisms are captured using
radar calibration targets such as, a flat plate, dihedral and trihedral corner reflector. The objects
are the same as discussed in Section 5.4 that were used to calibrate the PolSAR system. The
objects were built using foam insulation boards that are covered with aluminum foil on both the
sides. The dimensions of the boards that were used to build the dihedral and trihedral were 4

4

ft with thickness of about 2 inches.
The system parameters of the PolSAR instrument given in Table 5.1. For visible polarimetric
imaging, Prosilica GC780M is used which includes Gigabit Ethernet interface that was used to
record the images. The system specifications of GC780 [111] are given in Table 6.2. The camera
was connected to a laptop through an Ethernet interface and GigE Sample Viewer version 1.24
was used to set exposure values, pixel format and record data in Tagged Image File Format (.tif).
The variation of the internal quantum efficiency with wavelength for the camera is given in
Figure 6.9. Images were recorded in 16-bit panchromatic mode. A wire grid polarizer is placed in
front of the sensor and four different orientation of the polarizer (0, 45, 90 and 135), we
record I0 , I45 , I90 and I135 images. The advantages of using wire grid polarizer include high
extinction ratio (about 800:1) and large available polarization range from 400 to 700 nm. These
wire grid polarizer consists of array of parallel metal wires between fused silica substrate [112].
From the I0 , I45 , I90 and I135 images, Stokes vector elements were calculated using equations 6.1
- 6.4 and DOLP for each scene is computed using equation 6.5.
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Table 6.2. System parameters of Prosilica GC780M used for visible light polarimetric imaging.

Parameter

Value

782

Resolution

582

Sensor type

CCD Progressive

Cell Size

8.3 μm

Pixel Format

Mono16

Power Consumption

2.8 W

DC Power Requirements

5-25 V

Figure 6.9 Variation of internal quantum efficiency with wavelength for Prosilica GC780M
(Image from [111])
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Figure 6.10 Setup for on-field data collection

Figure 6.11 Setup for data collection

The setup for on-field data collection to record data in both the modes is shown in Figure 6.10.
The synthetic aperture length of the radar for the collection was 10ft and the evenly spaced
increments to acquire the range profiles in the azimuth direction were 2inch. The visible light
polarimetric imager was placed at the centre of the synthetic aperture length. The elevation angle
for both the radar and the visible light imager was 17. The objects were placed at a distance of
8-12ft away. The setup with a flat plate and dihedral placed in front of the PolSAR instrument
and the visible light imager is shown in Figure 6.11.
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(a)
(b)
Figure 6.12 (a) Position of the sun with respect to the imager and object (b) Clear sky on the day of
collection

The position of the sun and the clouds in the sky would have a significant effect on the captured
data in passive visible light polarimetric imaging with sun as the source. The sun position with
respect to the imager and the object is shown in Figure 6.12(a). This setup will ensure similar
scattering mechanisms for both the modes. The day of data collection was chosen such that there
was clear sky without any clouds (Figure 6.12(b)). This is done to find the relation of the modes
based only on the scattering phenomenon on the objects without the polarization effect of the
clouds in the sky.

6.4.1 Flat Plate
A flat plate (Figure 6.13) is captured in both the modes to demonstrate single bounce scattering.
The Stokes vector images and the corresponding DOLP image are given in Figure 6.14 for
visible camera with exposure time 2ms. From visual investigation we can see low DOLP values
for single bounce scattering from the plate. This is similar to the laboratory measurements
previously shown in Figure 6.3. A small section from the uniform region on the plate has a
DOLP value of 0.254.
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Figure 6.13 Flat plate

(a)

(b)

(c)

(d)

Figure 6.14 Passive Visible Light Polarimetric Images for Flat plate. Stokes components (a) S0 (b)
S1 (c) S2 (d) Computed DOLP from the Stokes vector elements
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Figure 6.15 The Quad PolSAR data with flat plate at 8ft

The same object is captured using PolSAR instrument and the coresponding images are given in
Figure 6.15. The results shown are in terms of received power W that ranges from 0 to 2

10-3

W in the images. The x-axis for the images is the cross range direction and the y-axis is the range
shown in term of feet (ft). The object location in the image is at the center (0ft) in the cross range
and 8ft in the range direction. As expected, all the four PolSAR channels show low returns from
the plate. In this case, most of the transmitted pulse is in the forward direction and only a small
portion is backscattered towards the radar. Average received power (in W) from 2

2 ft region

in the image where the object was placed for the four channels are

6.10
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The received power in terms of the Pauli components

6.11

Normalizing the Pauli components and performing a fusion of DOLP from visible light
polarimetric imaging with Pauli components from PolSAR gives

6.12

Equation 6.12 gives the vector of fused PolSAR and passive visible light polarimetric imaging
data for single bounce scattering. From the PolSAR image, we can observe that all the channels
have low values with blue channel (|HH+VV|) dominant and also low values of DOLP from
visible polarimetric imaging.

6.4.2 Dihedral
Similar measurements were done for a dihedral object to capture the double bounce effect in
both the modes (results are shown in Figures 6.16-6.17). From the sun-object-sensor geometry
(Figure 6.18(a)) we can see that the DOLP from the horizontal section of the dihedral
corresponds to double bounce effect. Average value of DOLP from small uniform portion of the
horizontal section in the dihedral (shown in Figure 6.19(b)) is 0.612. The exposure time for these
measurements was 3ms.
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Figure 6.16 Dihedral

(a)

(b)

(c)

(d)

Figure 6.17 Passive Visible Light Polarimetric Images for Dihedral. Stokes components (a) S0 (b) S1
(c) S2 (d) Computed DOLP from the Stokes vector elements
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(a)

(b)

Figure 6.18 (a) The double bounce effect from the Sun (b) The cropped protion of DOLP shown in
green from the horizontal section of the dihedral

Figure 6.19 The Quad PolSAR data with dihedral at 12ft from the radar
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The quad polarization SAR images with dihedral at 12 ft from the radar are given in Figure 6.19.
The object location in the image is at the center (0ft) in the cross range and 12ft in the range
direction. In this case it is observed high returns in the co-polarized channels (i.e. HH and VV) at
12ft. Average received power (in W) from 2

2 ft region in the image where the dihedral was

placed for the four channels are

6.13

The received power in terms of the Pauli components

6.14

Normalizing the Pauli components and performing a fusion of DOLP from visible light
polarimetric imaging with Pauli components from PolSAR for dihedral gives

6.15

For double bounce effect we observe dominant red and blue channel of Pauli color coded image
and comparatively high values of DOLP from visible light polarimetric imagery.
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6.4.3 Trihedral
The main objective to use a trihedral corner reflector was to calibrate the PolSAR instrument.
The calibration results were given in Section 5.4 but this section includes results for both the two
modes of imaging when a trihedral is used. The results are shown in Figures 6.20 to 6.23 for
exposure time 3ms. Average value of DOLP from small uniform portion of the horizontal section
in the trihedral (shown in Figure 6.23(b)) is 0.382. The average received power (in W) from 2
2 ft region in the PolSAR image where the trihedral was placed for the four channels are

6.16

In terms of Pauli components

6.17

Normalizing and adding DOLP as an extra feature gives,

6.18

All the results shown in this section are average of four measurements for each instance such that
the measurement error can be minimized.
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Figure 6.20 Trihedral

(a)

(b)

(c)

(d)

Figure 6.21 Passive Visible Light Polarimetric Images for Trihedral. Stokes components (a) S0 (b)
S1 (c) S2 (d) Computed DOLP from the Stokes vector elements
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Figure 6.22 The Quad PolSAR data with trihedral at 12ft from the radar

(a)

(b)

Figure 6.23 (a) The triple bounce effect from the Sun (b) The cropped portion of DOLP shown in
green from the horizontal section of the trihedral

The discussions of the results for the trihedral are previously given in Section 5.5 during the
process of calibrating the PolSAR system.

132

Figure 6.24 Pauli Components and DOLP for the three basic scattering mechanisms

6.5 Summary
The Pauli components and DOLP for different scattering mechanisms are given in Figure 6.24.
The single and double bounces are from Sections 6.4.1 and 6.4.2 respectively where real
measurements are done using the PolSAR instrument. The multiple bounce measurements are
taken from Section 6.3.3 where DOLP were measured for clump-foliage that is widely used to
model shrubs and bushes. The Pauli components for multiple bounce shown in figure 6.24 are
from first principle physics based simulations done using DIRSIG. Summary of the observations
made in this chapter is given in Table 6.3. DOLP images using passive polarimetric imaging and
the Pauli Color PolSAR images are compared for the three basic scattering mechanisms. In case
of single bounce, we observe low values of DOLP and high values of |HH+VV| (i.e. blue channel
of Pauli color coded image). Results showed comparatively higher values of DOLP for double
bounce and corresponding Pauli color images showed higher values of |HH-VV| component. For
multiple bounce, low DOLP values were seen with high values of |HV|.
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Table 6.3 Summary of the observations

Scattering
Mechanisms

DOLP from Passive Visible
Light Polarimetric Imaging

Pauli Components from PolSAR
|HH-VV|
|HV|
|HH+VV|

Single Bounce

low

dominant channel |HH+VV|

Double Bounce

high

dominant channel |HH-VV|

Multiple Bounce

low

dominant channel |HV|

The relationship of DOLP with Pauli color image was discussed mathematically in Section 6.2.
In this chapter is empirically seen that higher DOLP value corresponded to high HH or VV
component (but not both) which increased the |HH-VV| component in the Pauli color coded
image. This relationship between two widely used modalities of polarimetric imaging is critical
in enhanced information extraction using image fusion.
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Chapter 7

Data Fusion
One motivation behind this research is to perform synergy analysis between the two
complementary modalities for applications in remote sensing. This chapter presents a novel
information fusion approach between PolSAR and passive visible light polarimetric data. This
technique has its application in the areas of land cover classification and anomaly detection.
Demonstrations in this chapter are done using simulations from the Digital Imaging and Remote
Sensing Image Generation (DIRSIG) tool developed by Rochester Institute of Technology’s
Digital Imaging and Remote Sensing Laboratory.

7.1 DIRSIG
DIRSIG is a first principles physics based image simulation tool that consists of variety of
independent submodels that are integrated within [42] . Radiation propagation model in DIRSIG
designed to generate multiband images which can be used to perform trade studies and generate
synthetic data for algorithm testing [41]. Figure 7.1 shows the capabilities of DIRSIG. In this
research, visible light polarimetric and PolSAR modes from DIRSIG are used to generate
synthetic images for analysis.

135

Figure 7.1 Capabilities of DIRSIG

Figure 7.2 RGB Image of Warehouse Scene from DIRSIG
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7.2 Scene
A warehouse scene is used for analysis (Figure 7.2) [113]. This scene contains the three broad
classes to demonstrate the three basic scattering mechanisms. Plane surfaces in the scene include
asphalt and grass that demonstrate single bounce scattering. The warehouse building and
shipping containers demonstrate double bounce effects at RF wavelengths. Trees are in the scene
and can generate the multiple bounce effect. In this research, investigations of these broad
classes are considered and results are shown by merging information for the two modes for this
scene.

7.3 Passive Visible Light Polarimetric Image Simulation
The polarimetric based calculations in DIRSIG are performed using Mueller calculus [42].
Polarimetric models are incorporated that can be used for targets and backgrounds are known as
“Shell Target and “Shell Background” [114]. The target model is a generalized micro-facet
distribution model that can be adjusted to incorporate the widely used models such as TorranceSparrow [115], Cook-Torrance [116] and Beard-Maxwell [117]. The background model depends
on both the directional and spatial texture variability [118]. The validation of the DIRISIG
polarimetric simulations has been previously done for skylight polarization, surface reflection
and orientations [41]. DIRSIG simulations for the warehouse scene are given in Figure 7.3 for
different azimuth θ and zenith angle ζ for different sun and sensor positions.
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(a)
(b)
Figure 7.3 (a) S0 intensity image for Sun azimuth angle θS=90 zenith ζS=45 and sensor azimuth
θD=90 zenith ζD=45 (b) Corresponding DOLP

(a)
(b)
Figure 7.4 (a) S0 intensity image for Sun azimuth angle θS=90 zenith ζS=45 and sensor azimuth
θD=90 zenith ζD=180 (b) Corresponding DOLP

(a)
(b)
Figure 7.5 (a) S0 intensity image for Sun azimuth angle θS=0 zenith ζS=45 and sensor azimuth
θD=0 zenith ζD=45 (b) Corresponding DOLP
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For the first case with Sun azimuth angle θS=90 zenith ζS=45 and sensor azimuth θD=90
zenith ζD=180 (Figure 7.3), it can be seen that the shadows of the buildings and the trees in the
S0 image (Figure 7.3(a)) gives a high value of DOLP (Figure 7.3(b)), which was not expected
based on the material properties of the area. Even the shadow areas of the shipping containers
have the same effect. This is mainly due to the definition of DOLP which is computed from the
Stokes parameters (S0, S1, S2) using the relation (From equation 2.12)

7.1

So, any area with a very low value of S0 produces a high DOLP. Thus the shadows had the effect
of corrupting the Stokes vector thereby producing higher than actual DOLP [121]. The same
effect can be seen for a nadir-looking sensor (Figure 7.4). The shadow areas of the trees and
warehouse building have higher than actual DOLP based on the material properties of the area in
this case too. For the case in Figure 7.5, the sensor and the source has the same zenith and
azimuth angle thereby minimizing the effect of the shadows (Figure 7.5(a)). The DOLP for this
scenario mainly depends on the material properties and orientation of the object. It can be
observed (from Figure 7.5(b)) that the grass, asphalt and trees in the scene have low DOLP while
the portion of the warehouse building walls, the shipping containers and cars has high value of
degree of linear polarization. Pictorial representation of the Sun-Sensor-Scene geometry is given
in Figure 7.6. Another advantage of using this setup is the scattering effect in visible light
polarimetric imaging will be similar to polarimetric SAR for the same look angle as the sensor.
The sensor parameters used in the DIRSIG simulations are given in Table 7.1.
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Figure 7.6 Pictorial representation of the Sun-Sensor-Scene geometry used to visible light
polarimetric image simulation in DIRSIG

Table 7.1 Sensor parameters for visible light polarimetric imaging in DIRSIG

Parameter

Value

Focal Length

1110mm

No. of elements in x-direction

512

No. of elements in x-direction

384

Element size x-direction

30 μm

Element size y-direction

30 μm

Element spacing x-direction

30 μm

Element spacing y-direction

30 μm
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Figure 7.7 Visible light polarimetric simulated image using DIRSIG to be used for information
fusion with S1, S0 and S2 as RGB channels

The final image that is used for information fusion with PolSAR is shown in Figure 7.7 with S1
as red, S0 as green and S2 as blue channel. In this representation, cyan indicates comparatively
high value of S2 while yellow signifies higher S1.
This Stokes vector image is used for unsupervised K-Means classification to understand the
separability of the classes based on the basic scattering mechanisms. For the warehouse scene,
the three basic classes based on the scattering are
1. Grass and asphalt that has flat surface which will demonstrate single bounce scattering
2. Warehouse building, cars and shipping containers that demonstrates double bounce scattering
3. Multiple scattering from trees in the scene.
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Figure 7.8 Classification map from 3-class K-Means unsupervised classification

In K-means unsupervised classification, the initial class means are calculated that are evenly
distributed in the data space, and then the algorithm iteratively performs clustering of the pixels
into nearest class using minimum distance metric. Every iteration includes new class means
calculation and reassigning pixels to new classes based on the new class means. This is repeated
until the class means do not change or the change is less than some threshold [122]. The Kmeans classification output of the warehouse scene is given in Figure 7.8 with input parameters:
number of classes 3 and change threshold of 5% as stopping criterion. It is observed that the
grass and asphalt are mixed with the trees and assigned to the green class, while the warehouse
building and cars are assigned to the blue class. So in the visible light polarimetric imaging
mode, the flat surfaces that demonstrate single bounce are mixed with the trees but they are
separated with the building and cars that are responsible for double bounce effect.
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Figure 7.9 Sample of complex phase history from DIRSIG

7.4 PolSAR Image Simulation
The same warehouse scene is simulated in PolSAR mode with the same look angle from the
scene center as before and the setup is made in such a way as if the PolSAR instrument is on the
same platform as the visible light polarimetric sensor and the latter is placed at the center of the
synthetic aperture length of the PolSAR data collect. A sample of the complex phase history
from the DIRSIG is shown in Figure 7.9. The back-projection algorithm [124] is implemented to
form the SAR image. This algorithm is one of the most basic and widely used in the radar
community. In this algorithm, the signal samples at each response are extracted for each location
in the scene and then those are coherently added after removing the Doppler phase shift. This
algorithm works in the time domain with comparatively high computational complexity [125].
There are improved versions of the back-projection algorithm to reduce computation cost [126].
The code used to form image is based on SAR image formation toolbox [127] in MATLAB
utilizes common functions in MATLAB [128] to implement the back-projection algorithm.
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Figure 7.10 Polarimetric SAR Simulation in DIRSIG

The polarimetric SAR functionality in DIRSIG is implemented by representing pulses in terms
of Stokes vectors and each interaction with the objects in the scene is a Muller matrix [M]
multiplication (as shown in Figure 7.10). After interactions in the scene, the final Muller matrix
multiplication is performed depending on the polarization state of the receiving antenna of the
radar.
The four channel PolSAR image of the warehouse scene is given in Figure 7.11. Linear
combinations of the PolSAR channels are used to form the Pauli Color coded image (Figure
7.12). It can be observed that the flat surfaces in the scene appear bluish black in the Pauli image
implying |HH+VV| is the dominant channel. Less portions of the transmitted pulse are back
scattered towards the radar for asphalt as compared to the grass, thus the asphalt appears as black
compared to grass which appear more bluish in color in the Pauli image. The double bounce
effect from the warehouse building and the shipping containers appears as reddish magenta in
color implying |HH-VV| as the dominant channel. The trees appear green due to the multiple
bounce effect (dominant channel |HV|). The radar parameters in the simulation are given in
Table 7.2.
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(a) HH

(b) HV

(c) VH

(d) VV

Figure 7.11 The Quad Polarization SAR image of the warehouse scene

Figure 7.12 Pauli Color Coded image with |HH-VV|, |HV| and |HH+VV| as RGB channels
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Table 7.2 Radar parameters in the DIRSIG PolSAR simulation

Parameter

Value

Wavelength

2 cm

Carrier frequency

15 GHz

Pulse Repetition Frequency (PRF)

400 Hz

Chirp bandwidth

0.75 GHz

Pulse Duration

15 μs

Number of Pulses

600

Spatial sample size in focused image

512

Altitude

15000 m

Ground speed

200 ms-1

Pulse power

106 W

A comparison of the three basis scattering mechanisms is done with NASA UAVSAR image to
ensure that the analysis performed using the simulated image from DIRSIG can be further
extended to real PolSAR images. Small regions were selected for each of the classes and the
results are plotted in the Pauli color space (Figure 7.14).

146

Figure 7.13 Pauli Color Coded image from NASA UAVSAR L-band Polarimetric SAR instrument
of a region south of San Francisco with |HH-VV|, |HV| and |HH+VV| as RGB channels. Courtesy
NASA/JPL-Caltech

(a)

(b)

Figure 7.14 Three basic scattering mechanisms in (a) NASA UAVSAR image (b) DIRSIG image

The distribution of the points for the two plots is different as the UAVSAR image is from a real
complex scene with greater variability. This is the reason that the classes in the UAVSAR image
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have greater variance than in the DIRSIG image. However, the positions of the classes in the
Pauli color space are almost same. For the single bounce effect, the dominant channel is the
|HH+VV| thereby the points lie very close to the blue |HH+VV| channel for both the scenes. In
case of the double bounce effect from the buildings in the scene, nearly most of the pixels for
both the scenes lie in the blue |HH+VV| and red |HH-VV| plane in the plots for both the scenes
(x-y plane in the plots in Figure 7.14). The multiple bounce effect has dominant |HV| channel
hence the pixels lies on the |HV| axis in the color space (z-axis) in the plots. It can be observed
that even though there are many differences in the scene, radar and image formation method still
the distribution of the three basic scattering class in the Pauli Color space is basically same. It
can be inferred that the analysis that will be done using the DIRSIG simulated images can be
extended to real images from spaceborne and airborne PolSAR sensors.

7.5 Fusion Analysis
The distribution of the three classes as seen from the PolSAR data in the previous section is
shown in a pictorial representation in Figure 7.15. It is observed that the multiple bounce class is
well separated from the other two classes. The pixels from the trees or other vegetations in scene
lie on the |HV| axis that signifies volume scattering. The position of the pixels on that axis
depends on the orientation and number of the randomly oriented scatters, i.e. the leaves and
branches of the trees. The single and double bounce classes both lie on the blue-red plane of the
Pauli color components (|HH+VV| and |HH-VV| plane). The pixels from flat surfaces that
demonstrates single bounce scattering is mostly along the blue |HH+VV| axis. The position of
the pixels on the plot due to single bounce depends on the roughness and orientation of the flat
surface.
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Figure 7.15 Distribution of the three basic scattering in the Pauli Color space

Figure 7.16 Different views of the same plot containing all the pixels from the PolSAR image of the
warehouse scene with the Pauli color components as the three axes.
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For the double bounce effect from the buildings and other dihedral structures in the scene, pixels
are also on the blue-red plane of the Pauli color components (|HH+VV| and |HH-VV| plane). In
this case the dominant channel is the red |HH-VV| channel. The pixel position on the plot for
double bounce depends on the orientation of the dihedral and materials of the surfaces that form
the dihedral. The significant observation that can be made from this analysis is that there is an
overlap of the single bounce and double bounce scattering classes in the PolSAR image Pauli
color components plots. Performing a land cover classification based on scattering mechanisms
using the Pauli color components will result in significant amount of confusion between the
single and double bounce classes. The plot for the whole warehouse scene (Figure 7.12)
containing 48000 pixels (320

150) is shown in Figure 7.16 with different views. This shows

that distribution of the data in the Pauli color space for the whole scene.
For analysis, different areas of the scene are selected that demonstrates the three basic scattering
mechanisms. The region of grass and asphalt is considered as flat surface for single bounce
scattering (Figure 7.17). The same regions are selected from both visible polarimetric image and
PolSAR image. The large shipping containers in the scene are selected that cause double bounce
effect in the PolSAR image (Figure 7.18). The warehouse building in the scene also shows the
double bounce in PolSAR. The trees are selected for the multiple bounce effect from both the
scenes.
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(a)

(b)

(c)

Figure 7.17 Portions of the images selected for single bounce effect (a) RGB image (b) S0 Intensity
image from passive visible light polarimetric image (b) PolSAR image

(a)

(b)

(c)

Figure 7.18 Portions of the images selected for double bounce effect (a) RGB image (b) S0 Intensity
image from passive visible light polarimetric image (b) PolSAR image

(a)

(b)

(c)

Figure 7.19 Portions of the images selected for multiple bounce effect (a) RGB image (b) S0
Intensity image from passive visible light polarimetric image (b) PolSAR image
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Different areas from the scene are selected that represents different land cover classes for
analysis (Figure 7.20). The pixels from the PolSAR image are plotted with the Pauli color
components as the three axes in Figure 7.21. The multiple bounce from the trees are well
separated in the z-axis (|HV| axis) but there is an overlap between the single and double bounce
class. Any classification algorithm using this particular dataset from the PolSAR image will
result in inaccuracies due to the overlap of the classes. In order to tackle this problem, the DOLP
from the visible light polarimetric image of the same region is added as a fourth dimension with
the three Pauli components from the PolSAR image. The plots in Figure 7.22 show the same
pixels in single and double bounce as before but the |HV| component in the z-axis is replaced by
DOLP of the same region. It can be clearly seen how adding DOLP as an extra dimension
increases the separability of the two class. The reason behind this is that the DOLP of the
building in the visible region of the spectrum is much higher compared to the same of the grass
and asphalt. The significant observation is that by addition of the DOLP information from the
visible light separates the classes better than just using the PolSAR image. Classification
performed on this dataset with DOLP as an addition dimension will result in higher accuracies.
The same analysis is done in three different areas of the scene (Figure 7.23). For the double
bounce effect, the shipping containers are considered that are inclined at an angle of 45 with
respect to the radar. The double bounce effect is less as compared to the warehouse building due
to the inclined angle of the containers. These results in more overlap of the double bounce pixels
with the single bounce in the plot shown in Figure 7.24. Classification using this dataset will
result in higher confusion between the single and double bounce class than the previous case due
to more overlap of the pixels. Addition of DOLP from visible polarimetric image for same region
separates the classes as shown in Figure 7.25.
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Figure 7.20 Selected portions of the scene for analysis

(a)

(b)

Figure 7.21 (a) Selected pixels from figure 7.20 with the Pauli color components as the axes
(b) Different view of the same plot in 7.21(a)

(a)

(b)

Figure 7.22 (a) Selected pixels from figure 7.20 with the Pauli color components along with DOLP
from visible light polarimetric imaging in the z-axis (b) Different view of the same plot in 7.22(a)
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Figure 7.23 Selected portions of the scene for analysis (Set 2)

(a)

(b)

Figure 7.24 (a) Selected pixels from figure 7.23 with the Pauli color components as the axes
(b) Different view of the same plot in 7.24(a)

(a)

(b)

Figure 7.25 (a) Selected pixels from figure 7.23 with the Pauli color components along with DOLP
from visible light polarimetric imaging in the z-axis (b) Different view of the same plot in 7.25(a)
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Visually it can be seen from the 3 dimensional plots that the addition of DOLP from visible light
polarimetric image with Pauli color components from PolSAR image separates the classes based
on the scattering mechanisms. A quantitative measure of the class separability can be estimated
using the Bhattacharyya distance [129]. For two normal distribution classes, the Bhattacharyya
distance is defined as [130]

7.2

where,

and

are the mean vector and covaraince matrix of class and

7.3

Bhattacharyya distance has been used to measure the separation of classes for feature selection
[131] and it can also provide the upper and lower bound of Bayes error [132] which is the
probability of misclassification. The relation between theoretical upper and lower bounds of
Bayes error with Bhattacharyya distance is given in Figure 7.26. This gives an estimate of the
classification error for different values of the Bhattacharyya distance.
The Bhattacharyya distances between each of the classes for the two datasets shown in Figures
7.20-7.25 are computed and the results are given in Table 7.3. Bhattacharyya distances between
the classes for both the datasets ranges from 0 to 3 when the three channels from PolSAR are
used. The least distance is between single and double bounce as observed visually from the plots
in Figures 7.20-7.25.
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Figure 7.26 Theoretical upper and lower bounds of Bayes error using the Bhattacharyya distance
(Plot from [130])

Table 7.3 Bhattacharyya distance between classes for the datasets
Bhattacharyya distance
Pair of scattering
mechanisms

SET 1
(Figure 7.20)

SET 2
(Figure 7.23)

Pauli
Components
(3 band)

Pauli
components
with DOLP
(4-band)

Double and Multiple
Bounce

2.38

15.50

Single and Double
Bounce

1.72

9.93

Single and Multiple
Bounce

2.48

10.84

Double and Multiple
Bounce

2.09

16.82

Single and Double
Bounce

0.63

8.22

Single and Multiple
Bounce

2.25

11.31
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Pauli components red
and blue channels
with DOLP
(3-band)

5.64

4.91

For the first dataset given in Figure 7.20, Bhattacharyya distance between the single and double
bounce is 1.72 and it increased to 9.93 on addition of the DOLP with the Pauli components. This
result in about 10% decrease in classification error (from Figure 7.26). The Bhattacharyya
distance between the double and single bounce class when only the red and blue channel from
PolSAR is used with DOLP from passive polarimetric images is 5.64. In this case, the
dimensionality of the data is the same (i.e. 3-band) still the Bhattacharyya distance increases
from 1.72 to 5.64 implying a classification error reduction of about 10%.

The overlap of the

two classes for second dataset is comparatively large so the Bhattacharyya distance is 0.63 but
adding DOLP increases the distance to 8.22. In this case the classification error is reduced to
about 15-20%. Replacing the Pauli green channel from the data with the DOLP from the visible
light polarimetric images shows an increase of the Bhattacharyya from 0.63 to 4.91 thereby
implying a reduction of classification error of about 15-20%.

7.6 Summary
This chapter includes brief description of the DIRSIG simulation tool followed by description of
the simulated scene that was used for analysis. The scene is rendered in both PolSAR and visible
light polarimetric imaging mode to perform fusion operations. The fusion analysis result shows
the advantage of using DOLP with the Pauli components to separate the classes based on the
basic scattering mechanisms. This separation of classes has its application in land cover
classification where bare soil, sea, river can be classified in the single bounce class. The
building, cars and other structures that form dihedrals with the ground can be grouped into the
double bounce class. Vegetation and trees can be grouped into the multiple bounce class. The
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separation of classes by adding DOLP as an additional dimension to the PolSAR dataset can be
extended to anomaly detection where the detection rate can be improved.
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Chapter 8

Moving Target Analysis
This chapter theoretically explains the advantage of merging PolSAR with passive visible light
polarimetric imagery in moving target analysis. It is based on image processing techniques and it
is shown how information of moving targets from PolSAR can be used to improve and extract
corrected moving target signatures from visible light polarimetric data of the same scene. This is
demonstrated using DIRSIG simulated imagery.

8.1 Moving Targets in SAR

Moving targets in the PolSAR image appear blur and/or shifted in azimuth direction depending
on the direction of the motion of the targets. Figure 8.1 shows the effect of a moving target in
SAR image using DIRSIG simulations. A point object is considered with high radar reflectivity.
The effect of smearing can be seen by the presence of an azimuth velocity component. Increases
in the velocity component in the azimuth direction cause an increased effect of smearing. A
velocity component in the range direction causes a shift in the azimuth direction.
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Figure 8.1 Effect of moving target in SAR image

The simulation parameters in DIRSIG are given in Table 8.1. The parameters are similar to the
NASA UAVSAR instrument such that observations made using the simulation can also be
applied to the real data. By measuring the amount of smearing and the shift in the moving target
signature, one can compute the velocity components of the moving target from the SAR image.
This velocity information can be used to focus the blurr effect of moving objects due to
interframe motion in a division of time polarimeter.

8.2 Moving Targets in Visible Light Polarimetric Image
In division of time polarimetric imaging, polarizer elements are rotated in front of the camera
system to capture images which are used to compute the Stokes images [120]. This approach is
widely used due to its simplicity in system design at a reduced cost.
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Table 8.1 Simulation Parameters

No.

Parameter

Value

1.

Altitude

15000m

2.

Pulse length

30μs

3.

Chirp bandwidth

80MHz

4.

Analog to Digital conversion rate

180 MHz

5.

Platform velocity

240 ms-1

6.

Azimuth beam width

4.5

7.

Range beam width

1

8.

Pulse repetition frequency

362.53 Hz

The main drawback of this system is that any moving targets in the scene appear as artifacts in
the computed DOLP image. An example of the effect of moving objects in division of time
polarimeter is shown in Figure 8.2. In this case, polarizers from the camera system are rotated
manually such that the moving targets in the scene are captured at different positions in the I0 and
I45 image. This creates artifacts in the DOLP image with higher values in the position of the
moving targets. The error image is calculated using the relation
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7.2

Figure 8.2 Effect of moving target in Division of Time polarimeter images

The error image in Figure 8.2 captures the artifacts introduced by the moving objects.

8.3 Information Fusion
The velocity information from the PolSAR image can be used to reduce this error in the visible
light polarimetric imaging. The flowchart for this novel algorithm is given in Figure 8.3. The
first step in this algorithm is to extract the moving targets from polarimetric SAR images. This is
done using Radon transform as explained in Section 3.3.3. Straight lines along the azimuth
directions which represent smearing of the moving targets are detected using Radon transform.
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Figure 8.3 Flowchart for using velocity information from PolSAR to reduce error in visible
polarimetric imaging

Using this method of extraction, building or roads along the azimuth direction can create false
alarms. This can be avoided by dividing the image in small tiles and computing Radon
transforms on those tiles instead of the full image as a whole. For the examples shown in Figure
8.4, vertical lines are extracted that represents azimuth direction. A simple synthetic target is
generated without noise to test the algorithm (Figure 8.4(a)). The PolSAR images are represented
in Lexicographic color coded format. Figures 8.4(b) and (c) show the robustness of the algorithm
where the moving targets are extracted from urban clutter. This Radon transform images can be
used to compute the velocity components of the moving objects. Once the moving object
velocity information is obtained, it can used to reduce the error in division of time polarimeter.
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(a) Synthetic image generated and Radon transform of the image extracting moving targets

(b) Portion of UAVSAR image of an area in California and the corresponding radon transform

(c) Portion of UAVSAR image of an area covering Cascade range and the corresponding radon
transform
Figure 8.4 Extraction of moving targets from polarimetric SAR images using Radon Transform
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8.4 Summary
This chapter presents theoretically how the velocity information from the PolSAR image can be
used to reduce the error due to moving targets in division of time visible light polarimetric
imaging. The algorithm mentioned in this chapter includes image processing techniques for
information fusion between the two modes of imaging.
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Chapter 9

Conclusions and Future Work

9.1 Conclusions
The main objective of this research is to analyze the information fusion between PolSAR and
passive visible light polarimetric imaging which is an unexplored area in remote sensing. This
research identifies scenarios and areas in remote sensing where the information fusion between
these particular two modes of imaging will be advantageous in increasing the accuracy of the
process that was not previously achieved with the help of any one of these modes of imaging
individually. The specific tasks completed in this research are as follows.
1. Simple simulations were performed to better understand the physics behind polarimetric raymatter interaction. Only the first surface reflection from a flat surface was considered for
simplicity but the same technique can be extended to simulate complex real life scenes. Each ray
in the simulation was represented by Stokes vector and interaction of rays with the surface by a
Mueller matrix determined from a polarimetric BRDF model. This work helped to understand
the phenomenology behind polarimetric imaging. The simple case of simulation done in this
research is the basic building block to understand the first principle physics based image
simulation in DIRSIG.
2. A novel low cost PolSAR system was developed that is capable to capture the basic scattering
mechanism. Along with capturing quad polarization SAR data, this system is also capable to
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track and monitor the speed of moving objects. The main motivation behind building this system
was to record same scenes along with visible light polarimetric imager with full control over the
scene and the imaging systems. This provided hands on experience developing a PolSAR system
along with forming simple radar targets, calibration in terms of radar cross-section and recording
quad polarization SAR data.
3. Relationships between Pauli color components from PolSAR and DOLP from passive visible
light polarimetric imaging were established using the PolSAR system.

Results showed

comparatively higher values of the red channel in Pauli color image (|HH-VV|) with high DOLP
values for double bounce effect. The relationships between Pauli components from PolSAR and
DOLP from passive visible light polarimetric imaging for the three basic scattering mechanisms
are given in Table 9.1. In this research, the relationships between the modes were established on
a macro scale based on the geometry of the objects. At a micro scale, there is also dependence of
the DOLP with the material properties of the objects as well as the surface roughness and color
that is not explored in this research.
4. Fusion analysis was performed on a scene rendered using DIRSIG in both the two modes.
The distribution of the three basic scattering mechanisms on the Pauli color space for PolSAR
images is given in Figure 9.1. Real data from NASA UAVSAR as well as simulated PolSAR
data from DIRSIG showed significant overlap of the single and double bounce classes which can
result in lower accuracy in the classification process used to separate classes based on scattering
mechanisms. It is shown that DOLP from passive visible light polarimetric imaging can separate
the PolSAR single and double bounce scattering mechanisms (Figure 9.2). So fusing DOLP with
Pauli components is helpful in separation of the classes in terms of the scattering mechanisms.
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Table 9.1 Relationships between Pauli components from PolSAR and DOLP from passive visible
light polarimetric imaging for the three basic scattering mechanism

Type

Representation

Example

Pauli
components
from PolSAR

DOLP from
passive visible
light
polarimetric
imaging

SHH – SVV = low
Low
SHV = low
Single

SHH + SVV = low in
general but
dominant if
capturing specular
return

Bounce

SHH – SVV = high
but depends on the
adjacent ground
material properties
and orientation of
the vertical
surface

Double
Bounce

depends on the
surface
roughness and
orientation

High
depends on the
material
properties and
color of the
vertical surface

SHV = low
SHH + SVV = low
SHH – SVV = low
SHV = high
depends on the
number and
orientation of the
scatterers

Multiple
Bounce

SHH + SVV = low

169

Low

Figure 9.1 Pictorial representation of the distribution of the three classes in Pauli color space for a
PolSAR images

Figure 9.2 Pictorial representation of the distribution of the single and double bounce class when
DOLP from passive visible light polarimetric imaging is added in z-axis

5. Theoretically it was also shown how the fusion of these two modes of imaging can be
advantageous in moving target analysis using image processing techniques.

The velocity

information of moving targets from PolSAR image can be used to reduce error in images
recorded using a division of time polarimeter. The extraction of moving targets from PolSAR
images can be performed using the Radon transform.
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9.2 Future Work
In order to perform fusion of PolSAR data with passive visible light polarimetric imaging,
registration of the images is required. Image registration of PolSAR with multispectral [133],
hyperspectral [134] and interferometric SAR [135] has already done but registering PolSAR
images with visible light polarimetric images is still largely unexplored. Once the registration of
these modes of imaging is performed then broad classes such as urban areas, vegetation, and
water bodies can be separated more efficiently based on scattering mechanisms. Visible light
polarimetric and PolSAR data can be fused at the pixel level by stacking the DOLP from passive
visible light polarimetric imaging with Pauli components from PolSAR. After fusion, the data
can be expressed in vector form as

8.1

From the results we have seen that PolSAR data separates the multiple scattering class but to
effectively separate the single and double bounce, DOLP information is helpful. The addition of
the passive visible light polarimetric information helps to decrease the overlap between the
single and double bounce classes. Simple unsupervised classification methods like K-means
[123] and ISODATA [136] can provide greater classification accuracy when the classes are well
separated.
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Similar fusion approach can be used in finding man-made objects (double bounce class) in
natural background (single bounce class). So, fusion of these two modalities has its application in
anomaly detection. DOLP along with Pauli components has the capability to separate the
anomalies like vehicles, ships from the natural background as trees, bare soil, grass, asphalt
based on the scattering mechanisms. Anomaly detection algorithm like the Reed-Xiaoli [137]
detector (RXD) using the fused vector form given in equation 8.1 can be used to extract
anomalous targets based on the difference in scattering mechanism from the background.
This research was mainly based on the geometry and orientation of the objects which is at a
macro level and the relationships are established based on the scattering mechanism due to
geometry and orientation of the objects. In visible light polarimetric imaging, there are other
parameters at such as material properties, roughness, color of the objects which are also critical
in computing the polarimetric signatures in visible light. This additional phenomenology study
can be further studied using real world measurements and simulations to find the relationship
between these two modes of imaging at a micro level.
In moving target analysis, the target signatures are extracted from the PolSAR images and future
work involves implementation of the algorithm to reduce the error in visible light polarimetric
imaging. Computation of the velocity component in both range and azimuth direction from the
extracted moving target signature from PolSAR is required which can be further used to de-blur
the moving target signature in visible light polarimetric image using image processing
techniques.
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