We develop a minimization functional in order to regularize the inverse problem associated with three-dimensional ionospheric stochastic tomography. This functional is designed to yield, upon minimization, a solution which maximizes the frequency content of the solution below a certain cuto , while keeping 2 constant. We show how this functional can be rewritten in terms of the correlation function of the image, thereby facilitating the algorithmic implementation of the method. We then implement this functional in a Kalman lter and obtain a smoothing algorithm that acts in both space and time. Finally, we use this technique to perform global scale GPS tomography of the ionospheric electron content.
1 Introduction S OLVING the so-called inverse problem consists in choosing a \reasonable" solution for a problem of inversion in which we do not have enough information. This is the case, for example, in ionospheric tomography, where one tries to reconstruct the electron density distribution in the ionosphere from satellite delay data. Having an accurate description of the electron content in the ionosphere is essential to any endeavor that uses radio wave propagation, since the ionosphere produces delays in the phase and group propagation of radio waves. E ects produced by the ionosphere a ect tracking and navigation systems, as well as radio science and radioastronomy| just to name a few. In this paper we describe a technique to perform ionospheric imaging by using the signal delay information provided by the Global Positioning System constellation, an area that lately has received considerable attention (see, for example, 1, 3, 4, 5, 8] ).
Let (r; ; ; t) be the function that describes the electron density in some region of space (r; ; are spherical coordinates) at some time t. We can rewrite it as (r; ; ; t) = X J a J (t) J (r; ; ) (1) where the functions J (r; ; ) can be any set of basis functions we like. In practice, something like voxels (which will be used here), wavelets or a Fourier expansion are normally used. The goal in the inverse problem is to nd the coe cients a J (t). In the case of GPS ionospheric tomography we use the information provided by the GPS delay data along the satellite-receiver rays l i to obtain a set of equations, 
one for each ray l i . Here y i is the observed quantity (see section 4 for details). This is a set of linear equations of the form A x = y, where the components of the vector x are the unknown coe cients a J (t). Assume that some cut-o in the basis function expansion is used and, therefore, that the x-space is N-dimensional. Let the y-space be M-dimensional (M is thus the number of data points). Since this system of equations may not have a solution (which will be the case in the following experimental situation) we seek to minimize the functional 2 (x), where (assuming uncorrelated observations of equal variance) 2 (x) = (y ? A x) T (y ? A x) (3) In practice we nd that although the number of equations is much greater than the number of unknowns, the unknowns are not completely xed by the data. This occurs partly because the information provided by the data equations is, in general, very repetitive.
A very powerful conceptual and practical tool for studying this problem is provided by the Singular Value Decomposition theorem of matrices (SVD) 7], which states that given any M N matrix A, there exist essentially unique matrices U (M N), W (N N), and V (N N) such that A = U W V T . These matrices have further properties: W is diagonal, with entries bigger or equal to zero, V is orthogonal (V V T = V T V = 1 N N ), and the columns of U are orthogonal (U T U = 1 N N ). The power of this decomposition theorem is that it tells us what the kernel and range of A are: the kernel of A is spanned by the columns or rows of V which correspond to the zero diagonal elements of W, and the range is spanned by the columns of U which correspond to the nonzero diagonal elements of W. Thus, we have a very useful tool to study the space of solutions of equation (2) .
In general, there will be many zero diagonal entries in W (the typical example corresponding to a voxel that is not hit by any ray); thus, there will be a set of solutions to the minimization problem, corresponding to the vector space of homogeneous solutions (the kernel). The eigenvectors corresponding to the zero eigenvalues represent the un xed degrees of freedom. The so-called SVD solution is de ned as the one with the minimum norm (see 7]). The general solution is given by the SVD solution (or any other solution) plus an arbitrary linear combination of the eigenvectors corresponding to zero eigenvalues, x = x SV D + P i i v i . How do we choose a solution out of the many ones available? Let us point out that it would be incorrect to select one solution and to post-process it (for example by using a smoothing lter), since we would have no control as to which extent the modi ed solution would depart from the information supplied by the data.
The proper way to restrict the solution space is to add some a priori constraints to the problem, and this can be implemented using the Lagrange multiplier method. This method says that extremization of the function 2 (x) subject to the constraint (x) = 0 can be done by extremizing G(x) = 2 (x) + (x), with varied as well. However, if we x to some arbitrary value 0 and extremize G(x) = 2 (x) + 0 (x) with respect to x, the extremum that we nd, x 0 , is what we would get by solving the problem of extremizing 2 (x 0 ) = 0, and minimize (x), with the same result. If the functional extremization is to be performed numerically using a minimization algorithm, it is also important that we de ne G(x) so that the extremum is a minimum. For example, if we tried to implement the extremization procedure using the multiplier as another unknown, we would nd that the functional has no minimum, only an extremum|the functional's Hessian matrix is not positive de nite.
In the case of stochastic ionospheric tomography it is natural to use smoothing constraints, since one may be trying to describe the problem with many more voxels (degrees of freedom) than e ective data measurements. It seems reasonable to ask that the images have some nite resolution|ideally re ecting the real resolution of the measuring instrument.
A possible smoothing constraint is provided by the concept of relative entropy, R. Here we discuss brie y one method we have devised using this concept, since it 4 provides an interesting contrast to the correlation functional approach which we will present later. Since the extremization equation for this functional is not linear we have chosen to minimize this functional using the Broyden-Fletcher-Goldfarb-Shanno algorithm (see 7], for example).
Despite the usefulness of the entropic approach in many applications, it has an important shortcoming if it is to be used as a smoothing method. Indeed, the measurement of entropy of a distribution cannot take into account any local considerations of smoothness. For example, the images fx i g and fx (i) g, where (i) is an arbitrary permutation of the voxels, have the same entropy. Also, the nonlinearity of the equations associated with this functional means that the minimization has to be performed numerically directly on the functional, as opposed to a simple linear inversion of the zero-gradient equations|which will be the case if the functional is a simple quadratic|and this is a computationally intensive task. For these reasons we have not attempted to implement this method in a Kalman lter. The correlation functional which we develop next produces similar results to the entropic one, but enforces real spatial smoothness and it is quadratic.
The Correlation functional
The functional we wish to discuss here uses local information: the smoothness of the image is quanti ed by measuring local correlations. However, we can best motivate this functional by using Fourier analysis. The idea is that we want to limit the spatial resolution of our image, and at the same time keep 2 xed to some value. This can be achieved by asking that the power spectrum of the image be as concentrated as possible in a speci ed volume of frequencies around the origin. By doing this we limit the resolution of the image: of all the images with the same 2 we will choose those that can be described by a Fourier series with a frequency cuto , that is, those with the least detail beyond a speci ed scale. Let P x (k) be the power spectrum of the image,
The power spectrum content of the image outside a cube in frequency space with sides 2 i (i.e., the high portion of the spectrum) is then given by
where the function H limits the k integral to a box of sides 2 i centered at the origin. This is the term that we seek to minimize|note that it is bounded from below. The continuum functional that implements this is (recall that here x(r) plays the role of the density)
The last term is used to control the total image content. The resolution in any direction, say r i , is then given by r i i 1. Moreover, the resolution requirement is enforced to the extent that the data does not specify the image values at the voxels. If, for instance, a neighborhood of voxels is well-determined by the data, the 2 (x) contribution to the functional will dominate the solution there. In this sense we can say that there is a local enforcement of the resolution requirement which depends on the data.
Let us now see how we can rewrite this functional in terms of the correlation function. Recall that the cross-correlation function between two functions is given by
Now, the Fourier transform of the auto-correlation function for a function f(r) is just its power spectrum (let f ? denote f(?r), and the usual convolution of functions),
Hence we can rewrite the low portion of the spectrum,
Let b (r) be the inverse Fourier transform of H (k). Then
(since R f;f (r) is even) and we can rewrite the functional in equation (8) 
Now, let N i be the number of voxels in the r i direction. Since the image space is bounded, b (r) is given by the Fourier series generated by H , the function that de nes the cube in frequency space (k i = n i 2 =N i ),
where i = 2 n max i =N i . Note that we are using \pixel units"to measure length, where i = L i =N i equals one pixel unit in the i direction. In terms of the nite size of the image and the digital nature of the reconstruction, the former expressions turn out to be as follows. The autocorrelation function for a voxel 3D image x X i;j;k is given by the circular sum 3 Implementation with a Kalman lter Kalman ltering is a very useful technique when dealing with a dynamic process in which data is available for di erent times. It is a natural way to enforce smoothness under time evolution, and is especially useful in the case of ionospheric stochastic tomography, when the \holes" in the information that we may have at a given time (because of the particular spatial distribution of the measuring instrument, the GPS constellation and the receptor grid) may be \plugged" by the data from previous and future measurements. Indeed, in a Kalman lter we use the information contained in a solution to the inversion problem to estimate the next solution in the iteration process. In the study of the ionosphere, for example, we break the continuous ow of satellite delay data into blocks of a few hours, and model the dynamics by a random walk 6]. We can then process the data at a given point in the iteration by asking that, to some extent, the solution be similar to the one in the previous iteration: how similar, depends on how much con dence we had in that previous solution, and on how much we expect the dynamics to have changed things from one solution to the next. In other words, if x n and C xn (= S ?1 n ) are the solution and the covariance matrix at epoch n, at epoch n + 1 we are to minimize K n+1 = G n+1 (x n+1 ; ; ) + (x n+1 ? x n ) T C xn + 2 ?1 (x n+1 ? x n ) (21) with respect to x n+1 . The parameter expresses our con dence in the previous solution, while (which will in general be a diagonal N N matrix) models the random walk away from it. which can be easily implemented in an algorithm. A value of = 1 will be used here, which is the case in standard Kalman ltering.
Application to GPS Ionospheric tomography
In this section we apply the above methods to study the ionosphere. The use of the GPS constellation to study the ionosphere is hardly new (see 3, 8] for an example of the use of the GPS constellation to produce ionospheric maps, and 3] for a discussion of GPS ionospheric tomography), but here we will be using a large amount of data (60 receiving stations) as well as novel techniques to produce real, global, tomographic \snapshot" images of the ionosphere. The GPS observables consist essentially of the delays experienced by the dual frequency signals (f 1 =1.57542 GHz and f 2 =1.22760 GHz) transmitted from the GPS constellation (25 satellites) and received at GPS receivers around the world. Let L i be the measured total ight time in light-meters of a ray going between a given satellite and receiver at the frequency f i (including instrumental biases), and I = R ray dl (x) be the integrated electron density along the ray (in electrons per square meter). Then Here, phase center o sets have already been accounted for (models for the antenna phase center o sets have been used to remove systematic errors) and sources of error like multi-path e ects are neglected, because we will not include data below a cuto elevation angle of 15 o , and because they have little e ect on the real resolution of the GPS constellation and receptor grid.
Because solar radiation is the major agent shaping the ionosphere and driving its evolution, we use a sun-xed coordinate system to describe it. The reference plane is the equator and the origin of longitudes is chosen so that the Sun is at 180 o (this coordinate system coincides approximately with the usual geographical latitude/longitude coordinate system at UT 00).
The GPS data has been collected from a subset of the International GPS Service (IGS) Network (see gure 1, 2), for the day of October 18th, 1995, between the hours of UT 02 and UT 22. This particular day has been chosen for its high geomagnetic and solar activity indices (as distributed by the US National Geophysical Data Center (NGDC) and the National Space Science Data Center (NSSC), as well as for the sudden decrease in the electron content measurements provided by the Geosynchronous Operational Environmental Satellites (GOES) (as supplied by the NGDC). The raw data has been pre-processed in order to obtain the observables using the procedures described in 1]. For the purposes of analysis the data has then been broken in 10 blocks of two hours each, during which the ionosphere is presumed to have been static.
To describe the ionosphere we use two geocentric spherical layers 150 km thick, beginning at 200 km above the mean surface of the Earth. Each layer consists then of one hundred voxels of dimensions 18 o in latitude, times 36 o in longitude, times 150 km of height. At this stage of research, we have chosen this grid size for computational convenience, and the height of the two layers accounts for the major portion of the ionospheric electron content. Other grid sizes and distributions are certainly possible, including the addition of more layers. The unknowns here consist of the electron densities at each of these voxels, plus the 85 unknowns corresponding to the satellite and receptor constant delays.
In gure 3 we can see an example of the use of the entropic and correlation approaches in the case of ionospheric imaging with real data (we ignored the fact that the voxels are not all of the same volume). For the construction of these images it has also been necessary to include the satellite and receptor delays as unknowns. The original matrix A was 20,562 285, corresponding to 20,562 rays and the global spherical grid of 2 10 10 (r ) voxels, plus 85 delay constants (60 stations and 25 satellites). Note, however, that up to an irrelevant constant, Let us now discuss the implementation of Kalman ltering. The rst step consists in nding the solutions for the ten iterations with both and set to zero. This is done to obtain the value of the delay constants, which are also unknowns. These constants should remain constant throughout the 10 iterations, so a good initial value for them can be obtained by simple averaging over the = = 0 iterations. The values thus obtained and their self-covariances are then input to the Kalman ltering process as iteration \-1". At the same time, this solution is used to extrapolate a reasonable value for T 0 .
In the Kalman lter is set to zero for the constants (they should stay constant), and for the values of the voxels it is set to 30% of the value at the voxel in the previous iteration.
After the initial \-1" iteration the ltering process steps through iterations 1 to 10, corresponding to UT 02-04 to UT 20-22, and then on to iterations 11 to 19, i.e., going back in time. This last set of iterations is taken to be the nal result, as it includes all the information available (see 6] for more details on \backward" Kalman ltering). In gure 6 we see the results for iterations 10 through 19, with n 1 = 1; n 2 = n 3 = 4, = 1:0, = 0:01; T 0 = 575:0, = 1:0. The diagonal matrix has diagonal entries of i = 30% for the voxels and zero for the constants, which should remain xed (this set of iterations will henceforth be called sequence K 100 1 10 30 144) . The vertical integration of the two layers is given in gure 5. This is the total electron content (TEC) and is given in electrons per square meter divided by 10
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. In gure 2 we can see a map of the \hits" made by the rays on the two layers and the locations of the receivers and satellites for iteration 6, UT 12-14. This gives an idea of the precision of the resulting maps, and it shows the position of the receptors and satellites as they pass. Table 1 . All these graphs have been smoothed using Thin Plate Splines after being generated by the Kalman lter, so that they can be properly represented as contours in the gures. In gure 7, we show the residues generated by the solution in iteration 14 and its smoothed version, that is, the di erences between the predicted and actual delays for the rays. As can be inferred from the histogram, the residues are of the order of 30 cm|a bit better than expected. This could certainly be improved if a ner grid were used, since the main source of error comes from the \digitization" of the solutions. The smoothed out versions of the solution yield slightly smaller residues (about 3 centimeters less on the average).
Summary, Conclusions
We have discussed the use of statistical considerations and smoothness conditions as a priori information (i.e., auxiliary constraints) to x the solution in the inverse problem of stochastic tomography. Such approaches have proved useful in the past in the context of modeled and real data, yielding more complete and realistic solutions than the minimum-norm SVD approach 7], for example. This is especially true when the images have characteristic scales larger than the grid being used, and when the data has \holes"|which is the case in ionospheric stochastic tomography.
Ideally, one would like to implement four dimensional smoothing equations, with an e ect in both space and time. In practice, this may turn out to be a computationally impractical approach, and here we have have chosen to do the next best thing: Kalman ltering with a smoothing functional.
We have argued that the correlation method provides a potentially superior smoothing algorithm to the entropic one, as the measurement of the entropy of a distribution cannot take into account any local considerations of smoothness. For example, the images fx i g and fx (i) g, where (i) is an arbitrary permutation of the voxels, have the same entropy. The correlation functional can distinguish the two.
Moreover, the minimization of the correlation functional can be written as a linear equation, which allows it to be easily implemented in a Kalman lter. The result is a smoothing process in space and in time that takes into account the dynamic nature of the estimates and covariances produced by the data.
We have then successfully tested these methods with the study of the electronic content of the ionosphere at a global scale (albeit with a coarse grid), thus complementing other sources of information like GOES, and providing additional experimental data which can be used in existing ionospheric models (such as the International Reference Ionosphere model (IRI) 9]). The results suggest that this method can be potentially very useful when employed with ner grids, a task already underway. On the x axis we have the residues, that is the di erences between the observed and predicted value of the delays based on the solutions for electron density in the ionosphere, and on the y axis the count. 
