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ABSTRACT
Human brain studies that quantify neural functions using neuroimaging
techniques have many applications related to neurological disorders, including
characterizing symptoms, identifying biomarkers, and enhancing existing brain
computer interface (BCI) systems. The first major goal of this dissertation is to quantify
the neural functions associated with neurological impairments, specifically in
amyotrophic

lateral

sclerosis

(ALS),

using

two

neuroimaging

modalities,

electroencephalography (EEG) and functional near-infrared spectroscopy (fNIRS), that
respectively characterize electrical and hemodynamic neural functions. The next major
goal is to integrate these modalities using state-of-the-art techniques including timefrequency based decompositions and functional and directional connectivity methods,
and to use the quantified neural functions to classify different brain states through
leading edge techniques, including information theory based fused feature optimization
and deep learning based automatic feature extraction. In this dissertation, we explored
the non-motor neural alterations in ALS patients reflected by simultaneously recorded
EEG-fNIRS data both during task performance and in the resting state. Our results
revealed significant neural alterations in ALS patients compared to healthy controls.
Moreover, these neural signatures were used to classify data as coming from ALS
patients versus healthy controls. For this purpose, we used mutual information-based
fused feature optimization for EEG-fNIRS to select the best features from all the
extracted neural markers, which considerably improved classification performance in
classifying data as from people with ALS vs. healthy controls based on mental workload.
These results support the idea of using complementary features from fused EEG-fNIRS

in neuro-clinical studies for the optimized decoding of neural information, and thus,
improving the performance of relevant applications, including BCIs and neuropathological diagnosis. In addition, we examined our findings in motor imagery
classification, another fundamental processing step in applying BCIs for people with
neurological disorders, including ALS patients. To do this, we proposed a convolutional
neural network-based classification architecture for automatic feature extraction from
EEG-fNIRS data, which outperformed conventional classification methods using
manually extracted features. These outcomes suggest promising improvements in BCI
performance using multimodal EEG-fNIRS and deep learning classifiers with automatic
feature extraction, which can be utilized in clinical applications for people with
neurological disorders including ALS patients. These findings can be further developed
to automate the optimal quantification of neural functions in neurological disorders, with
less dependence on prior knowledge, and thereby facilitate BCIs and other clinical
applications for patients with neurological disorders.
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PREFACE
This dissertation is written in manuscript format. The first chapter serves as an
introduction to the dissertation as a whole, providing an overview of the main topics and
a justification for the research. The first chapter additionally notes the four primary aims
for the research described in this dissertation. The remaining chapters are the
manuscripts. The first manuscript, Multimodal exploration of non-motor neural
functions in ALS patients using simultaneous EEG-fNIRS recording, was published in
the Journal of neural engineering. This manuscript primarily addresses the first research
aim. The second manuscript, Electrical and hemodynamic neural functions in people
with ALS: an EEG-fNIRS resting-state study, was published in the Journal of IEEE
Transactions on Neural Systems and Rehabilitation Engineering and primarily
addresses the second research aim. The third manuscript, Multimodal fusion of EEGfNIRS: a mutual information-based hybrid classification framework, was published in
the Journal of Biomedical Optics Express. This manuscript primarily addresses the third
research aim. The fourth manuscript, Multimodal fusion of EEG-fNIRS: a mutual
information-based hybrid classification framework, addresses the fourth research aim
and is in preparation for submission to Neurocomputing.
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CHAPTER 1: INTRODUCTION AND OVERVIEW

1.1 MOTIVATION
Any type of structural, chemical, or electrical dysfunction in neural cells can alter
human brain functions. The human brain is a highly organized functional network with
numerous neurons and connections between them serving various functions including
cognition, thought, emotions, sensory functions, motor functions, memory, and language.
This highly organized functional network is served and supported by a dense network of
intercommunicating blood vessels and capillaries to deliver nutrients such as oxygen and
glucose to the neurons for metabolism. Up to 1 billion people around the world currently
suffer from neurological disorders due to injury, disease or inheritance (alsa.org). These
neurological disorders, including amyotrophic lateral sclerosis (ALS), multiple sclerosis,
Alzheimer's disease (AD), Parkinson's disease (PD), epilepsy, and stroke, can affect
different aspects of normal brain functions and cause various symptoms including partial
or complete paralysis, communication difficulties, seizures, poor cognitive abilities,
attention deficits, decreased alertness, numbness, and pain, all of which can affect
activities of daily living for these patients.
Much effort and many studies have sought to characterize the biomarkers of neural
disorders for clinical applications, including early diagnosis and the engineering of
assistive equipment. A category of assistive tools known as brain computer interfaces
(BCI) have been designed and developed for patients who have lost their normal
neuromuscular pathways to support their interactions with their environment. A BCI is a
communication pathway between a brain under recording equipment and an external
computer such that the computer takes commands directly from the brain, bypassing the
1

normal pathway of central and peripheral nerves (Wolpaw 2007). Specifically, the
signals that are recorded from the brain are the input to the BCI system, which are then
processed with various signal processing techniques to be translated into an output that
delivers the user's intentions for communication or control (e.g. word spelling). Users
receive visual, auditory, or tactile feedback on this output, which affects their brain
activity and consequently their subsequent outputs. Despite great advances in the
enhancement of BCIs for neuromuscular diseases, these systems are not sufficiently
robust for consistently assisting patients due to variations in day-to-day and subject-tosubject performance, along with inefficient performance in long-term use (Kellmeyer et
al., 2018). One reason for this instability is that most of these systems neglect the
involvement of essential neural biomarkers and patient signatures such as cognitive
markers (Kuruvilla et al., 2013). Thus, understanding the different neural characteristics
of these disorders with respect to the task and paradigm will be pivotal for practical BCI
use. This can lead to quantifying different neural functions essential in optimizing BCIrelevant parameters, and thus, maximizing BCI efficacy.
To characterize neural functions and control BCIs, a variety of neuroimaging
techniques can be used. This became more practical with the development of noninvasive neuroimaging techniques which can detect and measure brain activities through
electrical changes using electroencephalography (EEG), magnetic field changes using
magnetoencephalography (MEG), and also through hemodynamic changes with
functional magnetic resonance imaging (fMRI), functional near-infrared spectroscopy
(fNIRS), and positron emission tomography (PET), though use remains somewhat
limited. Due to their complex technical requirements, expense and real time capabilities,
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MEG, fMRI and PET are not currently suitable for constant use. However, EEG and
fNIRS are likely to have practical value for clinical use in the near future.
Human brain studies quantifying neural functions using neuroimaging have made
a path towards many applications related to neurological disorders including diagnosis,
symptom characterization, associative factor discovery, and BCI system enhancement.
In this research, the primary objective is to use EEG, fNIRS, and the integration of these
modalities to explore the neural signatures of pathological conditions including ALS
compared to healthy controls during both task and resting-state paradigms. These efforts
can eventually support a better understanding of the disease and enhance diagnostic
approaches. Moreover, characterizing neural alterations can be used to design more
specific, personalized BCI systems based on the most distinguishing neural signatures to
improve the performance of such systems for these patients. Specifically, this work will
spectrally and temporally quantify brain functions with a focus on new analytical
techniques and analyses to add significant knowledge to the current findings. In this
chapter, the different modalities that are used in this study will first be briefly introduced.
Then ALS will be introduced, and finally the two experimental protocols for data
recording will be explained.

1.2 RECORDING MODALITIES
1.2.1 Electroencephalography (EEG)
EEG measures the electrical activity recorded from the scalp which is generated
by neurons in the cerebral cortex (Niedermeyer and da Silva 2005). The recorded
waveforms are thought to reflect electrical activity from the surface of the brain. EEG is
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becoming increasingly important in the diagnosis and treatment of neuro-degenerative
diseases and abnormalities (Wolpaw 2007).
For EEG recording, a cap with small metal discs (i.e., Electrodes/channels) is
placed on the scalp with the discs in certain positions. These positions are specified using
the most commonly International 10/20 standard system or expanded versions (shown in

Figure 1.1. International 10-20 system electrode placement on a 3-D head from two views
of top (top-left) and side (top-right). The bottom figure shows 10-20 system (red
electrodes) and the extended system (white electrodes) on a 2-D plot (Shahriari et al.
2020).
figure 1.1). Each electrode site is labeled with a letter and a number. The letter refers to
the area of brain underlying the electrode (e.g. F- Frontal lobe). Even numbers denote the
right side of the head and odd numbers the left side of the head. After the electrodes are
4

placed, the electrode gel is injected to guarantee the conductance between the metal
electrode discs and the scalp. The impedance should be kept below 5 𝐾𝛺. Finally, the
electrical signals of the brain are amplified through a low-noise amplifier device in
preparation for later processing.
Most commonly, EEGs are analyzed in the temporal (transient) and spectral
(oscillatory) domains. In the temporal domain, the most common analysis is event related
potential (ERP) analysis. An ERP is the measured brain response to a specific stimulus
which could be visual, auditory, or tactile. It has different components, which are positive
and negative local spikes over the time after the onset of stimulus, including the P100,
N100, P200, N200 and P300 (also referred to as P1, N1, P2, N2 and P3). The most
positive peak between 40 and 75 ms after the onset of stimulus is the P1 which can be

Figure 1.2. The waveform of event related potential (ERP) components (“ERP Info” n.d.
Accessed May 20, 2020).
elicited by a paired click paradigm to measure the inhibitory attenuation in the neural
response to the second of the two identical stimuli. The N1 is a negative spike between
90 and 200 ms after the onset of a stimulus observed when an unexpected stimulus is
presented. The P2 is a positive deflection peaking around 100-250 ms after the stimulus
5

which is reported to reflect the sensation-seeking behavior of an individual. The N2 is a
negative spike about 200 ms after presentation of stimulus which can be strongly elicited
in auditory paradigms, and finally, the P3, which can be elicited between 250-400 ms in
oddball paradigms, is a major response of interest in the ERP field (Sur et al., 2009).
Figure 1.2 shows a schematic visualization of these ERP components.
In the spectral domain, oscillatory activities are used to identify brain-wave
characteristics by frequency range. These ranges have traditionally been labeled as delta
waves (less than 4 Hz), normally associated with adult slow-wave sleep; theta waves (48 Hz) associated with drowsiness, arousal and mental workload; alpha waves (8-12 Hz)
largely observed in relaxation with closed eyes and suppressed during mental tasks; beta
waves (14-30 Hz) normally associated with motor tasks; and gamma waves (more than
30 Hz) associated with a wide range of cognitive and motor functions (Shahriari et al.,
2020). In some applications, frequency ranges may be delineated further with alpha
frequencies divided into low alpha (8-10 Hz) and high alpha (11-13 Hz), and beta
frequencies into beta 1 (13-16 Hz), beta 2 (16-20 Hz), and beta 3 (20-30 Hz) (Carlson
and Birkett 2016).

1.2.2 Functional Near-Infrared Spectroscopy (fNIRS)
fNIRS measures hemodynamic changes in the brain. The dynamics of blood flow
inside capillaries are called hemodynamics. This technique is non-invasive, and it can be
combined with other neuroimaging modalities. The fNIRS system captures
hemodynamic responses in the brain and has been shown to be less prone to motion
artifacts. The drawbacks of this system are its low temporal resolution, its indirect
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measuring of neural activity, the short distance penetration strength (~3 cm), and the
delay in hemodynamic response.
As shown in figure 1.3, in fNIRS, near infrared light is emitted from device sources
(emitters) that propagates through the scalp, skull and the grey matter surface underneath
in a banana shaped path and interacts with the hemodynamics of the cortex. Then a
detector, that is placed 3~4 cm far away from the emitter, receives the attenuated light
that reaches the skin. The amount of attenuation of the received light is based on the
absorption of original light by hemoglobin (Gratton et al., 1994). The average changes in
oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR) concentration
inside brain capillaries can then be calculated based on the attenuation and the BeerLambert law.

Figure 1.3. Emitter-detector pairs showing the banana-shaped paths of light (Naseer and
Hong 2015).

7

1.3 Amyotrophic Lateral Sclerosis (ALS)
Amyotrophic lateral sclerosis, also known as Lou Gehrig’s disease in the United
States, was first described by Jean-Martin Charcot in the late nineteenth century
(Rowland 2001). Based on U.S. population studies, approximately 5,000 people in the
U.S. are diagnosed with ALS annually. It is estimated that at least 16,000 people in the
U.S. have the disease at any given time, and every 90 minutes, someone is diagnosed
with the disease and someone else passes away from it. People who develop ALS are
typically between the ages of 40 and 70, with an average age of 55 at the time of
diagnosis. However, in some cases ALS can occur in persons in their third or fourth
decade of life. ALS is 20 percent more common in men than in women. However, with
increasing age, the incidence of ALS is more equal between men and women (alsa.org).
ALS is a progressive debilitating disease affecting the upper and lower motor
neurons. Typically, upper motor neuron degeneration contributes to muscle spasticity
and hyperreflexia, whereas lower motor neuron degeneration leads to muscle atrophy and
cramping (Fang et al., 2015). Prognostic impairments associated with worse survival are
characterized by the locked-in and completely locked-in states (LIS and CLIS).
Particularly in these late stages of disease, patients lose all residual motor control,
including eye gaze, and they also lose vital autonomous movements such as respiratory
and bulbar functions. Despite total paralysis and complete lack of motor control, some
brain functions are preserved, and this neural function can be used to run assistive BCI
tools (Borgheai et al., 2020). Encouraging results have been seen with BCIs as a
communication tool for these patients. As ALS patients progressively lose the ability to
move, these devices aid them by giving them some ability to interact with their
environment and thereby improve their quality of life (Kübler et al., 2005).
8

Although ALS was originally known as a motor neurodegenerative disease, within
the past several years it has been recognized as a multi-system disorder affecting not only
the motor system degenerates but non-motor systems (i.e., behavior and cognition) as
well (Beeldman et al., 2016). Up to 50% of patients with ALS develop cognitive
impairments, with estimates of frontotemporal dementia (FTD) in these patients ranging
from 15% to 41% (Lomen-Hoerth et al., 2003). In a study by Montuschi et. al (Montuschi
et al., 2015) involving 207 ALS patients, they found that 13% of the patients showed
symptoms of dementia, while 37% presented with non-demented executive impairments.
Generally, frontal impairments in ALS are associated with executive dysfunctions
(Beeldman et al., 2016). Several studies have shown that ALS patients have considerable
executive dysfunction, including poor working memory (WM), poor sustained attention,
poor response inhibition, and the loss of visual attention (Ringholz et al., 2005; Silvoni
2009; Zaehle et al., 2013). Additionally, there is evidence of non-motor dysfunctions
beyond the behavioral and executive domains, including language and social cognition
which are extremely heterogeneous in these patient cohorts (Consonni et al., 2016).
Notably, it has been reported that ALS patients’ cognitive impairments are correlated
negatively with their survival (Montuschi et al., 2015).

1.4 EXPERIMENTAL PROTOCOLS
The explorations of neural alterations to find clinically established disease markers
require data recording with experimental protocols including cognitive tasks, motor
tasks, and the resting-state. Two experimental protocols which were used in this study
will be introduced in this section.

9

1.4.1 Visual Oddball Task
The oddball paradigm is a commonly used experiment that triggers various ERP
components including the N1, N2, N4, P2, and P3. In particular, in a visual oddball task,
one of the components, the P3 will be elicited in the brain after a visual stimulus. The
visual oddball task and its property to produce a P3 was exploited by Farwell and
Donchin to design a BCI for spelling words through the sequential selection of characters
on a screen (Farwell and Donchin 1988). In this paradigm, a matrix consisting of
characters is shown on the screen. The user is instructed to focus on the target letter for
spelling while each row and column of the matrix flashes pseudorandomly, with each
row and column flashing once per trial. After averaging the of several trials to improve
the signal to noise ratio the elicited electrical activity associated with the onset of target
letter flashes can then be detected.

1.4.2 Resting-State
Resting-state studies may be central to understanding information processing as
they provide insight into alterations in spontaneous cognition associated with ALS
(Buckner and Vincent 2007). In the resting-state protocol, the subjects are instructed to
relax, try not to think about any particular matter, and remain awake while data is
recorded. The subjects are either asked to keep their eyes open and typically focus on a
constant circle which is shown on a screen in front of them or to close their eyes,
depending on the type of study. Although resting-state studies do not exclusively reflect
conscious mental activity, they may reflect more intrinsic properties of functional brain
organization (Vincent et al., 2008) after filtering out the effect of autonomic nervous
system. These studies may also represent spontaneous coherent fluctuations in
10

functionally connected brain regions (Mohammadi et al., 2009). Resting-state recordings
therefore have substantial roles in many studies investigating altered functional brain
networks.

1.5 THIS DISSERTATION
The major goal of this study is to quantify the neural functions of ALS patients
using EEG, fNIRS, and the integration of these modalities with state-of-the-art
techniques including time-frequency based decompositions and functional and
directional connectivity methods, and to use the quantified neural functions to classify
different brain states through state-of-the-art techniques including information theory
based fused feature optimization and deep learning based automatic feature extraction.
This study contains four major goals as follows:
Research Aim 1: Multimodal exploration of non-motor neural functions in ALS
patients during a visual-arithmetic task by spectro-temporal based methods using
simultaneous EEG-fNIRS recording.
Despite the high prevalence of non-motor impairments reported in ALS patients,
little is known about the functional neural markers underlying these dysfunctions. In this
research, a new dual-task multimodal framework relying on simultaneous EEG and
fNIRS recordings is developed to characterize integrative non-motor neural functions in
this cohort.
This work has been published in the Journal of neural engineering (2019), under
the title "Multimodal exploration of non-motor neural functions in ALS patients using
simultaneous EEG-fNIRS recording". Our findings demonstrated that ALS subjects have
smaller increases in EEG delta and theta power, decreases in beta power, reductions in
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HbO responses, and distortions overall, in both early and later EEG event-related
potentials, compared to healthy controls. Moreover, significant correlations between
EEG features and HbO responses were observed in healthy controls but were absent in
ALS patients. These outcomes highlight the important role non-motor dysfunctions in
electrical and hemodynamic neural dynamics as well as their interrelationships in ALS.
Research Aim 2: Investigation of electrical and vascular resting-state neural
functions in ALS patients by spectro-temporal based methods of network analysis using
simultaneous EEG-fNIRS recording.
Recent studies have reported conflicting results on alterations in resting-state
functional brain networks in ALS. No study to date has explored simultaneous
electrophysiological and hemodynamic changes of the resting-state brain in ALS. Using
complementary multimodal EEG and fNIRS recordings and analysis techniques, we
explored the underlying multidimensional neural and vascular contributions to altered
oscillations and functional connectivity in people with ALS.
This work has been published in the Journal of IEEE Transactions on Neural
Systems and Rehabilitation Engineering (2020), under the title "Electrical and
hemodynamic neural functions in people with ALS: an EEG-fNIRS resting-state study".
Our findings showed increased fronto-parietal EEG connectivity in the alpha and beta
bands and increased interhemispheric and right intra-hemispheric fNIRS connectivity in
the frontal and prefrontal regions in people with ALS. Frontal, central, and temporal theta
and alpha EEG power were reduced in people with ALS, as were parietal and occipital
alpha EEG power, while frontal and parietal hemodynamic spectral power were increased
in people with ALS. These results suggest that electro-vascular disruption in neuronal
networks extends to the extra-motor regions in ALS patients, which can ultimately
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introduce novel neural markers of ALS that can be further exploited as diagnostic and
prognostic tools.
Research Aim 3: Enhancing the performance of classification between
pathological conditions and healthy controls using optimized subset of features extracted
from spectral and temporal decompositions of integrated EEG-fNIRS simultaneous
recording during a visual-arithmetic task.
EEG-fNIRS multimodal approaches have considerable potential to improve
classification performance by measuring two different brain functions. However, they
suffer from a lack of computational methods to optimally integrate the features reflecting
these two different brain functions. Using an information-theory based approach, we
consider the complementarity between the two modalities to enhance classification
performance.
This work has been published in the Journal of Biomedical Optics Express (2020),
under the title "Multimodal fusion of EEG-fNIRS: a mutual information-based hybrid
classification framework". We found considerably improved hybrid classification
performance using our mutual information-based feature selection algorithm as
compared to the individual modalities and as compared to conventional classification
without feature selection.
Research Aim 4: Proposing a deep learning based approach for automatic feature
extraction from multimodal EEG-fNIRS data to enhance motor imagery classification,
which can be used in future BCI applications for people with neurological disorders
including ALS patients.
Since deep learning approaches can be designed to not require manual feature
extraction despite the prior knowledge requirements in conventional classification
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algorithms to find appropriate features for the classification task, the conventional
quantification methods of neural functions are being replaced by deep learning
approaches strong capabilities in automatically quantifying various neural functions.
This work is in preparation for submission to the Journal of Neurocomputing,
under the title "Deep learning based multimodal EEG-fNIRS classification: an
application to motor imagery”. The results demonstrated that our deep learning based
classification approaches outperformed conventional classification methods. Moreover,
the automatic feature extraction strategy implemented using a dual convolutional neural
network for multimodal EEG-fNIRS improved classification accuracy compared to other
approaches based on manual feature extraction.

1.6 OVERALL DISCUSSION
In this dissertation, we explored the non-motor neural alterations of ALS patients
reflected by simultaneously recorded EEG-fNIRS data both during task performance and
in the resting-state using state-of-the-art spectro-temporal based quantification
techniques including wavelet-based decompositions and functional and directional
connectivity methods. Our results revealed significant neural alterations in ALS patients
compared to healthy controls in specific frequency bands of EEG power, specific
frequency bands of EEG connectivity, temporal characteristics of EEG event-related
potentials, specific frequency bands of fNIRS responses, temporal characteristics of
fNIRS responses, correlations between EEG power features and fNIRS temporal
features, and correlations between EEG and fNIRS power. The insights obtained through
this work can enhance our understanding of the underlying non-motor neural processes
in ALS and enrich diagnostic and prognostic techniques by using ALS neural signatures
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to classify them from healthy controls. In the next step we, then used our previously
obtained markers as distinguishing features for classifying ALS patients from healthy
controls. For this purpose, we used mutual information-based fused feature optimization
for EEG-fNIRS to select the best features among all extracted neural markers, which
considerably improved classification performance in when classifying data from people
with ALS versus healthy controls based on mental workload. These results support the
idea of using complementary features from fused EEG-fNIRS in neuro-clinical studies
in the optimized decoding of neural information, and thus, improving the performance of
relevant applications, including BCI and neuro-pathological diagnosis. Moreover, we
examined our findings in motor imagery classification, which is a fundamental
processing step in BCIs with applications for people with neurological disorders
including ALS patients. To do this, we proposed a convolutional neural network-based
classification architecture for automatic feature extraction from EEG-fNIRS data, which
outperformed conventional classification methods using manually extracted features.
These outcomes suggest promising improvements in BCI performance using multimodal
EEG-fNIRS and deep learning classifiers with automatic feature extraction, which can
be utilized in clinical applications for people with neurological disorders including ALS
patients. These findings can be further developed to optimally automate the
quantification of neural functions in neurological disorders with less dependence on prior
knowledge and thereby facilitate BCIs and other clinical applications for patients with
neurological disorders.
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ABSTRACT

Objective: Despite the high prevalence of non-motor impairments reported in patients
with amyotrophic lateral sclerosis (ALS), little is known about the functional neural
markers underlying such dysfunctions. In this study, a new dual-task multimodal
framework relying on simultaneous electroencephalogram (EEG) and functional nearinfrared spectroscopy (fNIRS) recordings was developed to characterize integrative nonmotor neural functions in people with ALS.

Approach: Simultaneous EEG-fNIRS data were recorded from six subjects with ALS and
twelve healthy controls. Through a proposed visuo-mental paradigm, subjects performed
a set of visuo-mental arithmetic operations. The data recorded were analyzed with respect
to event-related changes both in the time and frequency domains for EEG and de/oxygenhemoglobin level (HbR/HbO) changes for fNIRS. The correlation of EEG spectral features
with fNIRS HbO/HbR features were then evaluated to assess the mechanisms of ALS on
the electrical (EEG)-vascular (fNIRS) interrelationships.

Main results: We observed overall smaller increases in EEG delta and theta power,
decreases in beta power, reductions in HbO responses, and distortions both in early and
later EEG event-related potentials in ALS subjects compared to healthy controls. While
significant correlations between EEG features and HbO responses were observed in
healthy controls, these patterns were absent in ALS patients.

Significance: Our results highlight the important role of ALS non-motor dysfunctions in
electrical and hemodynamic neural dynamics as well as their interrelationships. The
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insights obtained through this study can enhance our understanding of the underlying nonmotor neural processes in ALS and enrich future diagnostic and prognostic techniques.
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electroencephalogram (EEG); functional near-infrared spectroscopy (fNIRS); multimodal
frameworks

2.1 BACKGROUND
Despite the high prevalence of non-motor dysfunctions in ALS, little is known
about their underlying functional neural variations (Kellmeyer et al., 2018). Burke et al.
(2017) (Burke et al., 2017) suggested that distinct cognitive-behavioral phenotypes may
relate to differential disruption of extramotor cortical networks, but the connections
between neural and cognitive findings require further investigation for neural
characterization, specifically in ALS. Thus, there is an enormous need for more research
to elucidate neural markers of non-motor dysfunction in ALS. Such explorations can
advance our understanding of neural abnormalities in the disease. This may provide
complementary objective signatures of disease progression and enrich current diagnostic
and prognostic techniques.
To investigate the characteristics of neural signatures in ALS, most studies have
relied on electroencephalography (EEG) because of its high temporal resolution, costeffectiveness, and portability (Abiri et al., 2019). These studies either used resting-state
or activation paradigms in which subjects were asked to perform an active task. In the
former case, power spectral bands (Santhosh et al., 2005) or functional connectivity (Iyer
et al., 2015) are features reported commonly to address differences between participants
with ALS and controls. In activation paradigms that can reflect cognitive dysfunctions
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directly, event-related potentials (ERPs) are the commonly evaluated temporal responses
(responses in the time domain). For example, abnormalities in the P300 response,
together with early components, such as P100 or N200, elicited during an oddball
paradigm, are the temporal features most frequently reported to be impaired in ALS
patients (Kellmeyer et al., 2018; Raggi et al., 2010; Abiri et al., 2019).
However, because of EEG’s low spatial resolution and signal-to-noise ratio
(SNR), ERP analysis depends on the number of trials (for averaging). This is an issue in
typical ERP-based visual paradigms, particularly, in the later stages of ALS, when ocular
problems develop and lack of fine eye-gaze control can affect visual paradigms’
efficiency (Murguialday et al., 2011). Hence, there is a need for compensatory methods
to overcome these shortcomings (Kellmeyer et al., 2018). Two complementary paths may
address these issues. The first is to look for other distinctive EEG features (rather than
temporal features), such as power spectral activities in new types of activation paradigms.
Few studies on ALS patients have characterized EEG spectral power responses (Kübler
et al., 2001; Kübler et al., 1999), in which the slow cortical potential (SCP) is most
commonly used in the learned self-regulation process or motor-related paradigms, rather
than cognitive activation designs. However, given that executive dysfunction is a major
impairment reported in ALS patients, more studies are needed to explore neural
oscillatory characteristics of executive dysfunction through cognitive paradigms in ALS
patients. The second path is to incorporate other neuroimaging modalities with EEG
simultaneously to capture complementary neural dynamical features, such as
hemodynamic activities in addition to EEG electrical responses. To do so, functional
near-infrared spectroscopy (fNIRS) is the only neuroimaging technique that can be used
plausibly for ALS patients, considering their disease’s progression and their immobility
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(Raggi et al., 2010), as fNIRS measures the brain’s hemodynamic activities, is portable
and can be used longitudinally at patients’ bedsides (Schudlo and Chau 2014; Naseer and
Hong 2015; Lloyd-Fox et al., 2015).
In this chapter, we introduced a novel compensatory method to explore non-motor
neural degeneration in ALS patients. We developed an innovative visuo-mental dual-task
that combined a visuo-spatial oddball paradigm with a set of arithmetic operations to
induce and record both hemodynamic and electrical responses simultaneously using
EEG-fNIRS. Studies have shown that while fNIRS signals are effective in mirroring
cerebral oxygenation changes in response to various cognitive functions (Schudlo and
Chau 2014; Naseer and Hong 2015; Lloyd-Fox et al., 2015; Shin et al., 2016; Shin et al.,
2017), including mental arithmetic tasks, they also can reflect distinctive patterns
between patients with ALS and healthy controls (Kuruvilla et al., 2013; Chaudhary et al.,
2017). The proposed paradigm allows us to obtain the following advantages over the
methods used previously. First, our paradigm’s dual-task nature is speculated to be
particularly effective in capturing cognitive dysfunctions in ALS that single-task
paradigms do not fully reflect (Putze et al., 2014; Pettit et al., 2013). Second, the
complementary electrical and hemodynamic information gained through EEG and fNIRS
recordings can compensate for the single modality shortcomings, such as the patient’s
inability to perform fine visual tasks particularly in the later stages of their disease—this
complementary information can offer unique opportunities for future neuroimaging
studies of ALS. Third, the associations between EEG and fNIRS can be further explored
to investigate how ALS affects the interrelations between electrical (EEG) and vascular
(fNIRS) dynamics. The insights obtained through this study can advance our
understanding of integrative non-motor markers in ALS, aid in identifying relations
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between electrical and vascular responses in ALS and can ultimately introduce novel
neural markers of ALS that can be exploited as diagnostic and prognostic predictors.

2.2 METHODS
2.2.1 Subjects
A total of 18 subjects were recruited and assigned to two groups: 6 individuals
with ALS (5 males) and 12 age-matched healthy controls (5 males). All the protocols in
this study were approved by the Institutional Review Board (IRB) of the University of
Rhode Island (URI) and written informed consents were provided directly by each
subject or patient’s caregiver. The average age of the patient group was 57.0±15.7 years
old and the average age of the control group was 56.4±15.4 years old. Specifically, in our
patient group we have one young (No. 1) subject, whom we matched with two young
healthy controls. Excluding the young participants, the average of the elder patients’ age
was 62.6±8.4 years old compared to 62.7±4.8 years old for the elder healthy participants.
Half of the patients required mechanical ventilation, the youngest one of whom, was in a
completely locked-in state (CLIS). Age-matched control subjects had no reported history
of visual, mental, or substance-related issues. All participants in both groups had at least
some level of post-secondary education. Two healthy controls were excluded from fNIRS
data analysis because of their poor signal quality in fNIRS calibration settings. All
subjects provided informed consent (or assent) for the study and were reimbursed
financially. Because of communication and/or ocular impairments in three of our ALS
patients, two used eye-tracking systems (Tobii EyeX). Table 2.1 shows the ALS subjects’
demographics, including age, gender, disease duration and ALSFRS-R.
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2.2.2 Experimental Protocol
Subjects participated in several sessions (4.7±3.8), with 2 runs per session. To
familiarize the subjects with our BCI set up, including the recording protocol and the
task, they all participated in training sessions before the main experimental recordings.
In addition, in each session, there were a few quick test runs to make sure that the subjects
understood the task, which were evaluated by discussing their results. We continued
performing test runs until we were sure the subjects were comfortable with the task.
Following the conventional oddball P300 paradigm, a 2×2 matrix of digits was displayed
over the intensified letter in our visuo-mental dual-task paradigm. Each subject was
instructed to focus on a target character (14 targets per run), while each row and column
was intensified once per trial to cause two target intensifications per character. Upon each
target intensification, subjects were instructed to perform predefined mental arithmetic
tasks, i.e., add pairs of numbers in the matrix either diagonally (first target flash) or

Table 2.1. ALS Subjects Demographic Information.
Disease
Duration
(years)
4
11

ALSFRSR
(max 48)
0
4

Participant
No.

Age

Gender

1
2

29
55

M
M

3

70

M

8

14

4
5

67
69

M
F

2
11

7
23

6

52

M

3
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Mean ± SD

57.0±15.7

-

6.5 ±4.0

11.6±9.5

Educational
Level
College Degree
Graduate Degree
Some
Postsecondary
College Degree
College Degree
Some
Postsecondary
-

vertically (second target flash), and then double the larger result from their addition. The
stimulation intensification time was set to 300 ms, followed by a 6 sec inter-stimulus
interval (ISI). The relatively long ISI adopted compared to conventional EEG-based
oddball tasks allowed the fNIRS recordings to reflect evoked hemodynamic activities.
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Although fNIRS paradigms use longer stimulus and resting periods, normally ranging
from 8 to 12 sec (Naseer and Hong 2015), these times were reduced in our paradigm
because of the potential to extend our work in future communication studies of ALS.
Generally, longer pauses increase the amount of time required to select each character in
communication systems—this can make the communication system slow and impractical
in real-life scenarios. The inherent dual nature of our visuo-mental paradigm is
hypothesized to provoke both electrical and hemodynamic responses associated with
visual oddball stimulations and mental arithmetic operations.

2.2.3 Data Acquisition
Both signals were recorded simultaneously using a single cap mounted both with
EEG electrodes and fNIRS optodes. fNIRS data were recorded using NIRScout (NIRx
Inc.) with two NIR lights (760 nm and 850 nm wavelengths) and digitized at 7.81 Hz.
EEG data were recorded simultaneously using the g.USBamp amplifier (g.tec Medical
Tech.) and digitized at 256 Hz. Figure 2.1 shows a schematic head model of the fNIRSEEG sensors’ placement. As depicted in this figure, five emitters and two detectors
acquired seven fNIRS channels covering the frontal areas responsible for higher
cognitive functions associated with mathematical operations paradigms (Pettit et al.,
2013). Following the Modified Combinatorial Nomenclature (MCN) montage, emitters
were placed at Fz, F3, F4, AF3, and AF4, and detectors at F1 and F2. EEG was recorded
from eight channels: Fz*, Cz, P3, Pz, P4, PO7, PO8, and Oz covering all frontal, central,
parietal, and occipital areas used commonly in conventional P300 paradigms (FAF2,
denoted, Fz* was the nearest electrode placement to fNIRS occupied Fz according to
128-channel montage) (Krusienski et al., 2008). This montage was intended to capture
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one aspect of the dual-task, i.e., the visuospatial task, with conventional EEG montages
(Krusienski et al., 2008), and the arithmetic operations with frontal fNIRS and EEG
channels reported previously (Bauernfeind et al., 2011). This montage follows standards
closely and is convenient to mount, making it an appropriate candidate for future
applications. All experimental protocols, data acquisition, and stimulus presentation
labels were controlled using BCI2000 and NIRStar software (Schalk and Mellinger 2010;
Simis et al., 2018).

2.2.4. Data Analysis
EEG data were bandpass filtered at 0.5-30 Hz and detrended. fNIRS data were
also band-pass filtered at 0.01-0.2 Hz. Then, both datasets were checked for extreme
values and outliers which led to the removal of a total of three runs from two ALS
participants. EEG data were segmented to 800 ms windows starting from the onset of
each target stimulus and averaged across all runs for each subject. ERP features were
then extracted from EEG as follows: Peaks and latencies of the P200, P300, and P600
components were defined as the maximum peaks between 100-250, 250-400, and 650800 ms post-stimulus, respectively, while N200 and N400 components were defined as
the minimum peaks between 150-280 and 360-560 ms post-stimulus, respectively. For
fNIRS, Oxy-hemoglobin (HbO) and deoxy-hemoglobin (HbR) concentration changes
were extracted from raw optical intensity data using the modified Beer-Lambert Law
(Kocsis et al., 2006). After baseline correction using the 2 to -1 sec pre-stimulus window,
the peaks of both HbO and HbR were then extracted within each post-stimulus interval
with three different time window lengths (0-2, 2-4, 4-6 sec) to account for fNIRS
features.
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Figure 2.1. A schematic montage of the EEG sensors-fNIRS optodes.
For time-frequency analysis, EEG data were normalized and segmented into 9 sec
epochs, beginning from 4 sec pre-stimulus to 5 sec post-stimulus. A set of 30 complex
Morlet wavelets ranging from 1-30 Hz and 3-10 cycles was used for time-frequency
decomposition based on the equation 2.1.
−𝑡2

𝑤 = 𝑒 2𝑗𝜋𝑓𝑡 𝑒 2𝜎2

(2.1)

In this equation, 𝑤 is the complex Morlet wavelet defined as the product of a
complex sine wave and a Gaussian window, 𝑗 is the imaginary operator, 𝑓 is the
frequency in Hz, and 𝑡 is the time in seconds, centered at 𝑡 = 0, 𝜎 is the width of the
𝑛

Gaussian defined as 𝜎 = 2𝜋𝑓 and 𝑛 is number of cycles. The baseline-corrected
spectrograms were obtained by dividing each frequency bin and time point by the
baseline -2 to -1 sec average and log-transforming. The spectrograms from the first 5 sec
post-stimulus were then averaged across four traditional frequency bands: delta (1-3 Hz),
theta (4-7 Hz), alpha (8-12 Hz), and beta (13-30 Hz). In each frequency band, features
were the averages of band power over sliding 500 ms windows from 0-5 sec poststimulus with 50% overlap.
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To statistically compare the results between groups, a nonparametric
bootstrapping procedure was used. This method is useful for small or unequal sample
sizes (Oruç et al., 2011) and has greater statistical power and makes fewer assumptions
about the data’s distribution compared to canonical methods (Vizioli et al., 2010). For
this purpose, all of each subject’s runs were averaged, and then the aforementioned
features were extracted for each type of modality and analysis. Then, through the
bootstrapping procedure, resamples were generated for each feature. Each resample was
obtained by randomly selecting six healthy control subjects (equal to the number of ALS
subjects), averaging each feature across all six randomly selected subjects, and finally,
subtracting the group means to generate the histogram (probability distribution) of group
differences. This procedure was iterated 1000 times to create a distribution. The
proportion of resamples less than zero (or greater than zero depending on which tail of
the histogram hits the zero point) to all resamples yielded p-values (Oruç et al., 2011).
The difference in the means was determined to be statistically significant if the p-value
was less than 0.05. To account for multiple comparisons in both the fNIRS and EEG
statistical analyses, the false discovery rate (FDR) method was used to compute adjusted
p-values (p<0.05) (Hochberg and Benjamini 1990).
Finally, Spearman correlation analysis was conducted to explore the relations
between significant EEG and fNIRS features over time. To do so, correlations were
calculated between a set of windowed EEG spectral features (i.e., delta, theta, and beta
power) and windowed peak HbO/HbR values for the frontal EEG-fNIRS channels. EEG
features used 1-sec sliding windows with a 0.5 sec overlap in the time range of 0-4 sec
post-stimulus, while fNIRS used 2-sec windows with a 1-sec overlap in the time range
of 0-6 sec post-stimulus.
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2.3 RESULTS
2.3.1 EEG Results
We observed attenuated ERP features overall in ALS patients compared to healthy
controls. In particular, frontal (Fz), parietal (P3, Pz, P4), parieto-occipital (PO7, PO8),
and occipital (Oz) P200 amplitudes were attenuated significantly in ALS patients
(p<0.05), and averaged 0.19±0.06 in the frontal channel (Fz) compared to healthy
controls, averaging 0.31±0.16 in the same channel. P300 amplitudes were attenuated
significantly in all channels in patients (p<0.001), and averaged 0.21±0.07 in the frontal
channel compared to healthy controls, with an average of 0.38±0.14 in the same channel
(Figure 2.2, top left). P600 amplitudes also were attenuated significantly in all channels
(p<0.001), and averaged 0.11±0.04 for patients in the frontal channel compared to
healthy controls, with an average of 0.43±0.19 (Figure 2.2, top right). N200 amplitudes
were attenuated significantly in all channels (p<0.001), and averaged -0.0.10±0.0.05 in
the frontal channel for patients compared to healthy controls, who averaged -0.25±0.16
(Figure 2.2, bottom left). Similarly, N400 amplitudes were attenuated significantly in all
channels (p<0.03), and averaged -0.30±0.11 in the frontal channel for patients compared
to healthy controls, who averaged -0.41±0.13 (Figure 2.2, bottom right). The P300 and
N200 features were observed to have significantly shorter latencies in patients compared
to the healthy controls. Patients’ P300 latencies, which averaged 263±12, 267±13, and
275±9 ms, preceded those of healthy controls significantly at 291±25, 307±22, and
303±15 ms in the frontal (Fz), central (Cz), and parietal (Pz) channels, respectively
(p<0.001). Parieto-occipital (PO8) and occipital (Oz) N200 latencies were significantly
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Figure 2.2. Boxplots showing changes (mean±SD) in average P300 amplitude (top left),
P600 (top right), N200 (bottom left), and N400 amplitude (bottom right) for ALS
participants (red) and healthy controls (blue). For each plot, the maximum p-value among
channels is shown at the top.
shorter in patients (p<0.05) and averaged 238±19 and 222±5 ms compared to healthy
controls, whose latencies averaged 269±14 and 258±16 ms in channels PO8 and Oz,
respectively.
Figure 2.3 illustrates the average time-frequency decomposition across all healthy
controls (left) and all ALS participants (right) for the frontal EEG channel (Fz). We
observed that delta power was significantly lower in participants with ALS than in
healthy controls within the 1-2.5 sec (ALS: 1.7±1.9 dB, Control: 3.8±2.1 dB) and 2.7530

4.75 sec post-stimulus windows (ALS: 1.1±1.5 dB, Control: 3.0±2.3 dB) (p<0.01).
Similarly, in the theta band, we observed that power in participants with ALS was
significantly lower than in healthy controls within the 0.75-2.25 sec (ALS: 1.1±3.4 dB,
Control: 3.6±2.2 dB) and 2.5-4.75 sec post-stimulus windows (ALS: 0.5±1.6 dB,
Control: 3.5±4.3 dB) (p<0.001). In the beta band, we observed a significantly lower
power in healthy controls than in participants with ALS within the 0.5-4 sec post-stimulus
window (ALS: -0.3±1.4 dB, Control: -1.2±1.9 dB) (p<0.02). No significant changes

Figure 2.3. Average time-frequency decomposition across all healthy controls (left) and
ALS participants (right) for channel Fz. The significant differences between each group
(healthy vs. ALS) for each frequency band are illustrated by a black dashed rectangle.
between the two groups were observed in the alpha band.

2.3.2 fNIRS Results
Event-related HbO and HbR activities were calculated, epoched, and grandaveraged across all runs and subjects in both groups. Figure 2.4 illustrates the grandaverage HbO responses from 2 sec target pre-stimulus to 6 sec target post-stimulus for
both groups. We observed that our designed task-evoked hemodynamic responses in the
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ISI following target stimulus presentation in both the patient and control groups. Most
channels showed an initial dip in HbO responses in both groups, followed by a rise.
Between-group differences were particularly clear in the channels located on the left
frontal and prefrontal lobes (primarily F3-F1 and F1-Fz). In channel F3-F1, the peak
value of the average HbO occurred 4.23 sec post-stimulus with (1.1±1.3)×10−4 mM for
the ALS group compared to 5.71 sec post-stimulus with (2.3±13.2)×10−5 mM for
controls. The average initial dip in this channel reached its minimum of (-3.2±5.1)×10−5
mM 0.06 sec post-stimulus in the ALS group compared with the minimum of (3.5±4.8)×10−5 mM at 1.89 sec post-stimulus for the healthy group. In channel F1-Fz, the
peak value of average HbO occurred 5.5 sec post-stimulus with (9.4±13.2)×10−5 mM
for the ALS group compared to 6.0 sec post-stimulus with (6.5±13.4)×10−5 mM for the
controls. This channel’s initial dip was greater in the ALS group with a minimum of (4.85±14.5)×10−5 mM at 1.72 sec post-stimulus compared to (-1.8±3.9)×10−5 mM at
1.88 sec post-stimulus for the healthy controls.
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Figure 2.4. Average target HbO responses evolving from 2 sec pre-stimulus to 6 sec poststimulus for both ALS (red) and control (blue) groups. The vertical dashed line and the
shaded yellow area denote the target stimulus onset and post-stimulus respectively.

2.3.3 Correlation Results
As shown in figure 2.5, generally significant (p≤0.02) positive correlation was
observed between windowed peak HbO 2-6 sec post-stimulus and windowed EEG-delta
features 1.5-3 sec post-stimulus in healthy subjects. Additionally, delta band features in
the 1-3 sec windows were significantly (p≤0.02) correlated with peak HbO in the 2-4 sec
windows in healthy controls. Significant (p≤0.03) positive correlation was also generally
observed between EEG-theta features in the 1.5-3 sec windows and peak HbO in the 1-6
sec windows in healthy controls. Significance in correlation remains between both delta
and theta band features in the 1.5-3 sec windows and peak HbO in the 2-6 sec windows
after FDR correction in healthy subjects. However, no significant correlation was
observed between patient group peak HbO and delta or theta band features in any of the
time windows. In the control group, significant positive correlation (p<0.05) was
observed between beta band features in the 1.5-3 sec windows and peak HbO features in
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the 0-3 sec windows, as well as between the 1.5-2.5 sec beta band window and 2-4 sec
post-stimulus peak HbO window (p≤0.03). In contrast, significant (p≤0.04) negative
correlation was observed between later beta band features and earlier peak HbO windows
in the patient group. However, the significance in the beta band in both healthy and
patient groups was not present after FDR-correction. No significant correlation between
peak HbR features and EEG features in any frequency band or time window was
observed. Some sporadic significant (p<0.05) negative correlation was observed between
peak HbR and EEG features in the delta and theta bands for the patient group, but they
did not remain significant after FDR correction.
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Figure 2.5. Spearman correlation (rho) between obtained significant EEG features in the
delta, theta, and beta frequency bands and windowed fNIRS peak HbO in the healthy
control (left) and patient (right) groups. Significant corrected p-values (p<0.05 before
rounding to the nearest 100th) are shown in white, and all other values are displayed in
black. Only correlation maps with significant p-values and their counterparts in the
patient group are displayed.
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2.4 DISCUSSION
In general, the task developed in this study can be divided into two major and
cognitively different segments that represent our paradigm’s dual nature. Segment-1
(SG1), 0-300 ms after stimulus onset, is associated with general early attentional
components involving arousal or visuospatial selective attention, followed by segment-2
(SG2), >300 ms after stimulus onset, which reveals task-specific processes, including
mathematical operations as well as working memory.
Overall, we observed a significantly greater increase in frontal delta power in
healthy controls than in patients. Delta power increases in mental calculation tasks are
interpreted typically as relevant to “internal concentration” blocking interference during
task performance (Fernández et al., 1995). As in our proposed visuo-mental dual-task
paradigm, subjects attempt to concentrate on performing a set of internal arithmetic tasks
independent of external visual stimuli, thus, we expected to observe increased delta
during math operations. Interestingly, the increase in the delta was observed largely after
~1-sec delay (Figure 2.3) in both groups, showing that the delta deviations refer to later
cognitive/calculation components (SG2). The suppressed delta increase in the ALS group
is speculated to be related to a degraded internal concentration during calculations
(Fernández et al., 1995).
In the theta frequency band, healthy participants showed a profound power
increase, while this pattern was attenuated significantly in the patient group. Generally,
theta oscillations are associated with several cognitive components, including attention
to stimuli and working memory processes (Deligani et al., 2019; Borgheai et al., 2019;
Deiber et al., 2007). Therefore, it is plausible to associate increased theta power in our
mental task with an inherent increased workload and the task’s attentional demand. Thus,
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the mental dimension (i.e., the arithmetic task) we added to the conventional visual
oddball paradigm would engage more working memory and attentional components.
While we did not observe any significant difference in the alpha frequency band
between participants with ALS and controls, a significant decrease in the beta was seen
in the healthy group compared to the patients. Frontal beta activity is associated with topdown control processes (Bastos et al., 2015; Siegel et al., 2012), particularly in general
task-related processing. Beta power is reported to be enhanced during the intended
maintenance of mental status, or status quo (Engel and Fries 2010). Thus, the initial beta
suppression observed after target presentation (in the SG1 period) might be attributable
to the changing mental state after stimulus onset. Later beta suppression (in the SG2
period) can be attributed to content-specific frontal beta modulation parallel with
working memory processing and decision making which confirms the results of recent
studies (Spitzer and Haegens 2017; Wimmer et al., 2016). Therefore, ALS patients’ lack
of beta power modulation while performing the mental task can be interpreted as
dysfunctions in the top-down control process related to general workload processing.
The healthy group’s hemodynamic responses confirmed that our relatively short
ISI can evoke sufficient hemodynamic activity to generate a reliable comparative
framework between the groups. In ALS group, weak correlations were observed between
hemodynamic levels and EEG-theta, and no significant correlation between HbO levels
and delta powers was observed in these patients. However, we observed a significant
positive correlation between EEG-delta and HbO level in healthy controls. Notably,
while EEG-fNIRS correlation maps largely were positive for healthy controls, they were
mainly negative in ALS and revealed a desynchronization pattern of electrical (EEG)vascular (fNIRS) responses during mental tasks. Interestingly, as figure 5 illustrates, later
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time windows in fNIRS showed a more significant correlation between frontal HbO
elevation and EEG-spectral features in healthy controls confirming the intrinsic slowness
of hemodynamic responses relative to electrical activities (Plichta et al., 2007). Overall,
the lack of hemodynamic signatures in ALS patients combined with the absence of
correlative patterns with EEG-features can potentially introduce new spatial candidates
for disease-specific cognitive markers.
Small number of ALS patients recruited in this study due to relative difficulty of
recruiting and/or recording from this population was a major limitation which can be
addressed by considering larger samples of ALS patients in future studies to further
explore the generalizability of the obtained neuro-markers to the neurogenesis of ALS.
More specific clinical information such as emotional impairments which appear to affect
neural features such as ERP characteristics (Campanella et al., 2004) is another potential
direction to further expand our study. For example, apathy is a common issue in ALS
(Unglik et al., 2018), and motivation is known to affect BCI performance (Kleih et al.,
2010), which can be critical for ALS patients as one of the main BCI end-users. Future
studies to further expand the cognitive and behavioral tests which consider more specific
clinical information particular to ALS will no doubt provide valuable insights into
existing ALS research.
Overall, this chapter’s findings demonstrated the integrative characteristics of
non-motor neural signatures in patients with severe motor deficits that are reflected in
both electrical and hemodynamic neural features and suggest future exploitation of these
signatures as potential diagnostic and prognostic markers. The results could improve our
integrative understanding of mental workload in healthy brain functions while
elucidating the potential mechanisms of ALS’s effect on non-motor functions.
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ABSTRACT
Objective: Amyotrophic lateral sclerosis (ALS) is a complex neurodegenerative disease
that causes the progressive loss of voluntary muscle control. Recent studies have reported
conflicting results on alterations in resting-state functional brain networks in ALS by
adopting unimodal techniques that measure either electrophysiological or vascularhemodynamic neural functions. However, no study to date has explored simultaneous
electrical and vascular-hemodynamic changes in the resting-state brain in ALS. Using
complementary multimodal electroencephalography (EEG) and functional near-infrared
spectroscopy (fNIRS) recording and analysis techniques, we explored the underlying
multidimensional neural contributions to altered oscillations and functional connectivity
in people with ALS. Methods: 10 ALS patients and 9 age-matched controls underwent
multimodal EEGfNIRS recording in the resting state. Resting-statefunctional
connectivity (RSFC) and power spectra of both modalities in both groups were analyzed
and compared statistically. Results: Increased fronto-parietal EEG connectivity in the
alpha and beta bands and increased interhemispheric and right intra-hemispheric fNIRS
connectivity in the frontal and prefrontal regions were observed in ALS. Frontal, central,
and temporal theta and alpha EEG power decreased in ALS, as did parietal and occipital
alpha EEG power, while frontal and parietal hemodynamic spectral power increased in
ALS. Significance: These results suggest that electro-vascular disruption in neuronal
networks extends to the extra-motor regions in ALS patients, which can ultimately
introduce novel neural markers of ALS that can be exploited further as diagnostic and
prognostic tools.
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Index Terms—Amyotrophic lateral sclerosis (ALS), electroencephalography (EEG),
functional near-infrared spectroscopy (fNIRS), resting-state functional connectivity
(RSFC).

3.1 BACKGROUND
Amyotrophic lateral sclerosis (ALS) is a complex neurodegenerative disease
fundamentally characterized by the progressive loss of voluntary muscle control
attributable to motor neuron degeneration. Neuroimaging studies have consistently
provided growing evidence of extra-motor involvement in addition to the motor neural
involvement known well in ALS pathophysiology (Christidi et al., 2018; Fraschini et al.,
2018; Kopitzki et al., 2016; Mohammadi et al., 2009; Iyer et al., 2015). Exploration of
potential perturbations in underlying interconnected motor and extra-motor neural
networks during cognitive tasks, motor functions, and the resting-state represents an
important tool to ALS’ effect on functional cortical networks and clarify further
pathophysiology and clinically established disease markers for a large group of patients.
Resting-state studies may be central to information processing as they provide insight
into alterations in spontaneous cognition associated with the disease (Buckner and
Vincent 2007). Although these resting-state studies do not reflect conscious mental
activity exclusively, they may reflect more intrinsic properties of functional brain
organization (Vincent et al., 2008) and represent the spontaneous coherent fluctuations
in functionally connected brain regions (Mohammadi et al., 2009).
Resting-state functional connectivity (RSFC) has been investigated widely to
identify potential ALS biomarkers, as performance confounds attributable to potential
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ALS patients’ motor or cognitive impairments do not affect the resting-state (Luo et al.,
2012). However, conflicting RSFC findings have led to a lack of consistent functional
connectivity markers for ALS patients (Pievani et al., 2014), and the way functional
cortical networks are altered in ALS patients is not yet understood clearly (Kopitzki et
al., 2016; Fraschini et al., 2016). One study reported decreased RSFC in both the right
and left prefrontal cortex (Agosta et al., 2013), while others have reported increased
RSFC in prefrontal regions in ALS patients (Douaud et al., 2011; Luo et al., 2012; Iyer
et al., 2015). Fraschini et al. (Fraschini et al., 2018) reported overall decreased RSFC in
ALS patients using electroencephalography (EEG) recordings, while Kopitzki et al.
(Kopitzki et al., 2016) reported overall preserved RSFC using functional near-infrared
spectroscopy (fNIRS). Using functional magnetic resonance imaging (fMRI), Verstraete
et al. (Verstraete et al., 2010) reported overall preserved RSFC in the motor and
sensorimotor network, while other groups also have reported increased RSFC in the
motor (Luo et al., 2012; Pievani et al., 2014), premotor (Iyer et al., 2015), and
sensorimotor (Luo et al., 2012; Iyer et al., 2015) networks. Further, these studies have
different views on the way their findings are related to the underlying neural dynamics
of the disease. For example, increased functional connectivity in ALS patients has been
interpreted both as a reflection of impairment in the neurons’ inhibitory functions and as
a physiological compensation for reduced structural integrity (Iyer et al., 2015). These
divergent findings might be attributable to differences in methodological approaches
and/or neuroimaging techniques that may affect RSFC estimation (Fraschini et al., 2016;
Pievani et al., 2014), which corroborates the essential need to utilize complementary
multimodal approaches to explore underlying neural alterations comprehensively.
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Despite the widely explored RSFC in ALS patients, little investigation has been
conducted to gain further insight about how ALS alters the causal organization of brain
regions. To date, only a few studies have explored the direction of information flow
between different regions (Shahriari et al., 2015; Blain-Moraes et al., 2013) and little is
known about disrupted resting-state directional functional connectivity (RSDFC) in ALS
patients (Fang et al., 2016).
Several neuroimaging modalities have been used to measure the neural and
hemodynamic alterations of functional cortical networks in ALS, but there are
methodological issues that may affect these findings’ reliability (Fraschini et al., 2016).
fMRI is an established method used widely to investigate vascular activities in ALS, but
it is costly and many patients with ALS have body positioning constraints that affect
scanning (Fraschini et al., 2016). Alternatively, fNIRS measures vascular dynamics and
is quite portable and simple to set up for clinical application even in patients with severe
motor impairment, for whom fMRI is contraindicated (Kopitzki et al., 2016). Moreover,
fNIRS is less sensitive to potential motion artifacts, which eliminates motion-induced
spurious functional relations between cortical regions and does not influence
measurement differences in patient studies. More recently, fNIRS has been used in ALS
neural investigation studies (Kopitzki et al., 2016; Borgheai et al., 2019), and as an input
to brain-computer (BCI) systems to help patients with severe motor disabilities, including
those with ALS, communicate (Naseer and Hong 2015). However, fNIRS use has its own
limitations. The individual channel-wise functional connection fNIRS measures has
raised reliability issues, and thus, cluster-wise measurements are recommended instead
for reliable interpretations (Zhang et al., 2011), which requires a large number of fNIRS
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optodes to analyze different functional clusters. This causes a decay in temporal
resolution attributable to the one-by-one light emission queue of the optodes (Kamran et
al., 2016), which affects fNIRS’ suitability as a method to study larger numbers of
clusters. EEG is another alternative neuroimaging method with high temporal resolution
that allows analysis of functional connections in different specific frequency bands, each
of which has characteristic biological and pathophysiological significance. EEG can
measure the neurons’ direct electrical activities, while fNIRS and fMRI both measure the
vascular dynamics that serve only as an indirect measure of neural activity. As neurons’
functional states affect both their electrical and vascular-hemodynamic properties, many
studies have explored the fundamental electrical and vascular activities of neurological
functions using multimodal techniques (Anwar et al., 2016; Nguyen et al., 2012; AlShargie et al., 2016). Accordingly, our recent studies and others have suggested
multimodal measures’ (electrical-EEG and vascular-fNIRS) important role in
discovering cognitive neural markers, including those for attention and memory
(Borgheai et al., 2019), mental distress (Al-Shargie et al., 2016), language perception
(Schneider et al., 2015), and emotion (Balconi et al., 2018). However, to our knowledge,
no study has characterized alterations in resting-state electrical and vascular functional
neural networks in patients with ALS. Such a study is of particular interest in functional
network investigations of ALS, as there is no fundamental understanding of this disease’s
pathological effects on patients’ heterogeneous brain network connectivity.
The first goal of this chapter is to explore power spectra and RSFC alterations in
ALS using complementary multimodal EEG-fNIRS recording and analysis techniques.
While fNIRS allows the examination of correlated low oscillatory hemodynamic
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fluctuations on the metabolic level, EEG allows investigation of the temporal dynamics
of precise band-specific electrical activity affected directly by underlying neural
interactions. Therefore, band-specific vascular and electrical power analyses were
conducted. Using coherence and correlation analysis, RSFC network analysis across
different cortical regions including prefrontal, frontal, parietal, and occipital were further
performed. In addition to that, to gain further insight into how ALS alters exchange of
information between two brain regions, the RSDFC alterations in ALS will also be
explored using Granger causality analysis for fNIRS data.
3.2 METHODS
3.2.1 Subjects
Ten participants with ALS (age 58.2±11.6 years, two females, see Table 3.1) and
nine healthy controls (age 61±3.8 years, six females) were recruited for this study. ALS
patients had functional rating scale-revised (ALSFRS-R) scores of 23.2±13.7
(Mean±SD) on a 48-point scale, on which 48 represents normal function in activities of
daily living (ADL) and 0 represents a complete loss of function (Cedarbaum et al., 1999).
Age-matched control subjects had no reported history of visual, mental, or substancerelated issues.
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3.2.2 Experimental Protocol
Subjects participated in two sessions with one run per session. All subjects were
instructed to close their eyes and remain awake during the resting state recording. The
subjects were also asked to relax and try not to think about any particular matter. In each
run, five minutes of resting state EEG-fNIRS data were acquired, which is the optimum
recording duration to obtain robust functional connectivity in brain networks (Geng et
al., 2017).

Table 3.1. ALS Subjects Demographic Information.
Participant No.

Age

Gender

ALS-1
ALS-2
ALS-3
ALS-4
ALS-5
ALS-6
ALS-7
ALS-8
ALS-9
ALS-10
Mean ± SD

55
67
69
52
72
61
33
52
54
67
58.2±11.6

M
M
F
M
M
M
M
M
F
M
-

ALSFRS-R
(max 48)
4
7
23
22
36
39
10
39
29
23.2±13.7

3.2.3 Data Acquisition
Both signals were recorded simultaneously using a single cap mounted with both
EEG electrodes and fNIRS optodes. fNIRS data were recorded using NIRScout (NIRx
Inc.) with two NIR lights (760 nm and 850 nm wavelengths) and digitized at 7.81 Hz.
EEG data were recorded using the g.USBamp amplifier (g.tec Medical Tech.) and
digitized at 256 Hz. Figure 1 shows a schematic head model of the fNIRS-EEG sensors’
placement. EEG was recorded from fourteen channels: F1*, Fz*, F2*, Cz, P3, P7, Pz,
P4, P8, PO7, PO8, T7, T8, and Oz covering all of the frontal, central, parietal, temporal
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and occipital areas, which are investigated commonly in whole head surface ALS studies
(Fraschini et al., 2018; Kopitzki et al., 2016; Iyer et al., 2015) (note: F1*, Fz* and F2*
respectively, were the nearest electrode placements to fNIRS-occupied F1, Fz, and F2
according to the 128-channel montage). As depicted in figure 3.1, most of the fNIRS
channels were mounted on the frontal and prefrontal areas that cover the regions in which
the extra-motor ALS alterations and cognitive impairments are reported most often
(Christidi et al., 2018). Moreover, as prefrontal eyeblink artifacts are reported to be one
of the greatest sources of distortion of EEG in the prefrontal and frontal regions (Chang
et al., 2016), fNIRS was employed as an outperforming modality for those regions. To
achieve this purpose, six emitters and five detectors acquired fourteen fNIRS channels
that covered the frontal and prefrontal regions primarily, together with two emitters and
two detectors that formed two channels in the parietal lobe. Following the modified
combinatorial nomenclature (MCN) montage, emitters were placed at FPZ, AF3, AF4,
Fz, F3, F4, CP5, and CP6, and detectors at FP1, FP2, AFZ, F1, F2, P5 and P6. Each
fNIRS channel used an emitter-detector pair with the optimal 3-cm separation
recommended by Yamamoto et al. (Yamamoto et al., 2002). This multimodal montage
follows standards closely and is convenient to mount, making it an appropriate candidate
for future multimodal applications. All experimental protocols, data acquisition, and
stimulus presentation labels were controlled using BCI2000 and NIRStar software.
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Figure 3.1. Schematic head model of the fNIRS-EEG sensors' placement.
3.2.4 EEG Signal Processing
EEG data were bandpass filtered at 0.5–30 Hz and detrended. Then, the data were
checked for extreme values and outliers. The power spectra were computed for the delta
(0.5-3.5 Hz), theta (3.5–8.5 Hz), alpha (8.5–12.5 Hz), and beta (12.5–30 Hz) frequency
bands (Adler et al., 2003; Zeitlhofer et al., 1993) by applying a Hanning window 1.5
seconds long with a 50% overlap to reduce spectral leakage and then using a Fast Fourier
Transform (FFT). Coherence was used to measure EEG RSFC between two regions.
Coherence represents the linear relation between two signals at a specific frequency and
is one of the methods used most commonly to analyze functionally cooperative cortical
neuronal networks. First, for each signal, a set of Hanning windows 1.5 seconds long
with a 50% overlap was used to obtain spectral density. Then, the coherence was
computed through the modulus of the cross-spectrum of the signals normalized to the
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product of their auto-spectra, after which the mean coherence was obtained for each
specific frequency band across all of the frequency bands aforementioned. All of the
measures obtained were averaged further over all runs.

3.2.5 fNIRS Signal Processing
fNIRS data were bandpass-filtered at 0.009–0.1 Hz as is done commonly in
resting-state fNIRS studies to remove higher frequency physiological artifacts such as
respiratory and cardiac signals, and long-term baseline drift (Sasai et al., 2011).
Oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (HbR) concentration
changes were extracted from raw optical intensity data using the modified Beer–Lambert
law (Kocsis et al., 2006). All time series were checked for outliers, including poorlyconnected channels detected during the initial recording calibration and time series with
sudden sharp peaks. After the data were preprocessed, the power spectra were computed
for two frequency bands: very low frequency oscillations (VLFO) (0.009-0.04 Hz) and
low frequency oscillations (LFO) (0.04-0.1 Hz) to investigate possible frequencyspecific hemodynamic organizations across different regions of the resting-state brain
(Fernandez Rojas et al., 2017).
For the fNIRS functional connectivity analysis, we calculated the Pearson’s
correlation coefficient for all pairs of channels to obtain RSFC measures. According to
figure 1, channel numbers 1 to 5 were considered as prefrontal channels, channel
numbers 6 to 14 as frontal and channel numbers 15 to 16 as parietal channels. Finally, all
the connectivity measures were averaged over runs and across all subjects within each
group for the between group comparison. Given that the HbO signal has shown more
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implications in characterizing resting-state blood flow dynamics than has the HbR signal,
and significant connectivity results in similar studies (Kopitzki et al., 2016; Sasai et al.,
2011) are related primarily to HbO, our results focused largely on HbO, while the HbR
results are shown in the supplementary section.

3.2.5.1 Hemodynamic Resting-State Directional Functional Connectivity (RSDFC)
RSDFC was also computed for preprocessed fNIRS signals through Granger
causality (GC) analysis to measure the strength and directions of causal relationships
between channels. Granger causality analysis utilizes univariate and bivariate
autoregressive estimated models of two variables (channels 𝑋 and 𝑌) to investigate the
potential contribution of using one variable in terms of improving the estimation of the
other variable’s autoregressive model. For this purpose, the univariate autoregressive
models of 𝑋 and 𝑌 are expressed in equations 3.1 and 3.2.
𝑘

𝑋(𝑡) = ∑ 𝑎𝑛 𝑋(𝑡 − 𝑛) + 𝑒𝑋

(3.1)

𝑛=1
𝑘

𝑌(𝑡) = ∑ 𝑏𝑛 𝑌(𝑡 − 𝑛) + 𝑒𝑌

(3.2)

𝑛=1

In these equations 𝑋 and 𝑌 are the variables for which current values are predicted,
𝑡 is time point, 𝑘 is the model order, 𝑎 is the vector of the autoregression coefficients and
𝑒 is the estimation error. In a similar way, the bivariate autoregressive models of 𝑋 and
𝑌 are expressed in equations 3.3 and 3.4.
𝑘

𝑘

𝑋(𝑡) = ∑ 𝑎𝑛 𝑋(𝑡 − 𝑛) + ∑ 𝑏𝑛 𝑌(𝑡 − 𝑛) + 𝑒𝑋𝑌
𝑛=1

𝑛=1
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(3.3)

𝑘

𝑘

𝑌(𝑡) = ∑ 𝑐𝑛 𝑌(𝑡 − 𝑛) + ∑ 𝑑𝑛 𝑋(𝑡 − 𝑛) + 𝑒𝑌𝑋
𝑛=1

(3.4)

𝑛=1

The error terms in these equations are 𝑒𝑋𝑌 and 𝑒𝑌𝑋 which indicate that the error
terms are from a bivariate model in which previous values of 𝑋 are predicted from
previous values of 𝑋 and from previous values of 𝑌 and also previous values of 𝑌 are
predicted from previous values of 𝑌 and from previous values of 𝑋. Finally, the Granger
causality strength of 𝑌 on 𝑋 can be measured using equation 3.5 which is the natural
logarithm of the ratio of error variances generated by univariate autoregressive estimation
and bivariate autoregressive estimation.
𝑣𝑎𝑟(𝑒𝑋 )
𝐺𝐶 = ln (
)
𝑣𝑎𝑟(𝑒𝑋𝑌 )

(3.5)

All the signals were segmented into smaller parts using a sliding windows of 10
seconds length with 50% overlap between windows. The Granger causality strength was
calculated within each window and then averaged over all windows and runs. This
process was repeated for all pairs of channels to generate the directional connectivity
matrix. The optimal model order (𝑘 = 11) was obtained using Bayes information
criterion (BIC).

3.2.6 Statistical Analysis
To statistically compare the results between groups, a nonparametric permutation
testing procedure was used for power spectral, RSFC and RSDFC measures. To do so,
all of the data points from healthy control and ALS patients (19 points) for each measure
in each related frequency band separately were combined and nine data points (equal to
the size of the smaller group) were selected randomly. Then, the mean of this group was
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subtracted from the mean of the remainder of the data points to generate a surrogate
difference between two groups selected randomly. This procedure was iterated 1000
times to create a null histogram (probability distribution) of the group differences. The
proportion of the histogram points less or greater than the difference observed between
the ALS and healthy group, depending on which tail of the histogram met the observation
point, determined the p-values. The difference in the means was statistically significant
if p<0.05. Finally, to account for multiple comparisons, all channels (or connections
between channels in RSFC and RSDFC analysis) were considered a family of
comparisons and all of the results were corrected by comparing them to the distribution
of the maximum values among all family members of comparison obtained at each
iteration of the permutation testing. The threshold p-value for correction was set to 0.05.

3.3 RESULTS
3.3.1 EEG Power
Figure 3.2 shows the channel map of the mean EEG power within the four
aforementioned frequency bands for the healthy controls and ALS patients. We observed
an overall power decrease in the ALS cohort relative to the control group. Permutation
testing together with multiple comparisons revealed specifically a significant decrease in
patients’ theta power in channels F2 (Healthy 2.91±0.43 𝜇𝑉 2 , ALS 2.16±0.38 𝜇𝑉 2 ,
p=0.004), FCz (Healthy 2.93±0.38 𝜇𝑉 2 , ALS 2.37±0.34 𝜇𝑉 2 , p=0.02), T7 (Healthy
2.23±0.85 𝜇𝑉 2 , ALS 1.61±0.6 𝜇𝑉 2 , p=0.007), T8 (Healthy 2.01±0.91 𝜇𝑉 2 , ALS
1.13±0.84 𝜇𝑉 2 , p=0.006) and Cz (Healthy 2.71±0.56 𝜇𝑉 2 , ALS 2.25±0.36 𝜇𝑉 2 , p=0.03).
Alpha power was also found to be significantly decreased in patients in channels FCz
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(Healthy 4.13±0.37 𝜇𝑉 2 , ALS 2.67±0.72 𝜇𝑉 2 , p=0.01), T7 (Healthy 3.42±0.73 𝜇𝑉 2 ,
ALS 1.81±0.52 𝜇𝑉 2 , p<0.001), T8 (Healthy 3.21±0.77 𝜇𝑉 2 , ALS 1.42±0.83 𝜇𝑉 2 ,
p=0.005), Cz (Healthy 4.44±0.82 𝜇𝑉 2 , ALS 3.18±0.72 𝜇𝑉 2 , p=0.008), P7 (Healthy
4.56±0.82 𝜇𝑉 2 , ALS 2.53±0.58 𝜇𝑉 2 , p=0.03), P3 (Healthy 5.63±0.84 𝜇𝑉 2 , ALS
3.37±0.42 𝜇𝑉 2 , p=0.004), Pz (Healthy 6.23±1.12 𝜇𝑉 2 , ALS 3.84±0.52 𝜇𝑉 2 , p=0.005),
P4 (Healthy 5.71±1.12 𝜇𝑉 2 , ALS 3.36±0.81 𝜇𝑉 2 , p=0.02), P8 (Healthy 5.4±0.94 𝜇𝑉 2 ,
ALS 2.92±0.57 𝜇𝑉 2 , p=0.01), PO7 (Healthy 5.61±0.72 𝜇𝑉 2 , ALS 2.94±0.75 𝜇𝑉 2 ,
p=0.006), PO8 (Healthy 5.84±0.91 𝜇𝑉 2 , ALS 3.02±0.75 𝜇𝑉 2 , p=0.005), and Oz (Healthy

Figure 3.2. Channel map of averaged EEG power within the delta, theta, alpha and beta
frequency bands for healthy controls and ALS patients.
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4.43±0.76 𝜇𝑉 2 , ALS 2.23±0.72 𝜇𝑉 2 , p<0.001). No significant EEG power difference
was observed in the delta and beta frequency bands.

3.3.2 fNIRS Power
Figure 3.3 shows the channel map of the mean HbO power within the VLFO and
LFO ranges for healthy controls and ALS patients. Despite an overall EEG power
decrease in patients, a general HbO power increase in patients was observed. Our
statistical analysis revealed specifically a significant power increase in LFO in ALS
patients in both the left parietal (CH15: Healthy 0.41±0.08 𝜇𝑚𝑜𝑙 2 , ALS
0.48±0.08 𝜇𝑚𝑜𝑙 2 , p=0.03) and right parietal (CH16: Healthy 0.40±0.12 𝜇𝑚𝑜𝑙 2 , ALS
0.49±0.1 𝜇𝑚𝑜𝑙 2 , p=0.03) channels. Compared to LFO power, more significant increases
were found in the VLFO power in patients across all frontal channels, including: AF3F1 (CH8: Healthy 0.79±0.45 𝜇𝑚𝑜𝑙 2 , ALS 1.02±0.52 𝜇𝑚𝑜𝑙 2 , p=0.02), Fz-AFz (CH9:
Healthy 0.72±0.57 𝜇𝑚𝑜𝑙 2 , ALS 0.95±0.52 𝜇𝑚𝑜𝑙 2 , p=0.02), AF4-F2 (CH10: Healthy
0.78±0.49

𝜇𝑚𝑜𝑙 2 ,

ALS

0.98±0.61 𝜇𝑚𝑜𝑙 2 ,

p=0.02),

F3-F1

(CH11:

Healthy

0.64±0.54 𝜇𝑚𝑜𝑙 2 ,

ALS

0.88±0.53 𝜇𝑚𝑜𝑙 2 ,

p=0.01),

Fz-F1

(CH12:

Healthy

0.59±0.45 𝜇𝑚𝑜𝑙 2 ,

ALS

0.95±0.51 𝜇𝑚𝑜𝑙 2 ,

p=0.005),

Fz-F2

(CH13:

Healthy

0.59±0.57 𝜇𝑚𝑜𝑙 2 , ALS 0.93±0.50 𝜇𝑚𝑜𝑙 2 , p=0.005), F4-F2 (CH14: Healthy 0.66±0.43
𝜇𝑚𝑜𝑙 2 , ALS 0.93±0.63 𝜇𝑚𝑜𝑙 2 , p=0.006), and in left parietal (CH15: Healthy
0.59±0.40 𝜇𝑚𝑜𝑙 2 , ALS 0.89±0.62 𝜇𝑚𝑜𝑙 2 , p=0.002) and right parietal (CH16: Healthy
0.56±0.43 𝜇𝑚𝑜𝑙 2 , ALS 0.98±0.61 𝜇𝑚𝑜𝑙 2 , p<0.001) channels.
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Figure 3.3. Channel map of averaged HbO power for very low frequency oscillations
(VLFO) and low frequency oscillations (LFO) for healthy controls and ALS patients.

3.3.3 Electrical Resting-State Functional Connectivity (RSFC)
Figure 3.4 illustrates the negative logarithm of the p-values, or “activation index”
as used in previous studies (Liu et al., 2015). These p-values were obtained from the
statistical comparison of the mean magnitude squared EEG coherence between ALS
patients and healthy controls in four frequency bands (delta, theta, alpha and beta) and
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for three channels (Fz, Cz, Pz) as seed channels (note: results from other seed channels
are reported here but not shown in the figure). The significant p-values after correction
for multiple comparisons are illustrated by dashed lines between the corresponding
connections. The statistical analysis revealed a significant alpha band RSFC increase in
patients in fronto-parietal connections, including: F1-P3 (Healthy 0.24±0.01, ALS
0.41±0.03, p=0.009), F2-P4 (Healthy 0.20±0.03, ALS 0.36±0.06, p=0.007), Cz-P3
(Healthy 0.22±0.03, ALS 0.38±0.08, p=0.02). More importantly, a significant RSFC
increase in the beta band was found in patients in the fronto-parietal connections
including: F1-P3 (Healthy 0.21±0.04, ALS 0.44±0.04, p=0.002), F1-Pz (Healthy
0.21±0.06, ALS 0.42±0.04, p=0.002), F1-P4 (Healthy 0.16±0.02, ALS 0.33±0.02,
p=0.004), Fz-P3 (Healthy 0.19±0.08, ALS 0.42±0.05, p<0.001), Fz-Pz (Healthy
0.21±0.03, ALS 0.44±0.04, p<0.001), Fz-P4 (Healthy 0.18±0.03, ALS 0.37±0.06,
p<0.001), F2-P3 (Healthy 0.16±0.03, ALS 0.374±0.033, p<0.001), F2-Pz (Healthy
0.2±0.04, ALS 0.4±0.04, p<0.001), and F2-P4 (Healthy 0.18±0.07, ALS 0.36±0.04,
p<0.001). Finally, P3-P4, an inter-hemispheric parietal connection, showed increased
RSFC in ALS (Healthy 0.38±0.05, ALS 0.58±0.07, p=0.01).
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Figure 3.4. Head plots of RSFC activation index (negative logarithm of the p-values)
obtained from the statistical comparison of averaged magnitude squared EEG coherence
between ALS patients and healthy controls in four frequency bands (delta, theta, alpha,
and beta) and for three channels as seed channels (Fz, Cz, Pz). The significant p-values
after multiple comparisons correction are illustrated with dashed lines between the seed
channel (highlighted in blue) and the significant region at the other end (highlighted in
red based on the connection’s activation index).

3.3.4 Hemodynamic Resting-State Functional Connectivity (RSFC)
Figure 3.5 illustrates the activation index based on obtained p-values for different
regions calculated from the statistical comparison of the averaged HbO correlation
between ALS patients and healthy controls for eight seed channels that had significantly
altered connections with other channels. The significant p-values after multiple
comparisons are illustrated with dashed lines between the corresponding regions. The
magnitude squared correlation of HbO revealed a significant RSFC increase in patients
within the right prefrontal region (CH2-CH4, Healthy 0.56±0.09, ALS 0.81±0.10,
p=0.02), and within the right frontal region (CH13-CH4, Healthy 0.56±0.09, ALS
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0.81±0.1, p=0.02; CH13-CH7, Healthy 0.61±0.08, ALS 0.73±0.05, p=0.03).
Investigating interhemispheric RSFC also revealed a significant increase in patients in
various within-frontal connections including: (CH6-CH7, Healthy 0.74±0.05, ALS
0.89±0.07, p=0.04; CH6-CH10, Healthy 0.61±0.07, ALS 0.79±0.09, p=0.02; CH6CH13, Healthy 0.47±0.06, ALS 0.79±0.07, p=0.01; CH11-CH14, Healthy 0.48±0.08,

Figure 3.5. Frontal head plots illustrating activation indices (negative logarithm of the
p-values) calculated from the statistical comparison of averaged HbO correlation
between ALS patients and healthy controls for 8 seed channels. The significant pvalues after multiple comparisons are illustrated by dashed lines between the seed
channel (highlighted in blue) and the significant region at the other end (highlighted in
red based on the connection’s activation index). The numbers in the figure indicate
channel numbers.
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ALS 0.74±0.11, p=0.02) and also between the frontal and prefrontal regions (CH6-CH2,
Healthy 0.71±0.05, ALS 0.83±0.06, p=0.02).

3.3.5 Hemodynamic Resting-State Directional Functional Connectivity (RSDFC)
Figure 3.6 illustrates the connectivity matrix for Healthy controls (top), ALS
patients (middle) and significantly altered connections in ALS patients (bottom). Channel
numbers are illustrated at the left and bottom side of each matrix (Channel locations are
shown in figure 3.1). Inside the matrix, each block shows the averaged strength of
RSDFC by a relative color from bottom labeled channels as sources towards left labeled
channels as sinks. In this way, the upper triangular matrix accounts for feedforward
connections (mostly from posterior towards anterior regions) and the lower triangular
matrix accounts for feedback connections (mostly from anterior towards posterior
regions). Individual connections between channels that had significant strength change
are bordered by black rectangles and also shown in the bottom matrix. We observed a
RSDFC increase in the ALS cohort relative to the control group in one single feedback
connection within prefrontal region (CH2 to CH4, Healthy 0.89±0.13, ALS 1.13±0.27,
p=0.01;) and overall RSDFC increase in feedforward connections from frontal channels
towards prefrontal channels (CH13 to CH1, Healthy 0.73±0.15, ALS 1.07±0.21,
p=0.005; CH8 to CH4, Healthy 0.80±0.09, ALS 1.11±0.15, p=0.004; CH11 to CH4,
Healthy 0.72±0.17, ALS 1.17±0.33, p=0.005; CH12 to CH4, Healthy 0.84±0.20, ALS
1.16±0.19, p=0.005; CH13 to CH4, Healthy 0.71±0.11, ALS 1.10±0.14, p=0.007; CH14
to CH4, Healthy 0.91±0.26, ALS 1.23±0.16, p=0.005) and from parietal channels
towards prefrontal channels (CH15 to CH1, Healthy 0.69±0.14, ALS 1.08±0.19,
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p=0.002; CH16 to CH1, Healthy 0.69±0.08, ALS 1.10±0.12, p=0.003; CH15 to CH2,

Figure 3.6. Directional functional connectivity matrix for Healthy controls (top), ALS
patients (middle) and significantly altered connections in ALS patients (bottom).
Channel numbers are illustrated at the left and bottom side of each matrix (Channel
locations are shown in figure 3.1)
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Healthy 0.54±0.18, ALS 0.99±0.19, p=0.006; CH16 to CH2, Healthy 0.69±0.15, ALS
1.05±0.17, p=0.005; CH15 to CH4, Healthy 0.70±0.15, ALS 1.04±0.23, p=0.004; CH16
to CH4, Healthy 0.87±0.19, ALS 1.25±0.22, p=0.004).

3.4 DISCUSSION
In this chapter, the electrical and vascular functional neural alterations of ALS
were characterized by integrating EEG and fNIRS in a multimodal framework of
recording and analyses. Functional network organizational impairments specific to ALS
were characterized using frequency-band specific RSFC measures and spectral power in
both hemodynamic and electrical activities during the resting-state. The causal network
organizational impairments were also characterized using RSDFC measures in
hemodynamic activities. Our comparative group analysis demonstrated significantly
increased fronto-parietal EEG connectivity in the alpha and beta bands and significantly
increased prefronto-parietal and prefronto-frontal fNIRS feedforward connectivity, along
with increased interhemispheric and intra-right hemisphere fNIRS connectivity in the
frontal and prefrontal regions in the ALS group. Furthermore, we observed an overall
reduction in alpha and theta EEG spectral power in the frontal, central, and temporal
regions, and alpha power reduction in the parietal and occipital regions of the brain, as
well as increased hemodynamic spectral power in the frontal (VLFO) and parietal regions
(VLFO and LFO) in ALS patients.
Our findings of increased functional connectivity in ALS are consistent with
various hemodynamic and electrophysiological resting-state functional connectivity
studies, across various cortical networks in ALS patients, including the Default Mode
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network (DMN), the Fronto-Parietal network (FPN), Dorsal Attention network (DAN),
and the salience network. For example, increased functional connectivity in ALS has
been consistently reported in resting-state fMRI studies (Verstraete et al., 2010b);
(Agosta et al., 2013b); (Douaud et al., 2011b); (Luo et al., 2012b); (Zhu et al., 2015);
(Menke et al., 2016); (Ma et al., 2015a) primarily in the DMN and FPN which involve
the prefrontal, frontal, and parietal regions. This increased functional connectivity has
been shown to be associated with clinical and cognitive deficits in ALS patients (Agosta
et al., 2013c), disease progression rates, and regions of decreased structural
connectivity(Douaud et al., 2011c); (Luo et al., 2012c). Functional connectivity increases
have been suggested to reflect primarily the extensive involvement of extra-motor
networks in ALS rather than simply a physiological compensation mechanism for the
reduced structural integrity or a reflection of a progressive loss of inhibitory cortical
influence as an element of ALS’ pathophysiology.
Although functional connectivity analysis reveals useful information about
functionally synchronized brain regions, it does not imply the information transfer or
causal influence between them. Using fNIRS modality, we found increased feedforward
RSDFC from parietal towards frontal and prefrontal and from frontal towards prefrontal
regions. Our fNIRS reports of increased directional connectivity is consistent with EEG
findings of (Blain-Moraes et al., 2013). They have used an information theory based
metric known as normalized symbolic transfer entropy and found increased frontoparietal feedforward connectivity in ALS while doing cognitive task using a P300-based
speller. They have interpreted these findings as a compensation for ALS-related loss of
input into the global workspace such that sensory stimuli are represented with sufficient
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strength for conscious processing. Another similar study (Blain-Moraes et al., 2013;
Shahriari et al., 2015a) the authors have used directed transfer function analysis and
reported increased feedforward and feedback connectivity in fronto-parietal and centroparietal in the beta band. Patterns of fronto-parietal information flow have been reported
to be associated with the ability to process external stimuli (Dehaene 2001) and therefore
alterations in these patterns may reflect an underlying source of the changes in executive
function and behavior in ALS patients (Blain-Moraes et al., 2013).
Incongruently, other resting-state fMRI studies have reported contradictory
findings of reduced functional connectivity in ALS and in networks involved in cognitive
and behavioral functions (Tedeschi et al., 2012a); (Mohammadi et al., 2009b); (Li et al.,
2017). Thus, the characteristic signatures of RSFC impairments in ALS remain
incongruent in the literature, as there is no clear agreement whether ALS-specific
functional

connectivity

impairments

represent

an

increased

or

decreased

synchronization. Variations in the underlying structural degeneration, as well as
methodological differences, including instability of independent component analysis
(ICA)-based resting state analysis compared to other methods such as structural imagingderived network-guided component analysis used in the functional connectivity analysis
and seed region-based functional connectivity analysis (Zhou et al., 2013), may greatly
contribute to variations in these observed signatures. Despite these incongruent results,
alterations in the functional organization of the extra-motor networks have been
interpreted generally as correlates of cognitive dysfunctions in ALS.
Resting-state electrophysiological studies have provided additional evidence that
points to extra-motor networks’ extensive involvement in ALS based on functional
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connectivity findings. However, the precise neuroelectric signatures of the altered
cortical communication mechanisms have not been characterized fully to date (Dukic et
al., 2019a). Increased functional connectivity over the alpha and beta bands in areas
corresponding to the DMN and FPN in ALS have been identified in (Iyer et al., 2015b)
using nodal connectivity measures among localized sources of EEG recordings, which is
consistent with our results. Although there was no clear association between frequency
band-specific findings and ALS pathological changes, the authors linked patients’ overall
increased functional connectivity to enhanced cortical network recruitment as
compensation for structural neuronal loss or alternatively, as a result of loss of inhibitory
control over network regions, which suggests a biomarker for early cortical changes in
ALS. Fraschini et al. (Matteo Fraschini et al., 2016b) reported significant network
topology alterations in the beta band, similar to our finding for ALS patients. They linked
their findings of frequency-specific beta band network alterations to reports that beta
band connectivity is associated with maintaining the current cognitive state (i.e.,status
quo) (Engel and Fries 2010a). In (M. Fraschini et al., 2018b), reduced bilateral central
and temporal alpha band functional connectivity estimated at the source level was
reported in ALS patients compared with healthy controls, suggesting the hypothesis of
widespread alterations in synchronization to extra-motor connections. In a high-density
longitudinal resting-state EEG study of ALS (Nasseroleslami et al., 2019), characteristic
patterns of increased EEG-gamma coherence between frontal-parietal regions and EEGtheta coherence between bilateral regions over motor areas have been also identified.
Based on correlations with these same patients’ structural MRIs, the authors also
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suggested this increased neural communication reflects the extensive involvement of
extra-motor pathways.
To date, multimodal investigations of ALS functional neural alterations have not
characterized electrical-vascular functions of the underlying neural network alterations
in these cohorts. However, a few studies conducted combined structural and functional
explorations to investigate multidimensional connectivity in ALS. For example, in a
study conducted by Verstraete et al. (Verstraete et al., 2010c) using combined fMRI and
diffusion tensor imaging (DTI), the authors reported no significant functional change in
ALS patients. Similarly, Kopitzki et al. (Kopitzki et al., 2016c) obtained the same results
for functional connectivity using DTI and fNIRS modalities. In this study, the authors
placed eight individual fNIRS optodes separately and apart from each other all over the
head. Because individual channel-wise RSFC measured by fNIRS has reliability issues
(Zhang et al., 2011b) attributable to difficulty matching channel-to-channel for both
RSFC strength and location precisely, this may explain the contrast with our fNIRS
findings.
Our complementary electrical and vascular functional connectivity results of
increased frontal-parietal connectivity using EEG and increased frontal and prefrontal
connectivity using fNIRS are consistent with many resting-state studies that employed
unimodal neuroimaging techniques including EEG or fMRI. Consistent with these
previous studies, the prefrontal, frontal, and parietal brain regions are well-defined
functionally coherent areas during the resting-state and overlap with the DMN, FPN, and
DAN. The observed alterations in these regions point to the extensive role of cognitive
and extra-motor networks in addition to motor pathways identified conventionally in
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ALS. The DMN is known widely to provide a baseline state of the brain that represents
memory, emotional processing, self-reference, spontaneous cognition, and aspects of
consciousness (Raichle 2015). Increased resting state connectivity in the DMN has been
consistently reported in ALS and was often significantly associated with greater
disability and faster progression rates (Mohammadi et al., 2009c); (Tedeschi et al.,
2012b). Moreover, executive functioning impairments in ALS have been reported to be
associated with the FPN and DAN networks, which are believed to act as control systems
for various cognitive activities including attention and executive processing (Vincent et
al., 2008b); (Corbetta and Shulman 2002); (Christidi et al., 2012). Furthermore, we
observed increased connectivity in hemodynamic activities in the frontal and right
prefrontal regions, which is consistent with the findings of (Ma et al., 2015b). As the left
frontal and prefrontal regions including the left lateral and left anterior prefrontal areas,
are highly responsible for task and stimulus oriented control processes, such as response
planning and stimulus-response relations (Yunusova et al., 2019a), this might explain
why these areas did not demonstrate significant activation or connectivity changes in
ALS during our resting-state analysis when there was no specific task or stimulus. On
the other hand, constant monitoring for upcoming stimuli as a non-task oriented activity
is controlled largely by the right frontal and prefrontal regions, including the right lateral
frontal and rostral prefrontal areas (Yunusova et al., 2019b). As activity related to
constant monitoring for upcoming stimuli has been reported to occur in the resting-state
(Francis et al., 2017), the increased connectivity and power of hemodynamic activities in
ALS patients is likely a compensatory mechanism for monitoring deficits. This is also
consistent with Hammer et al.’s (Hammer et al., 2011) findings on ALS patients in a dual
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spatial-working memory processing task, implying altered processing in the right
dorsolateral prefrontal cortex. All of these can be associated with the previous ALS
findings that have suggested that executive dysfunctions, including issues with
information maintenance and monitoring, attentional processing, working memory,
language, and social cognition, are present in people with ALS (Raaphorst et al., 2009);
(Volpato et al., 2010). The alterations in functional connectivity observed in the extramotor network provide further evidence that ALS is a multisystem disease that might
have special markers in addition to its characteristic motor dysfunctions.
Notably, our results of significant increased fronto-parietal connectivity were
found primarily in the EEG-beta frequency band, which supports our previous work
(Shahriari et al., 2015b). As beta band neural coupling has been reported to be expressed
more strongly if the maintenance of the current status is intended or predicted (Engel and
Fries 2010b), the increased fronto-parietal connectivity in this frequency band in the
patients can be interpreted as a compensatory mechanism for maintenance and
monitoring deficits of the frontal-parietal control system. In (Clark, Blizzard, and
Dickson 2015), the increased functional connectivity in ALS has been hypothesized to
result from the loss of intracortical inhibitory influence supported by neurophysiological
findings of altered cortical beta-desynchronization in motor execution in ALS patients
during movement preparation and post-movement beta-rebound (Proudfoot et al., 2017);
(Bizovičar et al., 2014).
In this chapter, the alterations in functional communication patterns in ALS were
also characterized by spectral power analysis. Our EEG results are consistent with several
studies that have reported a decrease in neural spectral power in ALS. For example, a
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recent study (Dukic et al., 2019b) observed reductions in EEG spectral power in the
prefrontal region in the delta and theta bands, the sensorimotor region in the beta band,
and in the occipital and temporal regions in the delta, alpha, and beta bands in ALS
patients. Our finding of overall reduced alpha band power also supports the findings in
(Mai et al., 1998) and (Santhosh et al., 2005) of which the authors reported that the
decrease in alpha power was associated with reduced neural activity correlated with the
disease-specific structural degeneration that results from the structural loss of pyramidal
neurons in ALS. Decreases in theta band spectral power have also been reported in
resting-state studies of ALS (Jayaram et al., 2015), similar to our findings in the central
and temporal regions of the brain.
In addition to reduced EEG spectral power, our band-specific hemodynamic
results indicated increased VLFO and LFO activities in the frontal, prefrontal, and
parietal regions in our ALS patients. Similarly, in (Luo et al., 2012d), increased vascular
activity in extra-motor networks was interpreted to reflect compensatory processes for
frontal-parietal network dysfunctions, which was supported with negative correlations
with disease progression rates in their study. These interpretations are also consistent
with (Agosta et al., 2013d), in which the authors suggested increased VLFO and LFO
activity relates to cognitive impairment in ALS. However, the hypothesis of the
compensatory mechanism and the spatial characteristics of these low-frequency power
alterations in ALS needs to be investigated in future studies.
There are several limitations in this study, including its small sample size and ALS
patients’ heterogeneous characteristics. If a larger number of patients is recruited in
future studies, it will be possible to classify them into subgroups based on the onset of
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clinical symptoms, involvement level of motor degeneration, and cognitive deficits to
discriminate between different patterns rather than considering putative patterns of
altered networks for all ALS patients. In addition, quantitative assessment of cognitive
profiles and psychometric behavioral screens, along with other biological information,
including respiration, peripheral capillary oxygen saturation, and electromyography in
ALS patients should be provided in future studies for more precise interpretations of the
results. In terms of further analysis, conducting a framework for RSDFC investigation
for EEG similar to what we did for fNIRS and comparing causal interactions between
different regions obtained through different modalities is promising for future works to
find a better understanding of the underlying neural networks. It is worth noting that
further investigations should focus as well on the relations between electrical and
hemodynamic aspects of altered neural networks, although caution is needed when
interpreting the findings from multimodal measures and comparing them to other
modalities that measure different properties of the underlying neural networks.
Moreover, these techniques differ with respect to their temporal and spatial resolutions
and it is not straightforward to compare their findings. Thus, they should be used instead
in a complementary way to improve comprehensive understanding of multimodal
findings.
Overall, our EEG-fNIRS multimodal resting state recording could capture
functional neural and hemodynamic alterations in ALS, supporting the findings in several
previous studies that employed unimodal EEG or fNIRS/fMRI techniques. We observed
spectral power alterations in the VLFO and LFO ranges of hemodynamic responses
primarily in the frontal and prefrontal regions and in the theta and alpha bands of
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electrophysiological responses in ALS. These observations were complemented by the
identification of additional functional electrophysiological alterations in the frontoparietal connections in higher frequency bands (primarily beta), functional hemodynamic
alterations in the frontal and prefrontal connections and directional feedforward
functional hemodynamic alterations from parietal and frontal towards frontal and
prefrontal regions in this cohort. Our proposed multimodal recording and analysis
framework permits multidimensional investigations of functional network alterations
underlying heterogeneous ALS pathologies. The outcomes can potentially be expanded
further as a tool for non-invasive diagnosis and prognosis of the disease in clinical
environments. Our findings highlight integrative recording and analysis techniques’
importance in capturing broader ranges of disease-specific functional alterations that can
potentially provide quantitative biomarkers of ALS pathogenesis.

Appendix: Supplementary Material
In this supplementary section, we present the table of healthy control’s
demographic information. We additionally present the supplementary results for HbR.

Table S3.1. Healthy control’s demographic information
Subject
No.
H-1
H-2
H-3
H-4
H-5
H-6
H-7
H-8
H-9
Mean±SD

Age

Sex

59
57
70
60
58
63
60
62
60
61.0±3.8

F
M
M
F
F
F
F
M
F
-
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Figure S3.1. shows the channel map of averaged HbR VLFO and LFO power for healthy
controls and ALS patients. No significant change in HbR power was observed in ALS
patients compared to healthy controls. Figure S3.2. illustrates the activation index based
on the obtained p-values for different regions calculated from the statistical comparison
of averaged HbR correlations between ALS patients and healthy controls. The magnitude
squared correlation of HbR revealed no significant RSFC changes in patients compared
to healthy controls.

Figure S3.1. Channel map of averaged HbR power for very low frequency oscillations
(VLFO) and low frequency oscillations (LFO) in healthy controls and ALS patients.
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Figure S3.2. Frontal head plots illustrating activation indices (negative logarithm of the pvalues) calculated from the statistical comparison of averaged HbR correlations between
ALS patients and healthy controls for eight seed channels (highlighted in blue).
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ABSTRACT
Multimodal data fusion is one of the current primary neuroimaging research directions
to overcome the fundamental limitations of individual modalities by exploiting
complementary information from different modalities. Electroencephalography (EEG)
and functional near-infrared spectroscopy (fNIRS) are especially compelling modalities
due to their potentially complementary features reflecting the electro-hemodynamic
characteristics of neural responses. However, the current multimodal studies lack a
comprehensive systematic approach to properly integrate the complementary features
from a multimodal dataset. Identifying a systematic approach to properly fuse EEGfNIRS data and exploit their complementary potential is crucial in improving
performance. This paper proposes a framework for classifying fused EEG-fNIRS data at
the feature level, relying on a mutual information-based feature selection approach with
respect to the complementarity between features. The goal is to optimize the
complementarity, redundancy and relevance between multimodal features with respect
to the class labels as belonging to a pathological condition or healthy control. Nine
amyotrophic lateral sclerosis (ALS) patients and nine controls underwent multimodal
data recording during a visuo-mental task. Multiple spectral and temporal features were
extracted and fed to a feature selection algorithm followed by a classifier, which selected
the optimized subset of features through a cross-validation process. The results
demonstrated considerably improved hybrid classification performance compared to the
individual modalities and compared to conventional classification without feature
selection, suggesting a potential efficacy of our proposed framework for wider neuroclinical applications.

84

4.1 BACKGROUND
Multimodal data fusion is one of the current primary neuroimaging research
directions to overcome the fundamental limitations of individual modalities by exploiting
complementary information from different modalities. Electroencephalography (EEG)
and functional near-infrared spectroscopy (fNIRS) are especially compelling modalities
due to their potentially complementary features reflecting the electro-hemodynamic
characteristics of neural responses. However, the current multimodal studies lack a
comprehensive systematic approach to properly merge the complementary features from
their multimodal data. Identifying a systematic approach to properly fuse EEG-fNIRS
data and exploit their complementary potential is crucial in improving performance.
Numerous mathematical tools and computational methods have been utilized to
combine data from different modalities efficiently and obtain a criterion that optimally
selects the best fused features from these different modalities. These fusion methods are
especially useful in neuro-clinical studies to support more accurate decoding of neural
information, and thus, improve the performance of relevant applications. These
algorithms have shown promising applications in various fields, including braincomputer interfaces (BCIs) (M. A. Li et al., 2019; Ma et al., 2016), neuro-pathological
diagnosis (Peng et al., 2019; Yang et al., 2017), and neural source localization (K. Liu et
al., 2020).
So far, many fusion frameworks have exploited the common and complementary
properties of different types of neuroimaging data, including EEG and fNIRS. These
modalities are both portable scalp located devices that can be easily employed for data
acquisition in multiple populations of patients with neurological impairments.
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Considering the first modality, EEG captures macroscopic cortical dynamics with
relatively fine temporal resolution (~5 msec). Although EEG classification has been
widely investigated to detect and extract underlying pathological neural signatures,
outcomes remain poor for multiple reasons, including low signal-to-noise ratio (SNR),
poor spatial resolution, and insufficient classifiable measurements which cannot be
addressed easily by existing computational algorithms (Ahn et al., 2017). One way to
overcome these drawbacks is combining EEG with other modalities in an integrated
framework that can provide a complimentary basis for the more accurate and robust
detection of neural signatures to improve classification performance. For this purpose,
fNIRS has shown promising capacity in improving classification performance (Borgheai
et al., 2020; Erdoĝan et al., 2019; Hennrich et al., 2015; Hong et al., 2015) as a modality
for measuring the underlying hemodynamic properties with higher spatial resolution (~
1 cm) than EEG. The integration of EEG and fNIRS provides us with two different types
of neural data associated with the same regional neural activities, each one reflecting the
underlying changes as potentially different sources of information. Exploiting the
complementary features of the two data modalities with proper fusion algorithms to
achieve a higher classification accuracy for hybrid EEG-fNIRS measures than for single
modality approaches can provide a basis for improving performance in many existing
neuro-assisted applications ranging from BCI to improving diagnostic methods for
neurological impairments.
Fusion frameworks for EEG-fNIRS classification can be broadly classified into
two categories based on the level at which the combination takes place. The first category
is decision-level, in which the features are separately fed to a classifier, and the outcome
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is used in a feedback loop to optimize accuracy. For example, in a motor imagery study
conducted by Fazli et al. (Fazli et al., 2012), three groups of features, specifically EEG
band-power, oxy-, and deoxy-hemoglobin (HbO and HbR respectively) were separately
classified, and then a meta classifier optimally combined the three classifier outputs in a
feedback loop based on the global peak cross-validation accuracy of each classifier. Putze
et al. (Putze et al., 2014) used a similar framework to classify auditory and visual
perception using hybrid EEG-fNIRS spectral and temporal features. Both studies
achieved an average of 5% improved classification accuracy over single modality
classification. In another study (Al-Shargie et al., 2017b), the authors used decision level
fusion to combine the outputs of two local support vector machine (SVM) classifiers, one
for EEG signals and the other for fNIRS signals in which each classifier was calibrated
based on the optimal operating points of the EEG and fNIRS receiver operating
characteristic (ROC) curves. At the end, both outputs were fed to a global classifier,
which improved classification accuracy by 7.76% compared to single modal approach.
A similar study for classifying mental work achieved 6% improvement compared to
single modal data (Y. Liu et al., 2017). Another decision-level hybrid classification
criterion is the fuzzy fusion-based approach, as was done in (Ko et al., 2019) to integrate
the temporal and spectral features of EEG for motor imagery classification. After
employing traditional classification methods, the authors adopted Choquet and Sugeno
integrals to consider possible interactions between the obtained outputs from the different
classifiers by fusing their posterior probabilities. They achieved ~7% improvement
compared to conventional classifiers including linear discriminant analysis (LDA).
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The second category is feature-level fusion in which features are concatenated,
transformed, or optimally selected before training the classifier. Work on the simple
concatenation of EEG-fNIRS features has shown a modest improvement compared to
that obtained with a single modality, which is likely caused by the lack of comprehensive
computational approaches for a proper feature integration that exploit the
complementarity between each modality’s unique properties as a preferred alternative
over feature concatenation (Ahn et al., 2017). For example, in another study conducted
by Buccino et al. (Buccino et al., 2016), EEG-fNIRS features were integrated through
concatenation without any feature fusion strategy. In this study, the authors reported that
the feature set was small, had no imposed computational load on the classification, and
reached a 2% accuracy improvement compared to features from a single modality. In a
study by Nguyen et al. (Nguyen et al., 2017), driver drowsiness during long-term
simulated driving classified using concatenated EEG-fNIRS features yielded an average
5.5% accuracy improvement using combined classification compared with single modal
features. Another modest improvement of 1% using hybrid classification was achieved
by concatenating EEG and fNIRS features for distinguishing Parkinson’s disease (Abtahi
et al., 2020). Feature-level EEG-fNIRS fusion has also been done by projecting the
original feature set to a new feature space to provide better separability than the original
feature set. These projection methods are known as feature extraction methods, and their
main disadvantage is that the newly created feature space is difficult to interpret and may
not have a clear physical meaning (Jain et al., 2000). In a study conducted by Saadati et
al. (Saadati et al., 2020a), the authors extracted temporal and spectral features from EEGfNIRS data and then used a convolutional neural network (CNN) to pass the features
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through different layers of the network and change the dimensions in a deep learning
process for classifying mental workload from EEG-fNIRS data, which improved
classification by 7%. Other transformation approaches have used a specific criterion for
projecting the feature set into a new space. For example, in a study of mental stress
assessment (Al-Shargie et al., 2016), the temporal properties of EEG have been combined
with the spatial properties of fNIRS by transforming their signals to a mixed model,
respectively using temporal and spatial independent component analysis (ICA),
achieving a 3.4% accuracy improvement. In another study (Al-Shargie, Fares, Hasan AlNashash, 2019), the authors used a joint sparse canonical correlation analysis (CCA) to
jointly estimate multiple pairs of canonical vectors to fuse EEG-fNIRS features and then
fed these features to a SVM classifier, which significantly improved the hybrid
classification accuracy by 5%. In a similar study on mental stress assessment (Al-Shargie
et al., 2017a), a CCA was used, to project two different feature sets into a space with
maximum correlation across two sets. The authors reported that by using this criterion,
the redundant information has been reduced, and they obtained a 7.9% accuracy
improvement. As the last category of feature-level fusion frameworks, feature selection
algorithms have been used to optimally select a subset of features from the original
combined feature set based on a criterion that maximizes classification performance.
Depending on whether the classifier is included in the selection process, feature selection
methods can be grouped into wrapper and filter methods (Brown et al., 2012). While
wrapper methods generally consider classification performance as the feature selection
criterion, filter methods select an optimized feature set independent of the classification
algorithm. Thus, in filter methods, the biases of the feature selection procedure do not
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interfere with the learning algorithm--this results in improved generalization capability
for the classifier. One example of feature selection is the method used by Lin et al. (Lin
et al., 2018), who conducted correlation analysis as the selection criterion between EEG
and fNIRS channels (features in their study) and selected the most correlated channels,
which yielded a 9% sensitivity improvement compared to single modalities. In the use of
conventional classification algorithms, fused feature selection is a fundamental difficulty
given a large number of possible features and the often small amount of available data.
Furthermore, as the number of samples in real-world EEG-fNIRS recordings is relatively
small, avoiding underfitting or overfitting is a primary challenge (Saadati et al., 2020a).
The existence of redundant information in the original feature space can also hinder
classification performance (Yin et al., 2015) since a system that memorizes training data
involving redundancy can achieve perfect training performance while completely failing
to generalize to new data.
The mutual information criterion is a powerful mathematical tool for feature
selection, which can minimize the redundancy between features (i.e. the joint entropy of
features subtracted from the individual entropies of the features). Yin et al. (Yin et al.,
2015) used this criterion to decode the force and speed of hand clenching. In this study,
the authors used band-power, amplitude, phase, and frequency to construct time-phasefrequency EEG features, and the differences between HbO and HbR were extracted as
fNIRS features. They used a feature optimization method based on joint mutual
information to remove redundant information that may reduce classification accuracy.
This combination of EEG-fNIRS features resulted in improved performance (up to a 5%
increase). In addition to minimizing redundancy, maximizing the relevance of a feature
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set to the discrete output of the classifier can significantly increase classification
performance (Meyer et al., 2008). Another important contributing factor to improving
classification performance is maximizing the complementarity between features obtained
from multimodal data. This property has been defined as a combination of features that
can return more information on the output class than the sum of the information returned
by each of the features taken individually (Meyer et al., 2008). This advantage has special
importance while fusing two different modalities with unique complementary properties,
which can be efficiently exploited to improve classification performance. The mutual
information criterion has also been adopted for combining other modalities in the
literature. The authors in (Baillet et al., 1999) minimized the conditional entropy between
EEG and magnetoencephalography (MEG) features to reduce the degree of redundancy
or similarity between the two signals for optimal estimation of the parameters to model
localized sources. In another study (Akhonda et al., 2018), the authors used EEG and
functional magnetic resonance imaging (fMRI) data in a hybrid source activation model
by minimizing the mutual information to maximize the independence for joint ICA
analysis. In another study (Zhang et al., 2017), the authors used EEG and
electrocardiography (ECG) data to classify mental workload. In this study, the authors
first extracted features from both modalities and then used a criterion called coinformation to maximize the mutual information between the output labels and the
integrated feature subset. The authors reported that their proposed fusion method could
increase the classification accuracy indicating their multimodal fusion approach is
promising to identify mental workload.
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To date, EEG-fNIRS multimodal approaches have shown a considerable capacity
to improve classification performance by measuring two different brain functions.
However, they suffer from a lack of strong computational methods to systematically and
optimally integrate the features. Computational integration methods should be developed
that consider the differential characteristics of features from multimodal EEG-fNIRS
signals. It is anticipated that efforts towards optimizing multimodal integration of EEG
and fNIRS can make substantial advancement to the existing brain measurement
packages with improved performance compared to EEG or fNIRS modalities alone.
In this chapter, a mutual information-based feature selection algorithm was
adopted to propose a classification framework for multimodal EEG-fNIRS data. This
study is the first that systematically exploits the complementarity aspect of such
multimodal fused features through a feature selection algorithm that quantifies the
complementarity between features and selects the optimal fused subset towards
improving the classification performance. In this algorithm, the optimal features from a
fused set of EEG-fNIRS features were determined with respect to minimized redundancy
between features, maximized relevance, and maximized complementarity between
features and class labels. EEG and fNIRS data were recorded from healthy participants
and participants with ALS during a visuo-mental paradigm and were used to distinguish
between the two aforementioned groups as a two-class problem. Features were first
extracted from each modality and then the optimized subset of features was selected from
the original combined set of EEG and fNIRS features through the aforementioned mutual
information-based algorithm. This process was repeated for each modality (i.e., EEG and
fNIRS) separately to evaluate the classification performance’s improvement due to the
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integration of features compared to those obtained from each single modality. Finally,
the selected optimal feature sets from each individual modality and from the two
modalities combined were fed into a support vector machine (SVM) classifier in which
the hyper-parameter was the adequate number of features that was chosen according to
the best classification results.

4.2 METHODS
4.2.1 Subjects
A total of 18 subjects were recruited and assigned to two groups: Nine individuals
with ALS (ALS: 7 males, average age 56.8 years old) with ALS revised Functional
Rating Scale (ALSFRS-R) scores of 0, 4, 4, 23, 22, 39, 41, 33, 26, respectively for
subjects 1 to 9 (mean: 21.3±15.5) on a 48-point scale and nine age-matched healthy
controls (HC: 4 males, average age 60.7 years old). All the protocols in this study were
approved by the Institutional Review Board (IRB) of the University of Rhode Island
(URI) and written informed consent was provided directly by each subject or by each
patient’s caregiver. Age-matched control subjects had no reported history of visual,
mental, or substance-related disorders that could potentially affect the results or their
performance during data recording.

4.2.2 Experimental Protocol
Subjects participated in two sessions, each consisting of one run with 14 trials. The
participants were asked to perform a visuo-mental paradigm based on the conventional
visual oddball paradigm followed by a mathematical task, as fully described in section
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2.2.2 of chapter 2. The dual nature of our visuo-mental paradigm provokes both electrical
and hemodynamic responses associated with visual oddball stimulations and mental
arithmetic operations.

4.2.3 Data Acquisition
Both signals were recorded simultaneously using a single cap mounted with both
EEG electrodes and fNIRS optodes. More details about data acquisition and cap montage
is provided in figure 3.1 of chapter 3.

4.2.3 Data Analysis
EEG data were band-pass filtered at 0.3–35 Hz and detrended to remove baseline
drift and out of band artifacts. Then, the data were checked for extreme values and
outliers. Participants from both the ALS and HC groups had the same total number of 9
× 2 × 14 = 252 (number of participants × number of runs × number of trials) observation
points (i.e., samples) for both modalities (i.e., EEG and fNIRS). For EEG spectral
features, the data were decomposed into spectrograms using a set of 30 complex Morlet
wavelets ranging from 1-30 Hz and 3-10 cycles. The baseline-corrected spectrograms
were obtained by dividing each frequency bin and time point by the baseline (-3 to -1 sec
pre-stimulus window) average and calculating the percentage changes. The spectrograms
from [0-5 sec] post-stimulus were then averaged across four traditional frequency bands:
delta (1-3 Hz), theta (4-7 Hz), alpha (8-12 Hz), and beta (13-30 Hz) to generate four
different features. In total, there were 16 × 4 = 64 (channels × frequency bands) spectral
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features extracted from EEG data. For EEG temporal features, we used event-related
potentials (ERPs), the averaged EEG waveforms of time‐locked to stimulus or response
events, in which the data were segmented to [0-800 ms] post-stimulus and the ERPs were
then obtained. Five ERP features corresponding to peak amplitudes of P200, P300, P600,
N200, and N400 components were then extracted in which the P200, P300, and P600
components were defined as the maximum peaks between 100-250, 250-400, and 650800 ms post-stimulus, respectively, while the N200 and N400 components were defined
as the minimum peaks between 150-280 and 360-560 ms post-stimulus, respectively.
Following our previous work (Borgheai et al., 2019), these features have previously
reflected significant differences between ALS patients and healthy controls, and thus
have been considered as proper features with high separability for the classification
procedure. In total 16 × 5 = 80 (channels × ERP components) temporal features were
extracted from the EEG data.
fNIRS data were band-pass filtered at 0.01-0.2 Hz to mitigate physiological noises
caused by respiratory and cardiac activities (Scarpa et al., 2010). Then, oxy-hemoglobin
(HbO) concentration changes were extracted from the raw optical intensity data as
features using the modified Beer-Lambert Law (Kocsis et al., 2006). The average
baseline (-2 to -1 sec pre-stimulus window) was then subtracted from the following poststimulus signal for each epoch, and then, the peak and the area under the curve (AUC) of
HbO were extracted using [0-6 sec] post-stimulus window for each of the 16 fNIRS
channels, providing a total of 16 × 2 = 32 (channels × feature types) features extracted
from fNIRS data.
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All features were then normalized by subtracting the mean and dividing by the
standard deviation of each feature vector (z-score). Outliers were clipped by setting all
the values that were more than three feature standard deviations from the feature mean
to only three standard deviations from the mean (Cernadas et al., 2017). This was done
to eliminate any degradational effect of the feature value range on the feature selection
process. All the EEG and fNIRS vectors of features were then concatenated and the
whole dataset was shuffled and partitioned into two main (equal size) folds with five subfolds in each main fold for cross-validation testing to optimize the features.
To improve the discriminative performance of our classification procedure, we
used an optimization framework following that proposed by Meyer et al. (Meyer et al.,
2008). This framework consists of three steps: 1) maximizing the relevance of a selected
feature set to the class labels, 2) minimizing the redundancy between features within a
selected subset of the original features, and 3) maximizing the complementarity between
features with respect to the class labels. The optimization formulation in which the
features were selected is defined in the equation below.

X SOpt  arg max  
XsX
 X iX S


I
(
X
;
Y
)
 i, j 
X j X S


(4.1)

In this formulation, 𝑌 represents the vector of output labels (HC = 1, ALS = -1),
𝑋, 𝑋𝑆 and 𝑋𝑖,𝑗 represent the original set of 𝑛 features (𝑛 is the number of features in
Equation 4.2), a subset of original features, and a subset of original features consisting
of two single features (𝑋𝑖 and 𝑋𝑗 ) respectively defined in the equations below. The term
under optimization inside the objective function represents the mutual information 𝐼(. )
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between 𝑋𝑖,𝑗 and 𝑌. The term “arg max” states that the objective function is supposed to
be maximized by searching for the 𝑋𝑆 ⊆ 𝑋 to find the optimized feature set (i.e., 𝑋𝑆𝑂𝑝𝑡 ).

X   X i : i  A  1,..., n

(4.2)

X S   X i : i  S  A

(4.3)

X i, j   X i , X j 

(4.4)

Equation 4.1 is an optimization formulation for finding a subset of features that
can maximize the joint mutual information of class labels with each pair of features inside
the selected subset of original features. The joint mutual information of two random
variables with another variable can be defined by the equation below.

I ( X i, j ;Y )  I ( X i ;Y )  I ( X j ;Y )  C ( X i ; X j ;Y )

(4.5)

The first two terms in this equation are the mutual information between single
features and the class labels. These terms represent the relevance of each feature to the
class labels, which means maximizing the term in equation 4.1 will optimize the
relevance of each feature alone. The last term, denoted as 𝐶(. ) represents the interaction
among the whole set of both features and the class labels. The lower the interaction term,
the less redundant the variables are, and the higher their complementarity is (if the
interaction term is negative). The interaction term in equation 4.5 for three variables can
be obtained using the entropies and joint entropies of the set of variables according to the
equation below.
C ( X i ; X j ; Y )  H ( X i )  H ( X j )  H (Y )
H ( X i , X j )  H ( X i ,Y )  H ( X j ,Y )  H ( X i , X j ,Y )
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(4.6)

The entropy of variable(s) is denoted with 𝐻(. ) in this formulation. If the
interaction term becomes negative, it can be inferred from equation 4.5 that 𝐼(𝑋𝑖,𝑗 ; 𝑌) >
𝐼(𝑋𝑖 ; 𝑌) + 𝐼(𝑋𝑗 ; 𝑌). Therefore, the gain resulting from using the joint mutual
information of the two features will be more than the sum of the individual features’
information. This property is caused by the existence of complementarity between two
features.
As finding the optimized subset of features according to equation 4.1 is a Nondeterministic Polynomial-time hardness (NP-hard) problem (Pisinger, 2006), a semioptimized strategy based on forward selection search was used to solve this equation
(Billionnet et al., 1996). This approach consists of updating a set of selected features 𝑋𝑠
with the feature 𝑋𝑖 from the set of remaining features that have not been selected yet.
This new feature has been paired with all the members of the pre-selected set of features
and should maximize the summation of joint mutual information between all paired sets
of features and class labels. In other words, instead of attempting to find an optimized
solution for equation 4.1, a semi-optimized solution will be substituted based on the
equation below using a procedural updating approach.



X SOpt  arg max   I ( X i , j ; Y ) 
XsX

 X jX S
X i X  S 

(4.7)

In this formulation, 𝑋−𝑆 represents the whole set of original features with those in
𝑋𝑆 removed. This can be defined as the equation below.

X  S   X i : i  A  S

(4.8)

This strategy starts with an empty set of variables and progressively updates the
solution by adding the variable that maximizes the objective function in equation 4.7
98

until an adequate number of features is reached. The pseudo-code for the sequential
feature selection algorithm is shown in figure 4.1.

Figure 4.1. Sequential feature selection pseudo-code.
A support vector machine (SVM) classifier, which has been widely used for brain
signal classification was used to classify data points corresponding to two classes of HC
and ALS denoted as 𝑌 ∈ {HC = 1, ALS = -1}. A non-linear polynomial kernel was used
for SVM in this study to maximize discrimination between data points, as it allows
complex separation surfaces requiring optimization of a reduced number of hyperparameters. In order to reduce the bias associated with training and test data and to
improve the generalizability of the proposed framework, a cross-validation technique
was employed in which the generalization error was estimated based on resampling. A
2-fold cross-validation strategy was then used to partition each dataset into separate
datasets for feature selection and validation as follows: the dataset was first split into two
equal parts. Each half-dataset was separately used as training data to conduct the learning
process and optimize the parameters. The results were then applied on the other half (i.e.,
testing dataset) to produce the classification accuracy for that corresponding fold. The
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final accuracy was the average of both folds’ accuracies. Within the inner level of the
aforementioned cross-validation, each half-dataset was split into five sub-fold to select
and validate the best number of features (i.e., our only hyperparameter under
optimization at the classification level). In a leave-one-out strategy for the
aforementioned 5-fold cross-validation, the feature selection and classifier training was
done for each 80% of the half-dataset and was repeated five times to cover all the subfolds. Each training process was done for a number of optimally selected features ranging
from 1 to 32 (32 is the minimum number of features per modality). The classification
accuracies of the five validation sets were then averaged for each number of features, and
the best number of features was then selected. This whole process was done in a similar
way for each single modality and for the multimodal data. To evaluate the classifier, three
metrics of accuracy, sensitivity, and specificity were used as follows:

TP  TN
TP  FN  TN  FP

(4.9)

Sensitivity 

TP
TP  FN

(4.10)

Specificity 

TN
TN  FP

(4.11)

Accuracy 

where 𝑇𝑃 denotes the correct classifications of positive cases, 𝑇𝑁 denotes the
correct classifications of negative cases, 𝐹𝑃 denotes the incorrect classifications of
negative cases into class positive, and 𝐹𝑁 denotes the incorrect classifications of positive
cases into class negative.
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4.3 RESULTS
The classification accuracy of the validation dataset for different numbers of
selected features using the three modality options (i.e., EEG, fNIRS, EEG+fNIRS) are
shown in figure 4.2. The averaged accuracy across the five validation sub-folds of the
first main fold (fold 1) is shown in the top plot, and the bottom plot shows the averaged
accuracy across the five validation sub-folds of the second main fold (fold 2). In both
plots, at first, the curve (classification accuracy) ascends as the size of the optimally
selected feature subset increases. It then remains around the range of maximum accuracy
after increasing the number of features, reaches its maximum classification accuracy at a
certain point, and finally descends. In general, the hybrid EEG-fNIRS modality performs
considerably better than other single modalities in terms of the classification accuracy. In
the first fold, the optimal number of features with the maximum accuracies for different
modalities were: EEG+fNIRS: 87.32% accuracy with 24 features, EEG: 76.71%
accuracy with 23 features, and fNIRS: 60.19% accuracy with 26 features. In the second
fold, the maximum accuracies for different modalities were: EEG+fNIRS: 87.51%
accuracy with 22 features, EEG: 76.39% accuracy with 19 features, and fNIRS: 62.64%
accuracy with 25 features.
Figure 4.3 shows the relative portions of included features from each feature
category/subcategory when averaged over optimal selected feature sets from all subfolds. This figure highlights the relative discriminatory importance of each feature in the
final classification procedure. As it is seen, EEG spectral features were the most selected
features with 49% presence, followed by fNIRS features with 27% and EEG temporal
features with 24% presence. The most selected three feature types were beta-band power
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with 22% presence, theta-band power with 18% presence, and P300 peak with 16%
presence.

Figure 4.2. Classification accuracy of single and hybrid modalities for variable sizes of
the selected optimal feature subset (averaged across sub-folds of the validation dataset
for fold 1 (top) and fold 2 (bottom)).
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Figure 4.3. Relative portions of included features from each feature category/subcategory
averaged over optimal selected feature sets from all sub-folds.

Figure 4.4 shows classification performance characteristics based on the optimal
selected subset of features which was obtained from sub-folds for single and hybrid
modalities, averaged across both test folds. The hybrid classification achieved the best
test accuracy of 85.38%, outperforming EEG with its best accuracy of 73.23%, and
fNIRS with its best accuracy of 61.56%.
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Figure 4.4. Classification performance characteristics for single and hybrid modalities.

Figure 4.5 shows the performance characteristics of the hybrid classification for
the optimally selected set of features compared to hybrid classification using all features
without any feature selection procedure. The feature selection procedure improved
accuracy by 16.67% over the test set.
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Figure 4.5. Classification performance characteristics for the selected optimal feature
subset and the original set of features without any feature selection procedure.

4.4 DISCUSSION
In this paper, we used an information theory-based method to optimize feature
selection and thereby classify between a healthy group and a pathological one, people
with ALS in this case, during a visuo-mental task using multimodal EEG and fNIRS data.
The proposed technique takes the first steps to systematically exploit the
complementarity aspect of the fused features extracted from electrical and hemodynamic
neural activities through a feature selection algorithm that quantifies the complementarity
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between features and selects the optimal fused subset to improve classification
performance. The feature selection algorithm was adopted from “Meyer et al. [27]” in
which the authors used the algorithm for a single-modality dataset and to the best of our
knowledge, it has not been applied to any hybrid dual modality dataset in which both
modalities have complementary information to make a remarkable increase in the
classification performance compared to the simple concatenation of the features if only
certain features from each modality that can increase the complementarity function get
selected for the classification. Thus, it can be inferred that applying this algorithm to a
dual modality dataset can exploit the full potential of such algorithm which was presented
in our results. Our results showed that when an integrated set of features from both
modalities was used, classification performance was considerably improved compared to
when EEG or fNIRS alone was used. Moreover, classification performance was
substantially improved for the integrated subset of optimally selected features compared
to when no feature selection was done.
Our overall classification results revealed that considerable improvements in all
three performance metrics are achievable with the proposed fusion approach. This
supports our central hypothesis that the systematic selection of fused complementary
EEG and fNIRS features of can improve classification performance. The fused feature
selection model enabled us to take advantage of the strengths of both modalities in unified
analytics. Although it is impossible to make fair quantitative comparisons with other
similar studies as the algorithms were run on different datasets the improvement in hybrid
classification accuracy achieved in this study relative to single modality accuracies was
competitive with previous EEG and fNIRS fusion studies, including those reported by
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Fazli et al. (Fazli et al., 2012) and Putze et al. (Putze et al., 2014). Our improved fusion
results may be due to the level of fusion being adopted, as both of their studies applied
fusion at the decision level, i.e., using a meta classifier to integrate the outputs from one
EEG classifier and one fNIRS classifier. Indeed, the cross-modality inconsistencies
which negatively affect the efficiency of modality fusions (Wu et al., 2019) cannot be
avoided in decision level fusions, while such inconsistencies between modalities and
their features are removed by the feature selection algorithm used in our study. Moreover,
it is likely that the outputs from the EEG classifier and fNIRS classifier in these studies
are highly correlated with less complementary information, and thus a systematic fusion
of the features to properly maximize the complementary benefits from both modalities
has been lacking. In contrast to studies done by Fazli et al. (Fazli et al., 2012) and Putze
et al. (Putze et al., 2014), Yin et al. (Yin et al., 2015) considered the feature level fusion
of bimodal EEG and fNIRS and were able to improve the decoding of motor imagery
tasks using a feature selection algorithm based on removing redundancy between the
integrated EEG and fNIRS features. However, Yin et al. achieved a modest improvement,
which may be due to not systematically exploiting the potential of complementarity and
focusing only on removing redundancy between their hybrid modalities in their feature
selection method, although the authors mentioned that EEG and fNIRS complement each
other in presenting cortex activation.
The technique used for feature selection in our study selects an optimal subset of
features that have maximum pairwise mutual information with the specified classes of
interest (two classes in our case). Although the most complete method would consider
all possible feature subsets, even with a small number of features, this procedure is
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computationally impossible and cannot be used in practice (Deriche et al., 2001). Given
the fact that most feature sets used to represent EEG and fNIRS signals are sets of
different types of features with redundancies and complementarities, this technique
considers a trade-off between computational cost and the number of chosen features. This
contrasts with other techniques that select features individually without considering
interactions between features. The classification accuracy using features obtained by
applying our technique outperforms those obtained by applying individual feature
selection methods when applied to EEG and fNIRS signals. Moreover, mutual
information measures non-linear dependencies between a set of random variables, taking
into account higher-order statistical structures existing in the data, as opposed to linear
and second-order statistical measures such as correlation and covariance. This makes
mutual information-based techniques especially beneficial for a combination of features
from different modalities that are likely to have non-linear relationships with each other.
This study considered complementarities between features only up to order two to
avoid the additional computational complexity required by higher orders of feature
fusion. Future work might consider higher levels of feature fusion with more complexity,
requiring greedy search algorithms but potentially providing more advanced solutions.
The small sample size and the heterogeneous characteristics of our patient group was
another limitation of this study. If a larger number of patients are recruited in future
studies, it will be possible to classify them into subgroups based on the onset of clinical
symptoms and cognitive deficits to better discriminate between different patterns rather
than considering putative patterns of altered brain functions for all ALS patients. In
addition, we did not analyze differences in gender and education, which might affect the
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obtained neuro-markers measures. Future research with larger patient samples should be
conducted to further consider demographic information in smaller sub-groups. Applying
the proposed framework in this study to other datasets of integrated EEG and fNIRS in
future work will further validate the efficiency of the adopted feature selection algorithm
for neuro-clinical studies. Furthermore, in the future, applying other state of the art
algorithms that are designed for dual-modality data classification on the same dataset will
provide a more robust ground to make fair quantitative comparisons between the
proposed framework and other approaches.
Overall, in this study, we adopted a mutual information-based feature selection
algorithm to propose a classification framework for hybrid EEG-fNIRS data which was
used to classify between a healthy and a pathological group, patients with ALS in this
application, during a visuo-mental task. The optimized process of selecting features to
increase classification performance was based on exploring three properties of the fused
features, including decreasing redundancy, increasing relevance and increasing
complementarity. The multimodal results revealed a considerable improvement of
classification performance characteristics, including 16% accuracy improvement over
hybrid classification with no feature selection, 12% accuracy improvement over single
modal classification using EEG, and 23% accuracy improvement over single modal
classification using fNIRS. These results support the idea of using complementary
features from fused EEG-fNIRS in neuro-clinical studies for optimized decoding of
neural information, and thus, improve the performance of relevant applications, including
BCI and neuro-pathological diagnosis.
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Appendix: Supplementary Material
In this supplementary section, we present the figure and explanation of the
experimental paradigm. The participants were asked to perform a visuo-mental paradigm
based on the conventional visual oddball paradigm followed by a mathematical task, as
fully described in our previous work (Borgheai et al., 2019). Fig. S1 shows the oddball
P300 paradigm, but with a 2×2 matrix of digits displayed over the intensified letter in
our visuo-mental dual-task paradigm. Each subject was instructed to focus on a target
character (14 targets per run), while each row and column was intensified once per trial
to cause two target intensifications per character. Upon each target intensification,
subjects were instructed to perform predefined mental arithmetic tasks, i.e., add pairs of
numbers in the matrix either diagonally (first target flash) or vertically (second target
flash), and then double the larger result from their addition. The stimulation
intensification time was set to 300 ms, followed by a 6 sec inter-stimulus interval (ISI).
The relatively long ISI adopted compared to conventional EEG-based oddball tasks
allowed the fNIRS recordings to reflect evoked hemodynamic activities.

Figure S4.1. The oddball-based visuo-mental dual-task paradigm and an example of the
arithmetic operation the participant performed.
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ABSTRACT
Deep learning-based approaches recently have reached unprecedented complex
classification outcomes through increased computational power and efficient learning
algorithms to fill the crucial gap of accurate brain state classification from a multimodal
signal dataset. In this work, we proposed a novel deep learning-based approach for
automatic feature extraction from multimodal EEG-fNIRS data to enhance motor
imagery classification which is a major processing step in BCI applications. The results
demonstrated that our deep learning-based classification approaches outperformed
conventional classification methods. Moreover, the automatic feature extraction strategy
that was implemented using a dual convolutional neural network for multimodal EEGfNIRS improved classification accuracy compared to other approaches based on manual
feature extraction. These outcomes suggest promising improvements in BCI
performances using multimodal EEG-fNIRS deep learning based classifiers with
automatic feature extraction, which can be utilized in clinical applications for people with
neurological disorders including ALS patients.

5.1 BACKGROUND
Two main processing steps are involved in brain computer interfaces (BCI),
specifically feature extraction and classification. Through these steps, BCIs aim to
accurately classify brain states. Conventionally, different features were extracted from
electroencephalography (EEG) and functional near infrared spectroscopy (fNIRS)
signals and were then fed to different types of classifiers.
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Extracting the optimal features from EEG-fNIRS data for a conventional
classifier to obtain the highest classification accuracies remains an area of research
(Tanveer et al., 2019). Most studies use a variety of features for this purpose, including
signal power in specific EEG frequency bands (i.e. delta, theta, alpha and beta) and
temporal features computed from oxy-, and deoxy-hemoglobin (HbO and HbR
respectively) variations in the brain for fNIRS (i.e. mean, signal peak, slope, sum of
peaks, integral of the signal and etc). A variety of feature extraction methods have been
used, including autoregression models (Mu et al., 2009), wavelet transforms (Hosni et
al., 2020), common spatial patterns (Nasihatkon et al., 2009), and power spectral
densities (Kocak et al., 2017).
Feeding too many features to a classifier is another concern which can degrade
classification performance due to the effects of redundant features (Deligani et al., 2021)
or due to overfitting especially, especially when there are a limited number of data points
for training (Hua et al., 2005). Different studies have used prior knowledge to obtain the
most relevant features or have used feature selection techniques to provide an optimal
number of features for the classifier. For example, in a motor imagery (MI) classification
study conducted by Fazli et al. (Fazli et al., 2012), alpha and beta EEG band-powers,
which are as established MI associated features, along with HbO and HbR, were
extracted from the data. However, HbR has been reported as a non-contributing signal
for MI classification in other studies (Abdalmalak et al., 2017). Putze et al. (Putze et al.,
2014) used ERP temporal features in addition to spectral features from EEG to perform
classification based on auditory and visual perception. Another hybrid classification
study (Ko et al., 2019) integrated the temporal and spectral features of EEG for MI
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classification. In another study (Al-Shargie et al., 2016), a set of EEG temporal features
was integrated with a set of fNIRS spatial features, and then features were selected using
a joint temporal and spatial independent component analysis. In another study (Besio et
al., 2008), the authors used a hardware based approach to extract more effective EEG
features, improving classification accuracy using tripolar electrode disks in recording.
Other studies have used a variety of different feature selection techniques to select the
optimal subset of features from the original set of manually extracted features (Deligani
et al., 2021; Hong et al., 2018; R. Li et al., 2017). However, all these algorithms require
manual feature extraction, leaving it up to each study to ensure that the extracted features
are appropriate for the classification task.
Despite the manual feature extraction requirement for conventional classification
algorithms, deep learning approaches can be designed in a way that do not require manual
feature extraction (Tanveer et al., 2019). In the simplest architecture, deep learning refers
to neural networks (NN) composed of many layers (Lecun et al., 2015). Deep NNs
(DNNs) use a set of layers of nonlinear processing units called neurons. Each successive
layer uses the output from the previous layer as input, and some set of neurons from
consecutive layers are connected. If all of the consecutive layers are connected to each
other, the resulting network is called a fully connected network (FCN). Recently,
increased computation power and technological development has facilitated the
evolution of deep learning in several domains, including the implementation of efficient
learning algorithms that avoid local minima in the objective function and poor
generalization (Kingma et al., 2015), the development of new neuron activation functions
to add non-linearity to the network such as rectified linear unit (ReLU) function (Dahl et
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al., 2013), the implementation of neural networks where neurons are connected to
portions of signals and or images such as convolutional neural networks (Krizhevsky et
al., 2012), and the development of recursive neural networks where outputs are fed back
into the network in a sequential manner to allow information storage such as recurrent
neural networks RNNs (Mikolov et al., 2010).
DNNs can perform very complex and non-linear classifications, by increasing the
number of layers in a shallow NN, which improve classifiers’ performances (Bianchini
et al., 2014). Specifically, when the neurons are connected to portions of signals that are
close in time or space or frequency, the NN architecture is called a convolutional neural
network (CNN) (Krizhevsky et al., 2012), which can encode temporal and spectral
information even though the standard FCN cannot encode any spectro-temporal
information (Chiarelli et al., 2018). Exploiting a CNN in a DNN can not only provide a
completely automatic feature extraction/encoder framework from the raw data, but also
can retain better features by eliminating redundant information and ultimately achieve
higher classification accuracy (Cheng et al., 2020).
Deep learning approaches have been successfully applied to both EEG and fNIRS
BCI classification, separately. In (An et al., 2014), left/right MI classification was
performed by DNN using limited EEG recording channels, and the authors reported an
average accuracy of 80%. In (Jirayucharoensak et al., 2014), a DNN was used to classify
different levels of valence and arousal based on EEG power spectral density features and
the authors reported a maximum classification accuracy of 83%. Using a DNN on EEG
signals, the authors in (Hajinoroozi et al., 2015) classified driver’s cognitive states and
reported a maximum classification accuracy of 80%. In (Bashivan et al., 2016), the
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authors fed EEG power in three different frequency bands of interest to a CNN and
reported a maximum classification accuracy of 92%. In (Hennrich et al., 2015), the
authors used a DNN for classification of a mental task based on fNIRS recordings and
reported no accuracy improvement compared to conventional classification algorithms
(such as LDA and SVM). In another study (Thanh Hai et al., 2013) the authors classified
left/right MI fNIRS activity with an average accuracy of 85%. All of these studies have
applied deep learning approaches to only one modality for BCI classification.
To the best of our knowledge, there are only a few studies implementing deep
learning algorithms for BCI classification in a combined EEG-fNIRS framework. In
(Chiarelli et al., 2018), the authors used a DNN with four hidden layers to perform MI
classification.

They used

averaged

event-related

synchronization/event-related

desynchronizations (ERD/ERS) over 1s windows as EEG features and averaged HbO
and HbR as fNIRS features, and they found an 8% classification accuracy improvement
over classification with LDA. In a similar study (Saadati et al., 2020b) with the same
extracted features and the same DNN architecture, a 6% classification accuracy
improvement over SVM was reported. They investigated the effect of window size for
feature extraction from EEG and FNIRS data and reported a window of 3s length as the
optimal size for both modalities. In another study by Ghonchi et al (Ghonchi, Hamidreza,
2020), the authors down-sampled the EEG data and up sampled the fNIRS data to obtain
the same sampling rate for both signals, concatenate them, and feed them to the NN.
Notably, they used RNN and CNN to extract the temporal and spatial features
respectively, providing a 14% classification accuracy improvement over LDA. Overall,
defining a fixed proper window size to capture the fast and slow dynamics of both EEG
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and fNIRS respectively in a single feature remains an important research question to
address.
In this chapter, using a dual CNN for EEG and fNIRS recorded activity of MI
BCI, we have investigated an automatic deep learning-based feature extraction
framework for a hybrid classification in which the results were compared with single
modalities and conventional classification algorithms.

5.2 METHODS
Ten subjects (4 males, age: 60.7 ± 8.5), with no reported history of neurological
or psychiatric disease were recruited for this study. The study protocol was approved by
the URI institutional review board (IRB), and all subjects provided informed consent in
writing.
EEG signals were recorded from 13 Ag/AgCl electrodes referenced to the left
earlobe. The electrodes covered the pre-motor (FC3, FC4), primary motor (C1, C3, Cz,
C2, C4), sensorimotor (CP1, CP3, CP2, CP4), and parietal (P3, P4) areas of the brain
according to the 10–20 system. An additional electrode was placed at FCz as the ground
electrode. Data acquisition was handled using BCI2000 software (Schalk et al., 2004).
The signals were amplified using a g.USBamp amplifier (g.tec medical engineering),
digitized at 256 Hz and zero-phase bandpass filtered (1–45 Hz). The impedance of the
EEG electrodes was kept below 5 KΩ. fNIRS data were recorded with NIRScout (NIRx
Inc.) at two near-infrared light wavelengths (760 nm and 850 nm) to acquire the HbR and
HbO responses, respectively. The signals were digitized at 15.6 Hz, and the optode
montage was configured using 16 probes, eight sources, and eight detectors mounted on
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a standard EEG cap, with a separation distance of ~3 cm to maintain acceptable signal
quality and sensing depth. This probe layout provided 14 channels. The sources were
located according to the 10–5 electrode placement system as follows—AF3 (S1), AF4
(S5), FCC5h (S3), FCC1h (S2), FCC2h (S6), FCC6h (S7), CCP3h (S4), and CCP4h
(S8)—while the detectors were placed at AFF1 (D2), AFF2 (D6), F5 (D1), F6 (D5),
FCC3h (D3), FCC4h (D7), CCP1h (D4), and CCP2h (D8). Four fNIRS channels covered
the pre/frontal cortex (CH1, CH2, CH8, and CH9) associated with the pre/supplementary
motor area (pre/SMA), involved in motor preparation. In the proximity of the primary
motor cortex, ten channels (CH3, CH4, CH5, CH6, CH7, CH10, CH11, CH12, CH13,
and CH14) were positioned to surround the standard C1, C2, C3, and C4 areas as
reference points for hand MI-related activation of the motor cortex.
The task was designed using the BCI2000 stimulus presentation module for MI
(Schalk et al., 2004). Participants completed three recording runs, each separated by
approximately 5 min of rest. During each run, the subject was instructed to attend to three
types of visual cues presented on-screen and respond accordingly with one of three types
of mental activity: (a) left-hand MI (LMI) when the cue appears on the left side of the
screen, (b) right-hand MI (RMI) when the cue appears on the right side of the screen, and
(c) rest when the cue appears in the middle of the screen (Figure 5.1). The imagination
cue was the image of a hand, and participants were instructed to imagine moving their
own hand, for example, to imagine squeezing a stress ball. The rest cue was a green circle
positioned in the middle of the screen to help them relax and not think about any
movement. The subjects sat comfortably in an armchair and were instructed to relax their
arms and avoid movement. A total of ten trials for each type of MI per run randomly
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alternated with rest trials in between each MI task. We followed a simple alternation
between rest and imagination, where the participant was intuitively pacing and preparing
for the next imagination task at the end of each preceding rest block (Fig. 5.1).

Figure 5.1. Overview of task blocks and timing. At each imagination block, either the
left-hand or right-hand picture was shown to participants, but not both.

Offline preprocessing and analysis were performed in MATLAB (MathWorks
Inc.). The EEG data were spatially filtered using common average referencing (CAR)
filter (McFarland et al., 1997). CAR involves re-referencing the EEG data to the average
of all the channels in order to filter out any global artifacts that appear simultaneously in
all channels. Eye movements and fNIRS-interfered artifacts were removed using the
extended Infomax Independent Component Analysis (ICA) algorithm (Brunner et al.,
2013). These artifactual components were identified through visual inspection of the
independent components' spatial topographies and the spectral analysis of their time
courses. Time-frequency analysis of the EEG data was performed via complex Morlet
wavelet convolution. A wavelet family was created ranging from 1 to 30 Hz in 30 linear
frequency steps and a variable number of cycles (3 to 10). Individual 10 s trials were
convolved with the set of complex wavelets, normalized with uniform scale energy. The
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time-frequency power maps for each channel were obtained by squaring the magnitude
of the convolution result for each individual trial, which yielded the input data for nonfeature-based classification. For feature-based classification, the time-frequency power
maps were averaged over all time points and over the alpha and beta frequency bands,
which yielded 26 EEG features (number of frequency bands × number of channels). For
fNIRS data, the modified Beer-Lambert Law was used to calculate changes in the
concentrations of HbO and HbR using recorded alterations in the reflected light
attenuation. fNIRS data were then band-pass filtered at 0.01-0.09 Hz to eliminate
physiological noises caused by respiration (~0.3 Hz), cardiac activities (~1 Hz), and
Mayer waves (~0.1 Hz). fNIRS data were initially segmented into 10-sec trials of LMI,
RMI, and Rest, according to the stimulus presentation time, similar to the segmentation
of the EEG data for non-feature-based classification. For feature-based classification,
various features were extracted from fNIRS including the maximum peak, maximum
peak delay, area under the curve, and slope. These features were combined into various
feature sets and the best feature set was determined based on classification accuracy with
LDA. The HbO maximum peak provided the highest accuracy and was therefore used,
providing 14 (number of channels—one feature per channel) manually extracted fNIRS
features. MI trials were then separated into 60 MI-Rest and 60 MI-Active (30 MI-Left,
30 MI-Right) trials for each subject.
The FCN employed was a fully connected feed-forward NN with two hidden
layers, one input layer, and one output layer. Each neuron in the hidden layers performed
a nonlinear transformation of a linear combination of all the outputs from the previous
layer. As a non-linear processing function, we decided to employ the rectified linear unit
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(ReLU) function, which was proven to mitigate the vanishing gradient problem,
providing better performance than other non-linear functions (such as the hyperbolic
tangent or the sigmoid function) (Dahl et al., 2013). The formula for ReLU function is
shown in equation 5.1.
𝑦= {

0,
𝑤𝑥 + 𝑏,

𝑤𝑥 + 𝑏 ≤ 0
𝑤𝑥 + 𝑏 > 0

(5.1)

In this formula, 𝑥 is the input, 𝑤 is the matrix of multiplied weights that will be
updated during optimization, 𝑏 is the bias, and 𝑦 is the output. The softmax function for
the two neurons in the output layer is the predicted probability of being in either of the
classes (i.e. right or left/rest or motor imagery states). The formula for the softmax
function is shown in equation 5.2.
𝑒 𝑤1 𝑥
𝑃𝑅𝑖𝑔ℎ𝑡/𝐴𝑐𝑡𝑖𝑣𝑒
∑2𝑘=1 𝑒 𝑤𝑘𝑥
[
]=
𝑃𝐿𝑒𝑓𝑡/𝑅𝑒𝑠𝑡
𝑒 𝑤2 𝑥
[∑2𝑘=1 𝑒 𝑤𝑘𝑥 ]

(5.2)

In this formula, the predicted probability of being in the right/motor imagery class
is shown by 𝑃𝑅𝑖𝑔ℎ𝑡/𝐴𝑐𝑡𝑖𝑣𝑒 and the probability of being in the left/rest class is shown by
𝑃𝐿𝑒𝑓𝑡/𝑅𝑒𝑠𝑡 . Here, x is the input vector to the softmax layer, and 𝑤1 and 𝑤2 are the weight
vectors for the neurons. The number of hidden layers and neurons were selected to
approximately decrease the number of processing units (thus compressing information)
by a factor of 2 between successive layers. The weights were initialized in a pseudorandom approach employing a truncated normal distribution (0 mean, 0.1 SD), and the
biases were initialized to 0. The objective function measures the error between the output
values and the desired values. We used the cross-entropy error as the objective function.
Cross-entropy is defined as:
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𝐶𝑟𝑜𝑠𝑠 − 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑦𝑖′ ln 𝑦𝑖

(5.3)

𝑖

In this formula, 𝑦 is the output vector of the FCN and 𝑦′ is the known state ([1 0]
for right/active motor imagery or [0 1] for left/rest motor imagery). For the optimization
algorithm we employed the Adam Optimizer (Kingma et al., 2015). The Adam Optimizer
is a state-of the art learning algorithm that differs from the classical stochastic gradient
descent since it computes individual adaptive learning rates from estimates of the first
and second moments of the gradients, mitigating slow learning rates and/or local minima
issues. The Adam Optimizer learning rate was set to 0.01.
The CNNs used in this study are basically feedforward DNNs with local
connections and non-linear ReLU activation functions. For the EEG data, the wavelet
maps were fed to the first layer of the architecture. The 𝑙-th convolutional layer has a 3D
array with CH (CH= number of recording channels) 2-dimensional feature maps of size
𝑇𝐸𝐸𝐺 ×𝑓 (number of time points in a trial × frequency) as its input. Each map is denoted
𝑙−1
by 𝑧𝑖𝑗𝑘
(𝑖 = 0,··· , 𝑇𝐸𝐸𝐺 − 1, 𝑗 = 0,··· , 𝑓 − 1, 𝑘 = 0,··· , 𝐶𝐻 − 1). A filter bank

consists of M kernels and is denoted by ℎ𝑝𝑞𝑘𝑚 (𝑝 = 0,··· , 𝐻1 − 1, 𝑞 = 0,··· , 𝐻2 −
1, 𝑘 = 0,··· , 𝐶𝐻 − 1, 𝑚 = 0,··· , 𝑀 − 1). Each kernel additionally has CH channels, so
its size is 𝐻1 × 𝐻2 × 𝐶𝐻. Parallel calculations for each kernel provide 𝑢𝑖𝑗𝑚 . Then an
𝑙
activation function 𝑅𝑒𝐿𝑈(. ) is applied to 𝑢𝑖𝑗𝑚 to get 𝑧𝑖𝑗𝑘
, which the output of the 𝑙-th

convolutional layer, and feed it to the next layer. The whole operation for each layer can
be written as below:
𝐶𝐻−1 𝐻1 −1 𝐻2 −1
𝑙−1
𝑢𝑖𝑗𝑚 = ∑ ∑ ∑ 𝑧𝑖+𝑝,𝑗+𝑞,𝑘
ℎ𝑝𝑞𝑘𝑚 + 𝑏𝑖𝑗𝑚
𝑘=0 𝑝=0 𝑞=0
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(5.4)

𝑙
𝑧𝑖𝑗𝑘
= 𝑅𝑒𝐿𝑈(𝑢𝑖𝑗𝑚 )

(5.5)

Then, considering the fNIRS data, the HbO signals were fed to the first layer of
the CNN architecture. The input of the 𝑙-th convolutional layer is a 2D array with CH
(CH= number of recording channels) 1-dimensional feature maps of size 𝑇fNIRS (number
𝑙−1
of time points in a trial). Each input is denoted by 𝑧𝑖𝑘
(𝑖 = 0,··· , 𝑇𝐸𝐸𝐺 − 1, 𝑘 = 0,···

, 𝐶𝐻 − 1). A filter bank consists of M kernels is denoted by ℎ𝑝𝑘𝑚 (𝑝 = 0,··· , 𝐻1 − 1,
𝑘 = 0,··· , 𝐶𝐻 − 1, 𝑚 = 0,··· , 𝑀 − 1). Each kernel and its corresponding input have
CH channels, so its size is 𝐻1 × 𝐶𝐻. Parallel calculation with respect to each kernel
yields 𝑢𝑖𝑚 . Then an activation function 𝑅𝑒𝐿𝑈(. ) is applied to 𝑢𝑖𝑚 to get the output of
𝑙
the 𝑙-th convolutional layer, 𝑧𝑖𝑘
, and feed it to the next layer. The whole operation for

each layer can be written as below:

𝐶𝐻−1 𝐻1 −1
𝑙−1
𝑢𝑖𝑚 = ∑ ∑ 𝑧𝑖+𝑝,𝑘
ℎ𝑝𝑘𝑚 + 𝑏𝑖𝑚

(5.6)

𝑘=0 𝑝=0
𝑙
𝑧𝑖𝑘
= 𝑅𝑒𝐿𝑈(𝑢𝑖𝑚 )

(5.7)

More details about the inputs, outputs, dimension size, kernel size and stride
(overlapping size of each convolutional operation) for each layer of the CNNs are
provided in figure 5.2.
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Figure 5.2. Block diagram of the dual CNN for EEG and FNIRS. Automatically
extracted features are merged at the output layer of the CNN and fed to an FCN.

Three methods of classification were implemented in this study including LDA,
FCN, and CNN+FCN. The first two classifiers were fed manually extracted features from
the EEG and fNIRS trials, and the last classifier was fed HbO whole trial fNIRS data and
whole trial time-frequency decomposed EEG data. All three classification methods were
tested with three different modality sets: EEG only, fNIRS only, and hybrid EEG- fNIRS
data. A five-fold cross validation strategy was used by shuffling the whole data and
dividing it into five equal size folds. Test accuracy was averaged across folds, and finally
a non-parametric Wilcoxon signed rank statistical test was used to compare modalities
and classification methods, with the alpha, or type I error rate, set to α=0.01. The false
discovery rate was further used for multiple comparison correction and adjusted p-values
were reported.
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5.3 RESULTS
Figures 5.3 through 5.5 show the averaged test accuracy across the five folds for
each subject obtained from the three different methods of MI-state versus resting-state
classification, specifically 1) conventional classification algorithm (LDA) using
manually extracted features, 2) FCN using manually extracted features, and 3)
CNN+FCN with no manual feature extraction. Figure 5.3 shows the results using only
EEG data, figure 5.4 shows the results using only fNIRS data, and figure 5.5 shows the
results using hybrid EEG-fNIRS data. Figures 5.6 through 5.8 show similar results, but
for left MI versus right MI classification.

Figure 5.3. Classification results for MI versus rest using LDA, FCN, and CNN+FCN
for each subject on EEG data alone. Error bars show the standard deviation of the test
accuracies across the five folds.
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Figure 5.4. Classification results for MI versus rest using LDA, FCN, and CNN+FCN
for each subject on fNIRS data alone. Error bars show the standard deviation of the
test accuracies across the five folds.

Figure 5.5. Classification results for MI versus rest using LDA, FCN, and CNN+FCN
for each subject on hybrid EEG-fNIRS data. Error bars show the standard deviation of
the test accuracies across the five folds.
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Figure 5.6. Classification results for left versus right MI using LDA, FCN, and
CNN+FCN for each subject on EEG data alone. Error bars show the standard deviation
of the test accuracies across the five folds.

Figure 5.7. Classification results for left versus right MI using LDA, FCN, and
CNN+FCN for each subject on fNIRS data alone. Error bars show the standard
deviation of the test accuracies across the five folds.
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Figure 5.8. Classification results for left versus right MI using LDA, FCN, and
CNN+FCN for each subject on hybrid EEG-fNIRS data. Error bars show the standard
deviation of the test accuracies across the five folds.
Table 5.1 shows three classification performance metrics: accuracy, sensitivity,
and specificity, for MI-state versus resting-state classification and for left MI versus right
MI classification for the three aforementioned approaches. The results are shown for
EEG alone, fNIRS alone, and hybrid EEG- fNIRS. Averages and standard deviations
over all subjects are shown. The highest test accuracy for left MI versus right MI
classification was 77.8±9.3, achieved by classifying hybrid EEG-fNIRS data with the
FCN. The highest test accuracy for MI-state versus resting-state classification was
81.4±7.6, achieved by classifying hybrid EEG-fNIRS data with the CNN+FCN. For left
MI versus right MI classification, statistical analysis showed that using the FCN with
hybrid EEG-fNIRS data provided significant improvements over the other two
classification methods and over using the FCN with EEG data alone. For MI-state versus
resting-state classification, statistical analysis showed that using the CCN+FCN with
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hybrid EEG-fNIRS data provided significant improvements over fNIRS data alone with
all classification methods and EEG data alone with the CCN+FCN. In addition, both
FCN and CNN+CNN results showed significant improvements over LDA in all single
and hybrid modalities. All the p-values obtained for significant results were below 0.01
(p < 0.01).

Table 5.1. Classification performance metrics for MI-state versus resting-state
classification and for left MI versus right MI classification obtained from LDA, FCN,
and CNN+FCN methods using single and hybrid modalities.
Left Vs. Right Classification

LDA
FCN
CNN+
FCN

Sensitivity
Specificity
Accuracy
Sensitivity
Specificity
Accuracy
Sensitivity
Specificity
Accuracy

EEG

fNIRS

62.2±16.6
34.4±12.9
56.8±13
79.6±9.2
60.3±10.7
70.7±14.2
69.1±8.8
53.8±11.6
61.7±8.1

72±15.9
39.3±9.3
68±7.7
82.5±7.5
65.3±7.6
74.5±7.6
73.9±11.8
59.2±10.8
66.5±7.5

EEGfNIRS
62.7±8.4
33.5±4.5
59.7±6.8
85.9±8.1
69.5±6.8

77.8±9.3
71.9±12.8
56.3±14.8
64.5±8.6

MI Vs. Rest Classification
EEG

fNIRS

78.6±8.1
34.6±13.6
70.2±8.8
87.3±10.4
70.5±8.2
78.7±12
78.4±8.6
66.3±7.9
72.7±10.4

64.4±10
32.7±9
59.6±8
77.2±8.4
59.8±7.7
69.7±6.7
81.8±7.7
70.1±9.6
75.5±11.5

EEGfNIRS
79.1±9.9
37.5±8.3
72.6±8.3
88.8±11.2
72.7±9.7
80.2±6.8
89.9±9.6
74.5±7.1

81.4±7.6

5.4 DISCUSSION
Comparing the results for different modalities and classification methods, NN
based classification approaches significantly outperformed conventional classification
methods (LDA and SVM were implemented in this study but only LDA results were
reported in this study since they outperformed the SVM) for both left/right and rest/MI
datasets. Moreover, a deep learning based automatic feature extraction strategy was
implemented using a dual-CNN, which yielded the best classification accuracy for the
rest/ MI dataset. In addition, significant improvement was observed using hybrid EEGfNIRS modality compared to single modalities.
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The small number of MI trials per subject meant sample size was a limitation for
this study. Using bigger datasets in the future could improve the generalizability of the
classifier and further validate the performance improvements from the proposed
classification methods. Moreover, examining the proposed methods for datasets recorded
from people with neurological disorders including ALS patients, major targets of BCI
design, can provide a basis for clinical applications of our study in the future.
Results reported in this study suggest potentially high BCI performance with
combined hybrid EEG-fNIRS recordings and deep learning classifiers with convolutional
layers for automatic feature extraction. The higher performance of the multimodal data
with respect to single-modality EEG or fNIRS highlights the higher information content
available by combining both hemodynamic and electrical brain activity recordings. The
higher performances of FCN and FCN+CNN compared to LDA additionally suggest the
non-linearity involved in MI classification, which supports further utilization of NN
based classification. Moreover, the marginally higher performances of CNN
classification compared to FCN results using the previously reported most distinguishing
features shows the capabilities of our dual-CNN learning procedures with automatic
feature extraction, which do not require prior knowledge about the data.
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