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ON HOMOTOPY OF VOLTERRIAN QUADRATIC STOCHASTIC
OPERATORS
FARRUKH MUKHAMEDOV AND MANSOOR SABUROV
Abstract. In the present paper we introduce a notion of homotopy of two Volterra
operators which is related to fixed points of such operators. It is establish a criterion when
two Volterra operators are homotopic, as a consequence we obtain that the corresponding
tournaments of that operators are the same. This, due to [4], gives us a possibility to
know some information about the trajectory of homotopic Volterra operators. Moreover,
it is shown that any Volterra q.s.o. given on a face has at least two homotopic extension
to the whole simplex.
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1. Introduction
Since Lotka and Volterra’s seminal and pioneering works[14, 28, 29] many decades ago,
modeling of interacting, competing species have received considerable attention in the
fields of biology, ecology, mathematics [7, 9, 24, 25, 16] and, more recently, in the physics
literature as well [2, 11, 12, 13, 20, 22]. In their remarkably simple deterministic model,
Lotka and Volterra considered two coupled nonlinear differential equations that mimic the
temporal evolution of a two-species system of competing predator and prey populations.
They demonstrated that coexistence of both species was not only possible but inevitable
in their model. Moreover, similar to observations in real populations, both predator and
prey densities in this deterministic system display regular oscillations in time, with both
the amplitude and the period determined by the prescribed initial conditions.
While investigation of computational aspects of such dynamical systems, it needs to
consider discretization of such systems. This leads to study of the trajectory of discrete
time Volterra operators. Therefore, in [4, 5, 6, 17, 18]2 discrete time Volterra operators
were considered and investigated. A connection between such dynamical systems and the
theory of tournaments were established. This gave some information about the trajectory
of Volterra operators, since the corresponding tournaments are related to the fixed points
of Volterra operators. Moreover, some ergodic properties of such operators, in small
dimensions, were studied in [3, 27, 30]. However, still much information is unknown about
behavior of Volterra operators.
In the present paper we introduce a notion of homotopy of two Volterra operators which
is related to fixed points of such operators. Further, we will establish a criterion when
two Volterra operators are homotopic, as a consequence we obtain that the corresponding
tournaments of that operators are the same. This, due to [4], gives us a possibility to
know some information about the trajectory of homotopic Volterra operators. Moreover,
it is shown that any Volterra q.s.o. given on a face has at least two homotopic extension
to the whole simplex.
1The first author (F.M.) is on leave from National University of Uzbekistan, Vuzgorodok, 100174
Tashkent, Uzbekistan
2Note that more general, so called quadratic operators, were studied by many authors (see for example,[1,
10, 15])
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2. Preliminaries
Denote by
Sm−1 =
{
x = (x1, x2, ..., xm) ∈ R
m :
m∑
k=1
xk = 1, xk ≥ 0)
}
(m−1)− dimensional simplex. The vertices of the simplex Sm−1 are described by the ele-
ments ek = (δ1k, δ2k, . . . , δmk), where δik− is the Kronecker’s symbol. Let I = {1, 2, . . . m}
and α ⊂ I− be an arbitrary subset. By Γα we denote the convex hull of the vertices
{ei}i∈α. The set Γα is usually called (|α| − 1)−dimensional face of the simplex, here |α|
stands for the cardinality of α. An interior of Γα in the induced topology of R
m to affine
hull Γα is called relative interior and is denoted by riΓα. One can see that that
riΓα =
{
x ∈ Sm−1 : xk > 0 ∀k ∈ α; xk = 0 ∀k /∈ α
}
.
Similarly, one can define relative boundary ∂Γα of the face Γα. In particular, we have
riSm−1 = {x ∈ Sm−1 : xk > 0 ∀k ∈ I},
∂Sm−1 = {x ∈ Sm−1 : ∃k ∈ I;xk = 0}.
A Volterra quadratic stochastic operator (q.s.o.) V : Sm−1 → Sm−1 is defined by
(V (x))k = xk
(
1 +
m∑
i=1
akixi
)
, k = 1,m, (1)
where aki = −aik, |aki| ≤ 1, i.e. Am = (aki)
m
k,i=1 is a skew-symmetrical matrix.
Let
Fix(V ) = {x ∈ Sm−1 : V x = x}
be the set of all fixed points of the Volterra q.s.o. V .
One can see that for any Volterra operator V the set Fix(V ) contains all the vertices
of the simplex Sm−1. Therefore, it is non empty.
For given x ∈ Sm−1 consider a sequence {x, V x, . . . , V nx, . . . } which is called the tra-
jectory of a Volterra q.s.o. V . Limit points of such a sequence is denoted by ωV (x).
For an arbitrary x ∈ Rm let us define
supp(x) = {i ∈ I : xi 6= 0}
support of the x. The following statements can be easily proved for Volterra q.s.o.
Theorem 2.1. [4] Let V : Sm−1 → Sm−1 be a Volterra q.s.o. and Vα− be the restriction
V to the face Γα, then the following assertions hold true:
(i) For any α ⊂ I one has V (Γα) ⊂ Γα.
(ii) For any α ⊂ I one has V (riΓα) ⊂ riΓα and V (∂Γα) ⊂ ∂Γα.
(iii) The restriction Vα : Γα → Γα is also a Volterra q.s.o.
(iv) If x ∈ Fix(V )X then Supp(x)∩Supp(Amx) = ∅, in particular if x ∈ Fix(V∩riS
m−1
then x ∈ KerAm,, here KerAm is the kernel of the matrix Am.
(v) For any x ∈ Sm−1 the set ωV (x) either consists of a single point or is infinite.
(vi) The set of all volterra q.s.o.s geometrically can be considered as a
(
m(m−1)
2
)
−
dimensional cub on R
m(m−1)
2 .
Let Am be a skew-symmetrical matrix corresponding to a Volterra q.s.o. given by (1). It
is known [23] that if the order of a skew-symmetrical matrix is odd, then the determinant
of this matrix is 0, otherwise the determinant is the square of some polynomial of its
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entries, which situated above the main diagonal. Such a polynomial is called pffaffian and
can by calculated by the following rule.
Lemma 2.2 ([23]). Let pm− be a pffaffian of an even order skew-symmerical matrix Am
m > 2. By pim− we denote a pffaffian of the skew-symmerical matrix Aim, which is
obtained from Am by deleting of the m-th and i-th rows and columns, where i = 1,m− 1.
Then one has
pm =
m−1∑
i=1
(−1)i−1pimaim; p2 = a12,
where pim is obtained via pm−2 by adding 1 to all indexes greater or equal to i.
A pffaffian of the main minor of an even order skew-symmetric matrix Am with rows
and columns {i1, i2, . . . , i2k} is called main subpffafian of order 2k, and is denoted by
gpi1i2...i2k .
For example,
gpi1i2 = ai1i2 ; gpi1i2i3i4 = ai1i2ai3i4 + ai1i4ai2i3 − ai1i3ai2i4 .
Definition 2.3. A skew-symmetrical matrix Am is called transversal if all even order
main minors are nonzero.
It is clear that if a skew-symmetrical matrix Am is transversal, then all even order main
subpffaffians are nonzero, that is
gpi1i2...i2k 6= 0, ∀i1, i2, . . . , i2k ∈ I,
in particular aki 6= 0 for k 6= i.
Definition 2.4. We say that a Volterra q.s.o. V is transversal if the corresponding skew-
symmetrical matrix Am is transversal.
Denote by Vm−1t the set of all transversal Volterra q.s.o.s defined in the simplex S
m−1.
Henceforth, we will consider only transversal Volterra q.s.o., and do not use the word
”transversal”.
Theorem 2.5. [4] Let V ∈ Vm−1t , then
(i) Fix(V ) is a finite set,
(ii) If x ∈ Fix(V ), then the cardinality of Supp(x) is odd.
(iii) For any face Γα of the simplex S
m−1 one has |Fix(V ) ∩ riΓα| ≤ 1.
Remark 2.6. Note that there is no fixed points of any (transversal) Volterra q.s.o. in the
interior of odd dimensional faces.
3. Homotopy of Volterra operators
In this section we are going to define a notion of homotopy for Volterra q.s.o.s. Further,
we will show that two homotopic Volterra q.s.o. have ’similar’ trajectories under some
conditions.
Definition 3.1. Two Volterra q.s.o. V0, V1 ∈ V
m−1
t are called homotopic, if there exists a
family of Volterra operators {Vλ}λ∈[0,1] ⊂ V
m−1
t such that it is continuous with respect to
λ with Vλ |λ=0= V0, Vλ |λ=1= V1 and one has |Fix(Vλ)| = |Fix(V0)| = |Fix(V1)| for any
λ ∈ [0, 1].
Remark 3.2. Note that if a family {Vλ}λ∈[0,1] ⊂ V
m−1
t is continuous than one can see
that the main subpffaffians gp
(λ)
i1i2...i2k
of the corresponding skew-symmetric matrices A
(λ)
m
are also continuous with respect to λ.
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One can see that the introduced homotopy defines an equivalency relation in the set
Vm−1t . Therefore, two operators V0, V1 ∈ V
m−1
t are called equivalent and denoted by
V0 ∼ V1, if they are homotopic. Hence, one can consider a factor set V
m−1
t upslope∼.
Example. Let m = 2. Then Voterra operators corresponding to the following matrices
Aa =
(
0 a
−a 0
)
, 0 < a ≤ 1
are always homopotic.
Let m = 3. Then Volterra operators corresponding to the following matrices
Aabc =
 0 a b−a 0 c
−b −c 0
 , 0 < a, b, c ≤ 1
are always homotopic.
Now we are interested when two Volterra q.s.o. are equivalent.
Theorem 3.3. Let V0, V1 ∈ V
m−1
t with V0 ∼ V1 and A
(0)
m ,A
(1)
m be their the correspond-
ing skew-symmetric matrices. Then all corresponding even order main subpffaffians the
matrices A
(0)
m and A
(1)
m have the same sign i.e.
Sign(gp
(0)
i1i2...i2k
) = Sign(gp
(1)
i1i2...i2k
) ∀i1, i2, . . . , i2k ∈ I.
Proof. Due to V0 ∼ V1 there exists a continuous family {Vλ}λ∈[0,1] ∈ V
m−1
t such that
Vλ |λ=0= V0 and Vλ |λ=1= V1. Let us consider a skew-symmetrical matrix A
(λ)
m corre-
sponding to Vλ. Then A
(λ)
m |λ=0= A
(0)
m and A
(λ)
m |λ=1= A
(1)
m .
Assume that the assertion of the theorem is not true, that is there are 2k0 order main
subpffaffians of the matrices A
(0)
m and A
(1)
m such that
Sign(gp
(0)
i1i2...i2k0
) 6= Sign(gp
(1)
i1i2...i2k0
)
which implies
gp
(0)
i1i2...i2k0
gp
(1)
i1i2...i2k0
< 0.
Continuity of gp
(λ)
i1i2...i2k0
with respect to λ (see Remark 3.2) yields the existence of λ0 ∈
[0, 1] such that gp
(λ0)
i1i2...i2k0
= 0. But the last contradicts to Vλ0 ∈ V
m−1
t . 
Let us recall some definitions relating to tournaments associated with a skew-symmetrical
matrix Am = (aki)
m
k,i=1. Put
Sign(Am) = (Sign aki)
m
k,i=1 .
Define a tournament Tm, as a graph consisting of m vertices labelled by {1, 2, . . . ,m},
corresponding to a skew-symmetrical matrix Am by the following rule: there is an arrow
from i to k if aki < 0, a reverse arrow otherwise. Note that if signs of two skew-symmetric
matrices are the same, then the corresponding tournaments are the same as well.
Recall that a tournament is said to be strong if it is possible to go from any vertex to
any other vertex with directions taken into account. A strong component of a tournament
is a maximal strong subtournament of the tournament. The tournament with the strong
components of Tm as vertices and with the edge directions induced from Tm is called
the factor tournament of the tournament Tm and denoted by T˜m. Transitivity of the
tournament means that there is no strong subtournament consisting of three vertices of
the given tournament. A tournament containing fewer than three vertices is regarded as
transitive by definition. As is known [8], the factor tournament T˜m of any tournament Tm
ON HOMOTOPY OF VOLTERRIAN Q.S.O. 5
is transitive. Further, after a suitable renumbering of the vertices of Tm we can assume
that the subtournament Tr contains the vertices of Tm as its vertices, i.e., {1}, {2}, · · · , {r}.
Obviously, r ≥ m, and r = m if and only if Tm is a strong tournament.
Corollary 3.4. If V0 ∼ V1, then the corresponding tournaments T
(0)
m and T
(1)
m are the
same.
Proof. Since, gpki = aki then Theorem 3.3 implies that Sign(A
(0)
m ) = Sign(A
(1)
m ). Hence,
the corresponding tournaments T
(0)
m , T
(1)
m are the same. 
This Corollary gives some information about the trajectory of equivalent Volttera op-
erators. Namely, due to results of [4] and Corollary 3.4 one gets the following
Corollary 3.5. Let V0 ∼ V1. The following assertions hold true:
(i) Assume that the tournament T
(0)
m corresponding to V0 is not strong. Then for
any x0 ∈ intSm−1 and i > r, then ωV0(x
0) ⊂ Γα, and ωV1(x
0) ⊂ Γα, here α =
{1, 2, . . . , r}.
(ii) Assume that T
(0)
m is transitive, then for any x0 ∈ riSn−1 ωV0(x
0) = ωV1(x
0) =
(1, 0, . . . , 0).
In Theorem 3.3 we have formulated a necessary condition to be equivalent of two
Volterra q.s.o. Now in small dimensions, we are going to provide certain criterions for
equivalence.
Theorem 3.6. Let m ≤ 3. Then V0 ∼ V1 if and only if
Sign(A(0)m ) = Sign(A
(1)
m ).
Proof. Necessity immediately follows from Theorem 3.3. Therefore, we will prove suffi-
ciency. Consider separately two distinct case with respect to m.
Let m = 2. Then
A
(0)
2 =
(
0 a
(0)
12
−a
(0)
12 0
)
A
(1)
2 =
(
0 a
(1)
12
−a
(1)
12 0
)
here Sign a
(0)
12 = Sign a
(1)
12 .
Consider A
(λ)
2 = (1−λ)A
(0)
2 +λA
(1)
2 . It is clear that A
(λ)
2 is transversal for any λ ∈ [0, 1].
Let Vλ be the corresponding Volterra q.s.o. (see (1)). Then one has Vλ = (1− λ)V0 + λV1
and {Vλ}λ∈[0,1] ⊂ V
1
t . According to Theorem 2.5 and Remark 2.6 the set of all fixed points
of Vλ ∈ V
1
t consists of the vertices of S
1. Therefore, |Fix(Vλ)| = |Fix(V0)| = |Fix(V1)| = 2
for any λ ∈ [0, 1].
Let m = 3. Then
A
(0)
3 =
 0 a
(0)
12 a
(0)
13
−a
(0)
12 0 a
(0)
23
−a
(0)
13 −a
(0)
23 0
 , A(1)3 =
 0 a
(1)
12 a
(1)
13
−a
(1)
12 0 a
(1)
23
−a
(1)
13 −a
(1)
23 0

here Sign a
(0)
ij = Sign a
(1)
ij for i < j.
One can check that the skew-symmetrical matrix A
(λ)
3 = (1−λ)A
(0)
3 +λA
(1)
3 is transversal
for any λ ∈ [0, 1]. Therefore, the corresponding Volterra q.s.o. Vλ belongs to V
2
t and one
has Vλ = (1− λ)V0 + λV1 for any λ ∈ [0, 1].
Assume that V ∈ V2t , and its corresponding matrix be
A3 =
 0 a12 a13−a12 0 a23
−a13 −a23 0
 .
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Then one can find that if
Sign(a12) = Sign(a13) = Sign(a23),
then |Fix(V )| = 4, otherwise |Fix(V )| = 3.
Hence, if the condition of the theorem is satisfied i.e. Sign(A
(0)
3 ) = Sign(A
(1)
3 ) then from
the last we conclude that either |Fix(V0)| = |Fix(V1)| = 4 or |Fix(V0)| = |Fix(V1)| = 3.
Due to Sign(A
(λ)
3 ) = Sign(A
(0)
3 ) = Sign(A
(1)
3 ), one gets
|Fix(Vλ)| = |Fix(V0)| = |Fix(V1)|
for any λ ∈ [0, 1]. 
Corollary 3.7. If m = 2, then |V2tupslope∼| = 2 and if m = 3, then |V
3
tupslope∼| = 8
Theorem 3.8. Let m = 4. Then V0 ∼ V1 if and only if
Sign(A
(0)
4 ) = Sign(A
(1)
4 ), Sign(gp
(0)
1234) = Sign(gp
(1)
1234),
where
gp
(i)
1234 = a
(i)
12a
(i)
34 + a
(i)
14a
(i)
23 − a
(i)
13a
(i)
24 , i = 0, 1.
Proof. As before, the necessity immediately follows from Theorem 3.3. Let us prove the
sufficiency.
Let
A
(0)
4 =

0 a
(0)
12 a
(0)
13 a
(0)
14
−a
(0)
12 0 a
(0)
23 a
(0)
24
−a
(0)
13 −a
(0)
23 0 a
(0)
34
−a
(0)
14 −a
(0)
24 −a
(0)
34 0
 , A(1)4 =

0 a
(1)
12 a
(1)
13 a
(1)
14
−a
(1)
12 0 a
(1)
23 a
(1)
24
−a
(1)
13 −a
(1)
23 0 a
(1)
34
−a
(1)
14 −a
(1)
24 −a
(1)
34 0
 ;
here Sign a
(0)
ij = Sign a
(1)
ij for i < j and
Sign
(
a
(0)
12 a
(0)
34 + a
(0)
14 a
(0)
23 − a
(0)
13 a
(0)
24
)
= Sign
(
a
(1)
12 a
(1)
34 + a
(1)
14 a
(1)
23 − a
(1)
13 a
(1)
24
)
.
Let us consider the following skew-symmetric matrix A
(λ)
4 defined by
0 (1− λ)a
(0)
12 + λa
(1)
12 (1− λ)a
(0)
13 + λa
(1)
13 (1− λ)a
(0)
14 + λa
(1)
14
−
(
(1− λ)a
(0)
12 + λa
(1)
12
)
0
(1−λ)a
(0)
14 a
(0)
23 +λa
(1)
14 a
(1)
23
(1−λ)a
(0)
14 +λa
(1)
14
(1−λ)a
(0)
13 a
(0)
24 +λa
(1)
13 a
(1)
24
(1−λ)a
(0)
13 +λa
(1)
13
−
(
(1− λ)a
(0)
13 + λa
(1)
13
)
−
(1−λ)a
(0)
14 a
(0)
23 +λa
(1)
14 a
(1)
23
(1−λ)a
(0)
14 +λa
(1)
14
0
(1−λ)a
(0)
12 a
(0)
34 +λa
(1)
12 a
(1)
34
(1−λ)a
(0)
12 +λa
(1)
12
−
(
(1− λ)a
(0)
14 + λa
(1)
14
)
−
(1−λ)a
(0)
13 a
(0)
24 +λa
(1)
13 a
(1)
24
(1−λ)a
(0)
13 +λa
(1)
13
−
(1−λ)a
(0)
12 a
(0)
34 +λa
(1)
12 a
(1)
34
(1−λ)a
(0)
12 +λa
(1)
12
0

.
It is then clear that Sign(a
(λ)
ij ) = Sign(a
(0)
ij ) = Sign(a
(1)
ij ) for i < j and
Sign
(
a
(λ)
12 a
(λ)
34 + a
(λ)
14 a
(λ)
23 − a
(λ)
13 a
(λ)
24
)
= Sign
(
(1− λ)a
(0)
12 a
(0)
34 + λa
(1)
12 a
(1)
34
+(1− λ)a
(0)
14 a
(0)
23 + λa
(1)
14 a
(1)
23
−(1− λ)a
(0)
13 a
(0)
24 − λa
(1)
13 a
(1)
24
)
= Sign
(
a
(0)
12 a
(0)
34 + a
(0)
14 a
(0)
23 − a
(0)
13 a
(0)
24
)
= Sign
(
a
(1)
12 a
(1)
34 + a
(1)
14 a
(1)
23 − a
(1)
13 a
(1)
24
)
.
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for any λ ∈ [0, 1]. This implies that the corresponding Volterrian operator Vλ belongs to
V4t for any λ ∈ [0, 1].
Since m = 4 is even, then according to Remark 2.6 there is no fixed point in the interior
of the simplex S3. Thanks to Theorem 3.6 one gets
|Fix(Vλ) ∩ ∂S
3| = |Fix(V0) ∩ ∂S
3| = |Fix(V1) ∩ ∂S
3|
for any λ ∈ [0, 1]. Therefore, |Fix(Vλ)| = |Fix(V0)| = |Fix(V1)| for any λ ∈ [0, 1]. 
Corollary 3.9. If m = 4, then |V4tupslope∼| = 112.
The following theorem can be considered a reverse to Theorem 3.3.
Theorem 3.10. Let V0, V1 ∈ V
m−1
t and A
(0)
m , A
(1)
m be their the corresponding skew-
symmetric matrices. If all corresponding even order main subpffaffians of the matrices
A
(0)
m and A
(1)
m have the same sign, that is
Sign(gp
(0)
i1i2...i2k
) = Sign(gp
(1)
i1i2...i2k
), ∀i1, i2, . . . , i2k ∈ I,
then |Fix(V0)| = |Fix(V1)|.
Proof. We will prove this by the induction with respect to the dimension m of the simplex
Sm−1. For small dimensions our assumption is true (see Theorems 3.6 and 3.8). Let us
assume that the statement of the theorem is true for dimension m − 1. Now we prove it
for dimension m.
Since the restriction of any transversal Volterra q.s.o. to any face Γα of the simplex is
also transversal Volterra q.s.o. (see Theorem 2.1), then by the assumption of the induction
we get that operators V0 and V1 have the same number of fixed points in ∂S
m−1, i.e.
Fix(V0) ∩ ∂S
m−1 = Fix(V1) ∩ ∂S
m−1.
Let us show that the operators V0 and V1 have the same number of fixed points in
riSm−1.
If m is even, then due to Remark 2.6 there is no any fixed point of Volterra q.s.o. in the
interior of the simplex. Therefore, we have to prove the theorem only whenm is odd. Then
in this case, Theorem 2.5 implies that |Fix(V )∩riSm−1| ≤ 1 for any V ∈ Vm−1t . According
to Theorem 2.1 one can see that x ∈ Fix(V )∩riSm−1 if and only if x ∈ KerAm∩riS
m−1.
Due to oddness of m the determinant of Am equals to 0, but the transversality of the
operator V0 implies that the minor of order m− 1 is not zero, which means dimension of
the image Im(Am) is m−1. Hence, the equality dim(KerAm)+dim(ImAm) = m implies
that KerAm is a one dimensional space.
Now we are going to describe KerAm. Keeping in mind that detAm is zero, one finds
m∑
k=1
akiAki = detAm = 0, ∀k = 1,m, (2)
here Aki is an algebraic completion (i.e. algebraic minor) of entry aki. It is known [23]
that
Aki = (−1)
k+igpIkgpIi (3)
here as before gpIk , gpIi are pffaffians of the minorsMkk,Mii, where Ik = I\{k}, Ii = I\{i}.
It then follows from (2), (3) that
(−1)kgpIk
m∑
i=1
aki(−1)
igpIi = 0, ∀k = 1,m.
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Thanks to gpIk 6= 0, one finds
m∑
i=1
aki(−1)
igpIi = 0, ∀k = 1,m. (4)
This means that for an element defined by
x0 =
(
−gpI1 , gpI2 , . . . , (−1)
igpIi , . . . (−1)
mgpIm
)
one has Am(x0) = 0, i.e. x0 ∈ KerAm. The one-dimensionality of Am implies that
KerAm = {λx0 : λ ∈ R}. This means that there is an interior fixed point for the Volterra
operator V0 if and only if
Sign(−1)1gpI1 = Sign(−1)
2gpI2 = · · · = Sign(−1)
ipIi = · · · = Sign(−1)
mgpIm
and that fixed point is given by
x =
1
GP
x0, (5)
where
GP =
m∑
i=1
(−1)kgpIi .
Now if the condition of the theorem is satisfied, then from (5) one concludes that
|Fix(V0) ∩ riS
m−1| = |Fix(V1) ∩ riS
m−1|.
Consequently, one gets |Fix(V0)| = |Fix(V0)|. This completes the proof. 
According to Theorem 2.1 the set of all Volterra q.s.o. geometrically forms a
(
m(m−1)
2
)
-
dimensional cube Vm−1 in R
m(m−1)
2 . Now let us consider the following manifolds{
V ∈ Vm−1 : gpi1i2...i2k(V ) = 0, ∃i1, i2, . . . , i2k ∈ I
}
.
These manifolds divide the cube into several connected components.
From Theorems 3.3 and 3.10 one can prove the following
Theorem 3.11. Two Volterra q.s.o. V0 and V1 (V0, V1 ∈ V
m−1
t ) are homotopic if and
only if the operators V0 and V1 belong to only one connected component of the cube.
Proof. ’If’ part of the proof immediately follows from Theorem 3.3. Therefore, let us prove
’only if’ part.
Let us assume that V0 and V1 belong to the same connected component. Then from
the definition of component one can conclude that such operators can be connected by
a continuous path {Vλ} ∈ V
m−1
t located in that component. On the other hand, we see
that the corresponding all main subpffaffians of all operators Vλ have the same signs. So,
thanks Theorem 3.10 one finds that |Fix(Vλ)| = |Fix(V0)| = |Fix(V1)| which implies that
V0 ∼ V1. 
Remark 3.12. Note that in small dimensions (m ≤ 4) the necessity condition for homo-
topy of Volterra q.s.o. is sufficient as well.
Corollary 3.13. If V0 ∼ V1, then for any face Γα of the simplex S
m−1 one has V0 |Γα∼
V1 |Γα .
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Proof. Let I \ Γα = {i1, i2, . . . , ik}. According to Theorem 2.1 the restriction of Vorterra
q.s.o. V to Γα, i.e. Vα : Γα → Γα is also Volterra q.s.o., therefore, the corresponding the
skew-symmetrical matrix Aα to V |Γα is a matrix which can be obtained from the matrix
Am by eliminating the rows {i1, i2, . . . , im} and the columns {i1, i2, . . . , im}. Now if V0 ∼
V1, then from Theorem 3.11 it follows that the operators V0, V1 lie on the same connected
component. From the definition of the subpffaffinas one concludes that the operators
V0 |Γα , V1 |Γα also belong to the same connected component, hence again Theorem 3.11
implies that V0 |Γα , V1 |Γα are homotopic. 
Corollary 3.14. Let V0 ∼ V1. Then for any face Γα of the simplex S
m−1 one has
(i) |Fix(V0) ∩ Γα| = |Fix(V1) ∩ Γα|.
(ii) |Fix(V0) ∩ riΓα| = |Fix(V1) ∩ riΓα|.
Proof. (i). Corollary 3.13 yields that V0 |Γα∼ V1 |Γα for any α ⊂ I, therefore, |Fix(V0) ∩
Γα| = |Fix(V0) ∩ Γα|.
(ii) Now suppose that α = {i1, i2, . . . , ik}. One can see that
∂Γα =
k⋃
n=1
Γαin , (6)
here αin = α \ {in}. From (i) one finds that |Fix(V0) ∩ Γαin | = |Fix(V0) ∩ Γαin | for
any n = 1, k, hence from (6) we get |Fix(V0) ∩ ∂Γα| = |Fix(V0) ∩ ∂Γα|, which implies
|Fix(V0) ∩ riΓα| = |Fix(V0) ∩ riΓα|. 
Remark 3.15. The proved corollaries imply that equivalent Volterra q.s.o. have the same
number of fixed points on every face and its interior as well. Due to this facts one can
ask: are there homotopic extensions of a given Volterra q.s.o. on a face to whole simplex?
Next we are going to study this question.
Let α ⊂ I, and V0 : Γα → Γα be a transitive Volterra q.s.o. on a face Γα. Denote
FV0(α) = {V ∈ V
m−1
t : V |Γα∼ V0}. (7)
Remark 3.16. From the definition of FV0 it follows for any V1, V2 ∈ FV0(α) one has
V1 |Γα∼ V2 |Γα .
Since Γα is a (|α| − 1)-dimensional simplex, so Corollary 3.13 implies that
Lemma 3.17. For any α, β ⊂ I one has
β ⊂ α ⇒ FV0(α) ⊂ FV0(β).
In particular, ∀α ⊂ I one gets
FV0(I) ⊂ FV0(α).
Let
Vm−1t /∼ = {V1, . . . ,Vr}. (8)
Then from (7) and (8) one can see that for any V0 ∈ V
m−1
t there exits i ∈ {1, 2, . . . , r}
such that
FV0(I) = Vi.
Therefore, we are interested when |α| ≤ n − 1. In this case, it is clear that any Volterra
q.s.o. given on Γα can be extended to a transversal Volterra q.s.o. defined on the simplex
Sm−1. Note that such an extension is not unique.
In what follows we shall assume that a Volterra q.s.o. V0 is defined on the whole simplex
Sm−1, i.e. V0 ∈ V
m−1
t .
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Theorem 3.18. Let |α| ≤ n− 1. Then there are i, j ∈ {1, 2, . . . , r}, i 6= j such that
FV0 ∩ Vi 6= ∅, FV0 ∩ Vj 6= ∅
Proof. Due to V0 ∈ V
m−1
t /∼ there is i ∈ {1, 2, . . . , r} such that V0 ∈ Vi. As before, by A
0
m
we denote the corresponding skew-symmetric matrix. From |α| ≤ n− 1 we have I \α 6= ∅.
Let p0 ∈ I \ α, q0 ∈ I. Then a
0
p0q0
is not an element of A0α = A
0
m |Γα . Without loss of
generality we may assume that a0p0q0 > 0. Now we are going to construct a skew-symmetric
matrix A1m = (a
1
ij)
m
i,j=1 as follows: if i, j /∈ {p0, q0}, then we put a
1
ij = a
0
ij . We choose
a1p0q0 from the segment [−1, 0) (Note that a
0
q0p0
∈ (0, 1]) such that all pffaffians of the
matrix A1m is not zero. The existence of such a number comes from that fact that each
pffaffian is a polynomial with respect to a1p0q0 (since all the rest elements are defined),
therefore, its zeros are finite, and such paffaffians are finite as well. So, all pffaffians
are not zero except for finite numbers of [−1, 0). According to the construction A1m is a
skew -symmetric, hence the corresponding Volterra q.s.o. V1 is transversal, and moreover,
A1m |Γα= A
0
m |Γα, i.e. V1 |Γα∼ V0 |Γα . But V1 and V0 are not homotopic, since a
1
p0q0
and
a0p0q0 have different sighs, this means that the second order pffaffians have different sighs
too (see Theorem 3.3). Let Vj be a set of Volttera operators which are equivalent to V1.
Then the construction shows that i 6= j. 
Corollary 3.19. Note also that if |α| ≤ n− 1, then
(i) FV0(α) is not a subset of any Vi (here i ∈ {1, 2, . . . , r});
(ii) FV0(α) is not a linearly connected set.
Remark 3.20. From the proved Theorem 3.18 we conclude that any transversal Volterra
operator given on a face has not a unique homotopic extension.
It is clear that
FV0(α) =
r⋃
i=1
(
FV0(α)
⋂
Vi
)
.
Theorem 3.21. If there is some i ∈ {1, 2, . . . , r} such that FV0(α)
⋂
Vi is not empty, then
it is linearly connected.
Proof. Let assume that FV0(α)
⋂
Vi is not empty for some i ∈ {1, 2, . . . , r}. Then take two
elements V1, V2 ∈ FV0(α)
⋂
Vi. Now we are going to show such element can be connected
with a path lying in FV0(α)
⋂
Vi. Taking into account that V1, V2 ∈ Vi and Theorem 3.11
we find that there is a path {Vλ}λ∈[1,2] ⊂ Vi connecting them. For any λ ∈ [1, 2] one has
Vλ ∼ V1, hence Vλ |Γα∼ V1 |Γα . From V1 |Γα∼ V0 |Γα we obtain Vλ |Γα∼ V0 |Γα , this means
that {Vλ}λ∈[1,2] ⊂ FV0(α). Therefore, FV0(α)
⋂
Vi is linearly connected. 
Corollary 3.22. For any α ⊂ I one has
FV0(α)/∼ =
{
FV0(α)
⋂
Vi
}r
i=1
,
here for some i the set FV0(α)
⋂
Vi can be empty. Therefore,
|FV0(α)/∼| ≤ r.
In particular, the equality occurs when |α| = 1, i.e.
FV0(α)/∼ =
{
Vi
}r
i=1
= Vm−1t /∼.
From Theorem 3.18 we conclude that if two Volterra operators are homotopic on a face,
then there need not be homotopic on the simplex Sm−1. But one arises the following
problem.
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Problem 3.23. How many faces need, on which two Volterra operators are homotopic,
to be homotopic of such operators on the simplex Sm−1?
Now we are going to show that the formulated problem has negative solution when m
is even.
Example. Consider a case when m = 4, then According Theorem 3.8 we know that
two Volterra q.s.o. are homotopic iff the signature of corresponding matrices are the same
and moreover, pfaffians of their determinants have the same sign. Let us consider two
transversal Volttera q.s.o. corresponding to the following matrices
A
(1)
4 =

0 1 1 1
−1 0 1 1
−1 −1 0 1
−1 −1 −1 0
 , A(2)4 =

0 12 1
1
2
−12 0
1
2 1
−1 −12 0
1
2
−12 −1 −
1
2 0
 .
Then one can check that the operators V1 and V2 are homotopic on any proper face of
the simplex S3(see Theorem 3.6). Since the pffaffians corresponding to determinants of
the matrices A
(1)
4 and A
(2)
4 are 1 and −
1
2 , respectively, therefore due to Theorem 3.8 we
conclude that they are not homotopic on the whole simplex S3.
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