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Abstract
The problem of image-based localization is the problem of accurately determining the
position and orientation from which a novel photo was taken relative to a 3D representa-
tion of the scene. It is encountered in many interesting applications such as pedestrian
or robot navigation, Augmented Reality, or Structure-from-Motion, creating a strong
need for algorithms solving the image-based localization problem. In this thesis, we
therefore present solutions to this problem that are both effective and efficient, i.e.,
we propose methods that can localize novel query images taken under a wide range of
viewing conditions while requiring only a small amount of processing time.
We assume that the 3D scene representation is obtained by using Structure-from-
Motion techniques to reconstruct the environment from a set of photos. As a result,
we can associate each 3D point with multiple image descriptors modeling the local
appearance of the scene around this point. We can then obtain 2D-3D correspondences
between 2D feature points in the query image and 3D scene points in the model by
solving a descriptor matching problem. These 2D-3D matches can in turn be used to
estimate the camera position of the query image, i.e., the position and orientation from
which it was taken. The main difficulty of descriptor matching lies in the sheer size of
the problem, since our models contain millions of 3D points while thousands of features
are found in our query images. As a major contribution, we show that the resulting
descriptor matching problem can still be solved very efficiently using prioritized search.
We propose a prioritization scheme that is easy to implement, yet can be expected to
perform close to optimal in practice. By combining our prioritization with a novel active
search step that is able to discover additional matches, we are able to derive an image-
based localization approach that achieves or surpasses state-of-the-art effectiveness while
offering the fastest run-times published so far.
Analyzing such direct matching methods, we demonstrate that their major advan-
tage, namely their ability to identify a set of high-quality matches, also prevents their
scalability to larger datasets. Consequently, we also consider image retrieval methods
for image-based localization since they are inherently more scalable. As a second major
contribution, we identify the algorithmic factors preventing image retrieval methods to
achieve the same effectiveness as our original system and propose a modification that is
able to close the gap in effectiveness without sacrificing scalability.
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Zusammenfassung
Das Ziel von bildbasierten Lokalisierungsverfahren ist es, fu¨r ein gegebenes Fotos die
Position und Ausrichtung der dazugeho¨rigen Kamera relativ zu einem 3D Szenenmodel
zu bestimmen. Das entsprechende Problem der bildbasierten Lokalisierung findet dabei
viele praktische Anwendungen, wie z.B. Fußga¨ngernavigation, Augmented Reality und
Structure-from-Motion. In dieser Arbeit stellen wir effektive und effiziente Ansa¨tze zur
Lo¨sung dieses Problems vor, d.h., wir pra¨sentieren Verfahren welche die Position und
Orientierung der Kamera fu¨r eine große Bandbreite von Blickpunkten und Beleuchtungs-
bedingungen in kurzer Zeit berechnen ko¨nnen.
Im folgenden gehen wir davon aus, dass das 3D Szenenmodell durch eine Structure-
from-Motion Rekonstruktion der Umgebung aus einer Menge von Bilder erzeugt wurde.
Dies erlaubt es uns jedem 3D Punkt mehrere Featuredeskriptoren zuzuweisen, welche das
Aussehen der Szene um diesen Punkt herum beschreiben. Folglich ko¨nnen wir 2D-3D
Korrespondenzen zwischen Featurepunkten im Anfragebild und 3D Punkten im Mod-
ell mit Hilfe der dazugeho¨rigen Deskriptoren bestimmen. Diese Korrespondenzen er-
lauben es uns wiederum die Position und Ausrichtung der Anfragekamera zu berechnen.
Die Hauptschwierigkeit beim Deskriptorenvergleich liegt dabei in der Gro¨ße des be-
trachteten Problems da unsere Szenenmodelle mehrere Millionen 3D Punkte enthalten
wa¨hrend tausende von Featuren in den Anfragebildern gefunden werden. Als ein Haupt-
beitrag dieser Arbeit zeigen wir, dass selbst solche großen Vergleichsprobleme immer
noch effizient mittels prioritisierten Suchverfahren gelo¨st werden ko¨nnen. Wir stellen
dabei ein einfach umzusetzendes Prioritisierungsverfahren vor, welches in der Praxis
trotzdem eine nahezu optimale Lo¨sung darstellt. Wir verbinden dabei unsere Priori-
tisierungsstrategie mit einem neuen Ansatz der aktiv nach weiteren Korrespondenzen
sucht. Das resultierende Verfahren zur bildbasierten Lokalisierung erreicht dabei die
schnellsten Laufzeiten die bisher vero¨ffentlicht wurden wa¨hrend es andere Verfahren in
Effektivita¨t erreicht oder sogar u¨bertrifft.
Wir zeigen außerdem, dass die große Sta¨rke dieser Klasse von Verfahren, ihre Fa¨higkeit
qualitativ hochwertige Korrespondenzen zu finden, gleichzeitig deren Anwendbarkeit auf
beliebig große Datensa¨tze verhindert. Im letzten Teil der Arbeit bescha¨ftigen wir uns
daher mit besser skalierenden Ansa¨tzen und zeigen wie diese Skalierbarkeit mit Effizienz
und Effektivita¨t in Einklang gebracht werden kann.
iii
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1. Introduction
Users of modern smartphones are able to quickly determine their current position and
orientation using the different sensors embedded in their devices, which enables them to
interact with location-based services. For example, a user can learn about nearby places
of interest such as touristic landmarks, local attractions, or shopping opportunities by
simply looking at a digital map displaying his position and the places of interest. Yet, the
camera that is integrated into every modern smartphone could be used to enable a much
more powerful way to acquire such location-based information: A future smartphone user
could simply take a picture of the object or landmark of interest and receive information
on the content of the image, directly superimposed over the photo. For example, a
tourist taking a photo of the western entrance of Notre Dame Cathedral could obtain
the names of and details about the sculptures carved into the doorways, e.g ., in the form
of web links to Wikipedia pages, by sending an image to a localization server, which then
returns the relevant information about the scene.
In order to overlay information onto a photo in a perspectively correct way, the position
and orientation of the camera relative to the object of interest needs to be known.
Since the accuracy provided by the combination of GPS or WiFi localization and a
digital compass is not sufficient for Augmented Reality applications such as the tourist
information system outlined above, we have to use the information provided by the
image itself to obtain a more precise estimate. In this thesis, we therefore consider the
image-based localization problem: Given a photo and a representation of the scene of
interest, we seek to determine the position and orientation of the camera, i.e., its pose.
This problem is encountered in many interesting Computer Vision tasks. For example, it
is a fundamental step for visual navigation aides for pedestrians, robots, and cars, while
Structure-from-Motion systems require estimates of the camera poses to reconstruct the
3D structure of a scene from a set of overlapping photos. Furthermore, recognizing the
current location and determining the current position and orientation yields powerful
cues for higher level tasks such as scene understanding or semantic object annotation.
In order to compute the camera pose, we need to establish correspondences between
2D pixel positions in the image and structures in the scene. Consequently, we use a visual
scene representation, i.e., we extract information about the environment directly from
a set of images capturing the appearance of the scene from different viewpoints, since
1
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this approach enables us to directly compare the novel image and the place or object
of interest. Consequently, there are two choices for computing the camera pose: We
can either determine its position and orientation relative to another image depicting the
same object or structure or we can directly estimate its absolute pose in the coordinate
frame of the scene. Naturally, the pose estimation strategy depends on the type of scene
representation that is available.
In the case that we are given a database of photos, each of which is annotated with
a (precise) position and orientation, we prefer to compute the relative camera pose of
the novel image. We first determine the database pictures most similar to the query
image, which can be done extremely efficiently using image retrieval techniques. We
then establish 2D-2D correspondences between 2D pixel coordinates in the query image
and 2D coordinates in the retrieved photos which depict the same 3D point in the
scene. Given such matches, we can estimate the position and orientation of the query
camera relative to the database image and use the known pose of the latter to obtain the
camera pose of the query image in the scene. The 2D-2D matches required to compute
the relative pose can be established using local features found in both images, where each
feature represents a salient point in its image. Two features can then be compared via
feature descriptors encoding information about the local image regions surrounding the
keypoints and the result of that comparison yields the desired matches. In the following,
we will refer to this approach as image matching.
The advantage of image-based localization approaches using image matching is that
large photo databases can easily be built from pictures found on photo sharing websites
such as Flickr or Panoramio. At the same time, maintaining and expanding the image-
based scene representation is also rather simple. However, the precision of the obtained
camera pose estimate strongly depends on the accuracy of the positions of the database
images. One approach to acquire precise pose estimates for the database images is to use
Structure-from-Motion techniques. Given the relative poses between pairs of database
photos, Structure-from-Motion methods simultaneously recover the 3D structure of the
scene and compute the absolute camera poses of the database images. The result of
this process is a 3D point cloud of the environment, where every point corresponds to
multiple local features in the database pictures. Consequently, we can associate every
3D point with its corresponding feature descriptors, which allows us to establish 2D-3D
correspondences between features in the query image and the scene points. Based on
these matches, we can directly estimate the absolute camera pose of the query image.
Besides allowing us to precisely estimate the position and orientation of the query
image, 3D models obtained from Structure-from-Motion (SfM) offer a richer represen-
tation of the scene than the images alone as they contain information about both the
local appearance of the scene in the form of descriptors and information about the 3D
2
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structure of the environment. In addition, the 3D point clouds also offer a more compact
representation than the original images due to the fact that not all local features found
in the database photos have corresponding scene points. In this thesis, we therefore
consider solutions to the image-based localization problem that use 3D point clouds to
model the environment.
While the methods presented in this thesis can also be used for indoor localization, we
mainly focus on large-scale scenes reconstructed from thousands of images, resulting in
3D models containing millions of points. Since image-based localization is only a single
step in a larger processing pipeline for many applications, this thesis aims at developing
efficient methods that can easily handle such large point clouds. At the same time,
our approaches also have to be as effective and accurate as possible, i.e., they should
be able to precisely determine the camera poses for query images taken from a large
variety of viewpoints under changing illumination conditions. As a last criterion, we
also want our localization methods to be scalable, i.e., increasing the size of the models
should not decrease the effectiveness and accuracy of our solutions while having only
a slight impact on their efficiency. In the following, we will therefore propose different
image-based localization approaches and use them to explore the trade-off between these
(partially conflicting) requirements through rigorous experiments.
The remainder of this chapter is structured as follows. In the next section, we in-
troduce the two types of solutions to the image-based localization problem that are
considered in this thesis. Sec. 1.2 discusses existing image-based localization approaches
and their relation to the methods derived in this thesis. Sec. 1.3 then lists the contribu-
tions of this thesis and outlines its structure.
1.1. Solving the Image-Based Localization Problem
In order to solve the image-based localization problem, we need to estimate the camera
pose of a given query image using a 3D model describing the structure of the envi-
ronment. As outlined above, we can compute the pose from 2D-3D correspondences
between 2D image features and 3D scene points. Since both features and points are
associated with descriptors encoding their local appearance, establishing the 2D-3D
correspondences results in a descriptor matching problem that is solved using nearest
neighbor search. Notice that the feature descriptors are represented as high-dimensional
vectors. Consequently, we have to use approximate nearest neighbor search since the
curse of dimensionality prevents search methods to find the exact nearest neighbors in
sub-linear time for high-dimensional spaces. Finding correct correspondences is com-
plicated even further by the sheer size of the descriptor matching problem since the
3
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3D models considered in this thesis contain millions of points and descriptors while
nearly ten thousand features are found in our query images. Yet, modern Structure-
from-Motion approaches are able to reconstruct large scenes from thousands of images
[ASS∗09, COSH11, FGG∗10, SPF10], thus creating a strong need for image-based local-
ization approaches to solve the resulting descriptor matching problem efficiently.
Essentially, there are two different approaches for establishing 2D-3D correspondences.
The first is to directly compare the descriptors of the 2D image features and the 3D scene
points, resulting in direct matching approaches that rely solely on the discriminative
power of the individual descriptors. The second approach first determines a set of scene
points likely to be seen in the query image and restricts the descriptor matching problem
to this selected subset. Instead of considering each feature or point individually, indirect
matching methods, e.g ., image retrieval techniques, thereby aggregate the appearance
information of multiple descriptors in order to determine a suitable subset more effi-
ciently. Indirect matching approaches thus avoid the costs associated with solving a
large correspondence search problem between millions of points and thousands of image
features. While the main challenge for direct matching methods is to solve the matching
problem efficiently, indirect methods need to find a trade-off between retrieving relevant
parts of the scene efficiently and the risk of selecting irrelevant subsets of points.
Fig. 1.1 illustrates the resulting image-based localization pipelines for both approaches.
In the following, we discuss the individual advantages and disadvantages of direct and
indirect matching. We then consider the problem of robustly estimating the camera pose
from the correspondences found by either method.
Direct matching. Using direct matching, we are given the choice of performing
nearest neighbor search either for the 2D features (2D-to-3D matching) or for the 3D
points (3D-to-2D matching). 2D-to-3D search thereby computes 2D-3D correspondences
on a global scale by considering all points in the model as potential nearest neighbors for
a given query feature. Using the so-called SIFT ratio test [Low04], we are able to detect if
multiple scene points have descriptors similar to the query feature and reject the resulting
matches as too ambiguous. While this approach reduces the number of false positive
matches, it also has a rather high chance of rejecting correct matches, for example in the
case that architectural details are repeated over multiple building facades. In contrast,
3D-to-2D matching solves a local nearest neighbor search problem as a 3D point only
needs to have a distinct neighbor in the image in order to pass the ambiguity test. This
results in a more permissive matching approach that is more likely to accept wrong
matches than 2D-to-3D search since it is prone to accept correspondences for entire sets
of points with similar descriptors [LSH10], e.g ., points found on repetitive structures in
the scene. Since there are multiple orders of magnitude more points in the 3D model than
2D features contained in a query image, matching a single 3D point against an image is
4
1.1. Solving the Image-Based Localization Problem
	



	








	


	

	

	
		




 











 
 !!


!"
#



!"
#



	

	


Figure 1.1.: General outline of image-based localization approaches using (top) direct
matching and (bottom) indirect matching, respectively. Direct matching uses the de-
scriptors of the 2D features and 3D points to directly establish the 2D-3D correspon-
dences required for pose estimation. In contrast, indirect matching subdivides the scene
into (overlapping) clusters and first identifies those clusters related to the query image
before proceeding with feature matching and pose estimation. We visualize the 2D-3D
correspondences as lines connecting the camera position and the scene points.
inherently more efficient than matching a 2D feature against the 3D model. However,
special care has to be taken to avoid matching all 3D points against the image and to
prevent finding too many incorrect correspondences. One important result presented in
this thesis is that 2D-to-3D search offers a better localization effectiveness than 3D-to-
2D search due to its ability to find correspondences of a higher quality (cf . Chap. 5).
Using our prioritization strategy for 2D-to-3D search, we are even able to achieve faster
localization times than approaches based on 3D-to-2D matching. However, we will also
show that state-of-the-art effectiveness can only be achieved by combining both matching
directions, enabling us to profit from the complementary properties outlined above (cf .
Chap. 6) and increasing the scalability of the resulting methods (cf . Chap. 7)
Indirect matching. The database images used to construct the 3D model offer a
discrete approximation to the set of all possible viewpoints in the scene. As such, we
can partition the model into overlapping parts, each of which contains all points visible
together in one of the database images. The resulting localization approach, proposed
by Irschara et al ., thus first identifies database photos taken from viewpoints similar to
the query image using an efficient image retrieval method [IZFB09]. In a second step, it
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obtains 2D-3D correspondences by matching the 3D points observed in the corresponding
database images against the 2D query features. One main advantage of this method is
that keeping the storage-intensive feature descriptors found in the database images in
memory is not required for the initial retrieval step. Consequently, indirect matching
approaches are inherently better scalable than direct matching methods since the latter
need to keep the descriptors in memory at all time. However, the fact that the image
retrieval step does not require the SIFT ratio test to determine visually similar database
images is of an even larger importance. With increasing model size, the individual
point descriptors become less and less distinctive individually, increasing the chance
that the ratio test employed by 2D-to-3D search rejects too many correct matches as
too ambiguous to allow pose estimation. At the same time, models containing more
and more 3D points with similar descriptors increase the false positive matching rate of
3D-to-2D search to a level that does not allow efficient localization anymore. Yet, this
decrease in the discriminative power of the individual descriptors has a smaller impact
on image retrieval. As we will demonstrate in Part III, this property is crucial for truly
scalable localization approaches. However, indirect matching approaches also have some
disadvantages compared to direct search methods. First of all, the query image has to
share enough visual overlap with the retrieved database photos in order to yield enough
2D-3D matches to facilitate camera pose estimation, a restriction that does not apply to
direct matching. Secondly, the retrieval stage of indirect matching can be prone to select
irrelevant database images instead of photos depicting the same part of the scene as the
query image. This is confirmed by the experimental results presented in Part II, which
will show that direct matching achieves a significantly better localization effectiveness
than indirect methods. As one main contribution of this thesis, we identify the reasons
for this difference in effectiveness and show how to improve indirect search approaches
to achieve state-of-the-art results.
Camera pose estimation. Although most wrong correspondences can be rejected
using the SIFT ratio test, we cannot avoid incorrect matches completely. Thus, image-
based localization methods employ robust estimation techniques to ensure that the com-
puted camera pose is unaffected by these outlier matches. The estimation technique most
commonly used is the RANdom SAmple Consensus (RANSAC) algorithm by Fischler
and Bolles [FB81]. RANSAC iteratively generates a camera pose hypothesis from a
subset of all matches, which is verified using all correspondences. The pose consistent
with the largest number of matches is then chosen as the best estimate. In order to
avoid testing all possible subsets of a fixed size, RANSAC randomly selects the corre-
spondences and terminates the estimation process if the probability of missing a better
pose is below a predefined threshold. The number of samples required to achieve a given
confidence level grows exponentially in the percentage of wrong matches. As a result,
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we need to find a balance between the efficient computation of 2D-3D correspondences
and the false positive matching rate in order to avoid spending too much time on pose
estimation. We will explore this trade-off for different matching strategies in later parts
of this thesis.
1.2. Related Work
In this section, we review image-based localization approaches related to the methods
presented in this paper. We categorize previously published work based on the under-
lying scene representation, i.e., by whether the methods rely on a database of images
or use a 3D model of the scene. Notice that we restrict the discussion to approaches
directly solving the image-based localization problem. Related work concerning descrip-
tor matching (Chap. 3), camera pose estimation and RANSAC (Chap. 4), and image
retrieval (Chap. 8) will be reviewed in the corresponding chapters.
Image databases. Traditionally, image-based localization has been cast as an image
retrieval problem since image databases are easy to build and maintain while previous
Structure-from-Motion systems were not yet powerful enough to reconstruct large-scale
scenes [RC04, ZK06, SBS07, HE08, AKTS10, ZS10, CBK∗11, TSP11]. One of the ear-
liest image-based localization approaches using an image database has been proposed
by Robertson & Cipolla [RC04]. They represent the scene by a set of rectified photos
depicting building facades, which are manually registered onto a 2D map. Rectifying
the query image and matching it against all database photos then enables their method
to precisely estimate the 2D position and orientation of a new query image. In contrast
to the simple features employed by Robertson & Cipolla, Zhang & Kosecka rely on the
more viewpoint-invariant SIFT features [Low04] to robustly match the query against all
database images [ZK06]. The position of the camera is then computed relative to the
two most similar database images and the known GPS coordinates of the scene photos
are used to obtain the absolute position of the query image. While the two approaches
from [RC04, ZK06] still match the query against each database photo, Schindler et al .
and Knopp et al . employ modern image retrieval techniques [SZ03, NS06, PCI∗07] to
find relevant database images more efficiently [SBS07, KSP10]. In order to improve the
retrieval performance, Schindler et al . use only the most informative features that offer
the most characteristic representation of the different locations in the environment in
order to train the search structures required for retrieval [SBS07]. In contrast, Knopp
et al . keep most of the features while detecting and remove confusing features from the
database images to obtain a more complete scene representation for place recognition,
where features are considered as confusing if they are found in spatially unrelated parts
7
1. Introduction
of the scene [KSP10]. Cummins and Newman split the scene into a set of discrete loca-
tions and represent each part using multiple images [CN08]. They then use statistical
models about the co-occurrences of certain features to distinguish between the different
locations. While the approaches discussed so far use databases consisting of tens of thou-
sands of photos, Avrithis et al . and Chen et al . consider databases containing 1 million
or more images [AKTS10, CBK∗11]. In order to increase the efficiency and effectiveness
of their image retrieval-based system, Avrithis et al . merge related images into so-called
scene maps to obtain a richer model of the scene [AKTS10]. Each scene map is obtained
by projecting the features of the individual images into a common coordinate system.
Chen et al . split their database into normal perspective images and fronto-parallel views
of building facades, perform image retrieval on both sets independently, and then merge
the resulting rankings to improve the effectiveness of their system [CBK∗11]. This al-
lows their approach to localize more images than when considering each database alone.
Furthermore, they demonstrate that histogram equalization and upright feature descrip-
tors, together with GPS priors, can be used to improve the retrieval performance. Using
a database containing more than 6 million images, Hays & Efros solve a planet-scale
localization problem [HE08]. Instead of determining a discrete location, they model the
position of the query image by a probability distribution of places all over the world.
In contrast to the other approaches discussed above, Zamir & Shah perform direct
matching to determine the position of the query image using a database of GPS-
annotated photos [ZS10]. For every SIFT feature in the query image, they find the
nearest neighboring descriptors from the database images. Each neighbor that passes a
modified SIFT ratio test [Low04] then votes for the location of its corresponding scene
photo. Their approach applies a smoothing filter that distributes the votes over a small
spatial neighborhood to obtain more accurate position estimates and uses the position
with the largest accumulated vote to determine the location of the query image.
3D scene representations. In case that the scene is not known, simultaneous local-
ization and mapping (SLAM) approaches are able to concurrently build a 3D model of
the scene and estimate the camera pose relative to it [ED06, DRMS07]. However, due
to the computational effort required to extend this 3D model to larger environments,
SLAM approaches are limited to smaller scenes. While parallel tracking and mapping
methods can alleviate this problem by performing the reconstruction in a separate thread
[CKM08, KM07], such approaches are still not suited for the large scale scenarios con-
sidered in this thesis. Since we focus on an urban localization scenario in static scenes,
we therefore use Structure-from-Motion techniques [SSS06, SSS08a] to reconstruct the
scene model offline. Consequently, we are able to consider much larger scenes.
As mentioned above, Irschara et al . employ an image retrieval approach to first de-
termine database images similar to the query before obtaining 2D-3D correspondences
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by matching the query features against the 3D points observed in the retrieved photos
[IZFB09]. In order to enable localization from a wide range of viewpoints, Irschara et al .
generate synthetic views of the scene by projecting 3D points and their descriptors into
virtual cameras placed on the ground plane. Selecting only a subset of the synthetic and
real database images increases the efficiency of the retrieval process. Utilizing the GPU
to accelerate feature extraction and matching, their approach is able to run in real-time
on a modern PC. Wendel et al . sample virtual camera positions in full 3D in order to
enable image-based localization for micro aerial vehicles (MAVs) [WIB11]. Arth et al .
propose an indirect matching approach that achieves real-time performance on a mobile
phone [AWK∗09]. However, their approach is limited to small scenes that fit into the
memory of such a mobile device. Lim et al . enable real-time localization for MAVs in
slightly larger scenes than [AWK∗09] by tracking feature positions over multiple video
frames while avoiding more expensive 2D-to-3D matching as much as possible [LSCU12].
With the exception of [LSCU12], all other approaches discussed above try to find as
many 2D-3D correspondences as possible. In contrast, Li et al . exploit the fact that a
subset of all possible matches is usually enough to reliably estimate the camera pose
[LSH10]. They therefore propose a prioritized 3D-to-2D matching scheme that termi-
nates the correspondence search as soon as enough matches are found. After establishing
a new correspondence, the priorities of all 3D points visible together with the match-
ing point in at least one database image are increased. Starting from a set of points
likely to be visible in the query image and using only a subset of all scene points, their
matching approach quickly converges to the area relevant to the query image. Follow-
ing a similar idea, Choudhary & Narayanan use the co-visibility information for the
3D points obtained from the SfM reconstruction to estimate the conditional probability
that a certain 3D point can be observed in the query image given the already established
matches [CN12]. Starting with a single initial correspondence computed via 2D-to-3D
search, these conditional probabilities are then utilized to guide 3D-to-2D matching.
Alcantarilla et al . learn a similarity metric between camera poses using image appear-
ance information and pose priors [ANBD11]. By using this metric to compare the query
against the database images, Alcantarilla et al . are able to predict the visibility of scene
points without requiring correspondence search. However, their approach requires a
rather accurate estimate of the camera pose to work effectively.
Li et al . consider the image-based localization problem of avoiding to reject too many
correct 2D-3D matches through the SIFT ratio test for very large scenes [LSHF12]. As
we will show in Chap. 7, finding enough high quality matches to allow pose estimation
becomes harder as the size of the 3D models grows. In order to allow a higher ratio
test threshold, Li et al . therefore modify RANSAC’s sampling scheme to incorporate
co-visibility information from the reconstruction process, allowing them to handle larger
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percentages of wrong matches. Similar to our active search step discussed in Chap. 6,
they also use 3D-to-2D matching to recover correspondences lost to 2D-to-3D search.
While other localization methods rely on 3D models reconstructed using SfM, Baatz
et al . automatize and generalize the approach from Robertson & Cipolla [RC04] to allow
the estimation of the full camera pose [BKC∗10, BKC∗12]. They map database images
annotated with precise pose information onto piecewise planar 3D models obtained by
extruding building outlines. Consequently, they are able to generate fronto-parallel
views of the facades. Using vanishing points to also rectify the query images results
in a significant simplification of the pose estimation process and enables the use of less
invariant and thus more discriminative descriptors.
The image-based localization approaches most similar to the ones presented in this
thesis are [CN12, IZFB09, LSH10, LSHF12]. Since we compare the performance of our
approaches against their published results, we will discuss them in more detail in the
relevant chapters.
1.3. Contributions & Overview
The remainder of this thesis is subdivided into three parts. The first part is dedicated
to descriptor matching and RANSAC-based camera pose estimation. In the second
part, we introduce two direct search methods for image-based localization employing a
quantized matching approach to accelerate the search through prioritization. In the last
part, we consider the problem of scaling both direct and indirect matching methods for
image-based localization to even larger datasets. In the following, we give an overview
over the individual chapters and point out their detailed contributions.
Part I, consisting of Chapters 3 & 4, serves as an introduction to the descriptor
matching and robust pose estimation techniques on which we later on build our image-
based localization methods. Chap. 3 reviews important aspects about nearest neighbor
search in high-dimensional spaces as well as common spatial subdivision schemes used
to accelerate the search. One focus of this chapter is on quantized matching, which
subdivides the search space using a visual vocabulary and restricts the nearest neighbor
search to a single cell. Quantized search later forms the basis for all our localization
approaches as it allows us to prioritize both 2D-to-3D and 3D-to-2D matching. We
discuss the complementary advantages of search in both directions and explain how to
adapt the SIFT ratio test to account for the fact that each 3D point is represented by
multiple image descriptors. This discussion will later be used to derive the localization
method presented in Chap. 6. In the beginning of Chap. 4, we give an introduction to the
problem of camera pose estimation from n 2D-3D correspondences, known as the n-point
absolute pose problem (pnp), and review different pose solvers. Since RANSAC-based
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spatial verification plays an important role in many Computer Vision applications, the
main contribution of this chapter is the derivation and evaluation of a spatial consistency
check (SCC ) that is able to efficiently detect and remove wrong matches based on
information about surrounding correspondences [SLK09]. While easy to integrate into
existing RANSAC implementations, using the SCC allows us to achieve comparable run-
times to one of the currently fastest RANSAC variants, PROSAC [CM05], while being
more stable to noise and degenerate configurations. As a secondary contribution, we
provide a detailed review of existing RANSAC variations and their respective properties.
Part II, consisting of Chapters 5 & 6, considers direct matching methods, which
currently constitute the state-of-the-art for image-based localization [CN12, LSH10,
LSHF12, SLK11, SLK12a]. In Chap. 5, we first demonstrate that there is consider-
able potential to improve the efficiency of 2D-to-3D matching, which performs better
than search in the other direction, since most image features do not yield any 2D-3D
correspondences. We then introduce and evaluate our vocabulary-based prioritized search
approach (VPS), which employs quantized matching to quickly determine the matching
costs of every 2D feature [SLK11]. Using a prioritization strategy that prefers cheaper
features and terminating the search after finding enough matches, VPS is able to localize
more images at faster registration times than previously published image-based local-
ization approaches. At the same time, VPS achieves a better localization accuracy than
then-state-of-the-art methods. Besides a detailed analysis of the different parameters of
VPS, we also show empirically that our intuitive prioritization strategy can be expected
to perform close to optimal in practice. While VPS offers up to one order of magni-
tude faster search times than tree-based search techniques, it does not achieve the same
localization effectiveness, i.e., it cannot localize as many query images as kd-tree match-
ing. In Chap. 6, we therefore improve VPS by combining it with 3D-to-2D matching
[SLK12a]. Given a 2D-to-3D match, we propose an active search step to identify pos-
sible candidate points for 3D-to-2D search in the spatial neighborhood of the matching
point. We show how to incorporate both matching directions into a single prioritization
scheme, resulting in an image-based localization approach that achieves the same or
better localization times as VPS while being able to localize as many or more images
than tree-based search. Evaluated on a wide range of datasets, our improved imple-
mentation of active search is the most time-efficient direct matching-based localization
method published so far and achieves state-of-the-art localization effectiveness and ac-
curacy. Similar in spirit to our spatial consistency check, we furthermore demonstrate
how visibility information readily available from the SfM reconstruction process can be
used to both accelerate correspondence search and detect and remove wrong matches.
Part III, consisting of Chapters 7 & 8, considers the scalability of both direct and
indirect matching approaches to larger datasets. In Chap. 7, we demonstrate experi-
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mentally that the denser descriptor spaces induced by larger 3D models forces the SIFT
ratio test to reject more and more correct matches. As a result, there is a natural
limit to the scalability of image-based localization techniques such as VPS that rely on
2D-to-3D matching, while active search is less affected due to its ability to recover lost
correspondences through 3D-to-2D search. We show that RootSIFT, a recently pro-
posed modification of the SIFT descriptor that is easy to implement and efficient to
compute [AZ12], can offset the decline of the ratio test by offering a more discrimina-
tive descriptor representation. As another contribution, we explore the use of compact
models, obtained by selecting only a subset of all points [LSH10], in combination with
our direct matching approaches [SLK12b]. Through detailed experiments, we establish
that employing compact models allows VPS and active search to achieve the same local-
ization effectiveness at the same or better registration times and localization accuracy
as when using all scene points, enabling us to significantly reduce the memory require-
ments of our methods. However, we show that these compact models, computed using
the approach by Li et al . [LSH10], cannot prevent the decline of the effectiveness of
the ratio test. Due to this clear limit on the scalability of direct matching, Chap. 8 is
dedicated to indirect matching methods as they are not affected by the decline of the
ratio test caused by denser descriptor spaces. Despite obvious similarities between the
retrieval approaches and VPS, the results from Part II show that image retrieval tech-
niques perform significantly worse than direct matching. Exploiting these similarities
to analyze potential reasons for this result, we are able to demonstrate that incorrect
votes cast for unrelated database images are mainly responsible for the observed drop in
localization effectiveness [SWLK12]. As the main contribution of Chap. 8, we show that
a simple selective voting technique based on a binary embedding of SIFT descriptors
[JDS08] enables the retrieval step to rank relevant images high enough to be considered
for pose estimation. The resulting indirect matching approach is more effective than
VPS on all considered datasets and achieves a localization effectiveness comparable to
or even better than active search for most of the test sets.
Chap. 9 finally concludes this thesis by summarizing the major contributions and
observations and providing directions for future research.
Besides the contributions of the individual chapters, we also make the source code to
our direct localization approaches as well as our Aachen dataset publicly available1.
The text of this thesis, as well as most of the results, tables, and figures, presented
herein is based on our original publications [SLK09, SLK11, SWLK12, SLK12a, SLK12b].
Before beginning with Part I, Chap. 2 briefly introduces important concepts such as
local features, image matching, image retrieval, and Structure-from-Motion.
1http://www.graphics.rwth-aachen.de/localization
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In this chapter, we briefly discuss key concepts required to understand the remainder
of this thesis. In Sec. 2.1, we introduce the pinhole camera model commonly used as
a mathematical description of real-world cameras. Since the image-based localization
approaches presented in this thesis employ 3D models to represent scenes of interest,
Sec. 2.2 discusses the theoretical foundations of the Structure-from-Motion (SfM) tech-
niques used to reconstruct the scenes from sets of images. All SfM approaches require
2D-2D correspondences between the images, i.e., pairs of 2D image points belonging to
the same 3D scene point. These correspondences can be obtained by comparing local
descriptors, i.e., high-dimensional vectors representing the image patches around salient
points detected in both photos (cf . Sec. 2.3). For scenes covered by hundreds of photos,
exhaustively comparing all images is both infeasible and unnecessary as only few photos
depict the same parts of the scene. In Sec. 2.3.3, we therefore discuss image retrieval
techniques that are able to identify relevant image pairs more efficiently.
Notation. Throughout this thesis, we use italic letters such as x, Y , and α to denote
scalars, while vectors, points, and descriptors are represented by bold letters, e.g ., t,
X, or d. Matrices are denoted using a typewriter style, e.g ., R for a rotation matrix,
and calligraphic letters such as I, Q are used to represent images. We associate each
image with a corresponding camera and use the two expressions interchangeably. Further
notations and conventions will be introduced in later parts of this thesis.
In the following, we use homogeneous coordinates in order to be able to represent
affine mappings A ·X + t and projections as matrix-vector multiplications [AMHH08].
Homogeneous coordinates represent a point p ∈ Rn in Euclidean space as the n + 1
dimensional line (wp, w)T ∈ Rn+1, w = 0. Consequently, the Euclidean coordinates of
a point (X, w)T , w = 0, can be obtained by simply dividing by w and dropping the last
component [HZ04, Sze10].
2.1. Camera Model
In this thesis, we utilize the pinhole camera model as a mathematical description of the
real world digital cameras used to take the query photos for image-based localization.
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(a) (b)
Figure 2.1.: (a) Illustration of the pinhole camera model. (b) The central projection of
the point X onto the image plane can be computed using the law of similar triangles.
Notice that the camera is looking down the −Z axis.
The pinhole camera model employs a central projection to map 3D points to 2D positions
in an image [HZ04]. Thus, the projection of a 3D point X ∈ R3 onto the image plane
situated in front of the camera’s center of projection C ∈ R3 is the intersection of
the line from C to X and the image plane (cf . Fig. 2.1(a)) [HZ04]. To simplify the
mathematical derivation of the central projection, we first assume that all points are
given in the local coordinate system of the pinhole camera. In this thesis, we follow the
definition of the local camera coordinate system commonly used in the field of Computer
Graphics [AMHH08]: As illustrated in Fig. 2.1(a), the center of projection, or camera
center, is situated in the origin (0, 0, 0)T and the camera is looking down the −Z axis.
The image plane is parallel to the XY plane and has distance f > 0 to the camera
center, where f is known as the focal length of the camera. The principal point, i.e., the
orthogonal projection of C onto the image plane, is thus the point p = (0, 0,−f)T . As
a result, the principal axis connecting C and p coincides with the Z axis [HZ04].
As depicted in Fig. 2.1(b), the projection of a 3D pointX = (X, Y, Z)T in local camera
coordinates onto the image plane is given by the law of similar triangles as
(−f ·X/Z,−f · Y/Z,−f)T . (2.1)
The 2D image coordinates x = (x, y)T ofX are obtained by dropping the last component
[HZ04]. Thus, the central projection maps 3D points to 2D image positions by
(X, Y, Z)T → (−f ·X/Z,−f · Y/Z)T . (2.2)
Using homogeneous coordinates to represent the image point x, this projective mapping
can be expressed as the matrix-vector multiplication
X =
⎛
⎝XY
Z
⎞
⎠ → K ·X =
⎛
⎝f f
−1
⎞
⎠ ·
⎛
⎝XY
Z
⎞
⎠ =
⎛
⎝fXfY
−Z
⎞
⎠ = x . (2.3)
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(a) (b) (c)
Figure 2.2.: (b) Barrel and (c) pincushion distortion of the image shown in (a).
K is commonly called the internal or intrinsic camera calibration matrix [HZ04]. In its
most general form
K =
⎛
⎝f s −pxa · f −py
−1
⎞
⎠ , (2.4)
K represents the full intrinsic calibration, also known as the internal calibration, of a
pinhole camera [Sze10], which fully defines the mapping from 3D scene points to the
discrete image pixels of a CCD camera [HZ04]. The aspect ratio a and the skew parameter
s model the fact that pixels of CCD cameras are not necessarily squares [HZ04, Sze10].
Furthermore, the origin of the 2D coordinate system of an image does not always coincide
with the principal point, which necessitates offsetting the projected points by the image
coordinates (px, py)
T of the principal point. However, in practice we can assume that the
simplified version of K from Eqn. 2.3 models modern cameras reasonably well [Sze10].
Given the 2D image coordinates (x, y)T of an unknown 3D point X, we can use K to
obtain the ray rX connecting the center of projection and X as rX = K
−1 · (x, y, 1)T .
However, without any additional knowledge, we cannot recover the depth of the point,
i.e., we cannot determine the value d = 0 such that X = d · rX/‖rX‖2.
Radial distortion. The pinhole camera model projects straight lines in 3D onto
straight lines in the image, ignoring all types of distortion effects caused by the lenses
employed by real world cameras. Fig. 2.2 illustrates the most common lens effect, ra-
dial distortion, that distorts the projected points depending on their distance from the
principal point. For technical details, we refer the interested reader to [Fit01, Sze10].
Camera pose. So far, we have assumed that each point X is given in local camera
coordinates. Yet, in the 3D models used in this thesis, every 3D point is specified relative
to a global, or world coordinate system. The transformation from world coordinates into
local camera coordinates is defined by a rotation R and a translation t as
XC = R ·XW + t = [R | t] ·
(
XW
1
)
. (2.5)
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Since the global position of the camera center C and the translation t are related by
C = −R−1 · t, R and t fully specify the (absolute) camera pose and thus its extrinsic
parameters [HZ04]. Using both the intrinsic and extrinsic parameters, the projection of
a point XW in world coordinates onto an image is defined as
XW → K · [R | t] ·
(
XW
1
)
= P ·
(
XW
1
)
, (2.6)
where P ∈ R3×4 is the projection matrix of the pinhole camera.
In order to solve the image-based localization problem, we need to estimate the cam-
era pose of a given query image. Using the pinhole camera model, both the external
calibration and the full projection matrix can be estimated from 2D-3D correspondences
between 3D scene points and their known 2D projections in the image. Details on
different pose estimation strategies will be presented in Sec. 4.1.
More details on the pinhole and other camera models, as well as the relationship
between the pinhole model and real digital cameras can be found in [HZ04, Sze10].
2.2. Structure-from-Motion
The image-based localization approaches presented in this thesis employ a 3D model of a
scene to obtain the 2D-3D correspondences required for camera pose estimation. In this
section, we briefly describe the fundamentals of Structure-from-Motion (SfM) techniques
and how these methods reconstruct 3D point clouds from images taken from different
viewpoints. We begin by discussing how to recover the scene observed by two images
from a set of 2D-2D correspondences between pairs of 2D points depicting the same 3D
points. We then explain how to enlarge the resulting 3D model by adding additional
cameras. For simplicity, we assume that the internal camera calibrations are known.
Triangulation. Given two cameras with known relative pose, specified by a rotation R
and a translation t, the 3D pointX corresponding to the image positions x1, x2 ∈ R2 can
be obtained by triangulation (cf . Fig. 2.3). Due to employing a central projection, X is
the intersection point of the two viewing raysCi+diri = Ci+diK
−1
i (x
T
i , 1)
T , i ∈ {1, 2}. In
practice, the two image measurements x1, x2 are affected by noise and thus it is unlikely
that both rays actually intersect. Instead, X is often computed by either solving a
linear system minimizing the distance of the point to the two rays or by non-linearly
minimizing the distance between the projection of X into the images and the measured
image positions x1 and x2 [Sze10]. The latter strategy, although computationally more
expensive, usually leads to a more accurate point position [Sze10].
Epipolar geometry. In order to recover the structure of the scene, we require knowl-
edge about the relative pose R, t between both cameras, which can be estimated from
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Figure 2.3.: Illustration of the epipolar geometry defined by the two camera centers C1,
C2, a 3D point X, and its two corresponding image measurements x1, x2.
the epipolar geometry of the scene [HZ04, Sze10]. Fig. 2.3 illustrates this geometric
relation between two pinhole cameras and a given point X observed in both images.
Since we determine the relative pose between the cameras, we can choose the local co-
ordinate system of the first camera as a references frame, i.e., the camera pose of the
first image is given by [I|0], where I ∈ R3×3 is the identity matrix and R, t correspond
to the extrinsic parameters of the second camera [HZ04, Sze10]. Due to the principles
of central projection, X = d1r1 lies on the two viewing rays through the image points
x1 and x2. X can be expressed in the local coordinate system of the second cameras as
d2r2 = R(d1r1) + t [Sze10]. Taking the cross product of t with both sides yields
t× d2r2 = [t]×d2r2 = [t]×R(d1r1) , (2.7)
where [t]×r2 expresses the cross product as the matrix-vector multiplication [Sze10]
t× r2 = [t]×r2 =
⎡
⎣ 0 −tz tytz 0 −tx
−ty tx 0
⎤
⎦ r2 . (2.8)
Taking the dot product of r2 with both sides then eliminates the left hand side of Eqn. 2.7
since r2 lies in the plane defined by the normal t× r2 (cf . Fig. 2.3), yielding
0 = rT2 [t]×Rr1 = r
T
2 E r1 . (2.9)
The matrix E = [t]×R ∈ R3×3 is commonly called the essential matrix and Eqn. 2.9 is
known as the epipolar constraint [HZ04, Sze10]. The essential matrix E maps a point
x1 in the first image onto the epipolar line l2 = E r1 corresponding to the projection
of the viewing ray r1 into the second image and vice versa [HZ04]. Thus, the epipolar
constraint expresses the fact that the projection x2 of any point X on the ray r1 has to
lie on the line l2. Geometrically, the epipolar line l2 corresponds to the intersection of
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the image plane of the second camera and the epipolar plane defined by X, C1, and C2.
Consequently, l2 passes through the epipole e2, which is the intersection of the baseline,
i.e., the line connecting both camera centers, with the image plane (cf . Fig. 2.3) [HZ04].
Each 2D-2D correspondence between the two images yields an epipolar constraint in
the form of Eqn. 2.9. Using these constraints, we can estimate E from five or more
matches [Nis03a]. The relative pose R, t can then be obtained by decomposing E [HZ04].
Notice that the essential matrix is only defined up to scale, as multiplying Eqn. 2.9
with any factor s = 0 preserves the epipolar constraint. Thus, we can recover only
the direction of t but not the actual distance between the cameras [Sze10]. Notice that
estimating the essential matrix requires knowledge about the internal calibration of both
cameras. If the two cameras are uncalibrated, we can instead use 2D-2D correspondences
to compute the fundamental matrix F = K−T2 EK
−1
1 and try to extract both the internal
parameters and the epipolar geometry from F [HZ04].
Structure-from-Motion. Given an initial reconstruction from two images I1 and
I2, we can enlarge the 3D model by adding a third camera I3 observing some 3D
points already contained in the initial model [SSS08a]. As will be explained in Sec. 4.1,
the resulting 2D-3D correspondences can be used to estimate the camera pose of I3
relative to the reconstruction. New scene points can then be triangulated from 2D-2D
matches between I3 and one of the two initial cameras. Similarly, further cameras can
be incorporated into the reconstruction. If multiple images can be added, the camera
observing the largest number of existing 3D points is commonly chosen [SSS08a].
In order to avoid accumulating errors during the incremental reconstruction process,
bundle adjustment [TMHF00] is used to simultaneously refine the camera parameters
and the 3D point positions every time a new image is added [SSS08a]. Bundle adjustment
optimizes these quantities by minimizing the sum of the squared reprojection errors
min
Ki,Ri,ti,Xj
∑
i
∑
j
δi,j‖xij − ρ
(
Ki[Ri|ti](XTj , 1)T
) ‖22 . (2.10)
Here, ρ
(
Ki[Ri|ti](XTj , 1)T
)
denotes the 2D image coordinates of the jth 3D point Xj
projected into the ith image and xij is the actually observed 2D position of Xj in the
image. δi,j ∈ {0, 1} is an indicator variable denoting whether Xj is visible in the ith
camera.
The bundle adjustment step becomes very expensive for large scenes containing many
points and cameras [COSH11]. Therefore, multiple strategies have been proposed to
accelerate the optimization such as parallelizing the computations [ASS∗09, FGG∗10,
WACS11], adding multiple cameras at once [SSS08a], and limiting the size of the bun-
dle adjustment problems by using only a subset of all cameras [SSS08b] or decom-
posing the scene into multiple smaller models [FGG∗10, SPF10]. Starting with mil-
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lions of images obtained from photo sharing websites such as Flickr1, modern SfM sys-
tems are able to reconstruct scenes containing thousands of images in less than a day
[ASS∗09, FGG∗10]. Recently proposed non-sequential SfM techniques offer even faster
reconstruction times as they are able to completely avoid repeated applications of bundle
adjustment [COSH11, EKO11].
Notice that SfM methods use arbitrarily scaled coordinate systems as the relative pose
estimates are only defined up to scale. The actual size can be recovered using additional
information, e.g ., by using known distances between points or cameras [LSHF12] or by
registering the SfM point cloud onto building outlines [SPF10].
Further reading. The geometric foundations of Structure-from-Motion and the epipo-
lar geometry are covered more thoroughly in [HZ04, Sze10], while a more detailed de-
scription of state-of-the-art Structure-from-Motion methods can be found in [ASS∗09,
COSH11, FGG∗10, SSS08a]. Publicly available software for performing Structure-from-
Motion reconstruction can be found online23.
2.3. Local Features
For each photo that should be included in the Structure-from-Motion reconstruction,
we detect local image features. Each feature is associated with a descriptor that offers
a mathematical representation of the image patch surrounding its 2D image position.
We can then obtain the 2D-2D correspondences between features found in two images,
which are required to reconstruct the scene, by matching the descriptors in the first image
against the descriptors in the second image. In this thesis, we use features and descrip-
tors obtained with the Scale Invariant Feature Transform (SIFT) [Low04], which has
become the de facto standard for many Computer Vision tasks such as Structure-from-
Motion [COSH11, FGG∗10, SSS06, SSS08a], image retrieval [CPSZ07, NS06, PCI∗07],
and image-based localization [CN12, IZFB09, LSH10, LSHF12]. In the following, we
briefly discuss the SIFT keypoint detector and descriptor, as well as feature matching
with SIFT. Furthermore, we present a recent modification called RootSIFT [AZ12] which
increases the discriminative power of SIFT descriptors at little additional computational
costs and show how to obtain compact descriptor representations using binarization. An
overview over other feature detectors and descriptors can be found in [MTS∗05, MS05],
while different implementations of SIFT are available online [VF08, Wu07].
Feature detection. SIFT uses the local extrema of the Difference of Gaussians
(DoG) function as its feature positions [Low04]. To achieve scale-invariance, i.e., detect
1http://www.flickr.com/
2http://phototour.cs.washington.edu/bundler/
3http://homes.cs.washington.edu/~ccwu/vsfm/
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Figure 2.4.: (a) Part of the scale space constructed by the SIFT detector. (b) SIFT fea-
tures, shown with their scales and orientations, detected in an image. (c) Visualization
of the SIFT descriptor extracted for the green feature shown in (b). (d) Hamming em-
bedding maps descriptors to binary strings using a random projection and thresholding.
the same features independently of the distance of the camera to the scene, a scale space
pyramid is computed by iteratively smoothing the image with a Gaussian filter
G(x, y, σ) =
1
2πσ2
e
−(x2+y2)
2σ2 . (2.11)
Since adjacent pixels become less distinguishable from each other when iteratively blur-
ring the image, the image is scaled by a factor 1/2 at each octave, i.e., at each doubling
of the standard deviation σ of the filter, to accelerate the detection process. The Dif-
ference of Gaussians function is then evaluated by subtracting adjacent levels in the
Gaussian pyramid (cf . Fig. 2.4(a)). Unstable extrema are discarded by thresholding
the absolute DoG-values and rejecting extrema located on edges. After refining their
scale space positions, descriptors are computed for the remaining keypoints. In order
to extract the same descriptor independently of rotations around the principal axis, a
canonical orientation is assigned to each keypoint based on the gradient directions of
the pixels surrounding its position. The descriptor is then computed relative to this ori-
entation. Thus, every SIFT feature is a 4-tuple f = (x, y, σ, o) defined by its 2D image
position (x, y), scale σ, and orientation o (cf . Fig. 2.4(b)).
The SIFT descriptor. The image gradients, taken relative to the orientation of a
feature f , are also used to compute the feature’s SIFT descriptor. As illustrated in
Fig. 2.4(c), a 4× 4 grid is centered at the feature position and aligned to its orientation.
For each grid cell, a gradient histogram is computed using the pixels contained in the
cell. Each of the 8 bins of a histogram represents a quantized orientation and its value
corresponds to the sum of the gradient magnitudes of the related directions. The SIFT
descriptor df is then formed by concatenating all 16 histograms, resulting in a 128-
dimensional vector. This vector is then normalized to achieve invariance against affine
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illumination changes [Low04]. Afterwards, the descriptor entries are thresholded such
that every element has a value of 0.2 or smaller and the descriptor is re-normalized. This
additional post-processing step reduces the impact of large gradient magnitudes, making
the descriptor more robust against viewpoint and non-uniform illumination changes
[Low04]. Notice that although the SIFT descriptor is not invariant to such types of
changes, it still performs robustly under viewing differences of up to 50◦ − 60◦ [MS05].
In order to obtain a memory-efficient descriptor representation, it is common to quan-
tize the SIFT descriptor entries by scaling them to the range [0, 255] and rounding them
to the nearest integer value. As a result, each entry can be stored using only 1 byte.
Descriptor matching. Correspondences between features detected in two images I1
and I2 can be established by comparing the Euclidean distances between their corre-
sponding descriptors. For each feature f in I1 with descriptor df , we find the feature
f1 in I2 with the descriptor df1 most similar to df . Since the nearest neighbor is not
necessarily correct, a match between f and f1 is only accepted if the SIFT ratio test
‖df − df1‖2 < τ‖df − df2‖2 is passed [Low04], i.e., if the nearest neighbor df1 in I2
is sufficiently nearer to df than the second nearest neighbor df2 . Notice that the ratio
of distances is used instead of the absolute distances due to the non-uniform density of
the SIFT descriptor space [Low04]. We will describe feature matching in general and
efficient matching strategies in particular in more detail in Chap. 3.
2.3.1. RootSIFT
The most common strategy to compare SIFT descriptors is to use their (squared) Eu-
clidean distance. Since the SIFT descriptor is built from an L2 normalized histogram of
gradient orientations, the squared Euclidean distance between two L2-normalized SIFT
descriptors x, y can be computed efficiently as
‖x− y‖22 = ‖x‖22 + ‖y‖22 − 2
n∑
i=1
xiyi = 2− 2xTy [NS06]. (2.12)
Instead of the scalar product xTy, Arandjelovic´ and Zisserman propose to utilize the
Hellinger kernel, which is known to provide a better similarity measure for histograms
[AZ12]. According to [AZ12], the Hellinger kernel is defined as
H(x,y) =
n∑
i=1
√
xiyi (2.13)
for two non-negative vectors x, y with unit L1 norm
∑n
i=1 xi =
∑n
i=1 yi = 1. Taking
the square root reduces the contribution of larger entries on the descriptor distance,
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allowing differences in smaller entries to have a larger impact. To avoid computing
the Hellinger kernel explicitly during every descriptor comparison, Arandjelovic´ and
Zisserman transform each SIFT descriptor d into a RootSIFT descriptor. The ith entry
of the new descriptor is given as
RootSIFT(d)i =
√
di/‖d‖1 . (2.14)
Notice that the resulting descriptor still has unit L2 norm. Let x and y be two L2-
normalized SIFT descriptors with corresponding RootSIFT descriptors xr, yr. Comput-
ing the squared Euclidean distance between the RootSIFT descriptors is then equivalent
to evaluating the Hellinger kernel on the original SIFT descriptors x, y since
‖xr − yr‖22 = ‖xr‖22 + ‖yr‖22 − 2 · xTr yr = 2− 2 · xTr yr = 2− 2 ·H(x,y) . (2.15)
Using RootSIFT instead of SIFT allows us to employ the Hellinger kernel for descriptor
comparisons without having to alter the actual distance computations. Thus, Root-
SIFT can be readily used by any method computing the Euclidean distance between
descriptors. In Chap. 7, we will show that we can obtain a better matching performance
using RootSIFT instead of classical SIFT descriptors at literally no additional costs.
Furthermore, our experiments demonstrate that employing RootSIFT is important for
the scalability of our image-based localization methods.
2.3.2. Compact Binary Descriptor Representations
While SIFT descriptors are very robust to scale, lighting and viewpoint changes [Low04,
MS05], they have also rather high memory requirements since 1 byte is required for
each of the 128 descriptor entries. As a result, 12GB of memory are required to store
100 million SIFT descriptors. For comparison, about 38 million 3D points with roughly
178 million associated descriptors are required to model just the 1000 top landmark
buildings on the planet [LSHF12]. When performing image-based localization on a very
large scale, memory efficiency thus quickly becomes an issue.
A simple approach to reduce the memory requirements is to map the descriptors to
compact binary strings. The Hamming embedding method by Je´gou et al . computes
such a mapping by projecting each descriptor into a lower dimensional space using a
random projection matrix PHE ∈ Rk×128 and thresholding the individual components to
obtain binary descriptor entries [JDS08]. Since computing this embedding on a global
level leads to rather uninformative binary descriptors, Je´gou et al . first subdivide the
descriptor space into cells, so-called visual words, and then perform the mapping using
thresholds learned individually for each cell (cf . Fig. 2.4(d)). More precisely, let D(w)
be the set of descriptors falling into the cell associated with the visual word w and let
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DPHE(w) = {PHE · d | d ∈ D(w)} be their corresponding projections into the lower
dimensional space. DPHE(w) is used to compute a threshold vector t(w) ∈ Rk for the
word w, where the ith entry ti(w) corresponds to the median value of the projected
descriptors for the ith dimension. A SIFT descriptor d falling into the cell of a word w is
then mapped to a binary string b ∈ {0, 1}k by thresholding the entries of its projection
p = PHE · d, setting the ith entry to
bi =
{
1 if pi > ti(w)
0 otherwise
. (2.16)
The similarity between two binary strings b1 and b2 is measured using the Hamming
distance H(b1,b2) =
∑k
i=1 δ(b
1
i = b2i ), which counts the number of differing bits. This
distance can be computed very efficiently using specialized introductions offered by mod-
ern CPUs [CLSF10]. Utilizing the SSE4.2 instruction set on an Intel i7-920 CPU with
2.79GHz, 1 million Hamming distance computations can be performed in less than 2.1
ms [SWLK12]. While we will show in Chap. 8 that the resulting binary strings are not
discriminative enough for detailed feature matching, they nevertheless provide an ap-
proximation of the similarity of their original SIFT descriptors [JDS08]. Consequently,
we will use Hamming embedding to improve the performance of indirect matching meth-
ods by avoiding incorrect votes (cf . Chap. 8).
2.3.3. Image Retrieval
When reconstructing large scenes, it is common that only few images depict the same
part of the scene. Identifying such related images by exhaustive pairwise image match-
ing thus introduces unnecessary computational costs and quickly becomes infeasible for
datasets containing thousands of images. Image retrieval techniques thus aim to deter-
mine all images with a similar visual appearance, i.e., containing similar descriptors, as
a specified query photo Q [SZ03]. Inspired by text retrieval approaches, Sivic and Zisser-
man use the concept of visual words to avoid comparing individual descriptors. Instead,
they consider two features as similar if they belong to the same word. A visual vocab-
ulary is obtained by quantizing the descriptor space using k-means clustering [Bis06],
where each cluster center corresponds to a visual word [SZ03]. Assigning each image
descriptor to its nearest cluster center, an image I can be represented as a k-dimensional
vector vI , where the jth entry of vI encodes the (weighted) number of occurrences of the
jth word in I. Two images I1 and I2 thus have a similar visual appearance if vI1 and
vI2 are sufficiently similar, where the similarity is usually measured as the dot product
between the normalized vectors [NS06]. Typical images contain thousands of descriptors
while the vocabularies used for image retrieval usually consist of 100k or more words
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[NS06], resulting in sparsely populated vectors vI . Instead of comparing vI with all
other images, inverted file scoring can exploit this sparsity to accelerate image retrieval.
The inverted file of a visual word w stores the ids of all images containing w. Traversing
the inverted files of all words observed in I thus enables us to quickly identify all other
images sharing at least one visual word with I and allows us to directly evaluate the dot
product for all encountered images [NS06]. These retrieved photos are then sorted based
on their similarity to I. Notice that the similarity measure used by image retrieval only
relies on the appearance of local features but not on their spatial distribution in the
image. Thus, the retrieved images are not guaranteed to depict the same scene as I. It
is therefore common to apply a spatial verification step that tries to estimate the geo-
metric relation between I and each retrieved photo, e.g ., by computing a homography or
affine transformation that maps features in the query to features in the database image
[SZ03, PCI∗07]. The ranking is then updated based on the results of spatial verification.
Due to its computational demands, spatial verification is usually performed only for the
top-ranked photos [PCI∗07].
Instead of explicitly storing SIFT descriptors, image retrieval methods encode the
appearance of a feature by the id of its corresponding visual word. The actual retrieval
process, i.e., traversing the inverted files, casting a vote for all listed photos, and ranking
the retrieved images based on their votes, can thus be performed very efficiently since no
descriptor comparisons are required. Consequently, modern image retrieval techniques
are able to efficiently handle databases consisting of billions of photos [SGP12].
k-means clustering. Since we make extensive use of visual vocabularies in this thesis,
we use the remainder of this section to briefly review k-means clustering [Bis06]. Given a
set of training descriptors, the cluster centers are initialized by randomly selecting k de-
scriptors. The cluster centers are then optimized by iteratively assigning each descriptor
to its nearest cluster center, followed by optimizing the centers themselves. Thereby, the
position of each center is chosen as the mean of all descriptors mapped to it. k-means
clustering minimizes the cost function∑
i
∑
j
δi,j‖di −wj‖2 , (2.17)
where the indicator variable δi,j is set to 1 if the i
th descriptor di is assigned to the
jth cluster center wj and 0 otherwise, and will thus converge to a (local) minimum as
each iteration decreases the costs [Bis06]. For large values of k, computing the closest
cluster center is the most expensive computational step. In practice, either approximate
nearest neighbor search (approximate k-means) is employed to compute the assignments
[PCI∗07], or the vocabulary is constructed in a hierarchical manner (hierarchical k-
means) [NS06]. Both approaches will be discussed in more detail in Sec. 3.1.
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Feature Matching and Robust Pose
Estimation
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Given a novel photo taken with a consumer-level camera, the image-based localization
approaches presented in this thesis aim to provide the position and orientation of the
camera relative to a 3D representation of the scene of interest. The desired camera pose
can be estimated from 2D-3D correspondences relating 2D pixel positions in the image
and 3D points in the model. In order to establish these matches, we exploit the fact that
the 3D model of the scene is obtained by reconstructing the scene from a set of photos.
During the reconstruction process, each 3D point is generated by triangulating multiple
image features [HZ04], allowing us to associate the corresponding image descriptors
with the scene point. After extracting features in the query image, we can thus establish
2D-3D correspondences through descriptor matching, i.e., by finding pairs of 2D image
features and 3D points with similar descriptors. Since SIFT descriptors are not invariant
against viewpoint changes, not all correspondences found using descriptor matching
will be correct. While most of these wrong matches can be removed easily using a
simple local test, commonly known as the SIFT ratio test [Low04], we still need to
ensure that incorrect correspondences do not affect the accuracy of the computed pose.
This can be done using the RANdom SAmple Consensus (RANSAC) algorithm [FB81],
which enables us to robustly estimate the camera pose in the presence of wrong 2D-
3D matches. RANSAC iteratively computes a hypothesis for the correct camera pose
using only a random subset of all available correspondences. Each hypothesis is then
evaluated against all matches, counting the number of feature-point pairs for which the
computed pose projects the 3D point into the position of the 2D image feature. This
process is repeated until the probability that all subsets selected so far contain at least
one wrong match falls below a certain threshold. The camera pose consistent with the
largest number of correspondences is then used as an estimate of the correct position
and orientation.
In this part of the thesis, we consider techniques for both correspondence selection, i.e.,
the computation of 2D-3D matches, and RANSAC-based pose estimation since both of
them form the foundation on which we will later build our own image-based localization
methods. In the next chapter, we review different approaches most commonly used to
perform descriptor matching between image pairs. We then discuss how to adapt these
techniques to the problem of matching descriptors between an image and a 3D model.
Chap. 4 subsequently reviews methods that compute the camera pose from a set of
2D-3D correspondences and introduces the RANSAC algorithm.
Besides presenting the basic techniques required for image-based localization, this part
of the thesis makes the following contributions: Chap. 3 discusses in detail the differences
between image matching and obtaining correspondences between 2D image features and
3D scene points. The results of this discussion will later influence the design of all image-
based localization methods presented in this thesis. Chap. 3 also introduces and analyzes
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our quantized search approach that is used throughout this thesis and outlines how
this matching method can be used to prioritize 2D-to-3D matching. Chap. 4 presents
our own RANSAC variant, called SCRAMSAC, which utilizes the idea that correct
matches should be spatial consistency to identify and remove incorrect correspondences.
Removing wrong matches results in significantly faster run-times since RANSAC’s run-
time grows exponentially in the percentage of wrong matches. This concept of (spatial)
consistency will then later be used to improve multiple parts in the direct matching
framework introduced in Chap. 6. As a minor contribution, Chap. 4 also provides a
broad overview over a multitude of different RANSAC variants and improvements.
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The problem of correspondence search, i.e., the problem of finding 2D-3D matches be-
tween image features and scene points, can be formulated as a descriptor matching
problem since we use local image features to describe the appearance of both 2D image
features and 3D scene points. The descriptor matching problem is solved using nearest
neighbor search. In the context of image-based localization, we are given the choice
whether we want to find the nearest neighboring point descriptor for every 2D feature
(2D-to-3D search) or whether we want to search for 2D image descriptors similar to the
3D scene points (3D-to-2D search). Independently of the matching direction, the search
finds the nearest neighbor for every query feature or query point, respectively. However,
not all image features have a corresponding scene point and not all 3D points are visible
in the query image, i.e., not all matches found by nearest neighbor search are correct.
As observed by Lowe, the absolute Euclidean distance between two descriptors cannot
be used to identify incorrect matches due to the varying density of the descriptor space
[Low04]. Instead, he proposed to reject matches if the query descriptor is very similar
to both its first and second nearest neighbor, i.e., if the distances to its two nearest
neighbors are almost identical (cf . Sec. 2.3). While originally designed for matching
SIFT descriptors, the distance ratio test is also used to compare other types of local
descriptors, e.g ., [BTG06, SBBF10]. In this thesis, we also rely on the ratio test to
reject ambiguous or wrong matches. However, we have to adapt it to account for the
fact that multiple descriptors are associated with every scene point.
Although based on the same principles, there is an important difference between
matching two images and matching an image and a Structure-from-Motion model. While
we can safely assume that a similar number of features is found in two related images,
there are several orders of magnitude more points contained in the model than features
in a query image. As a result, the descriptors associated with the scene points form
a much denser descriptor space than the descriptors extracted from the image. This
difference in density has a direct impact on both the false positive matching rate and
false negative rejection rate of the ratio test. Thus, there is a significant difference
in matching performance between 2D-to-3D and 3D-to-2D search. As we will show in
Chap. 7, the choice of matching direction directly affects the performance of image-based
localization methods.
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As we will demonstrate in Chap. 5, most image features do not belong to any point in
the scene. One of the main contributions of this thesis is thus a prioritization strategy for
2D-to-3D search that enables us to start the matching process by considering promising
image features first. In order to avoid inspecting all features, we then terminate the
search as soon as a certain number of matches has been found. We prioritize image
features based on their search costs, i.e., according to the number of 3D points contained
in the model that have similar descriptors, which is directly related to the uniqueness
of their appearance (cf . Chap. 5). Since standard nearest neighbor search algorithms
such as tree-based search spend (nearly) the same amount of search time on every image
feature, they are not suited for our prioritized matching approach. In order to obtain an
estimate of the search costs before actually performing the matching, we use a quantized
search strategy, which we introduce and discuss in this chapter.
The remainder of this chapter is structured as follows. In Sec. 3.1, we review the
problem of nearest neighbor search in high-dimensional spaces. Due to the curse of
dimensionality, there are no known methods for performing exact nearest neighbor search
that are faster than a linear search through all descriptors. Consequently, we focus on
approaches for efficient approximate nearest neighbor search. In Sec. 3.2, we consider
the problem of matching 2D features and 3D points in more detail and show how to
adapt the ratio test accordingly. Furthermore, we discuss the complementary advantages
and disadvantages of the two possible search directions. Sec. 3.3 then introduces our
quantized search approach and discusses its advantages and shortcomings.
Besides reviewing the basic concepts of correspondence search, the main purpose of
this chapter is to introduce several important concepts: We introduce our quantized
search method used throughout this thesis and analyze its advantages and disadvantages
compared to classical nearest neighbor search approaches. We discuss the complemen-
tary advantages of 2D-to-3D and 3D-to-2D matching. Based on this analysis, we deduce
theoretically that 2D-to-3D matching should outperform 3D-to-2D search. We will ver-
ify this hypothesis experimentally in Chap. 5. We also introduce the basic concepts of
the prioritization scheme for the 2D-to-3D matching derived in more detail in Chap. 5.
Furthermore, we hint at the problems of 2D-to-3D and 3D-to-2D matching that will
become important in Chap. 6 and Chap. 7. While the contributions of this chapter
are based on our original publications [SLK11, SLK12a], the discussion presented below
offers additional details.
3.1. Approximate Nearest Neighbor Search
Nearest neighbor search in lower dimensional spaces, i.e., 20 dimensions or less [WSB98],
can be performed efficiently using spatial subdivision schemes adapted to the data points
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or descriptors [FBF77, FN75], resulting in sub-linear search times per nearest neighbor
query. However, the number of possible spatial subdivisions increases exponentially
with the number of dimensions [WSB98]. Thus, storing all possible partitions is not
only infeasible for larger dimensions due to the high memory requirements, but also
unnecessary since even a large number of data points covers the space only sparsely.
Consequently, most partitions will be empty. For example, splitting each axis of the 128-
dimensional SIFT descriptor space into two halves results in more than 3 ·1038 partitions
while less than 2 ·108 descriptors are contained in the largest 3D model considered in this
thesis. Therefore, it is common to subdivide only a subset of all dimensions or to cluster
the data points [AMN∗98, WSB98]. However, the distance between two data points in
d-dimensional space increases with d since the influence of a single dimension on the
total distance becomes less significant. As a result, spatial subdivision or clustering
schemes are forced to consider all partitions of the search space to guarantee that they
find the exact nearest neighbor [WSB98]. This reduction in efficiency from sub-linear to
linear search times is an example for the curse of dimensionality [AI08]. The curse of
dimensionality is highly relevant in practice and can already be observed for data points
chosen uniformly at random inside a hyper-cube [WSB98].
Since a linear search through all descriptors is not time-efficient enough for the large-
scale search problems encountered when solving the image-based localization problem,
we resort to approximate nearest neighbor search [AMN∗98, AI08]. Although these search
methods do not necessarily find the exact nearest neighbor, approximate search algo-
rithms can guarantee sub-linear search times [HPIM12] or that the found neighbor has
a certain similarity to the exact nearest neighbor [AMN∗98]. However, this latter guar-
antee is not useful for image-based localization: Finding a wrong neighbor will result
in a 2D-3D correspondence between unrelated image and scene points, which will never
be consistent with an estimated camera pose. Instead, we use tree-based methods that
simply stop the search after visiting a fixed number of leaf nodes. It has been shown
that these approaches work well in practice and offer significant speed-ups compared to
linear search [SAH08, Low04, MM07, ML09].
In the following, we discuss the two tree-based search methods used in this thesis,
namely kd-tree (Sec. 3.1.1) and hierarchical k-means tree search (Sec. 3.1.2). A brief
overview over other search strategies is then given in Sec. 3.1.3.
Notice that the impact of the curse of dimensionality can be decreased by project-
ing (SIFT) descriptors into lower dimensional spaces before performing the search, e.g .,
using PCA [SAH08] or learnt projections [PISZ10, MM07, SVZ12, SBBF10]. However,
such approaches are not considered in this thesis. As we will show in Chap. 7, individual
descriptors become less discriminative as larger datasets are considered, causing prob-
lems for direct matching methods. Using projected descriptors would aggravate these
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problems as a projection into a lower dimensional space also reduces the discriminative
power of each descriptor.
3.1.1. kd-Tree Search
Given a set of k-dimensional descriptors, a kd-tree iteratively splits the search space along
the axes of the coordinate system by selecting a dimension and a position along the corre-
sponding axis. The resulting hierarchy of splits then defines a search tree (cf . Fig. 3.1(a))
and finding the nearest neighbors thus reduces to traversing the kd-tree. In order to ob-
tain balanced search trees, the algorithm chooses the median value on the axis exhibiting
the largest variance among all n dimensions [FBF77]. Due to the curse of dimensionality,
the contribution of the distance along an individual axis to the overall distance between
two descriptors decreases with increasing dimensionality of the search space. As a result,
a large amount of search time is spent on backtracking [SAH08]. In order to avoid visit-
ing all nodes, a common strategy to perform approximate nearest neighbor search is to
place a limit on the number Lmax of visited leaf nodes [AMN
∗98]. This approach is usu-
ally combined with best-bin-first search [AMN∗98, FBF77, Low04], which uses a priority
queue to first visit tree nodes close to the query descriptor. Assuming that a single de-
scriptor is stored in each leaf node and ignoring the time needed to maintain the priority
queue, the search time for a kd-tree can be bounded by O(Lmax · log2(N) + Lmax · cdist).
Here, N is the total number of data points contained in the tree, Lmax is the number of
visited leaf nodes and cdist is the cost of a single descriptor comparison.
Silpa-Anan and Hartley show that the probability of finding the correct nearest neigh-
bor does not increase linearly with Lmax [SAH08]. They demonstrate that searching
through a forest of randomized kd-trees instead of a single kd-tree increases the success
rate due to the decreased dependence between the individual search paths. The random-
ized trees are constructed by selecting the splitting dimension randomly from the m > 1
dimensions with the largest variances. In addition to a higher search precision, Muja
and Lowe show that multiple randomized kd-trees can also be used to accelerate the
nearest neighbor search [ML09]. However, this increase in efficiency comes at the cost of
higher memory consumption. In our experiments, we thus only use a single search tree.
3.1.2. Hierarchical k-Means Trees
Hierarchical k-means (HKM ) trees are constructed by iteratively applying k-means clus-
tering on a set of descriptors [FN75]. In each iteration, k cluster centers are computed
and each descriptor is assigned to its closest center. The resulting clusters are then split
recursively until less than k descriptors are contained in every cluster [ML09]. As illus-
trated in Fig. 3.1(b), the hierarchical application of k-means clustering defines a search
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Figure 3.1.: (a) kd-trees iteratively split the search space (top). Every split corresponds
to an internal node in the resulting search tree (bottom). (b) A hierarchical k-means tree
(bottom) recursively clusters the data points. Each level in the tree defines a subdivision
of the descriptor space (top). (c) Product quantization maps each component of a
descriptor to a visual word and quantizes the descriptor into a sequence of word ids. (d)
The inverted multi-index independently subdivides each partition of the search space.
tree, where every node is associated with a single cluster center. The branching factor of
a HKM tree is thus defined by the clustering parameter k. In order to find the approxi-
mate nearest neighbor stored in a HKM tree, the search algorithm iteratively selects the
child node corresponding to the cluster center closest to the query descriptor [NS06]. If a
leaf is reached, the query descriptor is compared to all descriptors stored in the leaf node
to determine its nearest neighbors. Assuming a (roughly) balanced tree, the search time
can be bounded by O(logk(N) ·k · cdist) since k descriptor comparisons are performed on
each of the O(logk(N)) levels of the tree. While efficient, this search strategy is prone
to miss correct matches due to quantization artifacts, i.e., when nearest neighboring de-
scriptors are assigned to different cluster centers at some point in their respective search
paths. To obtain a higher accuracy, Schindler et al . propose to traverse multiple paths
simultaneously [SBS07]. Given M nodes on the current level of the tree, they choose the
M children whose cluster centers are closest to the query descriptor and continue the
search on the next level. This results in a search complexity of O(logk(N) · k ·M · cdist)
since all k children of the M closest centers have to be considered on each level. An al-
ternative traversal strategy is to employ the best-bin-first heuristic from kd-tree search
while visiting only a fixed number Lmax of leaf nodes [ML09], yielding a search time
complexity of O (logk(N) · k · Lmax · cdist).
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HKM trees are also known as vocabulary trees [NS06] since the nodes on each level in
the tree define a subdivision of the search space and thus a visual vocabulary. Assuming
a complete tree, the cluster centers on level L of the tree form a dictionary of size kL.
3.1.3. Other Search Methods
While the tree-based methods discussed above subdivide the full search space, product
quantization partitions the space into lower dimensional subspaces and then partitions
each subspace individually [JDS11]. This idea is illustrated in Fig. 3.1(c): Each descrip-
tor is first decomposed into m smaller components. Every component is then quantized
independently using a small visual vocabulary. The original descriptor can then be rep-
resented compactly as an m-tuple containing the ids of the closest words. Je´gou et al .
propose to set m = 8 and use 256 words per vocabulary. They thus require only 8 byte
to represent a single SIFT descriptor [JDS11]. Due to the small number of components
and words, the distance between two quantized descriptors can be computed extremely
efficiently by utilizing look-up tables. Due to the quantization, the resulting distances
are not precise enough to allow an application of the SIFT ratio test. Consequently, we
cannot use the quantized descriptors directly in the localization approaches presented
in this thesis. However, product quantization could still be used to identify a set of
possible nearest neighbors for a more detailed descriptor comparison step [JDS11].
Babenko and Lempitsky use product quantization to construct very large visual vo-
cabularies [BL12]. The underlying concept is illustrated in Fig. 3.1(d): Each descriptor
is split into two components and quantized independently using k words. While only 2k
cluster centers need to be kept in memory, the larger vocabulary defined as the product
of the two smaller ones contains k2 words. Due to the resulting fine quantization, only
few data points are assigned to each word in the fine vocabulary. Thus, multiple words
need to be considered during nearest neighbor search to decrease the impact of quan-
tization artifacts. Each query descriptor is first assigned to its m nearest neighbors in
the smaller dictionaries. The resulting m2 finer words are then ranked based on their
distance to the query and are considered in this order for nearest neighbor search. Using
an inverted multi-index results in faster search times at a higher recall of correct nearest
neighbors when compared to product quantization [BL12].
Another popular nearest neighbor search approach is to use hash functions to map
the data points into spaces in which nearest neighbor search can be performed more effi-
ciently [AI08, HPIM12, PJA10, RL09, WTF08]. For example, locality-sensitive hashing
schemes use random projections and thresholding to map high dimensional descriptors
into discrete bins, ensuring that nearest neighbors are mapped to the same bin with high
probability [AI08, HPIM12]. Pauleve´ et al . show that visual word quantization can also
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be interpreted as a locality-sensitive hashing technique that automatically adapts to the
distribution of the descriptors [PJA10]. Other hashing schemes produce compact binary
strings [RL09, WTF08], for which the exact nearest neighbor can be found in sub-linear
time if the binary codes are distributed uniformly in Hamming space [NPF12].
3.2. Correspondence Search for 3D Models
Matching descriptors between an image and a 3D model is conceptually similar to match-
ing descriptors between two images. In both cases, we can rely on nearest neighbor
search and use the SIFT ratio test (cf . Sec. 2.3) to detect and reject wrong or ambigu-
ous matches. However, there are important differences between searching for 2D-2D
correspondences, i.e., image matching, and searching for 2D-3D matches. In Sec. 3.2.1,
we detail how these differences affect the ratio test. Sec. 3.2.2 then discusses the comple-
mentary advantages of 2D-to-3D and 3D-to-2D matching and how they affect solutions
to the image-based localization problem.
Notation. An image feature f is defined by its keypoint position f ∈ R2 and its
descriptor df . Similarly, a 3D point p in a SfM model is defined by both its spatial
position p ∈ R3 and the set of descriptors from the image features used to reconstruct
the point. Using italic letters instead of bold letters as for vectors is intended as a
reminder that SfM points and features are entities having both a spatial position and
one or more feature descriptors. In illustrations, we denote features and their descriptors
as stars and 3D points and their descriptors as circles.
3.2.1. Adapting the Ratio Test
Every image feature is associated with exactly one descriptor. When performing image
matching, the two nearest neighboring descriptors required to apply the SIFT ratio test
thus belong to different features. Let df1 and df2 be the two nearest neighbors of the
descriptor df of the feature f . As illustrated in Fig. 3.2(a), the ratio test measures the
similarity between the distances to the first and second nearest neighbor
dist1 = ‖df − d1‖2 < τ · ‖df − d2‖ = τ · dist2 , (3.1)
where τ is typically chosen from the range [0.6, 0.8] [Low04, LSH10, SSS08a]. The test
accepts a match between f and the feature f1 if df1 is a distinct nearest neighbor of
df , i.e., if df1 is significantly closer to df than df2 . In contrast to an image, multiple
descriptors are associated with every 3D point in the model since every point was tri-
angulated from at least two image features. When matching a 2D feature against the
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(a) 2D-to-2D search (b) 2D-to-3D search (c) 3D-to-2D search
Figure 3.2.: (a) The original SIFT ratio test dist1 < τ · dist2 [Low04] assumes that
each descriptor corresponds to a unique image feature (stars). (b) Since each 3D point
corresponds to multiple descriptors (circle), we need to adjust the ratio test for 2D-to-
3D matching to guarantee that the two nearest neighbors belong to different 3D points.
(c) Similarly, we have to adapt the test for 3D-to-2D matching if we want to use all
descriptors of a point for matching.
model, it is thus likely that the two nearest neighboring descriptors belong to the same
scene point. Thus, the ratio test is likely to reject many correct matches since we can
expect the two nearest neighbors to be very similar to each other. We must therefore
ensure that the two descriptors used for the ratio test belong to different scene points.
One simple solution to this problem is to represent each point using only a single
descriptor, e.g ., the mean descriptor. However, such a representation discards most of
the appearance information available for each point. If we want to use all descriptors
of each scene point, we have to adapt our definition of the two nearest neighboring
descriptors to ensure that they belong to different points. Let D(p) be the set of all
descriptors associate with a 3D point p and let P be the set of all 3D points. For a given
query feature f with descriptor df , let
dist(f, p) = min
d∈D(p)
‖df − d‖2 (3.2)
denote the minimal descriptor distance between f and the point p (cf . Fig. 3.2(b)).
Consequently, the two nearest neighboring 3D points for f are defined as
p1 = argmin
q∈P
dist(f, q) , p2 = argmin
q∈P\{p1}
dist(f, q) (3.3)
and the two distances used in the ratio test are dist1 = dist(f, p1) and dist2 = dist(f, p2).
Notice that the adapted test requires tree-based search algorithms to find maxp∈P |D(p)|+
1 many nearest neighbors to ensure that both descriptors used in the ratio test belong
to different 3D points, which might result in many additional search steps compared to
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searching only for the two nearest neighbors. In contrast, the adapted ratio test can
easily be integrated into the quantized search algorithm discussed in Sec. 3.3.
Similarly, we also have to modify the ratio test when using all descriptors of a 3D
point p for 3D-to-2D matching. As illustrated in Fig. 3.2(c), the two nearest neighboring
features f1 and f2 in a query image Q for a 3D point p are defined as
f1 = argmin
f∈Q
dist(f, p) , f2 = argmin
f∈Q\{f1}
dist(f, p) , (3.4)
i.e., we search for the two features most similar to the descriptors from D(p).
3.2.2. 2D-to-3D vs. 3D-to-2D Matching
2D-to-3D and 3D-to-2D matching solve the nearest neighbor search problem on two
different scales. In order to pass the SIFT ratio test, a feature f needs to have a unique
global descriptor, i.e., the nearest neighbor found through 2D-to-3D search has to be
significantly closer to f than the descriptors of all other 3D points. In contrast, 3D-
to-2D search considers a local matching problem since a point p only needs to have a
distinct nearest neighbor in the image. As a result, it is likely that multiple scene points
with similar descriptors, e.g ., representing repetitive structures, all match against the
same image feature and that the resulting correspondences all pass the ratio test. Since
only one of these matches can be correct, one challenge of 3D-to-2D matching is thus to
select the correct match for every 2D feature.
Another important difference is the density of the descriptor spaces induced by an
image and a 3D model. Since there are multiple orders of magnitude more 3D points,
and thus descriptors, in a model than there are features in the image, the descriptor space
generated by a model is significantly denser. This has a direct impact on both the recall,
i.e., the percentage of all possible correct matches that is found, and the false positive
matching rate, i.e., the percentage of incorrect correspondences found by the search
method, since the SIFT ratio test automatically adapts to the density of the descriptor
space. In denser regions, i.e., regions in which all descriptors are close to each other, the
nearest neighbor thus has to be much more similar to the query descriptor in order to
pass the ratio test than in sparser regions of the space. Consequently, denser descriptor
spaces are more likely to reject wrong matches than sparser spaces and we can expect
that 2D-to-3D search has a significantly lower false positive matching rate than 3D-to-
2D matching. This can lead to the interesting situation that image-based localization
methods using 2D-to-3D matching are faster than localization approaches that match
into the other direction, especially when using the prioritization scheme introduced in
Chap. 5, since the run-time of the robust pose estimation procedure described in Chap. 4
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Buildings in the 3D ModelDescriptor SpaceQuery Image
Figure 3.3.: Due to similar structures found on multiple buildings in the 3D model,
the SIFT ratio test employed by 2D-to-3D matching will reject the match for the query
feature (red star) as too ambiguous. In contrast, 3D-to-2D matching will accept corre-
spondences between the red feature and all red 3D points due to the sparser descriptor
space induced by the features in the query image. Combining both search directions al-
lows us to improve the matching performance: Multiple matches (green and blue) found
with one of the buildings using 2D-to-3D search allow us to resolve the ambiguity for the
red point. Subsequently, 3D-to-2D search can be used to recover the correspondence.
grows exponentially in the percentage of false matches. This shows that a low false
positive matching rate is very important as the resulting speed-up of the pose estimation
stage can compensate for the fact that 2D-to-3D matching is more expensive than 3D-
to-2D matching due to the larger number of descriptors that have to be considered.
Furthermore, a low false positive matching rate is vital for any prioritized matching
approach terminating the correspondence search as soon as a fixed number of matches
is found. If too many wrong matches are found, the search might be stopped too early
before enough correct matches can be established to allow camera pose estimation. We
will consider the impact of the descriptor space density on 2D-to-3D and 3D-to-2D
search strategies and their corresponding false positive matching rates in more detail in
Chap. 5.
While decreasing the likelihood of accepting wrong matches, increasing the descriptor
space density also increases the chance that the SIFT ratio test rejects correct matches.
Consequently, we can expect that 2D-to-3D matching will also find fewer legitimate
matches. Such a situation is depicted in Fig. 3.3: Due to similar local structures found
on multiple buildings in the scene, the SIFT ratio test will reject any 2D-to-3D match
found between the red query feature and the red scene points as too ambiguous. However,
finding further matches with the correct building can help to disambiguate the situation.
Once we have identified which of the red points should be visible in the query image, we
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can use a more permissive 3D-to-2D search to recover the correspondence. In Chap. 6,
we will use this concept to derive a direct matching approach for image-based localization
that combines both search directions.
As outlined above, the likelihood of rejecting correct 2D-to-3D matches increases with
the size of the model. This implies that there is a limit to the scalability of 2D-to-3D
search since no more matches will be found for very large scene representations. We will
consider this problem in Chap. 7 by analyzing different approaches that aim at offsetting
the negative effect of dense descriptor spaces. As we will show, combining both search
directions is crucial for the scalability of direct 2D-to-3D matching.
3.3. Quantized Search
HKM trees iteratively refine the subdivision of the search space until too few descriptors
are contained in a cell to continue the subdivision. A simple variation of this approach
is to stop the subdivision at a fixed level, independent of the number of descriptors
assigned to the corresponding clusters. Such a strategy is inspired by image retrieval
methods which use a visual vocabulary of fixed size W , trained by hierarchical [NS06]
or approximate k-means clustering [PCI∗07], to obtain a partitioning of the descriptor
space into the Voronoi cells defined by the visual words. An inverted file is then created
for every word, containing information about database images with descriptors assigned
to that word. In the context of nearest neighbor search, the inverted file simply contains
all descriptors which map to the corresponding cluster center [JDS11, BL12, SLK11]
(cf . Fig. 3.4). Nearest neighbor search is thus performed in two steps: After assigning
a query descriptor to its closest visual word, e.g ., using approximate nearest neighbor
search, its corresponding nearest neighbor is found by linear search through the inverted
file index of its word [JDS11, SLK11]. Due to the quantization of the descriptor space
induced by the visual vocabulary, we refer to this approach as quantized search or quan-
tized matching [SWLK12]. While HKM trees adapt the spatial subdivision to the data,
we use a quantization defined by a fixed vocabulary, independent of the actual data.
Consequently, we need to build the search structure accelerating the visual word assign-
ment stage only once. In Chap. 5, we will show that such a generic vocabulary achieves
a matching performance similar to a dictionary trained specifically for a given dataset.
Vocabulary trees and kd-trees spend the same amount of search time on every query
descriptor by visiting a fixed number of leaf nodes. Using quantized search, the search
costs of a single descriptor depend on the number of descriptors assigned to the same
visual word, i.e., the number of ”similar” descriptors contained in the database. Conse-
quently, less time is spent on descriptors with a relatively unique appearance while more
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Figure 3.4.: (left) Quantized search uses a visual vocabulary to define a subdivision of
the search space. Each descriptor is assigned to a single visual word. (right) For every
cell, we store an inverted index containing the assigned descriptors, e.g ., the descriptors
of the 3D points for 2D-to-3D matching. Given a query descriptor, we first assign it to
a visual word and then search for its nearest neighbor inside the inverted file.
comparisons are required to determine the nearest neighbor from a larger set of descrip-
tors describing repetitive local structures. This behavior, coupled with the two-stage
nature of the search process, can be used to prioritize 2D-to-3D matching: Intuitively,
a match between a feature and a point with a rather unique appearance is much more
informative than a match between descriptors representing repetitive local structures.
In addition, evaluating a feature with globally unique appearance is much cheaper due
to the shorter inverted file of its word. After assigning every feature to its corresponding
visual word, the prioritization scheme proposed in Chap. 5 thus starts the matching
phase by considering 2D features mapped to visual words with short inverted files. The
correspondence search is then terminated as soon as a fixed number of matches is found.
As we will show in Chap. 5, features assigned to smaller visual words with short inverted
files offer a much better trade-off between the costs of finding the nearest neighbor and
the probability of establishing a correct match. Furthermore, we will show in Chap. 6
that quantized matching can also be used to combine 2D-to-3D and 3D-to-2D search,
allowing us to re-use the same search structure for both matching directions.
Quantized search has a higher computational complexity compared to tree-based
matching approaches: Let N be the total number of descriptors and let W be the
size of the used vocabulary. On average, N/W descriptors are assigned to a visual
word. Thus, finding the nearest neighbor inside a word using linear search requires
time O(cdist · N/W ), where cdist is the time required to perform a descriptor compar-
ison. Using tree-based search to compute the visual word assignments, the total time
complexity of quantized search is O(log (W ) + cdist ·N/W ) for a single query. However,
we notice that in practice, quantized matching is often faster than tree-based search,
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Method Complexity
kd-tree O(Lmax · log2(N) + Lmax · cdist)
vocabulary tree O(logk(N) · k · Lmax · cdist)
quantized search O(log(W ) + cdist ·N/W )
Table 3.1.: Comparison of the computational complexity of different nearest neighbor
search methods for a single query. N is the number of descriptors, Lmax is the maximal
number of leaf nodes visited during search, k is the branching factor of the vocabulary
tree, W is the size of the vocabulary used for quantized search, and cdist is the cost of
computing the distance between two descriptors. On average, an inverted file of a visual
word used in quantized matching contains N/W entries.
especially when combined with the prioritization scheme described above. Also, identi-
fying the two nearest neighboring descriptors belonging to different scene points, which
is required when representing each 3D point by multiple descriptors (cf . Sec. 3.2.1), is
trivial when performing linear search through an inverted file.
The size W of the vocabulary used for quantized search has a direct impact on both
the search efficiency and the matching accuracy. Larger dictionaries result in shorter
inverted files and thus faster linear search times. At the same time, finer vocabularies
also introduce more quantization errors since the likelihood of assigning the descriptor
of a 2D feature and the descriptors of its corresponding scene point to different words
increases with the size of the dictionary. In addition to missing a correct nearest neigh-
bor, quantization artifacts might also prevent quantized search to find the second nearest
neighbor required to reject an incorrect match using the ratio test (cf . Fig. 3.5). We will
analyze the relation between the vocabulary size, the search efficiency and the false pos-
itive matching rate in more detail in Chap. 5. In Chap. 6, we will then propose a more
efficient approach to recover matches lost due to quantization than simply searching
through the inverted files of multiple nearest neighboring visual words.
Notice that a similar quantized search approach has independently been proposed by
Je´gou et al . [JDS11]. However, their method uses the quantization solely to accelerate
nearest neighbor search, while we exploit the information about the global uniqueness of
the individual visual words and their corresponding descriptors, which is readily provided
by the quantization, to prioritize the search.
3.4. Discussion
In order to solve the image-based localization problem, we need to establish 2D-3D cor-
respondences between positions in the 2D query image and 3D points in the scene, which
41
3. Correspondence Search
Figure 3.5.: Using a visual vocabulary induces quantization errors: We miss a correct
match if the descriptor of a 2D feature (red star) and the descriptor of the corresponding
3D point (red circle) are assigned to different visual words. Furthermore, quantized
search is more likely to accept wrong matches than tree-based search since the second
nearest neighbor needed to reject an ambiguous match might be mapped to a different
visual word (blue star and purple circles).
in turn are used to facilitate camera pose estimation. Since these correspondences can be
found by utilizing the image descriptors associated to every scene point and 2D feature,
we have used this chapter to introduce the basic concepts of correspondence search as
well as multiple data structures for efficient nearest neighbor search. A summary over
the computational complexities of the different methods can be found in Tab. 3.1. We
have also presented and discussed our own quantized search approach. Although it has
a higher computational complexity than tree-based methods, its two-stage approach to
nearest neighbor search allows us to quickly obtain information about the 2D image
features which can then be used to guide the matching process. Quantized search is
thus used to implement our prioritization scheme for 2D-to-3D matching, which we will
develop in more detail in Chap. 5.
In addition, we have introduced some of the important concepts used throughout this
thesis to derive and analyze solutions to the image-based localization problem: We have
considered the differences between 2D-to-3D and 3D-to-2D search concerning the like-
lihood of accepting correct and incorrect correspondences. We will verify the results
of this theoretical discussion, namely that 2D-to-3D search should perform significantly
better than matching into the other direction, experimentally in Chap. 5. As illustrated
in Fig. 3.3, our active search method, presented in Chap. 6, will exploit the complemen-
tary advantages of both search directions in order to recover correspondences lost due
to quantization, allowing us to improve the effectiveness of our image-based localization
methods. The impact of the descriptor space density on the scalability of 2D-to-3D
matching approaches will be analyzed empirically in Chap. 7.
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Due to the approximate nature of descriptor matching, the set of correspondences ob-
tained with the search methods described in the previous chapter will usually contain
wrong matches, i.e., 2D-3D matches that have no geometric meaning. Therefore, we
have to explicitly handle such outliers when estimating the camera pose to avoid that
they affect the accuracy of the estimate. Probably the most commonly used strategy
to estimate geometric transformations from correspondences between two sets of data
points in the presence of outliers is the RANSAC (RANdom SAmple Consensus) algo-
rithm [FB81]. RANSAC iteratively selects a random subset of all correspondences, uses
this subset to estimate the transformation, and verifies this estimate against all other
matches. The geometric model that explains the largest number of matches, e.g ., the
pose that projects the largest number of 3D points onto their corresponding 2D features,
is then selected as the best approximation to the true relation between the data points.
RANSAC terminates if the probability of missing the correct transformation falls below
a given threshold. To maximize the probability that RANSAC estimates the correct
transformation, it is imperative to use only minimal subsets to estimate the models,
i.e., subsets containing just enough matches to generate a transformation. Therefore,
we explain minimal algorithms for pose estimation in Sec. 4.1. Sec. 4.2 then gives de-
tails about RANSAC and introduces our own RANSAC variant, SCRAMSAC (Spatially
Consistent RAndoM SAmple Consensus) [SLK09]. Sec. 4.3 summarizes this chapter.
The main contribution of this chapter, which we will explain in more detail in Sec. 4.2,
is the introduction of an efficient spatial consistency filter that is able to detect and
remove incorrect matches. The filter is based on the idea that correct matches should
exhibit a consistent behavior. As a minor contribution, Sec. 4.2.1 provides an broad
overview over existing RANSAC variants.
4.1. The N-Point Pose Problem
The projective mapping from 3D to 2D is fully determined by the internal and external
calibration of a pinhole camera. If the internal calibration, most importantly the focal
length, is known, we only need to estimate the external parameters, i.e., the position
and orientation of the camera (cf . Sec. 2.1). Otherwise, the internal parameters need
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to be computed together with the pose. In the following, we describe different methods
to estimate the pose for both cases. All of these solvers have in common that they are
minimal in the sense that they use a minimal set of 2D-3D correspondences to estimate
the pose, i.e., there exist no other algorithms that solve the same problem with a smaller
set of matches. In the following, we will distinguish the solvers by the internal camera
parameters they estimate as well as by the number of correspondences they require to
compute the camera pose. Since the problem of estimating the camera pose from n
2D-3D correspondences is known as the n-point perspective pose problem (pnp), we will
also refer to methods computing the camera pose as pose estimation solvers or pnp
algorithms.
4.1.1. Calibrated Cameras
In the case that the full internal calibration is known, only the external calibration needs
to be estimated. A common way to compute the pose is to use a two step procedure: In
the first step, the positions of the 3D points are computed in the local coordinate system
of the camera. The pose of the camera is then determined by computing a rigid transfor-
mation between the point positions in the local coordinate system and the positions in
the global system. Since the distances between the points in the local coordinate system
are the same as the distances in the global system, the rigid transformation amounts
to a translation and rotation and directly yields the camera pose. Note that a minimal
number of three points are required to compute such a transformation. Therefore, the
problem of estimating the position and orientation of a calibrated camera from three
2D-3D matches is commonly referred to as the three point perspective pose problem (p3p)
[HLON94] or the three point absolute pose problem to denote that the pose is estimated
relative to absolute point measurements in a global coordinate system (in contrast to
relative measurements in another camera image). Accordingly, we refer to algorithms
solving this problem as p3p solvers. There exists a multitude of approaches to solve this
problem and a detailed analysis of these methods can be found in the work by Haralick
et al . [HLON94]. In the following, we outline the underlying idea to the first step that is
common to all approaches and sketch the solution by Fischler and Bolles [FB81], which
we use in this work.
Figure 4.1(a) shows the geometrical setup for a p3p solver. We are given three 2D
points fi and their corresponding 3D Points Pi in the global coordinate system. Using
the known internal calibration matrix K of the camera, the first step is to compute the
positions P′i of the 3D points in the local camera coordinate system. For every 2D point
fi we can recover the direction of the viewing ray connecting the corresponding 3D point
with the camera’s center of projection as vi = K
−1 (fi 1)T . Thus, we can express the
unknown 3D point P′i as P′i = di · vi/‖vi‖, where di is the distance of P′i to the center
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(a) (b)
Figure 4.1.: (a) The first step of most p3p algorithms involves computing the positions
P′i of the 3D points in the local coordinate system of the camera. (b) Given the side
lengths of the tetrahedron defined by the 3D points Pi in global coordinates and the
camera center C, the unknown global position of the camera center C can be recovered.
of projection. As a result, we only have to solve for the distances di to obtain the local
point positions. To do so, we employ the known distances Di,j between the global point
positions Pi and Pj, which are preserved when transforming from the global into the
local coordinate system, as well as the fact that we can compute the cosine of the angles
between the viewing rays vi and vj as cosαi,j =
vTi vj
‖vi‖‖vj‖ . As described by Haralick et
al ., the following three equations can then be derived from the law of cosines:
D2i,j = d
2
i + d
2
j − 2 · di · dj · cosαi,j , i, j ∈ {1, 2, 3}, i = j. (4.1)
Solutions to the p3p problem then proceed by reducing the number of variables, e.g ., by
elimination or substitution, until they end up with a single polynomial in one variable.
This equation in general has multiple solutions, from which the distances di can be
computed [HLON94]. The methods solving the resulting equation discussed by Haralick
et al . mainly differ in the way this reduction is performed and in the degree of the
resulting polynomial. For example, Fischler and Bolles express the distances d2 and d3
as multiples of d1, e.g ., d2 = a · d1 and d3 = b · d1 for some a, b > 0, which is possible
since all the points have to lie in front of the camera, i.e., di > 0. This allows them to
eliminate d1 from the equations, resulting in two new equations that are linear in b. By
subtracting these two equations, b can be eliminated, resulting in a univariate polynomial
of degree four in a, which can be solved efficiently in closed form. Fischler and Bolles
show that using the roots of this polynomial to compute the distances di yields up to 4
solutions to the three point pose problem. Their argument, together with a very detailed
derivation of the solution can be found in [FB81]. Note that the computation of the
distances will fail if the three points and the camera center are concyclic [HLON94]. In
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practice, this is no problem for localization in urban environments, where most surfaces
are planar.
Given the positions of the points in the local coordinate system, Fischler and Bolles
proceed to compute the global position of the center of projection as illustrated in
Figure 4.1(b). The unknown camera position C forms a tetrahedron together with the
points Pi. From the side lengths computed in the first part of the p3p algorithm, two
planes Δ1 and Δ2 can be computed that contain C and that are orthogonal to the
lines passing through P1P2 and P1P3, respectively. The intersection with the plane Δ3
defined by the three points then yields the projection C′ of C onto Δ3, from which C
can be computed using the Pythagorean theorem [FB81]. This construction is only valid
if the points Pi are not collinear, in which case the camera pose cannot be estimated.
Given the camera position in global coordinates, we can define an orthonormal, right-
handed coordinate system in global coordinates and its corresponding counterpart in
local camera coordinates. The basis change matrix, transferring the global into the local
coordinate frame, then yields the rotation matrix of the camera. Here, any choice of
coordinate system is valid as long as the local and the global frames are cohesive.
The most common approach to solve the p3p problem is the two step procedure de-
scribed above. However, Kneip et al . recently proposed a novel closed-form approach
which avoids first computing the point positions in the local coordinate system and
instead directly computes the transformation in the global coordinate frame [KSS11].
They claim that their algorithm is one order of magnitude faster than other p3p solvers
while being numerically more robust. However, comparing their publicly available im-
plementation with our own implementation of the p3p solver from [FB81] showed little
differences in both the number of localized images and the localization times.
Pose estimation using the known gravity direction. As shown by Fischler and
Bolles, estimating the camera pose for a calibrated camera requires at least three 2D-3D
correspondences [FB81]. However, the number of required matches can be reduced if
partial information about the orientation of the camera is available. Kukelova et al .
prove that the full pose for a given calibrated camera with known up-direction, or equiv-
alently known gravity direction, can be estimated from only two 2D-3D correspondences
[KBP10]. They show that this pose estimation problem can be solved in closed form by
computing the roots of a quadratic univariate polynomial and of a set of linear equa-
tions. As a result, their up2p method is faster than the p3p method of Fischler and
Bolles and they show experimentally that it yields comparable or better results in terms
of accuracy. Most modern smart phones contain inertial measurement units (IMUs)
that can provide an estimate of the gravity vector, and thus the up-vector of the camera
[KBP10]. Additionally, the up-vector could be estimated by finding vanishing points in
the image [COSH11, KBP10].
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4.1.2. Uncalibrated Cameras
In practice, it is unreasonable to assume that the camera calibration is always given,
especially since the focal length changes when the camera zooms into the scene or if the
camera is equipped with an autofocus mechanism. Thus, we need to be able to estimate
the pose without knowledge of the internal calibration. In the following, we therefore
describe different ways to compute both the external and internal calibration from the
2D-3D correspondences such as the six point direct linear transform (6pt DLT, p6p)
method [HZ04] and the four point perspective pose from unknown focal length (p4pf )
method [BKP08]. The algorithms mainly differ in the structure of the internal calibra-
tion. For example, the 6pt DLT algorithm does not place any restrictions on the internal
calibration while the p4pf method assumes that the principal point is the center of the
image, the pixels have no skew and the only unknown variable is the focal length.
Full internal calibration unknown. The central idea of the 6pt DLT algorithm is
that we can obtain the entries of the unknown projection matrix P = K [R|t] ∈ R3×4 as
the solution to a linear system of equations [HZ04]. Let X = (x, y, z, 1)T be a 3D point
in homogeneous coordinates. The projection x′ = (u′, v′, w′)T of X onto the image plane
can be expressed in homogeneous coordinates as x′ = P ·X. Using the cross product,
we obtain the equation x′ × P · X = 0. Denoting the i-th row of P by pTi ∈ R1×4 and
using the matrix representation of the cross product yields the linear system⎡
⎣ 0T −w′XT v′XTw′XT 0T −u′XT
−v′XT u′XT 0T
⎤
⎦
⎛
⎝p1p2
p3
⎞
⎠ = 0 . (4.2)
Only two out of the three equations from Equation 4.2 are linearly independent, i.e.,
every 2D-3D correspondence yields two equations that can be used to determine P[HZ04].
Overall, P has 12 entries but only 11 degrees of freedom, since multiplying P with any
constant factor has no effect on the projection due to the de-homogenization performed
as part of the projection. By stacking up the first two equations from Eqn. 4.2, we can
obtain a 12× 12 matrix A from six 2D-3D correspondences. Solving the linear system
A
⎛
⎝p1p2
p3
⎞
⎠ = 0 (4.3)
then yields the entries of the projection matrix P up to scale. Note that since P has 11
degrees of freedom, we would only require a 11× 12 matrix A, but using all 12 equations
obtained from six 2D-3D correspondences results in a least squares estimate of P [HZ04].
In order to estimate the projection matrix correctly, at most four of the six 3D points
used to compute A are allowed to lie on a single plane. If more than four points are
coplanar, A does not contain enough constraints to successfully estimate P [FP06, HZ04].
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Unknown focal length. For most modern cameras, it is safe to assume that their
principal point coincides with the center of the image and that their pixels are squares.
As a result, only the focal length has to be estimated. Bujnak et al . proposed a p4pf
method that uses four correspondences to estimate the focal length together with the
rotation and translation of the camera [BKP08]. In contrast to the 6pt DLT algorithm,
their solution can handle coplanar points. Similar to the methods discussed by Haralick
et al ., they observe that the position of a point P′i in the local camera coordinate system
can be expressed as αi ·K−1 (ui, vi, 1)T = αi ·(ui, vi,−f)T = P′i. Note that since the focal
length f is unknown, the αi do not correspond to the depth of the points in the camera
coordinate systems. Still, all scaling factors αi are positive, i.e., we can express all other
scaling factors as multiples of α1 and eliminate α1, resulting in a system of multivariate
polynomial equations in the four unknowns α2, α3, α4, and f . The solutions to this
system are usually computed using Gro¨bner basis methods, i.e., by generating another
system of polynomial equations which has the same roots as the original system and for
which the roots can be computed by solving a linear system [BKP08]. The resulting
solver needs to perform Gauss-Jordan elimination on a 154× 180 matrix and yields up
to 10 solutions. Note that this is computationally more complex than solving the 12×12
linear system of the 6pt DLT algorithm.
Josephson and Byro¨d use a slightly more complex model of the internal calibration,
assuming that both the focal length and a radial distortion parameter are unknown
[JB09]. Their proposed method (p4pfr) then proceeds to estimate both parameters
together with the camera pose from four 2D-3D correspondences using Gro¨bner basis
methods. Their solver yields up to 12 geometrically plausible solutions (out of a total
of 24 solutions) and needs to compute the QR-decomposition of a 1134 × 720 matrix,
which is computational more complex than the approach by Bujnak et al . While the
p4pfr solver is general in the sense that it handles coplanar points in the same way as
non-coplanar points, Bujnak et al . show that the problem of estimating the pose, focal
length, and radial distortion can be solved more efficiently by handling the two cases
separately [BKP10]. Their resulting Gro¨bner basis method (p4pfr-p/np) is more than
one order of magnitude faster than the method by Josephson and Byro¨d while yielding
comparable or better accuracy.
Unknown focal length and known gravity direction. Similar to the calibrated
case, Kukelova et al . show that information about the gravity vector simplifies the
pose estimation problem for a camera with unknown focal length and radial distortion
[KBP10]. While approaches assuming no knowledge about the external calibration of
the camera are required to solve a system of multivariate polynomials, the approach by
Kukelova et al . only needs to compute the roots of a quadratic, univariate polynomial
and of a set of linear equations. Therefore, their solver is orders of magnitude faster
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# Required Intrinsic Parameters IMU Data
Solver 2D-3D Matches Required Estimated Required
up2p [KBP10] 2 f , p yes
p3p [FB81] 3 f , p
up3pfr [KBP10] 3 p f , r yes
p4pf [BKP08] 4 p f
p4pfr [JB09] 4 p f , r
p4pfr-p/np [BKP10] 4 p f , r
6pt DLT [HZ04] 6 K
Table 4.1.: Summary of the properties of different pnp solvers. Depending on the
method, the focal length (f), principal point (p), radial distortion parameters (r), or the
full internal calibration matrix K have to be known or can be estimated. Knowledge
about the gravity direction can be obtained from inertia measurement units (IMUs).
than algorithms based on Gro¨bner bases, while at the same time requiring only three 2D-
3D correspondences. Kukelova et al . show experimentally that their up3pfr algorithm
achieves a higher accuracy than the methods from [BKP08, JB09].
Further reading. An introduction into Gro¨bner basis methods for pose estimation
problems can be found in the work by Byro¨d et al . [BJ09]. An overview over minimal
problems for pose estimation, together with references to solutions and source code, can
be found at http://cmp.felk.cvut.cz/minimal/.
In most of the approaches presented above, the proposed pose estimation methods are
evaluated on both synthetic and real data. The latter is obtained by applying Structure-
from-Motion on a small set of images [BKP08, JB09, BKP10, KBP10]. In some cases,
these scenes depict rather small objects close to the camera, e.g ., books [BKP08, BKP10,
KBP10]. One minor contribution of this thesis is therefore an experimental evaluation
of different pose estimation techniques under practical conditions, where the distance
of the camera to the scene varies drastically. The corresponding experiments will be
presented in Chap. 6. Tab. 4.1 summarizes the different pose solvers presented above.
4.2. RANSAC
As described in Chap. 3, we match the local descriptors found in a query image against
the local descriptors of the 3D points in our models to obtain the 2D-3D correspondences
needed for camera pose estimation. Because of errors in the matching process caused
by approximate nearest neighbor search and ambiguous descriptors, not all established
correspondences are correct. We thus need to distinguish between inlier matches de-
scribing the correct projection of a 3D point onto the camera image and outlier matches
which cannot be explained by the geometry of the scene. Obviously, only the inliers
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should be used to compute the camera pose to obtain an estimate unaffected by wrong
matches.
In general, the process of distinguishing between correct and incorrect correspondences
based on a geometric transformation that aligns the matching points is commonly re-
ferred to as geometric or spatial verification. It is a key component in many systems
based on local feature matching such as image retrieval, where it is used to ensure
that the top-ranked images depict the same geometrical structure as the query image
[SZ03, NS06, PCI∗07, CPSZ07, JDS08]. Another example is Structure-from-Motion,
which combines the estimated geometric transformation between local features from
pairs of images to reconstruct entire scenes [SSS06, ASS∗09, FGG∗10, COSH11].
Due to its robustness against high levels of outliers, the RANdom SAmple Consensus
(RANSAC) algorithm [FB81] is probably the most popular way to implement spatial ver-
ification. In each step, RANSAC generates a hypothesis for the geometric transformation
between the matches from a random subset of all correspondences. It then determines
the support of the hypothesis among the correspondences by checking which matches are
consistent with the transformation. The hypothesis with the largest support, i.e., the
largest number of inliers, is then chosen as the best estimate of the geometric transfor-
mation describing the set of matches. To avoid checking all possible subsets, RANSAC
terminates when the probability of having missed the correct transformation is below a
certain threshold. The number of sampling steps taken by RANSAC solely depends on
the ratio of inliers to the total number of matches, the so-called inlier ratio.
Since RANSAC-based spatial verification is an important part of many applications,
multiple extensions have been proposed to either accelerate RANSAC [MTN∗02, CMK03,
Cap05, CM05, CM08, CMO04, Mat11, RFP09, LMC12, RTF12], guarantee real-time
performance [Nis03b, RFP08], or to improve its robustness to noise or degenerate so-
lutions [CMK03, CMO04, CWM05, FP06, RFP09, LMC12, RF11]. Still, all these im-
provements are based on the original idea of estimating a global transformation from a
set of local matches.
As the main contribution of this chapter, we propose a novel RANSAC variant based
on the idea of exploiting the spatial consistency between correct matches [SLK09]. Start-
ing with correspondences between individual features, we employ a spatial consistency
check to filter out matches not consistent with their surrounding correspondences before
using RANSAC to estimate the global transformation between the local features. This
local-to-global approach allows us to remove a large fraction of all outliers, resulting in
a higher inlier ratio and thus a significant speed-up of the robust estimation process.
The rest of this chapter is structured as follows. In the next section, we give an
overview over RANSAC, its various extensions and work related to our spatial fil-
ter. Sec. 4.2.2 introduces the spatial consistency check and details its integration into
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Algorithm 1: RANSAC [FB81]
Input: Set of correspondences C = {ci | i = 1, . . . ,M}, error threshold terr, probability
of failure η0
1 Ibest = m, εbest = Ibest/M , kmax = log η0/log (1− εmbest)	+ 1
2 Φbest ← ∅
3 for k = 1 to kmax do
4 Select m correspondences from C uniformly at random
5 Compute model Φ from the sample
6 I = 0
7 for c = 1 to M do // Compute support of model
8 if errΦ(ci) < terr then I = I + 1
9 if I > Ibest then // Update best model
10 Ibest = I, εbest = Ibest/M , kmax = log η0/log (1− εmbest)	+ 1
11 Φbest ← Φ
Return: (Φbest, εbest)
RANSAC, resulting in the SCRAMSAC (Spatially Consistent RAndoM SAmple Con-
sensus) algorithm for robust geometric verification. In Sec. 4.2.3, we experimentally
compare SCRAMSAC against RANSAC and PROSAC on a set of challenging datasets
before concluding this chapter. Parts of the text in this section of the thesis and the
experimental results have been taken from our original SCRAMSAC paper [SLK09].
4.2.1. Introduction to RANSAC
As described above, RANSAC uses a hypothesize-and-verify approach to spatial ver-
ification [FB81]. Let C be a set containing M correspondences between two sets of
feature points. In the kth step, RANSAC samples a random subset of size m from all
matches, which is then used to generate a transformation hypothesis Φ. Next, the num-
ber of inliers IΦ for the newly generated model is determined. A correspondence ci is
considered to be an inlier if the residual error errΦ(ci) between the prediction by the
model Φ and the actual measured data points is below a user-defined threshold terr, i.e.,
errΦ(ci) < terr. If the current model Φ has more inliers than the best model Φbest found
so far, i.e., IΦ > IΦbest , Φbest is replaced by Φ. To avoid testing all possible subsets of
sizem, RANSAC stops if the probability of missing the correct geometric transformation
is below a user-defined threshold η0. The best model found before termination is used
as an estimate of the correct transformation. This model can then be refined further
using non-linear least squares minimization while taking all inliers into account [HZ04].
Pseudocode for a prototypical RANSAC implementation is shown in Alg. 1, which we
will explain in the following.
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Let Igt be the true number of matches consistent with the correct transformation Φgt
describing the geometric relation between the correspondences. Assuming that Φgt can
be generated from any subset of size m consisting only of inliers, the probability of
drawing m inliers when choosing a subset uniformly, independently at random is
Pall-inlier sample =
m−1∏
j=0
Igt − j
M − j ≤
(
Igt
M
)m
= εmgt , (4.4)
where εgt is the inlier ratio of the ground truth transformation. The probability of
drawing an all-inlier sample Pinlier sample is thus maximized by minimizing m, i.e., by
selecting only as many matches as necessary to generate the model hypothesis. Based
on Eqn. 4.4, the probability of drawing only contaminated samples containing at least
one outlier in k consecutive steps can be estimated as
η = (1− Pall-inlier sample)k ≥
(
1− εmgt
)k
. (4.5)
Thus, to ensure that the correct model is found with probability (1 − η0), RANSAC
needs to take at least
kmax ≥
⌊
log η0
log
(
1− εmgt
)
⌋
+ 1 (4.6)
sampling steps. Given a fixed failure probability η0, the number of RANSAC iterations
solely depends on the true inlier ratio εgt. In practical applications, the true inlier ratio
is not known. However, IΦ can be used as an estimate of Igt that is updated every time
a new best model is found.
Since the m correspondences used to generate a model hypothesis Φ will always be
consistent with Φ, the estimated inlier ratio will always be positive and thus RANSAC
is guaranteed to terminate. However, the number of samples taken by RANSAC can
be extremely large, especially for very low inlier ratios, resulting in very long run-times.
We can express the run-time of RANSAC as
tRANSAC =
kmax∑
i=1
(tmodel +Mi · teval) = kmax · (tmodel +M · teval) , (4.7)
where tmodel and teval are the times required to generate a hypothesis and evaluate
a single correspondence against the resulting model, respectively. Mi is the number of
correspondences used to verify the ith model [CM08]. The last equality in Eqn. 4.7 holds
since standard RANSAC evaluates every model on all matches. The time required by
RANSAC can thus be decreased by either reducing the number of iterations kmax, e.g .,
by using a different sampling strategy, or by reducing the number of evaluation steps Mi
needed to reject a wrong model. In contrast to other RANSAC variants which mostly
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perform only one of these two optimizations, combining RANSAC with our proposed
consistency check leads to both fewer evaluations per model and fewer sampling steps
due to our filters’ ability to remove wrong matching, resulting in an increased inlier ratio
on the remaining set of correspondences. Before describing the details of our consistency
check in Sec. 4.2.2, we review a selection of improved RANSAC variants.
Early model rejection. Depending on the transformation that is estimated, wrong
models can be detected early on. For example, Chum et al . present an orientation
constraint for the estimation of the epipolar geometry, evaluating a model on all matches
only if the points used to compute the model are in front of both cameras [CWM04].
Given d correspondences chosen uniformly at random, it is unlikely that all of them
are consistent with a wrong model. The Td,d test therefore evaluates a model on all
matches only if all d correspondences are inliers to the model, leading to a RANSAC
variant in which the verification step is also randomized [CM02a]. Another randomized
RANSAC approach uses the HG-test to reject bad models early on [Cap05]. The HG-
test stops the evaluation of the current model if the number of inliers found so far falls
below a certain threshold, i.e., if it is improbable that the current model will become
the best model found so far. Similarly, the sequential probability ratio test (SPRT)
proposed by Chum & Matas rejects the current hypothesis during verification based on
the likelihood that it is incorrect [CM08]. The test is designed to minimize the run-
time of RANSAC (cf . Eqn. 4.7), while giving the same guarantee of obtaining a correct
solution. Chum & Matas show experimentally that SPRT-RANSAC performs close to
an optimal randomized RANSAC algorithm.
Better sampling strategies. Another strategy to reduce the run-time of RANSAC
is to use a different sampling strategy in order to generate outlier-free samples and thus
correct models early on. NAPSAC (N Adjacent Points SAmple Consensus) obtains a 4D
search space by concatenating the 2D coordinates of the matched features [MTN∗02].
It selects the first sample uniformly at random and, based on the assumption that
outliers tend to be distributed all over the 4D space while inliers are spatially related,
chooses the remaining correspondences from the local neighborhood around the first
sample. Tordoff and Murray model the probability that a match is correct based on its
matching score, as well as temporal information from previous frames, and use these
probabilities to guide the sampling process [TM02]. Similarly, the PROgressive SAmple
Consensus (PROSAC) framework by Chum and Matas also uses the matching scores
to define an ordering of the correspondences [CM05]. Starting with matches with high
similarity scores, PROSAC progressively enlarges the subset from which the samples for
hypothesis generation are drawn. While their sampling strategy will eventually converge
to the uniform sampling used by RANSAC, it has been shown that in practice PROSAC
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is able to generate good models early on, making it orders of magnitude faster than
RANSAC [CM05]. Ni et al . combine PROSAC-style sampling and grouping information
for the matches by initially restricting the sampling process to groups likely to contain
inliers [NJD09]. Raguram et al . learn the weights for PROSAC-style sampling online
during the recognition and reconstruction of landmark buildings from a set of unordered
images [RTF12]. Similar to our prioritization scheme presented in Chap. 5, they base
the weights on visual words and increase the importance of a word with every match
assigned to it that passes geometric verification.
Handling of quasi-degenerate cases. RANSAC and all its variants covered so far
assume that the correct transformation can be estimated from any outlier-free sample.
Unfortunately, this assumption is too optimistic. For example, a projection matrix can-
not be estimated uniquely from points lying on a single plane since this is a degenerate
case for the 6pt DLT algorithm [HZ04]. But even if the correspondences are only quasi-
degenerate, e.g ., in a scene with a single dominant plane which nonetheless contains
enough out-off plane points to estimate the transformation, RANSAC might miss the
correct solution. Chum et al . show that if a fundamental matrix is generated from five
or more matches which can be related by a homography, then the estimated epipolar
geometry will be consistent with both the points from the sample and all matches on the
plane described by the homography [CWM05]. Since it finds many inliers also for wrong
transformations, RANSAC will terminate too early. Therefore, DEGENSAC computes a
homography for every fundamental matrix with the highest number of inliers so far and
(if possible) combines it with off-plane matches to recover the correct epipolar geometry
[CWM05]. QDEGSAC generalizes this concept to general transformations [FP06]. It
iteratively applies RANSAC on the set of inliers found in the previous iterations, using
fewer constraints in each round to determine the number of constraints on the trans-
formation that are provided by the inliers and detect degenerate cases. If possible, the
remaining constraints required to estimate the correct transformation are then recovered
using the outliers of the degenerate model.
Notice that both NAPSAC and PROSAC are especially prone to estimating degener-
ate transformations from quasi-degenerate data, due to their sampling strategies: The
neighboring features used by NAPSAC will often lie on almost-planar structures, while
correspondences with high scores from feature matching are also likely to belong to the
same plane. As a result, it is necessary to combine NAPSAC and PROSAC with checks
against degenerate configurations [RAN06, RFP08, Mat11].
The influence of noise on RANSAC. Besides quasi-degenerate configurations, noise
present in the data, e.g ., in the image positions of the matched features, also invalidates
the assumption that any outlier-free sample yields the correct model. Consequently,
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RANSAC takes more samples than theoretically necessary [CMK03]. Once a new best
model is found, LO-RANSAC therefore applies a local optimization (LO) on this model
by drawing non-minimal samples from its inliers in order to generate more robust hy-
potheses using least squares model estimates [CMK03]. Since the resulting models better
fit the data, the number of sampling steps actually taken by LO-RANSAC is closer to
the theoretical prediction from Eqn. 4.6 than when using standard RANSAC. However,
LO-RANSAC might be substantially slower than RANSAC for high inlier ratios when
the local optimization becomes the dominant factor in run-time. Lebeda et al . show how
to accelerate LO-RANSAC [LMC12]. Raguram et al . use the uncertainty of an estimated
model to determine a set of potential inliers based on a covariance test [RFP09]. While
local optimization is triggered every time a new best model is found, i.e., ln (kmax) + 1
times on average [CMK03], their method can terminate after applying RANSAC on the
set of potential inliers once a first good model found.
Another parameter that affects the number of samples taken by RANSAC is the
error threshold terr, since it directly impacts the number of inliers consistent with a
hypothesis. Obviously, the choice of terr depends on the noise in the feature positions.
Yet, some actual outliers will be considered inliers when choosing terr too large, resulting
in transformation estimates with poor quality but many inliers. Instead of trying to
maximize the number of inliers, MSAC therefore minimizes a more robust cost function,
inducing a fixed cost for outliers and scoring inliers based on their error errΦ(ci), MSAC
thus prefers models of higher quality instead of purely maximizing the number of inliers
[TZ00]. MLESAC further improves on MSAC by using the likelihood of a model as its
cost function, resulting in a RANSAC variant that aims at computing the maximum
likelihood estimate of the transformation. While MSAC and MLESAC are more robust
against the choice of terr than classical RANSAC, the REsidual CONsensus (RECON)
approach by Raguram & Frahm does not require any threshold [RF11]. Instead, RECON
uses residual sorting on the errors errΦ(ci) to identify good models.
Real-Time RANSAC. While many of the improvements discussed above reduce the
run-time of RANSAC, none of them is able to guarantee its termination in a certain time
frame. To allow the use of RANSAC for real-time applications, preemptive RANSAC
uses a breadth-first approach to model verification [Nis03b]. It generates a fixed number
of hypotheses, iteratively evaluating all of them on the same correspondence. Before
considering the next match, only the best subset of the initial models is kept while the
rest is discarded. Generating a fixed number of models essentially places an limit on the
maximal outlier ratio that can be tolerated. To better adapt the number of hypotheses
to the inlier ratio, Adaptive Real-time Random SAmple Consensus (ARRSAC) estimates
the inlier ratio by performing depth-first verification for an initial set of models and a
subset of the data [RFP08]. The number of hypotheses is then adapted and evaluated
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on the remaining correspondences in breadth-first order. Yet, ARRSAC will still fail for
very low inlier ratios due to its hard limit on the number of evaluated models.
4.2.2. Spatial Consistent RAndoM SAmple Consensus
The common approaches to improve RANSAC’s run-time either reduce the number
of iterations, e.g ., using improved sampling schemes [TM02, MTN∗02, CM05, NJD09,
RTF12], or terminate the evaluation of bad models early on [CM02a, Cap05, CM08].
In this section, we propose a novel RANSAC variant that reduces both the number of
iterations and model evaluations [SLK11]. Our approach is based on the insight that
correct matches are spatially correlated, allowing us to identify and remove a large
fraction of the outliers using an effective and efficient consistency check. Applying
RANSAC on this smaller set of matches with a higher inlier ratio naturally results
in fewer sampling steps (cf . Eqn. 4.6) and fewer verifications per model.
In detail, we make the following contributions: We introduce a scale-invariant spatial
consistency check that, despite its simplicity, is able to effectively remove many wrong
matches. We show that the set of remaining correspondences is sufficient to obtain geo-
metric transformations with a quality similar to those obtained when using all matches.
Compared to PROSAC [CM05], one of the fastest RANSAC variants [RFP08], our con-
sistency check is easy to implement while achieving comparable run-times and being
more robust to degenerate configurations. We quantitatively evaluate our approach on a
variety of geometric transformations and challenging test sets, showing that it achieves
a good performance over a wide range of scenes and verification problems.
In the following, we first motivate our approach before formally defining our outlier
removal step. We then give a geometric interpretation of its effects and discuss its
integration into and impact onto RANSAC, including possible limitations. In Sec. 4.2.3,
we confirm experimentally that these limitations impact the performance of our method
only very slightly. This section is based on our original publication [SLK11].
4.2.2.1. Identifying Possible Outliers
We distinguish between two types of outlier correspondences. Outliers of the first kind
are correctly matched features that are just not consistent with the estimated geometric
transformation. This type of outliers can be caused by too restrictive error thresholds,
noise affecting the estimated transformation, or general limitations of the geometric
model, e.g ., estimating a homography between two images depicting a non-planar scene.
Outliers of the second kind are correspondences whose features do not match geomet-
rically and thus cannot be consistent with any correct model. Such outliers are caused
by limitations of the feature descriptor or the matching process.
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(a) (b)
Figure 4.2.: (a) Due to similar structures, local feature matching can lead to wrong
correspondences (red dots). (b) By considering their spatial neighborhoods, such wrong
matches can be detected and removed before applying RANSAC.
Since LO-RANSAC is designed to handle some of the outliers of the first kind [CMK03],
we focus on identifying and removing outliers of the second kind. Fig. 4.2 (a) shows an
example for outliers of the second kind. Identical structures found in both images lead to
identical descriptors. Therefore, any matching algorithm purely based on nearest neigh-
bor search will establish a match between the red features as their descriptors match
perfectly. However, we can identify wrong correspondences by comparing the spatial
neighborhoods around the two features (cf . Fig. 4.2 (b)). We expect that most wrong
matches are randomly distributed over the images [MTN∗02], resulting in dissimilar lo-
cal neighborhoods. More precisely, we obtain a scale-invariant definition of the spatial
neighborhood of a feature by using a circular region whose radius depends on its scale.
Our spatial consistency check then considers the neighborhoods of two matching features
as similar if the fraction of correspondences between both regions is large enough. All
correspondences whose neighborhood similarity falls below a threshold θ are discarded,
while the remaining set of correspondences is used to estimate the geometric transforma-
tion. This results in a local-to-global estimation approach: After local feature matching,
a small spatial neighborhood is considered to remove potentially wrong correspondences
before estimating the global transformation between the images.
Similar definitions and applications of local neighborhoods have been used before. In
the following, we compare them to our approach before giving a formal definition of
our filtering step. Before the widespread adoption of modern, robust feature descrip-
tors such as SIFT [Low04], early approaches also used spatial information to disam-
biguate between multiple matching candidates found using less invariant local descrip-
tors [JL01, ZDFL95]. Zhang et al . define the local support of a match based on the
matching strengths and relative distances of neighboring matches [ZDFL95]. Based on
their support, matches are then disambiguated by minimizing a global energy function
for all correspondences. In contrast, our approach treats every match individually. Jung
& Lacroix use a fixed number of nearest neighbors to compare the neighborhoods of
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two potentially matching features, estimating an affine transformation between the two
groups [JL01]. These transformations are then propagated to larger regions to find more
matches. In contrast to our approach, their definition of a local neighborhood is not
scale-invariant. Furthermore, their assumption that an affine transformation can be
used to relate two neighborhoods does not hold for larger regions in the image or under
drastic viewpoint changes. Wu et al . bundle SIFT features that fall into the same ellip-
tical regions [WKIS09], defined by detecting MSER features [MCUP02]. These bundled
features, which are inherently more discriminative than regular SIFT features alone, are
used to improve the performance of an image retrieval system. Sivic & Zisserman also
employ a spatial consistency check similar to our approach [SZ09]. For every match,
they use a fixed number of neighboring correspondences to define its local image neigh-
borhood. A match is rejected if the number of consistent correspondences between the
neighborhoods in both images falls below a given threshold. The remaining number of
matches is then used to rate the similarity between two images in an image retrieval
system. In contrast, our definition of a local neighborhood is scale-invariant and we rely
on a relative threshold, allowing our method to adapt to the fact that fewer matches
are found under significant illumination or viewpoint changes. Furthermore, we show
that the remaining set of matches is sufficient to estimate the correct geometric transfor-
mation between two images and can thus be used to accelerate RANSAC. Chum et al .
use a definition of spatial neighborhoods very similar to our own to improve the recall
of min-hashing when applied to image retrieval [CPM09], but do not use their local
structures for spatial verification.
4.2.2.2. The Spatial Consistency Check (SCC)
Let I1 and I2 be two images, each containing a set of local, scale-invariant features
F(Ii) = {(xij, yij, σij)}. Each feature f ij = (xij, yij, σij) ∈ F(Ii) is defined by its image
position xij = (x
i
j, y
i
j) and its scale σ
i
j. The spatial neighborhood
NIi(f
i
j) = {f ik ∈ F(Ii) \ {f ij} | ‖xik − xij‖2 ≤ rσij ∧ sminσij < σik < smaxσij} (4.8)
of a feature f ij contains all features from F(Ii) inside a circle of radius rσij around (xij, yij)
whose scale is in the range (sminσ
i
j, smaxσ
i
j).
Let C = {(f 1, f 2) | f 1 ∈ F(I1) ∧ f 2 ∈ F(I2)} be a set of feature correspondences
between the images I1 and I2, for example obtained by matching local descriptors. We
assume that the correspondences were established using one-sided matching, i.e., every
feature from F(I1) has at most one matching feature from F(I2). Based on C, we define
the matching neighborhood NC(f
i
j) of a feature f
i
j in image F(Ii) as the subset of all
correspondences that contain one feature in f ij ’s spatial neighborhood:
NC(f
i
j) = {(f 1k , f 2l ) ∈ C | f 1k ∈ NIi(f ij) ∨ f 2l ∈ NIi(f ij)} . (4.9)
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Figure 4.3.: Illustration of the spatial consistency check applied on the correspondence
formed by the two red features. Features contained in the two spatial neighborhoods
(gray circles) are colored in blue and arrows symbolize matching features. Features
not contained in the neighborhoods, e.g ., due to dissimilar scales, are colored black.
The matching neighborhood of f 1j contains |NC(f 1j )| = 4 matches, two of which have
corresponding features in the spatial neighborhood of f 2k . The SCC thus assigns a score
of 0.5 to the correspondence between the matching features.
We assign each correspondence c = (f 1j , f
2
k ) ∈ C a spatial consistency score based on
comparing the number of common correspondences to NC(f
1
j ):
SC((f 1j , f
2
k )) =
{ |NC(f1j )∩NC(f2k )|
|NC(f1j )|
if |NC(f 1j )| > 0
0 otherwise
. (4.10)
We call |NC(f 1j ) ∩NC(f 2k )| the local support of the match c and
|NC(f1j )∩NC(f2k )|
|NC(f1j )|
the fraction
of consistent matches between both neighborhoods. Fig. 4.3 illustrates the definition of
the consistency check and demonstrates that it is asymmetric. Notice that our definition
of consistency discards isolated matches with no neighboring correspondences.
Given a threshold θ ∈ [0, 1], the spatial consistency check uses the consistency score
to remove all correspondences whose score is below θ, resulting in a reduced set of
correspondences
Cred = SCC(C, θ) = {c ∈ C | SC(c) ≥ θ} . (4.11)
Similar to Sivic and Zisserman [SZ09], our definition of spatial consistency does not re-
quire us to explicitly compute a geometric transformation between the neighborhoods.
This leads to an efficient implementation of the SCC: Given a set of correspondences, we
build a kd-tree [AMN∗98] for all features in the first image that have a match in the other
image. For each such feature f 1j we perform a fixed radius search to find potential neigh-
bors. Evaluating Eqn. 4.10 then reduces to counting how many potential neighboring
matches are actually contained in NC(f
1
j ) and NC(f
2
k ). Since every correspondence can
be considered independently of the other matches, the SCC can easily be parallelized.
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(a) (b)
Figure 4.4.: Geometric interpretation of the SCC for a locally planar scene: (a) The
scene patch belonging to the red circular neighborhood in image two projects to the
red dashed ellipse in the first image. (b) Since the overlap between the ellipse and the
blue neighborhood decreases with cosψ, the SCC requires a larger fraction of matches
between the neighborhoods to accept such matches.
Geometric interpretation. Consider the scene shown in Fig. 4.4 in which both
neighborhoods depict part of a planar scene patch. The second image shows this plane
from a fronto-parallel view while the first image views the scene from an angle ψ. The
projection of the scene patch corresponding to the red circle in image two into the first
image is the red dashed ellipse. The size of the ellipse, and thus the overlap between
the scene patches, scales with cosψ. As a result, using θ to threshold the consistency
scores limits the difference in viewing angle to ψ ≤ arccos θ. Notice that ψ = arccos θ
only holds if |NC(f 1j ) ∩ NC(f 2k )| = |NC(f 2k )|, i.e., if all matches in NC(f 2k ) also belong
to NC(f
1
j ). Therefore, a threshold of θ = 0.8 allows changes in viewing direction of at
most 36.9◦, while a threshold θ = 0.5 accepts changes up to 60◦.
The amount of local support |NC(f 1j ) ∩NC(f 2k )| naturally decreases with decreasing
overlap between the scene patches. In order to pass the SCC, the amount of wrong
matches contained in NC(f
1
j ) has to decrease together with an increasing viewing angle.
Therefore, the SCC automatically adapts to the fact that both feature detectors and
descriptors become less reliable with increasing viewpoint changes [MTS∗05, MS05] by
enforcing a stricter spatial consistency.
4.2.2.3. SCRAMSAC
The spatial consistency score could be used to define an ordering based on our con-
fidence in the correspondences. This ordering could then be used for PROSAC-style
sampling, where neighborhood information could be exploited to avoid generating de-
generate samples. However, we choose a much more simpler integration into RANSAC
by using the SCC as a pre-filtering step. Starting with the initial set of correspondences
C, we apply the SCC on C. Afterwards, we run RANSAC on the resulting reduced set of
correspondences Cred. Pseudocode for the resulting Spatial Consistent RAndoM SAmple
Consensus (SCRAMSAC) approach can be seen in Alg. 2. We can also apply the SCC
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Algorithm 2: SCRAMSAC
Input: Set of correspondences C = {ci | i = 1, . . . ,M}, error threshold terr, probability
of failure η0, number of iterations for the consistency check nSCC
// Computation of the reduced set using the SCC
1 Cred ← C
2 for i = 1 to nSCC do // Iterative application of the filter
3 Cred ← SCC(Cred, θ) // cf . Eqn. 4.10
// Apply RANSAC on the reduced set Cred
4 (Φred, εred) = RANSAC(Cred, terr, η0) // cf . Alg. 1
5 Optional: Compute inlier ratio εfull of model Φred on full set C
6 Optional: Refine Φred using inliers from C
Return: (Φred, εred)
iteratively for nSCC rounds. While we found that we can safely apply 2-3 iterations on
most image pairs, we only apply the SCC exactly once in this thesis to preserve the
generality of our approach to a wide range of scenes, i.e., we set nSCC = 1.
Using the SCC as a pre-filter has a distinct advantage: Compared to PROSAC or
SPRT-RANSAC, using the SCC does not require us to change the sampling strategy
or termination criterion of RANSAC. Thus, our approach can be easily combined with
any existing RANSAC implementation, i.e., we can easily integrate more advanced
RANSAC variants into SCRAMSAC. For example, the Td,d test [CM02a] or the SPRT
[CM08] could be used to further speed up model verification. LO-RANSAC [CMK03]
could be integrated as well to improve the robustness of SCRAMSAC against noise.
In Sec. 4.2.3, we will show that SCRAMSAC achieves a similar speed-up as PROSAC.
Simultaneously, SCRAMSAC is less prone to degenerate configurations than PROSAC
due to its uniform sampling strategy, yielding more stable transformation estimates.
Let Mred = |Cred| be the size of the reduced set Cred of correspondences obtained from
the SCC. Based on Eqn. 4.7, the time needed to apply SCRAMSAC on Cred is given by
tSCRAMSAC = k
SCRAMSAC
max ·(tmodel +Mred · teval) < kRANSACmax ·(tmodel +M · teval) = tRANSAC .
(4.12)
The SCC filters out potentially wrong matches and thus the reduced set contains fewer
matches with a higher inlier ratio εred. According to Eqn. 4.6, applying RANSAC on Cred
instead of C results in fewer iterations, i.e., kSCRAMSACmax < k
RANSAC
max . Since the reduced
set is also used for model verification, an additional speed-up is obtained by requiring
fewer evaluations per model, i.e., Mred < M = |C|.
Unfortunately, there are no theoretical bounds on the effectiveness of the spatial con-
sistency check. Furthermore, we cannot guarantee that only outliers are removed, nor
61
4. RANSAC-Based Pose Estimation
can we give a bound on the number of removed inliers. Unlike RANSAC, we thus cannot
guarantee that SCRAMSAC finds the correct transformation. However, experimental
results show that SCRAMSAC performs similar to RANSAC for a wide range of scenes.
An interesting case are quasi-degenerate configurations with one dominating plane.
Consider the example of a statue in front of the planar facade of a building. Due to
parallax, the appearance of the local neighborhoods of features found on the statue will
change significantly when viewing the scene from different directions. The SCC will re-
ject matches between such features, as well as any correspondence that has no neighbor-
ing match (cf . Eqn. 4.10). As a result, the transformation estimated by SCRAMSAC will
be degenerate. However, the correct solution can be obtained by combining SCRAMSAC
with QDEGSAC [FP06]. As mentioned above, QDEGSAC iteratively applies RANSAC.
In the first iteration, an initial model is found and the matches are classified into inliers
and outliers. In the following iterations, RANSAC is only applied on the inliers of the
previous iteration to determine how many of the constraints necessary to estimate the
transformation can be fulfilled by them. Finally, QDEGSAC uses all inliers from the
last round and draws random samples from the outliers in order to fulfill the remaining
constraints. With the exception of the first and the final iteration, QDEGSAC applies
RANSAC only on the inliers of the previous round, which requires little additional time.
Furthermore, the final iteration of RANSAC is usually inexpensive as well since only
few correspondences are required per sample, i.e., the initial application of RANSAC is
the most costly step. Using SCRAMSAC, we can thus achieve a significant speed-up for
QDEGSAC, especially if the inlier ratio on the original set of matches is low.
4.2.3. Experimental Results
In this section, we evaluate the performance of our spatial consistency filter for vari-
ous parameter settings and viewing conditions. We compare it to RANSAC without
the SCC to show that SCRAMSAC significantly accelerates spatial verification while
not sacrificing the quality of the estimated transformations. Furthermore, we compare
SCRAMSAC with PROSAC, which is considered one of the fastest RANSAC extensions
[RFP08], to show that our method achieves state-of-the-art performance.
Experimental setup. We evaluate SCRAMSAC on a set of publicly available se-
quences: The Leuven Castle sequence1 is made available by Marc Pollefeys and shows a
scene under varying viewing angles. The Grafitti and Wall sequences depict out-of-plane
rotations for planar scenes and the Leuven Illumination (Leuven Illum.) dataset fixes
the camera position while changing the exposure time. The three sequences were first
used by Mikolajczyk et al . to evaluate feature detectors [MTS∗05, MS05]2. The Oxford
1http://www.cs.unc.edu/~marc/
2http://www.robots.ox.ac.uk/~vgg/research/affine/
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Corridor sequence3 depicts forward motion in a non-planar scene [HZ04]. We further-
more use image pairs from a larger test suite4 published by Kelman et al . [KSS07] (cf .
Fig. 4.8 A-G), the Great Wall image pair5 (Fig. 4.8 I) from [CM05], and image pairs
taken from the CMP Detenice Fountain and CMP St. Martin sequences6. The last
two sequences were created by the Center for Machine Perception (CMP) at the Czech
Technical University in Prague.
For each image, we extract SIFT features [Low04] using the executable provided by
David Lowe. Correspondences between two images are obtained by approximate nearest
neighbor search using the ANN library [AMN∗98], finding the two nearest neighbors
from the second image for every feature from the first image. We then apply the SIFT
ratio test ‖d−d1‖ < τ‖d−d2‖, with τ = 0.8 as proposed by Lowe [Low04], to filter out
wrong matches. The homography between two images is computed using the normalized
DLT algorithm [HZ04]. To estimate the epipolar geometry, we use the normalized 8-
point algorithm that estimates the fundamental matrix [HZ04]. The failure probability
for all RANSAC variants used in the evaluation is set to 5%, i.e., η0 = 0.05. We consider
a correspondence to be an inlier to a transformation hypothesis Φ if the Sampson Error
induced by Φ on the match is at most 1.0 [HZ04]. PROSAC requires an additional
parameter δ modeling the probability that a random correspondence is an inlier to a
wrong model [CM05]. We noticed that the performance of PROSAC strongly depends on
δ and the inlier threshold terr for the Sampson Error. In the following, we report the best
results obtained for PROSAC by varying δ. The ordering of the correspondences required
by PROSAC was obtained by using the SIFT ratio values [CM05]. As noted in the
literature, PROSAC’s progressive sampling strategy is sensitive to noise and degenerate
configurations [RAN06, RFP08, Mat11]. We therefore combine PROSAC with local
optimization [CMK03] (LO-PROSAC) and QDEGSAC [FP06] (Q-LO-DEGSAC).
The experiments evaluating the impact of its parameters on the performance of
SCRAMSAC were carried out on a single thread of a PC with an Intel QuadCore CPU
with 2.4GHz and 4 GB of RAM. The remaining experiments were performed on a 3GHz
Intel CoreDuo with 4 GB of RAM. For every image pair we repeated the experiments
1000 times and report the mean and standard deviation of the measured quantities.
For SCRAMSAC, we report the inlier ratios for both the reduced and the full set
of correspondences. The latter is obtained by evaluating the best model found on the
reduced set on all matches, i.e., we do not re-apply RANSAC on the full set (cf . Line
5 in Alg. 2). We do not refine the transformation estimated on the reduced set.
3http://www.robots.ox.ac.uk/~vgg/data1.html
4http://www.vision.cs.rpi.edu/keypoints
5http://cmp.felk.cvut.cz/~chum/DATA/data.htm
6http://cmp.felk.cvut.cz/projects/is3d/Data.html
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Figure 4.5.: The impact of the radius r on (a) the inlier ratios for the full (left) and
reduced set (right), (b) the number of iterations, and (c) the run-time for θ = 0.55. (d)
The impact of the threshold θ on inlier ratio on the run-time for a fixed radius of r = 7.
Parameter evaluation. In our first experiment, we evaluate the impact of the different
parameters on the performance of SCRAMSAC. We use one image pair each from the
Leuven Castle, Corridor and CMP Detenice Fountains sets to estimate the epipolar
geometry and two images from the Grafitti and Leuven Illum. datasets for homography
estimation. We fix smax = 1/smin = 2, thus allowing spatial neighborhoods to contain
features from at most two octaves of the scale space. This setting assumes that features
found in octaves farther away are less important since they are less likely to be repeatable
under scale changes. Experiments with different values for smin and smax, which showed
no clear improvements, validated our assumption. Results from Mikolajczyk et al . show
that SIFT features still produce valid matches for viewpoint differences of approximately
50◦ [MS05], so we first fix θ = 0.55 and vary the radius r, allowing viewpoint changes
of up to 56.6◦. Fig. 4.5 shows the impact of the radius r on (a) the inlier ratios on both
the full and reduced set, (b) the number of iterations needed by SCRAMSAC, and (c)
SCRAMSAC’s run-time. As indicated by the inlier ratio on the full set, the estimation
quality remains stable over the range [4.5, 7.5]. Larger values for r increase the time
needed for the fixed radius search for features in the spatial neighborhood. This cost
can become dominant for image pairs with an already high inlier ratio on the full set
(cf . the Castle, Corridor, and Leuven datasets in Fig. 4.5(c)) and we thus select r = 7
to obtain a general parameter setting. However, when applying SCRAMSAC on image
pairs with a low inlier ratio on the full set, choosing a larger value of r could decrease
the run-time further as RANSAC’s sampling steps become the dominant cost factor.
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(a) (b) (c)
Figure 4.6.: (a) Initial feature correspondences (50% inliers). (b) The reduced set of
matches after applying the spatial consistency check once (80% inliers). The reduced set
still contains matches from all planes in the scene. (c) In contrast, PROSAC uses only
a very small set of matches to estimate its model, leading to a degenerate configuration.
Fig. 4.5(d) details the impact of the threshold θ used by the SCC on the run-time
of SCRAMSAC for r = 7. The results show that values of θ ≥ 0.55 can significantly
improve the run-times for some datasets since they require a higher confidence in the
correspondences. At the same time, they are also more likely to filter out correct cor-
respondences. This leads to the increase in run-time observed for the CMP Detenice
image pair, which has the largest percentage of wrong matches. Subsequently, we set
θ = 0.55 since this setting yields clearly better results than θ < 0.55. Consequently, we
use r = 7 and θ = 0.55 in all following experiments.
Robustness to viewpoint and illumination changes. The repeatability of feature
detectors deteriorates under significant changes in illumination or viewpoint [MTS∗05].
As a result, fewer correspondences between spatial neighborhoods are found, decreasing
the spatial consistency scores used to prune matches. In the following, we therefore eval-
uate the robustness of SCRAMSAC against such changes. We compute the fundamental
matrix for the Leuven Castle and Corridor sequences and estimate homographies for the
Wall and Leuven Illum. sets. For all test sets, we match the first image against all other
images in the sequence and compare SCRAMSAC with RANSAC and LO-PROSAC.
Fig. 4.7 shows the inlier ratios and timing results for the three methods. When
dealing with changes in viewpoint, the spatial consistency check is consistently able
to filter out a significant amount of outliers. As a direct consequence of increasing
the inlier ratio, SCRAMSAC is up to two orders of magnitude faster than RANSAC,
achieving a similar speed-up as PROSAC. Comparing the inlier ratio of SCRAMSAC’s
models on the full set to the inlier ratio of RANSAC shows that SCRAMSAC achieves
a similar model estimation quality. This validates our assumption that the reduced set
is sufficient to estimate the correct transformation. As predicted, the performance of
SCRAMSAC deteriorates for large viewpoint changes approaching arccos 0.55 ≈ 56.6◦:
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Figure 4.7.: Evaluation of SCRAMSAC’s robustness to changes in (a)-(c) viewpoint
and (d) illumination. As can be seen on the inlier ratios computed on the full set of
matches, SCRAMSAC achieves a similar estimation quality as RANSAC. The SCC is
able to filter out many outliers and thus increases the inlier ratios significantly. As a
result, SCRAMSAC offers similar run-times (shown in log-scale) as PROSAC.
The last images in the Leuven Castle sequence have a difference in viewing angle of
approximately 50-60◦ to the first image in the sequence.
PROSAC yields worse estimation quality than RANSAC and SCRAMSAC for some
image pairs, e.g ., on the Leuven Castle sequence. As illustrated in Fig. 4.6, this is a
direct result of PROSAC’s progressive sampling strategy which can lead to degenerate
configurations in which the highest ranked matches lie on the same plane. This causes
PROSAC to terminate too early since all other points on that plane are still inliers
to the degenerate fundamental matrix [CWM05]. Due to sampling from a larger set,
SCRAMSAC is more robust to such degenerate cases as evident by the smaller standard
deviation of its inlier ratios.
Robustness against further effects. In order to evaluate the robustness of SCRAM-
SAC against effects other than pure viewpoint or lighting changes, we apply our method
on the set of challenging image pairs shown in Fig. 4.8. The images from this test set
combine viewpoint changes with repetitive (A,E) or small-scale (E,G, H, J) structures,
extreme changes in zoom (F) or illumination (C,D), or small image overlaps (B, E, G).
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Tab. 4.2 compares the results of SCRAMSAC, RANSAC, and LO-PROSAC on these
challenging image pairs. We report the average inlier ratio ε, the mean number k of it-
erations needed by the methods to estimate the models, as well as the average run-time
t together with their standard deviations. For SCRAMSAC, we also present the inlier
ratio εred on the reduced set and the time needed to apply the SCC. Notice that this
time, given in parenthesis, is already included in the total run-time of SCRAMSAC.
As discussed above, PROSAC is susceptible to degenerate configurations. So we
combine it with QDEGSAC [FP06] (Q-LO-PROSAC) to allow a fair comparison. Still,
we observe that the estimation quality obtained with Q-LO-PROSAC is often worse
than when using RANSAC as evident in the inlier ratios (cf . Tab. 4.2 C-E, H-J). In
contrast, SCRAMSAC achieves essentially the same quality as standard RANSAC while
being up to one order of magnitude faster. In most cases, SCRAMSAC’s run-times are
even suitable for real-time applications. On some pairs, SCRAMSAC is even faster than
PROSAC. Fig. 4.8 shows the inlier matches computed by SCRAMSAC.
Combination with early model rejection. One advantage of using the spatial
consistency check, besides its conceptional simplicity, is that it does not alter the actual
RANSAC implementation. We can therefore improve SCRAMSAC’s performance by
combining it with more advanced RANSAC variants [CM02a, CMK03, CM08]. As
proof of concept, Tab. 4.2 also shows results for integrating the Td,d test [CM02a] into
SCRAMSAC. This test only evaluates a hypothesis on all correspondences if all matches
from a set of d randomly selected correspondences are inliers to this hypothesis. As
proposed in [CM02a], we use the most general setting d = 1 in our experiments. For
completeness we also report the results of combining RANSAC with the T1,1 test.
Since the test also rejects correct models, the number of sampling steps increases. Yet,
the total run-times often decrease as many models are not evaluated on all matches.
Using the T1,1 test, SCRAMSAC is up to two orders of magnitude faster than RANSAC
(cf . Tab. 4.2 D) without resulting in a lower estimation quality.
4.3. Discussion
In this thesis, we consider the problem of effectively and efficiently determining the
position and orientation of a novel query photo relative to a 3D model of a scene. In
this chapter, we have therefore discussed how to compute the camera pose from a set
of 2D-3D correspondences. We have presented different pose estimation solvers whose
applicability mainly depends on the amount of information available about the internal
calibration of the camera. A summary of the different solvers can be found in Tab. 4.1. In
Sec. 6.3.3, we will furthermore evaluate the accuracy of the different pnp solvers. In the
remainder of this thesis, we will mainly use the most general solver, 6pt DLT [HZ04], as it
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Figure 4.8.: Inlier correspondences for the challenging image pairs from Tab. 4.2, com-
puted using SCRAMSAC. When estimating the epipolar geometry (G-J) a few wrong
matches get classified as inliers. This is due to measuring the distance to the epipolar
lines to detect inliers and outliers, which leaves one degree of freedom for the position
of the features along the lines.
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does not require any knowledge about the internal camera calibration. One disadvantage
of the 6pt DLT algorithm is that it requires a rather large number of correspondences to
compute the pose, which increases the number of RANSAC iterations. Yet, it is easier
to implement and more efficient to compute than other pnp solvers which also do not
require knowledge about the internal calibration, such as [BKP08, JB09, BKP10].
Since the approximate nature of the matching process described in Chap. 3 inevitably
results in wrong matches, we use RANSAC to robustly handle such incorrect correspon-
dences. RANSAC iteratively selects subsets of minimal size to generate camera pose
hypotheses and selects the model consistent with the largest number of matches [FB81].
While RANSAC is guaranteed to find the correct pose with a certain probability, it
may require many iterations to find the correct pose, especially for low inlier ratios
(cf . Eqn. 4.6). As the main contribution of this chapter, we have therefore presented
a conceptually simple spatial consistency check (SCC) that is able to identify and filter
out wrong matches while retaining most of the correct correspondences. Our SCRAM-
SAC algorithm incorporates the SCC as a pre-filtering step into RANSAC, operating
on a reduced set of correspondences with a significantly higher inlier ratio. As a result,
SCRAMSAC achieves a speed-up of up to two orders of magnitude compared to stan-
dard RANSAC. Besides being simple to implement, a major advantage of SCRAMSAC is
that it can be easily combined with other RANSAC variants to accelerate it even further
[CM02a, CM08] or to achieve a higher robustness against noise [CMK03]. The major
disadvantage of SCRAMSAC is that we currently cannot give any theoretical guarantee
that SCRAMSAC finds the correct solution. Yet, the experimental results indicate that
SCRAMSAC indeed achieves the same estimation quality as RANSAC for a large variety
of scenes and viewing conditions. Still, it would be desirable to develop a SCRAMSAC
variant that gives theoretical guarantees, e.g ., by using correspondences from the full set
to recover the correct model. Furthermore, the definition of spatial consistency could be
modified to include orientation constraints [JDS08] or other information.
The SCC assumes that the matching process yields spatial neighborhoods containing
multiple correspondences. This assumption is not valid for the correspondences obtained
via 2D-3D matching since the 3D points in the model are too sparsely distributed when
reprojected into the images. Consequently, we find many matches containing no further
correspondences in their neighborhoods, which prevents the SCC to make any meaningful
prediction about their correctness. However, we will need these matches to estimate the
camera pose. Consequently, we will not use SCRAMSAC for image-based localization.
Instead, we will re-visit the idea of spatial consistency, albeit on a much coarser scale, in
Chap. 6, where we use visibility information from the reconstruction process to identify
and remove wrong matches.
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homography RANSAC + T1,1 Q-LO-PROSAC SCRAMSAC + T1,1
A : |C|=1712, |Cred|=917 ε 0.53 ± 0.05 0.51±0.06 0.19±0.13 0.53±0.05 0.52±0.06
εred 0.72±0.07 0.71±0.08
k 47±19 65±34 2±1 13±5 15±8
t [ms] 67.3±27.7 8.4±3.8 34.1±11.0 19.4±4.4 (7.7) 12.6±1.7 (7.6)
B : |C| = 879, |Cred| = 45 ε 0.43±0.04 0.41±0.05 0.35±0.11 0.43±0.04 0.42±0.04
εred 0.71±0.06 0.70±0.07
k 102±38 153±85 2±0 14±5 16±8
t [ms] 73.8±27.3 10.1±5.1 16.0±3.5 8.7±2.1 (2.7) 5.5±0.9 (2.7)
C : |C| = 364, |Cred| = 102 ε 0.19±0.01 0.17±0.02 0.09±0.04 0.18±0.02 0.17±0.02
εred 0.37±0.03 0.35±0.03
k 2792±746 4688±1865 4±2 172±48 237±88
t [ms] 919.5±245.7 256.8±101.8 8.6±2.6 22.5±6.0 (0.7) 14.1±4.9 (0.7)
D : |C| = 294, |Cred| = 61 ε 0.16±0.02 0.14±0.02 0.03±0.02 0.15±0.02 0.14±0.02
εred 0.46±0.04 0.44±0.05
k 5820±2274 15001±9670 8±2 81±31 114±57
t [ms] 1591.4±622.1 817.1±526.4 10.0±3.2 41.0±8.3 (0.5) 6.7±3.0 (0.5)
E : |C| = 1019, |Cred| = 547 ε 0.39±0.03 0.37±0.04 0.3±0.10 0.38±0.03 0.38±0.04
εred 0.61±0.04 0.59±0.05
k 153±57 245±139 4±1 26±10 31±15
t [ms] 126.8±47.6 15.7±8.3 24.6±8.0 16.7±4.6 (3.7) 7.7±1.3 (3.7)
F : |C| = 308, |Cred| = 136 ε 0.47±0.04 0.46±0.05 0.41±0.08 0.47±0.04 0.47±0.04
εred 0.84±0.08 0.84±0.08
k 78±36 113±67 3±1 7±4 8±4
t [ms] 22.5±10.4 6.5±3.7 7.7±2.6 2.0±0.6 (0.6) 1.5±0.4 (0.6)
epipolar geometry
G : |C| = 1348, |Cred| = 632 ε 0.57±0.02 0.57±0.02 0.55±0.07 0.54±0.03 0.53±0.03
εred 0.82±0.05 0.81±0.05
k 299±80 348±111 2±1 20±9 21±11
t [ms] 23.5±6.3 20.1±6.4 12.3±5.9 5.5±0.7 (4.0) 5.5±0.7 (4.1)
H : |C| = 835, |Cred| = 364 ε 0.46±0.02 0.44±0.02 0.36±0.09 0.46±0.02 0.44±0.03
εred 0.70±0.04 0.69±0.04
k 1904±640 2597±1165 5±3 67±28 77±35
t [ms] 132.5±44.6 145.1±65.2 4.6±1.2 6.1±1.8 (1.8) 6.1±2.0 (1.8)
I : |C| = 306, |Cred| = 106 ε 0.54±0.04 0.53±0.05 0.36±0.11 0.52±0.05 0.51±0.05
εred 0.78±0.06 0.78±0.07
k 693±371 1041±667 4±2 38±24 45±29
t [ms] 41.5±22.2 57.3±36.7 3.7±0.8 2.8±1.3 (0.6) 3.1±1.6 (0.6)
J : |C| = 1420, |Cred| = 507 ε 0.47±0.03 0.46±0.04 0.35±0.11 0.46±0.04 0.46±0.04
εred 0.76±0.06 0.75±0.06
k 1783±920 2820±1718 5±4 44±24 51±32
t [ms] 139.9±72.2 157.9±96.1 5.3±1.3 6.3±2.0 (3.2) 6.2±1.8 (3.2)
Table 4.2.: Results for the set of challenging image pairs. We report the average inlier
ratios ε (including the inlier ratios εred on the reduced sets computed by SCRAMSAC),
the mean number k of sampling steps, as well as the average run-times. For SCRAMSAC,
we also report the time needed for the spatial consistency check (in parentheses). In
accordance with previous experiments, SCRAMSAC offers a similar estimation quality
as RANSAC while achieving run-times comparable to or better than PROSAC.
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Part II.
Large-Scale Localization using Direct
Matching
71

Image-based localization requires 2D-3D correspondences between 2D image features
and 3D scene points to estimate the camera pose of a query image. Direct matching
techniques establish these correspondences through nearest neighbor search in the de-
scriptor spaces defined by the image features or scene points [LSH10, SLK11, CN12,
LSHF12, SLK12a]. In contrast, indirect matching approaches group the 3D points into
intermediate structures, e.g ., images [IZFB09, SWLK12], and restrict the search for
2D-3D matches to those points contained in the most similar structures. The main
challenge for both methods is the sheer size of the matching problem as we need to
establish correspondences between thousands of features found in a query image and
the millions of 3D points contained in models reconstructed from thousands of database
photos. Ideally, we would like to perform large-scale image-based localization in real-
time to enable applications such as Augmented Reality [CKM08, KM07] or pedestrian
navigation [IZFB09]. Consequently, feature matching should be as efficient as possible
while minimizing the number of false correspondences in order to avoid requiring too
much time for RANSAC-based camera pose estimation.
Historically, image retrieval techniques have been the method of choice to solve the
image-based localization problem due to their scalability to large datasets [CBK∗11,
IZFB09, SBS07]. However, recent work has shown that direct matching approaches
significantly outperform retrieval methods [LSH10, SLK11]. The following part of this
thesis is thus devoted to a detailed analysis of direct matching methods. In the next
chapter, we introduce a localization pipeline based on prioritized 2D-to-3D search that is
able to efficiently solve the image-based localization problem. The price for this efficiency
is that a smaller number of query images can be localized compared to approaches that
require multiple seconds to compute the matching alone. In Chap. 6 we thus adapt our
approach to close this gap in effectiveness without sacrificing localization efficiency.
The main contributions of this part of the thesis are the prioritization scheme for 2D-
to-3D matching, the resulting vocabulary-based prioritized search framework for image-
based localization, and our active search step that allows us to incorporate 3D-to-2D
matching into our prioritization framework. Although easy to implement, we show
that our prioritization strategy can be expected to perform close to optimal in practice.
Furthermore, we demonstrate that combining both 2D-to-3D and 3D-to-2D search into a
single prioritization scheme is crucial for achieving state-of-the-art localization efficiency
and effectiveness.
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Image-Based Localization
The basic outline of every direct matching approach for image-based localization is il-
lustrated in Fig. 5.1. After extracting local features in a query image, direct matching
proceeds by establishing 2D-3D correspondences through nearest neighbor search. The
camera pose is then estimated from these matches using RANSAC and an n-point pose
algorithm (cf . Chap. 4). The 2D-3D correspondences can be obtained using 2D-to-3D
search [SLK11], 3D-to-2D matching [LSH10], or a combination of both search directions
[CN12, LSHF12, SLK12a]. In the following, we adapt the terminology from Li et al .
and refer to both 2D features and their corresponding local descriptors simply as fea-
tures [LSH10]. Similarly, we use the term points to denote both 3D points and their
descriptors. We refer to a correspondence found by 2D-to-3D search as a 2D-to-3D
match. Accordingly, a 3D-to-2D match is established by 3D-to-2D search. If the search
direction is not relevant, we simply use the term 2D-3D match.
In this chapter, we focus on performing the matching into a single direction. Sec. 3.2.2
predicted that 2D-to-3D matching is able to localize more images than 3D-to-2D search
since it is solves a global matching problem, resulting in correspondences of a higher qual-
ity than those found by 3D-to-2D search. We validate this prediction experimentally in
Sec. 5.1. The same section also provides a description of the basic experimental setup
used throughout this thesis. As will be shown in Sec. 5.1, direct 2D-to-3D matching
approaches spend a large amount of their search time on features that have no corre-
sponding scene point. In Sec. 5.2, we therefore derive a prioritization framework for
2D-to-3D matching to minimize the search time until enough correspondences for pose
estimation are found. After a detailed analysis of the parameters of our method, we
demonstrate that our approach outperforms previously published methods for efficient
image-based localization in terms of accuracy, efficiency and effectiveness, achieving a
speed-up of up to one order of magnitude compared to tree-based search.
This chapter makes the following contribution to this thesis. First, we demonstrate
empirically that 2D-to-3D matching is more suitable than 3D-to-2D search to obtain
2D-3D correspondences for models containing a few million 3D points. As the main
contribution of this chapter, we demonstrate that prioritization is crucial for efficient
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Camera Pose
Camera Pose Estimation
from 2D-3D matches 
using RANSAC
Correspondence Search
between 2D image 
features and 3D points
Query Image
3D Point Cloud
Figure 5.1.: The general outline of a direct matching-based image localization frame-
work. Features found in the query image and the descriptors of the 3D points are used to
establish 2D-3D correspondences. The camera pose of the query image is then estimated
using a perspective-n-pose algorithm inside a RANSAC loop.
image-based localization by presenting and evaluating our framework for prioritized 2D-
to-3D matching. In addition to a more detailed empirical analysis than provided in the
original publication [SLK11], we also demonstrate experimentally that our approach can
be expected to perform very closely to an optimal method. The framework discussed
in this chapter forms the basis of the advanced image-based localization algorithm that
combines 2D-to-3D and 3D-to-2D matching discussed in Chap. 6.
This chapter is mainly based on our direct 2D-to-3D matching paper [SLK11] and
contains parts of its text and its the experimental results. The discussion in this chapter
is also inspired by insights from our later publications [SLK12b, SLK12a].
5.1. 2D-to-3D vs. 3D-to-2D Matching for Localization
As discussed in Sec. 3.2.2, 2D-to-3D matching is more likely to find correct matches than
3D-to-2D matching: The millions of points contained in a 3D model define a much denser
descriptor space than the tens of thousands of features found in a query image. Thus,
the SIFT ratio test is able to reject an ambiguous 2D-3D correspondence if multiple
scene points have a similar descriptor. In contrast, 3D-to-2D matching will likely accept
a match for each point in a group of 3D points with similar descriptors. In this section,
we validate this prediction and show experimentally that 2D-to-3D matching offers a
better localization effectiveness due to its lower false positive matching rate.
In the following, we first discuss direct 2D-to-3D matching approaches based on kd-
tree and quantized search (cf . Chap. 3) as well as the 3D-to-2D matching algorithm by
Li et al . [LSH10]. After introducing the evaluation criteria and the experimental setup,
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(a) all descriptors (b) mean descriptor (c) medoid descriptor
(d) mean per word (e) medoid per word
descriptors of
same 3D point
representatives
Figure 5.2.: Illustration of the different 3D point representations for quantized matching.
we compare the practical performance of both search directions. We also evaluate the
trade-off between efficiency and effectiveness for both 2D-to-3D approaches.
5.1.1. 2D-to-3D Matching
Tree-based matching. A straight-forward approach to accelerate direct 2D-to-3D
matching is to simply build a search tree on top of the descriptors of the 3D points
[LSH10, SLK11]. After finding the two nearest neighboring descriptors for a query
feature using approximate tree-based search, we employ the SIFT ratio test to reject
ambiguous matches. Since every 3D point is associated with at least two descriptors,
we expect that the two nearest neighboring descriptors will most often belong to the
same 3D point. At the same time, there might be scene points associated to hundreds
of descriptors. Since we need to specify the number of leaf nodes visited during search
before performing the matching, simply finding the k nearest neighbors and using the
closest descriptor belonging to different 3D points for the SIFT ratio test is not a viable
approach. Instead, it is common to simply use the mean descriptor for every 3D point
instead of all of its descriptors [LSH10]. Alternatively, one can also cluster the descriptors
belonging to a single 3D point, e.g ., using mean shift [Che95, CM02b], to obtain an
adaptive and compact representation [IZFB09, HCL∗12]. However, we prefer to use the
mean as it is considerably easier to implement and achieves very good results.
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Quantized matching. Another approach to direct 2D-to-3D matching is to use quan-
tized search instead of tree-based search. As explained in Sec. 3.3, quantized search first
assigns each query feature to its (approximately) closest word from a given visual vocab-
ulary. Let f be such a query feature with its descriptor df assigned to a word ω(df ) = w
whose inverted file index ivf(w) = {(k,d)} contains a set of (3D point id, descriptor)
pairs. Furthermore, let ivf(w, k) = {d | (k,d) ∈ ivf(w)} be the set of descriptors stored
in ivf(w) that correspond to the kth 3D point pk in the model. We use linear search
through the inverted file ivf(w) to find the two nearest neighboring descriptors for df
that belong to different 3D points. More formally, let dist(f, k) = mind∈ivf(w,k) ‖df −d‖
be the minimal distance between the feature and the closest descriptor of the kth scene
point. The linear search finds the two point ids nn1 and nn2, nn1 = nn2, such that
dist(f, nn1) ≤ dist(f, nn2) and dist(f, nn2) ≤ dist(f, o) holds for every other index o,
o = nn1, nn2, contained in the inverted file. We establish a 2D-3D correspondence be-
tween f and the 3D point pnn1 if the SIFT ratio test is passed, i.e., in the case that
dist(f, nn1) < τ · dist(f, nn2) holds, where τ is set to 0.7 [LSH10].
In contrast to kd-tree search, quantized matching allows us to easily implement differ-
ent 3D point representation strategies due to performing a linear search through the indi-
vidual words. Let Dk be the set of descriptors associated with the k
th 3D point pk. A de-
scriptor d ∈ Dk is assigned to its visual word ω(d) and we use ω(Dk) = {ω(d) | d ∈ Dk}
to denote the set of words activated by the descriptors of pk. Based on our definition
of the two nearest neighbors, there are multiple ways to define ivf(w, k), w ∈ ω(Dk).
The most straight-forward 3D point representation is to use all descriptors (all desc.),
i.e., ivf(w, k) = {d ∈ Dk | ω(d) = w}. This strategy allows the most faithful point
representation at the cost of the memory required to store all descriptors. The mean rep-
resentation assigns the mean mean(Dk) of all descriptors of pk to each word from ω(Dk)
resulting in ivf(w, k) = mean(Dk). Similarly, the medoid strategy uses the medoid in-
stead of the mean descriptor. Obviously, we only need to store the mean / medoid
descriptor once and can use pointers to its location inside the inverted files, resulting
in representations that are more memory efficient than using all descriptors. The mean
per word (mean per vw) representation ivf(w, k) = mean({d ∈ Dk | ω(d) = w}) conse-
quently offers a compromise between memory efficiency and a faithful representation of
the descriptors from Dk. The different representations are illustrated in Fig. 5.2.
We use a common quantization strategy to reduce the memory footprint of each SIFT
descriptor. Each entry in the quantized descriptor is obtained by scaling and rounding
the original floating point value (4 bytes) to the integer range [0, 255] (1 byte). In
order to quantize representations obtained by calculating the mean of a set of quantized
descriptors, we round the entries to their closest integer values. In the following, we
refer to this representation as the integer mean (int. mean).
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5.1.2. 3D-to-2D Matching
Typically, a query image contains orders of magnitude fewer descriptors than the 3D
point clouds considered in this thesis. Matching a single descriptor of a 3D point against
the 2D features is thus more efficient than 2D-to-3D matching. However, while 2D-to-3D
search automatically considers only a subset of all 3D points due to using subdivision
schemes based on descriptor appearance, special care must be taken to avoid matching
every 3D point against the query image during 3D-to-2D matching.
Li et al . propose a strategy based on co-visibility information of the 3D points to
prioritize and guide 3D-to-2D matching [LSH10]. They consider two 3D points p, q to be
co-visible if both can be observed together in a database image used in the reconstruction
of the scene. Given a query image, they construct a kd-tree on top of the image features
to accelerate the 3D-to-2D search. The points are then matched against the image
features in the order of decreasing priorities, where the initial priority of each 3D point
is based on the number of database images it is observed in. Once a correspondence for
a 3D point p passes the SIFT ratio test, the priorities of all other 3D points co-visible
with p are increased. The matching process is stopped when 100 correspondences are
found. Since Li et al . observe that about every 500th point passes the ratio test by pure
chance, they also terminate the search as soon as 50, 000 points have been considered.
A query image cannot be localized if none of the 3D points observed in it has a high
enough priority to be considered among the top 50k points. In order to circumvent this
problem, Li et al . employ a small set of seed points distributed over the entire point
cloud. Each of these seeds has a higher priority than every normal point. This results
in a kind of “breadth-first” search that first considers the seed points until the matches
found in the relevant area of the model have a large enough influence on the point
priorities to force the search to focus on this part of the model. The seed points are
obtained by solving a set cover problem: Every 3D point covers all images in which it is
visible and we seek a minimal set of points such that all cameras are covered by at least
K points. Since the set cover problem is NP-hard [Kar72], Li et al . employ a Greedy
algorithm [Vaz03] that iteratively selects the 3D point visible in the largest number of
images not yet covered by K points [LSH10]. The set of seed points is then limited to
the first 2, 000 points selected by the algorithm.
Since about every 500th point matches by chance, the prioritized search might termi-
nate too early due to finding too many wrong matches. In order to reduce the number
of incorrect correspondences, Li et al . propose to apply the set cover approach on the
full point cloud to obtain a compact model, using a larger value for K than for the seed
point computation. They observe that using such a sparser point cloud improves both
the search times and the number of images that can be localized.
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5.1.3. Experimental Evaluation
We compare the performance of both 2D-to-3D matching approaches against the results
published by Li et al . to validate our prediction that 2D-to-3D search is better suited
for large scale image-based localization than 3D-to-2D matching. In the following, we
first explain our performance measures, the datasets that we use, and the general setup
of most experiments carried out in this thesis before performing the actual comparison.
Evaluation criteria. We measure the effectiveness, efficiency, and accuracy of an
image-based localization approach in order to quantitatively and qualitatively compare
different methods. We define the effectiveness, also called localization effectiveness or
registration effectiveness, of a method as the number of query images it is able to localize
successfully. The efficiency of an approach is measured as the average time needed to
register an image against a 3D point cloud. As for all other approaches considered in this
thesis, the registration time does not include the time required to the extract features in
the query image. In theory, no matches should be found for an unrelated query image
since there are no correct correspondences between features and 3D points. In practice,
we notice that we often still find multiple matches. As a result, RANSAC-based pose
estimation often becomes the dominant cost factor when rejecting an image due to the
large amount of sampling steps needed to determine that no valid camera pose exists.
We therefore report the average rejection times separately from the registration times.
To measure the localization accuracy we compute the difference between the camera
position estimated by a localization approach and the actual position of that camera.
Due to the scale-ambiguity of Structure-from-Motion reconstructions, accuracy results
are only reported on datasets for which the global scaling factor has been determined,
i.e., datasets for which distances can be measured in meters.
Datasets. In this chapter, we use three large-scale datasets to compare 2D-to-3D
matching techniques to the results published by Li et al . [LSH10]. All three datasets
have kindly been provided by Noah Snavely.
The publicly available Dubrovnik and Rome models1 used by Li et al . were recon-
structed from images gathered from Flickr2 using Structure-from-Motion techniques
[ASS∗09]. The Dubrovnik model consists of a single connected component depicting
the old city of Dubrovnik, Croatia. The Rome dataset contains the reconstructions of
68 individual landmarks. Query images for both datasets were acquired by removing
randomly selected cameras from the reconstructions together with all 3D points only
visible in a single remaining camera [LSH10]. Thus, none of the remaining points con-
tains any contribution from the query images and only SIFT descriptors extracted in
1http://www.cs.cornell.edu/projects/p2f/
2http://www.flickr.com/
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Figure 5.3.: Visualization of the point clouds used for experimental evaluation in this
chapter. Cameras are shown as black frusta.
the remaining database images are used for matching. As a result, every query im-
age can theoretically be localized. Both models are shown in Fig. 5.3. We use the
Dubrovnik model to measure localization accuracy since distances between cameras can
be measured in meters for this dataset.
Weyand and Leibe argue that images downloaded from photo sharing websites such as
Flickr or Panoramio3 are distributed non-uniformly around a set of popular viewpoints
[WL11]. As can be seen in Fig. 5.3, the database images for the Vienna model, first
used by Irschara et al . [IZFB09], were acquired in a very organized and regular fashion.
Additionally, Irschara et al . employed only a single calibrated camera to take the photos.
Query images for the Vienna dataset were gathered from Panoramio and show only parts
of the city contained in the model. In contrast to the Dubrovnik and Rome point clouds,
for which both database and query images were obtained from a photo sharing website
and thus follow the same spatial distribution [SLK12b], the resulting set of test images
for the Vienna dataset thus contains photos taken under lighting or viewing conditions
that differ significantly from the database images. This makes correspondence search on
the Vienna dataset more challenging than on Dubrovnik and Rome [SLK12b].
Tab. 5.1 presents statistics about the number of images, 3D points and query images
for the datasets. All query image have a maximal dimensionality of 1600×1600 pixels.
3http://www.panoramio.com/
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# Cam- # 3D # Des- # Connected # Query Mean # Features
Dataset eras Points criptors Components Images per Query Image
Dubrovnik [LSH10] 6,044 1,886,884 9,606,317 1 800 9,678.14
Rome [LSH10] 15,179 4,067,119 21,515,110 68 1,000 7,279.91
Vienna [IZFB09] 1,324 1,123,028 4,854,056 3 266 9,707.29
Table 5.1.: Various statistics for the different datasets used for experimental evaluation.
Experimental setup. For tree-based 2D-to-3D search, we represent every 3D point by
the mean of its descriptors and employ a single kd-tree for nearest neighbor search. We
experiment with the kd-tree implementations of the ANN [AMN∗98] and FLANN [ML09]
libraries and vary the maximal number of leaf nodes that are considered during the
search. The visual vocabulary required for quantized search is trained with approximate
k-means clustering [PCI∗07] on a set of images unrelated to the Dubrovnik, Rome, and
Vienna models. If not mentioned otherwise, the used vocabulary contains 100k words.
The visual word assignments are computed using a kd-tree [ML09] constructed on top
of the dictionary and at most 10 leaf nodes are visited during the approximate nearest
neighbor search. Similar to Li et al ., we set the SIFT ratio test threshold to τ = 0.7.
For all matching approaches discussed in the remainder of this thesis, we enforce that
every 2D feature / 3D point is contained in at most one correspondence. If multiple
features / points are assigned to the same point / feature, we choose the match with the
smallest absolute descriptor distance and discard all other matches.
The camera pose is estimated with the 6-point DLT algorithm [HZ04] in combination
with local optimization [CMK03] inside a randomized RANSAC loop [CM08]. RANSAC
is stopped if it has not terminated after one minute to avoid very long run-times due to
low inlier ratios. A 2D-3D correspondence is considered as an inlier if its reprojection
error is at most
√
10 pixels. Following Li et al ., we consider a camera pose to be valid
if it has at least 12 inliers among all found 2D-3D matches [LSH10].
Comparison. We use the Dubrovnik, Rome and Vienna datasets to compare the two
direct 2D-to-3D matching techniques with the results published by Li et al . for their
point-to-feature (P2F) matching [LSH10]. We compare the performance of both libraries
for tree-based search and evaluate the different 3D point representations for quantized
matching. For every method, we report the number of images that can be localized
together with the average time needed to register or reject an image. The amount of
time spent on correspondence search is given in parenthesis for the registration times,
with the difference being caused by the RANSAC-based pose estimation. The numbers
given in parenthesis for the tree-based methods denote the number of visited leaves.
The results from Tab. 5.2 confirm our prediction from Sec. 3.2.2 that 2D-to-3D match-
ing outperforms 3D-to-2D search. The denser descriptor space induced by the 3D points
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Dubrovnik Rome Vienna
registered rej. registered rej. registered rej.
# time time # time time # time time
Method imgs. [s] [s] imgs. [s] [s] imgs. [s] [s]
tr
ee
-b
a
se
d
2
D
-t
o
-3
D
m
a
tc
h
in
g FLANN (50) 789 1.63 (1.29) 8.92 978 2.66 (2.09) 5.36 218 2.52 (1.16) 8.84
FLANN (100) 793 2.04 (1.64) 11.54 978 2.82 (2.39) 8.52 219 2.25 (1.62) 4.64
FLANN (200) 794 2.71 (2.40) 12.21 981 3.49 (2.98) 5.69 219 2.61 (2.49) 2.93
FLANN (300) 795 3.40 (3.11) 14.45 983 3.97 (3.59) 6.27 220 3.44 (3.34) 2.72
FLANN (500) 794 4.76 (4.55) 23.86 985 5.28 (4.83) 3.28 220 5.06 (4.99) 3.65
ANN (50) 768 2.21 (1.53) 11.18 970 2.54 (1.99) 8.07 210 3.85 (1.31) 15.94
ANN (100) 779 2.53 (2.07) 4.27 976 2.75 (2.39) 7.57 215 3.89 (1.89) 9.23
ANN (200) 786 3.41 (3.04) 8.91 979 3.70 (3.20) 8.28 218 3.54 (2.94) 4.96
ANN (300) 790 4.51 (3.97) 9.16 981 4.43 (4.01) 12.50 217 4.53 (3.93) 4.53
ANN (500) 792 6.04 (5.72) 11.64 980 5.92 (5.40) 14.52 218 5.92 (5.80) 4.81
q
u
a
n
ti
ze
d
se
a
rc
h all desc. 785 0.81 (0.66) 2.19 979 1.53 (1.00) 4.07 211 1.83 (0.42) 9.95
mean 774 1.61 (1.08) 2.36 972 2.13 (1.65) 1.28 210 2.05 (0.65) 9.19
medoid 762 0.84 ( 0.50) 1.58 961 1.05 (0.71) 3.74 203 2.23 (0.34) 9.40
mean / vw 782 1.31 (0.99) 5.25 976 2.23 (1.64) 6.50 212 2.46 (0.59) 6.87
int. mean / vw 783 0.87 (0.56) 5.35 976 1.33 (0.74) 5.92 211 2.02 (0.32) 7.59
medoid / vw 778 0.66 (0.52 ) 4.34 972 1.17 (0.75) 7.27 211 1.81 (0.35) 8.25
P2F [LSH10] 753 0.73 2.70 921 0.91 2.93 204 0.55 1.96
Table 5.2.: Experimental evaluation of 2D-to-3D matching using kd-tree and quantized
search. We report the number of successfully registered images (#imgs.) and the average
time required to either localize or reject an image. The time needed for nearest neighbor
search is given in parenthesis. The time difference between search time and registration
time is required for RANSAC-based pose estimation. 2D-to-3D matching can register
significantly more images than the 3D-to-2D matching method from Li et al . [LSH10],
with tree-based search offering the best localization effectiveness at the highest search
costs. Amongst the 3D point representations for quantized search, all descriptors and
integer mean per word offer the best combination of effectiveness and efficiency.
in the model allows direct matching methods to detect and reject globally ambiguous
matches, resulting in a set of 2D-3D correspondences of high quality. The higher false
positive matching ratio observed for 3D-to-2D matching by Li et al . directly impacts the
localization effectiveness of P2F, causing P2F to sometimes terminate its search before
finding enough correspondences for pose estimation. The best localization effectiveness is
achieved using tree-based search, for which the FLANN library offers consistently better
results than ANN. The kd-tree approach visiting 300 leaf nodes is able to register 99.4%
of all query images for Dubrovnik, 98.3% for Rome and 82.7% for Vienna, compared to
98.1% / 97.9% / 79.3% images localized by quantized search using all descriptors and
94.1% / 92.1% / 76.7% by P2F. The lower registration effectiveness of quantized match-
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Figure 5.4.: Cumulative histograms over the fraction of image features for which a
matching 3D point is found and the fraction of features that yield correct matches when
using kd-tree search. For most query images that can be localized, fewer than 10% of
the features correspond to a point in the scene.
ing compared to tree-based search is caused by the quantization artifacts introduced by
the use of a visual vocabulary. The resulting hard subdivision of the descriptor space
increases the risk of missing a correct match. At the same time, the chance of finding
the second nearest neighbor required to reject a wrong correspondence decreases as well.
The latter effect is evident in the longer pose estimation times for the Vienna model
reported in Tab. 5.2.
Comparing the different 3D point representations for quantized search, the all descrip-
tors and the mean descriptor per word strategies perform significantly better than the
mean ormedoid representations. This is due to the fact that the latter do not capture the
distribution of the descriptors belonging to a 3D point accurately enough (cf . Fig. 5.2).
The integer mean per word strategy is preferable to the mean per word representation
as it requires four times less memory due to descriptor quantization while achieving the
same localization effectiveness. We thus conclude that all descriptors and integer mean
per word offer the best 3D point representations for quantized search. Consequently, we
will use only these two strategies for all following experiments.
While both 2D-to-3D matching techniques offer a significantly better localization ef-
fectiveness than P2F, we observe that P2F offers superior registration times due to its
use of prioritization. However, we also observe that a large fraction of the average reg-
istration times of 2D-to-3D matching approaches is required for correspondence search.
Fig. 5.4 analyzes the fraction of image features that actually yield a match respectively
that correspond to a 3D scene point, i.e., are inliers to the estimated pose. As can
be seen, more than 90% of the features in the majority of successfully registered query
images do not even have a matching 3D point. This indicates that there is considerable
potential to reduce the registration time for direct 2D-to-3D search if we can identify
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promising features early on and only use these for correspondence search. In the next
section, we will therefore explore ways to harness this potential.
5.2. Vocabulary-Based Prioritized Search
The results from Fig. 5.4 show that 2D-to-3D matching can be accelerated by one order
of magnitude or more without sacrificing localization effectiveness as most of the search
time is spent on features that do not yield 2D-to-3D matches. Unfortunately, given no
additional information, it is unclear how to identify whether a feature belongs to a 3D
points or not without performing the actual matching step. Instead of considering only
those features corresponding to a scene point, we thus aim at finding a prioritization
scheme such that matching the query features against the model in the order of decreas-
ing priorities and terminating the search as soon as enough matches have been found
minimizes the search costs. In Sec. 5.2.1, we introduce such a prioritization strategy for
2D-to-3D search and show that we can expect it to perform close to optimal in prac-
tice. Our vocabulary-based prioritized search method then integrates this strategy into
an image-based localization approach and we evaluate the impact of its parameters on
both localization effectiveness and efficiency (cf . Sec. 5.2.2) before comparing it with
previously published methods in Sec. 5.2.3.
5.2.1. A Prioritization Scheme for 2D-to-3D Matching
In order to minimize the total search cost until enough correspondences have been found,
we first estimate for every query feature the number of descriptor comparisons required
to match it against the point cloud. Our prioritization strategy first sorts and then
matches the features in increasing order of search costs. This strategy makes the implicit
assumption that the ratio between the likelihood of finding a match and the search cost
favors inexpensive features. Our prioritization scheme can easily be implemented using
quantized search since it compares a query feature only to the 3D points assigned to
the same visual word. Therefore, the search costs of a query feature are proportional to
length of the inverted file of its corresponding word. The computation of the search costs
is linear in the number of image features if the used vocabulary has constant size and
if we store the length of the inverted file for every word. Notice that tree-based search
visits a constant number of leaf nodes and thus has the same search costs for every image
feature. Thus, we cannot implement our prioritization strategy using a kd-tree without
significantly altering its search mechanism.
Fig. 5.5 illustrates the resulting framework for image-based localization. After each
features in the query image is assigned to its corresponding visual word, we sort the
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Figure 5.5.: Illustration of our vocabulary-based prioritized search framework for 2D-
to-3D matching. The priority of each query feature (stars) depends on the number of
descriptors stored in its corresponding visual word. 2D-to-3D matches are found through
linear search inside the words. The matches are then used to obtain the camera pose of
the query image using an n-point pose algorithm in combination with RANSAC.
features in increasing order of the number of points assigned to the activated words.
Following this ordering, we perform a linear search through each word to find the two
nearest neighbors for the current query feature and use the SIFT ratio test to reject
ambiguous matches. The search for correspondences is terminated as soon as a threshold
of Nt matches is reached. The camera pose is then estimated using an n-point pose solver
inside a RANSAC loop. Since we consider a query image as successfully localized if its
camera pose has at least 12 inliers, we know that the inlier ratio has to be at least
12/|M |, where |M | is the number of found matches. In order to decrease the rejection
times, which are often dominated by the pose estimation time, we introduce another
parameter and assume an inlier ratio of at least max(12/|M |, R) to restrict the maximal
number of RANSAC iterations. Pseudocode for our framework, termed vocabulary-based
prioritized search (VPS), is given in Alg. 3.
We experimentally determine the parameters of our framework, namely Nt, R, and
the visual vocabulary, in Sec. 5.2.2 and use these parameters to compare our approach
with 2D-to-3D and 3D-to-2D matching (Sec. 5.2.3). In the remainder of this section, we
show empirically that our prioritization scheme can be expected to perform similar to
an optimal algorithm under certain simplifying assumptions.
Analysis of the prioritization strategy. Comparing our prioritization strategy to
an optimal algorithm that simply ignores all features not resulting in a correct match is
futile since we cannot expect the required knowledge in practice. Instead of assuming
that the optimal algorithm has information about which features have a corresponding
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Algorithm 3: Localization using Vocabulary-Based Priority Search (VPS)
Input: Set of visual words W , for each word w an inverted file ivf(w) = {(idi,di)}
containing 3D point id / descriptor pairs, set of 3D points P = {pj}, set
F = {(fi,dfi)} of query features with descriptors, threshold Nt on number of
found matches, threshold R on minimal inlier ratio
// Assign query features to visual words
1 for i = 1 to |F| do
2 ω(fi) = id of approx. closest visual word from W for descriptor dfi
// Compute prioritization
3 for i = 1 to |F| do
4 cost(fi) = |ivf(ω(fi))|
5 sort features in ascending order of costs, resulting in permutation σ
// 2D-to-3D Matching
6 M = ∅ // initialize matches
7 for i = 1 to |F| do
8 if |ivf(ω(fσ(i)))| ≥ 2 then
9 find two nearest neighbors (nn1,dnn1), (nn2,dnn2) of dfσ(i) in ivf(ω(fσ(i)) such
that nn1 = nn2 (cf . Sec. 5.1.1)
10 if ‖dfσ(i) − dnn1‖2 < 0.7 · ‖dfσ(i) − dnn2‖2 then // SIFT ratio test
11 if M contains no match for nn1 then
12 M = M ∪ {(pnn1 , fσ(i), ‖dfσ(i) − dnn1‖2)}
13 else
14 replace existing match (pnn1 , fj , dist) ∈ M if dist > ‖dfσ(i) − dnn1‖2
15 if |M | ≥ Nt then // Stopping criterion
16 break
// Pose estimation using RANSAC
17 calculate the maximal number k of RANSAC iterations for an inlier ratio of
max(12/|M |, R)
18 apply at most k RANSAC steps to compute camera pose K(R|t) from set of matches
M using an n-point pose algorithm
Return: (LOCALIZED,K(R|t)) if K(R|t) has ≥ 12 inliers, REJECTED otherwise
3D point, we consider the case that we are only given the a priori probability of finding
a correct match for each query feature. Consequently, the task of an optimal algorithm
for correspondence search is to find a subset of all features that minimizes the search
costs under the constraint that the expected number of correct matches is at least Nt.
This problem can be expressed as the integer linear program
min
∑
i
ciXi, Xi ∈ {0, 1} s.t.
∑
i
piXi ≥ Nt , (5.1)
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Figure 5.6.: (a) The probability of finding a correct match, depending on the number
of 3D points assigned to that word, increases with the length of the inverted files. (b)
The utility of a visual word, i.e., the ratio between the probability of finding a correct
match and the associated search costs, decreases with increasing inverted file length.
where the indicator variable Xi indicates whether the i
th image feature is used. In this
scenario, we slightly adapt the stopping criterion of our algorithm by terminating its
search as soon as the expected number of found correct matches is at least Nt. To allow
a fair comparison of our approach with an optimal method, we assume that any optimal
algorithm uses the same search costs based on quantized search as our approach.
Our prioritization strategy discriminates features only based on the search costs of
their visual words. Thus, we assume that the probability pi is the same for all features
assigned to the same visual word as the ith feature and that the probabilities of two
words are the same if both words contain the same number of 3D point descriptors.
Intuitively, this assumption is similar to the expectation that features found in the same
part of descriptor space have a similar or identical likelihood of resulting in a correct
match and that subspaces with similar descriptor densities also have similar probabilities.
We determine the probabilities pi experimentally since it is unclear how to derive them
theoretically. For each of the three datasets, we use the quantized search implementation
described in the previous section to obtain 2D-to-3D matches for all query images. For
each visual word w, we count the number aw of features assigned to w and the number
iw of correct matches found among these features. We thereby consider a match as
correct if it is an inlier to the camera pose of a successfully localized image. The pose
estimation step is repeated 10 times to account for the random nature of RANSAC.
Let W (k) be the set of all visual words containing exactly k point descriptors in their
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Figure 5.7.: Cumulative histograms showing the approximation factor of the search
cost of our strategy compared with the cost of an optimal strategy. As can be seen, our
prioritization strategy achieves close to optimal results. The integer mean representation
performs slightly better than the all descriptors strategy.
inverted files. The probability of finding a correct match for a word w ∈ W (k) is then
obtained as
pw =
∑
w′∈W (k) iw′∑
w′∈W (k) aw′
. (5.2)
Fig. 5.6(a) shows the measured probabilities for the integer mean per word representa-
tion. Since there are only few words containing a larger number of points, the proba-
bilities for such words are very noisy as these words are activated less often by query
features than words with short inverted files. Thus, we limit the plot to words containing
at most 500 points. As can be seen, the probability of finding a correct match increases
with the size of the visual words, i.e., the length of their inverted files. At the same time,
the “cost-effectiveness” [Vaz03] of a word, defined as the ratio between the probability of
finding a correct match inside the word and the search cost associated with it, decreases
rapidly with increasing word size as illustrated in Fig. 5.6(b). Thus, the results from
Fig. 5.6(b) show that it is better to examine many small words than a few large ones,
which corresponds exactly to our prioritization strategy. Although not visualized here,
we observe the same behavior for the all descriptors strategy.
This last result seems to indicate that our prioritization strategy should be close to
the optimal solution of the integer linear program. We use the estimated probabilities
to verify this assumption and compare the cost of our prioritization scheme with the
cost of the optimal subset of features for different values for Nt. The optimal subset is
computed by solving the integer linear program defined by Eqn. 5.1 via the Nemhauser
and Ullman algorithm [NU69, BV04]. Fig. 5.7 shows cumulative histograms over the
approximation factor of our solution, i.e., the ratio of the search cost of our strategy and
the search cost for an optimal subset of features. For each curve we only included the
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Figure 5.8.: Cumulative distribution of RANSAC times for different values of Nt and
R = 0.2 on the Vienna dataset for a single repetition of the experiment. More wrong
matches are found in visual words containing only few 3D point descriptors. As a result,
the time required by RANSAC increases if the search is terminated too early (Nt = 50).
Most query images that can be localized require less than 500 ms for pose estimation.
query images for which the expected number of matches is at least Nt since otherwise
the linear program has no solution. The results show that our prioritization strategy for
2D-to-3D matching is indeed very close to an optimal prioritization. Consequently, we
can expect our simple ordering, based on the search costs of each feature, to perform
well in practice.
5.2.2. Parameter Evaluation
In the following, we experimentally evaluate the impact of the different parameters
on both the localization effectiveness and efficiency of our approach. Instead of fine
tuning the parameters to each dataset individually, we are interested in a single set
of parameter values that achieves a good performance on all datasets. We follow the
experimental setup described in Sec. 5.1.3, using the generic vocabulary of 100k words
and considering a pose as valid if it has at least 12 inliers. The camera pose is estimated
by combining randomized RANSAC with local optimization and the 6pt DLT algorithm.
If not mentioned otherwise, we repeat all experiments 10 times to account for effects of
the random sampling process.
Improving the localization times. Our prioritized matching approach terminates
the correspondence search as soon as Nt matches are found. Ideally, we would like
to choose Nt as small as possible to minimize the search times. However, choosing
Nt too small is likely to decrease the number of localized images: Visual words with
90
5.2. Vocabulary-Based Prioritized Search
all descriptors integer mean per word
# reg. reg. times [s] # reg. reg. times [s]
Nt images lin. search RANSAC total images lin. search RANSAC total
D
u
b
ro
v
n
ik
50 778.90± 1.52 0.04 0.05 0.23 775.80± 1.48 0.03 0.05 0.21
100 783.90± 1.60 0.10 0.08 0.31 782.00± 0.82 0.08 0.08 0.28
150 783.90± 1.10 0.16 0.08 0.36 781.80± 1.40 0.12 0.08 0.32
200 784.40± 1.26 0.20 0.08 0.40 782.50± 1.35 0.15 0.08 0.35
∞ 784.60± 1.17 0.47 0.08 0.68 782.50± 1.08 0.34 0.08 0.54
R
o
m
e
50 972.00± 1.41 0.06 0.02 0.18 971.30± 1.25 0.05 0.02 0.16
100 976.90± 1.29 0.15 0.05 0.29 974.60± 1.65 0.11 0.05 0.25
150 977.80± 1.32 0.23 0.06 0.39 976.50± 1.51 0.17 0.06 0.33
200 979.20± 1.75 0.30 0.07 0.46 976.90± 1.52 0.22 0.07 0.38
∞ 980.10± 0.88 0.81 0.07 0.98 976.90± 1.20 0.57 0.07 0.74
V
ie
n
n
a
50 200.40± 1.26 0.02 0.13 0.28 199.10± 1.20 0.02 0.10 0.26
100 207.70± 1.06 0.06 0.30 0.50 206.90± 0.88 0.05 0.28 0.46
150 208.20± 0.92 0.09 0.30 0.52 207.90± 0.74 0.07 0.29 0.50
200 208.80± 1.23 0.11 0.29 0.54 208.20± 1.14 0.08 0.30 0.52
∞ 207.90± 1.29 0.24 0.27 0.65 208.20± 0.42 0.17 0.28 0.59
Table 5.3.: Influence of the parameter Nt on the localization effectiveness and the reg-
istration times of our framework. Stopping the correspondence search after finding
Nt = 100 matches significantly reduces the search times compared to considering all
features (Nt = ∞) while maintaining (most of) its effectiveness. For this experiment,
we used R = 0.2 to restrict the number of RANSAC iterations.
short inverted files, which are preferred by our prioritization strategy, are more likely to
contain a sparser descriptor space, increasing the chance that wrong matches pass the
SIFT ratio test (cf . Sec. 3.2.2). Our correspondence search might thus terminate too
early before enough correct matches are found to facilitate pose estimation.
Tab. 5.3 shows the impact of the parameter Nt on the mean localization times as
well as the registration effectiveness. We report the average time required for the linear
correspondence search, the mean time required for pose estimation, and the mean total
localization time. The time needed to compute the visual word assignments is included
in the total time. As can be seen, setting Nt = 100 offers the best compromise between
search efficiency and effectiveness. Choosing Nt > 100 mainly results in longer search
times without significantly increasing the number of localized images. For Nt = 50 we
observe a considerable drop in localization effectiveness. This is especially visible for
the Vienna model since it is the dataset containing the smallest number of 3D point
descriptors (cf . Tab. 5.1). Thus, it has a much higher probability of finding wrong
matches for words containing only few descriptors. IncreasingNt allows us to find enough
correct matches to localize additional query images, but also increases the average pose
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Figure 5.9.: The impact of the minimal inlier ratio parameter R on the rejection times
(red curve) and registration effectiveness for Nt = ∞ on (a) Dubrovnik, (b) Rome, and
(c) Vienna. Assuming a higher inlier ratio reduces the number of RANSAC iterations
and thus the mean rejection time, but also increases the number of images that cannot
be registered (blue curve). For comparison, the horizontal lines denote the number of
images that cannot be registered using P2F [LSH10] (blue) and P2F’s mean rejection
time (red). Assuming a minimal inlier ratio of 20% considerably reduces the rejection
times while allowing us to still achieve a better localization effectiveness than P2F.
estimation time since these newly registered images have a low inlier ratio. Fig. 5.8
demonstrates this effect. As can also be seen in the figure, increasing Nt has a positive
effect on the individual pose estimation times for most query images due finding more
correct matches. A similar behavior can be observed for the Dubrovnik and Rome
datasets, although the effect is less pronounced since these models consist of more 3D
point descriptors and thus have a smaller likelihood of accepting wrong matches.
We observed that Nt has only little impact on the rejection times since on average
fewer than 50 matches are found for images that cannot be localized (cf . Tab. 5.4).
Improving the rejection times. As can be seen in Fig. 5.8, the time required for
pose estimation dominates the localization time if too many wrong matches are found.
Since we require at least 12 inliers to accept a camera pose, we can always assume that
the inlier ratio is at least 12/|M |, where |M | is the number of found matches, to limit
the number of RANSAC iterations. Yet, this assumed inlier ratio might still be too low
in the case that many wrong correspondences are found. To reduce the rejection times,
we therefore use the parameter R to place a lower limit of max(12/|M |, R) on the inlier
ratio, effectively limiting the number of samples drawn by RANSAC. Larger values for
R can significantly reduce the pose estimation time, but also decrease the localization
effectiveness as it becomes less likely to find a correct pose for images with a true inlier
ratio below R. Fig. 5.9 shows results for different values for R with Nt = ∞, i.e., without
early termination of the correspondence search. As can be seen, the rejection times can
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Query Images Dubrovnik Rome Vienna
from avrg. #corr. avrg. time [s] avrg. #corr. avrg. time [s] avrg. #corr. avrg. time [s]
all descriptors, Nt = 100, R = 0.2, 100k generic vocabulary
Dubrovnik 37.79± 17.84 2.22± 0.26 12.47± 7.69 1.16± 0.01 25.48± 14.47 0.75± 0.01
Rome 18.23± 12.85 0.59± 0.00 39.62± 29.75 1.90± 0.10 22.50± 15.21 0.68± 0.00
Vienna 28.58± 20.05 1.38± 0.00 18.51± 12.81 1.31± 0.00 42.72± 28.85 2.40± 0.06
integer mean per word, Nt = 100, R = 0.2, 100k generic vocabulary
Dubrovnik 35.84± 17.76 1.70± 0.18 12.52± 7.65 0.86± 0.02 25.01± 14.08 0.66± 0.01
Rome 17.67± 12.36 0.48± 0.00 39.21± 28.95 1.66± 0.10 22.24± 15.16 0.60± 0.00
Vienna 27.78± 19.49 1.22± 0.03 18.48± 12.86 1.01± 0.00 41.71± 28.80 2.43± 0.08
Table 5.4.: The rejection effectiveness of our framework when using query images from
the other datasets. All unrelated images are rejected and we thus only report the average
number of matches found for a rejected image together with the mean rejection time
and the standard deviations of both characteristics. Fewer matches are found for query
images from the other models than for photos from the same dataset, resulting in a
higher assumed inlier ratio 12/|M | > R for these images. Consequently, fewer RANSAC
iterations are required to reject unrelated images as evident by the lower rejection times.
be reduced without a noticeable loss in localization effectiveness by setting R = 0.2.
Consequently, we fix R = 0.2 for the following experiments.
Robustness against false positives. Every query image of a dataset can theoretically
be registered against the 3D point cloud due to the way the test photos were acquired.
We therefore tried to register the query images from the other models to check whether
our approach wrongly accepts one of these unrelated photos as successfully localized. The
results of this experiment showed that our method did not generate any false positive
localizations as it could not find a valid camera pose with at least 12 inliers for any of the
unrelated test images. Furthermore, we notice that the rejection time for a query image
is usually lower for photos from another model than for images from the same dataset.
As shown in Tab. 5.4, this is due to the fact that fewer correspondences are found for
unrelated images so that the assumed inlier ratio max(12/|M |, R = 0.2) is higher than
for related photos, i.e., 12/|M | > R holds for most of the unrelated images. The higher
assumed inlier ratios in turn reduce the number of RANSAC iterations.
The influence of the visual vocabulary. A set of 100k visual words, trained on an
unrelated dataset, was used for all previous experiments. In the following, we analyze
the impact of learning a specific vocabulary for each individual dataset and the impact
of the vocabulary size on the performance of our framework.
We obtain the visual word assignments for both features and points through an ap-
proximate kd-tree search visiting at most 10 leaf nodes, i.e., considering less then 0.01%
of all 100k words. Thus, the “closest” word found by the kd-tree search is rather unlikely
to be the correct nearest neighbor. However, finding the exact nearest word is irrelevant
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all descriptors, Nt = 100, R = 0.2 integer mean per word, Nt = 100, R = 0.2
Vocabulary #reg. search RAN- reg. rej. #reg. search RAN- reg. rej. # desc.
(100k) images [s] SAC [s] [s] [s] images [s] SAC [s] [s] [s]
Dubrovnik (G) 783.90± 1.60 0.10 0.08 0.31 2.22± 0.26 782.00± 0.82 0.08 0.08 0.28 1.70± 0.18 6.7M
Dubrovnik (S) 782.90± 1.29 0.08 0.05 0.25 1.35± 0.30 781.50± 0.97 0.06 0.06 0.24 0.93± 0.12 6.4M
Rome (G) 976.90± 1.29 0.15 0.05 0.29 1.90± 0.10 974.60± 1.65 0.11 0.05 0.25 1.66± 0.10 14.6M
Rome (S) 973.60± 1.26 0.11 0.05 0.25 1.59± 0.14 970.80± 1.48 0.08 0.05 0.23 1.42± 0.07 14.2M
Vienna (G) 207.70± 1.06 0.06 0.30 0.50 2.40± 0.06 206.90± 0.88 0.05 0.28 0.46 2.43± 0.08 3.4M
Vienna (S) 212.80± 1.40 0.05 0.28 0.46 1.65± 0.09 210.60± 0.70 0.04 0.28 0.45 1.60± 0.03 3.2M
Table 5.5.: Comparing the performance of our framework when using generic (G) vo-
cabulary and a specific (S) vocabulary learned from the 3D point descriptors of each
dataset. Using a specific vocabulary improves both search and pose estimation times
but has little impact on the localization effectiveness, indicating that both types of
dictionaries suffer from the same quantization artifacts.
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Figure 5.10.: The distribution of visual words over the number of point descriptors
stored per word (x-axis) for (a) Dubrovnik, (b) Rome and (c) Vienna. The top row shows
the distribution for the generic vocabulary and the bottom row shows the distribution for
the specific vocabulary learned for each dataset. Both dictionaries contain 100k words.
The generic vocabulary generates more words containing only few 3D point descriptors.
as long as the chance that related features and points are mapped to the same word is
high enough to find enough matches. Due to this very approximate assignment method,
we expect that employing a vocabulary trained specifically on the 3D point descriptors
of a model only slightly impacts the localization effectiveness of our framework. The
results for the Dubrovnik and Rome dataset presented in Tab. 5.5, comparing the use
of the generic and a specific vocabulary of 100k words, support this assumption while
we observe an increase in the localization effectiveness for the Vienna model. Fig. 5.10
shows the distribution of visual words depending on the length of their inverted files. As
can be seen, specific vocabularies (bottom row) result in a smaller number of words con-
taining only few descriptors. This difference in the distributions explains the increase in
effectiveness for the Vienna dataset, which contains the smallest number of descriptors,
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all descriptors, Nt = 100, R = 0.2 integer mean per word, Nt = 100, R = 0.2
#reg. search RAN- reg. rej. #reg. search RAN- reg. rej.
images [s] SAC [s] [s] [s] images [s] SAC [s] [s] [s]
Dubrovnik (10k) 786.50± 1.18 0.41 0.04 0.51 1.78± 0.26 786.70± 1.16 0.31 0.05 0.40 1.46± 0.32
Dubrovnik (100k) 783.90± 1.60 0.10 0.08 0.31 2.22± 0.26 782.00± 0.82 0.08 0.08 0.28 1.70± 0.18
Dubrovnik (1M) 718.10± 2.51 0.01 0.87 1.34 6.25± 0.11 727.10± 3.70 0.01 0.80 1.28 6.17± 0.08
Rome (10k) 979.10± 0.99 0.62 0.05 0.70 3.75± 0.18 976.70± 1.89 0.47 0.04 0.55 2.64± 0.21
Rome (100k) 976.90± 1.29 0.15 0.05 0.29 1.90± 0.10 974.60± 1.65 0.11 0.05 0.25 1.66± 0.10
Rome (1M) 964.10± 0.74 0.02 0.08 0.47 2.58± 0.11 963.50± 0.97 0.01 0.07 0.45 2.39± 0.08
Vienna (10k) 217.90± 0.74 0.30 0.19 0.55 1.08± 0.04 212.60± 1.07 0.21 0.14 0.41 1.32± 0.07
Vienna (100k) 207.70± 1.06 0.06 0.30 0.50 2.40± 0.06 206.90± 0.88 0.05 0.28 0.46 2.43± 0.08
Vienna (1M) 161.30± 1.83 < 0.01 1.80 2.25 5.87± 0.04 165.80± 2.53 < 0.01 1.64 2.11 5.66± 0.06
Table 5.6.: The impact of the vocabulary size on the localization effectiveness and
efficiency of our framework. The smaller vocabulary leads to significantly longer search
times. Using 1M words decreases the localization performance as larger vocabularies
introduce more quantization artifacts. The generic dictionary containing 100k words
offers the best compromise between effectiveness and efficiency.
since smaller words are more likely to yield wrong matches. This effect has a smaller
impact on the Dubrovnik and Rome models due to their denser descriptor spaces.
Although using a specific vocabulary does not improve the localization effectiveness
in general, we observe that employing such a vocabulary slightly reduces both the cor-
respondence search and pose estimation times. Yet, we prefer to re-use our generic
vocabulary instead of training a specific vocabulary for each new dataset.
Another factor that impacts both localization effectiveness and efficiency is the size
of the used vocabulary. Smaller dictionaries offer faster visual word assignment times
and fewer quantization artifacts [NS06], increasing the likelihood that a feature and its
corresponding 3D point are mapped to the same word. At the same time, smaller vocab-
ularies result in longer inverted files and thus longer linear search times. Thus, we need
to find a vocabulary size that balances localization effectiveness and efficiency. Tab. 5.6
compares our generic vocabulary containing 100k words with dictionaries consisting of
10k and 1M words trained on the same set of descriptors using approximate k-means
clustering [PCI∗07]. As can be seen, the size of the used vocabulary has a direct im-
pact on the time required to search through the inverted files of the activated words.
The positive impact of the smaller vocabulary on the registration effectiveness is more
pronounced for the Vienna dataset since it has the largest difference in viewpoint and
illumination between the query and database images. For the vocabulary containing 1M
words, we observe a considerable drop in localization effectiveness on each dataset due
to the reduced chance of mapping related features and points to the same word. For
the Dubrovnik and Vienna models we also notice that more time is required for pose
estimation. This increase is again caused by the higher false positive matching ratio
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caused by the increased chance of missing the correct second nearest neighbor required
to reject wrong matches through the ratio test. The resulting lower inlier ratios explain
the larger drop in registration effectiveness for the Dubrovnik and Vienna models. This
effect has a smaller impact for the Rome dataset which contains more than twice as
many descriptors as the Dubrovnik model (cf . Tab. 5.1). Based on the results we con-
clude that 100k words offer the best compromise between effectiveness and efficiency for
the considered datasets.
5.2.3. Comparison With Previous Work
We use the parameters determined above (Nt = 100, R = 0.2, 100k generic vocabulary)
to compare our approach with previously published image-based localization approaches
[IZFB09, LSH10] representing the state-of-the-art at the time of our original publication
[SLK11]. Again, P2F denotes the prioritized point-to-feature matching by Li et al .
[LSH10]. In case that P2F fails, Li et al . propose to try tree-based 2D-to-3D matching
(P2F+F2P)4. For our own implementation of tree-based 2D-to-3D matching, we report
the results obtained with the FLANN library while visiting 300 leaf nodes (cf . Tab. 5.2).
For completeness, we also include the results of the indirect matching method, based on
image retrieval, by Irschara et al . [IZFB09]. Since results of their GPU implementation
are only available for the Vienna dataset, we also list the best performance obtained
by Li et al . on Dubrovnik and Rome using a similar retrieval approach on the CPU
[LSH10]. We will compare direct and indirect matching in more detail in Part III.
The results for our methods were obtained on an Intel i7-920 CPU with 2.79GHz,
while Li et al . used a 2.80GHz Xeon CPU [LSH10] and Irschara et al . employed an Intel
Pentium D with 3.2GHz and a GeForce GTX 280 GPU [IZFB09]. All CPU implemen-
tations run in a single thread.
Tab. 5.7 compares the different image-based localization methods. As can be seen,
only the kd-tree approach is able to localize more images than our prioritized matching
framework, taking up to one order of magnitude longer for the registration process.
All other methods are outperformed by our approach either in terms of localization
effectiveness or in terms of the mean registration time or both.
Localization accuracy. In order to demonstrate that our approach does not trade lo-
calization accuracy for localization effectiveness, we compare our method and P2F on the
Dubrovnik model, for which the distances between the estimated and the ground truth
positions can be measured in meters. P2F applies the 6pt DLT algorithm (p6p) [HZ04]
4The kd-tree matching implemented by Li et al . performs significantly worse than our own. Yunpeng
Li later mentioned that he found a bug in their code afterwards. The latest approach by Li et al .
thus again uses tree-based 2D-to-3D matching [LSHF12].
96
5.2. Vocabulary-Based Prioritized Search
Dubrovnik Rome Vienna
# reg. registr. reject. # reg. registr. reject. # reg. registr. reject.
Method images time [s] time[s] images time [s] time [s] images time [s] time [s]
all descriptors 783.9 0.31 2.22 976.9 0.29 1.90 207.7 0.50 2.40
int. mean per vw 782.0 0.28 1.70 974.6 0.25 1.66 206.9 0.46 2.43
kd-tree 795 3.40 14.45 983 3.97 6.27 220 3.44 2.72
P2F [LSH10] 753 0.73 2.70 921 0.91 2.93 204 0.55 1.96
P2F+F2P [LSH10] 753 0.70 3.96 924 0.87 4.67 205 0.54 3.62
Voc. tree [LSH10] 677 1.3 4.0 828 1.2 4.0 - - -
Voc. tree [IZFB09] - - - - - - 165 ≤ 0.27 (GPU)
Table 5.7.: Comparison of our prioritized 2D-to-3D matching framework (Nt = 100,
R = 0.2, 100k generic vocabulary) with previous image-based localization approaches.
Although our method does not achieve the same localization effectiveness as kd-tree
search, it is up to one order of magnitude faster than the kd-tree approach. Still, our
method outperforms previously published work in both the number of localized images
and the registration times (with the exception of the GPU implementation of [IZFB09]).
for pose estimation and uses bundle adjustment to improve the pose accuracy [LSH10].
For our approach, we evaluate two pose estimation strategies. The first simply uses the
p6p method (without bundle adjustment) and allows a fair comparison to P2F. The
second strategy, (p6p+p4pfr), applies a 4-point-pose solver (p4pfr) [JB09] to compute
the camera pose. While the p6p algorithm estimates the full internal calibration K, the
p4pfr method only solves for the focal length and a single radial distortion parameter.
The p4pfr solver thus has fewer degrees of freedom, which results in more stable pose
estimates, e.g ., for cases in which the 3D points project into a small region in the image.
In contrast to the 6pt DLT algorithm, (approximately) planar point configurations are
not a degenerate case for the p4pfr solver. Since the MATLAB implementation provided
by Josephson and Byro¨d requires about 60 ms to compute a single pose [JB09], we apply
it inside an additional RANSAC loop on the inliers found with the p6p solver when at
least 12 inlieres were found.
In contrast to Li et al ., we repeat our experiment multiple times and thus can choose
between different criteria to measure the localization accuracy for each query image:
The first criterion, used in the original publication [SLK11], computes the distance
between the ground truth position and the mean estimated position for each query
image, which we obtain by averaging the successfully estimated positions from the 10
repetitions of the experiment for each image. Computing the mean position essentially
filters out fluctuations in the estimated pose. Thus, this criterion might underestimate
the positional error if the estimated positions are more or less equally distributed around
the true camera location. Therefore, we also compute the mean and median localization
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# reg. Mean Median Quartiles [m] Max #images with error
Method images [m] [m] 1st 3rd [m] < 18.3m > 400 m
P2F [LSH10] (p6p) 753 18.3 9.3 7.5 13.4 ∼ 400 655 -
localization error of mean estimated position
all descriptors (p6p) 783.9 53.9 1.4 0.4 5.9 7934.3 685 16
int. mean per vw (p6p) 782.0 47.0 1.3 0.5 5.1 7737.1 675 13
all descriptors (p6p+p4pfr) 783.9 21.6 0.8 0.2 3.0 2336.1 705 10
int. mean per vw (p6p+p4pfr) 782.0 17.2 0.8 0.2 3.6 875.6 700 9
mean localization error
all descriptors (p6p) 783.9 61.0 2.9 1.0 8.9 8196.2 648 20
int. mean per vw (p6p) 782.0 55.4 2.7 1.0 10.0 8259.0 641 15
all descriptors (p6p+p4pfr) 783.9 28.4 2.0 0.6 7.9 2352.3 673 13
int. mean per vw (p6p+p4pfr) 782.0 24.9 2.0 0.7 7.2 1312.9 670 14
median localization error
all descriptors (p6p) 783.9 27.5 2.3 0.8 7.0 2847.4 692 12
integer mean per vw (p6p) 782.0 21.8 2.1 0.8 6.8 2263.7 692 11
all descriptors (p6p+p4pfr) 783.9 15.8 1.4 0.5 5.2 937.7 705 7
integer mean per vw (p6p+p4pfr) 782.0 14.4 1.4 0.5 5.3 763.5 702 6
Table 5.8.: Localization errors measured on the Dubrovnik dataset for P2F and our
approach. As evident by the quartiles, VPS achieves a superior accuracy for the majority
of the images. Applying the more stable p4pfr algorithm [JB09] on the inliers found
with the 6pt DLT solver (p6p) [HZ04] considerably improves the localization accuracy.
RANSAC-based pose estimation tends to produce outlier positions for each image as
evident by the different results obtained from the mean and median localization errors.
Hence, averaging the camera positions over multiple repetitions increases the accuracy.
error, i.e., the mean and median distance between the estimated and the ground truth
positions, for each registered image in order to measure the localization accuracy.
Tab. 5.8 shows the results of our experiments. As apparent from the quartile errors,
our approach achieves a higher localization accuracy than P2F for most of the query
images when using the 6pt DLT algorithm, independent of the criterion used to measure
the accuracy. However, there are a few images with a very large positional error, which
have a negative impact on the mean error. Using the p6p+p4pfr strategy considerably
improves the accuracy. Due to the random nature of RANSAC, the pose estimation
process sometimes yields outlier positions, i.e., camera positions that differ considerably
from the majority of poses estimated for a query image. Since the median error is
more robust to such outliers, this behavior can directly be observed from the difference
between the results obtained using the mean and median localization error measured
for each query image. Consequently, we can obtain a more accurate location estimate
for the majority of the query images by averaging the computed positions. It remains
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an interesting question whether we need to repeat the pose estimation process on the
full set of correspondences or if it is sufficient to iterate over the initial set of inliers.
While using the mean position improves the positional accuracy for the majority of
query images, some query images remain with a high localization error. Inspecting these
images, we found that in many cases the ground truth position is very far away from
the main part of the scene. As a result, small inaccuracies in the estimation process
can lead to large positional errors. Furthermore, we found that due to errors in the SfM
reconstruction some of the ground truth positions are obviously wrong.
Nonetheless, the results show that our approach not only achieves a better localization
effectiveness than P2F but also allows far more accurate position estimates for the ma-
jority of the images. A more detailed evaluation of the localization accuracy of different
pose estimation solvers can be found in Chap. 6.
5.3. Discussion
In this chapter, we have shown that using direct 2D-to-3D matching for image-based
localization is more effective than localization approaches based on 3D-to-2D matching.
This is due to the fact that 2D-to-3D matching is able to detect and reject globally
ambiguous correspondences that arise when multiple 3D points have similar descriptors.
As a result, 2D-to-3D matching has a lower false positive matching rate than 3D-to-
2D search, which allows us to localize more images. Since this advantage of 2D-to-3D
matching over 3D-to-2D search is based on the denser descriptor space induced by a
large point clouds, it is an interesting question whether there is a model size for which
the descriptor space becomes too dense, forcing the SIFT ratio test to also reject correct
matches as too ambiguous. We will consider this question in more detail in Chap. 7.
As demonstrated by our experiments, there is a considerable potential to accelerate
2D-to-3D search since most 2D features do not have a corresponding 3D scene point. To
harness this potential, we have proposed a simple prioritization approach that matches
features in ascending order of their search costs. Using quantized search allows us to
easily obtain the search cost estimates and enables us to easily integrate prioritization
into 2D-to-3D matching. Although our ordering strategy is conceptually simple, we
have demonstrated that we can expect our approach to perform close to optimal, i.e.,
our simple strategy is (nearly) as good as any prioritization algorithm using the same
amount of information. Through rigorous experiments, we have obtained a general
setting for the parameters of the resulting vocabulary-based prioritized search (VPS)
framework. VPS offers superior results in terms of localization effectiveness, registration
times, and localization accuracy than previously published localization methods on a
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standard benchmark set of 3D models. Yet, there is still room for improvement as our
experiments show that a simple kd-tree search, although up to one order of magnitude
slower than our approach, is able to register more query images. This gap in localiza-
tion effectiveness is caused by the quantization artifacts induced by our use of a visual
vocabulary. In Chap. 6, we will show how to close this gap without sacrificing efficiency.
Since our empirical results demonstrate that our prioritization can be expected to
achieve a close to optimal search efficiency, it would be interesting to see whether we
can prove a close approximation factor that guarantees such good performance. To do
so, we could exploit the behavior of the probabilities depicted in Fig. 5.6. Fig. 5.6 also
shows that a match found inside a word with a longer inverted files is more likely to
be correct than a match found inside a smaller word. We could use this information
to improve our RANSAC-based pose estimation by using a PROSAC-style sampling
[CM05] that prefers correspondences found in larger words, similar to the RANSAC
variant of Raguram et al . [RTF12].
We observe that smaller words are more prone to yield wrong matches. Thus, we
could try to improve our approach by ignoring features assigned to words containing
too few point descriptors, similar to the stoplists employed for image retrieval [SZ03].
Interestingly, the ordering produced by our prioritization strategy is very similar to the
well known inverse document frequency weighting used for e.g . image retrieval [SZ03],
which assigns larger weights to words contained in only few database images. It would
be interesting to see if the analysis of our prioritization scheme can be used to improve
image retrieval.
Our feature ordering does not distinguish between visual words containing the same
number of 3D point descriptors. As argued by Li et al . and Choudhary & Narayanan,
3D points visible in many database images have a larger a priori probability of being
seen in a query image than points observed only in few photos [LSH10, CN12]. Thus,
we could try to improve our prioritization by integrating this information into our or-
dering criterion. Similarly, finding a correspondence for one feature also affects the
other features as it becomes less likely to find a correct match in certain parts of the
model. Currently, our approach assumes that the probability of establishing a match for
a feature is independent from all other features. We experimented with a probabilistic
re-weighting of the visual words based on the matches found so far. Unfortunately, we
observed that the cost of re-ordering the features out-weighted the gain in search speed.
An interesting remaining question is thus whether it is possible to efficiently integrate
these dependencies into the 2D-to-3D matching process.
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The main challenge of direct matching is to achieve fast search times while being able
to robustly localize query images taken from various viewpoints or under significant il-
lumination changes. In the last chapter, we have shown that a simple kd-tree search
approach achieves the best localization effectiveness on a set of standard benchmark
datasets. Unfortunately, this excellent effectiveness comes at the price of expensive
search times. Since most of the computations are spent on features having no corre-
sponding 3D point, 2D-to-3D matching can be accelerated by considering only a subset
of promising features. Consequently, we have introduced and evaluated a prioritization
strategy based on the search costs of the image features, achieving localization times that
are up to one order of magnitude faster than kd-tree matching. The computation of the
search cost for each feature is based on a quantization of the descriptor space induced
by a visual vocabulary. This quantization naturally introduces artifacts that force our
approach to miss correct matches when features and their corresponding 3D points are
mapped to different words, resulting in a considerable gap in localization effectiveness
between kd-tree search and our prioritized matching approach. In this chapter, we there-
fore show how to close this gap in effectiveness by extending our previous framework to
recover correspondences initially lost due to quantization. The resulting approach offers
comparable or faster localization times than current state-of-the-art approaches while
achieving the same or even better localization effectiveness than tree-based search.
As the main contribution of this chapter, we demonstrate how to combine 2D-to-3D
and 3D-to-2D matching into a single prioritization scheme to obtain state-of-the-art lo-
calization effectiveness and efficiency. The key component of the resulting pipeline is
our active correspondence search step, allowing us to efficiently detect promising can-
didate points for 3D-to-2D matching. We discuss this approach in Sec. 6.1 and argue
that recovering the missing correspondences required to close the gap in effectiveness
through active search has a favorable computational complexity. The key to this effi-
ciency is that we can identify promising candidates for 3D-to-2D matching using nearest
neighbor search in 3D. However, close spatial proximity does not necessarily imply that
two 3D points should be visible together. Therefore, Sec. 6.2 introduces a filtering step,
101
6. Active Correspondence Search for Direct Matching
based on co-visibility information, to discard points not likely to be visible, allowing us
to avoid unnecessary computations. Following the idea of our spatial consistency check
(cf . Chap. 4), the co-visibility statistics are also used to filter out unlikely matches prior
to RANSAC-based pose estimation. Since the co-visibility information obtained from
the reconstruction process offers only a discrete approximation to the true co-visibility
relationships, Sec. 6.2 also explains how to generate a more continuous approximation
in order to avoid filtering out too many correct matches and actually visible points. In
Sec. 6.3, we then evaluate the different parameters of our extended localization pipeline
and demonstrate experimentally that it outperforms both kd-tree search and current
state-of-the-art methods for efficient image-based localization. Finally, Sec. 6.4 con-
cludes the chapter by discussing our approach as well as possible future research.
In addition to the material presented in the original publication [SLK12a], this chapter
contains a more detailed review of the impact of different n-point-pose solvers on the
localization accuracy together with the evaluation of different implementation details
that help to improve our framework. Furthermore, we test our approach on additional
datasets to cover a wider range of scenes. Parts of the text in this part of the thesis and
the experimental results have been taken from our original active search paper [SLK12a].
6.1. Active Correspondence Search
The gap in localization effectiveness observed between our prioritized quantized matching
approach and kd-tree search (cf . Tab. 5.7) is caused by quantization artifacts induced by
the employed visual vocabulary. An obvious approach to close this gap is thus to reduce
the quantization effects. As shown in Tab. 5.6, employing a smaller vocabulary does not
necessarily offer a significant increase in localization effectiveness. Alternatively, we can
use soft assignments to assign each query feature to multiple visual words [PCI∗07] and
subsequently search through multiple inverted files [JDS11]. This approach increases the
search cost of every query feature including those for which our original quantized search
would already have found its corresponding point. Thus, increasing the search costs for
every feature is in direct contrast to the central motivation behind our use of prioritized
matching, namely avoiding as many unnecessary computations as possible. Instead of
using soft assignments, we thus exploit the fact that correct 2D-3D correspondences are
spatially correlated. If we find a correctly matching 3D point for an image feature, we
can expect that other 3D points from the same part of the model will also match to
features in the image. While our original approach, VPS, simply continues 2D-to-3D
matching and might eventually find these matches, we actively search for points that
should be visible and perform 3D-to-2D matching to determine whether or not they
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Figure 6.1.: After establishing a 2D-to-3D match, we find the N3D nearest neighbors of
the matching point (red) in 3D to identify points possibly visible in the query image.
When such a candidate point is considered by the prioritization scheme, we perform
3D-to-2D search to determine its corresponding 2D feature. Since 3D-to-2D search
requires a coarser vocabulary, defined by a lower level in the used vocabulary tree, we
automatically recover matches originally missed due to quantization.
correspond to image features. The advantage of this approach is that matching a single
3D point against the image essentially requires only a constant number of descriptor
comparisons and has no impact on the 2D-to-3D search cost of the image features. As
an additional benefit, applying 3D-to-2D search allows us to recover matches discarded
as too ambiguous by 2D-to-3D matching (cf . Sec. 3.2.2).
The basic idea of our active correspondence search step is illustrated in Fig. 6.1: Since
feature descriptors are computed from projections of local patches around a 3D point p,
finding a 2D-to-3D correspondence between an image feature and p essentially establishes
the hypothesis that the local region around p is visible in the image. Without any
additional information from previously found matches or about the camera pose, points
close to p in general have a higher probability of being also visible than points farther
away. We thus find the N3D nearest neighbors of p in the 3D model and insert them into
the prioritization scheme. Once we encounter such a point during prioritized search, we
perform 3D-to-2D matching to find its corresponding feature in the image. Following the
localization framework discussed in the previous chapter, we perform quantized search to
establish 2D-to-3D matches. We thus prefer to re-use the spatial subdivision defined by
the employed vocabulary and also use quantized search for 3D-to-2D matching instead
of building an additional search structure. The results presented in Tab. 5.6 show that
2D-to-3D search requires a fine vocabulary of around 100k words to limit the number
of descriptor comparisons. In contrast, a much coarser vocabulary is needed for 3D-to-
2D search since words with short inverted files are more likely to yield wrong matches.
Fortunately, as illustrated in Fig. 6.1, we can obtain such dictionary by constructing a
vocabulary tree (cf . Sec. 3.1) on top of the fine vocabulary. Each level in the tree defines
an individual vocabulary and the assignments to the words in the coarser vocabulary
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Figure 6.2.: Incorporating active search into our framework: After establishing a new
2D-to-3D correspondence, we actively search for candidate points for 3D-to-2D matching
in the vicinity of the matching point. These candidates are inserted into the prioritization
scheme and we resume the prioritized search until enough matches are found.
depend on the assignments to the finer dictionary due to the hierarchical structure of
the tree. Thus, we automatically obtain both an appropriately-sized dictionary and
the visual word assignments for it at no additional run-time cost. Utilizing the coarser
vocabulary enables our approach to automatically recover correspondences lost to pure
2D-to-3D search due to quantization.
Fig. 6.2 shows how to incorporate active search into our VPS framework. Notice
that only newly found 2D-to-3D matches trigger active search while 3D-to-2D corre-
spondences do not create additional matching candidates. We made this design choice
since 3D-to-2D search has a significantly higher false positive matching rate. Further-
more, we want to avoid finding too many 2D-3D correspondences in a part of the model
that projects into a small region in the image, since a more well-spread distribution of
matches is crucial for accurate camera pose estimation [IZFB09].
In the remainder of this section, we first propose different prioritization schemes that
combine both search directions. We then discuss an efficient implementation of quantized
search for 3D-to-2D matching. Based on this implementation, we estimate the search
cost for a 3D point, allowing us to justify our approach by proving that active search
has a lower computational complexity than 2D-to-3D matching using soft assignments.
Finally, we compare our resulting method with existing approaches.
6.1.1. Prioritization
As shown in the previous chapter, prioritization is crucial for efficient image-based lo-
calization. We use quantized search for both 2D-to-3D and 3D-to-2D matching and can
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Prioritized 2D-to-3D Matching
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Matching with Active Search
combined
Active Search
Figure 6.3.: The direct prioritization scheme directly evaluates all candidate points
found through active search, while the combined strategy integrates the points into a
combined priority queue based on their search costs (indicated by the size of the stars
and circles). The afterwards strategy only performs 3D-to-2D matching if less than Nt
2D-to-3D correspondences have been found and therefore also postpones active search.
therefore re-use our previous cost function, based on the number of required descrip-
tor comparisons, to prioritize both directions. The remaining question is how to merge
the resulting orderings for 2D-to-3D and 3D-to-2D search, and the answer is that there
essentially are three possible combinations. These are all illustrated in Fig. 6.3.
Once we establish a new 2D-to-3D match, we perform active search and then directly
evaluate all N3D nearest neighbors. This direct prioritization strategy thus first applies
3D-to-2D matching before resuming 2D-to-3D search. This scheme basically performs
a depth-first search in the area around the newly established match, assuming that
additional correspondences can be found for co-visible points. As shown in the top
row of Fig. 6.4, this can lead to small clusters of spatially close matches in the query
image. In the worst case, all matches are found in a single region, negatively affecting
the localization accuracy.
2D-to-3D search tries to find globally unique matches by considering 3D points dis-
tributed all over the model, i.e., 2D-to-3D matching performs a breadth-first search over
the model. To avoid finding matches in only a small region of the point cloud, the af-
terwards prioritization strategy thus first performs 2D-to-3D matching and only applies
3D-to-2D search if less than Nt matches have been found. Consequently, active search is
only triggered after 2D-to-3D matching to avoid unnecessary computations. The found
candidate points are then ordered based on their search costs and the matching process
is again terminated after finding a total number of Nt correspondences.
The disadvantage of the afterwards scheme is that it cannot fully exploit the benefits
offered by 3D-to-2D search. In the case that a set of Nt 2D-to-3D matches is found that
does not contain enough correct correspondences to facilitate pose estimation, active
search will never be applied and the corresponding query image cannot be localized. A
combined strategy tries to balance both depth- and breadth-first search by combining
2D-to-3D and 3D-to-2D matching candidates into a single priority queue. We again
choose to use the search costs of features and points to obtain this ordering. As a
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Figure 6.4.: The matches found by the direct prioritization strategy (top row) tend
to form clusters in the image. As a result, the pose estimation process might become
unstable. Matches found by the other strategies are much more well-distributed.
consequence, the combined strategy always prefers the search direction that is cheaper
to evaluate. Notice that for very large models, 2D-to-3D matching might always be
more expensive than searching in the other direction. In this case, the combined scheme
might degenerate into the direct strategy. As can be seen in Sec. 6.3, both the combined
and the afterwards strategies usually lead to a better distribution of 2D-3D matches in
the query image than the direct prioritization scheme.
6.1.2. Efficient Implementation of Quantized 3D-to-2D Matching
As already discussed in Sec. 3.2.2, the main technical differences between 2D-to-3D and
3D-to-2D matching result from the fact that each image feature is described with a single
descriptor while each 3D point p is associated with a set D containing multiple descrip-
tors. Thus, our implementation of 3D-to-2D matching searches for the two distinct image
features f1, f2, f1 = f2, having the shortest distances to the descriptors from D. That is,
we search for the two nearest neighboring features that are mapped to the same words as
the descriptors of p. Let l be the level in the vocabulary tree defining the dictionary W
that we want to use for quantized 3D-to-2D matching. For each descriptor d ∈ D we use
ωl(d) to denote its corresponding word fromW . AW = {ωl(d) | d ∈ D} is then the set of
words activated by the descriptors of p andD(w) = {d | ωl(d) = w} ⊆ D is the subset of
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Algorithm 4: Quantized 3D-to-2D search
Input: Query 3D point p with set of descriptors D, set F = {(f,df )} of image
features and descriptors, level l in the vocabulary tree, assignments ωl(d) of
point and feature descriptors to words from the dictionary defined by the
nodes on level l in the vocabulary tree, set M of matches
// Check whether we have already found a matching 2D feature for p
1 if M contains match m = (f, p, distm) or p has been already been considered then
Return: Unmodified set of matches M
// Initialization
2 AW = {ωl(d) | d ∈ D} // Set of words activated by p on level l
3 f1 = f2 = noNNfound, dist1 = dist2 = ∞ // Nearest neighbor ids and distances
// Find two nearest neighbors of p in the image
4 for w ∈ AW do
5 F(w) = {(f,df ) ∈ F | ωl(df ) = w} // Features assigned to w
6 D(w) = {d ∈ D | ωl(d) = w} // Point descriptors assigned to w
7 for d ∈ D(w) do
8 for (f,df ) ∈ F(w) do
9 dist = ‖d− df‖ // Compute descriptor distance
10 use dist to update nearest neighbors under the constraint that f1 = f2
// Apply SIFT ratio test
11 if dist1, dist2 < ∞ and dist1 < 0.6 · dist2 then
12 if M contains match m = (f1, q, distm) then // Check for existing matches
13 if m not found by 2D-to-3D search then // Replace only 3D-to-2D matches
14 replace m with (f1, p, dist1) if dist1 < distm
15 else
16 M = M ∪ (f1, p, dist1) // Add new match
Return: Possibly modified set of matches M
descriptors fromD assigned to the wordw. Similarly, let F(w) = {(f,df ) | ωl(df ) = w}
be the set of image features mapped to a word w ∈ W . The two nearest neighbors f1
and f2, f1 = f2, of p are thus the features satisfying
dist1 = min
d∈D(ωl(df1 ))
‖df1 − d‖ ≤ min
w∈AW
min
(f,df )∈F(w)
min
d∈D(w)
‖d− df‖ and (6.1)
dist2 = min
d∈D(ωl(df2 ))
‖df2 − d‖ ≤ min
w∈AW
min
(f,df )∈F(w)\{(f1,df1 )}
min
d∈D(w)
‖d− df‖ . (6.2)
Alg. 4 shows pseudocode to establish a 3D-to-2D correspondence using quantized 3D-to-
2D matching. Again, the SIFT ratio test is used to reject ambiguous matches. In contrast
to a 2D feature and its matching point, which need to have globally unique descriptors
to pass the test, 3D points only need to have a locally unique nearest neighbor in the
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image. Thus, we use a stricter threshold for the SIFT ratio test for 3D-to-2D search
and do not allow 3D-to-2D matches to replace 2D-to-3D correspondences. Regardless,
we do not consider features for which 3D-to-2D search has found a correspondence for
2D-to-3D matching.
The search costs of a 3D point are given by the three for-loops in Alg. 4. The number
of features in a query image does not depend on the total number of points in the 3D
model and can be assumed to be constant for practical purposes. Thus, the innermost
loop contains only a constant number of cycles. Similarly, we can reasonably assume
that the number of database images observing a 3D point, and thus the number of its
associated descriptors, is bounded by some constant. As a result, the matching costs for
a single 3D point are constant. We can even control the mean search cost through our
choice of the level l used in the tree as F(w) contains on average |F|/|W | features, where
F is the set of all features found in the image. Our vocabulary tree has a branching
factor of 10 and the query images from our datasets usually contain 1k-20k features.
Thus, we use level two (100 words) if |F| ≤ 5000 and level three (1000 words) otherwise,
resulting in an average of 5-50 features mapped to each word in the coarse vocabulary.
Instead of using all descriptors to represent a point for 3D-to-2D search, we could
match only the mean descriptor or a mean descriptor per activated word. Both strategies
reduce the number of descriptor comparisons and thus the search cost of 3D-to-2D
matching. However, we choose to utilize all descriptors as this representation results in
a shorter distance to the second nearest neighbor. This should in turn result in a lower
false positive matching rate due to the ratio test.
6.1.3. Computational Complexity
As mentioned above, only constant search costs incur for matching a single 3D point
against the features in the image. Our adapted prioritized matching framework still
terminates the correspondence search after finding Nt matches (cf . Fig. 6.2) and as a
result, active search is triggered at most Nt times. Since each application of active search
generates N3D candidates, the total descriptor matching costs resulting from 3D-to-2D
search can be bounded by O(Nt ·N3D). Using a kd-tree for nearest neighbor search, the
N3D nearest neighbors in 3D can be found in time O(N3D · log2 (|P|)) [FBF77], where
|P| is the number of points in the model. Thus the overall costs induced by using active
search and 3D-to-2D matching can be bounded by O(Nt · N3D · log2 (|P|) + Nt · N3D).
Since Nt and N3D are constants, the complexity of the additional computational steps
caused by active search therefore is sublinear in the number of 3D points in the model.
Using soft assignments requires quantized search to consider all points stored in the
c > 1 closest visual words for each query feature used during prioritized matching. Since
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we employ a fixed-size vocabulary W , the average number of 3D points assigned to
a single word is |P|/|W |. Thus, we can expect that the number of points per word
in general scales with O(|P|) when considering increasingly larger models. Thus, each
additionally considered word induces a search cost ofO(|P|), which implies an increase in
search costs that is linear in the number of 3D points. Thus, recovering correspondences
through active search is computationally more efficient than using soft assignments.
6.1.4. Discussion of Active Search
In contrast to the methods discussed in the previous section that perform search in only
a single direction, our adapted approach uses 2D-to-3D matches to trigger active search
and thus 3D-to-2D matching. Li et al . propose to use 2D-to-3D search if matching in
the other direction fails [LSH10], but their second search step is independent of the first
while 2D-to-3D matches have a direct impact on the candidate points used for 3D-to-
2D search by our method. Since 2D-to-3D search achieves a much lower false positive
matching rate than search in the other direction, our seed points for 3D-to-2D search
are intrinsically more reliable than the 3D-to-2D matches found by Li et al . Placing
a fixed limit N3D on the number of candidate points for 3D-to-2D search also helps to
avoid spending too much computational effort on unrelated parts of the model.
As we will show in Sec. 6.3, the additional matches found by 3D-to-2D matching are
crucial to close the gap in effectiveness between VPS and tree-based search as using
active search allows us to recover correspondences lost to quantization for our previous
approach. Our results will show that incorporating 3D-to-2D search into VPS intro-
duces only little computational overhead compared to tree-based search, indicating that
combining both search directions is crucial to efficiently obtain excellent localization ef-
fectiveness. Since each 2D-to-3D correspondence hypothesizes which part of the model
should be visible, active search allows us to use 3D-to-2D matching to disambiguate
correspondences that were previously rejected by the SIFT ratio test by exploiting the
sparser descriptor space generated by the image features (cf . Sec. 3.2.2). As a result,
we would expect that our adapted framework will perform better than tree-based search
for larger models since those point clouds induce a much denser descriptors space that
increases the chance of rejecting correct matches.
The concept of using 2D-to-3D correspondence to trigger matching in the other direc-
tions has simultaneously also been developed by Choudhary & Narayanan [CN12] and
Li et al . [LSHF12]. The major objective of the method by Li et al . is to register as many
query images as possible while efficiency is only a minor concern and they utilize tree-
based search to find 2D-to-3D matches. If the camera pose cannot be estimated from
these correspondences alone, they use the 2D-to-3D matches with a small SIFT ratio,
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i.e., matches more likely to be correct, as seed points for their prioritized 3D-to-2D search
[LSH10] to obtain additional correspondences for pose estimation [LSHF12]. Notice the
similarity between the resulting approach and our afterwards prioritization strategy.
Choudhary & Narayanan employ a probabilistic formulation of 3D-to-2D search, where
the probability that a set of 3D points is visible together in the query image is derived
from the co-visibility information provided by the reconstruction process [CN12]. Con-
sequently, they iteratively select the candidate point for 3D-to-2D matching that is most
likely to be visible together with all matching points found so far, resulting in a set of
high quality matches with a low false positive matching rate. Their approach uses a sin-
gle 2D-to-3D match to seed the 3D-to-2D search and then focuses entirely on 3D-to-2D
matching. This process is repeated for a small set of seed points in case the camera pose
cannot be estimated from the first seed. Interestingly, Choudhary & Narayanan adapt
our prioritized 2D-to-3D matching approach [SLK11] to find these seed points. Since
they require less than 3 seeds on average, they invert the ordering since visual words
with longer inverted files are more likely to yield correct matches (cf . Fig. 5.6). Their
approach is similar to our direct prioritization strategy as it prefers 3D-to-2D search.
In order to avoid finding small clusters of matches, Choudhary & Narayanan employ a
distance weighting when selecting the most promising candidate point [CN12]. However,
as the results presented in the next section show, our adapted framework outperforms
their method in terms of localization effectiveness, localization times, and positional
accuracy. Another advantage of our approach is that we can compute candidates for
3D-to-2D matching very efficiently with only little memory required to build the search
structures for nearest neighbor search in 3D. In contrast, Choudhary & Narayanan report
that the ”high storage requirements for the joint visibility information is a drawback”
of their method [CN12].
6.2. Visibility Filtering
Although computationally efficient, applying active search introduces additional compu-
tational effort compared to our original prioritized 2D-to-3D matching approach. How-
ever, not all of this additional effort is strictly necessary. Our active correspondence
search approach uses spatial proximity to identify candidate points for 3D-to-2D match-
ing. Yet, close vicinity in 3D does not automatically imply that two points can be ob-
served together. As illustrated in Fig. 6.5(a), two points seen from significantly different
viewpoints can often not be observed together in the same image due to the limited ro-
bustness to viewpoint changes of both the SIFT detector and descriptor [MS05, MTS∗05].
As also observed by Li et al . and Choudhary & Narayanan [LSH10, CN12], the database
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(a)
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Figure 6.5.: (a) The visibility relations between cameras and scene points define the
bipartite visibility graph G. (b) Given a 2D-to-3D match for a point p (pink), our point
filter removes all neighboring points that are never observed together with p. (c) Only
points contained in the largest connected component of the subgraph GM defined by
the found matches (pink) are considered for pose estimation. (d) A more continuous
approximation of co-visibility can be obtained by clustering cameras, resulting in a new
visibility graph GS′ .
images used to reconstruct the model approximate the range of viewing conditions under
which each 3D point is visible. We can thus use this visibility information inherently
present in each Structure-from-Motion reconstruction to filter out points that cannot
be seen together with the matching point that triggered active search. Similarly to our
spatial consistency check from Chap. 4, we can use visibility constraints to detect and
remove wrong matches before applying RANSAC-based pose estimation. The two re-
sulting filtering operations, described in the remainder of this section, allow us to speed
up both matching and pose estimation significantly and help us to compensate for the
additional computational effort introduced by active search. Since the database im-
ages only offer a discrete approximation of the continuous set of viewpoints under which
points are visible, the filtering steps might be too restrictive and also remove valid points
and matches. In this section, we thus also propose a simple clustering strategy to obtain
a better approximation of point visibility.
The visibility information between the cameras and points in a Structure-from-Motion
reconstruction can be modeled by the visibility graph [LSH10]. One set of nodes in this
bipartite graph G, illustrated in Fig. 6.5(a), represents the cameras while the other set
represents the 3D points. Consequently, the graph contains an edge between an image
and a point node if the point has been observed in the corresponding database image.
We express the two filtering steps outline above as operations on this visibility graph.
Filtering points prior to 3D-to-2D matching. Obviously, considering points not
directly visible with the matching point p that triggered active search does not increase
the chance of finding additional correspondences. Our point filter thus detects and
removes all candidates points that cannot be reached from p’s node using exactly two
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edges (cf . Fig. 6.5(b)), i.e., all points not visible together with p in at least one database
image. Storing for each point its list of adjacent image nodes, this filter is implemented
efficiently by checking whether two sorted lists share a common element.
Visibility filtering prior to pose estimation. The 3D points contained in all
established matches and their corresponding database images form a subgraph GM of
G. Ideally, all correctly matching points should be visible together in a single database
image. Assuming that it is unlikely to find many wrong matches in a single part of the
model, the set of correct matches should thus correspond to the points connected to the
image node with the largest valence in GM
1. However, due to an incomplete sampling
of viewpoints and occlusions, a single database image will seldom contain all 3D points
visible in the query photo. Instead of detecting the most likely set of correct matches, we
thus try to detect obviously wrong matches in order to avoid rejecting too many correct
correspondences. Our RANSAC pre-filter finds the largest connected component in GM
and uses only matches contained in it for pose estimation (cf . Fig. 6.5(c)). Notice that
this filter behaves similar to the spatial consistency check (SCC) presented in Sec. 4.2.2,
albeit on a larger scale: Our RANSAC pre-filter removes 2D-3D matches for which the
3D point is located in a different area of the model than the majority of matching points,
while the SCC discards 2D-2D matches that are not consistent with the surrounding
correspondences. Notice that the pre-filter will remove only few 3D-to-2D matches since
it is unlikely that we find more than a few matching points around a wrong 2D-to-3D
correspondence.
Camera sets from view clustering. As explained above, the visibility relations cap-
tured by the database images are unlikely to be complete. Consequently, it is likely that
the two filtering steps are too strict and also reject correct matches. This is illustrated
in Fig. 6.5(b), where the green points from Fig. 6.5(a) are removed by the point filter
although they should be visible based on the viewing direction of the query image (pink)
and the green cameras. Assuming that points seen by cameras with similar positions and
viewing directions should be visible together, we can obtain a better approximation of
the visibility regions for every point by merging similar image nodes in G. Since absolute
distances cannot be measured in Structure-from-Motion reconstructions, we define the
set of images sim(Ij) similar to photo Ij as the subset of the k closest cameras (in terms
of camera positions) whose viewing directions differ from Ij by at most 60◦. Using the
resulting set of camera sets S = {sim(Ij)} instead of the original images results in a
new visibility graph with the same number of image nodes and a larger degree for all
1Essentially, this strategy uses the established matches to vote for database images and selects the
image with the largest number of votes, i.e., this strategy basically corresponds to an image retrieval
system. We will explore this connection in more detail in Part III.
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point nodes. In order to reduce the node valence and thus allow for a faster computation
of the filtering steps described above, we propose to use only a subset S ′ ⊆ S such that
every original database image Ij is included in at least one camera set s ∈ S ′. Selecting
a minimal subset S ′ is a set cover problem, which we solve using the same Greedy algo-
rithm [Vaz03] already applied by Li et al . [LSH10] by iteratively choosing the camera set
that contains the most uncovered original images. Fig. 6.5(d) illustrates the resulting
visibility graph GS′ obtained by using S
′ instead of the database images. When using
camera sets, we use GS′ instead of G to define the two filters described above.
6.3. Experimental Evaluation
In this section, we evaluate our adapted framework including active search and the pro-
posed visibility filtering steps. After determining the impact of the different parameters,
we compare our approach to existing methods to show that the modifications discussed
in this chapter enable us to achieve state-of-the-art effectiveness at run-times compara-
ble to or better than the most efficient approaches available. In addition to the material
presented in the original publication [SLK12a], this section contains a discussion of fur-
ther optimizations of our pipeline as well as an extended analysis of the localization
accuracy that can be obtained with different n-point-pose algorithms.
Experimental setup. We use a similar experimental setup to the one employed in
Chap. 5, i.e., we use the 6pt DLT algorithm [HZ04] for pose estimation inside a RANSAC
loop combining randomized RANSAC [CM08] with local optimization [CMK03]. An
image is considered as successfully localized if the estimated pose has at least 12 inliers.
In contrast to the previous chapter, we refine the pose of every registered image through
linear least squares optimization on all found inliers.
To best demonstrate the impact of active search and visibility filtering on the efficiency
and effectiveness of our pipeline, we employ an implementation as close as possible to
the one used in the previous chapter. We use the same parameter settings (Nt = 100,
R = 0.2, the generic vocabulary containing 100k words) and represent the 3D points
using the integer mean per word strategy. Due to requiring a hierarchy of vocabularies,
we employ a vocabulary tree with branching factor 10, constructed on top of the generic
dictionary instead of the kd-tree originally used by VPS. We utilize a modified version of
the hierarchical k-means tree implementation provided by the FLANN library [ML09],
in which we removed the prioritization queue employed for back-tracking. This func-
tionality is not required since we search a single path in the tree and removing the queue
leads to a speed-up by a factor of 1.6-1.8. Following the original implementation as close
as possible allows us to directly measure the impact of active search and the proposed
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Dataset # Cam- # 3D # Des- # Connect. # Query Mean # Feat.
eras Points criptors Comp. Images per Query Img.
Dubrovnik [LSH10] 6,044 1,886,884 9,606,317 1 800 9,678.14
Rome [LSH10] 15,179 4,067,119 21,515,110 68 1,000 7,279.91
Vienna [IZFB09] 1,324 1,123,028 4,854,056 3 266 9,707.29
Aachen [SWLK12] 3,047 1,540,786 7,281,501 1 369 8,648.66
Landmarks 1k [LSHF12] 204,626 38,190,865 177,824,054 2,678 10,000 8,378.7
Paris 16,607 2,937,041 21,715,253 14 5,000 2,426.26
Vienna (ext.) [IZFB09] 2,267 2,153,706 9,026,704 6 686 13,539.9
Table 6.1.: The datasets used for experimental evaluation in this chapter.
(a) Aachen (b) Paris (c) Vienna (extended)
Figure 6.6.: Illustration of some of the additional datasets used in this chapter. The
black frusta denote the camera poses of the database images.
filters on our framework. Still, we can easily improve the efficiency of our framework.
As we show in Sec. 6.3.2, considering cache consistency accelerates the linear search
through the inverted files of the visual words by a factor close to 2 while also simplifying
the implementation and reducing the memory requirements slightly.
Again, our experiments are performed on an Intel i7-920 CPU with 2.79GHz and 12
GB of RAM using a single thread and we report the mean localization effectiveness,
registration, and rejection times averaged over 10 repetitions of the experiments.
Datasets. We employ the Dubrovnik, Rome, and Vienna datasets discussed in the
previous chapter to evaluate the parameters of our adapted method and to compare our
method to other approaches. Furthermore, we use a set of additional models in order to
evaluate our framework on a wider range of scenes. Tab. 6.1 presents statistics about
the datasets used, while Fig. 6.6 shows the new 3D models. Again, all query images
have a maximal dimensionality of 1600× 1600 pixels.
The database images for the Aachen dataset2, originally used in [SWLK12], were
taken with multiple cameras. The historical inner part of the city is densely covered
by the database photos, with some parts captured in a regular fashion and other parts
2http://www.graphics.rwth-aachen.de/localization
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sampled more randomly. The dataset thus models a mixture of the systematic coverage
of the Vienna and the non-uniform sampling of the Rome and Dubrovnik datasets.
All query images for Aachen were obtained using a Motorola Milestone mobile phone.
The pictures were taken over a time span of about two years, covering seasonal changes,
different illumination conditions, occlusions by temporary structures built for, e.g ., local
festivals, and the usual deficiencies of mobile phone cameras such as motion blur or
overexposure [SWLK12].
The Landmarks 1k dataset was created by aggregating 1,000 geo-registered models of
individual landmark buildings, each reconstructed from photos downloaded from Flickr,
into a single point cloud [LSHF12]. The landmarks represent the 1,000 buildings on
earth for which the most images can be found on Flickr [CBHK09]. Query images were
again obtained by removing 10,000 images from the reconstruction. The challenge of
this dataset lies mainly in its sheer size as it contains one order of magnitude more 3D
points than the other models used in this chapter. Consequently, we do not repeat our
experiment more than once. Since the computer used to run the experiments for the
other datasets cannot handle the Landmarks 1k model, we employ a different machine
with an Intel Xeon X5650 CPU with 2.67GHz and 64 GB of RAM.
The photos used for the Paris dataset are part of a large corpus of 500k images collected
by Weyand and Leibe [WL11]. Their Iconoid Shift algorithm was used to automatically
identify clusters of images depicting the same landmark buildings. We merged overlap-
ping clusters that share photos and chose to reconstruct 14 popular landmark buildings.
Similar to the Dubrovnik and Rome models, query images were again obtained by re-
moving cameras from the reconstruction and the query images follow the same spatial
distribution as the database photos. This dataset can be used to model an application
scenario of image-based localization in which tourists take images using their mobile
phones and send them to a localization server in order to obtain information about the
place they are visiting. We down-sampled the query images to a maximal dimension of
640 × 640 pixels to account for the smaller photos used in such a setting to limit the
image transmission costs.
The Vienna model described in the last chapter is part of a larger dataset containing
images of 6 landmark buildings and one indoor scene [IZFB09]. The extended Vienna
point cloud thus contains all photos of the 6 outdoor scenes. Similar to the original
dataset, query images were again obtained from Panoramio3.
The Bundler software [SSS06] was used together with a parallel bundle adjustment
library [WACS11] to reconstruct Aachen, Paris, and the extended Vienna model. The
point clouds depicting Paris and Vienna were aligned to building footprints provided by
3We thank Tobias Weyand for his help with creating the test set.
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the Open Street Map project4 using the registration approach by Strecha et al . [SPF10].
For the Aachen dataset, the same technique was employed using building outlines made
available by the land registry office of the city of Aachen. As a result of the alignment,
distances in these three models can be measured in meters, allowing us to utilize the
Paris dataset to analyze the localization accuracy. As for the Dubrovnik model, we use
the camera positions of the query images in the original SfM point cloud as ground
truth. The SiftGPU implementation [Wu07] was employed to extract features for the
query and database images for Aachen, Paris, and the extended Vienna model.
6.3.1. Parameter Evaluation
Before comparing our adapted approach with state-of-the-art methods, we first analyze
the impact of the different optimization steps discussed above. We begin by showing
that combining prioritized 2D-to-3D matching with active search allows us to close
the gap in effectiveness between our original VPS approach and tree-based search. As
mentioned above, applying active search introduces additional computational effort, so
after evaluating the different prioritization strategies, we demonstrate how to increase
the efficiency of our active search-based method through the proposed filtering steps
without sacrificing localization effectiveness.
The impact of active search. Fig. 6.7 details the impact of the parameter N3D,
controlling the number of neighbors found during active search, on both localization
effectiveness and the mean registration time for the three prioritization strategies. None
of the visibility filtering techniques discussed in Sec. 6.2 were used for this experiment.
As can be seen, even small values of N3D allow us to localize a similar number of images
as tree-based search. This demonstrates that the additional matches recovered through
active search are crucial to close the gap in effectiveness between VPS and the kd-tree
approach. Furthermore, we notice that active search is actually more effective than the
latter method on the Rome dataset. This is a direct consequence of the denser descriptor
space induced by the Rome model, which contains the largest number of descriptors,
resulting in the SIFT ratio test to be more likely to reject correct correspondences as
too ambiguous. Due to the sparser search space defined by the image features, 3D-to-2D
search is able to recover those matches, allowing us to register more images.
The results from Fig. 6.7 show that the best effectiveness is obtained using the direct
prioritization strategy that applies 3D-to-2D search as soon as a new 2D-to-3D match
is found. As illustrated in Fig. 6.4, this strategy is susceptible to finding clusters of
matches situated in small regions in the query image. Tab. 6.2 demonstrates that this
4http://www.openstreetmaps.org/
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Figure 6.7.: (Left) Even when using small values for N3D, active search is able to
localize as many images as tree-based search, essentially closing the gap in localization
effectiveness. (Right) Although utilizing active search increases the mean registration
time, our adapted framework is still significantly faster than tree-based search.
tendency has a negative impact on the localization accuracy by comparing the precision
of the three strategies on the Dubrovnik dataset. As can also be seen in Fig. 6.4, the
other two strategies offer a much more uniform distribution of matches over the image.
Consequently, they achieve a localization accuracy similar to our original approach.
Notice that both the combined and afterwards strategy are able to localize more images
with an error of less than 18.3 meters than VPS. This clearly shows that our adapted
framework does not trade registration effectiveness for a lower localization accuracy.
While both the combined and afterwards prioritization schemes achieve a similar lo-
calization accuracy, the latter does not utilize the full potential of active search. This is
evident by the localization effectiveness of the afterwards strategy on the Vienna dataset
(cf . Fig. 6.7). Since the Vienna dataset contains the smallest number of descriptors, the
2D-to-3D search part of our pipeline has a higher false positive matching rate on the
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Method / N3D Median Quartiles [m] #images with error
Strategy [m] 1st 3rd < 18.3 m > 400 m
direct
50
1 .9 0 .5 7 .6 674 12
combined 1.3 0.4 5.3 707 10
afterwards 1.3 0.4 6.1 693 15
direct
100
2 .0 0 .6 10 .4 664 12
combined 1.3 0.4 6.1 694 8
afterwards 1.3 0.4 5.2 688 16
direct
150
2 .2 0 .6 9 .8 647 16
combined 1.3 0.4 5.8 696 13
afterwards 1.4 0.4 5.2 697 14
direct
200
2 .4 0 .7 11 .0 655 13
combined 1.3 0.4 5.6 700 9
afterwards 1.4 0.4 5.6 693 10
direct
250
2 .6 0 .7 11 .5 642 17
combined 1.3 0.4 5.6 700 12
afterwards 1.3 0.4 5.5 694 13
all desc. (VPS) 1.4 0.4 5.9 685 16
int. mean (VPS) 1.3 0.5 5.1 675 13
P2F [LSH10] 9.3 7.5 13.4 655 -
Table 6.2.: The localization accuracy achieved by the three different prioritization
strategies, measured as the distance of the average estimated position from the ground
truth for each camera (cf . Chap. 5) on the Dubrovnik dataset. As predicted, the direct
strategy does not perform as well as the other schemes due to finding clusters of matches
in small image regions.
Vienna dataset than on the other models. For some query images, we thus find enough
false correspondences to terminate the search early, which at the same time forces the
afterwards strategy to omit active search. In contrast, the combined strategy treats both
matching directions equally, allowing it to recover more correspondences through 3D-
to-2D search. We therefore choose the combined strategy for all following experiments
since it offers the best compromise between localization effectiveness and accuracy.
Evaluating visibility filtering. Although still significantly faster than tree-based
search, the results from Fig. 6.7 show that our adapted framework is less efficient than
our original VPS approach purely based on 2D-to-3D matching. This behavior is most
notable for the Vienna dataset. Due to the higher false positive matching rate for this
model, newly registered query images tend to have low inlier ratios, resulting in more
RANSAC iterations and thus longer registration times. Intuitively, we would expect that
the wrongly matching points are distributed randomly over the whole model. Thus, the
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Figure 6.8.: Using the two filtering steps significantly improves the localization efficiency
of our adapted framework, but also slightly decreases its localization effectiveness. Ap-
plying the combined strategy with values for N3D from {50, 100, 150, 200, 250} results in
the shown curves. The rightmost point on each curve corresponds to N3D=250.
RANSAC pre-filter discussed in Sec. 6.2 should be able to dramatically speed up pose
estimation for the Vienna dataset.
Fig. 6.8 shows the impact of applying the two filters on both localization effectiveness
and the mean registration time as a function of N3D for the combined strategy. Although
the impact is dataset dependent, applying the filters accelerates both the correspondence
search (point filter) and the pose estimation stage (RANSAC pre-filter). As predicted,
the RANSAC pre-filter has a much stronger impact on the Vienna dataset than on the
other two models. The pre-filter yields the smallest efficiency gain for the Rome dataset
due to its denser search space and the resulting lower false positive matching rate. Since
the Rome point cloud consists of distinct landmark buildings, each seen from similar
viewpoints (cf . Fig. 5.3(b)), many of its 3D points share a common database image.
Thus, using the point filter for the Rome dataset does not accelerate the correspondence
search as significantly as for the other two models.
Looking at the results from Fig. 6.8, we observe that applying the filters has a slight
negative impact on the localization effectiveness. Yet, the drastic gain in run-time
efficiency obtained from using the filters justifies allowing this slight decrease (at most 3
images for any fixed value forN3D). In the following, we therefore use both filtering steps.
Furthermore, we fix N3D = 200 as lower values decrease the localization performance
while a larger value mainly increases the mean registration times without being able to
localize significantly more images. This can be seen in Fig. 6.8, where the second to
rightmost point on each curve corresponds to N3D = 200.
Using camera sets. As explained in Sec. 6.2, the database images only approximate
the set of viewpoints from which a point is visible. Consequently, using the visibility re-
lations computed during Structure-from-Motion yields imperfect filters that also remove
correct points / matches and thus reduce the localization effectiveness. We therefore
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Figure 6.9.: Clustering the k-closest cameras yields a better approximation of visibil-
ity. Thus, camera sets improve the localization effectiveness when using both filters
(combined scheme, N3D = 200) compared to using the database images (k = 0). We
even achieve the same effectiveness as without filtering (black line). k = 10 thereby
offers a good compromise between (top row) localization effectiveness and (bottom row)
efficiency.
proposed to replace the original database image with camera sets, obtained from the k
nearest cameras for each image, to recover lost points and matches.
Fig. 6.9 shows the results of using camera sets together with the combined strategy,
N3D = 200, and both filters for different values of k. Camera sets consistently im-
prove the localization effectiveness compared to the original images (k = 0). However,
clustering the cameras also decreases the effectiveness of the filters and thus the run-
time efficiency of our approach. Similarly, the gain in localization effectiveness offered
by camera sets becomes smaller if too many unrelated images are clustered together.
The effectiveness of the camera clusters is directly related to the spatial distribution
of database images. Thus, the optimal choice of k differs between the datasets. Yet,
values for k from {5, 10, 15} offer a good compromise between localization effectiveness
and efficiency for all three datasets. We select the median k = 10 as it results in faster
registration times than using the original database images, except for the Rome model.
Closing the gap in localization effectiveness. Tab. 6.3 compares our adapted
framework with its final parameter settings, i.e., with the combined strategy, N3D = 200,
both filters, and k = 10, with our original VPS approach and the kd-tree method from
Chap. 5 over a wider range of datasets. As can be seen, active search allows us to localize
the same number of images as the slower tree-based method while achieving registration
and rejection times similar to VPS. Thus, active search allows us to efficiently close
the gap in localization effectiveness. We further note that active search yields faster
registration and rejection times than the original framework for the datasets containing
fewer descriptors (Aachen and the two Vienna models). This is due to its use of the
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all desc. (VPS) int. mean (VPS) active search kd-tree
# reg. registr. reject. # reg. registr. reject. # reg. registr. reject. # reg. registr. reject.
Method imgs. time [s] time [s] imgs. time [s] time [s] imgs. time [s] time [s] imgs. time [s] time [s]
Aachen 293.9 0.28 0.85 299.8 0.25 0.83 319.2 0.16 0.18 317.0 2.46 1.94
Dubrovnik 783.9 0.31 2.22 782.0 0.28 1.70 795.5 0.25 0.56 795 3.4 14.45
Paris 4955.1 0.09 0.17 4945.7 0.08 0.13 4963.2 0.11 0.14 4934.0 0.89 0.68
Rome 976.9 0.29 1.90 974.6 0.25 1.66 991.5 0.28 2.14 983 3.97 6.27
Vienna 207.7 0.50 2.40 206.9 0.46 2.43 220.1 0.27 0.52 220 3.44 2.72
Vienna (ext.) 455.5 0.97 2.63 448.4 0.94 2.5 482.5 0.33 0.57 474.0 4.61 4.33
Table 6.3.: Comparing active search (combined strategy, N3D = 200, both filters, k =
10), with our original framework and tree-based search on additional datasets. Active
search efficiently closes the gap in localization effectiveness, achieving the same or an even
better effectiveness than tree-based search. Using the two filters results in registration
and rejection times comparable to or better than our original approach.
RANSAC pre-filter, which allows active search to discard the wrong matches that are
more likely to be found for such small models.
6.3.2. Faster Linear Search Through Cache Consistency
The results from the previous sections clearly demonstrate the gain in localization effec-
tiveness and efficiency that can be obtained by integrating active search and visibility
filtering into VPS. To better demonstrate the impact of both steps, we re-used large
parts of our original implementation, already employed in [SLK11], which stores all
point descriptors in a single array. Consequently, each entry in the inverted file of a vi-
sual word consists of the id of a 3D point and the index of the corresponding descriptor
in the array. This allows a memory-efficient implementation of the mean and medoid
point representations, but introduces additional memory overhead for all other point
representation strategies. Worse, this implementation leads to random memory accesses
in the array while modern CPUs excel at exploiting cache consistency, i.e., when a large
number of instructions operates on a continuous part of the memory. In order to benefit
from this fact, we directly store the point descriptors in the inverted file entries of the
visual words. This allows the CPU to load larger chunks of memory at once, thus re-
ducing the number of loading operations while also reducing the memory requirements.
Similarly, we found that we can optimize the point filter by storing the list of database
images which observe a certain point in a sorted array instead of linked list5.
Tab. 6.4 details the impact of this optimization for the different datasets when using
the parameter settings determined in the previous section. As can be seen, exploiting
cache consistency reduces the average linear search time by a factor close to 2 in the case
5We observe that comparing two sorted arrays is faster than comparing linked lists by a factor of 3-4.
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registration efficiency rejection efficiency
# reg. lin. RANSAC total lin. RANSAC total
Dataset images search [s] time [s] time [s] search [s] time [s] time[s]
Aachen 319.2 0.08 0.01 0.16 0.12 0.00 0.18
Aachen (opt.) 318.8 0.04 0.01 0.12 0.05 0.00 0.11
Dubrovnik 796.1 0.07 0.04 0.19 0.28 0.04 0.39
Dubrovnik (opt.) 795.5 0.04 0.04 0.16 0.11 0.05 0.24
Paris 4963.2 0.08 0.01 0.11 0.11 0.01 0.14
Paris (opt.) 4963.7 0.04 0.01 0.07 0.04 0.01 0.07
Rome 991.6 0.08 0.07 0.20 0.30 1.40 1.75
Rome (opt.) 990.5 0.04 0.06 0.16 0.11 1.25 1.41
Vienna 221.0 0.07 0.05 0.20 0.13 0.17 0.36
Vienna (opt.) 221.0 0.04 0.05 0.17 0.07 0.16 0.29
Vienna (ext.) 482.5 0.13 0.09 0.33 0.29 0.18 0.57
Vienna (ext.) (opt.) 485.1 0.07 0.09 0.26 0.13 0.16 0.39
Table 6.4.: Comparing the optimized implementation (opt.) of active search with
our original results. In addition to reducing the memory costs, optimizing for cache
consistency allows us to accelerate the linear search by a factor close to 2. The difference
in the number of localized images is caused by the random nature of RANSAC.
that the image can be localized. When an image cannot be registered, our approach is
often not able to find enough matches to terminate correspondence search early. Thus,
visual words with longer inverted files are also considered, which naturally benefit more
from cache consistency, resulting in a slightly higher speed-up.
The timings reported in Tab. 6.4 for Dubrovnik, Rome, and Vienna differ from
Tab. 6.3. The former results were obtained after our original publication [SLK12a]
using a slightly improved implementation including changes of the local optimization
step of RANSAC. The difference in the timings is mainly caused by more efficient code
for descriptor comparisons generated by a more modern compiler than the one used for
the original publication. We chose to include the newer results in Tab. 6.4 to fairly judge
the impact of our cache-optimized implementation. Notice that neither the faster code
nor the changes in implementation required to exploit cache consistency invalidate the
previously determined parameter settings. The parameters were chosen to optimize the
localization effectiveness and efficiency, i.e., changing the parameters would either de-
crease the number of localized images or simply increase the registration times without
any significant gain in localization effectiveness (cf . Fig. 6.7 and Fig. 6.8). Reducing the
time required for linear search thus has no impact on our previous choices.
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6.3.3. Localization Accuracy
So far, we have used the 6pt DLT (p6p) algorithm for camera pose estimation since it
has evolved into the standard n-point-pose method for image-based localization [LSH10,
SLK11, CN12]. While the p6p algorithm estimates the full internal camera calibration
matrix K, we can assume that for most modern cameras the only unknown parameter
is the focal length [Sze10]. As shown in the previous chapter, utilizing n-point-pose
solvers that take this fact into account can result in more precise position estimates (cf .
Tab. 5.8). In this experiment, we therefore analyze the localization accuracy of multiple
pose solvers from Sec. 4.1 in combination with our framework. We use the 4pt solvers
by Bujnak et al . (p4pfr-p/np) [BKP10] and Josephson and Byro¨d (p4pfr) [JB09] that
both estimate the camera pose together with the focal length and a radial distortion
parameter, employing the source code provided by the authors. Since the latter solver
requires about 60 ms to compute a single pose, we only apply it on the inliers found
by p6p and hence denote this strategy as p6p+p4pfr. Due to considering planar and
non-planar point configurations separately, the solver by Bujnak et al . is more than one
order of magnitude faster than p4pfr and can thus be applied directly on the full set of
matches found by active search. The p3pf solver implements a strategy, proposed by
Irschara et al ., that uses the 3-point-pose algorithm by Fischler and Bolles (p3p) [FB81]
to estimate the camera pose for a fixed range of focal length values, parameterized by
the horizontal opening angle of the camera, and thus requires multiple applications of
RANSAC [IZFB09]. The p3p/p6p strategy uses the p3p solver if the focal length of
the query image can be estimated from its EXIF tag and the p6p algorithm otherwise.
We use the Dubrovnik and Paris datasets to evaluate the localization accuracy of the
different pose solvers. Since the query images for both models were obtained by re-
moving cameras from a larger reconstruction, we use the camera positions computed by
Structure-from-Motion as ground truth locations. For the Paris dataset, we utilize the
p3p solver together with the focal lengths estimated by Structure-from-Motion to obtain
an estimate of the best possible localization accuracy6.
Tab. 6.5 reports the localization accuracy for the mean position of the camera, aver-
aged over the 10 repetitions of the experiments (cf . Sec. 5.2.3), and the median local-
ization error for the different pose solvers. As can be seen, the p6p algorithm achieves
a rather good localization accuracy for the majority of query images. Exploiting the
focal length obtained from the EXIF tag can help reduce the localization error for most
6We also tried to use the focal length from the original Dubrovnik model, but this resulted in both
significantly worse localization effectiveness and accuracy. One possible explanation is that the
query images might have been re-sized, which would invalidate the estimated focal length but not
the camera position. However, this is hard to verify since we did not generate the dataset ourselves.
We therefore restrict the comparison to the ground truth focal length to our Paris dataset.
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total # reg. Mean Quantiles [m]
Solver images [m] [m] 25% 50% 75% 90% 95%
localization error of mean estimated position
D
u
b
ro
v
n
ik
p3p / p6p 795 14.7 0.4 1.3 4.9 19.2 51.9
p6p 797 53.1 0.4 1.1 4.3 16.1 51.2
p3pf 792 16.7 0.4 1.3 4.6 20.1 48.5
p6p+p4pfr 790 31.0 0.2 0.7 3.9 21.5 84.4
p4pfr-p/np 792 29.3 0.2 0.6 2.5 15.1 78.7
P
a
ri
s
p3p / p6p 4959 281.6 0.9 2.3 5.5 14.7 30.2
p6p 4969 43.5 0.9 2.4 6.5 14.3 23.8
p3pf 4969 44.7 0.9 2.6 8.1 24.3 45.1
p6p+p4pfr 4962 68.2 0.5 1.6 5.0 21.2 63.7
p4pfr-p/np 4966 68.5 0.5 1.6 5.2 20.9 60.7
p3p (exact focal) 4968 19.3 0.4 0.8 1.6 3.1 4.5
median localization error
D
u
b
ro
v
n
ik
p3p / p6p 795 14.8 0.5 1.5 4.9 20.1 46.4
p6p 797 30.7 0.5 1.3 5.0 19.2 55.3
p3pf 792 18.4 0.5 1.5 5.2 21.9 54.7
p6p+p4pfr 790 22.2 0.5 1.4 4.8 16.6 55.5
p4pfr-p/np 792 15.3 0.4 1.1 3.6 15.2 55.3
P
ar
is
p3p / p6p 4959 301.7 1.0 2.4 5.7 15.0 29.6
p6p 4969 43.6 1.0 2.6 6.6 14.9 24.5
p3pf 4969 45.0 1.2 3.1 8.3 23.9 44.5
p6p+p4pfr 4962 46.2 1.5 3.8 9.4 23.2 40.9
p4pfr-p/np 4966 46.0 1.4 3.7 8.8 23.0 40.4
p3p (exact focal) 4968 17.3 0.5 0.9 1.7 3.3 4.9
Table 6.5.: The localization accuracy achieved by combining our active search framework
(combined strategy, N3D = 200, both filters, k = 10) with different n-point pose solvers.
Since the query images were obtained by removing cameras from a larger reconstruction,
we use the p3p algorithm [FB81] with the focal length estimates provided by SfM as a
baseline on the Paris dataset. As can be seen, the standard 6pt DLT algorithm (p6p)
[HZ04] provides a good localization accuracy for most query images. On the Dubrovnik
dataset, where the query images were often taken farther away from the scene than for
Paris, using a 4pt algorithm [BKP10, JB09] that restricts the unknown internal camera
parameters to the focal length and a radial distortion parameter improves the accuracy.
images as can be seen for the Paris dataset. However, not all focal length estimates
obtained this way are precise, resulting in significantly higher errors for some images as
evident by the extremely large mean localization error for the p3p/p6p strategy on the
Paris dataset. With the exception of the median error on the Paris dataset, utilizing one
of the 4pt solvers results in a higher localization accuracy since these solvers have fewer
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degenerate or unstable cases, whereas the faster p4pfr-p/np also yields slightly better
results. Compared to the other solvers, both 4pt algorithms achieve a higher precision
for the mean query positions. Yet, the fact that the median localization error for the
Paris model is higher than the error of the mean camera position shows that both solvers
spread their position estimates rather evenly around the ground truth locations.
We observe that providing the p3p solver with exact focal length values results in
very precise location estimates which are much more accurate than the results of the
other solvers. This is somewhat remarkable since the experiments presented in [BKP10,
JB09] show that both 4pt algorithms allow very precise pose and focal length estimates.
However, these experiments are often conducted in scenes in which the camera has only
a small distance to the scene or in which 2D-3D correspondences are directly obtained
from a Structure-from-Motion reconstruction. Still, the excellent localization accuracy
obtained using the p3p solver validates our image-based localization approach as 95%
of the query image are registered with a median error below 5m, i.e., an error that is
about three times smaller than a typical GPS estimate.
We observe that the solvers assuming that the principal point coincides with the center
of the image and that only the focal length (and radial distortion) is unknown, i.e., p3p,
p4pfr, and p4pfr-p/np, can register less images for the Dubrovnik dataset. The reason
is that not all query photos follow this assumption since some of them were cropped or
altered otherwise, which is a general problem for images downloaded from photo sharing
websites. Subsequently, the p6p algorithm is better suited for these types of images as
it estimates the full internal calibration.
As can be seen in Tab. 6.5, the p3pf strategy often achieves a localization accuracy
similar to p6p. This is interesting since our implementation of p3pf, optimized to first
tests focal length likely to be correct, yields faster registration and rejection times at
a localization effectiveness comparable to using p6p. The p3pf strategy could thus be
used to quickly identify the set of inlier matches, on which we could then apply a slower
but more accurate pose solver such as p4pfr-p/np.
Notice that the results obtained with the p6p solver differ from the localization accu-
racies reported in Tab. 6.2. This is due to the fact that the newer results were obtained
using a more optimized version of the local optimization step [CMK03] employed during
RANSAC-based pose estimation and refined using linear least squares optimization.
6.3.4. Comparison With State-of-the-Art
To conclude the experimental evaluation, we compare our adapted framework against the
image-based localization approaches already considered in Chap. 5 as well as against two
recently proposed state-of-the-art methods [CN12, LSHF12]. In the following, we briefly
125
6. Active Correspondence Search for Direct Matching
review these two novel approaches before comparing all methods regarding localization
effectiveness, efficiency, and accuracy.
Similar to our VPS and active search frameworks, Choudhary & Narayanan propose a
system designed to solve the image-based localization problem as efficiently as possible.
Given a single 2D-to-3D match, they identify candidate points for 3D-to-2D search by
exploiting the co-visibility information provided by the reconstruction process [CN12].
These information are used to model the probability that a selected 3D point is visible
together with a set of other points. Consequently, the candidate point chosen for 3D-
to-2D matching is the point maximizing this visibility probability with all 3D points
for which correspondences have already been established. In order to speed up both
2D-to-3D matching and the candidate selection process, Choudhary & Narayanan use
only a subset consisting of 3-5% of the original points in the model, where the subset is
computed using the set cover approach from [LSH10].
The focus of the current approach by Li et al . is to achieve the best possible local-
ization effectiveness [LSHF12]. In contrast to active search, it was thus not designed
for efficiency. Their approach tries to find as many 2D-3D correspondences as possible,
even in the presence of many similar point descriptors. To achieve this goal, Li et al .
increase the SIFT ratio test threshold to 0.9 and compensate for the higher false positive
matching rate by adapting RANSAC’s sampling scheme to include co-visibility informa-
tion from the reconstruction process. After establishing 2D-to-3D correspondences using
tree-based search, their algorithm proceeds with pose estimation. In case that an image
cannot be localized, Li et al . use the found correspondences as seed points for their
prioritized 3D-to-2D matching method [LSH10].
All of our experiments, with the exception of the tests on the Landmarks 1k dataset,
were performed using an Intel i7-920 CPU with 2.79GHz, while Li et al . use an Intel Xeon
processor with 2.67GHz. No information about the used machine is given in [CN12].
Localization effectiveness and efficiency. Tab. 6.6 compares the localization ef-
fectiveness and efficiency of our active search method (using the combined strategy,
N3D = 200, k = 10, both filters, and the cache optimized implementation) with pub-
lished results for the Dubrovnik, Rome, and Vienna datasets. As can be seen, active
search achieves a better localization effectiveness and faster registration times than all
other methods designed for efficient localization, i.e., P2F [LSH10], the visibility prob-
ability (Vis. Prob.) approach from [CN12], and our own VPS framework (cf . Chap. 5).
With the exception of the Rome dataset, active search also offers the fastest rejection
times since our cache consistent implementation is able to drastically reduce the search
times while the RANSAC pre-filter is able to filter out most wrong matches. Essentially,
all other efficient localization approaches perform matching only a into a single direction.
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Method Dubrovnik Rome Vienna
# reg. registr. reject. # reg. registr. reject. # reg. registr. reject.
images time [s] time[s] images time [s] time [s] images time [s] time [s]
active search 796.1 0.16 0.24 990.5 0.16 1.41 221.0 0.17 0.29
all desc. (VPS) 783.9 0.31 2.22 976.9 0.29 1.90 207.7 0.50 2.40
int. mean (VPS) 782.0 0.28 1.70 974.6 0.25 1.66 206.9 0.46 2.43
kd-tree [SLK11] 795 3.4 14.45 983 3.97 6.27 220 3.44 2.72
Vis. Prob. [CN12] 788 0.25 0.51 977 0.27 0.61 219 0.40 0.49
Li et al . [LSHF12] 800 ”few seconds” 997 ”few seconds” -
P2F [LSH10] 753 0.73 2.70 921 0.91 2.93 204 0.55 1.96
P2F+F2P [LSH10] 753 0.70 3.96 924 0.87 4.67 205 0.54 3.62
Voc. tree [LSH10] 677 1.3 4.0 828 1.2 4.0 - - -
Voc. tree [IZFB09] - - - - - - 165 ≤ 0.27 (worst case)
Table 6.6.: Comparing our optimized framework, using the combined strategy, N3D =
200, both filters, and k = 10, with the current state-of-the-art. Our adapted approach
achieves a localization effectiveness similar or superior to all other published methods
for efficient localization [CN12, IZFB09, LSH10]. Furthermore, active search offers reg-
istration times that are up to one order of magnitude faster than tree-based methods
such as Li et al . [LSHF12] while achieving a similar localization effectiveness.
The superior results obtained by our active search method therefore show that combining
both search directions is crucial for achieving a good localization effectiveness.
Notice that only 3 query images from the Dubrovnik dataset could not be registered by
active search during the 10 repetitions of the experiment, while only 7 photos could not
be localized for the Rome dataset. Consequently, active search also compares favorably
to the latest method by Li et al . [LSHF12] on both datasets. However, their method is
designed for larger datasets containing nearly one order of magnitude more descriptors
than the Rome model. Therefore, we also evaluate active search on their Landmarks 1k
dataset containing 38M points, 178M descriptors, and 10k query images. Due to the size
of the dataset, we were forced to use a different machine with an Intel Xeon CPU with
2.67GHz and 64 GB of RAM than for the other experiments. Furthermore, we repeated
the experiment only once on the Landmarks 1k dataset. We also report the localization
effectiveness obtained with VPS (equipped with the cache efficient implementation of
linear search), but only use the integer mean representation due to its lower memory
consumption compared to using all descriptors. As can be seen in Tab. 6.7, the method
of Li et al . is able to register only 4% more query images. This is a surprising result since
their method tries to establish as many matches as possible by increasing the threshold
for the SIFT ratio test while active search aims at finding just enough correspondences
to facilitate pose estimation. Notice that Li et al . mainly perform 2D-to-3D matching
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registration performance rejection performance
# reg. lin. RANSAC total lin. RANSAC total
Method images search [s] time[s] time [s] search [s] time [s] time [s]
active search 9534 0.38 0.02 0.48 1.04 0.05 1.15
int. mean 8547 0.72 0.05 0.89 1.11 0.17 1.38
Li et al . [LSHF12] 9895 ”few seconds” ”few seconds”
Table 6.7.: Results for the Landmarks 1k dataset: Compared to the method by Li
et al . [LSHF12], specifically designed to maximize the localization effectiveness, active
search achieves a favorable localization effectiveness while offering faster registration
and rejection times. As can be seen from the results obtained using VPS, combining
2D-to-3D and 3D-to-2D search is crucial to achieve a good localization effectiveness.
# reg. Median Quartiles [m] #images with error
Method images [m] 1st 3rd < 18.3m > 400 m
active search (mean position) 796.1 1.1 0.4 4.3 724 8
active search (median error) 796.1 1.3 0.5 5.0 716 10
all desc. (VPS) 783.9 1.4 0.4 5.9 685 16
int. mean (VPS) 782.0 1.3 0.5 5.1 675 13
P2F [LSH10] 753 9.3 7.5 13.4 655 -
Vis. Prob. [CN12] 788 3.1 0.88 11.83
Table 6.8.: Comparison of the localization errors of the different approaches on the
Dubrovnik dataset. As can be seen, active search achieves a higher localization accuracy
independently of the measure used to determine the localization error.
and only resort to 3D-to-2D search if the camera pose cannot be estimated from 2D-
to-3D correspondences alone. In contrast, active search with the combined strategy
automatically chooses the matching direction.
The descriptor space induced by the Landmarks 1k dataset is significantly denser than
the spaces induced by the other models. Subsequently, the SIFT ratio test is forced to
reject more and more correct matches as can be seen by the difference in localization
effectiveness between VPS, using a ratio threshold of 0.7, and the method by Li et al .,
which employs a threshold of 0.9. Due to its ability to recover correspondences through
3D-to-2D matching, active search is less affected by this problem. This result clearly
validates our idea of combining both search directions.
Localization accuracy. In our final experiment, we compare the localization accu-
racy obtained by active search using the 6pt DLT algorithm (p6p), which is also used by
VPS and [CN12], with previously published results for the Dubrovnik dataset. For ac-
tive search, we report both the localization error of the mean camera position, averaged
over the 10 repetitions of the experiment, as well as the median localization error, while
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only the former error is reported for VPS. As can be seen from Tab. 6.8, our method
yields more accurate pose estimates even though it is able to register more query im-
ages. Notice that the comparison with VPS is not entirely fair since active search uses an
improved implementation of RANSAC-based pose estimation that yields a higher local-
ization accuracy. Based on the results of our original publication, we would expect that
VPS can achieve the same accuracy as active search. Still, both VPS and active search
outperform the two other approaches, which are mainly based on 3D-to-2D matching.
Notice that [LSHF12] do not report localization errors for the Dubrovnik dataset.
6.4. Discussion
In this chapter, we have shown that integrating 3D-to-2D matching into our vocabulary-
based prioritized search (VPS) framework enables us to close the gap in registration
effectiveness between VPS and tree-based search that was observed in Chap. 5 without
sacrificing localization efficiency or accuracy. The main contribution of this chapter is
our active search step that uses newly established 2D-to-3D correspondences to seed
3D-to-2D matching for the 3D points surrounding the point contained in the new corre-
spondence. Utilizing the hierarchy of visual dictionaries defined by a vocabulary tree, we
have shown that searches in both directions can be performed using quantized match-
ing, allowing us to use the same prioritization strategy for both 3D-to-2D and 2D-to-3D
matching. Besides offering a lower computational complexity than simply searching
through multiple visual words for every query feature, employing 3D-to-2D matching
also enables our method to recover correct correspondences rejected by the SIFT ratio
test as too ambiguous during 2D-to-3D search. In order to avoid unnecessary compu-
tations, we have proposed two filtering steps that use the visibility information readily
provided by the SfM reconstruction process to accelerate both the matching and pose
estimation stages. Through a rigorous experimental evaluation of the different parame-
ters of our adapted framework, we have identified a parameter setting that performs well
over a wide range of scenes. Utilizing an improved implementation, our method is more
effective than all other direct matching approaches for efficient image-based localization
while offering the fastest registration times for any direct matching method published
so far. At the same time, our active search approach achieves a comparable or better
localization effectiveness than kd-tree search while being one order of magnitude faster
on average. Furthermore, our approach compares favorably to the most recent method
by Li et al ., designed to maximize the localization effectiveness [LSHF12], since active
search can register a comparable percentage of query images at faster registration and
rejection times.
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Active search employs nearest neighbor search in 3D to identify possible candidates
for 3D-to-2D matching. Yet, spatially close points are not necessarily visible together in
the query image due to limitations of the feature detector and descriptor. We therefore
employ a point filter to avoid considering 3D points that should not be visible together
with the point triggering active search. Ideally, we would like to integrate these visibility
information into the candidate search instead of using the filter in a post-processing step.
An interesting open question is thus how this integration can be performed in a time-
and memory-efficient manner. One approach could be to use the visibility information
and the spatial point positions to learn a new metric space in which neighboring points
are likely to be co-visible, allowing us to again use simple nearest neighbor search to
identify candidate points.
When considering larger 3D models containing more scene points, the combined pri-
oritization strategy employed by our adapted framework will degenerate towards the
direct scheme as 2D-to-3D search becomes significantly more expensive than 3D-to-2D
matching. Consequently, the localization accuracy of our method will decrease due to
the tendency of the direct strategy to find clusters of matches in small regions of the
query image. In order to avoid this undesirable behavior, we could adapt the candidate
search process to ensure that all 3D-to-2D matching candidates have a certain spatial
distance to the point triggering active search, similar to the method by Choudhary &
Narayanan [CN12]. Notice that while the afterwards strategy usually avoids this prob-
lem, it is not suited for efficient localization for large scenes. As we will show in the
next chapter, the denser descriptor space induced by larger models reduces the number
of 2D-to-3D matches that can be found. Using the afterwards strategy, our adapted ap-
proach would thus ultimately be forced to consider all image features before performing
3D-to-2D matching, even if no correspondences can be found for the vast majority of
query features.
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Part III.
Scalability of Image-Based Localization
Approaches
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Direct matching methods rely solely on the local appearance information encoded
in each individual descriptor to establish 2D-3D correspondences. In contrast, indirect
matching methods encapsulate the scene points into intermediate containers and aim
at quickly identifying relevant objects by aggregating the information from multiple
descriptors. 2D-3D correspondences can then be established by matching the points in
the retrieved containers against the image features or vice versa. The set of database
images used for the reconstruction thereby yields a natural container structure as they
model the co-visibility relations between the 3D points. The resulting image retrieval
approaches also allow us to benefit from state-of-the-art methods proposed for image
retrieval [SZ03, PCI∗07, PCI∗08, CPSZ07, JDS08],
The results from Part II clearly demonstrate that direct matching approaches are sig-
nificantly more effective than the image retrieval-based indirect matching approach by
Irschara et al . [IZFB09], indicating that direct matching should be the preferred match-
ing strategy. This result is not very surprising as classical image retrieval approaches
[SZ03, PCI∗07] use statistics over the activated visual words to measure the similarity
between images (cf . Sec. 2.3.3), where each query image feature votes for all database
images containing its corresponding word. As a result, some of the top-ranked database
photos might not actually be relevant to the query image. In contrast, direct matching
methods utilize the raw SIFT descriptors and the ratio test to select a set of high-quality
matches. Yet, image retrieval-based approaches only require the full feature descriptors
to establish 2D-2D matches between the query and selected database images but not
for the actual retrieval step. In contrast, direct matching methods are forced to keep
all point descriptors in memory at all time, which makes them inherently less scalable
due to their higher memory consumption. In this part of this thesis, we consequently
consider the scalability of both types of image-based localization systems.
In Chap. 7, we focus on direct matching methods based on 2D-to-3D search. Based on
our observations from the previous part, we show that there is a natural limit to the scal-
ability of 2D-to-3D search since the denser descriptor space induced by larger 3D models
forces the SIFT ratio test to reject more and more correct correspondences as too am-
biguous. Consequently, the localization effectiveness of image-based localization systems
relying on 2D-to-3D matching will degrade when applied to scenes of increasing size. We
therefore explore different strategies to delay this decline in the effectiveness of the ratio
test. We show that a slight modification of the SIFT descriptor, recently proposed by
Arandjelovic´ & Zisserman [AZ12], can be used to increase the effectiveness of 2D-to-3D
matching for both smaller and larger datasets while being easy to implement and in-
troducing virtually no additional computational overhead. As the main contribution of
Chap. 7, we demonstrate that compact models containing only the most ”important” 3D
points of a reconstruction [LSH10] can be used to address the problem of memory con-
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sumption for direct matching without sacrificing localization effectiveness, efficiency, or
accuracy. At the same time, our experiments also show that using fewer points does not
automatically result in sparser descriptor spaces for larger datasets, indicating that we
might need to consider other methods to achieve truly scalable image-based localization.
Since the SIFT ratio test is not required for image retrieval, we consider the image
retrieval-based localization method by Irschara et al . [IZFB09] in Chap. 8 as an example
for indirect matching approaches. As the main contribution of this chapter, we utilize
the inherent similarity between image retrieval and our vocabulary-based prioritized
search approach to analyze the reasons for the gap in localization effectiveness between
the two methods that has been observed in Part II. Based on this analysis, we are able
to show experimentally that this gap is mainly caused by incorrect votes for unrelated
databases. Using a more selective voting scheme enables us to not only close the gap in
effectiveness, but to derive an image retrieval approach that is more effective than VPS
while being able to register a comparable or higher amount of images than active search.
At the same time, the introduced selective voting approach does not compromise the
memory efficiency, and thus the scalability, of image retrieval systems.
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In Chap. 5, we have shown that pure 2D-to-3D matching outperforms pure 3D-to-2D
search. The main advantage of 2D-to-3D matching over 3D-to-2D search is that the
former solves a global instead of a local matching problem, enabling the SIFT ratio test
to reject globally ambiguous matches. Consequently, 2D-to-3D matching exhibits a lower
false positive matching rate, which in turn leads to a better localization effectiveness. We
have also shown that the false positive matching rate decreases with increasing model
size, resulting in faster pose estimation times. At the same time, our results from Chap. 6
demonstrate that our active search approach is able to register more query images than
tree-based matching approaches for larger datasets. This suggests that kd-tree search
cannot find some of the 2D-3D correspondences established by 3D-to-2D matching, even
though the former considers all query features. This indicates that larger 3D models
do not only result in a lower false positive matching rate but also reduce the number of
correct matches that can be found. In this chapter, we therefore consider the problem
of whether the SIFT descriptor space induced by our datasets eventually becomes too
dense for the ratio test, i.e., whether there is some point at which all point descriptors
appear too similar to the ratio test. Notice that this effect is the main scalability issue for
direct matching as the other two problems, memory consumption and increasing search
times, can be mitigated by either parallelizing our approaches over multiple machines
or by using coarse positional priors, e.g ., from WiFi localization.
This chapter is structured as follows. In Sec. 7.1, we show that the effectiveness of
the SIFT ratio test for 2D-to-3D search declines as the descriptor space becomes denser,
forcing the ratio test to reject more and more correct matches as too ambiguous. As fewer
matches are found, the localization effectiveness of direct matching methods decreases as
well. Since this effect cannot be prevented, we consider two possible approaches to delay
the decline of the ratio test. In Sec. 7.2, we consider a more discriminative embedding of
the SIFT descriptor. Sec. 7.3 then evaluates whether we can construct sparser descriptor
spaces by using the point cloud reduction approach by Li et al . [LSH10].
In detail, this chapter makes the following contributions: First, it presents a more
detailed analysis of the impact of the descriptors space density on the behavior of the
ratio test than both [SLK12a, LSHF12]. Second, we show that using RootSIFT [AZ12],
a simple transformation of the standard SIFT descriptor that can be implemented very
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efficiently, improves the localization effectiveness and the scalability of our framework.
Using RootSIFT can significantly reduce the false positive matching rate and thus the
pose estimation times, especially for smaller models with sparser descriptor spaces. In
addition, it also performs slightly better than classic SIFT for larger point clouds, allow-
ing us to slightly offset the decline in effectiveness of the ratio test. Third, we show that
by combining our framework and the compact model approach by Li et al . [LSH10], we
can achieve the same localization effectiveness at comparable registration times as with
the full point cloud while using only a subset of all points, allowing us to reduce the
memory requirements of our methods. This last part is an extension of one of our pub-
lications [SLK12b] and we show that the percentage of required points can be reduced
from about 50% to close to 30% by using RootSIFT instead of SIFT. In addition, we
also evaluate the impact of compact models on active search. In [SLK12b], we had to
combine the Dubrovnik, Rome, and Vienna models to simulate a larger dataset, while
we simply use the Landmarks 1k dataset in this thesis. Still, we conclude that compact
models cannot be used to offset the decline of the SIFT ratio test, even when consid-
ering only sets of landmark buildings, i.e., scenes with highly distinctive appearances.
We will use this result to motivate our study of image retrieval methods, which are not
negatively affected by the higher descriptor space density, in Chap. 8.
7.1. Limitations of the SIFT Ratio Test
The 3D models considered in this thesis contain multiple orders of magnitude more
points than there are features found in a query image. Due to the matching direction
and the resulting denser descriptor space, the SIFT ratio test ‖d−d1‖2 < τ · ‖d−d2‖2,
comparing the distances from a descriptor d to its two nearest neighbors d1 and d2, for
2D-to-3D search is able to detect and reject globally ambiguous matches. Consequently,
we have show in Chap. 5 that 2D-to-3D matching is significantly more effective than
pure 3D-to-2D search. Naturally, larger models offer the advantage of a reduced false
positive matching rate as their denser descriptor spaces increase the effectiveness of the
ratio test (cf . Tab. 5.3, Fig. 6.8). As a result, 2D-to-3D search can be more efficient on
larger models than on smaller scenes (cf . Tab. 5.7).
While 2D-to-3D matching benefits greatly from the denser descriptor space for datasets
containing a few million of 3D points, utilizing the ratio test also severely limits its scal-
ability to even larger datasets. The distance ‖d− d2‖2 decreases with increasing model
size, forcing the SIFT ratio test to reject more and more correct matches as too ambigu-
ous (cf . Fig. 7.1(a)-(b)). The localization effectiveness of active search is less affected
by this behavior as only a small number of correct 2D-to-3D correspondences is required
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(a) (b) (c)
Figure 7.1.: (a) The match between the red feature (star) and the red 3D point will
pass the SIFT ratio test since the second nearest neighbor is far away. (b) The distance
to the second nearest neighbor (blue) decreases as the descriptor space becomes denser,
increasing the likelihood that the SIFT ratio test rejects correct matches. (c) Increasing
the descriptor density further also increase the chance that unrelated points (green)
with similar descriptors become nearest neighbors due to noise and imperfections of the
descriptor. Quantized search can aggravate this behavior as the second nearest neighbor
(pink), needed to reject the match, might be mapped to a different word.
to obtain enough 3D-to-2D matches. Yet, as we consider even larger scenes, it becomes
more likely that similar local structures and thus similar descriptors are found in differ-
ent parts of the scene, e.g ., on buildings with similar facades. Due to variations in the
descriptor caused by viewpoint or illumination changes, the descriptor of an unrelated
scene point might thus be closer than the descriptor of the point actually corresponding
to the image feature (cf . Fig. 7.1(c)). Consequently, even active search will fail as fewer
and fewer correct matches are found.
One interesting result from Chap. 6 is that active search is actually more effective
than tree-based matching on the Paris and Rome datasets, which are two of the largest
models used in this thesis. This result indicates that active search is able to recover
correspondences lost to tree-based matching due to the ratio test, but might also be
caused by visiting not enough leaf nodes during the tree-based approximate nearest
neighbor search. In the following experiment, we thus directly evaluate the impact of
a denser descriptor space on the SIFT ratio test on the Landmarks 1k dataset. As
a baseline, we evaluate our original prioritized quantized search approach, using the
integer mean strategy, on the individual landmarks since we know the corresponding
landmark for each query image [LSHF12]. To avoid the higher false positive matching
rates caused by smaller scenes, we aggregate the landmarks into 17 submodels consisting
of 1.5M to 2.6M points. Using the known landmark ids [LSHF12], we then match each
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Figure 7.2.: Comparing the effectiveness of our original framework on the original Land-
marks 1k dataset and a set of submodels extracted from it. (a) Fewer matches are found
for the original model due to the denser descriptor space. At the same time, the denser
space results in (b) higher inlier ratios and (c) faster RANSAC times.
of the 10k query images against the submodel containing its corresponding landmark.
This approach allows our method to register 91.04% of all query images compared to
the 85.47% achieved on the original dataset (cf . Tab. 6.7). Since the assignments of
points and features to the visual words remain the same for both experiments, the drop
in localization effectiveness can only be caused by two factors. Either, the ratio test
rejects too many correct matches due to the denser descriptor space or the prioritized
search is terminate too early due to finding too many wrong matches, e.g ., due to finding
too many incorrect first nearest neighbors. As can be seen in Fig. 7.2(a), fewer matches
are found per query image for the original dataset compared to the submodels. At the
same time, the inlier ratio per image increases, resulting in fewer RANSAC iterations and
thus faster pose estimation times (cf . Fig. 7.2(b)-(c)). Therefore, the drop in localization
effectiveness is clearly caused by the decrease in the effectiveness of the SIFT ratio test.
Interestingly, the result shown above was obtained on a dataset solely consisting of
landmark buildings, i.e., scenes with highly unique appearances. Thus, we can expect
that the effectiveness of the SIFT ratio test will decrease even more for urban scenes,
which often are characterized by repetitive structures. This clearly shows that there
is a limit to the scalability of direct matching approaches relying on 2D-to-3D search,
such as VPS, active search, and [CN12, LSHF12]. The decline of the ratio test is of
high relevance when trying to scale purely image-based localization approaches to a
city-scale: Li et al . show that more than 75M points are required to model a part of the
San Francisco dataset1 [LSHF12], which itself depicts just a part the city’s downtown
1http://blackhole3.stanford.edu/sf_landmarks/
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area [CBK∗11]. Thus, it is important to either employ another approach to filter out
false matches or to delay the decline of the ratio test.
Li et al . propose to shift the responsibility of detecting false matches from the SIFT
ratio test to the RANSAC-based pose estimation stage [LSHF12]. They avoid rejecting
too many correct matches by increasing the SIFT ratio threshold to 0.9, thus forcing
the ratio test to also accept drastically more incorrect matches. In order to handle the
resulting low inlier ratios, they use co-visibility information from the Structure-from-
Motion reconstruction to guide RANSAC’s sampling process, similar to [CN12, CYS12].
Although Li et al . demonstrate that their approach still achieves a good localization
effectiveness on a dataset containing of more than 100M points, shifting the main re-
sponsibility of rejecting false matches to the pose estimation stage is unlikely to scale
well as the number of RANSAC iterations increases exponentially with the outlier ratio.
In the following, we therefore analyze two other strategies to delay the decline of the
ratio test. In the next section, we discuss different transformations of the SIFT descriptor
designed to better distinguish between corresponding and unrelated descriptors. Sec. 7.3
then evaluates whether using only a subset of the model can delay the decline by inducing
sparser descriptor spaces.
7.2. Better Descriptor Representations
The decreasing effectiveness of the SIFT ratio test is caused the fact that more unrelated
points with similar descriptors are contained in larger datasets. A natural approach to
delay that decline is thus to employ descriptor representations that try to obtain a
better separation between the descriptors belonging to different scene points. Since we
use SIFT features and descriptors for our work, the focus in this section thereby is on
transformations of SIFT descriptors.
Strecha et al . use descriptor pairs to learn a projection into a lower dimensional space
that minimizes the distances between descriptors belonging to the same scene point
and maximizes the distances between unrelated descriptors corresponding to different
3D points [SBBF10]. They then learn thresholds on the individual dimensions of the
projected space in order to obtain small binary strings, which can be matched very ef-
ficiently. Compared to the original SIFT descriptors, the resulting representation yields
a lower false positive matching rate when performing feature matching between im-
ages. We tried to employ both the projected and the binarized descriptors for 2D-to-3D
matching, but found that the resulting methods do not achieve the same effectiveness as
our prioritized matching approach from Chap. 5 [Lu12]. However, we noticed that our
implementation did not yield the same gain for image matching as the reference projec-
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registration times rejection times
# reg. lin. RANSAC total lin. RANSAC total
Dataset images search [s] [s] [s] search [s] [s] [s]
Aachen 318.8 (322) 0.04 0.01 0.12 0.05 0.00 0.11
Aachen (RootSIFT) 315.5 (318) 0.04 0.01 0.12 (2) 0.04 0.00 0.10 (2)
Dubrovnik 795.5 (797) 0.04 0.04 0.16 0.11 0.05 0.24
Dubrovnik (RootSIFT) 794.2 (796) 0.04 0.03 0.15 (2) 0.06 0.10 0.23 (2)
Landmarks 1k 9534 (9534) 0.38 0.02 0.48 1.04 0.05 1.15
Landmarks 1k (RootSIFT) 9623 (9623) 0.33 0.02 0.43 (3) 0.84 0.02 0.92 (2)
Paris 4963.7 (4969) 0.04 0.01 0.07 0.04 0.01 0.07
Paris (RootSIFT) 4974.8 (4980) 0.04 0.01 0.06 (1) 0.03 0.01 0.05 (1)
Rome 990.5 (993) 0.04 0.06 0.16 0.11 1.25 1.41
Rome (RootSIFT) 989.0 (994) 0.04 0.06 0.15 (2) 0.09 2.06 2.21 (2)
Vienna 221.0 (222) 0.04 0.05 0.17 0.07 0.16 0.29
Vienna (RootSIFT) 228.3 (230) 0.05 0.02 0.15 (3) 0.04 < 0.01 0.08 (1)
Vienna (ext.) 485.1 (496) 0.07 0.09 0.26 0.13 0.16 0.39
Vienna (ext.) (RootSIFT) 494.4 (505) 0.07 0.08 0.26 (3) 0.10 0.09 0.29 (3)
Table 7.1.: Comparing the effectiveness of our optimized implementation of active search
using normal SIFT and RootSIFT. In parenthesis, we report the total number of images
that could be registered at least once during the up to 10 repetitions of the experi-
ment and the average time, in milliseconds, required to transform SIFT into RootSIFT
descriptors for a query image. RootSIFT improves the localization effectiveness while
requiring only a negligible amount of additional computations.
tion matrices and thresholds provided by Strecha et al ., which are not applicable to our
datasets since they were learned using a different, incompatible SIFT implementation.
Following a similar idea, Philbin et al . utilize three types of descriptor pairs, i.e.,
descriptors belonging to the same scene point, matching but unrelated points and non-
matching unrelated points, respectively, to learn a projection function that separates
these classes [PISZ10]. Philbin et al . demonstrate that a visual vocabulary trained on
such lower dimensional descriptors offers a better performance for an image retrieval
task than dictionaries learned from the original descriptors. Arandjelovic´ & Zisserman
show that RootSIFT (cf . Sec. 2.3.1) leads to more discriminative vocabularies while
also improving the image matching performance compared to the raw SIFT descriptors
[AZ12]. This is especially interesting as RootSIFT, obtained as the ”element wise square
root of the L1 normalized SIFT vector” [AZ12], requires no learning and is easy to
implement. In the following, we therefore evaluate whether RootSIFT also improves the
matching performance in the much denser descriptor spaces induced by large 3D models.
Experimental evaluation of RootSIFT for direct matching. We use our frame-
work based on active search, the combined strategy, N3D = 200, both filters, k = 10,
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Nt=100, and R = 0.2, to compare the localization effectiveness and efficiency obtained
using SIFT and RootSIFT descriptors. All experiments, with the exception of the Land-
marks 1k dataset, were repeated 10 times and we report the mean number of localized
images, mean registration and rejection times, as well as the total number of images that
could be localized at least once and the time required to transform SIFT into RootSIFT
descriptors. In order to preserve the memory efficiency of the quantized SIFT descriptor
representation used in the previous chapters (cf . Sec. 5.1.1), we also quantize the Root-
SIFT descriptors such that each entry can be stored using 1 byte. The discrete range
of SIFT descriptor entries, and thus descriptor norms, enables us to store the mappings
from SIFT to RootSIFT descriptor entries into a look-up table. Since the RootSIFT
representation yields more discriminative visual vocabularies [AZ12], we trained a new,
RootSIFT-specific generic dictionary of 100k words using approximate k-means cluster-
ing [PCI∗07] on the features utilized to learn the original generic vocabulary.
Tab. 7.1 shows the results of our experiment. As can be seen, using RootSIFT improves
the localization effectiveness on all datasets except Aachen, Dubrovnik, and Rome. For
the latter two, RootSIFT achieves the same performance as SIFT. Notice that both
datasets are essentially solved since SIFT is already able to register nearly all of the
query images, so there is little room for improvement using RootSIFT. Interestingly,
using RootSIFT increases the pose estimation times for both datasets, indicating that
more matches are found. These matches are likely to be correct since they have to
pass the pre-filtering step to affect the number of RANSAC iterations. Yet, not suffi-
ciently more matches are found to facilitate successful pose estimation. On the Aachen
model, we observe a drop in effectiveness. Visual inspection of the images that could
not be registered using RootSIFT revealed that they were taken from significantly differ-
ent viewpoints than the database photos and also exhibit noise or overexposure. Since
RootSIFT gives more weight to smaller descriptor entries and de-emphasizes larger val-
ues [AZ12], the descriptors found in the query image and in the model differ too much
and RootSIFT fails to find enough matches to enable pose estimation. However, Root-
SIFT does not generally penalize stronger variations in viewpoint: The query images
of the Vienna datasets follow a different distribution than the database images used to
reconstruct the models. Still, RootSIFT can localize an additional 2.7% of the query
images for the Vienna model.
As differences in smaller descriptor entries have a larger influence on the descriptor dis-
tances, RootSIFT increases the distances between unrelated descriptors. Consequently,
RootSIFT reduces the false positive matching rate for sparser descriptor spaces, as can
be seen by the decrease in the mean RANSAC run-time for rejected images that can be
observed for the two Vienna datasets.
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The results for the Landmarks 1k dataset shown in Tab. 7.1 indicate that RootSIFT
can also slightly reduce the negative effect of the ratio test for very large datasets. This
is confirmed by the observation that combining VPS with RootSIFT allows us to register
87.52% of the query images compared to 85.47% of the query images registered using
classical SIFT. We therefore recommend using RootSIFT, especially as the conversion
requires only a few milliseconds.
In the experiments performed above, we have only used the integer mean strategy.
Utilizing all descriptors can help to improve the localization performance and delay the
decline of the ratio test as using mean descriptors likely increases the descriptor distance
between features and points. However, the all descriptor strategy requires significantly
more memory for very large datasets, e.g ., 21GB instead of 15GB for the Landmarks 1k
model, and thus does not scale as well as the integer mean representation.
7.3. Compact Models for Direct Matching
RootSIFT yields a more discriminative representation than the classical SIFT descrip-
tor and can thus (slightly) increase the localization effectiveness of our active search
approach for very large datasets. An alternate approach to delay the decline in effec-
tiveness of the ratio test is to artificially create a sparser descriptor space by using only
a subset of all available scene points. Intuitively, we would like to select just enough
“important” points, i.e., points likely to be also seen in novel query images, to guaran-
tee that still sufficiently many matches are found between the point cloud and a query
image to facilitate pose estimation. For a model depicting landmark buildings, we would
thus prefer to choose points that are characteristic for each landmark. Since landmarks
typically have a unique global appearances, selecting such representative points should
result in a sparser descriptor space that nicely separates descriptors from the different
landmarks. An additional benefit of such a compact representation is that using fewer
points, and thus fewer descriptors, also reduces the memory requirments.
In general, it is hard to select a set of points that both covers all possible viewpoints
and guarantees a sparser descriptor space as both constraints are not mutually indepen-
dent from each other. When combining different models into one dataset, as done for
the Paris, Vienna, Rome, and Landmarks 1k point clouds, the selection process has to
be repeated every time a new model is added since the descriptors contained in the new
model influence the ideal choice of points for the already existing parts of the dataset.
Thus, we use the simpler point reduction approach by Li et al ., which selects a minimal
subset of points covering all viewpoints by solving a set cover problem [LSH10]. Since
their approach does not optimize the density of the descriptor space, the results obtained
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in this section allow us to draw conclusions about the uniqueness of the appearance of
the selected point descriptors.
In order to maximize the reduction in memory requirements and search times as well
as to maximize the chance to obtain a sparse descriptor space, we would like to select
as few points as possible. Naturally, reducing the number of points also reduces the
number of 2D-3D matches that can be found. This problem is accentuated by our use
of quantized search since image features and their corresponding 3D point will not all
be mapped to the same visual word for every possible match. Thus, we need to find a
balance between obtaining enough matches to facilitate pose estimation and minimizing
the number of used points.
Our main motivation is to delay the decline in the effectiveness of the SIFT ratio test
by utilizing fewer points and thus sparser descriptor spaces. Another application scenario
for compact models is to reduce the memory requirements and search times, e.g ., to allow
our framework to run on devices with limited computational and storage capabilities. In
contrast to very large models with dense descriptors spaces, applying the point selection
scheme on datasets containing only a few million 3D points can result in too sparse
descriptor spaces. As has been shown in Chap. 5, too sparse spaces result in many
wrong matches, longer pose estimation times and a reduced localization effectiveness. As
a contribution not included in our original publication [SLK12b], we show that RootSIFT
can drastically improve the matching performance in sparser descriptor spaces, allowing
us to use smaller models than with SIFT descriptors without sacrificing localization
effectiveness or efficiency. Notice the two problems outlined above are unique to our
approach. Li et al . use tree-based search to obtain 2D-3D matches and thus do not need
to handle quantization artifacts. Furthermore, they are able to use smaller subsets of
points since the density of the descriptor space induced by the points does affect their
3D-to-2D search approach [LSH10].
The remainder of this chapter is structured as follows. In Sec. 7.3.1, we review the
point selection scheme by Li et al . in more detail than in Sec. 5.1.2. After explaining
our experimental setup, Sec. 7.3.3 analyzes how the use of compact models affects the
performance of both VPS and active search. The main results from this section are that
we can achieve the same localization effectiveness, efficiency, and accuracy using only
about one third of the original points for models containing a few million scene points.
Yet, reducing the number of points does not automatically decrease the density of the
descriptor space as we show in Sec. 7.3.4. Sec. 7.4 finally concludes this chapter by
summarizing its results and pointing out directions for future work.
The following part of this thesis is based on our original publication [SLK12b] and
contains text, figures, and results from said work.
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(a) K=100 (b) K=300 (c) K=500
(d) K=700 (e) K=1000 (f) K = ∞
Figure 7.3.: Compact models of Aachen obtained using the set cover parameter K.
7.3.1. Building Compact Models
Li et al . construct compact models by selecting a subset of all 3D points such that enough
points are still visible from every possible viewpoint to facilitate camera pose estimation
[LSH10]. Since the database images approximate the set of all possible viewing positions
and orientations, the visibility constraint can be satisfied by enforcing that at least K
selected points are visible in each database image. Choosing a minimal subset of points
is thus equivalent to solving a set cover problem [Kar72], where each point covers all
database images in which it is visible. Accordingly, a database image is considered
as covered if it observes at least K of the points selected so far. Since the set cover
problem is NP-hard in general, Li et al . employ a well-known Greedy algorithm [Vaz03]
that iteratively selects points visible in a maximal number of database images not yet
covered by K points. Fig. 7.3 shows multiple compact models computed for the Aachen
dataset by varying the set cover parameter K.
The Greedy algorithm preferably selects points seen in many images, which intuitively
correspond to the points most important for the model: In case that the database photos
were taken using a regular pattern, as for the Vienna dataset, the selected points are
visible from a large range of viewpoints. In case that the model was reconstructed
using photos downloaded from a photo collection website, such as the Dubrovnik and
Vienna datasets, the database images are not evenly distributed among all viewpoints
but clustered around iconic views [WL11]. Thus, a point observed in many images is not
necessarily stable under viewpoint changes but is located in a more “popular” part of
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the scene. These points offer a better description of the scene if the query images follow
the same distribution as the database photos. In both cases, the Greedy algorithm thus
automatically chooses a set of suitable points.
Since the database images contained in different connected components of a model
share no common points, applying the selection scheme by Li et al . independently on
each connected components results in the same set of points as when applied to the
whole model. This simplifies an iterative construction of one large point cloud from
multiple compact models as each added model has no impact on the points in the other
parts of the scene. In contrast, every selection method depending on the appearance
information encoded in the descriptors would have to be applied again on the whole
model as soon as a new connected component is added.
7.3.2. Experimental Setup
In the following, we explore how different compact models, constructed by varying the
set cover parameter K that controls the number of points covering each database image,
affect the localization effectiveness, efficiency, and accuracy of both our original frame-
work and our active search approach. For both methods, we use the parameter settings
derived in Part II, i.e., Nt = 100, R = 0.2, a generic vocabulary containing 100k words,
the combined strategy, N3D = 200, both filters, camera sets obtained by considering the
k = 10 closest cameras, and the cache efficient implementation evaluated in Sec. 6.3.2.
We thereby use the information from the full point cloud to obtain the camera sets
and visibility filters for active search. As mentioned above, we only consider the integer
mean per word representation. We employ the 6pt DLT algorithm [HZ04] to estimate
the camera pose inside a RANSAC loop [CMK03, CM08, FB81] and consider a query
image as successfully localized if the resulting camera pose has at least 12 inliers.
We use the three standard benchmark datasets, Dubrovnik, Rome, and Vienna, in
order to show that compact models allow us to achieve essentially the same localization
effectiveness, efficiency, and accuracy as obtained with the full models, albeit at reduced
memory requirements. The Landmarks 1k model is then utilized to demonstrate that
compact models have only a marginal impact on the scalability of our direct matching
approaches, even when applied on a dataset containing only scenes with unique global
appearances. For both experiments we use RootSIFT descriptors, as they have been
shown to improve the scalability of our approaches in the previous section.
The experiments for the three standard datasets were performed on an Intel i7-920
CPU with 2.79GHz and 12 GB of RAM and were repeated 10 times. Again, a machine
with an Intel Xeon X5650 CPU with 2.67GHz and 64 GB of RAM was used for the
Landmarks 1k dataset, for which the experiments were only carried out once. On both
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K
Dataset 100 200 300 400 500 600 700 800 900 1000
Dubrovnik 3.84% 8.59% 13.56% 18.58% 23.51% 28.19% 32.65% 36.83% 40.77% 44.51%
Rome 3.56% 8.35% 13.57% 18.93% 24.22% 29.41% 34.32% 38.93% 43.3% 47.4%
500 750 1000 1250 1500 2000 2500 3000
Vienna 7.55% 12.51% 17.99% 23.58% 29.12% 39.63% 49.15% 57.88%
Table 7.2.: The percentage of the original points used to construct the compact models.
machines, only a single CPU thread is used. For all experiments, we report the mean
localization effectiveness and the mean registration and rejection times averaged over
the repetitions of the experiments. To determine the localization accuracy, we follow
our original publications [SLK11, SLK12b, SLK12a] and measure the distance between
the ground truth and the mean estimated positions on the Dubrovnik dataset.
7.3.3. Using Compact Models to Reduce Memory Requirements
Our evaluation of compact models is motivated by the observation that the SIFT ratio
test looses its effectiveness on very large datasets due to the denser descriptor space
induced by the 3D points. Although we are thus mainly interested in determining
whether compact models produce sparser descriptor spaces for very large models, we
first consider the effect of employing compact models for datasets consisting ”only” of
a few million 3D points. These initial experiments serve to show that a smaller number
of points can be used without sacrificing localization effectiveness or efficiency. We then
consider the impact of compact models on the scalability of our methods in Sec. 7.3.4.
The impact of K on the number of selected points. Tab. 7.2 reports the percent-
age of 3D points in the original models selected when varying the set cover parameter
K for the three datasets. In contrast to Dubrovnik and Rome, which were constructed
from photos downloaded from a photo community website, the database images for the
Vienna model were taken in a regular fashion to guarantee sufficient overlap between the
individual cameras. As a result, the mean number of points observed in each database
image is higher for the latter dataset and thus we have to use higher values of K to ob-
tain a dense enough coverage of the model. The objective of the following experiments is
to show that a small subset of points is sufficient to achieve the localization effectiveness
comparable to using the full model. Thus, we are mainly interested in settings of K that
result in compact models containing fewer than 50% of the original points.
The impact of K on localization effectiveness and efficiency. Fig. 7.4 shows the
mean number of images that can be registered (top row) and the mean registration times
(bottom row) for both of our methods as depending on the parameterK. To validate our
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use of RootSIFT, we also include the results obtained using classical SIFT descriptors,
reported in our original publication [SLK12b], in the plot. As evident from the run-
times of RANSAC, RootSIFT can drastically reduce the false positive matching rate,
especially for the sparser descriptor spaces induced by small values of K. Since wrong
matches force our prioritized matching methods to terminate the correspondence search
early, RootSIFT also improves the localization effectiveness, e.g ., by more than 30%
for the Vienna dataset and K = 500. The results furthermore show that active search
consistently outperforms our 2D-to-3D matching approach in the number of localized
images while achieving comparable or better registration times. Originally, active search
uses the N3D nearest neighbors in 3D as candidates for 3D-to-2D matching as they are
more likely to be visible together with a matching point than scene points farther away.
As illustrated in Fig. 7.3, the point clouds obtained by solving the set cover problem are
much sparser than the original model. Thus, the candidate points found in a compact
model by nearest neighbor search in 3D are farther away than in the full point cloud. Yet,
the results from Fig. 7.4 indicate that the assumption that close points are more likely
to be co-visible is still valid. This is a direct consequence of selecting points observed
in many database images when constructing the compact models, which increases the
likelihood that the remaining points are co-visible.
As evident from Fig. 7.4, combining active search and compact models allow us to
achieve the same localization effectiveness as when using the full point cloud. The
best setting for K is dataset dependent. The Rome model depicts multiple landmarks
captured from similar viewpoints (cf . Fig. 5.3) and thus contains more redundant points
than the Vienna dataset, for which the database images were taken in a more regular
fashion. Consequently, using only ∼20% of the original points is sufficient for the Rome
model (K = 400) while 30-40% are required for the Vienna dataset (K ∈ [1500, 2000])
to achieve the localization effectiveness obtained on the full model.
Intuitively, we would expect that using fewer points also results in faster linear search
times. This behavior has indeed been observed in our original publication [SLK12b].
However, Fig. 7.4 shows that using compact models does not result in faster registration
times for the Dubrovnik and Rome model. We observe that the increase in the search
times required to find Nt = 100 matches is negligible, even for large values of K (cf .
Fig. 7.5). For smaller values for K, our methods are forced to search through more
visual words before finding enough matches, many too short too take advantage of cache
consistency. In contrast, fewer words are considered for larger values of K and, due
to the longer inverted files, there is a greater benefit gained from cache consistency,
resulting in similar search times. Notice that the larger registration times on the Vienna
dataset are solely caused by longer pose estimation times due to the higher false positive
matching rate.
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Figure 7.4.: The localization effectiveness (top row) and efficiency (bottom row) of
our approaches depending on the set cover parameter K. Using RootSIFT instead of
classical SIFT descriptors improves both effectiveness and efficiency as it leads to fewer
false positive matches as evident by the RANSAC times. The results show that compact
models can achieve the same localization effectiveness as the full model (dashed lines in
top row) at similar mean registration times (black lines in bottom row).
Fig. 7.4 shows that the drop in localization effectiveness observed for smaller values
for K coincides with longer RANSAC times. This raises the question whether this
worse effectiveness is caused by the higher false positive matching rate, i.e., whether
the correspondence search terminates too early after finding too many wrong matches,
or whether the number of selected points is not sufficient for robust localization. To
answer the question, we repeat the experiments using a vocabulary containing only
10k visual words. Employing such a smaller dictionary increases both the chance that
correctly matching feature / point pairs are mapped to the same word and the chance
of finding a close second nearest neighbor required to reject wrong matches. Fig. 7.6
compares the registration effectiveness and efficiency of both approaches using 100k and
10k words, respectively. As can be seen, employing the smaller vocabulary improves the
localization effectiveness for smaller compact models, showing that using less than 10%
of the original points is still sufficient to achieve a good localization effectiveness on the
Dubrovnik and Rome models. We thus conclude that the drop in effectiveness observed
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Figure 7.5.: The times required for searching through the inverted files when using 10k
and 100k words. The last value in each curve corresponds to using the full model. For
100k, the search times are roughly constant.
for 100k words was not caused by selecting too few points but rather by missing too
many correct matches.
In general, the effectiveness of compact models and direct 2D-to-3D matching im-
proves when using 10k instead of 100k words since more correct matches are found.
Consequently, the registration times for smaller values of K are reduced as less time
is spend on RANSAC-based pose estimation. Since the increase in the linear search
times is more significant when using the smaller vocabulary (cf . Fig. 7.5), linear search
can become the dominant factor in the mean registration times, as can be seen for the
Rome model (central plot in Fig. 7.5). On the Vienna dataset, the pose estimation times
still dominate the overall search times. Thus, faster registration times can be achieved
using 10k instead of 100k words due to the lower false positive matching rate of the
former vocabulary. Notice that there is little gain in localization effectiveness on the
Vienna dataset when employing the smaller vocabulary. We observe that we find fewer
matches per query image for 10k than for 100k words. This is caused by the higher
chance of finding a closer second nearest neighbor inside the coarser vocabulary than
inside the finer dictionary, which, coupled with the fact that the query images on the
Vienna dataset are substantially different from the database images, forces the ratio test
to reject more matches as too ambiguous. This suggests that the finer vocabulary could
offer a better localization effectiveness on larger datasets with query images differing
from the database images. However, we did not investigate this behavior in more detail
as smaller vocabularies result in a significant increase in linear search time for larger
datasets.
Employing a coarser vocabulary leads to longer inverted files for the visual words.
Thus, the combined strategy employed by active search degenerates towards the direct
strategy as 3D-to-2D matching becomes cheaper than 2D-to-3D matching for larger
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Figure 7.6.: Comparing the localization effectiveness (top row), mean registration time
(middle row), and mean rejection time (bottom row) for different settings for the set cover
parameter K and visual vocabularies containing 10k and 100k words, respectively. The
last point on each curve corresponds to the results obtained when using the full model.
The smaller vocabulary leads to more correct matches and thus improves registration
and rejection times as well as the localization effectiveness for smaller values of K.
values of K. This behavior explains the observation that active search can register more
images for the Dubrovnik and Rome models with 10k words, since we have already shown
in Chap. 6 that the direct strategy achieves a better localization effectiveness than the
combined strategy. For the same reason, the mean registration times for active search
are less affected by the size of the vocabulary on both datasets than the registration
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times of 2D-to-3D matching. Fewer 2D-to-3D matches are found for the Vienna dataset,
leading to fewer 3D-to-2D matching candidates. Thus, active search cannot reach the
performance observed for the finer vocabulary when using only 10k words.
The impact of K on the localization accuracy. The results from the previous
experiments show that we can achieve the same localization effectiveness at comparable
registration times while using only a subset of the 3D points. Yet, localizing the same
number of query images does not automatically imply that compact models achieve
the same localization accuracy observed for the full datasets. The Greedy algorithm
preferably selects points visible in many database images, which should correspond to
points that have precise position estimates. Using only such high-quality points should
thus improve the localization accuracy. However, the spatial distribution of the scene
points is also important for robust pose estimation since spatially close points that
project to a small region in the query image lead to numerically less stable pose estimates.
SIFT features are usually not uniformly distributed over images but form clusters in
highly textured regions. It thus seems likely that features found in the same region are
visible in a similar number of database images. Consequently, the Greedy algorithm
might be susceptible to selecting many points from a similar region in 3D space, leading
to unstable or degenerate configuration and thus less accurately estimated camera poses.
In the following, we thus investigate the localization accuracy achieved by using compact
models.
In accordance to our original publications [SLK11, SLK12a, SLK12b], we determine
the mean estimated position for each query image of the Dubrovnik dataset over 10
repetitions of the experiment and measure the localization error as the distance between
mean and ground truth position. Fig. 7.7 shows the cumulative distribution of the
localization error for both methods, both vocabulary sizes, and different settings of K.
To simplify the comparison between different curves, each representing a single value of
K, each curve is normalized by the total number of images that could be registered at
least once for the corresponding compact model. As can be seen in Fig. 7.7, using at least
∼14% of the points (K ≥ 300) results in a localization accuracy comparable to the results
on the full model while smaller values of K lead to a higher positional inaccuracy for the
finer vocabulary. Yet, Fig. 7.7(b) and Fig. 7.7(c) reveal that a higher accuracy for smaller
values of K can be achieved using either active search or a smaller vocabulary. This can
be explained by the fact that both active search and the coarser vocabulary increase the
number of correct matches (cf . registration times on Dubrovnik in Fig. 7.4), allowing
RANSAC to estimate more accurate camera poses. The coarser vocabulary increases
the chance that an image feature and its corresponding scene point are mapped to the
same visual word, allowing us to find matches for points seen under larger viewpoint
changes. These correspondences in turn yield more stable configurations for camera
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Figure 7.7.: Cumulative histograms showing the localization error for the mean esti-
mated position, normalized by the total number of localized images per method, for
(a),(c) our original framework and (b),(d) active search using 100k (top row) and 10k
words (bottom row), respectively. Setting K ≥ 300 results in a localization accuracy
similar to using the full Dubrovnik model. Higher values for K in general improve the
positional accuracy obtained for compact models since more correct matches are found.
Using 10k words, the accuracy of active search actually decreases for larger values of K
as the combined prioritization scheme degenerates towards the direct strategy.
pose estimation. We thus conclude that the Greedy algorithm is not susceptible to
select clusters of points in small regions of the scene and that we can achieve a similar
localization accuracy using only a subset of all points.
As can be seen in Fig. 7.7(d), the localization accuracy of active search decreases
for larger values of K when using 10k words. Compared to the finer vocabulary, the
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# reg. Median Quartiles [m] % reg. images with error
K images [m] 1st 3rd < 18.3m
100 780.1 / 766.0 1.5 / 1.6 0.6 / 0.6 5.1 / 5.9 91.07 / 90.43
200 789.7 / 784.7 1.3 / 1.4 0.5 / 0.5 4.9 / 4.6 89.62 / 89.06
300 791.7 / 787.5 1.3 / 1.3 0.5 / 0.5 4.6 / 4.6 89.52 / 89.11
400 791.8 / 789.5 1.3 / 1.3 0.5 / 0.5 4.8 / 4.6 89.04 / 89.76
500 793.4 / 791.6 1.3 / 1.2 0.5 / 0.5 4.8 / 4.1 89.67 / 90.55
600 794.0 / 793.2 1.4 / 1.2 0.5 / 0.4 5.7 / 4.2 89.34 / 90.95
700 794.7 / 793.8 1.3 / 1.1 0.5 / 0.4 5.5 / 4.2 88.44 / 90.58
800 794.9 / 794.0 1.4 / 1.1 0.5 / 0.4 4.9 / 4.0 88.71 / 90.19
900 795.4 / 793.9 1.4 / 1.1 0.5 / 0.4 5.2 / 3.8 88.94 / 89.18
1000 795.8 / 793.6 1.4 / 1.1 0.5 / 0.4 5.0 / 3.9 88.69 / 90.19
∞ 795.8 / 794.2 1.5 / 1.0 0.5 / 0.4 5.2 / 3.6 88.57 / 90.83
Table 7.3.: Comparing the localization accuracy of active search when using 10k /
100k visual words. The smaller vocabulary leads to longer inverted file entries and the
combined strategy degenerates towards the direct prioritization strategy. As a result,
the poses estimated by active search become less accurate.
smaller dictionary results in longer inverted files. Since the search costs for a 2D fea-
ture are directly related to the length of the inverted file of its corresponding word, the
combined prioritization strategy employed by active search, which always prefers the
cheaper matching direction, will thus choose 3D-to-2D search more often than for the
100k word dictionary. As the combined strategy degenerates towards the direct scheme,
which performs 3D-to-2D matching directly after finding a new 2D-to-3D correspon-
dence, it is prone to find clusters of 2D-3D matches situated in the same region of the
query image (cf . Fig. 6.4 for examples), resulting in unstable configurations for pose
estimation and thus larger localization errors. This behavior is shown in more detail
in Tab. 7.3, detailing various statistics about the localization accuracy of active search
with 10k and 100k visual words. Set aside K = 100, for which fewer correct matches are
found, the localization accuracy decreases with increasing K when using only 10k words,
whereas larger values of K also result in a higher accuracy for the larger vocabulary.
Although the increase is not yet as strong as to result in the worse localization precision
obtained for the direct strategy (cf . Tab. 6.2), this is still an important result since
it shows that we can expect the pose estimation accuracy to decrease when scaling to
even larger models. Yet, the results from Tab. 7.3 also show that the compact models
achieve a better accuracy at the same localization effectiveness than the full model for
10k words. This is due to the fact that the corresponding point clouds are much sparser
with larger distances between spatially close points. Thus, using compact models im-
plicitly prevents active search to find too many clusters of matches in the same part
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K
Dataset 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400
Landmarks 1k 9.1% 17.9% 25.6% 32.3% 38.3% 43.4% 48.11% 51.2% 55.8% 59.1% 62.0% 64.7% 67.2% 69.4%
Table 7.4.: The percentage of the original points selected for the Landmarks 1k dataset.
of the model. As a result, active search can be improved by selecting the candidate
points for 3D-to-2D matching more carefully to ensure a better spatial distribution of
the matches in the query image. As mentioned in the conclusion of Chap. 6, finding a
better selection strategy is especially important when applying active search on larger
datasets due to the tendency of the combined strategy to degenerate towards the direct
prioritization scheme. The compact models generated by the Greedy algorithm seem
to offer a good starting point, but it is likely that better results can be achieved when
using point reduction algorithms that are not oblivious of the spatial distribution of the
selected 3D points.
7.3.4. Evaluating the Scalability of Compact Models
The results from the previous section show that compact models can be used to achieve a
similar localization effectiveness compared to the full model at similar registration times
but reduced memory requirements. Additionally, employing compact models can result
in a better localization accuracy. Yet, our main motivation for using compact models
was to obtain a sparser descriptor space in order to delay the decline in the effectiveness
of the SIFT ratio test. In this part, we therefore explore the impact of compact models
on the descriptor space density. In our original publication [SLK12b], we combined
the Dubrovnik, Rome, and Vienna datasets to simulate a larger model with a denser
descriptor space. In this thesis, we use the Landmarks 1k model instead, which contains
nearly 5 times more descriptors than the three datasets combined.
We use the same experimental setup as in the previous sections. However, we only
consider the finer vocabulary containing 100k words as the inverted file lists quickly
become too long for the smaller vocabulary to be of practical use. Fig. 7.8 reports the
effect of different values for the set cover parameter K on both localization effectiveness
and efficiency, while Tab. 7.4 details the percentage of scene points selected for different
values of K. As can be seen from the results, using approximately 33% (K = 400) of the
points in the Landmarks 1k point cloud is sufficient to achieve a localization performance
comparable to using the full model. At the same time, the compact models reduce both
the mean registration and rejection times significantly. Since the pose estimation times
remain nearly constant, this speed-up is mainly caused by faster linear search times.
However, compact models are not able to improve the localization effectiveness of any
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Figure 7.8.: Evaluation of compact models of different sizes on the Landmarks 1k
dataset. As can be seen, using fewer points results in faster registration and rejection
times. However, using compact models does not increase the localization performance.
Thus, the resulting descriptor space still contains too many descriptors with similar
appearance to prevent the decline in effectiveness of the SIFT ratio test.
of the two methods. This is a rather disappointing result, especially as it is obtained
on a dataset depicting multiple landmark buildings, i.e., scenes with highly distinctive
global appearance. The result thus shows that even only small parts of such distinctive
scenes contain many local features similar enough to decrease the effectiveness of the
ratio test. Consequently, we can expect an even stronger decline for scenes containing
many repetitive structures, e.g ., those commonly found in man-made environments such
as cities. We thus predict that there is a clear limit on the effectiveness of any direct
matching method that uses 2D-to-3D search as the descriptor space will become too
dense for very large models.
Similarly to the results of our previous experiment, our original publication shows
that combining the Dubrovnik, Rome, and Vienna datasets decreases the number of
query images that can be registered and that compact models do not allow us to recover
these lost images. Although this result was obtained using classical SIFT descriptors, it
clearly shows that the decline of the ratio test can be observed even for datasets smaller
than the Landmarks 1k model. Delaying the decline of the SIFT ratio test or replacing
the test with another effective outlier detection strategy is thus of great importance to
the scalability of direct matching methods.
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7.4. Discussion
In this chapter, we have explored the scalability of our direct matching approaches
introduced in Part II. The denser descriptor spaces induced by very large 3D models
decrease the discriminative power of the SIFT ratio test. Consequently, the localization
effectiveness decreases as the ratio test is forced to reject more and more correct matches
as too ambiguous. We have shown that this effect already occurs for a dataset containing
only landmark buildings, i.e., that scenes with highly distinctive global appearance
already contain many repetitive local structures. Better descriptor representations, such
as RootSIFT, can decrease the decline in effectiveness of the ratio test, although they
cannot prevent it. Interestingly, compact models created using only of a subset of all
points contained in a model do not result in descriptor spaces sparse enough to delay the
decline of the test. Since these compact models mainly consist of points important to the
appearance of a scene, this results suggests that even the points characterizing the scene
are too ambiguous if the dataset is too large. However, the point selection scheme by Li
et al ., used to generate the compact models, does not take the descriptor space density
into account. We thus might be able to find a better scene representation by focusing on
points with more unique appearance. Yet, guaranteeing that the resulting models cover
each scene sufficiently to allow pose estimation from all possible viewpoints remains an
open problem. Still, our approaches can achieve a localization effectiveness and efficiency
with compact models that is similar to using the full model. Thus, compact models allow
us to reduce the memory requirements of our methods, enabling us to apply them in
settings in which memory is a limited resource, e.g ., mobile devices.
While the results presented in this chapter clearly demonstrate that there is a limit to
the scalability of direct matching, they do not necessarily imply that direct matching is
not useful for image-based localization. The methods discussed in Part II combine ex-
cellent localization effectiveness with efficient registration and rejection times on models
large enough to easily contain the entire area covered by a single cell tower. Thus, using
coarse localization priors, like the current cell tower id for a mobile phone, to select the
relevant part of the scene enables us to apply direct matching-based methods on a very
large scale without being affected by the limitations of the SIFT ratio test.
In contrast to the approaches based on performing discriminative projections into
lower dimensional spaces described in Sec. 7.2, RootSIFT does not reduce the mem-
ory requirements of our methods. As mentioned in Sec. 2.3.2, memory efficiency is of
considerable practical importance for large-scale localization. While we can parallelize
our framework by storing each inverted file of a visual word on a single machine, using
multiple machines introduces additional communication overhead. Therefore, finding
a compact and memory-efficient representation for the feature descriptors remains an
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important problem. Recently, Simonyan et al . have introduced a descriptor learning ap-
proach based on convex optimization [SVZ12] that is able to generate low dimensional
descriptors that outperform previous descriptor learning approaches [BHW11]. How-
ever, it is unclear whether these learned descriptors remain discriminative enough for
the dense descriptor spaces encountered by direct matching methods.
In Sec. 7.3.3, we have shown that compact models can increase the localization ac-
curacy for datasets with long inverted file lists associated with each visual word when
using active search. In such cases, where the combined prioritization scheme applied by
active search starts to degenerate towards the direct scheme, the sparser spatial distri-
bution of scene points can help to avoid finding too many matches that project into a
small region in the query image. Since such clusters of matches lead to degenerate con-
figurations for pose estimation and since the combined strategy is bound to degenerate
eventually, using a sparser model to select candidate points for 3D-to-2D matching is
crucial to ensure that active search retains its good localization accuracy. Choudhary &
Narayanan use heuristics designed to enforce that new candidates for 3D-to-2D search
have a large distance to already matched points to avoid finding too many matches in
a single region of a query image [CN12]. In contrast, Li et al . observe that the local-
ization accuracy of their method, using a modified RANSAC sampling scheme based on
co-visibility information, remains the same when using larger models [LSHF12]. As a
result, the candidate selection scheme employed by active search should thus take both
spatial distances and co-visibility probabilities into account.
All of the factors restricting the scalability of direct matching methods described
above, the decline of the ratio test, high memory requirements, and degenerate point
configurations, do not apply to indirect matching methods based on image retrieval. In
contrast to quantized matching, which established at most one correspondence per visual
word, image retrieval approaches let every inverted file entry vote for its correspond-
ing database image. Retrieval methods then aggregate these less discriminative votes
and use co-occurrence statistics to identify the relevant database images [SZ03, JDS08].
Consequently, they do not need to apply the SIFT ratio test during the retrieval phase.
Furthermore, the 2D-3D correspondences required for pose estimation are established
by 2D-to-2D matching between the query and the retrieved database images [IZFB09].
Obviously, pairwise image matching is not affected by the denser descriptor space in-
duced by larger datasets and we can thus use the ratio test without concerns about its
effectiveness. In the next chapter, we will therefore explore image retrieval methods for
image-based localizations in more detail.
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Localization
All direct matching methods discussed so far, including our own methods introduced
in Chap. 5 and Chap. 6 and the related approaches by Li et al . [LSH10, LSHF12] and
Choudhary & Narayanan [CN12], consider only the two nearest neighboring descriptors
when searching for 2D-3D matches. This search strategy is based on the assumption
that the correctly matching point / features is always the nearest neighbor and that each
correct nearest neighbor is distinctive enough to pass the SIFT ratio test. Thus, these
direct matching approaches are purely reliant on the descriptive power of the individual
descriptors. As we have shown in the previous chapter, the descriptive power of individ-
ual descriptors decreases with increasing model size, resulting in less reliable decisions
made by the SIFT ratio test. Better descriptor representations [AZ12] or adapting the
RANSAC sampling scheme [LSHF12] can help to delay this effect, but do not change
the fact that correspondences are only established between nearest neighbors. This re-
liance will cause problems in scenes with repetitive elements, e.g ., similar buildings in
different parts of a city, where unrelated scene points share descriptors similar to the 3D
point actually corresponding to a query feature. Due to image noise or slightly different
illumination or viewing conditions, the descriptors of the unrelated points might even
be more similar to the query feature than the appearance of its originating scene point.
In such cases, relying on a nearest neighbor classifier will force direct matching methods
to miss correct correspondences, resulting in a lower localization effectiveness.
While direct matching methods consider the descriptors of all scene points, indirect
matching methods perform descriptor matching only between the features in the query
image and points in a selected part of the model. In case that the scene is decomposed
into sets of points with locally unique descriptors, and provided that the correct part of
the model is selected, this local matching scheme automatically solves both problems,
i.e., incorrect global nearest neighbors and the decline in the reliability of the SIFT
ratio test, that prevent the scalability of direct matching methods. Consequently, this
chapter is devoted to the analysis of indirect matching for image-based localization. We
thereby consider only methods based on image retrieval techniques, more specifically
the approach by Irschara et al . [IZFB09], since the retrieval step does not require to
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keep SIFT descriptors in memory to identify relevant parts of the model. The database
images also offer a good description of the scene as they approximate the set of all
possible viewpoints. Furthermore, each 3D point visible in a database image has a locally
unambiguous descriptor since Structure-from-Motion does not generate scene points for
locally confusing features [SSS06]. As an additional benefit, we can take advantage of
the vast body of work on image retrieval [SZ03, NS06, CPSZ07, PCI∗07, JDS08, PCI∗08,
MPCM10, PISZ10, AZ12].
While inherently more scalable than direct matching methods, the results from Part II
clearly show that image retrieval approaches are not able to register as many query im-
ages as direct matching techniques. This is somewhat surprising given that both image
retrieval methods and our vocabulary-based prioritized search (VPS) framework from
Chap. 5 are based on the use of a visual vocabulary. In the following, we therefore
analyze the difference between both approaches in order to identify the algorithmic
factors that cause the observed gap in localization effectiveness. As the main contri-
bution of this chapter, we demonstrate that false positive votes for unrelated database
images are the single most influential factor. Through detailed experiments, we show
that selective voting schemes designed to avoid voting for unrelated photos enable im-
age retrieval methods to achieve a localization effectiveness similar to or even better
than our direct matching approaches. Using small binary descriptors obtained through
Hamming Embedding [JDS08], selective voting can be performed without sacrificing the
scalability and memory efficiency of retrieval methods. A common theme in this thesis
is to exploit information from previous stages to improve later parts of an algorithm,
e.g ., SCRAMSAC’s use of feature scale information provided by the keypoint detector
for outlier removal. Accordingly, we explore whether the visual word assignments and
binary embeddings computed during the voting stage of retrieval can be used to accel-
erate the local matching part. As a further contribution, we detail the tradeoff between
the efficiency of the resulting matching approaches and their accuracy. Compared to the
original publication [SWLK12], we perform a more detailed evaluation of this correspon-
dence selection part of retrieval methods, resulting in better guidelines for the practical
use of the different matching schemes.
The remainder of this chapter is structured as follows. In Sec. 8.1, we first review
general image retrieval approaches before we point out the differences between classical
image retrieval systems and retrieval methods for image-based localization. By compar-
ing retrieval-based approaches with our VPS method in Sec. 8.1.2, we are able to identify
two algorithmic factors, namely incorrect votes and view quantization, that could cause
the observed gap in localization effectiveness. In Sec. 8.2, we then propose selective
voting strategies that are able to handle incorrect votes. Sec. 8.3 investigates quantized
matching approaches that use the original SIFT descriptors and their binary embeddings
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to perform the feature matching between the query and the retrieved database images.
In Sec. 8.4, we then show experimentally that incorrect votes are indeed the main cause
for the gap in effectiveness and that we can close the gap using selective voting. Fur-
thermore, we analyze the tradeoffs between localization effectiveness and computational
efficiency for the different matching approaches presented in Sec. 8.3.
This part of the thesis is based on our original publication [SWLK12] and contains
results, figures and tables, and text from said work.
8.1. Image Retrieval Revisited
Given a database of images and a query photo, image retrieval techniques aim at identi-
fying all database images relevant to the query, i.e., all photos depicting the same object
or scene [SZ03]. In order to avoid pairwise feature matching between the query and all
database images, the search process is divided into two separate stages. In the first stage,
a set of photos with a visual appearance similar to the query image is retrieved from the
database. Although the database photos in the resulting list contain features similar to
those found in the query, they do not necessarily need to depict the same object as the
spatial distribution of the features is ignored during retrieval. In the spatial verification
stage, image retrieval methods thus compare the spatial layout of the features in the
query with the feature distributions in every retrieved image to determine whether or
not both images show the same object or scene. This check is usually implemented by
matching the actual feature descriptors from the query against the database image (or
vice versa) and estimating the geometric transformation between the images, e.g ., a ho-
mography or an affine transformation, using RANSAC [PCI∗07]. Out of the two stages,
spatial verification is computationally much more expensive than retrieval. Thus, the
list of retrieved photos is usually sorted in decreasing order of similarity to the query
and spatial verification is performed only for the top-ranked images.
Keeping the actual image descriptors, e.g ., SIFT, in memory and performing descrip-
tor comparisons is not feasible for databases containing millions of images. In order to
still retrieve database photos with similar visual appearance, i.e., similar descriptors,
image retrieval techniques therefore employ a simplified definition of feature similarity.
Two features are considered to be identical if their descriptors are quantized to the same
visual word and different otherwise [JDS08]. Using a vocabulary containing a fixed num-
ber of k words thus results in a finite number of different features. Therefore, the visual
appearance of an image I can be described compactly as a k-dimensional vector vI ,
where the jth entry encodes whether features mapped to the jth word are found in the
image. Instead of simply counting the number nj,I of occurrences of word j in image I
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in each entry of vI , the term frequency-inverse document frequency (tf ∗idf ) weighting
scheme, originating from text retrieval, is commonly used [SZ03]. Let nI be the number
of features found in the image, Nj the number of database images containing the j
th
word and let N be the number of database images. The jth entry of vI is then given as
vI(j) =
nj,I
nI
· log N
Nj
. (8.1)
The first factor, describing the term frequency of the jth word in image I, assigns a larger
weight to words that are found more often in the image. The second factor, the inverse
document frequency, is used to give more weight to unique words contained in only a
small number of database images. It models the fact that the co-occurrence of a rarer
word in both query and a database image is less likely and thus more informative than
the co-occurrence of more common words. The visual similarity between two images Q
and I is then measured using the cosine similarity
sim(vQ,vI) =
vTQvI
‖vQ‖2‖vI‖2 , (8.2)
where the normalization is used to account for differing numbers of features found in
both images [NS06]. Typical visual vocabularies used for image retrieval contain between
100k and 1M words [NS06, PCI∗07]. Since usually only between 100 are 10k features
are found in each image, the descriptors vI are naturally sparse. Using inverted files
that store for every visual word the list of database image ids that contain this word
together with their normalized tf ∗idf weights, this sparsity can be exploited to find all
visually similar images more efficiently [SZ03]. For every word in the query image, we
traverse the corresponding inverted file and use the weights stored in the list to vote for
the database images, resulting in an iterative computation of the cosine similarities.
Since the seminal work by Sivic & Zisserman [SZ03], image retrieval has become a
central building block in many Computer Vision systems such as Structure-from-Motion
[ASS∗09] or landmark detection and recognition [WL11]. Consequently, many improve-
ments and modifications have been proposed over the last decade. Nister & Stewe´nius
and Philbin et al . both presented algorithms to efficiently generate large vocabularies
using hierarchical [NS06] and approximate [PCI∗07] k-means clustering, respectively.
Chum et al . introduced the concept of query expansion, where information from success-
fully retrieved database images is used to refine the query in order to find more relevant
images, i.e., to increase the recall of image retrieval systems [CPSZ07]. Philbin et al .
showed that soft assignments, i.e., mapping each image feature to multiple visual words
and adjusting the weighting scheme accordingly, can reduce the impact of quantization
artifacts and thus increase the retrieval performance. Avrithis et al . proposed to aggre-
gate multiple database images taken from similar viewpoints into so-called scene maps
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in order to increase the recall and shorten the inverted files [AKTS10]. Schindler et
al . utilized an entropy measure to select only the most important local descriptors to
learn a vocabulary tree and represent the different parts of the scene [SBS07]. Similarly,
Turcot and Lowe employed only a subset of all available image features to improve re-
trieval and query expansion performance [TL09]. Knopp et al . were able to identify and
remove confusing features, reducing the number of false positive votes [KSP10]. Torii
et al . used the known spatial relationship between database images to interpolate their
tf ∗idf vectors [TSP11]. They showed that the resulting image descriptions are able to
reproduce the tf ∗idf descriptor of query images more faithfully than the tf ∗idf vectors
of the original images. In order to reduce the number of false positive matches resulting
from the simplified definition of descriptor similarity, Mikul´ık et al . proposed to employ
a much finer vocabulary containing 16M words and learned a similarity measure between
the words to handle quantization artifacts [MPCM10]. Similarly, Je´gou et al . obtained a
finer vocabulary using Hamming embedding (cf . Sec. 2.3.2) to subdivide the part of the
descriptor space associated with each visual word [JDS08]. Recently, both Philbin et al .
and Arandjelovic´ & Zisserman have shown that better descriptor representations such as
RootSIFT [AZ12] or learned descriptors [PISZ10] can improve the retrieval performance.
As mentioned above, spatial verification quickly becomes the bottleneck in image
retrieval systems. Often, it is not necessary to compute a detailed geometric trans-
formation, e.g ., the epipolar geometry, between the images as a coarse description of
the geometric relation, e.g ., a homography or an affine mapping, is usually sufficient
to decide whether both images depict the same scene. SIFT descriptors are defined by
a 2D image position, their scale and their orientation. Thus, a single correspondence
between two image features is enough to define an affine transformation between two
images [Low04]1. Consequently, Philbin et al . employ a deterministic RANSAC variant
that uses each match to generate a transformation hypothesis and evaluates the hypoth-
esis against all matches [PCI∗07]. While the computational complexity of the approach
by Philbin et al . is quadratic in the number of matches, Tolias and Avrithis propose
an algorithm that requires only linear time [TA11]. Their method is based on a fixed,
hierarchical quantization of the space defined by all affine transformations. They then
employ a voting scheme to find sets of matches that can be described with the same
transformation. Still, both approaches perform spatial verification as a post-processing
step. In contrast, Je´gou et al . incorporate geometric constrains into the voting stage by
enforcing that the change in scale and feature orientation is consistent between two im-
ages [JDS08]. Recently, Stewe´nius et al . proposed an interesting retrieval approach that
considers all visual words in parallel instead of the usual sequential traversal [SGP12].
1Notice that due to measurement errors during the computation of SIFT features, estimating an affine
transformation from three point correspondences is likely to yield more stable results.
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Using inverted files ordered by image ids thus allows them to directly obtain all votes and
matches for each database photo, enabling them to directly perform spatial verification
before considering the next database image.
While the underlying principles remain the same, there is one fundamental difference
between the classical image retrieval approaches described above and image retrieval
systems designed for image-based localization such as [IZFB09]. Classical methods aim
to find all database images depicting the same scene or object as the query photo. Aided
by query expansion, their retrieval pipelines are thus conceived to achieve a high recall of
relevant database images. Thus, the main purpose of the spatial verification stage is to
detect and remove unrelated photos from the list of retrieved images in order to increase
the precision of classical retrieval techniques. Since the exact geometry transformation
between the query and each database image is often not required, approximate spatial
verification approaches can be used to enable retrieval approaches to consider a larger
number of top-ranked photos in the same amount of time. In contrast, image retrieval
approaches for image-based localization aim at estimating the precise camera pose of the
query image relative to a scene model. While approximate spatial verification methods
might be used to filter out wrong matches, they cannot be used to avoid a more expen-
sive RANSAC-based pose estimation procedure. Consequently, retrieval approaches for
image-based localization can only evaluate a small number of top-ranked images without
sacrificing efficiency. At the same time, the retrieval stage is only a means to determine
which parts of the model are likely to be seen in the query image. It is thus sufficient
that only a single relevant database photo is among the top-ranked images as long as
it yields enough matches to facilitate pose estimation. Thus, we can trade recall in fa-
vor of efficiency during the retrieval stage. Since run-time efficiency often is important
for image-based localization, we consequently prefer decreases in run-time over slight
increases in the number of registered images.
In the remainder of this section, we review the method by Irschara et al . [IZFB09] as
an example for an image retrieval approach for image-based localization, even though
we have shown in Part II that it offers an inferior localization effectiveness compared to
direct matching methods. Due to the inherit similarity between the approach by Irschara
et al . and our original vocabulary-based prioritized search framework from Chap. 5, we
are able to identify two possible causes, view quantization and incorrect votes, for the
observed gap in effectiveness by comparing both methods. While Irschara et al . mainly
try to avoid the former effect, our experimental results show that incorrect votes leading
to corrupted image rankings are the main factor causing the difference in localization
performance. We therefore investigate possible solutions to this problem in Sec. 8.2.
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Figure 8.1.: An illustration of the similarities and differences between the image retrieval
method by Irschara et al . [IZFB09] (left) and our vocabulary-based prioritized search
framework from Chap. 5 (right).
8.1.1. Image Retrieval for Image-based Localization
As mentioned in Chap. 6, the set of database images used to reconstruct the scene is a
discrete approximation to the set of all possible viewpoints from which the 3D points
can be seen. In order to determine which part of the scene is visible in a query image,
Irschara et al . first perform an image retrieval step to identify viewpoints similar to
the query [IZFB09]. After extracting SIFT features [Low04] and assigning them to
their closest visual words using a vocabulary tree [NS06], their approach, illustrated
in the left part of Fig. 8.1, casts a vote for each database image corresponding to an
inverted file entry of an activated word. Following the traversal of the inverted files, the
database photos are ranked based on their received votes. Considering each of the top-k
ranked images individually, Irschara et al . establish 2D-2D correspondences using SIFT
matching between features in the query image and features found in the current database
photo. Since the relation between database features and scene points is known from the
Structure-from-Motion process, these 2D-2D matches automatically yield the 2D-3D
correspondences required for RANSAC-based camera pose estimation. Similar to direct
matching techniques, Irschara et al . employ the SIFT ratio test to reject ambiguous
correspondences. However, the descriptor space density induced by a single database or
query image is not affected by the size of the full 3D model. Thus, applying the ratio
test for pairwise matching has no impact on the scalability of retrieval-based methods.
Besides from relying heavily on the GPU to accelerate the localization approach, there
are three other differences separating the method of Irschara et al . from classical image
retrieval systems. First, instead of weighting each inverted file entry using the standard
tf ∗idf scoring scheme [SZ03], Irschara et al . first count the raw number of votes received
by each image and then use a probabilistic ranking scheme to determine the final score
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of each database photo [IZFB09]. Given a query image Q and a database image D
receiving m raw votes, the score of D is given by the ratio
P (#votes = m | Q ≡ D)/P (#votes = m | Q ≡ D) (8.3)
between the probability P (#votes = m | Q ≡ D) of castingm votes for a database image
D depicting the same scene as Q and the probability P (#votes = m | Q ≡ D) of casting
m votes for an unrelated photo. Assuming that image features corresponding to the
same scene point are assigned to the same word with constant probability p1, the first
probability can be expressed as
P (#votes = k | Q ≡ D) =
(
M
m
)
pm1 (1− p1)M−m , (8.4)
where M = min(|Q|, |D|) is the minimum of the number of features found in the query
and database images. In the case that Q and D do not depict the same scene (Q ≡ D),
Irschara et al . approximate the probability of casting a false positive vote for D by
the probability of assigning a feature from Q to a word activated by a feature from
D. Assuming that features are assigned to visual words uniformly at random, this
probability is given by the ratio between the number of visual words activated by features
from D and the total number of words. As a result, P (#votes = m | Q ≡ D) also follows
a binomial distribution.
The set of database images only gives a discrete approximation to the set of possible
viewpoints observing points from the model. Thus, Irschara et al . argue that retrieval
will only find relevant images if the query image is similar enough to an image in the
database. In order to localize images taken from viewpoints that are substantially dif-
ferent from the database photos, they thus generate an additional set of synthetic views
[IZFB09]. These new views are obtained by uniformly distributing virtual cameras over
the ground plane of the scene and determining which 3D points should be visible in
them. Since hundreds of thousands of virtual views might be required to densely sample
a large scene, Irschara et al . select only a subset of all real and synthetic images by
solving a set cover problem. This strategy effectively shortens the inverted files and
thus the retrieval times while also avoiding to cast too many votes for unrelated images
[IZFB09].
The third difference between the approach by Irschara et al . and classical retrieval
methods is that all inverted file entries of the former correspond to projections of the
scene points, i.e., only the subset of image features belonging to a 3D point are used as
inverted file entries.
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8.1.2. Retrieval vs. Direct Matching
As illustrated in Fig. 8.1, there is a conceptual similarity between the image retrieval
approach by Irschara et al . and our original vocabulary-based prioritized search (VPS)
framework presented in Chap. 5 as both methods employ a visual vocabulary to identify
points with descriptors similar to a query feature. However, the results from Chap. 5
show that there is a significant gap in localization effectiveness between both approaches
as our direct matching approach is able to register at least 15% more images than
retrieval-based methods (cf . Tab. 5.7). At the same time, retrieval methods are in-
herently more scalable: VPS requires to store a SIFT descriptor for every inverted file
entry of a visual word, resulting in an additional 128 bytes per entry that are not re-
quired by retrieval methods. While employing the integer mean descriptor per visual
word strategy can reduce the memory requirements by about 33%, it does not resolve
the higher memory consumption of the direct matching approach. Also, VPS introduces
additional run-time costs compared to retrieval methods as it needs to compute the Eu-
clidean distance between SIFT descriptors in the query image and the descriptors stored
in the inverted file entries. In theory, the inverted file traversal of VPS should thus
be two orders of magnitude slower than for retrieval. However, this gap is smaller in
practice due to the ability of modern CPUs to perform four basic arithmetic operations
in one clock step. Furthermore, we have shown in Chap. 7 that the SIFT ratio test for
2D-to-3D matching severely limits the scalability of direct matching approaches as it is
forced to reject more and more correct matches as too ambiguous for larger 3D models.
In the following, we therefore use the inherent similarity between retrieval-based meth-
ods and our original framework to identify the reasons causing the gap in localization
performance.
Incorrect votes. As can be seen from Fig. 8.1, there are two fundamental differences
between VPS and the retrieval approach from Irschara et al . Using the SIFT ratio
test, VPS enforces that every image feature is assigned to at most one 3D point. In
contrast, the simplified definition of descriptor similarity employed by image retrieval
implicitly assigns each query feature to all points contained in an inverted file. In case
that the vocabulary used for retrieval is too coarse, most of the votes cast by a query
feature will be for unrelated images. These incorrect votes distort the ranking process
as unrelated images are ranked too high. Casting too many incorrect votes will thus
reduce the localization effectiveness in case that no related image is ranked high enough
to be considered for pairwise image matching and subsequent pose estimation.
View quantization. In contrast to VPS, which does not place any restrictions on the
co-visibility of matching 3D points, image retrieval methods establish 2D-3D matches
by matching the query against the database images. In order to find enough matches to
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(a) View Quantization (b) Incorrect Votes
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(c) Hamming Voting
Figure 8.2.: (a) View quantization prevents that enough correspondences can be estab-
lished when matching the query (red) against each single database image (green, blue)
to facilitate pose estimation. (b) Most points stored in a visual word are unrelated to the
query feature (red), resulting in incorrect votes. (c) The finer subdivision of descriptor
space induced by Hamming embedding can be used to avoid many incorrect votes.
facilitate pose estimation, the query image needs to have enough visual overlap with at
least one of the top-ranked database photos. As illustrated in Fig. 8.2(a), this restric-
tion enforces that query images must be taken from viewpoints similar to the database
images and essentially quantizes the set of possible viewpoints. We thus refer to this
phenomenon as view quantization. Notice that using synthetic images [IZFB09, WIB11]
can reduce the impact of view quantization on the localization performance. Alterna-
tively, forming clusters of database images as proposed in Sec. 6.2 has a similar effect.
In the following, we therefore focus on the problem of incorrect votes and propose two
selective voting schemes designed to prevent false positive votes in the next section.
Notice that we focus on our original VPS framework from Chap. 5 when comparing
image retrieval to direct matching approaches, even though we have shown that active
search achieves a superior localization effectiveness. Similar to image retrieval, VPS only
considers 3D points mapped to the same visual word for each query feature and thus
allows a much fairer comparison with retrieval-based methods than active search since
the latter is able to search for additional matches at a coarser quantization level.
8.2. Selective Voting
In order to avoid storing and processing individual feature descriptors, image retrieval
techniques simplify the definition of descriptor similarity and consider two descriptors
as identical if they are mapped to the same visual word [JDS08]. However, each feature
in a query image can correspond to at most one point in the scene. As a results of the
simplified similarity measure, most of the votes cast during retrieval are unnecessary and
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Figure 8.3.: Illustration of an image retrieval system using selective voting. Using a
(compact) descriptor to differentiate between inverted file entries, only certain entries
vote for a database image. Again, only the top-k ranked images are considered for
matching and pose estimation.
incorrect (cf . Fig. 8.2(b)). These incorrect votes in turn distort the image ranking by
ranking unrelated images too high in the sorted list. Classical retrieval approaches are
less affected by this problem since they are able to process a larger number of top-ranked
images. However, corrupted rankings can have a much larger impact on retrieval-based
localization methods as those consider only a small number top-ranked photos due to
the more expensive pose estimation process. Since image matching and pose estimation
is only performed on the top-ranked images, the failure of ranking no relevant database
image high enough will directly result in a reduced localization effectiveness. Especially
database photos containing many “popular” visual words, i.e., words with long inverted
files, are likely to have a high rank since they receive more incorrect votes. The tf ∗idf
weighting scheme tries to lessen the impact of popular words by assigning smaller weights
to them, while probabilistic voting requires that those images receive significantly more
votes than they would receive by pure chance (cf . Eqn. 8.3). Yet, both ranking schemes
do not solve the underlying problem of incorrect votes.
A finer quantization of descriptor space can also be used to reduce the effect of incor-
rect votes on the ranked list of database images since the number of incorrect votes is
directly related to the size of the visual words. Yet, simply increasing the vocabulary
size also introduces more quantization artifacts, mapping descriptors belonging to the
same point to different visual words, especially if the point is seen under larger changes
in viewpoint or illumination. Instead of a finer quantization, we thus propose to use
a selective voting mechanism in order to avoid casting (most) incorrect votes, while
keeping a coarse enough vocabulary to handle larger changes in the viewing conditions.
Fig. 8.3 illustrates the resulting retrieval system. In order to apply a finer definition
of similarity, we are again required to store some sort of feature descriptors for every
inverted file entry. These descriptors are then used to decide whether to cast a vote
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for a given entry or not. After voting, the top-k ranked images are again considered
for feature matching and pose estimation. In the following, we discuss two strategies to
implement selective voting.
Ideally, a selective voting mechanism should reflect the fact that each feature in a
query image can correspond to at most one scene point. Given a query feature f with
descriptor df , assigned to a visual word w, that is the projection of a 3D point p into
the query image, only those inverted file entries corresponding to p should be allowed
to cast a vote. We can enforce this constraint by using quantized 2D-to-3D matching:
Given f , we search through the inverted file of w to find the two nearest neighboring
descriptors dp and dq of df belonging to different scene points p = q. Let I(p,w) be
the set of all database images observing p such that the corresponding image descriptors
are mapped to the word w. If the SIFT ratio test ‖df − dp‖2 < 0.7 · ‖df − dq‖2 is
passed, we consider f to be the projection of the point p and cast a vote for every
image from I(p,w). In the following, we will refer to this selective voting scheme as
correspondence voting. Essentially, correspondence voting employs the matches found
by VPS (without early termination) using the all descriptor representation to vote for
database images. Notice that the score of a database image after the retrieval stage
corresponds to the number of nearest neighboring points observed in it, i.e., we neither
use tf ∗idf weighting nor probabilistic ranking. Besides requiring to store and compare
SIFT descriptors, correspondence voting again depends on the SIFT ratio test to select
votes. Thus, correspondence voting will fail for larger datasets as the ratio test will reject
more and more correct matches. Still, this technique can be used to demonstrate the
impact of incorrect votes on image retrieval techniques for image-based localization on
smaller datasets containing ”only” a few million 3D points.
Quantized matching relies on the assumption that the scene point corresponding to
an image feature will be the nearest neighbor in descriptor space. In order to avoid this
restriction, we can relax the selection criterion to cast a vote for every inverted file entry
that would generate a 3D-to-2D correspondence if its corresponding SIFT descriptor
would be matched against the query image. Using this criterion, the score of each
database image would directly reflect the number of matches found between it and the
query image. While ranking the database photos based on the number of found matches
seems to be desirable, matching each descriptor in an inverted file against the query
image is computationally too expensive for real-world applications. In order to avoid
explicit 3D-to-2D matching, we relax the selection criterion even further to include all
inverted file entries with point descriptors similar to the query descriptor. An efficient
way to implement this selection scheme is the Hamming embedding method proposed by
Je´gou et al . to obtain a finer quantization of the descriptor space within a visual word
[JDS08]. As discussed in Sec. 2.3.2, Hamming embedding uses a random, orthogonal
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projection matrix to first project each SIFT descriptor into a b-dimensional space. It
then maps each projected descriptor to a binary string of length b by comparing each of
its entries against a threshold, where the threshold used for a SIFT descriptor d depends
on its corresponding visual word.
Given a feature f assigned to wordw and the Hamming embedding bf of its descriptor,
let bI be the binary descriptor associated with an inverted file entry of image I in the
list of w. Hamming voting lets f vote for I if the Hamming distance between bf and
bI is below a chosen threshold tHD, i.e., if bf and bI differ in less than tHD bits. The
concepts of Hamming Embedding and Hamming voting are illustrated in Fig. 8.2(c) for
b = 2 dimensions. tHD offers a more intuitive means to decide whether two descriptors
are similar than the original SIFT descriptor distances. For example, setting tHD = 0
forces Hamming voting to consider only inverted file entries having the same binary
descriptor as the query feature (red).
Compared to correspondence voting, Hamming voting introduces additional compu-
tational overhead as each feature in a query image must be mapped to a binary string.
On an Intel i7-920 CPU with 2.79GHz, the projection and thresholding required to
compute the binary embedding of all image features took around 23 ms on average per
query image for b = 64 bits, where each image contained close to 10k features on average.
However, the fact that Hamming distances can be evaluated much more efficiently than
SIFT descriptor distances on modern CPUs more than compensates for the additional
computational costs. Using the POPCNT instruction provided by SSE4.2, one million
Hamming distance computations between 64 bit strings take less than 2.1 ms. Thus,
the descriptor comparisons performed by Hamming voting require only little computa-
tional overhead, even compared to classical image retrieval methods. In addition, binary
strings consume significantly less memory than the original SIFT descriptors, e.g ., re-
ducing the memory footprint by a factor of 16 when using 64 bit binary strings instead
of 128 byte SIFT descriptors.
8.3. Efficient Correspondence Selection
After performing retrieval and ranking, we select correspondence between 2D query
features and 3D scene points by feature matching between the query and the top-k
ranked database images. As in previous chapters, we again have the choice between
2D-to-3D and 3D-to-2D matching, i.e., whether we match the features in the query
against the points in the database image or vice versa. Given that both the query and
a database photo were taken at a similar resolution, we can expect to find a similar
number of features in both images. Since we only retain those features in a database
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image corresponding to actual scene points in the model, the features found in the query
image induce a denser descriptor space than the descriptors from the database images.
In all our experiments, we therefore perform 3D-to-2D search by matching the database
against the query image.
Irschara et al . perform exhaustive feature matching on the GPU, comparing every
feature in the query against every point in the database image [IZFB09]. If no GPU
is available, we can also use approximate nearest neighbor search in combination with
spatial subdivision schemes such as kd-trees to accelerate feature matching (cf . Sec. 3.1).
In the following, we refer to the latter type of matching as regular SIFT matching.
Obviously, constructing the search structures needed for regular SIFT matching intro-
duces additional computational overhead. Ideally, we would like to re-use as much of the
information obtained during the retrieval stage as possible to avoid additional run-time
costs. Based on the simplified definition of descriptor similarity, visual word matching
establishes a 2D-3D between every point and feature assigned to the same visual word.
While very efficient to compute since it can re-use the visual word assignments from the
retrieval stage, visual word matching is likely to find too many wrong matches, resulting
in longer pose estimation times since more RANSAC iterations are required. We thus
need to find a better trade-off between matching efficiency and accuracy.
As in Chap. 6, we can use quantized SIFT matching inside the visual words and reject
wrong correspondences using the SIFT ratio test. Similarly, we need to employ a coarser
vocabulary for 3D-to-2D matching than the one utilized in the retrieval stage. Again
we can obtain such a coarser vocabulary at no additional costs through the use of a
vocabulary tree to compute the initial visual word assignments.
While SIFT descriptors are usually not required during the retrieval stage, the descrip-
tors for each database image need to be fetched, e.g ., from the hard drive, for quantized
and regular SIFT matching. Using binary instead of SIFT descriptors can enable us to
reduce the loading times or even hold the descriptors in main memory. Additionally,
employing binary strings can significantly accelerate the correspondence selection step.
Let bf and bp be the Hamming embeddings of a feature f and a 3D point p mapped to
the same word w. Quantized Hamming matching establishes a correspondence between
p and f if bf is the nearest neighboring binary string for bp among all descriptors as-
signed to w and if the Hamming distance between bf and bp is below a fixed threshold.
In case that Hamming voting is used, this correspondence selection scheme can re-use
the projected descriptors computed for the query image and only needs to compute the
thresholding for the coarser vocabulary.
Although both quantized SIFT and quantized Hamming matching are based on the
same algorithmic principle, they behave significantly different depending on level in the
tree used for 3D-to-2D search. Quantized SIFT matching requires a second nearest
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neighbor to reject wrong matches. Increasing the size of the vocabulary decreases the
chance that this second nearest is mapped to the same visual word as the query point.
Thus, quantized SIFT matching is more likely to accept wrong correspondences when
using finer vocabularies. In contrast, quantized Hamming matching selects correspon-
dences based on an absolute descriptor distance and is therefore not dependent on the
second nearest neighbor. Yet, quantized Hamming matching has a higher false positive
matching rate for coarser vocabularies than quantized SIFT matching since the same
number of bits is used to subdivide a larger part of descriptor space, resulting in a
coarser subdivision and thus a less discriminative embedding.
8.4. Experimental Evaluation
In the following, we evaluate the impact of incorrect votes on image retrieval-based lo-
calization methods and show that using a selective voting scheme is crucial in order to
achieve a good localization effectiveness. Furthermore, we analyze the tradeoff between
the run-time efficiency and the false positive matching rate of the different correspon-
dence selection methods discussed in Sec. 8.3. In addition to the experiments already
contained in the original publication [SWLK12], we compare the Hamming voting ap-
proach to state-of-the-art direct matching methods on a larger range of datasets and
evaluate how RootSIFT [AZ12] can be used to improve the spatial verification stage.
Experimental setup. We follow the same experimental setup already employed in
the previous chapters but do not repeat our experiments. Given a set of 2D-3D corre-
spondences, the camera pose is estimated using the 6-point DLT algorithm [HZ04] inside
a randomized RANSAC-loop [CM08] incorporating local optimization [CMK03]. After-
wards, we refine the pose by computing a linear least squares fit on all found inliers. We
accept a query image as successfully localized if one camera pose with at least 12 inliers
is found when matching against the top-10 ranked images. Although the results from
Chap. 7 show that RootSIFT descriptors performs significantly better than the original
SIFT descriptors, we mainly use classical SIFT descriptors in order to ensure that any
improvement obtained using selective voting is caused by a better handling of incorrect
votes. For our experiments, we use the same generic vocabularies already employed in
the previous chapters. All experiments were performed on an Intel i7-920 CPU with
2.97GHz and 12 GB of RAM, except for the tests on the Landmarks 1k dataset, for
which an Intel Xeon CPU with 2.67GHz and 64 GB of RAM was used.
Datasets. We again use the datasets introduced in Chap. 5 and Chap. 6 for the
experimental evaluation performed in this chapter. We mainly focus on the Aachen and
Vienna datasets to demonstrate the impact of incorrect votes. The Aachen dataset is
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also used to analyze the different correspondence selection schemes. The other models
are only employed to compare the localization effectiveness of Hamming voting with our
direct matching methods discussed in Part II.
8.4.1. The Impact of Incorrect Votes
In the following experiments, we evaluate the localization effectiveness of different re-
trieval methods. We use the same approach already employed in Chap. 5 to compute the
visual word assignments, i.e., we build a single kd-tree on top of the vocabulary utilizing
the FLANN library [ML09] and perform an approximate nearest neighbor search visiting
at most 10 leaf nodes. Following retrieval and ranking, 2D-3D matches are computed
using regular SIFT matching. We implement this matching approach by constructing
a kd-tree for every query image and performing tree-based search visiting at most 300
leaves to match the points from the database images against the features in the query
photo. As before, we ensure that every feature in the query image is contained in at
most one correspondence, choosing the match with the smallest descriptor distance if
multiple correspondences are found for the same feature. The threshold for the SIFT
ratio test is again set to 0.7.
Classical retrieval vs. correspondence voting. In our first experiments, we com-
pare the effectiveness of classical voting schemes and correspondence voting in order to
demonstrate that incorrect votes severely reduce the localization effectiveness of image
retrieval systems. We use our VPS method without prioritization, i.e., without termi-
nating the search early, as a baseline. As in Chap. 5, quantized 2D-to-3D matching
employs a generic vocabulary consisting of 100k words.
Fig. 8.4 shows the results obtained with tf ∗idf weighting [SZ03] and probabilistic
ranking [IZFB09] using vocabularies containing 100k and 1M words while varying the
number of top-k ranked images that are considered for pose estimation. For probabilistic
ranking, we evaluated different values of p1, i.e., the probability of assigning two features
belonging to the same scene point to a common word, and report the results for the
setting maximizing the localization effectiveness. As can be seen from Fig. 8.4, using
a larger vocabulary increases the number of registered images as fewer incorrect votes
are cast. Furthermore, the probabilistic ranking scheme performs consistently better
than the ranking method based on tf ∗idf weighting. Still, there is a significant gap in
localization effectiveness between probabilistic ranking and VPS. The latter is able to
register 304 (82%) query images for the Aachen dataset and 213 (80%) query images
for the Vienna model, while the retrieval approach can localize at most 280 (76%) and
less than 200 (75%) images, respectively. In contrast, correspondence voting employing
100k words is able to close the gap in effectiveness. Although it essentially uses the
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Figure 8.4.: Comparing the localization effectiveness of different ranking schemes with
direct 2D-3D matching. Correspondence voting localizes significantly more images, show-
ing that discarding incorrect votes is crucial to achieve a good registration effectiveness.
matches found by direct search to vote for the database images, correspondence voting
even outperforms VPS by registering 332 (90%) and 231 (87%) query images for Aachen
and Vienna, respectively. The increase in the number of registered images is caused
by employing regular SIFT matching, which enables correspondence voting to recover
matches lost to direct matching due to quantization. Since the 2D-to-3D search approach
is not affected by view quantization and since correspondence voting achieves a better
localization effectiveness than VPS, we conclude that the gap in localization effectiveness
is mainly caused by incorrect votes.
Correspondence voting vs. Hamming voting. In contrast to correspondence vot-
ing, Hamming voting is truly scalable as it does not rely on the SIFT ratio test to
reject incorrect votes. At the same time, Hamming voting is also able to reduce both
memory requirements and run-time costs by employing small binary strings instead of
regular SIFT descriptors. In the next experiment, we therefore compare the localization
effectiveness of both selective voting methods when considering only the top-10 ranked
database images. Fig. 8.5 shows the results of this comparison for different sizes of the
binary descriptors, the two vocabularies, and different choice for the threshold tHD that
is used to reject incorrect votes. As can be seen, Hamming voting employing 32 bit or
64 bit binary descriptors offers a viable alternative to correspondence voting : While re-
sulting in only a slight drop in localization effectiveness, it is able to reduce the amount
of memory required to store the same number of inverted file entries by factors of 32
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Figure 8.5.: Using 32 bit and 64 bit binary strings, Hamming voting performs compa-
rable to the correspondences voting scheme based on 128 byte SIFT descriptors.
and 16, respectively. Using 64 bit, Hamming voting can register 327 (89%) images on
the Aachen dataset and 227 (85%) query photos for the Vienna model, while corre-
spondence voting localizes 332 (90%) and 231 (87%) images, respectively. Employing
32 bit descriptors results in a slightly larger drop in the number of registered images to
313 (85%) and 222 (83%) photos, respectively. Still, Hamming voting performs better
than our original quantized 2D-to-3D matching approach. In contrast to classical re-
trieval methods, using a larger vocabulary actually reduces the localization effectiveness
of Hamming voting since fewer query features are mapped to the visual words of their
corresponding scene points.
Based on the results presented above, we prefer Hamming voting over correspondence
voting as it is more efficient to compute while achieving comparable results.
Hamming voting vs. direct matching. In a final experiment, we compare the
localization effectiveness of image-based localization with Hamming voting, using 64 bit,
100k words, and a distance threshold of tHD = 15, with our direct matching methods
discussed in Part II. The results of this comparison are shown Tab. 8.1. As can be seen,
Hamming voting is consistently more effective than vocabulary-based prioritized search
on all datasets, confirming our previous experiments on the Aachen and Vienna models.
Although Hamming voting is able to register more images than our VPS approach on the
full Landmarks 1k dataset (89% vs . 85%), it does not quite reach the same effectiveness
obtained with 2D-to-3D matching when decomposing the dataset into submodels, for
which we can register 91% of the query images (cf . Sec. 7.1). To verify whether this
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SIFT RootSIFT
all desc. int. mean active Hamming active Hamming
(VPS) (VPS) search voting search voting
Aachen 293.9 (80%) 299.8 (81%) 318.8 (86%) 327 (89%) 315.5 (86%) 327 (89%)
Dubrovnik 783.9 (98%) 782.0 (98%) 795.5 (99%) 786 (98%) 794.2 (99%) 790 (99%)
Landmarks 1k - 8547 (85%) 9534 (95%) 8932 (89%) 9623 (96%) 9349 (93%)
Paris 4955.1 (99%) 4945.7 (99%) 4963.7 (99%) 4967 (99%) 4974.8 (99%) 4974 (99%)
Rome 976.9 (98%) 974.6 (97%) 990.5 (99%) 984 (98%) 989.0 (99%) 990 (99%)
Vienna 207.7 (78%) 206.9 (78%) 221.0 (83%) 227 (85%) 228.3 (86%) 231 (87%)
Vienna (ext.) 455.5 (66%) 448.4 (65%) 485.1 (70%) 500 (73%) 494.4 (72%) 525 (77%)
Table 8.1.: Comparing Hamming voting with state-of-the-art direct matching ap-
proaches. As can be seen, Hamming voting is always able to register more images
than VPS and also is more effective than active search on those datasets containing
query images that follow a different spatial distribution than the database photos.
difference is caused by incorrect votes, we also tested our retrieval approach on the
different submodels. We re-use the Hamming embedding thresholds for each word from
the original model in order to avoid introducing an additional source of error. Ignoring all
database images not contained in the currently considered submodel, Hamming voting is
able to localize 9546 (95%) of all query images. This result clearly shows that incorrect
votes will again become a problem for larger datasets. While we currently do not use
any information about the relationship between the database images, such information
could be utilized to improve the ranking process.
Tab. 8.1 also includes results obtained by combining Hamming voting with RootSIFT.
As can be seen, using RootSIFT again improves the localization effectiveness since it
provides better visual word assignments and also increases the descriptor distance be-
tween unrelated descriptors (cf . Chap. 7). The second effect also increases the Hamming
distances between the embedded descriptors and thus results in fewer false positive votes.
While using RootSIFT allows Hamming voting to close or reduce the gap in the number
of registered images on the Rome and Dubrovnik datasets, active search is still more
effective than Hamming voting on the Landmarks 1k dataset.
The results from Tab. 8.1 show that active search is more effective than Hamming
voting on the datasets constructed from images downloaded from photo sharing websites,
i.e., Rome, Dubrovnik, and Landmarks 1k, for which the query images follow the same
spatial distribution as the database photos. Especially for the Landmarks 1k dataset,
active search is able to register significantly more images due to its ability to recover
correspondences lost to quantization and thus handle situations when only very few
matches are found using the fine vocabulary. In these situations, Hamming voting is
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forced to prefer unrelated database images receiving many incorrect votes. Incorporating
a 3D-to-2D search step into the retrieval process could thus increase the effectiveness of
selective voting approaches.
Interestingly, Hamming voting is more effective than active search on all datasets for
which the query images are obtained from a different source than the database images,
i.e., Aachen and the two Vienna models. On these datasets, we can expect a larger
viewpoint difference between the query and database images, resulting in larger descrip-
tor distances between related features and points. Consequently, 2D-to-3D matching is
likely to find fewer matches due to the denser descriptor space, while Hamming voting
is not affected by the declining efficiency of the SIFT ratio test. In contrast to active
search, which performs only a constant number of 3D-to-2D search steps, Hamming
voting matches all points in a database image against the query photo, increasing the
number of correspondence that can be found and thus the localization effectiveness.
8.4.2. Correspondence Selection
While the actual retrieval step is extremely efficient, taking only a few milliseconds on
the Aachen dataset, the regular SIFT matching employed so far is much more computa-
tionally expensive. In the following, we therefore evaluate the different correspondence
selection schemes discussed in Sec. 8.3, i.e., regular & quantized SIFT matching and
quantized Hamming matching. We are interested in obtaining a selection scheme that
is efficient to compute, finds enough correspondences to guarantee a good localization
effectiveness, and has a low false positive matching rate in order to avoid spending too
much time on RANSAC-based pose estimation.
To determine the database images that should be matched against the query, we per-
form Hamming voting using 100k words, 64 bits, and a distance threshold of tHD = 15 to
discard incorrect votes. In contrast to the previous experiments, we use a vocabulary tree
with branching factor 10 instead of a kd-tree to compute the visual word assignments,
allowing us to automatically obtain the mappings to a coarser vocabulary required for
the quantized matching schemes. As a result, the localization performance of Hamming
voting with regular SIFT matching visiting 300 leaf nodes changes from 89% to 87% for
the Aachen and from 85% to 86% for the Vienna dataset. In the following experiment,
we vary the number of visited leaf nodes for regular SIFT matching and the size of
the coarser vocabulary used by quantized SIFT & Hamming matching. For quantized
Hamming matching, we experimented with different matching thresholds and found that
using a Hamming distance threshold of 15 to accept correspondences yields the best com-
promise between localization effectiveness and efficiency. Using higher thresholds results
in significantly longer pose estimation times as too many wrong matches are accepted
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voc. size corr. RANSAC [ms] pre-
/ # visited # reg. search accept reject processing
Method leaves images [ms] median mean median mean time [ms]
regular SIFT 300 320 (87%) 384.9 4.7 8.3 0.0 2.8 30.7
200 321 (87%) 260.5 4.7 8.6 0.1 4.5 30.6
100 323 (88%) 137.8 5.0 10.5 0.2 10.4 30.7
50 321 (87%) 75.6 5.6 16.2 2.1 33.0 30.7
30 322 (87%) 50.6 6.1 28.8 8.6 72.6 30.6
quantized 100 318 (86%) 59.3 9.8 320.2 344.5 1674.3 -
SIFT 1k 305 (83%) 8.2 31.0 643.6 5919.6 4267.0 -
10k 246 (67%) 2.1 20.8 238.6 51.9 1005.7 -
quantized 100 309 (84%) 2.4 214.5 1639.3 6117.2 5811.3 5.7
Hamming 1k 299 (81%) 0.8 10.7 162.0 79.6 881.9 5.7
10k 274 (74%) 0.6 5.8 19.2 0.0 122.5 6.1
Table 8.2.: The localization effectiveness and the matching and pose estimation times
per query image / database image pair obtained using the different correspondence
selection methods, measured on the Aachen dataset. The correspondence selection and
preprocessing timings are the mean times averaged over all considered image pairs. The
preprocessing time is required once per query image, e.g ., for building the search index
(regular SIFT ) or thresholding the already projected descriptors (quantized Hamming).
while thresholds below 15 are too strict and reject too many correct correspondences.
We limit our evaluation of the selection schemes to the Aachen dataset.
Tab. 8.2 shows the results of our experiments. For all correspondence selection meth-
ods, we report the number of localized images, the average time required to compute the
matches for a single query image / database image pair and the mean and median pose
estimation times depending on whether an image pair resulted in a valid pose or not2.
As can be seen, regular SIFT matching (RSM) offers the best localization effectiveness
of all three correspondence selection methods. In addition, RSM has a much lower false
positive matching rate than quantized SIFT matching (QSM) as evident from the faster
RANSAC times. Visiting fewer leaf nodes during the nearest neighbor search increases
the false positive matching rate and consequently the pose estimation times while having
no impact on the localization effectiveness. Yet, even when visiting only 30 leaves, regu-
lar SIFT matching still achieves faster RANSAC run-times than QSM, especially if the
camera pose cannot be estimated. Using 100 visual words, QSM achieves a localization
effectiveness comparable to RSM. While the median pose estimation time of QSM with
2The experiments were performed on a different machine than the one used in our original publication
[SWLK12], resulting in different timings. Also, our original paper only reports the results obtained
with regular SIFT matching when visiting 300 leaf nodes.
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100 visual words is similar to RSM if a valid pose can be found, there are some database
images for which spatial verification is significantly more expensive, as can be seen from
the longer average run-time of RANSAC. However, applying quantized SIFT matching
can still be more efficient than RSM due to the facts that for most query images it is
sufficient to consider only the top-ranked database image to obtain a valid pose and
that QSM does not require any additional preprocessing time to build a search struc-
ture. Using larger dictionaries, i.e., higher levels in the vocabulary tree, for quantized
search reduces the localization effectiveness of QSM due to the increase in quantization
errors, resulting in fewer correct correspondences that can be found. Consequently, the
localization effectiveness of QSM decreases with increasing vocabulary size. Interest-
ingly, we observe that employing 10k words results in a lower false positive matching
rate compared to using 1k words. This indicates that the finer vocabulary causes QSM
to miss the incorrect nearest neighbors found with 1k words.
Compare to the other two methods, quantized Hamming matching (QHM) offers sig-
nificantly faster correspondence selection times, offering a speed-up of up to two orders of
magnitude compared to regular SIFT matching visiting 30 leaf nodes. Similar to quan-
tized SIFT matching, the localization effectiveness of QHM degrades with increasing vo-
cabulary sizes. In contrast to QSM, the false positive matching rate of QHM decreases
continuously when using more words as the Hamming embedding employed by QSM
achieves a finer subdivision of the descriptor space for larger dictionaries. Consequently,
QHM is more effective than QSM when employing 10k words but cannot register as
many images as QSM for 100 words. However, when the registration efficiency is more
important than the localization effectiveness, quantized Hamming matching offers an
interesting alternative to the other two correspondence selection schemes, especially as
it only requires us to store compact binary strings instead of the full feature descriptors.
Coupled with its faster matching times, QHM could thus be employed on mobile devices.
Using RootSIFT. In the final experiment of this thesis, we compare the performance
of the three correspondence selection methods obtained using RootSIFT [AZ12] instead
of classical SIFT descriptors. As we have shown in Chap. 7, employing RootSIFT enables
us to increase the localization effectiveness while decreasing the false positive matching
rate. In this experiment, we thus want to evaluate whether using RootSIFT results in
a significant enough reduction of incorrect matches such that quantized SIFT matching
can consistently offer faster matching and pose estimation times than RSM.
Tab. 8.3 presents the results of our experiment. As can be seen by comparing Tab. 8.3
with Tab. 8.2, using RootSIFT results in faster spatial verification times for all methods.
While especially the median pose rejection time of QSM is drastically reduced, there
are still some images for which QSM finds many wrong matches as evident by the
difference between the median and mean RANSAC times. Thus, we conclude that regular
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voc. size corr. RANSAC [ms] pre-
/ # visited # reg. search accept reject processing
Method leaves images [ms] median mean median mean time [ms]
regular SIFT 50 329 (89%) 74.9 4.5 7.7 0.0 13.7 30.3
30 329 (89%) 49.6 4.9 9.5 0.0 20.6 30.2
quantized 100 326 (88%) 60.6 7.3 108.3 2.2 449.3 -
SIFT 1k 309 (84%) 8.1 13.8 310.4 329.3 1392.4 -
10k 241 (65%) 1.9 8.5 32.3 0.2 49.9 -
quantized 100 316 (86%) 2.4 66.1 979.0 6015.1 5113.8 5.6
Hamming 1k 300 (81%) 0.8 7.5 46.5 3.0 300.6 5.7
10k 275 (75%) 0.5 4.4 19.7 0.0 121.9 6.1
Table 8.3.: The localization effectiveness and the matching and pose estimation times
per query image / database image pair when using RootSIFT [AZ12] instead of classical
SIFT descriptors. Employing RootSIFT increases the localization effectiveness while
decreasing the pose estimation times since fewer incorrect matches are found. Regular
SIFT matching offers the best combination of localization effectiveness and efficiency.
SIFT matching still offers the best compromise between localization effectiveness and
registration and rejection times.
8.5. Discussion
As we have shown in Chap. 7, there is a clear limit to the scalability of direct matching
methods employing the SIFT ratio test to reject ambiguous 2D-to-3D matches, caused
by the increasing density of the descriptor space. Image retrieval approaches for image-
based localization thereby present a viable alternative to direct matching schemes since
they do not rely on the ratio test to identify database images depicting the same part
of the scene as the query photo. In this chapter, we have therefore analyzed the algo-
rithmic factors that cause the gap in localization effectiveness between image retrieval
approaches and our own direct matching methods that has been observed in Part II.
Using the inherent similarity between retrieval and our own vocabulary-based prioritized
search (VPS) framework, we have been able to identify two possible factors: Incorrect
votes are caused by the simplified definition of descriptor similarity implied by using
visual words, which ignores the fact that each image feature can correspond to at most
one 3D scene point. View quantization is the effect that no single database image shares
enough visual overlap with the query image, leading to the problem that not enough cor-
respondences can be found during image matching to facilitate pose estimation. Showing
experimentally that selective voting schemes designed to handle incorrect votes achieve
a better localization effectiveness than VPS, we have been able to demonstrate that
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incorrect votes are the major algorithmic factor responsible for the gap in registration
effectiveness. Using Hamming embedding [JDS08] to obtain compact binary strings
from regular SIFT descriptors, selective voting can be implemented without sacrificing
the advantages in run-time and memory efficiency of image retrieval methods over direct
matching approaches. The resulting Hamming voting approach is more effective than
VPS on all datasets used in this thesis. We have also been able to show that Hamming
voting is able to register more images than active search on those datasets for which
the query photos follow a different spatial distribution than the database images, i.e.,
on the datasets having a greater difference in viewing conditions between the query and
the database images. This indicates that image retrieval approaches employing selective
voting can handle the more challenging localization scenarios, e.g ., trying to localize
Flickr images against street view photos, better than direct matching methods.
While the actual image retrieval step can be performed extremely efficiently, perform-
ing the pairwise feature matching between the query image and the retrieved database
photos and the subsequent pose estimation step is computationally more expensive.
In this chapter, we have therefore evaluated the trade-off between matching efficiency
and accuracy for different correspondence selection methods. While quantized search
methods can accelerate the matching phase, especially when using binary descriptors,
they also result in a higher false positive matching rate and thus longer pose estimation
times compared to regular SIFT matching. However, binarization approaches relying on
learnt projections and thresholds instead of a random projection matrix should be able
to combine the good performance and matching rate of regular SIFT matching with the
speed-up obtained using binary descriptors [SBBF10].
We have shown in Sec. 8.4.1 that incorrect votes will again become a problem for
very large dataset. One possible solution would be to combine image retrieval with an
active search step: We only cast a vote for a database image if we find 2D-3D matches
among the nearest neighbors of the corresponding scene point in 3D. Such an approach
would effectively solve the problem of incorrect votes as we can expect to find no new
matches around unrelated 3D points. However, incorporating such an active search step
into image retrieval without sacrificing run-time efficiency is still an open problem.
Using image retrieval methods is an obvious way to implement indirect matching
since the database photos offer a natural approximation to the viewpoints from which
the scene can be observed. Yet, it is unclear whether we can find an even better scene
representation, e.g ., by clustering viewpoints. Investigating other representations is thus
an interesting research direction.
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In this thesis, we have considered the problem of image-based localization, i.e., the
problem of determining the full camera pose of a query image relative to a 3D model
of a scene. Assuming that the model was created using Structure-from-Motion (SfM)
and that we can thus identify every 3D point with multiple image descriptors, we have
solved this problem by establishing 2D-3D matches between 2D features in the query
image and 3D points in the scene model. These matches can in turn be used to estimate
the camera pose of the query image using an n-point-pose algorithm inside a RANSAC
loop. Our focus has been on developing image-based localization approaches that are
efficient, i.e., spend little time on descriptor matching and pose estimation, and effective,
allowing us to localize query images taken from a wide range of viewing conditions. In the
following, we summarize this thesis and point out the main contributions of its different
chapters. We then conclude this work by identifying open problems and directions for
future research.
9.1. Summary & Contributions
In Part I, we have considered the problem of efficient descriptor matching and the es-
timation of geometric transformations using RANSAC. In Chap. 3, we have introduced
multiple methods for nearest neighbor search in high-dimensional descriptor spaces,
including a discussion of the algorithmic properties of our own quantized matching ap-
proach. The main contribution of this chapter is a detailed theoretic analysis of the com-
plementary advantages and disadvantages of 2D-to-3D and 3D-to-2D matching, which
is later used to derive the active search approach presented in Chap. 6. In Chap. 4, we
have reviewed multiple n-point-pose solvers that are able to estimate the camera pose
from n 2D-3D correspondences and have discussed the RANSAC algorithm, together
with its various modifications, which we use to handle outlier matches during the pose
estimation stage. As the main contribution of Chap. 4, we have presented our spatial
consistency check (SCC) that is able to efficiently detect and remove wrong matches
by considering the neighboring correspondences found in the vicinity of each match.
We have shown experimentally that applying RANSAC on the reduced set of correspon-
dences obtained using the SCC instead of on the full set of matches decreases RANSAC’s
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run-time by up to one order of magnitude. At the same time, our Spatial Consistent
RAndoM SAmple Consensus (SCRAMSAC) algorithm is as fast or even faster than the
most efficient RANSAC modifications published so far while being more robust to noise
and (quasi-)degenerate configurations. The SCC requires multiple neighboring matches
in order to predict whether a correspondence is correct or not, which often cannot be
found when performing 2D-3D search due to the sparsity of the point cloud generated by
SfM. While SCRAMSAC is thus not directly applicable for the image-based localization
methods presented in Parts II & III, its underlying idea of consistency filtering has been
the motivation for our RANSAC pre-filter presented in Chap. 6.
In Part II, we have presented multiple direct matching approaches based on quantized
search. As predicted in Chap. 3, we have shown empirically in Chap. 5 that 2D-to-3D
matching achieves a better localization effectiveness than 3D-to-2D search due to solving
a global instead of a local descriptor matching problem. We have demonstrated that
there is considerable potential to improve the efficiency of 2D-to-3D matching since only
few image features have a corresponding scene point. Consequently, we have proposed
a prioritization scheme for 2D-to-3D matching in order to harness this potential. Our
resulting vocabulary-based prioritized search (VPS) framework, which constitutes the
main contribution of Chap. 5, uses quantized search to estimate the matching costs for
every feature before performing a detailed search for 2D-to-3D correspondences through
the activated visual words. Although conceptually simple, we have demonstrated em-
pirically that our prioritization strategy offers a search performance close to an optimal
scheme that also uses quantized search. Through a rigorous exploration of the parameter
space of VPS, we have shown that our approach outperforms previously published meth-
ods for efficient image-based localization in terms of the number of registered images,
run-time efficiency, and localization accuracy. Although up to one order of magnitude
faster, VPS is not able to achieve the same state-of-the-art localization effectiveness as
kd-tree-based approaches. In Chap. 6, we have therefore demonstrated that we can close
this gap in localization effectiveness by incorporating 3D-to-2D search into our prioriti-
zation scheme. This combination enables us to recover correspondences lost to VPS due
to quantization artifacts induced by the visual vocabulary. As the main contribution
of Chap. 6, we have presented our active search step, which uses 2D-to-3D correspon-
dences to seed 3D-to-2D matching. Active search identifies possible candidate points
for back-matching using efficient nearest neighbor search in 3D. While already offering a
lower computational complexity than soft assignments, we have shown how to make ac-
tive search even more efficient by considering the visibility information readily provided
by SfM. This has enabled us to accelerate both the matching and the pose estimation
stages. Combined with an efficient implementation, our active search approach is the
fastest direct matching method published so far. It achieves state-of-the-art localization
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effectiveness and accuracy over a wide range of scenes and is even more effective than
kd-tree search on larger datasets.
In Part III, we have considered the scalability of image-based localization approaches.
We have shown that the denser descriptor spaces induced by larger 3D models force
the SIFT ratio test to reject more and more correct matches. This clearly limits the
scalability of VPS and other pure 2D-to-3D search approaches, while active search is less
affected due to its ability to recover correspondences using 3D-to-2D matching. We have
shown that using RootSIFT, a recently proposed modification of the SIFT descriptor,
can offset the decline in the effectiveness of the ratio test. Employing RootSIFT instead
of classical SIFT also results in a lower false positive matching rate, enabling a better lo-
calization effectiveness for smaller scenes at faster run-times. Another factor preventing
the scalability of direct matching methods is their high memory consumption, caused
by their need to keep all point descriptors in memory. As another contribution, we
have therefore demonstrated that we can significantly reduce the memory requirements
of our methods without sacrificing localization effectiveness, efficiency, or accuracy by
using only a subset of all available points. However, utilizing such compact models does
not prevent the decline of the ratio test. Consequently, we were able to show that even
scenes consisting solely of landmark buildings, i.e., scenes with highly distinctive global
appearance, contain many repetitive local structures that are nonetheless important to
the geometric structure of the scene. In Chap. 8, we have therefore considered indi-
rect matching methods based on image retrieval since they do not depend on a global
SIFT ratio test. Furthermore, these approaches are inherently more scalable than direct
matching schemes as they do not need to keep all descriptors in memory at all time. We
have shown that the gap in localization effectiveness observed between direct matching
and image retrieval-based methods is caused by casting too many incorrect votes for
irrelevant database images. As the main contribution of Chap. 8, we have therefore
shown that selective voting approaches are able to avoid most of these incorrect votes.
The presented Hamming voting method, based on compact binary embeddings of SIFT
descriptors, maintains the run-time and memory efficiency of classical retrieval methods
while being more effective than VPS. On the more challenging datasets exhibiting larger
differences in viewpoint between the query images and the database photos, Hamming
embedding is even able to be more effective than active search, while obtaining a similar
localization effectiveness on the other models. This indicates that image retrieval-based
approaches using selective voting should be the methods of choice for scalable image-
based localization. As a secondary contribution, we have evaluated the trade-off between
matching efficiency and accuracy for different correspondence selection methods.
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9.2. Future Work
In this thesis, we have focused on solving the image-based localization problem without
using any additional information about the camera pose that might be available. Yet,
even coarse priors for the camera position, e.g ., obtained using GPS, WiFi localization,
or the cell tower id of the current position, could be useful to restrict the set of 3D
points that has to be considered during direct matching, allowing our approaches to
circumvent the scalability problem caused by the increasing density of the descriptor
spaces. At the same time, restricting the search region also prevents that the combined
prioritization strategy utilized by active search degenerates towards the direct scheme,
enabling us to avoid the accompanying loss in localization accuracy. As we have shown
in Chap. 8, incorrect votes again become a problem for image retrieval-based methods
in larger scenes. Once more, prior information about the position of the query image
could be used to avoid this effect. Information about the illumination conditions could
be used to restrict the search even further, e.g ., by ignoring descriptors representing the
night-time appearance of a 3D point when the query image was taken during the day.
The 3D models used in this thesis for experimental evaluation depict either distinct
landmark buildings or the historic inner parts of European cities, i.e., scenes in which
many distinctive features can be found. Consequently, our datasets model an ”easy”
application scenario for image-based localization. However, these types of scenes usually
represent only a small part of urban scenes. For the majority of man-made environments,
we can expect to find many repetitive structures, such as the logos of chain stores, which
pose a severe challenge to both direct (due nearest neighbor search and the ratio test)
and image retrieval methods (due to the increasing number of incorrect votes). As a
result, we can expect a significantly lower localization effectiveness for the larger part
of urban scenes. This problem is further intensified by the dominant use of glass and
other reflecting or refracting structure elements in modern architecture. Local features
found on such structures are extremely viewpoint dependent and thus too unreliable
to be useful for image-based localization. The most important problem in the area of
image-based localization is thus to develop methods that are able to work more reliably
in such challenging environments. Again, having coarse position or pose priors could
simplify this problem significantly.
When performing image-based localization on a very large scale, it is often extremely
time-consuming to obtain enough image data to cover all possible viewing conditions. For
example, the photos taken for Google Street View model only the day-time appearance
of the scenes. However, the non-uniform changes in local illumination caused by the
street lights result in the problem that features are found at significantly different image
positions in night-time imagery. An interesting open problem is thus to find a method
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that is still able to related both day- and night-time photos. Closely related is the
problem of changing scene elements, which is inherent to urban environments. For
example, the owner of a shop might change, resulting in a new logo that differs from the
appearance encoded in the database model. However, the underlying building structure
remains mostly the same. Another possible direction for future research is thus to
incorporate information about the coarse structure of the scene to enable localization in
such changing environments.
At the very beginning of this thesis, we have used the example of a location-based
service for modern smartphones to motivate the need for image-based localization ap-
proaches. As mobile devices become increasingly powerful, performing the actual lo-
calization step, in real-time, on the device itself instead of on a remote server becomes
more and more possible. One major challenge in this scenario are the severe memory
limitations of smartphones, preventing us to store the full 3D models on the devices.
An interesting direction for future work is thus to combine local camera tracking on the
device with sporadic updates about the current global location provided by an external
localization server.
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