ABSTRACT. The equations of the temperature-accelerated molecular dynamics (TAMD) method for the calculations of free energies and partition functions are analyzed. Specifically, the exponential convergence of the law of these stochastic processes is established, with a convergence rate close to the one of the limiting, effective dynamics at higher temperature obtained with infinite acceleration. It is also shown that the invariant measures of TAMD are close to a known reference measure, with an error that can be quantified precisely. Finally, a Central Limit Theorem is proven, which allows the estimation of errors on properties calculated by ergodic time averages. These results not only demonstrate the usefulness and validity range of the TAMD equations, but they also permit in principle to adjust the parameter in these equations to optimize their efficiency.
INTRODUCTION
The estimation of free energies and partition functions is a classical problem in statistical physics [17, 12, 5] . Given a potential U : D q × D z → R defined on some domain where β > 0 is a parameter and it is assumed that the properties of U are such that the integral in (1.1) converges. The free energy A(z) and the partition function Z(z) associated with U for a given value β are informative in a variety of contexts. For example:
• In standard statistical mechanics, where the measure e −βU(q,z) dq properly normalized is the equilibrium measure of a thermal system at inverse temperature β (canonical ensemble), A(z) and Z(z) give important information about the thermodynamic properties of this system as a function of the control parameter z.
• The calculation of A(z) and Z(z) is also useful in machine learning, where many generative models are defined in terms of unnormalized probability measures. In this set-up, the calculation of Z(z) allows the estimation of the probability of a state q in the data set, given the parameter z.
• Let U (q, z) = V (q) + k ξ(q) − z 2 where V : D q → R is the potential energy function, k > 0 is a parameter, · some norm on R n , and ξ : D q → D z some collective variables giving a coarsegrained information on the system. In this setting, A(z) and Z(z) give information about the push forward of the measure proportional to e −βV (q) dq by the map ξ (also known as the image measure by ξ). Specifically, as k → ∞, Z(z) converges to the density associated with this pushforward measure.
Many methods have been introduced to calculate A(z) and Z(z). Since one is typically interested in situations where the dimensionality of the domain D q is large, d ≫ 1, a calculation of the integral in (1.1) by analytical tools or standard numerical integration methods is usually hopeless. In these situations, one therefore typically resorts to methods aiming at sampling the measure proportional to e −βU(q,z) dq dz, upon noticing that Z(z) is the density of the marginal of this measure in the variables z . Alternatively, the gradient of the free energy A(z) can be expressed as an expectation with respect to the measure proportional to e −βU(q,z) dq as
from which A(z) can then be estimated by so-called thermodynamic integration [16] . The sampling of Z(z) or the calculation of the expectation can be done e.g. via MetropolisHastings Monte-Carlo sampling [21, 14] or via time-averaging along the solutions of certain stochastic differential equations (SDE), see for instance the review [19] . Possible SDEs are
or dq t = M −1 p t dt, dp t = −∇ q U (q t , z) dt − γ M −1 p t dt + 2γβ −1 dW t , (1.4) where M is a positive definite matrix called mass matrix, γ > 0 is the friction coefficient, and W t is a standard d-dimensional Wiener process. In the chemical-physics literature, (1.3) and (1.4) are referred to as the overdamped and inertial Langevin equations, respectively. Under suitable assumptions on U and the nature of the domain D q , both these equations are ergodic with respect to equilibrium measures whose configurational part is proportional to e −βU(q,z) dq, implying that
In practice, however, vanilla approaches based on estimating ∇ z A(z) via (1.5) typically fail. The reason is that the evolution of q t in D q can be impeded by barriers of energetic or entropic origin created by the complex structure of U . These barriers create dynamical bottlenecks that may render the convergence of the time-average at the right-hand side of (1.5) very slow on the clock over which the numerical integration of (1.3) or (1.4) need to be performed. Several methods have been introduced to remedy this problem (see e.g. [8, 1, 23] for recent reviews and [18] for a mathematical perspective on the topic). As a rule, these methods are based on some appropriate modifications of the evolution equations in (1.3) and (1.4) that allow the trajectory to surmount the barriers in U and explore D q faster, thereby accelerating the convergence of (1.5).
The main objective of this paper is to analyze one such method, namely the temperatureaccelerated molecular dynamics (TAMD) technique [20, 2, 3] . TAMD is based on extensions of (1.3) or (1.4) in which the control parameters z themselves are made dynamical.
For the overdamped Langevin dynamics, these extended equations read
where W q t and W z t are independent standard d-and n-dimensional Wiener processes respectively; while, for the inertial Langevin dynamics, they read
(1.7)
These equations contain two important parameters: the acceleration factor, δ −1 > 1, and the artificial temperature,β −1 . Taking the first parameter sufficiently large, i.e. choosing δ ≪ 1, allows to accelerate the evolution of q t or (q t , p t ) compared to that of z t . As a result, one expects that, given the curent value of z t , q t or (q t , p t ) will rapidly equilibrate according to some invariant measure parametrized by the value z t , and the slow evolution of z t will only be affected by the average effect of q t or (q t , p t ). More precisely, one expects that in the limit as δ → 0, the evolution of z t will be effectively captured by that ofz t satisfying
(1.8) where we used (1.2). A finite time convergence result can be made rigorous using averaging techniques [22] , as already formally done in [20] . In contrast, we focus here on longtime properties.
In view of (1.8), and if we take the artificial temperature higher than the physical one, i.e.β < β, (1.6) and (1.7) effectively allow one to sample the free energy calculated at the physical temperature using an artificially high temperature to accelerate this sampling. Indeed, the invariant probability measure of (1.8) is
where we assumed that the unimportant additive constant that can be added to A(z) is chosen so that this measure is normalized. For δ ≪ 1, one expects the invariant measures for (1.6) and (1.7) to be close to the reference measures
and ν ref (dq dp dz) = e −βU(q,z) e −(β−β)A(z) e −βp T M −1 p/2 dq dp dz, (1.11) respectively. The marginal in z of these measures isν ref . Since δ is small but finite, in order to make this statement precise, we need to estimate how close the invariant measures for (1.6) and (1.7) are from (1.10) and (1.11). We would also like to estimate how fast the solutions to these equations converge to their invariant measures. These questions are nontrivial since, withβ = β, (1.6) and (1.7) are non-reversible stochastic dynamics. The results we obtain on the convergence of TAMD are presented in Sec. 2. Basically, we first establish in Sec. 2.1 the exponential convergence of the law of the processes (1.6) and (1.7), with a rate close to the convergence rate of the limiting dynamics (1.8). We next give an asymptotic expansion of their respective invariant measures in powers of the parameter δ and establish their closeness to the known reference measures (1.10) or (1.11) (see Sec. 2.2). We finally state in Sec. 2.3 a central limit theorem for the computation of ergodic averages, with an asymptotic variance close to the one associated with the limiting dynamics (1.8). The proofs of these results are given in Secs. 3, 4, and 5. Beside establishing the validity range of the TAMD equations in (1.6) and (1.7), these results also permit in principle to adjust the parameters in these equations to optimize their efficiency.
SET-UP AND MAIN RESULTS
We focus on situations where the system's positions q are in a compact domain with periodic boundary conditions D q = (LT) d (as is standard in practical applications in computational statistical physics) and, for the inertial dynamics, the associated momenta are in R d . We also assume that z ∈ D z = T (the extension to D z = T n with n > 1 is straightforward but makes the notation more cumbersome), and denote the extended phase space for q and z, or q, p and z, by E = E x × D z , with E x = D q or D q × R d , respectively. In the sequel, we denote by x the physical variable -namely, x = q in the overdamped case and x = (q, p) in the inertial case. We also assume that the potential energy function U : D q × D z → R is smooth. Let us emphasize that it is important for our analysis that D q × D z is bounded since we use several times that functions such as ∇U and ∇(∂ z U ) are uniformly bounded.
We write the generators of the dynamics (1.6) and (1.7) as
with
, and, in the overdamped case (1.6),
while, in the inertial case (1.7),
We also denote by A the generator of the limiting dynamics (1.8): 2) and assume that A(z) is shifted by an unimportant additive constant chosen such that
We consider all operators as defined on L 2 (ν ref ) otherwise explicitly mentioned. In particular, the adjoint T * of a closed operator T is defined by the following property: for any smooth functions ϕ, φ (compactly supported in the p variable for the inertial dynamics),
Forβ, β, δ > 0 fixed, it is easy to prove that the dynamics (1.6) and (1.7) have a unique invariant measure ν δ (dx dz) with a smooth, positive density with respect to the Lebesgue measure. This is clear in the overdamped case (1.6) since the dynamics is set on a compact space and the Brownian motion acts on all variables (hence the generator is elliptic). For the inertial case (1.7), the existence and uniqueness of the invariant measure relies on the fact that 1 + |p| 2 is a Lyapunov function, together with some minorization condition on the continuous dynamics or a controllability argument combined with the hypoelliptic nature of the generator; see the review in [19, Section 2.4] and references therein. In any case, the smoothness of the invariant measure is a consequence of the hypoellipticity of the generator.
Denoting by ψ(t, x, z) dx dz the law of the stochastic processes (1.6) or (1.7) at time t (by hypoellipticity, it can indeed be shown that the law has a smooth density with respect to the Lebesgue measure), the Fokker-Planck equation governing the evolution of the law reads
In particular, introducing
the function h δ is smooth and satisfies the stationary Fokker-Planck equation
We expect that h δ can be expanded at any order in δ, with a leading term which is 1. This result is established below in Theorem 3. We also expect that f (t) converges to h δ , as made precise in Theorem 2.
2.1. Exponential convergence of the law. Our first set of results concerns the convergence of the law of the processes towards the invariant measure. In view of (2.3), f (t) = e tL * δ f (0), so that the convergence result can be rephrased as a convergence result for the evolution semigroup e 
For the overdamped dynamics (1.6), the constant c ε can be chosen equal to 1.
This result is proven in Sec. 3. It shows that the convergence rate of the law of the TAMD dynamics can be made arbitrarily close to the convergence rate of the law of the limiting dynamics (1.8) upon choosing δ sufficiently small. Recall indeed that the Poincaré inequality (2.5) implies that, for a function g :
, the following convergence result holds for the semigroup e tA * associated with (1.8):
see for instance [4] .
From a technical viewpoint, the proof uses techniques similar to ones used to prove the convergence of the semigroups associated with overdamped or inertial Langevin dynamics at equilibrium, namely Gronwall-type estimates for the squared norm in L 2 (ν ref ) of solutions of the Fokker-Planck equation (2.3); see for instance [4] in the overdamped case, and [13, 26, 10, 11] in the inertial case; as well as the review provided in [19, Section 2] .
The contraction estimates (2.6) also imply resolvent estimates on the generator and its adjoint. To state these estimates, we introduce the projectors
and
as well as the images of L 2 (ν ref ) by these projectors:
Finally, we denote by B(E) the Banach space of bounded, linear operators on a Banach space E, and by · B(E) the associated norm:
Then Theorem 2 implies:
where c ε is the constant appearing in Theorem 2.
This result is proved in Section 3.
2. An implicit statement in the above corollary (made explicit in the proof) is that the operator L * δ commutes with Q δ and therefore stabilizes
; and similarly that L δ commutes with P δ and therefore stabilizes P δ L 2 (ν ref ).
2.2.
Perturbative expansion of the invariant measure. A second set of results proven in this paper concerns the expansion in powers of δ of the invariant measure dν δ = h δ dν ref , relying on asymptotic expansions and the resolvent bounds from Corollary 1. In order to state it, we introduce the projection operator with respect to the conditional measure in x at fixed z:
where
It is in fact possible to construct higher order correction terms in order to have remainders of arbitrary power of δ. The proof of Theorem 3 is given in Sec. 4, where it shown in particular that h makes sense.
2.3.
Characterization of the asymptotic variance. In practice, average properties are estimated using ergodic means. For a given observable ϕ ∈ L 1 (ν δ ),
by Corollary 1 ensures that a central limit theorem holds for any initial distribution (see [6] ), with associated asymptotic variance
The following result shows that, with some additional regularity/integrability properties on the observable, the asymptotic variance σ 
A quantitative estimate of the error however requires considering more regular observables, namely in
. We state this result as:
A careful inspection of the proof would allow to make precise the leading order term in the difference of the asymptotic variances. We refrain here from doing so since the expression of this leading order correction is somewhat cumbersome. Theorem 4 directly follows from two points: (i) the expansion for the invariant measure provided by Theorem 3, which shows in particular that there exists K > 0 such that, for δ > 0 sufficiently small, 
The proof of this proposition is given in Sec. 5.
PROOF OF THEOREM 2
We start by noting that, for the overdamped dynamics (1.6), the operator L δ can be rewritten as
The first two terms in the expressions for L δ will provide a control on the derivatives with respect to x and z, hence on the norm of functions with average 0 with respect to ν ref .
The last term can be considered as a perturbation. In all this proof, we consider functions to be real valued for the simplicity of notation. It is straightforward to extend the proofs to complex valued functions upon taking real values of the scalar products when necessary.
In order to encompass both overdamped and inertial dynamics, we introduce the following scalar product, suggested in [10, 11] (see also [15, 25] 
where, for some parameter η ∈ (0, 1) to be made precise,
In this expression, B is the following bounded operator acting on variables q, p only:
where M mId (in the sense of symmetric matrices) and
−1 p dp.
The operator B only makes sense for the inertial dynamics, so that we always set η = 0 for the overdamped dynamics. The modified scalar product is equivalent to the standard one since
see [10, 11, 15, 25] ; more precisely
The interest of the modified scalar product lies in the following coercivity estimates for the virtual dynamics (i.e. the dynamics on q or (q, p) with z fixed).
Lemma 1.
For any η > 0, there exists ρ > 0 such that, for all smooth and compactly supported function f ,
In particular,
The second statement follows directly from the first one by integrating in z and using (3.1). The proof of the first statement for the overdamped dynamics is a direct consequence of the following Poincaré inequality, which is uniform in the parameter z (relying on the smoothness of U and the fact that D q , D z are both bounded): there exists R q > 0 such that, for any
In this case, it is possible to consider η = 0 and ρ = R 2 q /β. For the inertial dynamics, the first statement is proved as in [10, 11] , relying also on the above uniform in z Poincaré inequality. A careful inspection of the proof for the inertial dynamics shows that ρ is of order η (see for instance [25] ).
Remark 5. In both cases, the parameter ρ > 0 quantifies the mixing rate of the dynamics, uniformly in z: the larger it is, the faster the mixing is. The parameter ρ would typically be small if there is some metastability in the dynamics for a given value of z.
The estimates of Lemma 1 show how to bound
using only the part L 0 of the dynamics depending on the spatial variables x = q or (q, p). Now, recall that
we therefore need to control the missing part Π z f , using the part of the generator depending on derivatives in z. Before we state such a result in Lemma 3 below, we mention commutator identities which are useful for inertial Langevin dynamics. 
Moreover,
The proof of the first inequality is postponed to Section 3.1; the second one is easily checked by a direct computation. 
For overdamped dynamics, it is possible to consider α = 0 and η = 0.
Proof. Using first the Poincaré inequality (2.5) (since f is of zero average with respect to ν ref hence Π z f has zero average with respect toν ref ), and then (3.5),
where we used the fact that Π z (∂ z U − A ′ )Π z = 0 since ∂ z U − A ′ has zero average with respect to e −β(U(q,z)−A(z)) dq. Therefore,
which already gives the result for overdamped dynamics.
For inertial Langevin, we use (3.1) to write
We next note that
In view of Lemma 2,
so that, for η > 0 sufficiently small,
.
The final result then immediately follows from this inequality and (3.7), upon taking η > 0 sufficiently small.
We finally give estimates on the non-symmetric part of the adjoint of
Lemma 4. For any α > 0, there is η > 0 and C α ∈ R + such that, for all smooth and compactly supported functions f ,
Proof. We start by noting that
. For the second one, we use the commutation rule (3.5) and the orthogonality of
Applying this result to
Noting that
the last factor on the right-hand side of (3.8) can be bounded as (using again (3.5))
The two extra terms in the scalar product (·, ·) η for the inertial dynamics can be estimated in a crude manner as
and the same upper bound for the other term
The final estimate follows by Young's inequality, upon taking η > 0 sufficiently small.
As a consequence of the previous results, we obtain the following key coercivity property for the complete dynamics. 
Proof. The proof of this result is based on Lemmas 1, 3 and 4. The value of η > 0 is first fixed by Lemmas 3 and 4. More precisely, for any α > 0, there exist η > 0 and a constant C α > 0 such that
(1 + η)(f, f ) η as well as the bound (3.6) and (3.4) . This shows that, for any ε > 0, there exist η > 0 and C > 0 such that
Choosing δ > 0 sufficiently small in Lemma 1,
from which the conclusion follows by possibly further decreasing η and δ.
We can now finally conclude the proof:
such that f 0 , g 0 both have average 1 with respect to ν ref (the general case where f 0 , g 0 have the same average but for a value different from 1 is directly obtained by linearity), and set f (t) = e tL * δ f 0 and g(t) = e tL * δ g 0 . Note that f (t) − g(t) has zero average with respect to ν ref for all t 0, as can be seen for instance by computing the time derivative:
Therefore, for the values ε, η, δ given by Corollary 2,
By a Gronwall inequality,
This contraction estimate allows to prove that there is a unique limiting function h δ ∈ L 2 (ν ref ), by following the argument provided in [7, Section 3.1]. The exponential contraction (2.6) is then obtained by setting g 0 = h δ . The constant c ε in (2.6) is (1 + η)/(1 − η) by the equivalence of norms (3.1). It is smaller than 2 for η 3/5, which can be assumed without loss of generality.
Proof of Lemma 2.
We show the result for B∂ z − ∂ z B, the proof being similar for
Since Π p and ∂ z commute,
The second operator on the right-hand side is bounded since ∇ q (∂ z U ) is uniformly bounded and Π p ∇ p is a bounded operator on L 2 (ν ref ), as can be seen by writing the action of this operator in a Hermite basis of the momenta variables (as made precise in [25] for instance). To conclude the proof, it remains to show that the first operator on the right-hand side of the last equality is bounded. We use to this end the commutator identity
so that
Therefore,
Let us show that both S and T are bounded operators on L 2 (ν ref ). Since ∇ * q ϕ = −∇ q ϕ + β(∇U )ϕ and ∇U, ∇ q (∂ z U ) are uniformly bounded functions, it suffices to prove that the operator
is bounded in order to conclude that S is bounded. Now, S S * = F (∇ * q ∇ q ) with F bounded, so that S S * is bounded by spectral calculus (see for instance [24, 9] ). Therefore,
This shows that S * is bounded, hence S is bounded. For the operator T , we note that (with inequalities in the sense of symmetric operators)
where M m Id with m > 0. Therefore, T T * is bounded again by spectral calculus, hence T is bounded.
3.2. Proof of Corollary 1. Let us first note that (2.6) can be rewritten as
In fact, since
The next point is that Q δ and e tL * δ commute since
Therefore, the operator
is a well defined bounded operator by (3.11) , and a simple computation shows that
with inverse U δ , and that
which leads to the desired operator bound. For the estimates on (L δ P δ ) −1 , we note that Q *
−1 therefore immediately implies the bound on its adjoint
PROOF OF THEOREM 3
In order to guarantee that the correction function h is in L 2 (ν ref ), we rely on the regularity of
where we recall W is defined in (3.10); as well as the following lemma, whose proof is postponed till Sec. 4.1.
Using this result, the next step is to construct functions
The equality (4.2) can be obtained from the hierarchy
These equations should be understood as a family of PDEs in x, parametrized by z. Let us give the formal solutions to these equations, discussing regularity and integrability issues only in a second step. For a given value of z, the solvability condition for the first equation is that g 1 (·, z) has zero average with respect to ν ref,z (dx) for all z ∈ D z (see the estimate recalled in Lemma 1 which implies the invertibility of L * 0 on Ran(1 − Π z )). It is at this stage that the choice of the reference measure is crucial. In view of (4.1), it suffices to show that W has zero average with respect to ν ref,z (dx) for all z ∈ D z . We rewrite to this end the definition (3.10) as
Each of the two factors in the last equality has mean 0 with respect to ν ref,z (dx) in view of the following identities: 
with h unspecified at this stage. Let us now prove that it is possible to construct a function h such that L * 0 h = −L * 1 h. This condition will in fact determine h. The solvability condition reads
where we have used again that Π z W = 0 as well as the reformulation
(from the coercivity property implied by the Poincaré inequality (2.5)). It is then also possible to consider
To conclude the proof, we note that
so that the desired estimate follows from Corollary 1.
Proof of Lemma 5. Let us first recall that
are bounded operators, for the overdamped and inertial dynamics respectively. Indeed, for overdamped dynamics,
with operator norm lower than
. The result now relies on commutator identities. For the overdamped dynamics,
It is then easy to see that ∂ z (L * 0 )
For the inertial dynamics, the proof follows the same lines since
For second order derivatives in z, we again use the above commutation rule. For the overdamped dynamics, a repeated use of (4.4) gives 
which is the sum of a bounded operator on L 2 (ν ref )
, and the composition of the bounded operator L −1 
(which is indeed the case when ψ ∈ H 2 (ν ref )) with, for some K > 0 independent of ϕ,
then, by construction, the right-hand side of the above equation is in P δ L 2 (ν ref ) since it is in the image of L δ and hence has zero average with respect to ν δ . Therefore, the desired estimate directly follows from (2.9) and the resolvent estimates provided by Corollary 1.
Let us now turn to the construction of the functions Ψ, ψ, following a strategy very similar to the one used for the proof of Theorem 3. For the regularity estimates, we use the fact that L 1 is a bounded operator from H 
It is also easy to check that ψ ∈ H 2 (ν ref ) and that (5.1) is satisfied.
