Abstract: High-frequency data in financial markets often include multiple transactions at each recording time due to the mechanism of recording. Using random matrix theory, this paper considers the estimation of integrated covariance (ICV) matrices of high-dimensional diffusion processes based on multiple high-frequency observations. We start by studying the estimator, the time-variation adjusted realized covariance (TVA) matrix proposed by Zheng and Li (2011), without microstructure noise. We show that in the high-dimensional case, for a class C of diffusion processes, the limiting spectral distribution (LSD) of the averaged TVA depends not only on that of the ICV but also on the number of multiple transactions at each recording time. However, in practice, observed prices are always contaminated by market microstructure noise. Thus, we also study the limiting behavior of pre-averaging averaged TVA matrices based on noisy multiple observations. We show that for processes in class C, the pre-averaging averaged TVA has two desirable properties: it eliminates the effects of microstructure noise and multiple transactions, and its LSD depends solely on that of the ICV matrix. Further, three types of nonlinear shrinkage estimators of the ICV matrix are proposed based on high-frequency noisy multiple observations. Simulation studies support our theoretical results and demonstrate the finite sample performance of the proposed estimators. Finally, highfrequency portfolio strategies are evaluated under these estimators in real data analysis.
Introduction
The covariance structure of capital markets is of great interest to investors and researchers, as it has a critical role in financial problems such as pricing and investment. Suppose that we have p stocks whose latent log price at time t is denoted by X t = (X (1)
T , where T denotes the transpose. The following diffusion processes are commonly used to model financial asset price processes:
dX t = µ t dt + Θ t dW t , t ∈ [0, 1], (1.1)
where (µ t ) = (µ
T is a p-dimensional drift process, (Θ t ) is a p × p matrix, the so-called covolatility process at time t, and (W t ) is a p-dimensional standard Brownian motion. The interval [0, 1] represents the time period of interest, such as one trading day. The integrated covariance (ICV) matrix given by
is of fundamental importance in risk management and portfolio allocation for high-frequency financial data. In the one-dimensional case, the ICV matrix reduces to the integrated volatility. The estimation of the ICV matrix is a fundamental problem in financial applications. The classical estimator of the ICV matrix is the so-called realized covariance (RCV) matrix, which is defined as follows. Suppose that we can observe the log price processes {X . . .
In the case where dimension p is fixed and the number of observations n goes to infinity, the consistency and central limit theorem for the RCV have been well studied, for example, by Andersen and Bollerslev (1998) , Andersen et al. (2001) , Barndorff-Nielsen and Shephard (1993) , and Jacod and Protter (1998) . However, the classical estimator RCV matrix is no longer consistent in high-dimensional settings, where the number of stocks p increases with the observation frequency n at the same rate (see Wang and Zou (2010) , Fan et al. (2012) , Tao et al. (2011) , Zheng and Li (2011) , and Xia and Zheng (2018) , for instance). Notably, when the sparsity assumptions on the high-dimensional ICV matrix are not satisfied, a key assumption can be used to solve the problem of estimation of the ICV matrix, that is, the class C condition.
Definition 1.1. Suppose that (X t ) is a p-dimensional process satisfying (1.1) and Θ t is càdlàg. Then (X t ) belongs to class C if, almost surely, there exist γ t ∈ D([0, 1]; R) and Λ a p × p matrix satisfying tr(ΛΛ T ) = p such that It has been shown that the log price process (X t ) belongs to class C in Proposition 4 of Zheng and Li (2011) , with the reasonable assumption that the correlation structure of (X t ) does not change over a short time period. Moreover, the class C process accommodates both stochastic volatility and the leverage effect, which are common features of financial data. Thus, for class C processes, the limiting behavior of the RCV matrix has been well studied, by Zheng and Li (2011) , Lam et al. (2017) , Xia and Zheng (2018) , and others. However, the RCV matrix cannot be used to make robust inferences regarding the spectrum of the ICV matrix, owing to the difficulty of estimating the unknown and time-volatile covolatility process (γ t ). Hence, an alternative estimator has been proposed, the time-variation adjusted realized covariance (TVA) matrix, which is defined as
The basic idea is to eliminate the influence of the (unknown) covolatility process (γ t ) from the limiting spectral relationship between the ICV matrix and its estimator TVA matrix. Although the TVA matrix remains inconsistent, using random matrix theory, Theorem 2 of Zheng and Li (2011) shows that its limiting spectral distribution depends solely on the ICV matrix through the Marčenko-Pastur equation (2.6) (see Theorem 2.2). Therefore, the spectrum of the ICV can be recovered using existing algorithms, such as those developed by Karoui (2008) , Mestre (2008), and Bai et al. (2010) . However, these approaches have only been applied to datasets that contain exactly one transaction during one time stamp. Specifically, the estimators, RCV and TVA, are established based on the assumption that there is only one observation X ti at each recording time t i . However, this is not necessarily the case in practice. In high-frequency financial markets, owing to heavy market trading and the limitations of the recording mechanism, multiple transactions often occur at each recording time. For example, Table 1 displays the numbers of transactions and different prices for Apple, Cisco Systems, and Microsoft Corporation in the first 30 seconds of trading on November 4, 2016. In the case of Apple, there were 867 different transaction prices for a total of 5387 transactions in this time interval, and the number of transactions per second ranged from 32 to 632, with an average of about 180 transactions per second. However, there was no information regarding the ordering of the different prices occurring at each second. Such multiple transactions occur throughout the trading day, not only at the opening of the market. Figure 1 shows in detail the numbers of transactions and different transaction prices of Apple stock during the first imsart-generic ver. 2014/10/16 file: Arxiv_04Sep2019.tex date: September 6, 2019 :15  131  34  65  13  130  12  9:30:16  158  31  108  20  238  15  9:30:17  60  25  24  7  98  10  9:30:18  194  19  149  5  265  9  9:30:19  101  13  25  9  90  13  9:30:20  338  29  126  10  270  12  9:30:21  45  8  43  6  42  5  9:30:22  59  10  43  6  52  4  9:30:23  32  11  13  6  41  8  9:30:24  632  103  4  3  80  7  9:30:25  85  36  86  16  64  6  9:30:26  34  10  2  2  58  7  9:30:27  33  7  6  6  16  2  9:30:28  73  17  1  1  14  2  9:30:29  55  9  3  3  33  8  9:30:30  69  14  10  4 five minutes after opening of trading hours on November 4, 2016. There were 161814 transactions for Apple stock, of which 11523 were multiple transactions (more than one transaction per second), representing approximately half of the total transactions. In the presence of multiple transactions, the order of consecutive ticks is not observed and hence it is not possible to obtain the increment, as ∆X i in RCV or TVA, at each time stamp. Thus, it is natural to ask what effects multiple transactions have on the estimation of the ICV matrix, and whether an estimator of the ICV matrix can be obtained for use in the case of high-frequency multiple observations in a high-dimensional setting. The effect of multiple transactions has been studied in the one-dimensional case; see et al. (2017) , Liu (2017) , and Liu et al. (2018) . However, few studies have focused on high-dimensional settings. As the RCV matrix is not suitable for making a robust inference of the ICV matrix, the present work mainly focuses on investigating the limiting behavior of a TVA matrix based on high-frequency data with multiple transactions. The effect of multiple transactions can be easily illustrated in the simplest case as follows. We set the number of stocks to p = 100, the observation frequency to n = 390 (one record per minute), and assume equally spaced observation times (t i = i/n) and an equal number of transactions at each time point, i.e., L i ≡ L, i = 1, 2, · · · , n. Suppose that the log price processes {X sj } are generated from the model dX s = ΛdW s , with Λ = (0.5 |k− | ) k, =1,··· ,p and equally spaced time points s j = j/(nL), for j = 1, · · · , nL. The observations X ti are approximated by the averages of L multiple transaction prices at each time point t i , that is,
Jing
From random matrix theory, for any p-dimensional symmetric matrix A, the empirical spectral distribution (ESD) is defined as 4) where I(·) is an indicator function and λ j (A) denotes the jth largest eigenvalue of matrix A. The limit of ESD is referred to as the limiting spectral distribution (LSD), if it exists. To illustrate the effects of multiple transactions, Figure 2 presents the ESDs of TVA matrices with different values of L. Clearly, the ESDs of TVA matrices depend heavily on the value of L, the number of transactions, and tend to be stable when L is large. This implies that the result of Theorem 2 in Zheng and Li (2011) may no longer hold when multiple transactions occur. Hence, it is necessary to develop new theoretical results for TVA matrices and propose an estimator of the ICV matrix based on high-frequency multiple observations. Plots of ESDs of TVA matrices with different values of L, for number of stocks p = 100, observation frequency n = 390, and multiple transaction frequency L = 1, 2, 5, 10, and 20, respectively. The log price processes {Xs j } are generated from the model dXs = ΛdWs with Λ = (0.5 |i−j| ) i,j=1,··· ,p and equally spaced time points s j = j/(nL) for j = 1, · · · , nL. The observations at each time t i = i/n are approximated by the averages of L log prices, that is,
The TVA matrices were established based on observations {Xt i } for different values of L.
In this work, we first study the limiting behavior of TVA matrices based on high-frequency multiple observations without considering microstructure noise. We show that in the high-dimensional case, for a class C of diffusion processes, the LSD of an averaged TVA (ATVA) matrix depends not only on that of ICV but also on the numbers of multiple transactions at each recording time. Hence, we propose an adjusted ATVA (A-ATVA) estimator based on latent multiple high-frequency data. Then, considering that observed prices are always contaminated by market microstructure noise in practice, the limiting behavior of TVA matrices is further studied based on high-frequency noisy observations with multiple transactions. We adopt the pre-averaging approach proposed in Jacod et al. (2009) to deal with microstructure noise and prove that for processes in class C, the pre-averaging ATVA (PA-ATVA) matrix eliminates the effects of both microstructure noise and multiple transactions, and its LSD depends solely on that of the ICV matrix. To develop a consistent estimator of the ICV matrix, three types of nonlinear shrinkage (NS) estimators are considered based on highfrequency noisy multiple observations. Simulation studies are used to support our theoretical results and demonstrate the finite sample performance of the proposed estimators. Finally, high-frequency portfolio strategies are evaluated under these estimators in real data analysis.
We give some notation that will be used throughout this article. Let C, R, Z, and N denote the sets of complex, real, integer, and natural numbers, respectively; C + , a subset of C, contains positive imaginary parts. All vectors are column vectors, and we use | · | to denote the Euclidean norm for vectors. The transpose of any matrix A is denoted by A T . For any real matrix A, A = λ max (AA T ) denotes its spectral norm, where λ max is the largest eigenvalue. ||A|| F = tr(AA T ) denotes the Frobenius norm of matrix A. For any distribution function F , m F (·) denotes its Stieltjes transform defined as
where (z) is the imaginary part of z, and · indicates rounding down to the nearest integer. The rest of the paper is organized as follows. The main theoretical results are presented in Section 2, in which two asymptotic properties of ATVA matrices are established based on latent log price process and noisy observations with multiple transactions, respectively. Further, three types of NS estimators are given in Section 3. Simulation studies and real data analysis are shown in Section 4. Conclusions are drawn in Section 5, and detailed proofs are provided in the Supplementary material.
Main results
The following model settings are assumed in the case of high-frequency data with multiple transactions. In a given time interval [0, 1], one trading day, for any process (V t ), suppose that (V t ) can be observed at time points t i = i/n and there are L i (L i ≥ 1) transactions during each time interval (t i−1 , t i ], for i = 1, · · · , n. Let V Ti−1+j be the jth observation at transaction time s Ti−1+j during time interval (t i−1 , t i ] with T 0 ≡ 0 and
The observations at each recording time point {t i } are as follows:
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. . .
Theoretically, these observations occur consecutively during time interval (t i−1 , t i ]. However, in practice, the observations at each recording time t i lose their order of arrival owing to the recording mechanism, as is clear from 
Ln observations at tn .
One commonly used method to deal with multiple transactions involves taking averages of the multiple transaction prices at each time point t i , that is,
and using V i to approximate the observation at time point t i . Then the increment becomes
Li , and
which is an asymmetric triangular form of ∆ i,j V.
LSD of non-overlapping averaged TVA (ATVA) matrix
To investigate the effect of multiple transactions, we start by studying the nonoverlapping averaged TVA (ATVA) matrix, A N , which is defined as 2) where
|∆X 2i | 2 . Using the notation in (2.1), the log return based on the averaged log prices becomes
Note that there are two main differences between the ∆X 2i given above and that in (2.6) of Xia and Zheng (2018) , even though they are both described by the weighted mean of log returns. First, for the ∆X 2i above, the averaged number taken within each time interval (t i−1 , t i ] varies owing to the different values of the transaction time. Thus, ∆X 2i is written in an asymmetric triangular form. However, for the ∆X 2i in (2.6) of Xia and Zheng (2018) , the same average number was taken; thus, ∆X 2i was expressed as a symmetric triangular form. Second, in this work, to handle multiple transactions at each recording time, the average numbers taken in {∆X 2i , i = 1, · · · , n} can be either finite or infinite. In practice, the average numbers taken during each time stamp are usually considered as finite numbers. However, an average number that went to infinity was taken in (2.6) of Xia and Zheng (2018) , in order to deal with microstructure noise.
We now state our assumptions.
T and covolatility process (Θ t ) = (γ t Λ); (A.ii) there exists a C 0 < ∞ such that for all p and all l = 1, · · · , p, |µ : l ∈ I p ); moreover, there exists a C 1 < ∞ such that for all p, |γ t | ∈ (1/C 1 , C 1 ) for all t ∈ [0, 1), almost surely; (A.iv) there exists C 2 < ∞ such that for all p and all l, the individual volatilities σ
2 ) for all t ∈ [0, 1] almost surely; in addition, (γ t ) converges uniformly to a nonzero process (γ * t ) that is piecewise continuous with finitely many jumps almost surely; (A.v) there exists C 3 < ∞ and 0 ≤ δ 2 < 1/2 such that for all p, ||ICV|| ≤ C 3 p δ2 almost surely; (A.vi) the δ 1 in (A.iii) and δ 2 in (A.v) satisfy that δ 1 + δ 2 < 1/2; (A.vii) almost surely, as p → ∞, the ESD ofΣ = ΛΛ T converges in distribution to a probability distributionH; (A.viii) N = n/2 with lim p→∞ p/N → ρ ∈ (0, ∞); (A.ix) the transaction durations are equally spaced in each time interval
is a sequence of independent positive integers independent of (X t ) with E(
where f 1,t and f 2,t are càdlàg functions satisfying lim .vi) are reasonable for the underlying log price process proposed in Zheng and Li (2011) . In such a case, no sparsity assumption on the ICV matrix is needed, and the dependence between the covolatility process and the Brownian motion in Assumption (A.iii) allows the leverage effect to be captured. Assumptions (A.vii)-(A.viii) are standard for use in high-dimensional settings in random matrix theory. The numbers of multiple transactions are considered in Assumptions (A.ix)-(A.x) and are assumed to be equal and (weakly) stationary. Assumption (A.ix) is only for theoretical purposes, as it is not required when microstructure noise is involved.
Theorem 2.1. Suppose that Assumptions (A.i)-(A.x) hold. Then, almost surely, the ESDs of ICV and A N converge to probability distributions H and F A , respectively, where
and F A and H are related as follows:
2 ds and m A (z) denotes the Stieltjes transform of
Remark 2.1. Note that if (X t ) belongs to class C then the ICV matrix can be written as ICV = 1 0
of Zheng and Li (2011) shows that the LSDs of Σ andΣ are related through the Marčenko-Pastur equation (see (A.1)), and 2
Throughout the proof of Theorem 2.1 in this paper, the LSDs of Σ andΣ are related through the Marčenko-Pastur equation (see Proposition A.1 in the appendix); however, 2
is no longer consistent with θ in a general setting when L i ≡ 1 is not satisfied. Hence, a non-overlapping A-ATVA matrix, A N , is proposed in Corollary 2.1, the LSD of which depends solely on that of the ICV matrix.
Remark 2.2. Moreover, observe that the stock intraday volatility tends to be U-shaped, which implies that the numbers of transactions at opening and closing of the market tend to be much larger than the numbers in the middle of the day. Thus, if Assumption (A.x) is further taken to be piecewise constant, Corollary 2.1 (see below) holds.
If we further suppose that (f * 2,s ) is piecewise constant, that is, there exist constant numbers
(a i−1 , a i ] and 0 = a 0 < a 1 < · · · < a K = 1, then we define the adjusted ATVA (A-ATVA) matrix as
consequence of Theorem 2.1 is the following corollary, which demonstrates that the LSD of the A-ATVA matrix A N depends solely on that of the ICV through the Marčenko-Pastur equation.
Corollary 2.1. Under the assumptions of Theorem 2.1, if we further suppose that (f * 2,s ) is piecewise constant, then, almost surely, the ESD of A N converges to a probability distribution F A , which is determined by H through the Stieltjes transform via the Marčenko-Pastur equation
where m A (z) is the Stieltjes transform of F A . (2011) ; the quasi-maximum likelihood method studied by Xiu (2010) ; and the pre-averaging approach proposed by Jacod et al. (2009) and Li (2013) . In this section, we propose a PA-ATVA matrix to infer the ICV matrix, taking into consideration both multiple observations and microstructure noise. Instead of the latent process (X t ), the observed contaminated process (Y t ) is usually assumed to follow the additive model
Pre
where ε t = (ε
T denotes the noise process. In the presence of multiple observations, the noisy observations (Y t ) occur as follows:
For any process V t , recall that the average of multiple observations at each recording time t i is denoted by
We further introduce the following notation:
In this work, we adopt a pre-averaging method to deal with microstructure noise. Then, using the notation introduced above, the observed return based on the pre-averaged price becomes
Next, we define an averaged version of the TVA matrix as follows. Let h = ξn β with ξ ∈ (0, ∞) and β ∈ (1/2, 1). Take M = n/(2h) . The PA-ATVA matrix is then defined as
where
One key observation is that the window length h has a higher order than √ n, which enables us to asymptotically eliminate the effect of microstructure noise. To study the behavior of B M based on noisy and multiple observations, we require some assumptions regarding the noise process. Recall that the definition of ρ-mixing coefficients is as follows.
imsart-generic ver. 2014/10/16 file: Arxiv_04Sep2019.tex date: September 6, 2019 Definition 2.1. For a stationary time series (U k ), k ∈ Z, let F j be the σ-field generated by the random variables (U k : −∞ ≤ j ≤ k ≤ ≤ ∞). The ρ-mixing coefficients are defined as
where, for any probability space Ω, L 2 (Ω) refers to the space of square-integrable, Ω-measurable random variables.
(B.i) For all j = 1, · · · , p, the noise (ε (j) t ) is a stationary time series with mean 0 and has bounded 4 th moments and ρ-mixing coefficients ρ (j) (r) satisfying max j=1,··· ,p ρ (j) (r) = O(r − ) for some integer > 2; (B.ii) h = ξn β for some ξ ∈ (0, ∞) and β ∈ ((3 + )/(2 + 2), 1), and M = n/(2h) satisfy that lim p→∞ p/M = c > 0, where is the integer in Assumption (B.i);
As pointed out by Xia and Zheng (2018) , Assumption (B.i) is a quite 'mild' assumption that allows for not only dependence within the noise process, both cross-sectional and temporal, but also dependence between the noise and price processes. We have the following convergence result for the PA-ATVA matrix B M . 
In addition to microstructure noise, another challenge of high-frequency data analysis is asynchronous trading. In practice, different stocks have different numbers of transactions during one time stamp. Take the example of Apple, Cisco Systems, and Microsoft in Table 1; there 
Ti ≤ t i . With asynchronous trading, the average of multiple observations at each recording time t i is denoted as
and the pre-averaging averaged observation becomes
Using the above notation, the PA-ATVA matrix is then rewritten as
nh(s 
Nonlinear shrinkage estimators of ICV
The limiting spectral behavior of matrix B M established in Theorem 2.2 implies that B M is still a bad estimator of ICV. Hence, our next problem was how to build a good estimator of ICV based on high-frequency multiple noisy observations. Ledoit and Wolf (2012) propose a class of rotation-equivariant estimators that retain the eigenvectors of the sample covariance matrix but nonlinearly shrink its eigenvalues by pushing up the small ones and pulling down the large ones without any particular structure assumption regarding the population covariance matrix. This proposal makes perfect sense, as Bai and Yin (1993) and Yin et al. (1998) have provided solid evidence that the extreme eigenvalues of sample covariance matrices are more extreme than the population ones. In this section, motivated by the idea of an NS strategy, we adjust the method proposed in Ledoit and Wolf (2012) and further propose three types of NS estimators of the ICV matrix based on self-normalized noisy observations ∆ Y 2i /|∆ Y 2i |. A similar estimation strategy is applied for asynchronous trading data {Y 
andΣ are related through the Marčenko-Pastur equation (2.6). Suppose that we observe high-frequency multiple noisy observations {Y ti } during time period [T − τ, T ] at current time T , for τ ≥ 1. We construct matrix Ξ based on observations {Y ti } over time period [T − τ, T ] and estimatorθ p based on observations {Y ti } during time interval [T − 1, T ]. We denote the spectral decomposition of matrix Ξ by
where the eigenmatrix
, whose ith column is the eigenvector of Ξ, and Λ T −τ,T = diag{ λ 1 , · · · , λ p } is a diagonal matrix with non-increasing eigenvalues λ 1 ≥ · · · ≥ λ p . To construct an NS estimator of Σ, we retain the eigenmatrix U T −τ,T and consider a class of estimators of the form:
In order to measure the distance between two matrices, we adopt the Frobenius norm. The objective is to find the diagonal matrix D that solves the optimization problem
By elementary calculation, the solution is
Therefore, we propose the following nonlinear shrinkage (NS) estimator for ICV:
where Ledoit and Wolf (2017) .
Averaged nonlinear shrinkage (ANS) estimator
Owing to the difficulty and computational complexity of estimation of d estimator by splitting the data into two parts and regularizing the eigenvalues using two independent sets of split data. The theoretical properties of the regularized eigenvalues in Lam (2016) into two parts, say
} for = 1, 2 and k = 1, · · · , B. We denote the spectral decomposition of Ξ
Then the averaged nonlinear shrinkage (ANS) estimator of ICV is defined as
where diag(A) sets all non-diagonal elements of matrix A to zero. To this end, M τ1 is chosen using the following criterion, arg min
is the candidate set for M τ1 , recommended by Lam (2016) and Lam et al. (2017) .
Mixed nonlinear shrinkage (MNS) estimator
Note that the effective sample size drops dramatically from n to M = O(n 1−β ), for β ∈ (1/2, 1), when the matrix Ξ in (2.5) is constructed. In fact, only diagonal entries of matrix ( U
are needed in the estimator Σ ANS . Hence, motivated by the idea of Liu et al. (2016) , a third type of NS estimator Σ MNS is considered as follows. Suppose that we observe high-frequency data {Y t } with multiple transactions during time period [T − τ, T ]. First, the matrix Ξ T −τ,T −1 in (2.5) is constructed based on high-frequency data during time period [T − τ, T − 1], and its spectral decomposition is denoted as
Second, we set the eigenvectors u T −τ,T −1 [k], k = 1, · · · , p, to be given beforehand, and transform the averaged high-frequency data
T Y i as the transformed averaged observations at recording time
Third, for each k = 1, · · · , p, compute the averaging-pre-averaging estimator
where k n = ϑn 1/2 , ϑ > 0 and ∆
, which is a consistent estimator of the integrated volatility of (Y * * k,i ) over [T − 1, T ] by given U T −τ,T −1 , see Jacod et al. (2009) and Liu et al. (2018) . Finally, our mixed nonlinear shrinkage (MNS) estimator of ICV is defined as
Simulation and Empirical Study
In this section, we demonstrate the finite sample performances of Theorem 2.1 and Theorem 2.2 by showing that the proposed estimatorsÃ N and B M have almost the same empirical spectral distributions as their corresponding sample covariance matrices based on independent and identically distributed (i.i.d.) samples drawn from the ICV matrix. More impressively, the asynchronism of different stocks with different trading numbers at one time stamp does not disable the recommended estimator B M . Also, we show that the three types of NS estimators perform very well even with spiked eigenvalues where the largest few eigenvalues differ from the rest.
We adopt scenarios for the diffusion process (X t ) from Xia and Zheng (2018) and Lam et al. (2017) . We take the following U-shaped stochastic process (γ t ) as
where ρ = 10, σ = 0.05, µ t = 2 0.0009 + 0.0008 cos(2πt), and the process
being the ith component of the Brownian motion (W t ) that derives the price process. (A.iii) is violated since (γ t ) depends on all components of the Brownian motion. However, our estimates still work, as demonstrated by the simulation studies. We assume that Λ = (0.5 |i−j| ) i,j=1,··· ,p and further rescale it to satisfy the condition tr(ΛΛ T ) = p when spiked eigenvalues are considered. The latent log price process (X t ) follows
(4.2)
Simulation results for A-ATVA matrix
In this subsection, we compare the ESD of the A-ATVA matrixÃ N and that of the sample covariance matrix S N with i.i.d. samples drawn from the ICV matrix, that is,
∼ N (0, I p ) and N = n/2 . It is well known that the LSDs of a sample covariance matrix S N and the underlying population covariance matrix ICV are related through the Marčenko-Pastur equation from Theorem 1.1 of Silverstein (1995) , which coincides with the result of Corollary 2.1. We set p = 100 and n = 390, which represents the case where 100 stocks are recorded per minute within one trading day. Figure 3 illustrates the simulation result when the number of multiple transactions L i − 1, i = 1, · · · , n, are i.i.d. generated from a Poisson distribution with parameter 5, Poisson (5). Intraday trading volatility commonly believed to be greater at the opening and closing of the market. Figure 4 shows the ESDs of the A-ATVA matrixÃ N and sample covariance matrix S N when L i − 1 are independently generated from Poisson (20) for the first and last 1/6 of the data, and from Poisson (5) for the remaining 2/3 of the data. As shown in Figures  3 and 4 , the ESDs ofÃ N and S N match quite well in both cases. However, observe that different stocks usually have different numbers of transactions for each recording time stamp; see Table 1 . The result of Corollary 2.1 is further examined when L i independently from a discrete uniform distribution, U [1, 5], and set the underlying trading time to be equally spaced during each recording time. The resulting ESDs for the A-ATVA matrixÃ N and sample covariance matrix S N are shown in Figure 5 , and the maximum distances between two ESDs are reported in Table 2 , with p/n = 10/39 fixed but n increasing. The maximum distances between the two ESDs, FÃ N and F S N , can be estimated using the following formula max x1,··· ,x2p where x 1 , · · · , x 2p are chosen to be equally spaced in the interval [min(λ(Ã N ), λ(S N )), max(λ(Ã N ), λ(S N ))], where λ(A) denotes the spectral of any symmetric matrix A. As shown in Figure 5 and Table 2 , the distances between the ESDs ofÃ N and S N cannot be negligible when L 
Simulation results for PA-ATVA matrix
We now investigate the finite sample performance of the PA-ATVA matrix B M in the presence of microstructure noise. It is reasonable to conjecture that the ESD of the PA-ATVA matrix B M would have similar behavior to that of the sample covariance matrix Silverstein (1995) . Hence, the ESDs of the PA-ATVA matrix B M and sample covariance matrix S M are compared here under various simulation designs. We set p = 100 and n = 23400, which represents the case where transactions are recorded per second within one trading day. We simulate the observations from the following additive model:
in which the log price (X t ) follows from the continuous-time process as in (4.2), and the noise values (ε ti ) are drawn independently from N (0, 0.0002I p ). The pre-averaging window length h is taken to be n 0.55 = 252. We use L Design II: In order to generate high-frequency data such as that commonly used in practice, we further simulated observations in a highly asynchronous setting. Based on Design I, we allowed variation of L (q) i , which is generated independently from a discrete uniform distribution within the interval [1, L i ], for each q = 1, · · · , p and i = 1, · · · , n. Figure 7 displays the ESDs of matrices B M and S M under Design II.
Comparisons with three NS estimators
In this subsection, we describe some simulation studies to assess the performance of three proposed NS estimators: NS, ANS, and MNS. We generated a two-day log price process (X t ) using model (4.2), except that matrix Λ had the following four settings: • Setting I: set Λ = (0.5 |i−j| ) i,j=1,··· ,p for two days; • Setting II: set Λ = (0.5 |i−j| ) i,j=1,··· ,p and change the first three eigenvalues of Λ to be 15, 10, 5, and further rescale the spectral of Λ to satisfy tr(ΛΛ T ) = p; • Setting III: set Λ as in Setting II, except that the first three eigenvalues of Λ are set to be 15, 10, 5 for day 1, and the first three eigenvalues of Λ are 30, 10, 5 for day 2.
• Setting IV: set Λ as in Setting II, except that the first three eigenvalues of Λ are set to be 15, 10, 5 for day 1, and the first eigenvalue of Λ is 30 for day 2.
We constructed high-frequency noisy data (Y ti ) using Design II, described in subsection 4.2, obtaining 23400 × 2 observations for p = 30 or 100 stocks, respectively. The pre-averaging window length h in the PA-ATVA matrix B M and window length k n in the MNS estimator Σ MNS were taken to be n 0.55 = 252 and 0.75n 1/2 = 114, respectively. For the ANS estimator Σ ANS , we performed B = 50 permutations and compared all the simulation results under the seven data partition criteria given in (3.2). We denote ANS i, i = 1, · · · , 7, when the data partition criterion i is adopted as in (3.3). For any matrix Q, we defined the relative Frobenius loss (RFL) as ||Q − ICV|| F /||ICV|| F . For each setting, we repeated the simulations 1000 times. The means and standard deviations for the RFL of these estimators are presented in Table 3 .
As shown in Table 3 , NS and ANS7 with small error mean performed better than the other estimators for Setting I, where the underlying covolatility structure was stable and no spikes were considered. However, when the spiked model of the ICV matrix or structure changes were considered, as in Setting II, III, and IV, the MNS estimator outperformed the other estimators in terms of both mean and standard deviation. Comparing all the ANS estimators with different choices of data splitting criteria, the ANS estimator tended to have better performance when the first data set was larger. However, generally speaking, the MNS estimator was more efficient and robust when the structure changed or under factor models.
Empirical applications
Given the simulation results described in the previous subsection, we next constructed a minimum variance portfolio using the three proposed NS estimators on intraday high-frequency data for the Dow Jones Industrial Average (DJIA). We collected tick-by-tick 30 DJIA stock prices from January 1, 2016 to December 31, 2016, comprising 252 trading days, from the Trade and Quote database. Table 4 shows a brief summary of the selected dataset. These stocks had excellent liquidity over the sampling period. In order to address microstructure noise and asynchronous trading, we adopted the pre-averaging method and set the recording time stamp to 10 seconds. To clean the data, we filled missing prices using the previous price. Overnight returns and the first five minutes of trading data were removed for purposes of the calculations, to avoid the effects 99.14 * "Total" means total observations during the selected period. "Eff. 10-seconds" stands for the number of ten-seconds that contains at least one observations. "Averged obs." and "Max. obs." are the averaged and maximum observed number within the effective ten-seconds. "Per" is the percentage of 10-seconds that contain at least two transactions out of the total effective 10-seconds.
of price changes and irrelevant jumps. The minimum variance portfolio solves the following optimization problem min w w T (ICV)w, subject to w
where 1 p is a vector of p ones and ICV is a given integrated covolatility matrix. The solution of w is
Initially, we invested one unit of capital using (4.4) by constructing three NS estimators, NS, ANS, and MNS. We re-evaluated portfolio weights every day by considering 10-day (two-week), 15-day (three-week), and 20-day (four-week) training windows and taking the 15-minute pre-averaging window length. We compared the annualized returnsμ, standard deviationσ, and Sharpe ratiô µ/σ for each method. We also reported the averaged maximum absolute (AME) value of the weight named as maximum exposures. For -week training windows, µ andσ are defined aŝ
where w i and r i are the portfolio weights and returns, respectively, for the ith day. For the ANS estimator, we set B = 50 permutations and further searched the split location M τ1 by solving the optimization problem (3.2). For the MNS estimator, we chose k n to be six minutes to pre-average the transformed data in the estimator d APA i . We compared two trading strategies: (1) open-open stands for selling and buying stocks five minutes after the opening of the market; (2) close-close stands for selling and buying stocks at the close of the market. The empirical results are displayed in Table 5 . The ANS estimator had the smallest Table 5 Results of the analysis for Dow Jones Industrial Average stocks. Return and standard deviation are given in (4.5). NS, ANS, MNS are three proposed NS estimators in section 3.1 , 3.2 and 3.3, respectively. standard deviation and smallest maximum exposure for all settings. With 10-day training windows, the ANS estimator had the largest Sharpe ratio, but on average that of the MNS estimator was larger. Notably, the ANS and MNS estimators also had much lower computational costs compared with the NS estimator.
Conclusion
This article considers the estimation of high-dimensional ICV matrices based on multiple high-frequency observations. First, using random matrix theory, we investigated the LSDs between the ATVA matrix and the targeting ICV matrix under the latent log price process and noisy observations, respectively. Surprisingly, the desirable property of TVA matrix established in Zheng and Li (2011) , that the LSD of TVA matrix depended solely on that of ICV matrix, no longer held. Our theoretical results show that the LSD of the averaged version of TVA matrix depends not only on that of the ICV matrix but also on the time variability of the number of multiple transactions. Further, we investigated the limiting spectral property of TVA matrix on the pre-averaging approach and found that this approach worked well, that is, the proposed PA-ATVA matrix eliminated the effects of microstructure noise and asynchronous trading within one recording time stamp. Therefore, three types of NS estimators were proposed based on the PA-ATVA matrix. Both simulation and empirical studies indicated that the three estimators (NS, ANS, and MNS) performed reasonably well. In high-frequency portfolio allocation applications, in particular, the ANS estimator showed the smallest annualized risk and the smallest maximum exposure, but the MNS estimator achieved the largest Sharpe ratio on average. This work represents a first step in investigating the effects of multiple transactions in a high-dimensional setting. The results of this paper are encouraging in this direction, and we hope to pursue some extensions in future work.
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Appendix A: Proof of Theorem 2.1 Theorem 2.1 is a direct consequence of the following two propositions.
Proposition A.1. Under the assumptions of Theorem 2.1, the ESD of Σ, F Σ converges almost surely to the limit F , which is determined byH in that its Stieltjes transform m F (z) satisfies the following equation:
Proof of Proposition A.1. Recall that
Li , and ∆ i,j X = X Ti−1+j − X Ti−1+j−1 . Then we separate ∆X 2i into two parts,
and
Using the above notation, Σ can be rewritten as
Notice that
which are all uniformly bounded as L i ≥ 1. By the boundedness of |µ (l) t | and |γ t | from Assumption (A.ii) and (A.iii), and the equally spaced transaction durations ∆s i,j from Assumption (A.ix), there exists C > 0 such that |V
N for all i = 1, · · · , N, l = 1, · · · , p, which indicates that the |V i | are uniformly bounded. By a similar argument to that used in (3.34) in Zheng and Li (2011) , we have max
By the boundedness of the |V i |, we further have
By the same arguments used in the proof of Theorem 2 in Zheng and Li (2011) , we can show that Proposition A.1 holds.
Proposition A.2. Under the assumptions of Theorem 2.1, the ESD of the ICV matrix converges almost surely in distribution to a probability distribution H as p → ∞ defined by
Proof of Proposition A.2. The convergence of F ICV follows from Assumption (A.vii) and the fact that
for all x ≥ 0.
We proceed to show the convergence of 1/p ·
bounded follows from Assumption (A.iii) and (A.ix). Thus, combining this with the convergence of (A.5), the error term ε converges to 0 almost surely. Besides, N i=1 (w i − E(w i )) converges to zero almost surely by the Kolmogorov strong law of large numbers and the boundedness of max i,n (N w i ). Next, we show that there exists a piecewise continuous process (w s ) with finite jumps such that
, and (f * 2,s ) have a finite number of jumps J in total. For each j = 1, · · · , J, there exists an j such that the jth jump falls in the interval ((2 j − 2)/n, 2 j /n]. Then
As (N w j ), |γ * s |, and |f * 2,s | are bounded, for any > 0 and for sufficiently large n, we have
For the second term D 2 , because (γ * t ), f * 1,s , and f * 2,s are continuous in [(2i − 2)/n, 2i/n] when i / ∈ { 1 , · · · , J }, and by Assumption (A.v) and (A.x), (γ t ), (f 1,s ), and (f 2,s ) uniformly converge to (γ * t ), (f * 1,s ), and (f * 2,s ), respectively. For any > 0 and for sufficiently large n, p, we have
For all large n, because |γ t | ≤ C and 1 ≤ L i < L * , for any i, t, we have
This completes the proof of (A.7).
From the fact that a i,j + b i,j = 1, we can further write ∆ X 2i as
and Without loss of generality, we may assume that γ t and W t are independent, which leads to the fact that each entry of Z i is i.i.d. standard normal. Otherwise, by using a similar trick as in the proof of (3.34) of Zheng and Li (2011) , we have
Combining this with the fact that all the entries of V i are of order O(h/n) = o(1/ √ p), we have
Thus, from equation (B.5), we have We further decompose A i as A i = A i1 + A i2 + A i3 + A i4 , where This completes the proof of (B.9). Finally, (B.10) follows from (B.9) and (B.3).
Appendix C: Proof of Theorem 2.3
Without of generality, we may assume that γ t is independent of W t . Suppose that we have L
i (≥ 1) observations for each stock q at recording time t i = i/n, for q = 1, 2, · · · , p and i = 1, 2, · · · , n. Recall that for any process (V t ), V (2i−2)h+l,j X, |Wi| 2 is generated by Theorem 2.3 of Xia and Zheng (2018) . Therefore, the proof of Theorem 2.3 is complete.
Finally, we only need to show the proofs of (C.3) and (C.4). Notice that (C.3) follows naturally from the proof of (B.4). To prove (C.4), by the normality of R 
