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On distribution of points with algebraically conjugate
coordinates in neighborhood of smooth curves
V. Bernik, F. Go¨tze, A. Gusakova
Abstract
Let ϕ : R → R be a continuously differentiable function on an interval J ⊂ R
and let α = (α1, α2) be a point with algebraically conjugate coordinates such that
the minimal polynomial P of α1, α2 is of degree ≤ n and height ≤ Q. Denote by
Mnϕ (Q, γ, J) the set of such points α such that |ϕ(α1)− α2| ≤ c1Q
−γ . We show that
for a real 0 < γ < 1 and any sufficiently large Q there exist positive values c2 < c3,
where ci = ci(n), i = 1, 2, which are independent of Q, such that c2 · Q
n+1−γ <
#Mnϕ (Q, γ, J) < c3 ·Q
n+1−γ .
1 Introduction
First of all let us introduce some useful notation. Let n be a positive integer and Q > 1
be a sufficiently large real number. Consider a polynomial P (t) = ant
n+. . .+a1t+a0 ∈ Z[t].
Denote by H(P ) = max
0≤j≤n
|aj| the height of the polynomial P , and by deg P the degree of the
polynomial P . We define the following class of integer polynomials with bounded height
and degree:
Pn(Q) := {P ∈ Z[t] : degP ≤ n,H(P ) ≤ Q}.
Denote by #S the cardinality of a finite set S and by µkS the Lebesgue measure of
a measurable set S ⊂ Rk, k ∈ N. Furthermore, denote by cj > 0 positive constants
independent of Q. We are also going to use the Vinogradov symbol A≪ B, which means
that there exists a constant c > 0 such that A ≤ c ·B. We will also write A ≍ B if A≪ B
and B ≪ A.
Now let us introduce the concept of an algebraic point. A point α = (α1, α2) is called
an algebraic point if α1 and α2 are roots of the same irreducible polynomial P ∈ Z[t]. The
polynomial P of the smallest degree n ≥ 2 with relatively prime coefficients such that
Key words and phrases : algebraic numbers, metric theory of Diophantine approximation, Lebesgue
measure.
Supported by SFB-701, Bielefeld University (Germany).
1
P (α1) = P (α2) = 0 is called the minimal polynomial of algebraic point α. Denote by
deg(α) = degP the degree of the algebraic point α and by H(α) = H(P ) the height of
the algebraic point α. Define the following set of algebraic points:
A2n(Q) := {α ∈ C
2 : degα ≤ n, H(α) ≤ Q}.
Further denote by A2n(Q,D) := A
2
n(Q)∩D the set of algebraic points lying in some domain
D ⊂ R2.
Problems related to calculating the number of integer points in shapes and bodies in
Rk can be naturally generalized to estimating the number of rational points in domains in
Euclidean spaces. Let f : J0 → R be a continuously differentiable function defined on a
finite open interval J0 in R. Define the following set:
Nf(Q, γ, J) :=
{
(p1/q, p2/q) ∈ Q
2 : 0 < q ≤ Q, p1/q ∈ J, |f (p1/q)− p2/q| < Q
−γ
}
,
where J ⊂ J0 and 0 ≤ γ < 2. In other words, the quantity #Nf (Q, γ, J) denotes the
number of rational points with bounded denominators lying within a certain neighborhood
of the curve parametrized by f . The problem is to estimate the value #Nf (Q, γ, J). In
[7] Huxley proved that for functions f ∈ C2(J) such that 0 < c4 := inf
x∈J0
|f ′′(x)| ≤ c5 :=
sup
x∈J0
|f ′′(x)| <∞ and an arbitrary constant ε > 0, the following upper bound holds:
#Nf(Q, γ, J)≪ Q
3−γ+ε.
An estimate without using a quantity ε in the exponent has been obtained in 2006 in a
paper by Vaughan and Velani [14]. One year later, Beresnevich, Dickinson and Velani [1]
proved a lower estimate of the same order:
#Nf (Q, γ, J)≫ Q
3−γ .
This result was obtained using methods of metric theory introduced by Schmidt in [9].
In this paper we consider a problem related to the distribution of algebraic points α ∈
A2n(Q) near smooth curves, which is a natural extension of the same problem formulated
for rational points. Let ϕ : J0 → R be a continuously differentiable function defined on a
finite open interval J0 in R satisfying the conditions:
sup
x∈J0
|ϕ′(x)| := c6 <∞, #{x ∈ J0 : ϕ(x) = x} := c7 <∞. (1.1)
Define the following set:
Mnϕ (Q, γ, J) :=
{
α ∈ A2n(Q) : α1 ∈ J, |ϕ(α1)− α2| < c1Q
−γ
}
,
where c1 =
(
1
2
+ c6
)
· c8 and J ⊂ J0. This set contains algebraic points with a bounded
degree and height lying within some neighborhood of the curve parametrized by ϕ. Our
goal is to estimate the value #Mnϕ (Q, γ, J). The first advancement in solving this problem
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for 0 < γ ≤ 1
2
has been made in 2014 in the paper [5]. We are going to state it in the
following form: for any Q > Q0(n, J, ϕ) there exists a positive value c9 > 0 such that
#Mnϕ (Q, γ, J) > c9 ·Q
n+1−γ for 0 < γ ≤ 1
2
.
However, it should be noted that this result is not best possible since for the quantity
#Mnϕ (Q, γ, J) an upper bound of order Q
n+1−γ can be proved for γ < 1. In this paper we
are going to fill this gap in the result of [5] by obtaining lower and upper bounds of the
same order for 0 < γ < 1. Our main result is as follows:
Theorem 1. For any smooth function ϕ with conditions (1.1) there exist the positive values
c2, c3 > 0 such that
c2 ·Q
n+1−γ < #Mnϕ (Q, γ, J) < c3 ·Q
n+1−γ
for Q > Q0(n, J, ϕ, γ), sufficiently large c1 and 0 < γ < 1.
The proof of Theorem 1 is based on the following idea. We consider the strip Lnϕ(Q, γ, J) :=
{x ∈ R2 : x1 ∈ J, |ϕ(x1)− x2| < c1Q
−γ} and fill it using squares Π = I1 × I2 with sides of
length µ1I1 = µ1I2 = c8Q
−γ . In order to prove Theorem 1 we need to estimate the number
of algebraic points lying in such a square Π. It should be mentioned that these estimates are
highly relevant to several other problems in metric theory of Diophantine approximation
[6, 15].
Let us consider a more general case, namely, the case of a rectangle Π = I1 × I2,
where µ1Ii = c8Q
−γi . We are now going to give an overview of results related to the
distribution of algebraic points in rectangles Π. First of all, let us find the value of the
parameter γ1 + γ2 such that a rectangles Π does not contain algebraic points α ∈ A
2
n(Q).
The following Theorem 2 answers this question. The one-dimensional case of this problem
was considered in [4].
Theorem 2. For any fixed p, q ∈ N, p < 2q there exist rectangles Π0 of size µ2Π0 =
c10(p, q, n)·Q
−1, where c10(p, q, n) = (2p(2q + 2p)
n(n + 1))−1·qn+1, such that #A2n(Q,Π0) =
0.
Proof. Consider the rectangleΠ0 with sides given by I0,2 =
(
0; p
q
)
and I0,1 =
(
p
q
; p
q
+ c10 ·Q
−1
)
.
To prove Theorem 2 assume that there exists an algebraic point α ∈ A2n(Q,Π0) with the
respective minimal polynomial P1. Consider the resultant R(P1, P2) of the polynomials P1
and P2(t) = qt− p. Since α1 6=
p
q
and α2 6=
p
q
, we have |R(P1, P2)| > 1. On the other hand,
from Feldman’s Lemma (Lemma 5) and the assumption α ∈ Π0 we obtain |R(P1, P2)| <
1
2
.
This contradiction completes the proof.
This simple result implies that if the size of the rectangle Π is sufficiently large, that
is, µ2Π ≫ Q
−1, then we have #A2n(Q,Π) 6= 0, and we can consider lower bounds for this
quantity. A bound of this type was obtained in [5]; it has the form
#A2n(Q,Π) > c11 ·Q
n+1µ2Π. (1.2)
In this paper we obtain an upper bound for #A2n(Q,Π). It is of the same order as the
estimate (1.2), which demonstrates that the estimate (1.2) is asymptotically best possible.
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Theorem 3. Let Π = I1 × I2 be a rectangle with a midpoint d and sides µ1Ii = c8Q
−γi,
i = 1, 2. Then for 0 < γ1, γ2 < 1 and Q > Q0(n, γ,d) the estimate
#A2n(Q,Π) < c12 ·Q
n+1µ2Π
holds, where
c12 = 2
3n+9n2ρn(d1)ρn(d2)|d1 − d2|
−1 and ρn(x) = ((|x|+ 1)
n+1 − 1) · |x|−1.
It follows from Theorem 2 that for 1 < γ1 + γ2 < 2 we cannot obtain the estimate
(1.2) for all rectangles Π. In particular, it is easy to show that certain neighborhoods of
algebraic points of small height and small degree do not contain any other algebraic points
α ∈ A2n(Q). This leads us to the definition of a set of small rectangles that are not affected
by these “anomalous” points. Now let us introduce the concept of a (v1, v2)-special square.
Definition 1. Let Π = I1 × I2 be a square with midpoint d, d1 6= d2 and sides µ1I1 =
µ1I2 = c8Q
−γ such that 1
2
< γ < 1. We shall say that the square Π satisfies the (l, v1, v2)-
condition if v1 + v2 = 1 and there exist not more than δ
3 · 2l+3Q1+2λl+1µ2Π polynomials
P ∈ P2(Q) of the form P (t) = a2t
2 + a1t+ a0 satisfying the inequalities{
|P (x0,i)| < h ·Q
−vi , i = 1, 2,
δQλl+1 ≤ |a2| < δQ
λl
for some point x0 ∈ Π, where δ = 2
−L−17h−2 · (d1 − d2)
2, L =
[
3−2γ
1−γ
]
and
λl =


1− (l−1)(1−γ)
2
, 1 ≤ l ≤ L+ 1,
γ − 1
2
, l = L+ 2,
0, l ≥ L+ 3.
(1.3)
Definition 2. The square Π = I1×I2 with sides µ1I1 = µ1I2 = c8Q
−γ such that 1
2
< γ < 1
is called (v1, v2)-special square if it satisfies the (l, v1, v2)-condition for all 1 ≤ l ≤ L+ 2.
The following theorem can be proved for (v1, v2)-special squares.
Theorem 4. For all
(
1
2
, 1
2
)
-special squares Π = I1 × I2 with midpoints d, d1 6= d2 and
sides µ1I1 = µ1I2 = c8Q
−γ, where 1
2
< γ < 1 and c8 > c0(n,d), there exists a value
c13 = c13(n,d, γ) > 0 such that
#A2n(Q,Π) > c13 ·Q
n+1µ2Π
for Q > Q0(n,d, γ).
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2 Auxiliary statements
For a polynomial P with roots α1, . . . , αn let S(αi) :=
{
x ∈ R : |x− αi| = min
1≤j≤n
|x− αj |
}
.
Furthermore, from now on, we assume that the roots of the polynomial P are sorted by
distance from αi = αi,1:
|αi,1 − αi,2| ≤ |αi,1 − αi,3| ≤ . . . ≤ |αi,1 − αi,n|.
Lemma 1. Let x ∈ S(αi). Then
|x− αi| ≤ n|P (x)| · |P
′(x)|−1, |x− αi| ≤ 2
n−1|P (x)| · |P ′(αi)|
−1,
|x− αi| ≤ min
1≤j≤n
(
2n−j|P (x)| · |P ′(αi)|
−1 · |αi,1 − αi,2| . . . |αi,1 − αi,j|
)1/j
.
The first inequality follows from the inequality |P ′(x)| · |P (x)|−1 ≤
n∑
j=1
|x − αi,j|
−1 ≤
n|x− αi,1|
−1. For a proof of the second and the third inequalities see [8, 3].
Lemma 2 (see [2]). Let I ⊂ R be an interval and let A ⊂ I be a measurable set, µ1A ≥
1
2
µ1I. If for all x ∈ A the inequality |P (x)| < c14 ·Q
−w holds for some w > 0, then
|P (x)| < 6n(n+ 1)n+1 · c14 ·Q
−w
for all points x ∈ I, where n = degP .
Lemma 3 (see [16]). Let δ, η1, η2 be real positive numbers, and let P1, P2 ∈ Z[t] be
irreducible polynomials of degrees at most n such that max (H(P1), H(P2)) < K. Let
Ji ⊂ R, i = 1, 2 be intervals of sizes µ1Ji = K
−ηi. If for some τ1, τ2 > 0 and for all
x ∈ J1 × J2 the inequalities max (|P1(xi)|, |P2(xi)|) < K
−τi hold, then
τ1 + τ2 + 2 + 2max(τ1 + 1− η1, 0) + 2max(τ2 + 1− η2, 0) < 2n+ δ (2.1)
for K > K0(δ).
Lemma 4 (see [8]). Let P ∈ Z[t] be a reducible polynomial, P = P1 · P2, degP = n ≥ 2.
Then
H(P1)H(P2) ≍ H(P ).
Lemma 5 (see [10]). For any subset of roots αi1 , . . . , αis, 1 ≤ s ≤ n, of the polynomial
P (t) = ant
n + . . .+ a1t+ a0 we have
s∏
j=1
|αij | ≤ (n+ 1)2
n ·H(P ) · |an|
−1.
Lemma 6. Let G = G(d,K), where |d1− d2| > ε1 > 0, be a set of points b = (b1, b0) ∈ Z
2
such that
|b1di + b0| ≤ Ki, i = 1, 2. (2.2)
Then
#G ≤
(
4ε−11 K1 + 1
)
· (4K2 + 1) .
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Proof. Without loss of generality we assume K1 ≥ K2. Consider the system of equations
b1di + b0 = li, i = 1, 2, (2.3)
in two variables. It is clear that for |li| ≤ Ki any solution of the system (2.3) satisfies (2.2).
Thus, our problem is reduced to estimating the number of integer solutions of the system
(2.3) with different values |li| ≤ Ki, i = 1, 2.
Let us consider the difference of equations (2.3): b1(d1−d2) = l1−l2. Then for |li| ≤ K1
we obtain:
|b1| ≤ (|l1|+ |l2|) · |d1 − d2|
−1 ≤ 2ε−11 K1.
This inequality implies that all possible values of b1 lie in an interval J1 =
(
−2ε−11 K1, 2ε
−1
1 K1
)
.
Let us fix the value of b1 ∈ J1 and consider the system (2.3) for two different combina-
tions (b1, b0,0) and (b1, b0,j). In this case, the system 2.3 can be transformed as follows:
|b0,0 − b0,j | = |l1,0 − l1,j| ≤ 2Ki, i = 1, 2.
These inequalities imply that for a fixed b1, all possible values of b0 lie in an interval
J0(b1) = (b0,0 − 2K2, b0,0 + 2K2). Remembering that b1, b0 ∈ Z, we have
#G ≤ (µ1J1 + 1) · (µ1J0 + 1) =
(
4ε−11 K1 + 1
)
· (4K2 + 1) .
3 Proof of Theorem 3
Assume that #A2n(Q,Π) ≥ c12 · Q
n+1µ2Π. Taking an algebraic point α ∈ A
2
n(Q,Π)
with a minimal polynomial P , let us construct an estimate for the polynomial P at points
d1, d2. Since αi ∈ Ii, we have:
|P (k)(αi)| ≤
n∑
j=k
j!
(j−k)!
· |aj| · |αi|
j−k < n!
(n−k)!
· ρn(di) ·Q,
for all 1 ≤ k ≤ n and Q > Q0. From these estimates and a Taylor expansion of P in the
intervals Ii, i = 1, 2 we obtain the following inequality:
|P (di)| ≤
n∑
k=1
∣∣ 1
k!
P (k)(αi)(di − αi)
k
∣∣ < n∑
k=1
2−k
(
k
n
)
ρn(di) ·Qµ1Ii ≤ 2
nρn(di) ·Qµ1Ii. (3.1)
Let us fix the vector A1 = (an, . . . , a2), where an, . . . , a2 are the coefficients of the
polynomial P ∈ Pn(Q). Denote by Pn(Q,A1) ⊂ Pn(Q) the subclass of polynomials P with
the same vector of coefficients A1 such that P satisfies (3.1). The number of subclasses
Pn(Q,A1) is equal to the number of vectors A1, which can be estimated as follows for
Q > Q0:
#{A1} = (2Q + 1)
n−1 < 2n ·Qn−1. (3.2)
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It should also be noted that every point of the set A2n(Q,Π) corresponds to a polynomial
P ∈ Pn(Q) that satisfies (3.1). On the other hand, every polynomial P ∈ Pn(Q) satisfying
(3.1) corresponds to no more than n2 points of the set A2n(Q,Π). This allows us to write
c11 ·Q
n+1µ2Π < #A
2
n(Q,Π) ≤ n
2
∑
A1
#Pn(Q,A1).
Thus, by the estimate (3.3) and Dirichlet’s principle applied to vectors A1 and polynomials
P satisfying (3.1), there exists a vector A1,0 such that
#Pn(Q,A1,0) ≥ c12 · 2
−nn−2Q2µ2Π. (3.3)
Let us find an upper bound for the value #Pn(Q,A1,0). To do this, we fix some poly-
nomial P0 ∈ Pn(Q,A1,0) and consider the difference between the polynomials P0 and
Pj ∈ Pn(Q,A1,0) at points di, i = 1, 2. From the estimate (3.1) it follows that
|P0(di)− Pj(di)| = |(a0,1 − aj,1)di + (a0,0 − aj,0)| ≤ 2
n+1ρn(di) ·Qµ1Ii.
Thus the number of different polynomials Pj ∈ Pn(Q,A1,0) does not exceed the number of
integer solutions of the following system:
|b1di + b0| ≤ 2
n+1ρn(di) ·Qµ1Ii, i = 1, 2.
Now let us use Lemma 6 for Ki = 2
n+1ρn(di) · Qµ1Ii. Since µ1Ii = c8Q
−γi and γi < 1, we
have Ki ≥ 2
n+1ρn(di)c8 ·Q
1−γi > max{ε1, 1} for Q > Q0. This implies that
j ≤ 22n+8|d1 − d2|
−1ρn(d1)ρn(d2) ·Q
2µ2Π.
It follows, therefore, that #Pn(Q,A1,0) ≤ 2
2n+8|d1 − d2|
−1ρn(d1)ρn(d2) · Q
2µ2Π, which
contradicts inequality (3.3) for c12 = 2
3n+9n2ρn(d1)ρn(d2)|d1 − d2|
−1. This leads to
#A2n(Q,Π) < c12 ·Q
n+1µ2Π.
4 Proof of Theorem 4
4.1 The main Lemma
Lemma 7. Let Π = I1 × I2 be a square with midpoint d, d1 6= d2 and sides µ1I1 =
µ1I2 = c8Q
−γ, where 1
2
< γ < 1 and c8 > c0(n,d). Given positive values v1, v2 such that
v1 + v2 = n− 1, let L = Ln(Q, δn,v,Π) be the set of points x ∈ Π such that there exists a
polynomial P ∈ Pn(Q) satisfying the following system of inequalities:{
|P (xi)| < hn ·Q
−vi ,
min
i
{|P ′(xi)|} < δn ·Q, i = 1, 2,
(4.1)
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where hn =
√
3
2
(|d1|+ |d2|) ·max (1, 3|d1|, 3|d2|)
n2. If Π is a
(
v1
n−1
, v2
n−1
)
-special square, then
µ2L <
1
4
· µ2Π
for δn < δ0(n,d) and Q > Q0(n,v,d, γ).
Proof. Since d1 6= d2 we can assume that for Q > Q0 the following inequality
|x1 − x2| > ε1 =
|d1−d2|
2
(4.2)
is satisfied for every point x ∈ Π.
Let us introduce some additional notation. For a polynomial P , let A(P ) denote the
set of roots of P . Denote by L1 and L2 the sets of points x ∈ Π such that there exists
an irreducible polynomial P ∈ Pn(Q) satisfying (4.1) with a condition |P
′(x1)| < δnQ or
|P ′(x2)| < δnQ respectively, and let L3 denote the set of points x ∈ Π such that (4.1) is
satisfied for some reducible polynomial P ∈ Pn(Q). Clearly, we have L = L1 ∪ L2 ∪ L3.
The case of irreducible polynomials will be the most difficult one and requires the
largest part of the proof. Let us start by considering this case, deriving estimates for the
measures µ1L1 and µ1L2. Without loss of generality, let us assume that |P
′(x1)| < δnQ,
i.e., consider the set L1.
In this case the main idea is to split an interval Ti, which contains all possible values of
P ′ at points x ∈ Π, into sub-intervals Ti,1, Ti,2, Ti,3 and to estimate the measure of the set
of solutions of the system (4.1) for |P ′(xi)| ∈ Ti,k, k = 1, 2, 3. This splitting is performed
as follows:
Ti,1 =
[
0; 2c15 ·Q
1
2
−
vi
2
)
, Ti,2 =
[
2c15 ·Q
1
2
−
vi
2 ; Q
1
2
−
(n−2)vi
2(n−1)
·θ(n)
)
, i = 1, 2;
T1,3 =
[
Q
1
2
−
(n−2)v1
2(n−1)
·θ(n)
; δn ·Q
)
, T2,3 =
[
Q
1
2
−
(n−2)v2
2(n−1)
·θ(n)
; ρn+1(d2) ·Q
)
,
where θ(n) = 0 if n ≤ 3 and θ(n) = 1 if n > 3.
Without loss of generality, let us assume that |d1| < |d2|. We would like to verify that
if a polynomial P ∈ Pn(Q) satisfies the condition
|P ′(xi)| ≥ 2c15 ·Q
1
2
−
vi
2 , (4.3)
then the values |P ′(αi)| can be estimated as follows:
1
2
|P ′(xi)| ≤ |P
′(αi)| ≤ 2|P
′(xi)|, i = 1, 2, (4.4)
where xi ∈ S(αi) and c15 = 2
n−1n(n − 1) · max{hn, 1} · max{1, ρn−1(d2)}. Let us write a
Taylor expansion of P ′:
P ′(xi) = P
′(αi) + P
′′(αi)(xi − αi) + . . .+
1
(n−1)!
· P (n)(αi)(xi − αi)
n−1. (4.5)
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Using Lemma 1 and estimates (4.1), (4.3), we obtain
|xi − αi| ≤ nhnc
−1
15 ·Q
−
vi+1
2 < Q−
vi+1
2 , |αi| ≤ |xi|+
1
2
< |d2|+ 1
for Q > Q0. Let us estimate every term in (4.5) in the following way:∣∣∣ 1(k−1)! · P (k)(αi)(xi − αi)k−1∣∣∣ < (k−1n−1) · n(n− 1)ρn−1(d2) ·Q 12− vi2 ,
for Q > Q0 and 2 ≤ k ≤ n. Thus, we can write∣∣∣∣∣
n∑
k=2
1
(k−1)!
· P (k)(αi)(xi − αi)
k−1
∣∣∣∣∣ < 2n−1n(n− 1)ρn−1(d2) ·Q 12− vi2 < 12 |P ′(xi)|.
Substituting this inequality into (4.5) yields (4.4).
This means that for |P ′(xi)| ∈ Ti,3 and |P
′(xi)| ∈ Ti,2 we have |P
′(αi)| ∈ T i,3 and
|P ′(αi)| ∈ T i,2 respectively, where
T 1,3 =
[
1
2
Q
1
2
−
(n−2)v1
2(n−1)
·θ(n); 2δn ·Q
)
, T 2,3 =
[
1
2
Q
1
2
−
(n−2)v2
2(n−1)
·θ(n); 2ρn+1(d2) ·Q
)
,
T i,2 =
[
c15 ·Q
1
2
−
vi
2 ; 2 ·Q
1
2
−
(n−2)vi
2(n−1)
·θ(n)
)
, i = 1, 2.
Let us consider the case |P ′(αi)| ∈ T i,3, i = 1, 2. We are going to use induction on the
degree of polynomials P .
The base of induction: polynomials of second degree.
Let us consider the system (4.1) for n = 2. For a given u2,1, u2,2 > 0 under condition
u2,1 + u2,2 = 1 let L
′ = L2(Q, δ2,u2,Π) be the set of points x ∈ Π such that there exists a
polynomial P ∈ P2(Q) satisfying the system of inequalities{
|P (xi)| < h2 ·Q
−u2,i ,
min
i
{|P ′(xi)|} < δ2 ·Q, i = 1, 2.
(4.6)
Let us prove that for all (u2,1, u2,2)-special squares Π satisfying the conditions of Lemma
7, the estimate
µ2L
′ < 1
4
· µ2Π
holds for δ2 < δ0(d, γ) and Q > Q0(u2, γ,d).
Let P (t) = a2t
2 + a1t+ a0. First, note that the definition of a (u2,1, u2,2)-special square
implies that for Q > Q0 there exists not more than
δ2l+3c25Q
1−2γ < δ2l+3c25Q
−ε < 1
polynomials P ∈ P2(Q) satisfying |a2| < δQ
γ− 1
2 and (4.6). Therefore, from now on we are
going to assume that |a2| ≥ δQ
γ− 1
2 .
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By the third inequality of Lemma 1, for every polynomial P satisfying the system (4.6)
at a point x ∈ Π we have the following estimates:
|xi − αi| <
(
|P (xi)||a2|
−1
) 1
2 < δ1/2h
1/2
2 ·Q
−
2γ+2u2,i−1
4 < ε1
8
, (4.7)
where Q > Q0 and xi ∈ S(αi), i = 1, 2. Thus, from (4.7) and (4.2) we obtain that the
distance between the roots α1 and α2 of the polynomial P satisfies
|α1 − α2| > |x1 − x2| − |x1 − α1| − |x2 − α2| >
3
4
· ε1,
This leads to the following lower bound for |P ′(αi)|:
|P ′(αi)| = |a2| · |α1 − α2| >
3
4
· ε1 · |a2|. (4.8)
An upper bound for |P ′(αi)| can be obtained from the Taylor expansion of polynomial P
′:
|P ′(αi)| ≤ |P
′(xi)|+ |P
′′(xi)| · |xi − αi| ≤ |P
′(xi)|+
ε1
4
· |a2|.
Hence, by (4.8) and (4.6) we have
|a2| < 4ε
−1
1 ·min
i
{|P ′(xi)|} < 4δ2ε
−1
1 ·Q. (4.9)
Now let us turn to the estimation of µ2L
′. From Lemma 1 and the estimates (4.8) it
follows that L′ ⊂
⋃
P∈P2(Q)
σP , where
σP = {x ∈ Π : |xi − αi| < 2h2ε
−1
1 Q
−u2,i|a2|
−1, i = 1, 2}. (4.10)
Simple calculations show that for c8 > 2
4h2ε
−1
1 δ
−1 and |a2| > δQ
γ− 1
2 we have:
µ2σP ≤ 2
4h22ε
−2
1 Q
−1|a2|
−2 ≤
28h22
ε21δ
2 ·Q
−2γ < 1
4
· µ2Π.
Let P2(Q, l) ⊂ P2(Q) be a subclass of polynomials defined as follows:
P2(Q, l) = {P ∈ P2(Q) : δQ
λl+1 ≤ |a2| < δQ
λl},
where λl is defined by (1.3) and δ = 2
−L−17h−22 · (d1 − d2)
2, L =
[
3−2γ
1−γ
]
. Thus, by (4.9) it
follows, that for |a2| > δQ
γ− 1
2 and δ2 =
4δ
ε1
we have:
µ2L
′ ≤ µ2
⋃
P∈P2(Q)
σP ≤
L+1∑
l=1
∑
P∈P2(Q,l)
µ2σP .
From the definition of a (u2,1, u2,2)-special square it follows, that the number of polynomials
P ∈ P2(Q, l) satisfying (4.6) does not exceed
δ3 · 2l+3Q1+2λl+1µ2Π. (4.11)
Hence, by estimates (4.10) and (4.11) we have:
µ2L2 ≤ 2
8ε−21 h
2
2δQ
−1µ2Π ·
L+1∑
l=1
2l+3Q1+2λl+1−2λl+1 ≤ 1
4
· µ2Π.
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The induction step: reduction of the degree of the polynomial.
Let us return to the proof of Lemma 7. For |P ′(αi)| ∈ T i,3, i = 1, 2 we consider the
following system of inequalities:

|P (xi)| < hn ·Q
−vi , i = 1, 2,
1
2
Q
1
2
−
(n−2)v1
2(n−1)
·θ(n) ≤ |P ′(α1)| < 2δn ·Q,
1
2
Q
1
2
−
(n−2)v2
2(n−1)
·θ(n) ≤ |P ′(α2)| < 2ρn+1(d2) ·Q.
(4.12)
Denote by L3,3 a set of points x ∈ Π such that there exists a polynomial P ∈ Pn(Q)
satisfying the system (4.12). By Lemma 1, it follows that L3,3 ⊂
⋃
P∈Pn(Q)
⋃
α∈A2(P )
σP (α),
where
σP (α) :=
{
x ∈ Π : |xi − αi| < 2
n−1hnQ
−vi |P ′(αi)|
−1, i = 1, 2
}
. (4.13)
It means that the following estimate for µ2L3,3 holds:
µ2L3,3 ≤ µ2
⋃
P∈Pn(Q)
⋃
α∈A2(P )
σP (α) ≤
∑
P∈Pn(Q)
∑
α∈A2(P )
µ2σP (α).
Together with the sets σP (α) consider the following expanded sets
σ′P (α) = σ
′
P,1(α1)× σ
′
P,2(α2) =
{
x ∈ Π : |xi − αi| < c16Q
−ui,n−1 |P ′(αi)|
−1
}
, (4.14)
where ui,n−1 =
(n−2)vi
n−1
, i = 1, 2. It is easy to see that the measure of an expanded set σ′P (α)
is smaller than the measure of the square Π for Q > Q0.
Using (4.13) and (4.14), we find that the measures of the sets σP (α) and σ
′
P (α) are
connected as follows:
µ2σP (α) ≤ 2
2n−2h2nc
−2
16 ·Q
−1µ2σ
′
P (α). (4.15)
For a fixed a, let Pn(Q, a) ⊂ Pn(Q) denote a subclass of polynomials with the leading
coefficient a:
Pn(Q, a) = {P ∈ Pn(Q) : P (t) = at
n + . . .+ a0} .
Since −Q ≤ a ≤ Q, the number of subclasses Pn(Q, a) is equal to
# {a} = 2Q + 1. (4.16)
We are going to use Sprindzˇuk’s method of essential and non-essential domains [8].
Consider a family of sets σ′P (α), P ∈ Pn(Q, a). A set σ
′
P1
(α1) is called essential if for every
set σ′P2(α2), P2 6= P1, the inequality
µ2
(
σ′P1(α1) ∩ σ
′
P2(α2)
)
< 1
2
· µ2σ
′
P1
(α1).
is satisfied. Otherwise, the set σ′P1(α1) is called non-essential.
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The case of essential sets. From the definition of essential sets, we immediately have
that ∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′
P
(α)—essential
µ2σ
′
P (α) ≤ 2µ2Π. (4.17)
Then inequalities (4.15), (4.16) and (4.17) for c16 = 2
n+5hn allow us to write∑
a
∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′P (α)—ess.
µ2σP (α) ≤ 2
−10 ·
∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′P (α)—ess.
µ2σ
′
P (α) <
1
288
· µ2Π. (4.18)
The case of non-essential sets. If a set σ′P1(α1) is non-essential, then the family contains
another set σ′P2(α2) such that µ2
(
σ′P1(α1) ∩ σ
′
P2
(α2)
)
> 1
2
µ2σ
′
P1
(α1). Consider the differ-
ence R = P2 − P1, which is a polynomial of degree degR ≤ n− 1 and height H(R) ≤ 2Q.
Let us estimate the polynomials R and R′ at points x ∈
(
σ′P1(α1) ∩ σ
′
P2
(α2)
)
.
From the Taylor expansions of the polynomials Pj , in the intervals σ
′
P1,i
(α1,i)∩σ
′
P2,i
(α2,i),
i, j = 1, 2, the estimates (4.12), (4.14) and the equality ui,n−1 =
(n−2)vi
n−1
we have:
|Pj(xi)| ≤
n∑
k=1
∣∣∣ 1k!P (k)j (αj,i)(xi − αj,i)k∣∣∣ ≤
n∑
k=1
(
k
n
)
· ρnc
k
16 ·Q
−ui,n−1 ≤ ρn(d2)(1+c16)
n·Q−ui,n−1
for Q > Q0. Now we can write:
|R(xi)| < |P1(xi)|+ |P2(xi)| < 2ρn(d2)(1 + c16)
n ·Q−ui,n−1 . (4.19)
Similarly, Taylor expansions of the polynomials P ′j , j = 1, 2 in the intervals σ
′
P1,i
(α1,i)∩
σ′P2,i(α2,i), the estimates (4.12), (4.14) and the equality ui,n−1 =
(n−2)vi
n−1
allow us to write
|Pj(xi)| < n
2ρn(d2)(1 + c16)
n−1 · |P ′j(αj,i)|.
From these estimates and the inequalities (4.12) it easily follows that
min
i
{|R′(xi)|} < 4n
2ρn(d2)(1 + c16)
n−1δn ·Q. (4.20)
The inequalities (4.19) and (4.20) are satisfied for every point x ∈ σ′P1(α1) ∩ σ
′
P2
(α2).
Since µ1
(
σ′P1,i(α1,i) ∩ σ
′
P2,i
(α2,i)
)
> 1
2
µ1σ
′
P1,i
(α1,i) for i = 1, 2, from Lemma 2 it follows that
for every point x ∈ σ′P1(α1) the inequalities
|R(xi)| < c17 ·Q
−ui,n−1 , min
i
{|R′(xi)|} < c18δn ·Q, (4.21)
hold, where c17 = 6
n(n+1)n+1·2ρn(d2)(1+c16)
n and c18 = 6
n(n+1)n+1·2n2ρn(d2)(1+c16)
n−1.
Denote by L′ a set of points x ∈ Π such that there exists a polynomial R ∈ Pn−1(Q1)
satisfying the following system of inequalities:

|R(xi)| < c19hn−1 ·Q
−ui,n−1
1 , ui,n−1 > 0,
min
i
{|R′(xi)|} < δn−1 ·Q1,
u1,n−1 + u2,n−1 = n− 2, i = 1, 2,
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where Q1 = 2Q, c19 = max
i
{2ui,n−1} c17h
−1
n−1 and δn−1 = 2c18 · δn.
It should be mentioned that if polynomial R(t) = a1t− a0 is linear, then by Lemma 1
we obtain: ∣∣∣xi − a0a1
∣∣∣≪ Q−γj2,i1 < ε4 , i = 1, 2
for Q1 > Q0. Hence, we immediately have |x1 − x2| < ε which contradicts to condition 2
for polynomial Π.
The estimates (4.21) imply that the inclusion⋃
P∈Pn(Q,a)
⋃
α∈A2(P ):
σ′
P
(α)—non-ess.
σ′P (α) ⊂ L
′
is satisfied for all a. Thus, by the induction assumption, we obtain that∑
a
∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′
P
(α)—non-ess.
µ2σP (α) ≤ µ2L
′ ≤ 1
288
· µ2Π, (4.22)
for a sufficiently small constant δn and Q > Q0. Then the estimates (4.18) and (4.22) allow
us to write
µ2L3,3 ≤
∑
a
∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′
P
(α)—ess.
µ2σP (α) +
∑
a
∑
P∈Pn(Q,a)
∑
α∈A2(P ):
σ′
P
(α)—non-ess.
µ2σP (α) ≤
1
144
· µ2Π.
The case of sub-intervals T1,n and T2,n
For |P ′(αi)| ∈ T i,2, i = 1, 2, we have the following system of inequalities:{
|P (xi)| < hn ·Q
−vi ,
c15 ·Q
1
2
−
vi
2 ≤ |P ′(αi)| < 2Q
1
2
−
(n−2)vi
2(n−1)
·θ(n), i = 1, 2.
(4.23)
Denote by L2,2 a set of points x ∈ Π such that there exists a polynomial P ∈ Pn(Q)
satisfying (4.23). By Lemma 1, the set L2,2 is contained in a union
⋃
P∈Pn(Q)
⋃
α∈A2(P )
σP (α),
where
σP (α) =
{
x ∈ Π : |xi − αi| < 2
n−1hnc
−1
15 Q
−
vi+1
2 , i = 1, 2
}
. (4.24)
In this case we cannot use induction since the degree of the polynomial cannot be
reduced. Let us estimate the measure of the set L2,2 by a different method. Without loss
of generality, we can assume that v1 ≤ v2.
Let us cover the square Π by a system of disjoint rectangles Πk = Jk,1 × Jk,2, where
µ1Jk,i = Q
−
vi+1
2
+ε2,i, i = 1, 2. The number of rectangles Πk can be estimated as follows:
k ≤ 4max
{
µ1I1
µ1Jk,1
, 1
}
·max
{
µ1I2
µ1Jk,2
, 1
}
=
{
4Q
n+1
2
−ε2,1−ε2,2µ2Π, γ <
vi+1
2
,
4Q
v2+1
2
−ε2,2µ1I2, γ ≥
v1+1
2
.
(4.25)
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We are going to say that a polynomial P belongs to Πk if there is a point x ∈ Πk such
that the inequalities (4.23) are satisfied. Let us prove that a rectangle Πk cannot contain
two irreducible polynomials P ∈ Pn(Q). Assume the converse: the system of inequalities
(4.23) holds for some irreducible polynomials Pj at some point xj ∈ Πk, j = 1, 2. It means
that for Q > Q0 and all points x ∈ Πk the estimates
|xi − αj,i| ≤ |xi − xj,i|+ |xj,i − αj,i| ≤ 2 ·Q
−
vi+1
2
+ε2,i < Q−
vi+1
2
+2ε2,i (4.26)
are satisfied, where xj,i ∈ S(αj,i).
Let us estimate the absolute values |Pj(xi)|, i, j = 1, 2, where x ∈ Πk. From the Taylor
expansions of Pj in the interval Jk,i and estimates (4.23), (4.26), we obtain that:
|Pj(xi)| ≤ ρn(d2)3
n ·Q−vi+
vi
2(n−1)
+(n−1)ε2,i < Q−vi+
vi
2(n−1)
+nε2,i,
for Q > Q0 and ε2,i <
vi
2(n−1)
.
Applying Lemma 3 for ηi =
vi+1
2
−2ε2,i, τi = vi−
vi
2(n−1)
−n·ε2,i, i = 1, 2 and ε2,i =
vi
8(n−1)
leads to the inequality
τ1 + τ2 + 2 + 2(τ1 + 1− η1) + 2(τ2 + 1− η2) > 2n+
1
4
.
This contradiction shows that there is at most one irreducible polynomial P ∈ Pn(Q) that
belongs to a rectangle Πk. Hence, by the inequalities (4.26) and (4.25) for Q > Q0 we can
estimate the measure of the set L2,2 as follows:
µ2L2,2 ≤
∑
Πk
µ2σP (α)≪ Q
−ε2,2µ2Π <
1
144
· µ2Π.
The case of a small derivative
Let us discuss a situation where |P ′(xi)| ∈ Ti,1, i = 1, 2. In this case we can show
that if for some polynomial P and a point x ∈ Π the inequalities (4.1) are satisfied for
|P ′(xi)| ∈ Ti,1, then by Lemma 1 we have:∣∣∣P ′′(αi)(xi − αi) + . . .+ 1(n−1)! · P (n)(αi)(xi − αi)n−1∣∣∣ < c15Q 12− v12 .
Using the Taylor expansion of the polynomial P ′ and this estimate we obtain:
|P ′(αi)| < 3c15 ·Q
1
2
−
vi
2 ,
which contradicts our assumption.
Denote by L1,1 a set of points x ∈ Π such that there exists a polynomial P ∈ Pn(Q)
satisfying {
|P (xi)| < hn ·Q
−vi ,
|P ′(αi)| < 4c15 ·Q
1
2
−
vi
2 , i = 1, 2.
(4.27)
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The polynomials P ∈ Pn(Q) are going to be classified according to the distribution of
their roots and the size of the leading coefficient. This classification was introduced by
Sprinzˇuk in [8].
Let ε3 > 0 be a sufficiently small constant. For every polynomial P ∈ Pn(Q) of degree
3 ≤ m ≤ n we define numbers ρ1,j and ρ2,j , 2 ≤ j ≤ m, as solutions of the following
equations
|α1,1 − α1,j| = Q
−ρ1,j , |α2,1 − α2,j | = Q
−ρ2,j .
Let us also define vectors ki = (ki,2, . . . , ki,m) ∈ Z
m−1 as solutions of the inequalities
(ki,j − 1) · ε3 ≤ ρi,j < ki,j · ε3, i = 1, 2, j = 2, m.
Clearly, we have m(m − 1) pairs of vectors k1,k2 that correspond to a polynomial
P ∈ Pn(Q) of degree 2 ≤ m ≤ n depending on the choice of roots α1,1 and α1,2. Let us
define subclasses of polynomials Pm(Q,k1,k2, u) ⊂ Pn(Q) as follows. A polynomial P of
degree 2 ≤ m ≤ n belongs to a subclass Pm(Q,k1,k2, u), if: 1. the pair of vectors (k1,k2)
correspond to the polynomial P for some pair of roots α1, α2; 2. the leading coefficient of
P is bounded as follows: Qu ≤ |am| < Q
u+ε3, where u ∈ Z · ε3.
Let us estimate the number of different subclasses Pm(Q,k1,k2, u). Since 1 ≤ |am| ≤ Q,
the following estimate holds for u: 0 ≤ u ≤ 1− ε3. On the other hand, we can write Q≫
|αj1 − αj2| ≫ H(P )
−m+1 ≫ Q−m+1, where αj1 , αj2 are the roots of a polynomial P , which
leads to the estimate − 1
ε3
+ 1 ≤ ki,j ≤
m−1
ε3
. Thus, an integer vector ki = (ki,2, . . . , ki,n)
can assume at most
(
mε−13 − 1
)m−1
values. Now the number of subclasses Pm(Q,k1,k2, l)
can be estimated as follows:
# {m,k1,k2, u} ≤ nc
2
20 · (ε
−1
3 + 1), (4.28)
where c20 =
n∑
i=2
(
iε−13 − 1
)i−1
.
Define the values pi,j, i = 1, 2 as follows:{
pi,j = (ki,j+1 + . . .+ ki,m) · ε3, 1 ≤ j ≤ m− 1,
pi,j = 0, j = m.
(4.29)
Let us consider polynomials P belonging to the same subclass Pm(Q,k1,k2, u). For
these polynomials we can write the following estimates for their derivatives at a root αi:
Qu−pi,1 ≤ |P ′(αi)| = |am| · |αi,1 − αi,2| . . . |αi,1 − αi,m| ≤ Q
u−pi,1+mε3 ,
|P (j)(αi)| ≤
m!
(m−j)!
·Qu−pi,j+mε3 .
(4.30)
Since we are concerned only with polynomials satisfying the system (4.27), we can
assume that the following inequalities hold for at least one value of l:
Qu−p1,i ≤ |P ′(αi)| < 4c15Q
1
2
−
vi
2 , i = 1, 2.
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This condition implies that
p1,1 > u+
v1−1
2
, p2,1 > u+
v2−1
2
. (4.31)
Now let us estimate the measure of the set L1,1. From Lemma 1 it follows that L1,1 ⊂⋃
m,k1,k2,u
⋃
P∈Pm(Q,k1,k2,u)
⋃
α∈A2(P )
σP (α), where
σP (α) :=
{
x ∈ Π : |xi − αi| ≤ min
2≤j≤m
(
2m−jhnQ−vi
|P ′(αi,1)|
· |αi,1 − αi,2| . . . |αi,1 − αi,j|
)1/j
, i = 1, 2
}
.
This, together with earlier notation (4.29) and the estimates (4.30), yields
σP (α) :=
{
x ∈ Π : |xi − αi| ≤
1
2
· min
2≤j≤m
(
(2mhn)
1/j ·Q
−u−vi+pi,j
j
)
, i = 1, 2
}
.
for P ∈ Pm(Q,k1,k2, u).
The numbers j = m1 and j = m2 in the formula above provide the best estimates for
the roots α1 and α2 respectively if the following inequalities are satisfied:
(2mhn)
1/mi ·Q
−u−vi+pi,mi
mi ≤ (2mhn)
1/k ·Q
−u−vi+pi,k
k , 1 ≤ k ≤ m, i = 1, 2, (4.32)
Then
σP (α) :=
{
x ∈ Π : |xi − αi| <
1
2
· (2mhn)
1/mi ·Q
−u−vi+pi,mi
mi , i = 1, 2
}
. (4.33)
Let us cover the square Π by a system of disjoint rectangles Πm1,m2 = Jm1×Jm2 , where
µ1Jmi = Q
−
u+vi−pi,mi
mi
+ε4. The number of rectangles Πm1,m2 can be estimated as follows:
#Πm1,m2 ≤ 4Q
u+v1−p1,m1
m1
+
u+v2−p2,m2
m2
−2ε4 · µ2Π. (4.34)
Let us show that a rectangle Πm1,m2 cannot contain two irreducible polynomials belong-
ing to the same subclass Pm(Q,k1,k2, u). Assume the converse: let the inequalities (4.27)
hold for some irreducible polynomial Pj ∈ Pm(Q,k1,k2, u) and some point xj ∈ Πm1,m2 ,
j = 1, 2. Then for all points x ∈ Πm1,m2 , we obtain:
|xi − αj,i| ≤ |xi − xj,i|+ |xj,i − αj,i| ≤ 2 ·Q
−
u+vi−pi,mi
mi
+ε4 < Q
−
u+vi−pi,mi
mi
+2ε4, (4.35)
where xj,i ∈ S(αj,i) and Q > Q0.
Let us estimate |Pj(xi)|, i, j = 1, 2, where x ∈ Πm1,m2 . From the Taylor expansions
of the polynomials Pj in the intervals Jmi and the inequalities (4.30), (4.35), (4.32) for
Q > Q0 we obtain that:
|Pj(xi)| ≤ ρm(d2) · 3
m ·Q−v1+mε4+mε3 < Q−v1+(m+1)ε4+mε3 .
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Let us apply Lemma 3 for ηi =
u+vi−pi,mi
mi
− 2ε4 and τi = vi− (m+1)ε4−mε3, i = 1, 2.
Then for ε3 =
1
12m
and ε4 =
1
4(3m+1)
we have:
τ1 + τ2 + 2 = (n− 1) + 2− 2mε3 − 2mε4 = n + 1−
1
6
− 2(m+ 1)ε4,
2(τi + 1− ηi) = 2vi + 2−
1
6
−
2(u+vi−pi,mi)
mi
− 2m · ε4.
Let us estimate the expression 2(τi + 1− ηi) by using the inequalities (4.31):
2(τi + 1− ηi) ≥
{
vi + 2− u+
2pi,mi
m
− 1
6
− 2mε4, mi ≥ 2,
vi + 1−
1
6
− 2mε4, mi = 1,
≥ vi + 1−
1
6
− 2m · ε4.
Substituting these expressions into (2.1) yields
τ1 + τ2 + 2 + 2(τ1 + 1− η1) + 2(τ2 + 1− η2) > 2m+
1
2
,
which is a contradiction.
This means that there is at most one irreducible polynomial P ∈ Pm(Q,k1,k2, u)
belonging to the rectangle Πm1,m2 . Now, by inequalities (4.28) and (4.33) for Q > Q0, the
measure of the set L1,1 can be estimated as follows:
µ2L1,1 ≤
∑
m,k1,k2,u
∑
Πm1,m2
µ2σP ≪ Q
−2ε4 · µ2Π <
1
72
· µ2Π.
Mixed cases
All mixed cases have the same structure and can be proved using Lemma 3 and the
ideas described above [17].
Thus, we have L1 ⊂
⋃
1≤i,j≤3
Li,j, which leads to the following estimate:
µ2L1 ≤
∑
1≤i,j≤3
µ2Li,j ≤ 9 ·
1
144
· µ2Π =
1
16
· µ2Π.
Similarly, µ2L2 ≤
1
16
· µ2Π. These estimates conclude the proof of Lemma 7 in the case of
irreducible polynomials.
The case of reducible polynomials
In this section we are going to estimate the measure of the set L3. Clearly, the results of
Lemma 3 do not apply directly to this case. Let a polynomial P of degree n be a product
of several (not necessarily different) irreducible polynomials P1, P2, . . . , Ps, s ≥ 2, where
degPi = ni ≥ 1 and n1 + . . .+ ns = n. Then by Lemma 4 we have:
H(P1) ·H(P2) · . . . ·H(Ps) ≤ c21H(P ) ≤ c19Q.
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On the other hand, by the definition of height, we have H(Pi) ≥ 1, and thus H(Pi) ≤ c21Q,
i = 1, . . . , s.
Denote by L3(k, ε5) a set of points x ∈ Π such that there exists a polynomial P ∈ Pk(Q1)
satisfying the inequality:
|R(x1)R(x2)| < h
2
nQ
−k+ε5
1 . (4.36)
If a polynomial P satisfies the inequalities (4.1) at a point x ∈ Π, we can write
|P (x1)P (x2)| = |P1(x1)P1(x2)| · . . . · |Ps(x1)Ps(x2)| ≤ h
2
nQ
−n+1.
Since n = n1 + . . .+ ns and s ≥ 2, it is easy to see that at least one of the inequalities
|Pi(x1)Pi(x2)| ≤ h
2
nQ
−ni+γ, ni ≥ 2, (4.37)
|Pi(x1)Pi(x2)| ≤ h
2
nQ
−γ, ni = 1, i = 1, . . . , s,
is satisfied at the point x. Hence, x ∈ L3 (nj, γ) for nj ≥ 2 or x ∈ L3 (1, 1− γ) and we
have
L3 ⊂
(
n−1⋃
k=2
L3(k, γ)
)
∪ L3(1, 1− γ).
Let us estimate the measure of the set L3(k, γ), 2 ≤ k ≤ n − 1. Denote by L
1
3(k, t) a
set of points (x1, x2) ∈ Π such that there exists a polynomial P ∈ Pk(Q1) satisfying the
inequalities: {
|P (x1)| < h
2
nQ
t
1, |P (x2)| < h
2
nQ
−k+1−t
1 ,
min
i
{|P ′(αi)|} < δkQ1, xi ∈ S(αi), i = 1, 2.
(4.38)
and by L23(k, t) a set of points (x1, x2) ∈ Π such that there exists a polynomial P ∈ Pk(Q1)
satisfying the inequality:{
|P (x1)| < h
2
nQ
t
1, |P (x2)| < h
2
nQ
−k+ 1+γ
2
−t
1 ,
|P ′(αi)| > δkQ1, xi ∈ S(αi), i = 1, 2.
(4.39)
By the definition of the set L3(k, γ) it is easy to see that:
L3(k, γ) ⊂
(
N1⋃
i=0
L13(k, 1− i(1− γ))
)
∪
(
N2⋃
i=0
L23(k, 1− i(1− 3γ)/2)
)
,
where N1 =
[
2+k−γ
1−γ
]
and N2 =
[
4+2k−2γ
1−3γ
]
.
The system (4.38) is a system of the form (4.1). Furthermore, as the polynomials
P ∈ Pk(Q1) are irreducible and k < n, we can apply the above arguments for a sufficiently
small constant δk and Q1 > Q0 to obtain the following estimate:
µ2L
1
3(k, t) <
1
24n(N1+1)
· µ2Π. (4.40)
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Now let us estimate the measure of the set L23(k, t). From Lemma 1 it follows that
L23(k, t) is contained in a union
⋃
P∈Pk(Q)
⋃
α∈A2(P )
σP (α, t), where
σP (α, t) :=
{
x ∈ Π :
|x1 − α1| ≤ 2
k−1h2n ·Q
t · |P ′(α1)|
−1,
|x2 − α2| ≤ 2
k−1h2n ·Q
−k+ 1+γ
2
−t · |P ′(α2)|
−1.
}
Let us estimate the value of the polynomial P at a central point d of the square Π. A
Taylor expansion of the polynomial P can be written as follows:
P (di) = P
′(αi)(di − αi) +
1
2
P ′′(αi)(di − αi)
2 + . . .+ 1
k!
· P (k)(αi)(di − αi)
k. (4.41)
If polynomial P satisfy (4.39) it follows that:
|d1 − α1| ≤ |d1 − x0,1|+ |x0,1 − α1| ≤ µ1I1 + 2
k−1h2nδ
−1
k ·Q
t−1
1 ,
|d2 − α2| ≤ |d2 − x0,2|+ |x0,2 − α2| ≤ µ1I2 + 2
k−1h2nδ
−1
k ·Q
−k+ 1+γ
2
−t−1
1 .
(4.42)
Without loss of generality, let us assume that t ≥ −k + 1+γ
2
− t. Then we can rewrite the
estimates (4.42) as follows:
|d1 − α1| ≤
{
c21 · µ1I1, t < 1− γ,
c21 ·Q
t−1
1 , 1− γ ≤ t ≤ 1,
|d2 − α2| ≤ µ1I2.
where c21 = 2
k−1h2nδ
−1
k + c8.
Using these inequalities and expression (4.41) allows us to write
|P (d1)| <
{
c22 ·Q1 · µ1I1, t < 1− γ,
c22 ·Q
t
1, 1− γ ≤ t < 1,
|P (d2)| < c22 ·Q1 · µ1I2. (4.43)
Fix a vector A1 = (ak, . . . , a2), where ak, . . . , a2 will denote the coefficients of the
polynomial P ∈ Pk(Q1). Consider a subclass Pk(A1) of polynomials P which satisfy (4.39)
and have the same vector of coefficients A1. For Q1 > Q0, the number of such classes can
be estimated as follows
#{A1} = (2Q1 + 1)
k−1 < 2kQk−11 . (4.44)
Let us estimate the value #Pk(A1). Take a polynomial P0 ∈ Pk(A1) and consider the
difference between the polynomials P0 and Pj ∈ Pk(A1) at points di, i = 1, 2. By (4.43),
we have that:
|P0(d1)− Pj(d1)| = |(a0,1 − aj,1)d1 + (a0,0 − aj,0)| ≤
{
2c22 ·Q1µ1I1, t < 1− γ,
2c22 ·Q
t
1, 1− γ ≤ t ≤ 1,
|P0(d2)− Pj(d2)| = |(a0,1 − aj,1)d2 + (a0,0 − aj,0)| ≤ 2c22 ·Q1µ1I2.
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This implies that the number of different polynomials Pj ∈ Pk(A1) does not exceed the
number of integer solutions to the system
|b1di + b0| ≤ Ki, i = 1, 2,
where K2 = 2c22 · Q1µ1I2 and K1 = 2c22 · Q1µ1I1 if t < 1 − γ and K1 = 2c22 · Q
t
1 if
1− γ ≤ t ≤ 1.
It is easy to see that Ki ≥ 2c22 ·Q
1−γ
1 > Q
ε
1 for Q1 > Q0. Thus, by Lemma 6, we have
#Pk(A1) ≤
{
27ε−11 ·Q
2
1 · µ2Π, t < 1− γ,
27ε−11 ·Q
t+1
1 · µ1I2, 1− γ ≤ t ≤ 1.
This estimate and the inequality (4.44) mean that the number N of polynomials P ∈
Pk(Q1) satisfying the system (4.39) can be estimated as follows:
N ≤
{
2k+7ε−11 ·Q
k+1
1 · µ2Π, t < 1− γ,
2k+7ε−11 ·Q
k+t
1 · µ1I2, 1− γ ≤ t ≤ 1.
(4.45)
On the other hand, the measure of the set σP (α, t) satisfies the inequality
µ2σP (α, t) ≤

2
2kh4nδ
−2
k ·Q
−k−2+ 1+γ
2
1 , t < 1− γ,
22kh4nδ
−2
k ·Q
−k−1−t+ 1+γ
2
1 · µ1I1, 1− γ ≤ t ≤ 1.
(4.46)
Then, by estimates (4.45) and (4.46), for Q1 > Q0 we can write
µ2L
2
3(k, t) ≤ 2
3k+7δ−2k h
4
nε
−1
1 Q
− 1−γ
2
1 µ2Π <
1
24n(N2+1)
· µ2Π. (4.47)
The inequalities (4.40) and (4.47) lead to the following estimate for the measure of the
set L3(k), 2 ≤ l ≤ n− 1:
µ2L3(k, γ) ≤
N1∑
i=0
µ2L
1
3(k, 1− i(1− γ)) +
N2∑
i=0
µ2L
2
3(k, 1− i(1− 3γ)/2) ≤
1
12n
· µ2Π.
Now let us estimate the measure of the set L3(1, 1−γ). For every point x ∈ L3(1, 1−γ)
there exists a rational point a0
a1
such that
∣∣∣x1 − a0a1
∣∣∣ · ∣∣∣x2 − a0a1
∣∣∣ < h2nQ−γ1 |a1|−2.
Since |x1−x2| > ε1 one of the values
∣∣∣xi − a0a1
∣∣∣, i = 1, 2 is bigger than ε12 . Thus we consider
the sets
σi (a0/a1) :=
{
x ∈ Π :
∣∣∣xi − a0a1
∣∣∣ ≤ 2h2nε−11 Q−γ1 |a1|−2} , i = 1, 2. (4.48)
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Simple calculations show that for c8 > 4h
2
nε
−1
1 we have
µ2σi (a0/a1) ≤ 4h
2
nε
−1
1 c8Q
−2γ
1 ≤ µ2Π.
Let us define the following sets
σi =
⋃
1≤a0,a1≤Q1
σi (a0/a1) , i = 1, 2.
It is easy to see that L3(1, 1 − γ) ⊂ σ1 ∪ σ2 and we need to estimate the measure of the
sets σ1 and σ2.
For a fixed value a1 let us consider the set N(a1) := {a0 ∈ Z : σi (a0/a1) 6= ∅}. The
cardinality of this set can be estimated by the following way:
#N(a1) ≤
{
3µ1Ii · |a1|
−1, (µ1Ii)
−1 ≤ |a1| ≤ Q1,
2, 1 ≤ |a1| ≤ (µ1Ii)
−1 .
These inequalities together with (4.48) imply:
µ2σi ≤
∑
1≤|a1|≤Q1
N(a1) · µ2σi (a0/a1) ≤ 8h
2
nc8ε
−1
1 Q
−2γ
1
∑
1≤|a1|≤(µ1Ii)
−1
|a1|
−2+
+ 12h2nε
−1
1 Q
−γ
1 µ2Π
∑
(µ1Ii)
−1≤|a1|≤Q1
|a1|
−1 ≤ 2pi2c8h
2
nε
−1
1 Q
−2γ
1 +
+ 12h2nε
−1
1 Q
−γ
1 lnQµ2Π ≤
1
24n
· µ2Π
for Q1 > Q0 and c8 > 96npi
2h2nε
−1
1 . Then,
µ2L3(1, 1− γ) ≤
1
12n
· µ2Π,
and, finally,
µ2L3 ≤
n−1∑
k=2
µ2L3(k, γ) + µ2L3(1, 1− γ) ≤
n−1
12n
· µ2Π ≤
1
12
· µ2Π.
This proves Lemma 7 in the case of reducible polynomials.
Combining the obtained estimates for the different cases yields the final estimate
µ2L ≤ µ2L1 + µ2L2 + µ2L3 ≤
1
4
· µ2Π.
Remark. Note, that in case of reducible polynomials we do not use the inequalitymin
i
{|P ′(xi)|} <
δnQ. It means, that the set L3 is the set of points x ∈ Π such that there exists a reducible
polynomial P ∈ Pn(Q) satisfying the inequalities
|P (xi)| < hnQ
−vi , i = 1, 2.
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4.2 The final part of the proof
Let us use Lemma 7 to conclude the proof. Consider a set B1 = Π \ Ln(Q, δn,v,Π)
for n ≥ 2, v1 = v2 =
n−1
2
, Q > Q0 and a sufficiently small constant δn. From Lemma 7 it
follows that
µ2B1 ≥
3
4
· µ2Π. (4.49)
Now we prove that for every point x ∈ Π there exists a polynomial P ∈ Pn(Q) such that
|P (xi)| ≤ hn ·Q
−n−1
2 , i = 1, 2.
By Minkowski’s linear forms theorem [9] for every point x ∈ Π there exists a non-zero
polynomial P (t) = ant
n + . . .+ a1t + a0 ∈ Z[t] satisfying
|P (xi)| ≤ hn ·Q
−n−1
2 , |aj | ≤ max (1, 3|d1|, 3|d2|)
−n−1 ·Q (i = 1, 2, 2 ≤ j ≤ n).
One can easily verify that |a1| < Q and |a0| < Q, hence P ∈ Pn(Q).
Then, by the remark of Lemma 7 we can say that for every point x1 ∈ B1 there exists
an irreducible polynomial P1 ∈ Pn(Q) such that{
|P1(x1,i)| < hn ·Q
−n−1
2 ,
|P ′1(x1,i)| > δn ·Q, i = 1, 2.
Let us consider the roots α1, α2 of the polynomial P1 such that x1,i ∈ S(αi). By Lemma 1,
we have
|x1,i − αi| ≤ nhnδ
−1
n Q
−n+1
2 , i = 1, 2. (4.50)
Let us prove that α1, α2 ∈ R. Assume the converse: let αi ∈ C, then the number αi
complex conjugate to αi is also the root of the polynomial P1, and x1,i ∈ S(αi). Hence,
from the estimates (4.50) and Lemma 5 we have
|P ′(αi)| ≤ |an||αi − αi| ≤ c24 ·Q
−n−1
2 .
On the other hand, a Taylor expansion of the polynomial P1 in the interval S(αi) implies
that
|P ′(αi)| ≥
1
2
δn ·Q.
These two inequalities contradict each other.
Let us choose a maximal system of algebraic points Γ = {γ1, . . . ,γt} ⊂ A
2
n(Q) satisfying
the condition that rectangles σ(γk) = {|xi− γk,i| < nδ
−1
n Q
−n+1
2 , i = 1, 2}, 1 ≤ k ≤ t do not
intersect. Furthermore, let us introduce expanded rectangles
σ′(γk) =
{
|xi − γk,i| < 2nhnδ
−1
n Q
−n+1
2 , i = 1, 2
}
, k = 1, t, (4.51)
and show that
B2 ⊂
t⋃
k=1
σ′(γk). (4.52)
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To prove this fact, we are going to show that for any point x1 ∈ B1 there exists a point
γk ∈ Γ such that x1 ∈ σ
′(γk). Since x1 ∈ B1, there is a point α satisfying the inequalities
(4.50). Thus, either α ∈ Γ and x1 ∈ σ
′(α), or there exists a point γk ∈ Γ satisfying
|αi − γk,i| ≤ nhnδ
−1
n Q
−n+1
2 , i = 1, 2,
which implies that x1 ∈ σ
′(γk). Hence, from (4.49),(4.51) and (4.52) we have:
3
4
· µ2Π ≤ µ2B1 ≤
t∑
k=1
µ2σ1(γk) ≤ t · 2
6n2h2nδ
−2
n Q
−n−1,
which yields the estimate
#A2n(Q,Π) ≥ t ≥ c13 ·Q
n+1µ2Π.
5 Proof of Theorem 1
Now we can prove Theorem 1, which is the main result of the paper. Consider
a set Lϕ(Q, γ, J) := {x ∈ R
2 : x1 ∈ J, |ϕ(x1)− x2| < с1Q
−γ}. Clearly, Mnϕ(Q, γ, J) =
Lϕ(Q, γ, J) ∩ A
2
n(Q), and our problem is reduced to estimating the number of algebraic
points in the set A2n(Q) lying within the strip Lϕ(Q, γ, J).
5.1 The lower bound
The lower bound for 0 < γ ≤ 1
2
was obtained in the paper [5], which allows us to
consider the case where 1
2
< γ < 1 only.
Note that the distance between algebraically conjugate numbers is bounded from be-
low, meaning that a certain neighborhood of the line ϕ1(x) = x must be excluded from
consideration. Let us consider the set D0 :=
{
x ∈ J : |ϕ(x)− x| < ε1
2
}
, where ε1 > 0 is a
small positive constant. Since the number of points x ∈ J such that ϕ(x) = x is finite, for
a sufficiently small constant ε1 we have that µ1D0 <
1
4
µ1J . Instead of the interval J , let
us consider the set J \D0 =
⋃
k
Jk, k ≤ c5 +1. The measure of this set is larger than
3
4
µ1J .
For every interval Jk = [bk,1, bk,2], let us consider a strip Lϕ(Q, γ, Jk) and estimate the
cardinality of the set Lϕ(Q, γ, Jk)∩A
2
n(Q). Let us divide the strip Lϕ(Q, γ, Jk) into subsets
Ej as follows:
Ej :=
{
x ∈ R2 : x1 ∈ Jk,j, |ϕ(x1)− x2| < c1Q
−γ
}
,
where Jk,j = [yj−1, yj], y0 = bk,1 and yj+1 = yj + c8Q
−γ. The number tk of subsets Ej can
be estimated by the following way:
tk ≥ µ1Jk · (µ1Jk,j)
−1 − 1 ≥ 1
2
· c−18 Q
γµ1Jk. (5.1)
For ϕj =
1
2
(
max
x∈Jk,j
ϕ(x) + min
x∈Jk,j
ϕ(x)
)
consider the squares defined as
Πj :=
{
x ∈ R2 : x1 ∈ Jk,j,
∣∣ϕj − x2∣∣ < 12c8Q−γ} .
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Since the function ϕ is continuously differentiable on the interval J , and max
x∈J
|ϕ′(x)| < c6,
we get by the mean value theorem that∣∣∣∣maxx∈Jk,j ϕ(x)− minx∈Jk,j ϕ(x)
∣∣∣∣ < c6 · c8Q−γ ,
which implies that the square Πj is contained in a subset Ej . Thus, every set Ej defines
the respective square Πj = Ij,1 × Ij,2 of size µ2Πj = c
2
8Q
−2γ .
Let us estimate the number of
(
1
2
, 1
2
)
-special squares Πj. To obtain this estimate, let us
derive an upper bound on the number of squares Πj satisfying the
(
l, 1
2
, 1
2
)
-condition for
every 1 ≤ l ≤ L+ 2.
For polynomials P ∈ P2(Q) of form P (t) = a2t
2 + a1t+ a0, satisfying the conditions
δQλl+1 ≤ |a2| < δQ
λl, |P (xi)| < h ·Q
− 1
2 , i = 1, 2, (5.2)
denote by P2(Q, l,D) a subclass of polynomials P ∈ P2(Q) satisfying the inequalities (5.2)
at some point x ∈ D ⊂ R2. By the definition, if a square Πj satisfies the
(
l, 1
2
, 1
2
)
-condition,
then the following inequality holds:
#P2(Q, l,Πj) ≤ δ
3 · 2l+3Q1+2λl+1µ2Πj.
Consider the expanded sets Es =
js+T (l)⋃
i=js
Ei composed of T (l) subsets Ej , where
T (l) = c24Q
γ−λl , c24 =
1
8
· δ−1c−18 (|d1|+ |d2|+ ε1)
−1 ·min
{
c6, ε
−1
1
}
, (5.3)
and j1 = 1, js+1 = js + T (l) + 1. By the inequality (5.1), the number of expanded sets can
be estimated as follows:
s ≤ tk · T (l)
−1 ≤ c8T (l)
−1Qγµ1Jk.
Now let us show that at least
(
1− 2−l−3
)
· T (l) squares Πj ⊂ Es satisfy the
(
l, 1
2
, 1
2
)
-
condition. By definition of the set Es, for every point x ∈ Es we obtain:
x1 ∈ I1, µ1I1 = c8 · c24Q
−λl . (5.4)
On the other hand, since ϕ is continuously differentiable on the interval J andmax
x∈J
|ϕ′(x)| <
c6 then Es ⊂ Π, where Π = I1× I2 and µ1I2 = c6µ1I1. Thus #P2(Q, l, Es) ≤ #P2(Q, l,Π),
and we only need to estimate the quantity #P2(Q, l,Π).
By the third inequality of Lemma 1, for every polynomial P ∈ P2(Q, l,Π) satisfying
the system (5.2) at a point x0 ∈ Π, the inequalities
|x0,i − αi| <
(
|P (x0,i)| · |a2|
−1
)− 1
2 < h
1
2 ·Q−
1
4 < ε1
8
, (5.5)
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are satisfied for Q > Q0 and x0,i ∈ S(αi). From (5.5) and the condition |x1 − x2| > ε1, we
obtain the following lower bound for |P ′(αi)|:
|P ′(αi)| = |a2| · |α1 − α2| >
3
4
· ε1 · |a2|. (5.6)
Moreover, from the inequalities (5.5) we have
|P ′(x0,i)| ≤ |a2| · (|α1 − x0,i|+ |α2 − x0,i|) ≤
(
|d1|+ |d2|+
1
2
ε1
)
· |a2|, (5.7)
where d is a midpoint of the rectangle Π. Let us estimate the polynomials P ∈ P2(Q, l,Π)
at a point d ∈ Π. From a Taylor expansion of the polynomial P in the interval Ii and
inequalities (5.2), (5.8) we have:
|P (di)| < (|d1|+ |d2|+ ε1) · |a2| · µ1Ii. (5.8)
Fix a number a and consider a subclass of polynomials P with the same leading coef-
ficient:
P2(Q, l,Π, a) := {P ∈ P2(Q, l,Π) : a2 = a}.
It is clear that the inequality #P2(Q, l,Π, a) > 0 holds only if the conditions (5.2) are
satisfied. Hence, the number of classes under consideration can be estimated as follows:
#{a} ≤ δQλl. (5.9)
Now let us estimate the number of polynomials in a subclass P2(Q, l,Π, a). Choose a
polynomial P0 ∈ P2(Q, l,Π, a) and consider the differences between polynomials P0 and
Pj ∈ P2(Q, l,Π, a) at a point d. From the estimates (5.8) it follows that
|P0(di)− Pj(x0,i)| = |(a0,1 − aj,1)di + (a0,0 − aj,0)| ≤ 2c25 · |a| · µ1Ii,
where c25 = |d1|+ |d2|+ ε1. Thus, the number of different polynomials Pj ∈ P2(Q, l,Π, a)
does not exceed the number of integer solutions of the following system:
|b1di + b0| ≤ 2c25 · |a| · µ1Ii, i = 1, 2.
Let us apply Lemma 6 with Ki = 2c25 · |a| · µ1Ii. From the estimates (5.2) and (5.4), we
can easily verify that 4ε−11 K1 < 1 and 4K2 < 1, which leads to the inequality
#P2(Q, l,Π, a) ≤ 1. (5.10)
Hence, from the inequality (5.9) we obtain the estimate
#P2(Q, l,Π) =
∑
a
#P2(Q, l,Π, a) ≤ δQ
λl . (5.11)
Let us consider the case where 1 ≤ l ≤ L+ 1. Assume that the inequality
#P2(Q, l,Πj) > δ
3 · 2l+3Q1+2λl+1µ2Πj (5.12)
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holds for 2−l−3 · T (l) squares Πj. By Lemma 1, for a polynomial P ∈ P2(Q) the set of
points x satisfying (5.2) is contained in the following set:
σP :=
{
|xi − αi| ≤ hQ
− 1
2 · |P ′(αi)|
−1, xi ∈ S(αi), i = 1, 2
}
.
From the inequalities (5.2) and (5.6) it is easy to see that the measure of the set σP is at
most a half of the size of Πj for 1 ≤ l ≤ L+ 1 and c8 > hδ
−1ε−11 . Therefore no polynomial
P ∈ P2(Q) satisfies the inequalities (5.2) at three points that lie inside three different
squares Πj .
Since Πj ⊂ Ej ⊂ E ⊂ Π we have
⋃
j
Πj ⊂ Π. Then by our assumption and the inequality
#P2(Q, l,Πj) ≥ 0 we get:
#P2(Q, l,Π) ≥
js+T (l)∑
i=js
#P2(Q, l,Πi) ≥
1
2l+3
· T (l) ·#P2(Q, l,Πj).
From the inequalities (5.3) and (5.12) for 1 ≤ l ≤ L, we obtain:
#P2(Q, l,Π) ≥ c24δ
3 · c28 ·Q
1−γ+2λl+1−λl > δQλl ,
for c8 > 8δ
−1c25 ·
(
min
{
c6, ε
−1
1
})−1
. This inequality contradicts the estimate (5.11).
For l = L+ 1 we can use the inequalities (5.3) and (5.12) to obtain:
#P2(Q, l,Π) ≥ c24δ
3 · c28 ·Q
γ−λL+1 > δQγ−1+
1−γ
2
·[ 3−2γ1−γ ] ≥ δQγ−1+
3−2γ
2
− 1−γ
2 > δQ
γ
2 ,
for c8 > 8δ
−1c25 ·
(
min
{
c6, ε
−1
1
})−1
. On the other hand, the estimates (5.11) imply that:
#P2(Q, l,Π) ≤ δQ
λL+1 = δQ1−
1−γ
2
·[3−2γ1−γ ] ≤ δQ1−
3−2γ
2 = δQγ−
1
2 < δQ
γ
2
for γ < 1, which contradicts the previous inequality.
This argument proves that the number of squares Πj ⊂ Es, satisfying the
(
l, 1
2
, 1
2
)
-
condition for 1 ≤ l ≤ L+ 1 is larger than
(
1− 2−l−3
)
· T (l).
The case where l = L + 2 needs to be treated differently. From Lemma 1 and the
inequalities (5.6), it follows that the set of points x satisfying the inequalities (5.2) for
some polynomial P is contained in the following set:
σP :=
{
|xi − αi| ≤ hε
−1
1 ·Q
− 1
2 · |a2|
−1, i = 1, 2
}
.
and the measure of the set σP is larger than the size of the square Πj . It means that a single
polynomial can belong to a large number of different sets P2(Q, l,Πj). Let us estimate this
number for a fixed polynomial P ∈ P2(Q, l,Π). Since the side of the square σP is larger
than the width of the strip Lϕ(Q, γ, Jk), we have:
#{Πj : P ∈ P2(Q, l,Πj)} ≤ 2hε
−1
1 c
−1
8 ·Q
γ− 1
2 · |a2|
−1.
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Now from inequalities (5.11) and the estimates (5.10), we can obtain that
#
⋃
P∈P2(Q,l,Π)
{Πj : P ∈ P2(Q, l,Πj)} ≤ 2hε
−1
1 c
−1
8 ·Q
γ− 1
2
∑
1≤|a2|<δQ
γ− 12
|a2|
−1 ≤
≤ 24ε−11 hc
−1
8
(
γ − 1
2
)
Qγ−
1
2 lnQ < 1
2l+3
· T (l),
for γ < 1 and Q > Q0.
This implies that the inequality #P2(Q, l,Π) > 0 can only be satisfied for 2
−l−3 · T (l)
squares Πj ⊂ Es and, therefore the number of squares Πj ⊂ Es, satisfying the
(
l, 1
2
, 1
2
)
-
condition for l = L+ 2 is larger than
(
1− 2−l−3
)
· T (l).
Now inequality (5.1) yields that the number of squares Πj ∈ Lϕ(Q, γ, Jk) satisfying the(
l, 1
2
, 1
2
)
-condition for 1 ≤ l ≤ L+ 2 is bigger than
(
1− 1
2l+3
)
· tk. Thus, we have:
∑
Pj ,l:Pj satisfy
(l,1/2,1/2)-condition
1 ≥
L+2∑
l=1
(
1− 1
2l+3
)
· tk =
(
L+ 2− 1
4
+ 1
2L+3
)
· tk >
(
L+ 7
4
)
· tk.
Assume that the number of squares Πj ⊂ Lϕ(Q, γ, Jk) which satisfy the
(
l, 1
2
, 1
2
)
-condition
for all 1 ≤ l ≤ L+ 2 is smaller than 3
4
· tk. Then we have∑
Pj ,l:Pj satisfy
(l,1/2,1/2)-condition
1 ≤ 3
4
· tk · (L+ 2) +
1
4
· tk · (L+ 1) =
(
L+ 7
4
)
· tk,
which contradicts the previous estimate. Thus, there exist at least 3
4
· tk
(
1
2
, 1
2
)
-special
squares Πj ⊂ Lϕ(Q, γ, Jk). These squares satisfy the conditions of Theorem 4, allowing us
to write the following estimate:
#A2n(Q,Πj) ≥ c13Q
n+1µ2Πj = c13c
2
8 ·Q
n+1−2γ .
The inequality (5.1) and the upper bound on the number of
(
1
2
, 1
2
)
-special squares imply
that
#
(
Lϕ(Q, γ, Jk) ∩ A
2
n(Q)
)
≥ 3
4
c13c
2
8 · tk ·Q
n+1−2γ ≥ 3
8
c13c8 ·Q
n+1−γµ1Jk.
These inequalities, in turn, lead us to the following lower bound on #Mϕ(Q, J, γ):
#Mϕ(Q, J, γ) ≥
3
8
c13c8 ·Q
n+1−γ
∑
k
µ1Jk ≥
9
32
c13c8 · µ1J ·Q
n+1−γ = c2 ·Q
n+1−γ .
5.2 Upper bound
As in the previous section, let us divide the set Lϕ(Q, γ, J), J = [b1, b2] into subsets Ej ,
1 ≤ j ≤ t:
Ej :=
{
x ∈ R2 : x1 ∈ Jj, |ϕ(x1)− x2| <
(
1
2
+ c6
)
· c8Q
−γ
}
,
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where Jj = [yj−1, yj], y0 = b1 и yj+1 = yj +
(
1
2
+ 3
2
c6
)
· c8Q
−γ and the number of subsets
Ej satisfies the inequality
t ≤ µ1J · (µ1Jj)
−1 ≤
(
1
2
+ 3
2
c6
)−1
· c−18 Q
γµ1J. (5.13)
Once again for ϕj =
1
2
(
max
x∈Jj
ϕ(x) + min
x∈Jj
ϕ(x)
)
let us consider the squares
Πj :=
{
x ∈ R2 : x1 ∈ Jj ,
∣∣ϕj − x2∣∣ < (12 + 32c6) · c8Q−γ} .
Since the function ϕ is continuously differentiable on the interval J , and max
x∈J
|ϕ′(x)| < c6,
it is easy to see that each subset Ej is contained in the respective square Πj: Ej ⊂ Πj ,
1 ≤ j ≤ t.
Note that the squares Πj satisfy the conditions of Theorem 3. Therefore, we have
#A2n(Q,Πj) ≤ c12Q
n+1µ2Πj = c12c
2
8
(
1
2
+ 3
2
c6
)2
·Qn+1−2γ .
These inequalities, together with the estimate (5.13), lead to the following upper bound
for #Mϕ(Q, I, γ):
#Mϕ(Q, J, γ) ≤
t∑
j=1
#A2n(Q,Πj) ≤ c12c8
(
1
2
+ 3
2
c3
)
· µ1J ·Q
n+1−γ = c3 ·Q
n+1−γ.
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УДК 511.42
Распределение точек с алгебраически сопряженными координатами в окрестности
гладких кривых
Key words and phrases: algebraic numbers, metric theory of Diophantine approxima-
tion, Lebesgue measure.
Ключевые слова: алгебраические числа, метрическая теория диофантовых приближений,
мера Лебега.
Аннотация.
Пусть ϕ : R→ R непрерывно дифференциируемая на интервале J ⊂ R функция и
пусть α = (α1, α2) точка с алгебраически сопряженными координатами, минимальный
многочлен P которых является многочленом степени ≤ n и высоты ≤ Q. Определим
черезMnϕ (Q, γ, J) множество точек α, удовлетворяющих условию |ϕ(α1)−α2| ≤ c1Q
−γ .
В работе доказано, что для любого действительного 0 < γ < 1 и достаточно большого
Q существуют положительные величины c2 < c3, не зависят от Q, для которых
выполняются оценки c2 ·Q
n+1−γ < #Mnϕ (Q, γ, J) < c3 ·Q
n+1−γ .
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