Abstract. We have developed a model of diffusive and decompressive growth of a bubble in a finite region of melt which accounts for the energetics of volatile degassing and melt deformation as well as the interactions between magmatic system parameters such as viscosity, volatile concentration, and diffusivity. On the basis of our formulation we constructed a numerical model of bubble growth in volcanic systems. We conducted a parametric study in which a saturated magma is instantaneously decompressed to one bar and the sensitivity of the system to variations in various parameters is examined. Variations of each of seven parameters over practical ranges of magmatic conditions can change bubble growth rates by 2-4 orders of magnitude. Our numerical formulation allows determination of the relative importance of each parameter controlling bubble growth for a given or evolving set of magmatic conditions. An analysis of the modeling results reveals that the commonly invoked parabolic law for bubble growth dynamics R -t 1/2 is not applicable to magma degassing at low pressures or high water oversaturation but that a logarithmic relationship R -log(t) is more appropriate during active bubble growth under certain conditions. A second aspect of our study involved a constant decompression bubble growth model in which an initially saturated magma was subjected to a constant rate of decompression. Model results for degassing of initially water-saturated rhyolitic magma with a constant decompression rate show that oversaturation at the vent depends on the initial depth of magma ascent. On the basis of decompression history, explosive eruptions of silicic magmas are expected for magmas rising from chambers deeper than 2 km for ascent rates > 1-5 m s-1.
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Decompression
packed structure which enables us to define a unit cell which includes a single bubble surrounded by a finite volume of melt. The polygonal elementary cell is approximated as spherical with a bubble at its center, thus reducing the three-dimensional computational domain to one-dimension with negligible loss of accuracy [Princen, 1979] . Bubble growth dynamics and evolution of a large gas-melt system is controlled by decompression, change of volatile solubility at the bubble interface, and diffusion into the bubble. Gas and melt temperatures change during degassing because of vaporization and pdV cooling, viscous dissipation, and vitrification heating as distributed by thermal diffusivity in the melt. The model accounts for interaction between parameters (e.g., viscosity, diffusivity, etc.), all of which are dependent on temperature and volatile content. The model conditions and assumptions contrast sharply with those of the simple isothermal model developed earlier [Proussevitch et al., 1993] .
The rheology of magmatic foam can differ significantly from that of melt with more widely separated bubbles Dingwell, 1992, 1993; Bagdassarov et al., 1994] . The contrast depends on bubble volume fraction and is relevant only for late stages of magma rise near the vent. At high strain rates many silicic melts exhibit nonlinear viscoelasticity [Webb and Dingwell, 1990] . However, relatively low strain rates are associated with bubble growth considered in the present study, so Newtonian rheology is considered appropriate.
The basic tenets of the present model are inherited, in part, from our previous isothermal model [Proussevitch et al., 1993] . While the previous model was not generally applicable to real eruptions, we now attempt to reduce the broad gap between natural systems and the simple formulations involved in numerical modeling. In general, the model involves the simultaneous solution of a system of equations including mass, momentum, and energy transfer between an expanding bubble and the surrounding melt. The physical conditions of our model are as follows the kinetics of the ion-gas molecular transition at the meltbubble interface is rapid and not a rate-limiting factor for mass flux into the bubble [Zhang et al., 1995] .
4. Temperature within the bubble is controlled by cooling due to the heat of volatile exsolution and the work involved in bubble expansion. The latter is partially compensated by heat flux from the surrounding melt which is heated due to viscous dissipation in response to bubble growth. (If crystallization occurs, this also heats the melt.) 5. Melt viscosity and volatile diffusivity are functions of temperature and volatile concentration in the surrounding melt.
6. Ambient pressure is held constant in our discrete parametric analysis and decreases at a constant rate in our idealized eruption model. 7. Our analysis does not account for nucleation of additional (younger) bubbles. It involves a system of uniformly spaced bubbles (Figure 1 ) nucleated simultaneously. While this may apply to many systems [Torarnaru, 1989 [Torarnaru, , 1995 , it may not hold for others in which there are high rates of bubble nucleation on preexisting nuclei (heterogenous nucleation) or in the melt (homogeneous nucleation). All bubbles in the modeled system have an equal volume of melt which provide volatiles by diffusion, and thus they all grow to the same final size. As a result, the model does not produce the bubble size distribution which would arise from a naturally expected nonuniform spacing of individual bubbles in the system. This would require a great deal of additional computational resources but could ultimately discriminate the contribution of the bubble size distribution caused by uneven initial bubble spacing from that caused by different nucleation timing.
We have developed an analytical formulation of bubble growth in magmatic systems which includes the factors described above (see appendices). The formulation is summarized in Table 1 . Based on our analytical formulation we have developed a numerical model (see appendix B) which explores many previously unrecognized processes in volcanic systems. Because there are many variables involved in bubble growth, it is computationally efficient to define a set of nondimensional equations to described the system. In some previous analyses [Rosner and Epstein, 1972; $zekely and Fang, 1973] , nondimensionalization was performed in order to obtain analytical solutions of simple formulations using asymptotic approximations which discount many variables but allow for analytical solution. In contrast, the purpose of nondimensionalization in our analysis is to provide a useful transformation of the original analytical equations for numerical solution in order to reduce the order of differential equations, improve convergence, reduce the number of iterations, and increase precision. This dramatically simplifies computational procedures, reduces CPU time and increases precision while not neglecting any parameters and variables.
We used our numerical model to run two sets of numerical "experiments" to explore the sensitivity of the system and to examine model performance in a few controlled (but not fully realistic) geological scenarios. In one set of experiments the model was run to conduct a parametric study in which the sensitivity of diffusive bubble growth to various magmatic parameters was explored in detail. We ran the model to examine parametric nonisothermal bubble growth with a range of parameter values appropriate for natural volcanic systems. The sensitivity of bubble growth dynamics to variations of initial values of each parameter was determined by holding all other initial values constant. This involved instantaneous decompression from various initial pressures to 1 bar (parametric study), as was done in the relatively primitive isothermal model [Proussevitch et al., 1993] . However, unlike our previous study, we now include the effects of interaction between parameters, so that all parameters are time dependent.
A second set of model runs involved gradual decompression to simulate rising magma in which the effects of the decompression rate as well as the interactions of diffusion and decompression are considered (constant decompression study). The model accounts for the interaction of ambient pressure (decompr, ession) with various melt parameters such as diffusivity, viscosity, surface tension, etc., in addition to their interactions with each other.
Magma parameters were selected corresponding to generalized basaltic and rhyolitic magmas. The details of magma chemistry are not explored as the relevant parameters and relationships between magma properties were assigned values directly. While there are many magmatic compositions which will lead to other parameter values, the range included here should cover some typical magmas.
The parametric study was designed to illustrate diffusive bubble growth (pure oversaturation degassing), while the constant decompression study reflect•, the more geologically relevant case of a combination of oversaturation and equilibrium degassing. 2. Decompressive bubble growth is a physical and chemical equilibrium response to decompression. It includes two parts. The first is simple expansion of a bubble with constant mass. The second is the mass added to the bubble in response to the reduction in solubility in order to maintain chemical equilibrium during "infinitely slow" decompression. Decompressive bubble growth (both parts) is reversible because thermodynamic equilibrium is always maintained. ' Actual magmas experience a combination of diffusive and decompressive bubble growth during their degassing histories. The relative contribution of the two at any instant in time can be characterized by a decompression factor given by the ratio of decompressive to diffusive bubble growth rates integrated over the time of bubble growth.
Water was the only volatile considered in the model for rhyolitic and basaltic magmas. The effects of dissolved water on magma properties are relatively well studied as it is the most common dominant volatile. We did not include CO2 because variations of magma properties (viscosity, diffusivity, etc.) as a function of CO2 concentration have fAs a function of temperature and pressure; coefficients kj, i are given in Table A2. gIf decompression model is used.
not been investigated in detail. Normally, carbon dioxide is present in the melt only when accompanied by water. Consequently, the coupled effects on all parameters of the system CO2-H20-melt should be taken into account. Unfortunately, very little is known about transport properties of the combined system.
Properties of Rhyolitic and Basaltic Melts
There are several properties of magmatic systems which affect bubble growth and therefore control the nature of eruptions. In running our model for both the parametric study as well as the constant decompression study we assigned initial values for parameters on the basis of results from the literature. Some of these values are uncertain, and in many cases, more laboratory and field measurements will be required before they can be constrained more precisely. However, the results of our sensitivity study may provide some insights about which experiments/observations are most critical. As additional data more accurately constrain magmatic parameter values, they can be readily used in our model without changing its structure. The model parameters and their interactions are discussed below.
1. Initial temperature is taken to be slightly higher than the liquidus temperatures of the basaltic and rhyolitic melts at 1 bar. Initial values of all temperature dependent properties such as density, viscosity, etc., are based on this initial temperature.
2. Density of the melt is taken as constant. We assume the melt to be incompressible for all practical purposes. The range of temperature during each model run is too small for thermal expansion effects to be important.
3. Viscosity has a complex dependence on melt composition, volatile content and temperature (equations (A28)-(A30)) through three viscosity parameters: activation energy of dry melt deformation (E•i), a viscosity constant 01') [Persikov, 1991] , and a volatile correction coefficient (/ql)' The viscosity constant is the viscosity as
T-•oo in (A28).
The volatile correction coefficient represents the dependence of viscosity on volatile conc6ntration. Measured dry melt viscosity (Table 2) Values for melts with low dissolved water contents are tabulated in Table 2. 7. Heat capacity of superheated water vapor is taken from experimental measurements [Perry et al., 1984] . Most of the heat in the system is stored in the melt, and the temperature within bubbles is mainly governed by the heat flux from the melt. We assume constant water vapor heat capacity in the numerical model at values appropriate for the final P-T conditions of numerical runs because it is at this point that water vapor mass is at a maximum. We use published values for heat capacity of magmatic melts [Neuville et al., 1993; Richet and Bottinga, 1986] 8. Heat of vitrification and vitrification temperature have been reliably estimated only for rhyolitic melts [Neuville et al., 1993; Bottinga, 1984, 1986] .
Heat of vitrification is much more difficult to determine for basalt because the vitrification temperature of basaltic melt is much lower than it is for highly silicic melt and is associated with the temperature at which melt viscosity is -1012 Pa s. For basaltic melt this may occur at -550 K, which is unattainable without crystallization unless exceedingly rapid quenching occurs, in which case calorimetric measurements are rendered impossible. Consequently, given the lack of experimental data for basaltic melt, we use related estimates for the system albite-anorthite-diopside [Stebbins et al., 1984] .
9. Vitrification interval is the range of temperature over which melt converts to glass and has not been studied for magmatic melts. We expect the range to be wider for faster quench rates and have arbitrarily selected values for both rhyolitic and basaltic melts. The vitrification interval for rhyolite composition is taken as twice that of basalt in analogy to the crystallization intervals (between liquidus and solidus) for these melts.
Parametric Study
In the interactive parametric bubble growth model, a change of any parameter affects all other parameters which collectively govern the dynamics of the bubble growth and volatile exsolution. For example, the change of dissolved of a few basaltic model runs in Table 4 for comparison with the rhyolite runs.
Initial Bubble Radius and Time Delay of Bubble
Growth
Model results for bubble growth in rhyolitic melt with our standard set of parameters (Table 2 ) with variations of the initial bubble radius (Table 4) Another interesting aspect of the radius time delay is that it can be negative if the initial bubble radius is much larger than nuclear size so that rapid initial growth is allowed by high volatile concentration at and near the bubble interface without large counteracting surface tension. Bubble growth rate reflects the volatile concentration gradient in the surrounding magma (Figure 2b ). The time delay is defined as the time elapsed before the constant growth rate is reached. In most cases, there is a positive time delay caused by the inability of oversaturated volatiles to enter very small bubbles (with very small surface areas) [Proussevitch et al., 1993] . However, excessive concentration gradients can overcome the geometrical limitation, leading to rapid initial growth before reaching a quasi-equilibrium rate.
Bubble Separation
Bubble separation is reflected in our model as the radius of the outer border of the elementary bubble cell. The center-to-center distance between neighboring bubbles is twice this length. Bubble separation is also related to bubble number density in the magma. Bubble separation plays an important role in bubble growth dynamics because it determines the volume of melt associated with each bubble from which the bubble can draw volatiles for diffusive growth and against which the bubble must exert forces to displace melt during growth. Bubble separation is controlled by a nucleation process such that additional nucleation decreases bubble separation and can lead to a complex bubble size distribution in natural systems. We do not explore nucleation processes here but assign a single initial bubble separation to describe the system.
We ran a suite of model runs (Table 4) on the basis of a standard set of parameters (Table 3) properties lead to a stronger modeled control of growth dynamics because viscosity is lower and diffusivity is greater for melts with higher water contents, so that initial water concentration plays a more important role when magma parameter interactions are taken into account. Thus a seemingly paradoxical situation arises where a rhyolitic melt with 5 wt% water can degas much faster (few seconds) than one with 0.5 wt% water, even though the water content of the former must at some point become the 0.5 wt% of the latter before degassing is completed. The cause of this is the larger bubbles and thus thinner walls (diffusion distances) for the 5 wt% case at low pressures.
Ambient Pressure
In our parametric study we took ambient pressure to be the pressure to which an initially saturated magma is instantaneously decompressed, leading to oversaturation. Conceptually, this is a case of complete oversaturation degassing where the initially oversaturated melt suddenly finds itself at a fixed lower pressure and degasses as a result of the sudden oversaturation. We varied ambient pressure from atmospheric to 100 MPa (Figure 8 ). Although we would like to separate the effects of variations of each melt parameter individually as done previously [Proussevitch et al., 1993] , it is unrealistic to discount the interaction of ambient pressure with volatile solubility. Therefore, in the numerical runs with different ambient pressures (rhy-plp5, see Table 4 ), initial dissolved water content was adjusted so that initial water oversaturation could be the same (1 wt%) for all model runs, providing a more useful comparison than the case where the main bubble growth dynamics were driven primarily by differences in oversaturation. One might expect that degassing should be slower at higher pressures because the necessary diffusion distance is greater because of smaller (compressed) bubbles and large "wall thicknesses." However, the Figure 8 ). This is because water solubility is greater at high pressures, causing a reduction in melt viscosity and an increase in diffusivity. The higher diffusivity compensates for the greater diffusion distances at high pressure. This result cannot be assessed in the parametric study but emerges in the full interactive bubble growth model as described below in section 4. For our "standard" conditions (Tables 2  and 4 Table 1 ). Fortunately, the value of b is nearly the same for rhyolitic and basaltic melts, and we assume that it is not significantly different for other dry melt compositions. Thus, in the parametric study we varied initial diffusivity only by activation energy. The results of the parametric study (Figure 11 and Table 4) Numerical modeling allows examination of systems that may not be found in nature, thus providing some insights not otherwise evident. For instance a system with rhyolitic viscosity but which has high diffusivity appropriate for andesite will experience considerable dissipative (viscous) heating of the melt (up to 5.1 K) as a result of rapid bubble growth and melt displacement. The heating would be greater if initial water concentration and bubble number density were higher than in our standard rhyolite (see runs rhy-sl, rhy-c5, and rhy-d4 in Table 4 ). Note again that dissipative heating of the melt does not effect the final temperature of the system because it is balanced by bubble gas cooling (pdV work from the dynamic pressure term done on the viscous melt).
will not affect viscosity. In the parametric study we used values for E• of 200, 250, and 350 kJ mole -! which can be taken to generally represent a range of melts from andesitic basalt to "super" rhyolite. Viscosity also depends on temperature and water concentration, both of which vary with time and space across the bubble wall during bubble growth such that the final viscosity can be 2 orders of magnitude greater than the initial viscosity (Table 4) .
Variation of viscosity (E•) in our numerical runs has a
profound effect on the dynamics of bubble growth, causing variations in growth rate and time delay of several orders of magnitude. For example, with 1 wt% dissolved H20, andesitic basalt can degas in a few seconds at 1 bar, while s it takes super rhyolite 2 hours (Table 4 ). The effect of viscosity on growth dynamics is illustrated in Figure 10 . quantified and have elucidated the nature of the time delay, bubble overpressure, and other aspects of degassing which cannot be reliably assessed without a fully interactive model. Bubble growth rate, time delay, and total growth time are very sensitive to temperature, viscosity, diffusivity, and initial water concentration (oversaturation). We have found that ambient pressure does not significantly affect growth dynamics because expected sluggish growth at high pressures is counteracted by high diffusivity and water content. This is further explored in the decompressive study described below. In addition, bubble separation (number density) determines total growth time but has no effect on growth rate and time delay.
The effect of the interaction between parameters can be most clearly delineated by comparison with Proussevitch et al.'s [1993] previous noninteracting model. For instance, there is a marked contrast in the effects of initial
water oversaturation and pressure. The interactive model also produces a more moderate dependence of bubble growth dynamics on these parameters. In addition, variable viscosity and diffusivity cause bubble growth rate to retard with time relative to the noninteracting case. This is because as volatiles exsolve, viscosity increases, diffusivity decreases, and the melt is capable of supporting higher volatile concentration gradients than it would if there were no parametric interaction. Another difference between the interactive and noninteractive model results is that the main phase of bubble growth (after the time delay) fits a logarithmic growth curve better than that for the noninteractive case. For application to actual volcanic systems it would be necessary to account for parametric interactions as well as system geometry, initial conditions, and flow dynamics. Toward this end, as a first step, we consider decompression of various hypothetical magmatic systems in section 3.
Decompressive Study With Constant Decompression Rate
In contrast to the parametric study, the decompressive model runs allow ambient pressure to decrease steadily to 1 bar from saturation pressure for a given dissolved volatile concentration. This simulates the decompression associated with the ascent of degassing magma. While this is critical aspect of degassing, it has not been neglected in previous models of magmatic bubble growth. Proussevitch and Sahagian 1996] recently addressed a simple case of this problem using a noninteractive, isothermal bubble growth model. It is thus now possible to compare the present results with the previous results, thereby isolating and quantifying the consequences of parametric interactions and thermal effects. In this way we may considerably extend our understanding of bubble growth and degassing processes which bear on the style and energetics of volcanic eruptions. While any variable decompression history can be specified in the model, we use various constant rates in this first demonstration of the model. Subsequently, when the model is applied to specific natural volcanic systems with observed or otherwise known conduit and magma reservoir geometries, the appropriate decompression histories can be used in the model as well.
We have restricted our decompressive numerical models to rhyolite melt compositions. We omit basalt because preliminary numerical runs (in addition to prior studies )have demonstrated that dynamic factors of bubble growth are relatively small in basaltic systems. This results from the low viscosity, high diffusivity, and thus low levels of oversaturation even for rapid rates of basaltic magma ascent [Sparks et al., 1994 ]. Eruption models which assume gas-melt equilibrium at all times throughout magma ascent [Dobran, 1992 The numerical model involves decompression rate because ambient pressure is an important parameter. However, in our discussion we will refer to the more easily visualized ascent rate commonly discussed in the literature. It is important to note that the decompression rate and ascent rate are not linearly related in a vesiculating magma because bulk magma density decreases with height in the column. Constant decompression rate implies an accelerating ascent rate. Even though "ascent rate" and "rise rate" are used In the model we do not consider bubble nucleation during decompressive rise because it depends on several factors which are determined by each volcanic system (e.g., liquid structure, number, shape, and composition of microlites) and the decompression history of each parcel of magma prior to eruption. Because of the complexity and individual nature of the factors which control nucleation, we do not quantitatively assess nucleation processes in the present model. However, some qualitative results do emerge related to volatile oversaturation history, and these can be assessed. Even without consideration of additional nucleation during bubble growth, our present model results may be volcanologically relevant because it has been suggested that in at least some cases, bubbles nucleate during a short time interval at an early stage of decompression with little subsequent nucleation [Toramaru, 1989 [Toramaru, , 1995 . In subsequent studies we will explore the complexities introduced by additional nucleation during mid-stage to late-stage bubble growth.
Magma Ascent Within the Conduit
The effect of magma ascent within the conduit can be Figure 15 ). This could not have been predicted without the detailed interactive model and leads to important applications. It should be noted that at sufficiently high ascent rates, there is no degassing, and erupted material contains all of the initially dissolved volatiles (Figure 14) .
Because the relative contribution of decompressive and diffusive bubble growth affects eruption style, it is important to be able to account for the changes in the oversaturation of magmas en route to the surface. With rapid ascent, diffusion rates are insufficient to maintain equilibrium, resulting in eruption of highly oversaturated magma. Subsequent diffusive bubble growth at 1 bar in the eruption column can be explosive and thus bears on For rhyolites with properties similar to those specified in Table 2 If nucleation were to be included in the model, the depth of maximum oversaturation would have special significance. While nucleation may occur below this depth, depending on local oversaturation (and various other factors), the maximum nucleation rate would be expected to occur at the depth of maximum oversaturation. This depth would be greater if there was nucleation of additional bubble between existing bubbles, causing diffusion distances to be less. However, because oversaturation decreases above this point, we would not expect any subsequent nucleation. This has been suggested independently by Toramaru [1995] . Consequently, the important late-stage bubble growth processes should not be affected by nucleation, and omission of nucleation in our decompressive model would not introduce any quantitative errors in the rapid bubble growth which occurs near and at the vent.
Temperature in Decompressive Model Runs
Temperature variations during magma ascent and eruption affect rheology, fluid dynamics, and ultimately, vitrification and foam fragmentation (fluid or brittle). We consider an adiabatic system and include the thermal effects of volatile (water) vaporization, work of gas expansion (pdV), dissipative heating, and redistribution of the heat within the system (thermal diffusivity). Crystallization and vitrification provide heat to the system according to (B8).
We can consider the thermal effects separately for magma degassing within the conduit and at the surface. 2. Temperature of magma within the conduit is very sensitive to magma ascent rate. The lowest temperature profiles are for low ascent and decompression rates with quasi-equilibrium degassing (0.1 on Figure 17 ). At the other extreme, high ascent rates lead to no significant temperature change within the conduit (1 and 10 on Figure  17a and 17b respectively) because magma is delivered to the surface so quickly that no significant degassing can occur in the conduit. Figure 17b) . Cooling due to vaporization increases during decompression because it is highly pressure dependent (greater at low pressures), but pdV work is relatively insensitive to pressure ] so that at shallow depths, vaporization cooling dominates the thermal behavior of the system. There can also be significant temperature change after the magma reaches the surface. Final temperature is greater for faster ascent rates because the magma is farther from equilibrium when it reaches the surface so that cooling is only due to heat of vaporization. (Expansion due to vaporization does essentially no cooling.) Slow ascent maintains equilibrium so that cooling is due to both vaporization and gas expansion (equations (19) and (20)) . Note that for some cases of magma ascent (high initial depth), temperature drops almost to vitrification temperature (Figure 18) . If the initial saturation depth is >5 km, then adiabatic decompression and degassing could cause crystallization before reaching the surface [Harris, 1977] , but at such great depths, CO2 is also present which significantly reduces total volatile solubility [Mysen, 1977; Stolper and Holloway, 1988] .
Heat of vaporization and pdV work are comparable at depths >-2 km (see
Cooling at the vent bears on the processes of foam disruption into ash and other pyroclastic material. If temperatures approach the vitrification point, then brittle fragmentation into angular pyroclasts may occur instead of disruption into liquid spray [Alidibirov, 1994; Wohletz et al., 1989] . Even if gas leaves the foam through interpore channels without bursting it into fragments [Cashman and Mangan, 1994] , vaporization cooling of the melt can lead to adiabatic vitrification without the necessity for radiative cooling to the atmosphere.
Decompression Regimes and Explosive Eruptions
An assessment of the response of eruption style to ascent rate suggests that the evolution of oversaturation, bubble radius, gas fraction, etc., during magma rise sets the stage for eruption processes at the vent (Figures 12-17 ). Decompressive and diffusive expansion are the two main factors that control eruption style and are the cause of special concern because of potential volcanic hazards.
1. Decompressive growth is expansion of a bubble due to decompression. It consists of two terms: (1) expansion of previously exsolved gas and (2) exsolution due to reduced solubility in response to decompression. The former does not depend on decompression rate, while the latter applies only to equilibrium degassing (slow decompression) Sahagian and Proussevitch, 1996] .
2. Diffusive growth is expansion of the system due to diffusion of oversaturated volatiles into the bubbles at constant pressure. Degassing and bubble growth dynamics at constant pressure depend strongly on volatile oversaturation (Figure 7 ). Magma ascent rates play a key role in water oversaturation at the surface (Figure 15 ). It is thus necessary to define a range of decompression rates for which the oversaturation factor is important and to compare it with the decompressive factor.
Eruptions
We extended the simple model geometry of the bubble elementary cell to the scale of a volcanic system to explore The rate of magma expansion at the vent can be considered as ash cloud front velocity. After reaching the vent we take the eruption cloud to form a hemisphere centered on the vent which expands according to addition of volume of eruptive products from the vent. Once gas fraction exceeds the disruption threshold in the vent, the numerical model computes diffusive degassing until the system reaches equilibrium at atmospheric pressure ( Figure  19 ). The geometry of the conduit is not fixed a priori. However, it is constrained by the condition of constant rate of decompression at every point in the magma column. The constant rate of decompression implies upward acceleration for a cylindrical conduit. This is a result of the decrease in density caused by vesiculation at higher levels. Figure 19) .
If the initial depth of magma ascent is >3 km, the maximum ash cloud velocity becomes supersonic (for a conduit radius of 300 m). For greater initial depths the decompression factor is important for magma ascent rate of -10 m s -1, but is minor for higher ascent rates where diffusive degassing dominates. With slow rates of ascent, explosive eruptions do not occur even when the magma starts at great depths (Figure 19) .
Maximum front velocity and the duration of explosive eruption are related. Higher front velocity leads to a narrower peak (Figure 19 ). This is because the energy of eruption is closely related to initial volatile content in the system and thus to the cube of final bubble radius. Thus the energy of eruption is proportional to the area under each curve in Figure 19 . Modeled variation of the starting depth from 1 to 4 km increases the initial saturation water content and therefore the energetics of the system by a factor of 2 (1.86 and 3.72 wt% H20, respectively) but this 11. Our numerical model provides a tool for increased understanding of the processes which drive volcanic eruptions. The parametric study allowed quantification of the sensitivity of the modeled system to variations in each of the magmatic properties and physical conditions for a variety of geologically reasonable scenarios. The greatest utility of simple (although usually unrealistic) models is in isolating the influence of each parameter and determining which parameters must be well constrained (experimentally or otherwise) in future attempts to describe natural systems. A model such as the one presented in this paper should never be confused with a simulation which is a descriptive tool. Our model is used to diagnose the system. The purpose of a simulation is to mimic a natural system without concern about driving forces or system sensitivities. We do not yet try to mimic a natural system and thus do not try to compare our model results to natural eruption products. Any resemblance would be coincidental as there are some eruption processes not included in our model which would affect the vesicularity and dissolved volatile contents of eruption products. We hope that the deeper understanding of the processes and sensitivities of magmatic systems provided by our model results will ultimately lead to the ability to make a more realistic simulation of observed volcanic systems. 
