Abstract. The solution of inverse kinematics is a necessary condition to
INTRODUCTION
The robot manipulation system (MS) is an open kinematic chain (OKC) of serially connected rigid objects, called links. The first link is considered stationary relative to a selected coordinate system. Two consecutive links are linked by kinematic joint. It performs the relative motion of the links and most often, for technological reasons, has one degree of mobility. Intermediate links belong to two kinematic joints. The terminal link has the role of end-effector (EE), performing the technological operation for which the robot is created. Each movement is realized by one rotation or translation. The kinematic joints are independent parameters that uniquely define the position of each point of MS in space. They are denoted by n-dimensional vector:
 
T n2 1 ,... ,  (1) called configuration of the MS. The number of kinematic pairs determines the number of degrees of mobility of MS. In order to position and orient the EE in the space, 6 degrees of mobility is required. Due to the constructive constraints imposed on each joint and the possible presence of obstacles to be avoided, these 6 degrees may prove to be insufficient to realize the technological operations. The change the generalized coordinates q in accordance within the limits of their constraints defines an n-dimensional parallelepiped of permissible configurations:
Two main tasks are important in creation and control of a manipulation robot..
Direct Kinematics
The coordinates of characteristic point M of EE are determined by the function F: 
defines the robot's workspace. In this area must be located the tasks of the robot.
Inverse Kinematics
The direct kinematics is required to be able to calculate the actual position of the links and EE. However, in order to position and orient the EE at a desired point in the workspace, it is necessary to formulate and solve the so-called "Inverse Kinematics" (IK). An initial configuration q 0 is given:
The goal space coordinates of EE are:
and the generalized coordinates q G need to be computed G q F G  ) ( (6) looking for the inverse function F -1 for which it is satisfied:
Because of the non-linearity of F(q), finding the inverse function can be a difficult, even an unsolved task. The purpose of this work is to present three different algorithms for solving the IK for the MOVER 4 robot. This will help to create a software for robot analysis and control, regardless of the accompanying CProg software whose code is closed. 
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EDUCATIONAL ROBOT MOVER 4
The MOVER 4 robot of Commonplace Robotics GmbH [8] has four degrees of freedom and has a planar kinematic structure. Figure 1 is the robot scheme and in Table 1 are the kinematics parameter values. Three of the degrees of mobility provide the positioning, and the fourth orientates the EE relative to the Z axis of the coordinate system associated with the base of the robot. The coordinates of any point in the kinematic chain, and in particular the EE, can be derived from geometric considerations. In this case, a specialized language is used to describe the OKC [11] . The kinematic equations are generated using CINDY program [10] . In the syntax of this language, each joint is represented with one sentence ending with ";". The sentence consists of words separated by ",". The first word determines the type of kinematic pair: "R|RD|P" and its user-selected identifier. In the joint constraints are described. The following words in the sentence present the three-dimensional transformations (rotation or translation) relative to the previous joint. The kinematic model in terms of this language is shown in Figure 2 . 
This is the output system from which the solutions of the inverse problem must be obtained.
INVERSE KINEMATICS
In the Inverse kinematics, the coordinates of the goal point are known, as well as the desired orientation vector of the EE by the Euler angles. The values of the generalized coordinates [q 1 ,q 2 ,q 3 ,q 4 ] with which the target point can be reached must be calculated. The fact that the system (8) is transcendent leads to serious computational problems. From the moment that robotics has been the subject of scientific research, solving the reverse is the eternal theme.
Geometric solution
An algebraic solution of the trigonometric equations (8) is difficult, maybe impossible. An important fact is that the kinematic circuit is planar. Therefore, a suitable approach is to seek a solution based on geometric relationships in the plane of the MS. The goal point is G(G X ,G Y ,G Z ,γ). The first joint of the robot is rotation around an axis Z of a coordinate system attached to its base ( Figure 3 ). Because the kinematic chain is planar, the dependencies will be viewed in the plane defined by the Z-axis and the target point G. The first angle that is easily calculated is the rotation of the first link around the Z-axis: The approach orientation is given with only one angle γ, toward to the Z axis ( Figure 4 ). It helps to determine the coordinates of the beginning of the EE -point P 3 (P 3X ,P 3Y ,P 3Z ):
Journal of 
For triangle P 1 P 2 P 3 ( Figure 5 ) a cosine theorem is applied:
From Pythagorean theorem in ∆P 1 P 5 P 3 : 
Angle q 2 is calculated from geometric dependencies on Figure 5 .
In ∆P 1 P 4 P 3 angle φ is: In ∆P 1 P 5 P 3 -angle ψ: 
It remains to find the last angle -q 4 , which defines the desired angle of approach γ to the target point. Figure 6 shows the dependence: 1. 
) ( 
Lagrange multipliers
Let the coordinates М 0 of the end-effector at initial configuration q 0 in accordance with equation (3) are:
Assuming that point G is in the neighbourhood of the starting point М 0 , then the target configuration can be presented in a Taylor series:
Taking two initial terms, the next polynomial is formed
Where J 0 is the Jacobian matrix: Manipulation configurations where the rank of Jacobian matrix is less than its maximum value are called singular. They a serious problem, and efforts to avoid or get out of them are still relevant [5, 6, 7] . In the present work, one approach will be considered that solves the problem but does not guarantee accuracy in the meaning of Algorithm 1. The method of the Lagrange multipliers will be applied [1, 4] . This approach is a strategy for finding the minima of a function subject to equality constraints. The goal function is to minimize the Euclidean norm S(q 0, q G ) between the EE and the target point:
The limiting condition is Eq(17):
To find the minimum of S(q 0, q G ), the Lagrange function must be solved:
where λ is Lagrange multiplier .  J # always exists and is unique.  JJ # = I  If the Jacobian J has no full rank, J # can be computed with a numeric algorithm. It is obvious that this algorithm is hard to implement, requires many matrix operations, does not give a precise solution, and has a serious drawback -the target point must be in the vicinity of the EE initial position -this is the condition to use Taylor series. An advantage is that it can be used for manipulation systems where a closed form solution is impossible, as well as for MS with more than 6 degrees of freedom [2] .
Cyclic coordinate descent method (CCD)
Formulation of the method
A goal function Ф(q) between the initial M 0 =F(q 0 ) and the target position G of the EE is formed :
By successively performing approximate cyclic minimization of Ф(q) along each parameter q i , the minimum of the target function is obtained:
Step 1. ,..., ,
Step 2. Step n. 
The sequence is monotonically decreasing and is bounded below, therefore it converges to a positive number ε. This is a Euclidean distance convergence. Because 
and ε is a small neighbourhood of the goal point, then the task is solved with accuracy ε. On the contrary, if for two consecutive iterations the function Ф(q) does not change and (27) is not fulfilled, ie:
the solution is not a global but a local minimum. Falling to a local minimum is a serious disadvantage of the method and one of the main reasons why it is not used. Another inconvenience is the need to calculate partial derivatives -this creates more problems than facilities.
Modification of CCD
Instead of using partial derivatives to minimize the target function, geometric considerations may be used to search for a minimum between a goal point and a EE [9] . When rotating a corresponding kinematic pair, EE describes a circle with a center on the axis of the joint selected for optimization. A minimum distance between EE and G will have when the EE belongs to the line formed by the point of rotation of the joint and the target point G ( Figure  7) . Because the kinematic structure introduces a limit on the orientation only to the Z axis, it is necessary to select an intermediate target point G*, which is calculated by (10) . G* is the target point for the end of the third unit (starting point of EE): Step 1. Calculation of joint q 2 . . . arccos
The required value for reaching a minimum distance to the target point is: Step 2. Calculation of joint q 3 . Step 3. Verification of solution. If the target point is not reached but the process is converging, go to Step 1. If the target point is reached in a neighborhood or the process is not converging -END. The basic quality of this method is that it reduces the multiparametric optimization to a single one. The resulting decision is approximate -it is necessary to set a neighborhood ε as a goal criterion. The convergence of the CCD is slightly dependent on the discrepancy between the EE and the target position. Another important advantage is that it allows a free choice of the coordinate to be optimized. Depending on the specific conditions of movement, the degree of participation of the each joint can be varied, allowing optimization of the control. Major disadvantages that prevent its wide application are that the algorithm may stall at a non-optimal point and the convergence rate is not good for points belonging on the periphery of the workspace.
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