Abstract In this paper, a linearized Crank-Nicolson Galerkin finite element method (FEM) for generalized Ginzburg-Landau equation (GLE) is considered, in which, the difference method in time and the standard Galerkin FEM are employed. Based on the linearized Crank-Nicolson difference method in time and the standard Galerkin finite element method with bilinear element in space, the time-discrete and space-time discrete systems are both constructed. We focus on a rigorous analysis and consideration of unconditional superconvergence error estimates of the discrete schemes. Firstly, by virtue of the temporal error results, the regularity for the time-discrete system is presented. Secondly, the classical Ritz projection is used to obtain the spatial error with order O(h 2 ) in the sense of L 2 −norm. Thanks to the relationship between the Ritz projection and the interpolated projection, the superclose estimate with order O(τ 2 + h 2 ) in the sense of H 1 −norm is derived. Thirdly, it follows from the interpolated postprocessing technique that the global superconvergence result is deduced. Finally, some numerical results are provided to confirm the theoretical analysis.
with the initial and Dirichlet boundary conditions u(X, 0) = u 0 (X), X ∈ Ω , (1.2) u(X,t) = 0, (X,t) ∈ ∂ Ω × (0, T ], (1.3) where X = (x, y), 0 < T < +∞, u(X,t) and u 0 (X) are complex functions, ν > 0, κ > 0, η, ζ , γ are given real constants, and f (s) is a real-value nonlinear function, which is twice continuously differentiable with respect to s. The parameter γ is the coefficient of the linear driving term. When γ < 0, all solutions decay to zero. The NGLE plays an important role in chemistry, engineering, biology and especially in various branches of physics, from nonlinear waves to second-order phase transitions, from superconductivity, superfluidity, and Bose-Einstein condensation to liquid crystals and strings in field theory [2, 10, 12, 7, 21, 4] . Theoretical analysis for the NGLEs has been well done [18, 19] . However, the analytical expressions of the NGLEs exist only for a few particular cases [1] . Therefore, there should be significant interest in developing numerical schemes for the approximate solution of the NGLE. Du [3] studied the semi-discrete and implicit Euler fully-discrete approximations of the NGLEs. In [24] , some finite difference schemes with the second-order convergence rate are used to solve the two-dimensional Ginzburg-Landau equation. Mu and Huang [11] presented an alternating Crank-Nicolson method for the timedependent Ginzburg-Landau model of superconductors. In [25] , three difference schemes of the Ginzburg-Landau Equation in two dimensions were proposed and analyzed, in which, the nonlinear term was discretized such that the nonlinear iteration was not needed in computation. However, due to the existence of nonlinearity, error analysis often requires some time-step grid ratio constraints, for example, τ = O(h d/2 ), d = 2, 3 in [3, 11] , τ = O(h) in [25] and τ = o(h 2 ) in [24] , although numerical tests show the feasibility of the numerical methods for a large time step. To overcome this problem, an error splitting technique was proposed in [22] , and then widely developed in [5, 6, 9, 8, 17, 14, 14, 15, 23] .
In this paper, we aim to develop the unconditional superconvergence convergence analysis technique to the generalized NGLE. The error function u n −U n h is split into the temporal error u n −U n and the spatial error U n −U n h . By use of different analytical method as [14] , we also obtain the H 2 −error estimate of the temporal error with the order O(τ 2 ), which plays an important role in the superconvergence analysis. Then, the classical Ritz projection operator R h is introduced and the unconditional error estimate R h U n − U n h 0 with the order O(h 2 ) is obtained, which imply that U n h is unconditionally bounded in the sense of L ∞ −norm. Furthermore, we arrive at the superclose property of R h U n −U n h 1 with the order O(τ 2 + h 2 ), combining with which and the relation between R h and the corresponding interpolation operator I h [13] , the error I h u n −U n h 1 with the order O(τ 2 +h 2 ) holds unconditionally. Besides, the global superconvergence result is obtained by virtue of the interpolated postprocessing technique. Finally, some numerical results are displayed to confirm our theoretical analysis.
Throughout the paper, one denotes (·, ·) be the L 2 inner product function and the corresponding norm is defined by · 0 := · L 2 (Ω ) = (·, ·) 1/2 . Moreover, for any integer m ≥ 0 and p ∈ [1, +∞], let W m,p (Ω ) be the Sobolev spaces, equipped with the norm
where { υ(·,t) Y }.
A Linearized Galerkin FEM
Assume that Ω is a rectangle in (x, y) plane with the edges parallel to the two coordinate axes, respectively. Denote T h be a quasiuniform partition of the rectangle Ω . For any K ∈ T h , let h K = diam{K} and h = max K∈T h {h K }. Define V h be the usual bilinear finite element space, and
From [20] , one obtains that
Meanwhile, it follows from [13] that
4)
where I h is the associated interpolation operator on V h0 . For any positive integer N, we let {t n } N n=0 be a uniform partition of the time interval [0, T ] with the step size τ = T /N. Given any sequence of function {w n } defined on Ω , we denote δ t w n := w n − w n−1 τ , δ tt w n := δ t w n − δ t w n−1 τ , w n := w n + w n−1 2 , 1 ≤ n ≤ N, and
With these preparations, a linearized Galerkin FEM to the system (1.1)-(1.3) is obtained, which is to find U n h ∈ V h0 , such that for n ≥ 2,
This scheme is not selfstarting, and the fist step value U 1 h ∈ V h0 is given by the following predictor corrector method, which is to find U 1 h ∈ V h0 , such that
h is derived by
with the initial value U 0 h := I h u 0 . Obviously, for the schemes (2.5)-(2.7), only a linear system is needed to be solved at each time step.
Error Estimates for the Time-Discrete System
In this section, we introduce the following time-discrete system
2) and
Obviously, the time-discrete system (3.1)-(3.3) can be viewed as a system of linear elliptic equations, and thus the existence and uniqueness of the solution can be obtained immediately [20] .
In what follows, let e n := u n −U n , 0 ≤ n ≤ N. The following theorem gives the estimate results of e n 0 , e n 1 and e n 2 , and then the regularity of U n .
Theorem 1 Let u n and U n (0 ≤ n ≤ N) be the solutions of the system (1.1)-(1.3) and the semi-discrete system (3.1), respectively. Suppose u ∈ L 2 (0, T ; H 3 (Ω )) and u t , u tt ∈ L ∞ (0, T ; H 2 (Ω )) and
Then, there exists a positive constant τ 0 such that for τ ≤ τ 0 , we have
where C 0 > 0 is a bounded constant.
Proof From (1.1) and (3.2), we obtain the following error equation
where
Obviously, by Taylor's formula, we have
Multiply (3.6) by e 1,0 /τ and integrate the resulting equation over Ω to arrive at
(3.8) Taking the real part of (3.8), one obtains that
Then, by virtue of Cauchy-Schwarz inequality and Young's inequality, it follows from (3.7) and (3.9) that
Therefore, it exists C 1 > 0 and τ 0 > 0, such that when τ ≤ τ 0 , it holds
In addition, multiplying (3.6) by ∆ e 1,0 /τ, integrating it over Ω , and then taking the imaginary part of the resulting equation, we easily obtain
which implies e
Thus, from (3.11) and (3.12), we have
and
where τ ≤ τ 1 := 1/CC 2 . Next, from (1.1) and (3.3), the error equation at t = t 1 is obtained
Obviously, by Taylor's formula, one obtains that
We multiply (3.15) by e 1 /τ and integrate the resulting equation over Ω to arrive at
Take the real part of (3.17) to obtain
Thanks to (3.13), we have
Therefore, it follows from (3.11) that Then, it is apparent to see that there exist C 4 > 0 and τ 2 > 0, such that when τ ≤ τ 2 , we have
Next, we take the inner product of (3.15) by ∆ e 1 to arrive at − ∇e
Take the imaginary part of (3.23) to obtain
By using (3.16) and 25) which further implies that e
Therefore, it follows from (3.26) that 
where τ ≤ τ 3 and CC 5 (τ 3 + τ 2 3 ) ≤ 1. By virtue of the mathematical induction method, one assumes that (3.4) holds for m ≤ n − 1. Then, under this assumption, we have for m ≤ n − 1
where τ ≤ τ 4 and CC 0 (2τ 4 + τ 2 4 ) ≤ 1. Now, we intend to prove that (3.4) also holds for m = n. From (1.1) and (3.1), the error equation at t = t n is obtained
Multiply (3.30) by e n , and integrate the resulting equation over Ω to arrive at
Taking the real part of (3.32), and thanks to
Re
Then, one obtains from (3.29) that By applying (3.22) and the discrete Gronwall's inequality, we derive that
Next, we multiply (3.30) by δ t e n , and integrate the resulting equation over Ω to get
(3.38) Take the real part of (3.38) to arrive at ν ν 2 + η 2 δ t e n 2 0 + ∇e n 2 − ∇e n−1 2 2τ We now analyze the three terms at the right hand of (3.39). For the first term, it follows that 
Take appropriate ε 1 , ε 2 and ε 3 , such that
. 
In what follows, we multiply (3.30) by −δ t ∆ e n , and integrate it over Ω to obtain that
Take the real part of (3.48) to arrive at For the second term at the right hand of (3.49), by virtue of the Cauchy-Schwarz inequality and Young's inequality, one easily obtains that
As to the first and third terms at the right hand of (3.49), one needs to transfer τ from one part of the inner product to the other. To this end, we assume u 1 = u 1 , U 1 = U 1 and e 1 = e 1 .
As the result of the mathematical induction (3.29), we easily deduce that
Similar as [14] , we have Accordingly, from (3.51)-(3.54), we obtain that 
On the other hand, it is easy to show that
Therefore, it follows from (3.51) and (3.56) that 
(3.58)
Then, thanks to (3.35) and e n = τ ∑ n i=1 δ t e i , we derive that 
Superconvergence Results for the Fully Discrete System
In this section, we intent to estimate the global superconvergence result for the fully discrete system. To this end, we first show the unconditional boundedness of the fully discrete solution U n h (1 ≤ n ≤ N) in the sense of L ∞ −norm, which can be deduced by the error result R h U n −U n h 0 = O(h 2 ). Then, the error ∇(R h U n −U n h ) 0 is bounded with the order O(h 2 + τ 2 ). According to the relationship between I h and R h , the superclose result
is proved. Finally, the global superconvergence result is derived by virtue of the interpolated postprocessing technique. For convenience, we split the error functions into following ones
Theorem 2 Let u and U n h (1 ≤ n ≤ N) be the solutions of (1.1)-(1.3) and (2.5)-(2.7), respectively. Then, under the conditions of Theorem 1, we obtain that
Furthermore, if h is small enough, we have
where C ′ > 0 is a constant independent of h, and
Proof By the definitions of U 0 h and K 1 , it obviously holds that
From (2.7) and (3.2), we derive the error equation
(4.5)
Substituting v h = θ 1,0 /τ in (4.5), and taking the real part of the resulting equation, one obtains that
It follows from (2.3) and (3.13) that
Similarly, from (2.3) and (3.5), we obtain
Substituting (4.7)-(4.9) into (4.6) yields
Taking ε 5 + ε 6 + ε 7 = 1/2 in (4.10), then we easily conclude that
which implies
where τ < τ 6 and h ≤ h ′ 0 , such that τh ≤ 1/CC ′ 0 . For n = 1, from (2.6) and (3.3), one arrives at
Setting v h = θ 1 in (4.13), and taking the real part of the resulting equation, we obtain
As the result of (3.5), it shows that
It is not difficult to derive that Hence, if τ is sufficiently small, we derive that
By the inverse inequality, we obtain 20) where τ ≤ τ 7 and h ≤ h 1 , such that
In what follows, let us assume that (4.2) holds for m ≤ n − 1, and one intends to prove its correctness for m = n. By virtue of the assumption, we obtain
where h ≤ h 2 := 1/CC ′ . It follows from (2.5) and (3.1) that
Substitute v h = θ n in (4.22) , and take the real part of the resulting equation to arrive at
It is obvious from (2.3) that
Thanks to (3.62), we have 25) where τ ≤ τ 8 := 1/2C 8 . Therefore, from (4.24) and (4.25), we obtain
Utilize (2.3), (3.5) and (4.21) to arrive at
It follows from (2.3) that 
Omitting the positive item ν ∇ θ n 2 0 , and using the discrete Gronwall inequality, one con- 
Proof We first prove ∇θ n 0 ≤ Ch 2 holds for 1 ≤ n ≤ N. For the case of n = 1, from (4.18), the result is obviously right. We now assume ∇θ m 0 ≤ Ch 2 holds for m ≤ n − 1, and intend to prove ∇θ n 0 ≤ Ch 2 . To this end, the error equation (4.22) is changed into the following one:
Let us denote v h = δ t θ n in (4.33), and take its real part to obtain
It is obvious that
Then, substituting above inequalities into (4.34), and taking
we arrive at
Then, by using the discrete Gronwall inequality in (4.35), we have
Finally, with the help of (2.2)-(2.4), we conclude
Based on Theorem 3 and the inerpolated postprocessing operator I 2 2h [16] , the following global superconvergence result is deduced.
Theorem 4 Under the conditions of Theorem 2, we have
Remark 1 In this paper, the time-space error splitting technique is adopted to obtain the unconditional superconvergence results of a linearized Crank-Nicolson Galerkin FEM for generalized Ginzburg-Landau equation. Due to the difference between the Ginzburg-Landau equations and the Schrödinger equations, the analysis procedure in this paper is different from one in [14] . In this example, a uniform rectangular partition with M + 1 nodes in each direction is used in our computation, and the system (5.1)-(5.3) is numerically solved by the linearized Galerkin method with the bilinear element. On the one hand, taking τ = h, and Tables 1-4 list the numerical results with respect to the time t = 0.25, 0.5, 0.75, 1.0. On the other hand, in order to show the unconditional stability, we choose h = 1/80, and the large time steps τ = h, 5h, 10h, 20h, respectively. The coresponding results are shown in Table 5 . All the numerical results are concurring with the theoretical results. Table 5 Convergence results of u n −U n h 1 with h = 1/80 and τ = kh t k = 1 k = 5 k = 10 k = 20 0.25 6.5963e-03 6.5969e-03 9.5227e-03 3.4159e-02
