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In dieser Arbeit werden verschiedene Ansa¨tze untersucht, um Tensorzerlegungsme-
thoden auf die Full-Configuration-Interaction-Methode (FCI) anzuwenden. Das Ziel
dieser Ansa¨tze ist es, zuverla¨ssig konvergierende Algorithmen zu erstellen, welche es
erlauben, die Wellenfunktion effizient im Canonical-Product-Tensorformat (CP) zu
approximieren. Hierzu werden drei Ansa¨tze vorgestellt, um die FCI-Wellenfunktion
zu repra¨sentieren und darauf basierend die beno¨tigten Koeffizienten zu bestimmen.
Der erste Ansatz beruht auf einer Entwicklung der Wellenfunktion als Linearkom-
bination von Slaterdeterminanten, bei welcher in einer Hierarchie ausgehend von der
Hartree-Fock-Slaterdeterminante sukzessive besetzte Orbitale durch virtuelle Orbi-
tale ersetzt werden. Unter Nutzung von Tensorrepra¨sentationen im CP wird ein
lineares Gleichungssystem gelo¨st, um die FCI-Koeffizienten zu bestimmen.
Im darauf folgenden Ansatz, welcher an Direct-CI angelehnt ist, werden Tensorre-
pra¨sentationen der Hamiltonmatrix und des Koeffizientenvektors aufgestellt, welche
zur Lo¨sung des FCI-Eigenwertproblems erforderlich sind. Hier wird ein Algorithmus
vorgestellt, mit welchem das Eigenwertproblem im CP gelo¨st wird.
In einem weiteren Ansatz wird die Repra¨sentation der Hamiltonmatrix und des
Koeffizientenvektors im Fockraum formuliert. Dieser Ansatz erlaubt die Lo¨sung des
FCI-Eigenwertproblems mit Hilfe verschiedenen Algorithmen. Diese orientieren sich
an den Rayleighquotienteniterationen oder dem Davidsonalgorithmus, wobei fu¨r den
ersten Algorithmus eine zweite Versionen entwickelt wurde, wo die Rangreduktion
teilweise durch Projektionen ersetzt wurde. Fu¨r den Davidsonalgorithmus ist ein
breiteres Spektrum von Moleku¨len behandelbar und somit ko¨nnen erste Untersu-
chungen zur Skalierung und zu den zu erwartenden Fehlern vorgestellt werden.
Schließlich wird ein Ausblick auf mo¨gliche Weiterentwicklungen gegeben, welche
eine effizientere Berechnungen ermo¨glichen und somit FCI im CP auch fu¨r gro¨ßere
Moleku¨le zuga¨nglich macht.
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Anwendung von Tensorapproximationen auf die Full Configuration Inter-
action Methode
Technische Universita¨t Chemnitz, Fakulta¨t fu¨r Naturwissenschaften
Dissertation 2016, 134 Seiten
In this thesis, various approaches are investigated to apply tensor decomposition
methods to the Full Configuration Interaction method (FCI). The aim of these ap-
proaches is the development of algorithms, which converge reliably and which permit
to approximate the wave function efficiently in the Canonical Product format (CP).
Three approaches are introduced to represent the FCI wave function and to obtain
the corresponding coefficients.
The first approach ist based on an expansion of the wave function as a linear
combination of slater determinants. In this hierarchical expansion, starting from the
Hartree Fock slater determinant, the occupied orbitals are substituted by virtual
orbitals. Using tensor representations in the CP, a linear system of equations is
solved to obtain the FCI coefficients.
In a further approach, tensor representations of the Hamiltonian matrix and the
coefficient vectors are set up, which are required to solve the FCI eigenvalue problem.
The tensor contractions and an algorithm to solve the eigenvalue problem in the CP
are explained her in detail.
In the next approach, tensor representations of the Hamiltonian matrix and the
coefficient vector are constructed in the Fock space. This approach allows the app-
lication of various algorithms. They are based on the Rayleight Quotient Algorithm
and the Davidson algorithm and for the first one, there exists a second version, whe-
re the rank reduction algorithm is replaced by projections. The Davidson algorithm
allows to treat a broader spectrum of molecules. First investigations regarding the
scaling behaviour and the expectable errors can be shown for this approach. Finally,
an outlook on the further development is given, that allows for more efficient calcu-
lations and makes FCI in the CP accessible for larger molecules.
Keywords: Tensor Decomposition, Tensor Representation, Eigenvalue Problems, Elec-
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In den letzten Jahrzehnten haben quantenchemische Rechnungen eine zunehmende
Bedeutung zur Validierung oder zur Vorhersage von experimentellen Ergebnissen
– insbesondere von spektroskopischen Daten – erlangt. In vielen Teilbereichen der
Chemie, wie beispielsweise in der Elektrochemie, in der synthetischen Chemie, oder
in der Biochemie, finden heute verschiedenste Methoden zur Berechnung der Elek-
tronenstruktur Anwendung. Ziel dieser Methoden ist stets, die Wellenfunktion oder
die Elektronendichte zu approximieren und somit eine na¨herungsweise Lo¨sung der
Schro¨dingergleichung zu finden, da man dann in der Lage ist, zahlreiche Eigenschaf-
ten und Spektren von Moleku¨len zu berechnen.
Heute ist es mo¨glich, mit Hilfe niedrig skalierender Methoden wie Hartree-Fock
(HF) oder Dichtefunktionaltheorie (DFT), Moleku¨le mit mehreren hundert Ato-
men zu behandeln und somit experimentelle Befunde zu stu¨tzen. Wa¨hrend diese
Methoden jedoch zu großen Ungenauigkeiten fu¨hren, erlauben so genannte Post-
HF-Methoden, wie Møller-Plesset Sto¨rungstheorie zweiter Ordnung (MP2) oder die
Coupled-Cluster(CC)-Methoden eine systematische Verbesserung der Approximati-
on der Wellenfunktion. Dabei liefern sie sehr genaue Wellenfunktionen, welche aus-
gehend von einer Referenzdeterminante (beispielsweise der HF-Determinante) ent-
wickelt werden und deshalb als Singlereferenzmethoden bezeichnet werden. Deren
hohe Skalierung konnte durch zahlreiche neue Entwicklungen, insbesondere von loka-
lisierten Methoden [1–7] deutlich reduziert werden, so dass sehr hohe Genauigkeiten(∼ 1 kJ/mol) in der Berechnung der Wellenfunktion bei niedriger Skalierung erreicht
wurden. Damit lassen sich wiederum Moleku¨le mit mehreren hundert Atomen bei
einer Genauigkeit der Post-HF-Methoden berechnen.
Dennoch treten Fa¨lle auf, wo die Entwicklung der Wellenfunktion ausgehend von
einer Referenzdeterminante nicht ausreichend ist und die Singlereferenzmethoden
versagen, da neben der Referenz mehrere Konfigurationen hohe Beitra¨ge zur Wel-
lenfunktion liefern. Zu diesen Fa¨llen za¨hlen zum Beispiel bestimmte U¨bergangsme-
tallkomplexe, Moleku¨le mit Grundzusta¨nden, welche nahezu entartete Konfigura-
tionen aufweisen, Radikale oder Moleku¨le mit teilweise gebrochenen Bindungen. In
solchen Fa¨llen werden zur korrekten Berechnung der Elektronenstruktur Multirefe-
renzmethoden herangezogen, wo die Referenzwellenfunktion eine Linearkombination
von Slaterdeterminanten ist. Dabei sind bestimmte Orbitale in jeder Determinan-
te besetzt und bestimmte Orbitale sind in jeder Determinante unbesetzt. Der so
genannte aktive Raum besteht aus Orbitalen, welche nicht zu den oben genannten
Orbitalen geho¨ren und aus denen sich verschiedene Mo¨glichkeiten der Besetzung
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mit einer bestimmten Anzahl an Elektronen ergibt. Herzstu¨ck der Multireferenz-
methoden ist Full-Configuration-Interaction (FCI), welches auf einen aktiven Raum
angewandt wird [8], um die Referenzwellenfunktion zu erzeugen. Daher ist FCI fu¨r
viele Probleme der Quantenchemie eine essenzielle Methode.
Die in dieser Arbeit untersuchte Methode zur Berechnung der Elektronenstruktur
ist eben FCI, welche die exakte Lo¨sung der Schro¨dingergleichung in einer gegebenen
Basis von o Moleku¨lorbitalen (MO) liefert. Konzeptionell stellt FCI eine sehr simple
Methode dar, da lediglich ein Eigenwertproblem der so genannten Hamiltonmatrix
gelo¨st werden muss. Die Elemente der Eigenvektoren sind dabei Koeffizienten, welche
genutzt werden, um die Wellenfunktion aufzustellen. Jedoch weist FCI eine expo-
nentielle Skalierung auf, weshalb auch heute nur Systeme mit wenigen Elektronen
(< 20) und kleinen Basissa¨tzen behandelbar sind [9–11]. Deshalb findet FCI vor al-
lem zur Abscha¨tzung der Genauigkeit anderer Methoden an sehr kleinen Moleku¨len
und in Multireferenzmethoden Verwendung.
Wie bereits erwa¨hnt, erlaubt die exponentielle Skalierung von FCI nur die Be-
handlung sehr kleiner Moleku¨le und aktiver Ra¨ume. Daher gibt es vielseitige Be-
mu¨hungen, um FCI fu¨r gro¨ßere Systeme verfu¨gbar zu machen, welche in Kapitel 4
na¨her vorgestellt werden. Ein wichtiger Schritt hierzu ist die Entwicklung von Direct-
Configuration-Interaction (Direct-CI) [12], wo man ausnutzt, dass die Hamiltonma-
trix nur wenige Elemente ungleich null besitzt. Damit muss man diese Matrix nicht
explizit aufzustellen, sondern man kann die notwendigen Kontraktionen nur mit den
relevanten Elementen ausfu¨hren. Da nicht nur die Hamiltonmatrix, sondern auch de-
ren Eigenvektoren nur du¨nn besetzt sind, existiert eine Vielzahl von Strategien, um
nur die relevanten Elemente des Koeffizientenvektors zu beru¨cksichtigen [13–21]. Da-
neben gibt es noch weitere Mo¨glichkeiten, bei welchen nicht ein Eigenwertproblem
direkt gelo¨st werden muss, sondern eine Monte-Carlo-Simulation ausgefu¨hrt wird.
Dieser Ansatz wird als Quantum Monte Carlo (QMC) bezeichnet [22–26]. Da das
Berechnen der Struktur der Knotenebenen der Wellenfunktion bei Diffusion-Monte-
Carlo (DMC) problematisch ist, wird bei Full-Configuration-Interaction-Quantum-
Monte-Carlo (FCIQMC) die Monte-Carlo-Simulation in einer Basis von Slaterde-
terminanten durchgefu¨hrt [27–30]. In der
”
Density Matrix Renormalisation Group“
(DMRG)-Methode [31, 31, 32] wird eine Tensorzerlegungsmethode zur Repra¨senta-
tion der Wellenfunktion und somit Lo¨sung des FCI-Problems genutzt. All die hier
vorgestellten Alternativen zur FCI-Methode leiden jedoch unter bestimmten Schwa¨-
chen. So skalieren Direct-CI und alle denkbaren Mo¨glichkeiten der Verkleinerung
der Basis der Slaterdeterminanten/Configuration State Functions (CSF), wie auch
FCIQMC weiterhin exponentiell, wenn auch mit geringerem Basis-Wert. Bei DMRG
ist die Ordnung der Orbitale in der Tensorrepra¨sentation entscheidend fu¨r das Kon-
vergenzverhalten und die erreichbare Genauigkeit in der Energie und fu¨r DMC stellt
das Erreichen einer ada¨quaten Knotenstruktur der Wellenfunktion ein großes Pro-
blem dar. Daher gibt es weiterhin Bestrebungen Methoden zu entwickeln, FCI auf
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zuverla¨ssige Weise zu lo¨sen und dabei fu¨r mo¨glichst große Systeme zuga¨nglich zu
machen.
Ein vielversprechender Ansatz, um hoch skalierende Probleme zu lo¨sen bieten
niedrig skalierende Tensorrepra¨sentationen, die auf dem Gebiet von Elektronenstruk-
turrechnungen bereits o¨fters Anwendung fanden. Beispiele fu¨r solche Anwendungen
sind neben DMRG die Resolution of the Identity Zerlegung, das Tensorhypercon-
traction Tensorformat [33–35], Orbital Specific Virtuals [36, 37], Pair Natural Or-
bitals [4, 38–40] und die Cholesky Zerlegung [41–43]. Neben diesen hauptsa¨chlich
physikalisch motivierten Tensorrepra¨sentationen, wurden neuerdings auch rein ma-
thematisch motivierte Tensorformate auf quantenchemische Probleme angewandt.
Neben dem Matrix-Product-State-Format (MPS) [44], wurde auch das Canonical-
Product-Tensorformat (CP) [45, 46] fu¨r MP2 und Coupled-Cluster Doubles (CCD)
genutzt. Weiterhin wurden Tensorzerlegungsmethoden bei der Multiresolution Ana-
lysis Repra¨sentation auf die HF- und MP2-Methode angewandt [47, 48]. Schließlich
wurde CP sogar fu¨r einen FCI-Ansatz verwendet [49].
In der hier vorliegenden Arbeit wird die Anwendbarkeit des CP zum Erstellen
von FCI-Algorithmen untersucht. Dabei wird versucht, den so genannten
”
Fluch der
Dimensionen“ zu brechen [50], um eine subexponentielle Skalierung von FCI mit
der Systemgro¨ße zu erhalten und somit FCI auch fu¨r gro¨ßere Moleku¨le und aktive
Ra¨ume verfu¨gbar zu machen. Zudem soll diese Methode eine attraktive Alternative
zu bisherigen Ansa¨tzen darstellen, welche nicht nur fu¨r gro¨ßere Systeme verfu¨gbar ist,
sondern konzeptionell simpel ist und eine systematische Verbesserung der Ergebnisse
mit entsprechender Wahl von einem oder nur wenigen Parametern ermo¨glicht. Daher
wird hier nicht nur ein Augenmerk auf den Aufbau des Wellenfunktionsansatzes und
damit auf den Aufbau der Tensorrepra¨sentationen gelegt, sondern es werden die zu
erwartenden Fehler in der Approximation der Wellenfunktion und wenn mo¨glich
auch die Skalierung der Methoden untersucht.
Die vorliegende Arbeit besteht aus zwei Teilen. Der erste Teil umfasst die na¨chs-
ten drei Kapitel. Dabei wird im na¨chsten Kapitel ein U¨berblick u¨ber die verwende-
ten Elektronenstrukturmethoden, insbesondere FCI gegeben. Zudem wird im darauf
folgenden Kapitel das CP vorgestellt. Dort wird die Durchfu¨hrung bestimmter ma-
thematischer Operationen vorgestellt und es werden verschiedene Mo¨glichkeiten der
Rangreduktion erla¨utert. In Kapitel 4 werden bereits bekannte effiziente Ansa¨tze zur
Lo¨sung von FCI vorgestellt, welche allesamt die Berechnung gro¨ßerer Moleku¨le er-
lauben. Jedoch soll an dieser Stelle auch na¨her auf die Schwachpunkte der Methoden
eingegangen werden. Der zweite Teil dieser Arbeit umfasst die danach folgenden drei
Kapitel, in welchen verschiedene, im Rahmen dieser Arbeit neue entwickelte Ansa¨tze
vorgestellt werden, wie FCI mit CP behandelt werden kann. Dazu werden jeweils
die neu entwickelten Konzepte, die Pilotimplementierungen und erste Beispielrech-
nungen vorgestellt. Der erste Ansatz in Kapitel 5 basiert auf einer hierarchischen
Entwicklung der FCI-Wellenfunktion, welche von einer Referenzdeterminante aus-
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geht. Der Ansatz zeigt A¨hnlichkeiten zu CC-Algorithmen ho¨herer Ordnung, erfor-
dert jedoch das iterative Lo¨sen eines linearen Gleichungssystems im CP. Hier werden
die Bestimmungsgleichungen hergeleitet, der auf diesen Gleichungen basierende, neu
entwickelte FCI-Algorithmus vorgestellt und Ergebnisse aus der Anwendung dieses
Algorithmus auf erste Beispielmoleku¨le diskutiert. Im darauf folgenden Kapitel wird
ein neu entwickelter FCI-Algorithmus vorgestellt, bei welchem der Koeffizienten-
vektor und die Hamiltonmatrix jeweils in einem Tensor repra¨sentiert werden. Diese
Art der Tensorrepra¨sentation beno¨tigt lediglich einen entsprechenden Algorithmus
zum Lo¨sen von Eigenwertproblemen, welcher sich auf diese Repra¨sentation u¨bertra-
gen la¨sst. Hier zeigen sich jedoch bei der Implementierung Probleme, welche sich
insbesondere aus der Antisymmetrie der Wellenfunktion ergeben. Auch dieser Algo-
rithmus wurde auf kleine Moleku¨le angewandt und die entsprechenden Ergebnisse
werden hier diskutiert. Dieser Ansatz wurde weiterentwickelt, um insbesondere die
Antisymmetrie der Wellenfunktion besser zu beru¨cksichtigen. In Kapitel 7 wird diese
Form der Tensorrepra¨sentation vorgestellt, welche zudem eine effizientere Rangre-
duktion u¨ber Projektionen erlaubt. Mit Hilfe des Davidson-Algorithmus [51] la¨sst
sich in diesem Ansatz das FCI-Matrix-Eigenwertproblem bei einer schnellen Kon-
vergenz iterativ lo¨sen, wodurch eine hohe Genauigkeit in der Approximation der
Wellenfunktion mo¨glich wird. Damit ist im Vergleich zu den anderen beiden Ansa¨t-
zen ein breiteres Spektrum von Moleku¨len berechenbar, was es ermo¨glicht, die Ge-
nauigkeit der Methode fu¨r einen Testsatz zu bestimmen und die Skalierung mit der
Systemgro¨ße abzuscha¨tzen. Schließlich folgt darauf ein Ausblick auf mo¨gliche Wege,
um die Rangreduktion zu vermeiden. Am Ende dieser Arbeit steht eine Zusammen-
fassung der Resultate und ein allgemeiner Ausblick auf die weitere Entwicklung von
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In diesem Kapitel wird die grundlegende Herangehensweise erla¨utert, wie man die
Elektronenstruktur von Moleku¨len und Atomen berechnet. Grundsa¨tzlich ist es hier-
fu¨r notwendig, die Schro¨dingergleichung mit dem entsprechenden Hamiltonoperator
zu lo¨sen. Wie dieser aufgebaut ist, wird im folgenden Abschnitt behandelt. Im darauf
folgenden Abschnitt wird die Born-Oppenheimer-Na¨herung vorgestellt. Diese ermo¨g-
licht eine Separation der Schro¨dingergleichung in einen elektronischen Teil und einen
Kern-Teil, wobei im weiteren Verlauf dieses Kapitels das Lo¨sen der elektronischen
Schro¨dingergleichung im Fokus steht. In Abschnitt 2.2 wird das Variationsprinzip
vorgestellt, welches es erlaubt, eine Approximation der Wellenfunktion systematisch
zu verbessern. Die Slaterdeterminante, welche in Abschnitt 2.3 vorgestellt wird, ist
eine mo¨gliche Darstellungsform der elektronischen, antisymmetrischen Wellenfunk-
tion. Die HF-Methode (Abschnitt 2.4) erlaubt eine Wellenfunktion, welche aus einer
im Rahmen der HF-Na¨herung optimierten Slaterdeterminante besteht, zu berechnen.
Dabei wird auch ein Blick darauf geworfen, dass diese Wellenfunktion die so genann-
te Elektronenkorrelation nicht ausreichend beru¨cksichtigt. Daher gibt Abschnitt 2.6
einen U¨berblick u¨ber weitere Methoden, welche die Elektronenkorrelation sta¨rker
beru¨cksichtigen. Schließlich gibt es im Abschnitt 2.7 eine Einfu¨hrung in die FCI-
Methode, mit welcher sich in der vorliegenden Arbeit eingehend bescha¨ftigt wird.
2.1. Die Schro¨dingergleichung
Ausgangspunkt fu¨r die Behandlung von Moleku¨len mit Elektronenstrukturmethoden
ist die zeitunabha¨ngige, nichtrelativistische Schro¨dingergleichung:
HˆΨ = EΨ (2.1)
Bei dieser Differentialgleichung wird die Wellenfunktion mit Ψ bezeichnet, E ist die
Energie des Systems und Hˆ ist der Hamiltonoperator. Fu¨r molekulare und atomare
Systeme nimmt er die Form an, wie sie in Gleichung 2.2 gegeben ist. Dabei sind MA
das Verha¨ltnis der Masse des Kerns A zu der eines Elektrons, ZA, ZB die Ladung
der Kerne, rAB = ∣rA − rB ∣ der Kern-Kern-, riA = ∣ri − rA∣ der Kern-Elektron- und
rij = ∣ri−rj ∣ der Elektron-Elektron-Abstand, sowie ∇A und ∇i die Nabla-Operatoren
in Bezug auf die Koordinaten der Kerne rA und der Elektronen ri.




























2.2. Die Born-Oppenheimer-Na¨herung und das Variationsprinzip
Auf der rechten Seite der Gleichung 2.2 dienen die ersten beiden Terme der Beschrei-
bung der kinetischen Energie der M Kerne, sowie der Kern-Kern-Wechselwirkungen.
Der na¨chste Term beschreibt die kinetische Energie der N Elektronen. Die letzten
beiden Terme beschreiben die Coulomb-Wechselwirkungen zwischen den Elektro-
nen, sowie die Coulomb-Wechselwirkungen zwischen Kernen und Elektronen. Der
Hamiltonoperator ist in atomaren Einheiten gegeben.
2.2. Die Born-Oppenheimer-Na¨herung und das
Variationsprinzip
Da selbst fu¨r leichte Atomkerne die Masse des Elektrons mehrere tausend mal klei-
ner ist als die Masse der Kerne, kann davon ausgegangen werden, dass sich Elektro-
nen auch viel schneller bewegen als die Kerne. Im Rahmen der Born-Oppenheimer-
Na¨herung werden die Bewegungen der Elektronen und der Kerne voneinander ge-
trennt betrachtet. Mit Hilfe eines Separationsansatzes la¨sst sich die Wellenfunktion
in ein Produkt einer elektronischen und einer Kern-Wellenfunktion darstellen.
Ψ(ri, rA) = Ψel(ri, rA)ΨKern(rA) (2.3)
Die elektronische Schro¨dingergleichung hat nun folgende Form, wobei durch die viel
schnellere Bewegung der Elektronen die Positionen der Kerne nur als Parameter
eingehen:
HˆelΨel = EelΨel (2.4)

















Der Hamiltonoperator der elektronischen Schro¨dingergleichung beru¨cksichtigt die
kinetische Energie der Elektronen, die Kern-Elektron-Wechselwirkung und die Elek-
tron-Elektron-Wechselwirkung, wie auf der rechten Seite von Gleichung 2.5 zu sehen
ist. Die ersten beiden Terme ko¨nnen zu einem Einelektronenoperator Oˆ1 zusammen-
gefasst werden und der verbleibende Term sei der Zweielektronenoperator Oˆ2. Fu¨r






In dieser Gleichung ist die kinetische Energie der Kerne und die Gesamtenergie
Etot beru¨cksichtigt. Die Gesamtenergie ergibt sich dabei unter Beru¨cksichtigung der
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Koordinaten der Kerne wie folgt:







Im weiteren Verlauf dieser Arbeit liegt der Fokus auf der Lo¨sung der elektronischen
Schro¨dingergleichung und daher wird auf den Index
”
el“ verzichtet. In der Quan-
tenchemie ist man besonders an einer mo¨glichst genauen Lo¨sung der elektronischen
Schro¨dingergleichung interessiert. Dabei ist das Variationsprinzip eine nu¨tzliche Hil-
festellung, um eine mo¨glichst gute Approximation der Wellenfunktion zu finden. Sei
eine gena¨herte Wellenfunktion ∣Ψ˜⟩ gegeben, so besagt das Variationsprinzip, dass
Folgendes gilt: ⟨Ψ˜∣Hˆ ∣Ψ˜⟩⟨Ψ˜∣Ψ˜⟩ = E˜0 ≥ E0 = ⟨Ψ∣Hˆ ∣Ψ⟩⟨Ψ∣Ψ⟩ . (2.8)
Da E0 der exakte Erwartungswert der Energie fu¨r den Grundzustand mit der Grund-
zustandswellenfunktion ∣Ψ⟩ ist, wird fu¨r eine Testwellenfunktion ∣Ψ˜⟩ der Erwartungs-
wert der E˜0 Energie stets gro¨ßer als die Energie fu¨r den Grundzustand sein und das
Gleichheitszeichen gilt nur, wenn die Testwellenfunktion exakt gleich der Wellenfunk-
tion des Grundzustandes ist. Eine mo¨glichst gute Na¨herung fu¨r die Wellenfunktion
kann folglich durch Minimierung der Energie gefunden werden.
2.3. Slaterdeterminante und Orbitale
Da Elektronen Fermionen sind, muss eine Wellenfunktion ∣Ψ⟩ die Ununterscheidbar-
keit der Teilchen und die Antisymmetrie widerspiegeln. EineN -Elektronenwellenfunk-
tion, welche diese Eigenschaften besitzt, ist eine Slaterdeterminante. Sie wird aus N





χ1(x⃗1) χ2(x⃗1) . . . χN(x⃗1)
χ1(x⃗2) χ2(x⃗2) . . . χN(x⃗2)⋮ ⋮ ⋱ ⋮
χ1(x⃗N) χ2(x⃗N) . . . χN(x⃗N)
RRRRRRRRRRRRRRRRRRR
. (2.9)
In vereinfachter Schreibweise hat die Determinante folgende Form:
∣χ1χ2⋯χN ⟩ = (N !)−1/2 N !∑
n=1(−1)pnPn{χ1(x⃗1)χ2(x⃗2)⋯χN(x⃗N)}. (2.10)
Es ist Pn ein Permutationsoperator der Elektronen 1 bis N in den verschiedenen Or-
bitalen vertauscht und pn die Anzahl an Vertauschungen, um eine bestimmte Permu-
tation zu erreichen. Der Faktor (N !)−1/2 dient zur Normierung, so dass ⟨Ψ∣Ψ⟩ = 1 gilt.
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Vereinfachend ko¨nnen die Koordinaten der Elektronen x⃗1, x⃗2, . . . x⃗N durch 1,2, . . .N
ersetzt werden. Die Koordinaten x⃗i setzen sich aus den ra¨umlichen Koordinaten
r⃗i und einer Spinkoordinate ω = ±12 zusammen und die Spinorbitale sind ein Pro-
dukt aus einer Raumfunktion (Raumorbital) φ(r⃗i) und einer Spinfunktion α(ω) oder
β(ω). Fu¨r die Spinfunktionen gilt:
∫ α∗(ω)α(ω)dω = ∫ β∗(ω)β(ω)dω = 1 (2.11)
∫ α∗(ω)β(ω)dω = ∫ β∗(ω)α(ω)dω = 0. (2.12)
(2.13)
Zudem seien die Spinorbitale orthonormal zueinander. Dies bedeutet, dass sie fol-
gende Gleichung erfu¨llen mu¨ssen:
∫ χ∗i (x⃗1)χj(x⃗1)dx⃗1 = ⟨χi∣χj⟩ = ⟨i∣j⟩ = δij . (2.14)
Dieses Integral ergibt somit nur eins, wenn i = j gilt, sonst ist es null. Im weiteren
Verlauf dieser Arbeit wird das Pfeilsymbol vernachla¨ssigt, falls Spinkoordinaten oder
ra¨umliche Koordinaten auftauchen.
2.4. Hartree-Fock-Methode
Wird die Slaterdeterminante in die elektronische Schro¨dingergleichung eingesetzt, so
kann der Energieerwartungswert u¨ber die Gleichung 2.16 bestimmt werden.













Die Terme auf der rechten Seite von Gleichungen 2.15 und 2.16 ergeben sich aus den
Slater-Condon-Regeln [52, 53]. Im ersten Term auf der rechten Seite von Gleichung
2.15 erfolgt eine Summation der Einelektronenintegrale und im zweiten Term erfolgt
eine Summation u¨ber alle Zweielektronenintegrale. Den in Gleichungen 2.15 und
2.16 verwendeten vereinfachten Darstellungen der Ein- und Zweielektronenintegrale
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entsprechen folgenden Gleichungen:
⟨i∣hˆ∣i⟩ = ∫ χ∗i (x1)(−12∇21 − M∑A=1 ZAr1A)χi(x1)dx1 (2.17)⟨ij∣ij⟩ = ∫ χ∗i (x1)χ∗j (x2) 1r12χi(x1)χj(x2)dx1dx2 (2.18)⟨ij∣ji⟩ = ∫ χ∗i (x1)χ∗j (x2) 1r12χi(x2)χj(x1)dx1dx2 (2.19)⟨ij∣∣ij⟩ = ⟨ij∣ij⟩ − ⟨ij∣ji⟩. (2.20)
Zudem ist das U¨berlapp-Integral:
Sij = ⟨i∣j⟩ = ∫ χ∗i (x1)χj(x1)dx1. (2.21)
Im Abschnitt 2.2 ist bereits herausgestellt worden, dass eine mo¨glichst gute Na¨-
herung einer Testwellenfunktion an die exakte Wellenfunktion erreicht wird, wenn
die Energie mo¨glichst niedrig ist. Eine solche Minimierung erfolgt bei der Bestim-
mung der HF-Gleichungen mit Hilfe der Methode der Lagrangeschen Multiplikatoren
fu¨r eine Slaterdeterminante. Die minimale Energie erha¨lt man durch Minimierung
des Lagrangeschen Funktionals L . Dazu wird die Variation δL gleich null gesetzt,
wobei als Nebenbedingung die Orthonormalita¨t der Orbitale gewahrt bleiben soll⟨χi∣χj⟩ = δij (δij = 1, wenn i = j, sonst ist δij = 0).
L = E0 + N∑
i=1
N∑
j=1 ij(Si,j − δij) (2.22)
Fu¨r die Orbitale einer Slaterdeterminante, fu¨r welche die Energie minimal wird,
gilt dann folgende Gleichung:
fˆ ∣χi⟩ = N∑
j=1 ji∣χj⟩ (2.23)
Fu¨r Gleichung 2.23 kann gezeigt werden, dass unter Nutzung eines bestimmten Sat-
zes von Spinorbitalen eine Pseudoeigenwertgleichung 2.24 entsteht [53]. Daher fu¨hrt
das Lo¨sen der Pseudoeigenwertgleichung 2.24 zu genau diesem Satz von Spinorbita-
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len, welche als kanonische Orbitale bezeichnet werden1.

















Der Operator fˆ(x1) wird als Fock-Operator bezeichnet. Die Summanden auf der
rechten Seite von Gleichung 2.25, welche zu hˆ(x1) zusammengefasst werden, repra¨-
sentieren die kinetische Energie der Elektronen und die Elektron-Kern-Wechselwirk-
ungen. Der na¨chste Term, welcher den Coulomb-Operator Jˆ(x1) entha¨lt, beschreibt
die Coulombwechselwirkung zwischen den Elektronen und der darauf folgende Term
beschreibt eine nichtklassische Wechselwirkung zwischen den Elektronen, die davon
herru¨hrt, dass Elektronen Fermionen sind. Pij ist ein Permutationsoperator, wel-
cher die Elektronen i und j vertauscht. Dieser
”
Austausch“ ist namensgebend fu¨r
den Austauschoperator Kˆ(x1).
Die Orbitale, welche beno¨tigt werden, um die Slaterdeterminante aufzustellen,




Einsetzen dieser Entwicklung von χi in die HF-Gleichung 2.24 und Multiplizieren
von links mit φ∗ν(1) und anschließende Integration fu¨hrt zu einer Matrix-Gleichung
folgender Form:
FC = SC. (2.27)
In Gleichung 2.27 sind die U¨berlappmatrix S und die Fock-Matrix F mit den Ele-
menten
Sµν = ∫ φ∗ν(x1)φµ(x1)dx1 (2.28)
Fµν = ∫ φ∗ν(x1)fˆ(x1)φµ(x1)dx1 (2.29)
1Durch unita¨re Transformationen lassen sich weitere Sa¨tze von Orbitalen bestimmen, welche Glei-
chung 2.23 ebenso erfu¨llen. Die daraus entstehende Wellenfunktion repra¨sentiert dabei die glei-
chen physikalischen Eigenschaften. Beispielsweise ermo¨glichen lokalisierte Orbitale ein besseres
Versta¨ndnis der Eigenschaften des Moleku¨ls.
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gegeben. Die Koeffizientenmatrix C entha¨lt als Elemente die Koeffizienten der Ent-
wicklung von χi und  ist eine Diagonalmatrix, deren Elemente die Orbitalenergien
ii = i sind.
Gleichung 2.27, welche auch Roothan-Gleichung genannt wird, kann fu¨r beliebi-
ge Moleku¨le in einem SCF(self consistend field)-Algorithmus gelo¨st werden. Hierzu
sind eine Moleku¨lgeometrie, eine Ladung und ein Basissatz von AOs, aus welchen
die MOs entwickelt werden (siehe Gleichung 2.26) vorzugeben. Es lassen sich nun
die U¨berlappmatrix, die Einelektronen- sowie die Coulomb- und Austauschintegrale
in der AO-Basis berechnen. Mit Hilfe der U¨berlappmatrix kann eine Transformati-
onsmatrix X = S− 12 im Falle der symmetrischen Orthogonalisierung, oder X = Us− 12
im Falle der kanonischen Orthogonalisierung bestimmt werden, wobei s eine Dia-
gonalmatrix mit den Eigenwerten von S ist. Unter Nutzung von X lassen sich die
Fockmatrix in F′ und die Koeffizientenmatrix in C′ u¨berfu¨hren, so dass nun ein Ma-
trixeigenwertproblem vorliegt. Dabei ist U eine unita¨re Matrix und es gilt XtSX = 1.
F′C′ = C′ (2.30)
Durch das Lo¨sen des Eigenwertproblems ko¨nnen nun C′ und  bestimmt und C′
durch die Transformationsmatrix X in C u¨berfu¨hrt werden. Die neu erhaltenen
Koeffizienten dienen zum Aufstellen einer neuen Fockmatrix, mit welcher die oben




neuen“ Koeffizienten und den zugeho¨rigen Energien nur noch geringe Unterschiede
existieren. In diesem Fall ist die Selbstkonsistenz erreicht. Die Energie ergibt sich



















mit Pµν = N∑
i=1 cµicνi. (2.33)
Damit ist eine Na¨herungslo¨sung fu¨r die elektronische Schro¨dingergleichung gefun-
den. In diesem Falle ist die Wellenfunktion eine Slaterdeterminante mit N MOs.
Zudem liefert diese Methode o−N weitere Orbitale. Sie werden als virtuelle Orbita-
le bezeichnet und sie erlauben es, weitere Slaterdeterminanten aufzustellen, indem in
der HF-Slaterdeterminante besetzte Orbitale durch virtuelle Orbitale ersetzt werden.
Diese Slaterdeterminanten ko¨nnen eine Basis in den so genannten post-HF-Methoden




U¨ber die HF-Methode la¨sst sich die optimale Wellenfunktion finden, welche aus
einer Slaterdeterminante besteht. Es werden jedoch fu¨r ein Elektron die Wechselwir-
kungen mit den verbleibenden Elektronen im System nur u¨ber gemittelte Positionen
beru¨cksichtigt. Diese
”




φi(x1)φj(x2)dx1dx2 = ∫ ρi(x1)ρj(x2) 1
r12
dx1dx2. (2.34)
Gleichung 2.34 zeigt, dass nur die Ladungsdichten in Wechselwirkung miteinander
stehen. Elektronen besitzen jedoch einen Teilchencharakter und ko¨nnen als Punkt-
ladungen betrachtet werden. Gleichartige Ladungen stoßen sich ab, weshalb auch
Elektronen die Na¨he zueinander meiden. Ebenso meiden Elektronen gleichen Spins
einander (Pauli-Verbot). Durch die Nutzung dieser
”
mean field“-Na¨herung weichen
die Energien und die mit dieser Methode erhaltenen Wellenfunktionen von der ex-
akten Energie ab. Die Differenz zwischen diesen beiden Energien (siehe Gleichung
2.35) wird als Korrelationsenergie Ecorr bezeichnet.
Ecorr = Eexact −EHF (2.35)
Verbesserungen der HF-Na¨herung sind deshalb erstrebenswert, beispielsweise mit
den CC-Methoden, MP2, der CI-Methode oder DFT. Auf sie wird in Abschnitt 2.6
na¨her eingegangen.
2.5. Zweite Quantisierung
Die zweite Quantisierung stellt eine alternative Betrachtungsweise dar, um auch die
Wellenfunktion mit Hilfe von Operatoren zu repra¨sentieren, wobei die gleiche Phy-
sik beschrieben wird. Sie ermo¨glicht es, viele Zusammenha¨nge der Quantenchemie
in u¨bersichtlicher Weise zu behandeln und dabei die Antisymmetrie der Wellenfunk-
tion, welche sich aus der Algebra der Operatoren ergibt, zu beru¨cksichtigen. Daher
werden in den na¨chsten Kapiteln zahlreiche komplexe Probleme in zweiter Quanti-
sierung behandelt. Im Folgenden wird ein U¨berblick u¨ber die Konzepte der zweiten
Quantisierung gegeben. Fu¨r detailliertere Betrachtungen sei auf die entsprechende
Literatur verwiesen [53, 54]. Zuna¨chst ist zu erwa¨hnen, dass eine Slaterdeterminante
mit Hilfe eines Besetzungszahlvektors (ONV) repra¨sentiert werden kann. Ein ONV
hat folgende Form:
∣K⟩ = ∣k1, k2, . . . , kn⟩ mit kp = { 1, wenn χp besetzt0, wenn χp unbesetzt. (2.36)
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Sei eine Basis mit o Orbitalen gegeben, so kann jedes Orbital χp in dem ONV besetzt
(kp = 1) oder unbesetzt (kp = 0) sein. Dem entsprechend existieren 2o Mo¨glichkeiten
der Besetzung der Orbitale. Die ONVs bilden eine Basis im sogenannten Fockraum
F (o). Dieser besitzt wiederum Unterra¨ume F (o,0), F (o,1), . . . ,F (o, o), in welchen
0, 1, . . . , o Orbitale besetzt sind. Im F (o,0) existiert genau eine Determinante ∣ ⟩,
in welcher kein Orbital besetzt ist. Dies ist der so genannte Vakuumzustand. Fu¨r die
meisten quantenchemischen Fragestellungen ist ein N -Elektronen-Unterraum von
Interesse, in welchem ( oN) ONVs eine orthonormale Basis bilden.
Es sind zudem der Erzeugeroperator a†p und der Vernichteroperator ap fu¨r ein
beliebiges Orbital p wie folgt definiert:
a†p∣k1, k2, . . . ,0p, . . . , ko⟩ = ΓKp ∣k1, k2, . . . ,1p, . . . , ko⟩ (2.37)
a†p∣k1, k2, . . . ,1p, . . . , ko⟩ = 0 (2.38)
ap∣k1, k2, . . . ,1p, . . . , ko⟩ = ΓKp ∣k1, k2, . . . ,0p, . . . , ko⟩ (2.39)
ap∣k1, k2, . . . ,0p, . . . , ko⟩ = 0. (2.40)
mit ΓKp = p−1∏
q=1(−1)kq . (2.41)
Wirkt der Erzeugeroperator a†p auf einen ONV, in welchem kp = 0 ist, so wird in
diesem Orbital ein Teilchen erzeugt, so dass kp = 1 wird. Ist das Orbital χp bereits
besetzt, so ist das Ergebnis nach Anwendung des Erzeugeroperators gleich null.
Beim Anwenden des Vernichteroperators ap auf einen ONV mit besetztem Orbital
χp entsteht ein ONV, bei welchem kp = 0 ist, wa¨hrend im Falle, dass χp unbesetzt
ist, das Ergebnis wiederum null ist. In allen Fa¨llen wird mit einem Phasenfaktor
ΓKp = ∏p−1q=1(−1)kq multipliziert. Dieser kann so verstanden werden, dass bei einem
Operator, der auf das Orbital χp wirkt, fu¨r jedes besetzte Orbital χq, fu¨r welches
q < p gilt, mit -1 multipliziert wird. Fu¨r die Erzeuger- und Vernichteroperatoren
gelten folgende Antikommutatorbeziehungen:[a†p, a†q]+ = 0 (2.42)[ap, aq]+ = 0 (2.43)[a†p, aq]+ = δpq. (2.44)
Mit Hilfe der Erzeuger- und Vernichteroperatoren ist es mo¨glich auch Ein- und Zwei-
















2.6. Post-Hartree-Fock-Methoden und Dichtefunktionaltheorie
Hierbei ist
h(p, q) = ∫ χ∗q(x1)(−12∇21 −∑A ZArA1)χp(x1)dx1 (2.47)
das Einelektronenintegral und
⟨pq∣∣rs⟩ = ⟨pq∣rs⟩ − ⟨pq∣sr⟩ (2.48)
das antisymmetrisierte Zweielektronenintegral, mit
⟨pq∣rs⟩ = ∫ χ∗p(x1)χ∗q(x2) 1r12χr(x1)χs(x2)dx1dx2. (2.49)
Mit Hilfe des Ein- und Zweielektronenoperators la¨sst sich auch der elektronische
Hamiltonoperator in zweiter Quantisierung wie folgt darstellen:















Nachdem auf das Problem der Elektronenkorrelation und die zweite Quantisierung
na¨her eingegangen wurde, sollen im vorliegenden Abschnitt einige Methoden zur
Behandlung der Elektronenkorrelation vorgestellt werden. Dabei sollen die jeweili-
gen Ansa¨tze kurz erla¨utert, jedoch auf die ausfu¨hrliche Herleitung der notwendigen
Koeffizienten- oder Amplitudengleichungen und der Ausdru¨cke zur Bestimmung der
Energie verzichtet werden.
Bei der sto¨rungstheoretischen Behandlung der Elektronenkorrelation wird der ex-
akte Hamiltonoperator u¨ber eine Summe aus einem bekannten Hamilton-Operator
H0 und einem Sto¨roperator Vˆ entwickelt, so dass die exakte Schro¨dingergleichung
folgende Form annimmt:
Hˆ ∣Φi⟩ = (Hˆ0 + Vˆ ) ∣Φi⟩ = Ei ∣Φi⟩ (2.51)
Von dem ungesto¨rten Operator Hˆ0 sind der Energieeigenwert E
(0)
i und die Wellen-
funktion Ψ
(0)
i bekannt. Da fu¨r den exakten Hamiltonoperator sowohl die exakten
Energieeigenwerte Ei, als auch die Wellenfunktion Φi unbekannt sind, gelte:
Ei = E(0)i + λE(1)i + λ2E(2)i +⋯ (2.52)∣Φi⟩ = ∣i⟩ + λ ∣Ψ(1)i ⟩ + λ2 ∣Ψ(2)i ⟩⋯ (2.53)
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Um die Koeffizienten und die Energie zu erhalten, werden Gleichungen 2.52 und
2.53 in den Sto¨rungsansatz 2.51 eingesetzt und entsprechend den Potenzen von λ
zusammengefasst. Multiplikation mit ⟨i∣ unter der Bedingung der so genannten
”
in-
termediate normalisation“ (⟨i∣Φi⟩ = 1) fu¨hrt zu einer Reihe von Gleichungen zur
Bestimmung der Energiebeitra¨ge. Meist wird die sto¨rungstheoretische Entwicklung
der Wellenfunktion nach wenigen Gliedern abgebrochen. Bei der Sto¨rungstheorie
ho¨herer Ordnung ist die Konvergenz nicht gewa¨hrleistet [55]. Bei MP2 haben der







Die Korrelationsenergie ergibt sich nun u¨ber:




i + j − a − b . (2.56)
Einen weiteren Ansatz um die Elektronenkorrelation zu beru¨cksichtigen, stellt
die CC-Theorie dar. Hier wird die Wellenfunktion in einem exponentiellen Ansatz
entwickelt. ∣Φ0⟩ = eTˆ ∣Ψ0⟩ (2.57)
Der exponentielle Operator wird in einer Taylorreihe entwickelt und nimmt dabei
folgende Form an:








mit Tˆ ≡ Tˆ1 + Tˆ2 +⋯ + Tˆn (2.58)
Der Anregungsoperator Tˆ , welcher aus einer Summe von Operatoren besteht, wird
in der Regel nur bis zu einem bestimmten Glied aufgebaut, so dass nur wenige















Die Koeffizienten t werden als CC-Amplituden bezeichnet. Durch das Einsetzen
des Ansatzes 2.57 in die Schro¨dingergleichung, Multiplikation mit e−Tˆ und Anwen-
dung der Campbell-Baker-Hausdorff-Entwicklung, lassen sich Gleichungen aufstel-
len, mit deren Hilfe sich die Amplituden und die Korrelationsenergie bestimmen
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lassen. Fu¨r den Fall von CC-Singles-Doubles (CCSD) erha¨lt man die Korrelations-












Bei den CI-Methoden wird die Wellenfunktion im Gegensatz zu CC nicht u¨ber
einen exponentiellen Operator, sondern u¨ber eine Linearkombination entwickelt. Da-
bei werden die Determinanten so geordnet, dass 1, 2, . . . , N in einer Referenzde-
terminante (HF-Determinante) besetzte Orbitale durch virtuelle Orbitale ersetzt
werden. Es ergibt sich dann folgende Wellenfunktionsentwicklung, bei welcher die
Determinanten entsprechend der Anzahl der Substitutionen geordnet sind:
∣Φ0⟩ = c0∣Ψ0⟩ +∑
ia
cai ∣Ψai ⟩ +∑
i<j
a<b
∣Ψabij ⟩ + ∑
i<j<k
a<b<c
cabcijk ∣Ψabcijk⟩ +⋯. (2.62)
Meist wird diese Entwicklung der Wellenfunktion abgebrochen und entsprechend
der beru¨cksichtigten Determinanten als CI Singles Doubles (CISD), CI Singles Doub-
les Triples (CISDT), . . . bezeichnet. Zur Bestimmung der Koeffizienten ist das Lo¨sen
eines linearen Gleichungssystems notwendig, welches man beispielsweise u¨ber die
Slater-Condon-Regeln aufstellen kann. Die Energie erha¨lt man u¨ber Gleichung 2.63,






i + 12 ∑ijab⟨ij∣∣ab⟩cabij (2.63)
Unter Beru¨cksichtigung aller mo¨glichen Substitutionen der Orbitale wird die exak-
te Lo¨sung der elektronischen Schro¨dingergleichung (im Rahmen des verwendeten
Basissatzes) erhalten. Man spricht in diesem Fall von FCI. Diese Methode wird in
Abschnitt 2.7 na¨her betrachtet.
Ein weiterer Ansatz zur Beru¨cksichtigung der Elektronenkorrelation ist DFT. Da-
bei besteht der Ansatz darin, dass die Energie als Funktional der Elektronendichte
bestimmt werden kann. Grundlage fu¨r DFT sind die Hohenberg-Kohn-Theoreme,
welche zum einen die Beschreibung der Elektronenstruktur nicht nur u¨ber die Wel-
lenfunktion, sondern auch mit Hilfe der Elektronendichte eindeutig erlauben und
zum anderen u¨ber das Variationsprinzip auch eine systematische Verbesserung der
Na¨herung ermo¨glichen. Darauf baut dann der Kohn-Sham-Ansatz auf, bei welchem
die Elektronendichte u¨ber eine Slaterdeterminante bestimmt wird. Diese Determi-
nante la¨sst sich wiederum aus MOs aufbauen. Die Energie la¨sst sich wie folgt be-
17
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rechnen:





















Dabei beschreiben jeweils die ersten beiden Terme auf der rechten Seite die kineti-
sche Energie und die Coulomb-Abstoßung der Elektronen, der dritte Term ist das
Austausch-Korrelations-Funktional und danach folgt die Beschreibung der Kern-
Elektron-Wechselwirkung. φi sind die Kohn-Sham-Orbitale. Durch das Anwenden
des Variationsprinzips auf Gleichung 2.65 erha¨lt man Gleichungen, mit deren Hil-
fe sich die Kohn-Sham-Orbitale optimieren lassen. Dies geschieht a¨hnlich zur HF-
Methode in einem iterativen Verfahren (SCF-Iterationen). Da in Gleichung 2.65
das Austausch-Korrelations-Funktional unbekannt und auch nicht genau bestimm-
bar ist, werden na¨herungsweise Funktionale benutzt. Diese sind teilweise empirisch
bestimmt und lassen sich in local density approximation (LDA), generalised gradient
approximation (GGA) und Hybrid-Funktionale unterscheiden.
2.7. Full-Configuration-Interaction
Bei der FCI-Methode wird die Wellenfunktion als Linearkombination von Slater-
determinanten oder CSFs entwickelt. Dabei spannen alle mo¨glichen Determinan-
ten/CSFs, welche sich aus einem gegebenen Satz von MOs konstruieren lassen, eine
Basis fu¨r diese Entwicklung auf. FCI ermo¨glicht in dieser Basis die Bestimmung der
exakten Lo¨sung der Schro¨dingergleichung und beru¨cksichtigt damit die Elektronen-
korrelation. Um eine mo¨glichst genaue Wellenfunktion zu erhalten, mu¨ssen die Ko-
effizienten der Wellenfunktionsentwicklung derart gewa¨hlt werden, dass die Energie




Unter den Bedingungen der Orthonormalita¨t ⟨K∣K′⟩ = δKK′ und unter der Vor-
aussetzung, dass die Testwellenfunktion normiert ist (⟨ΦFCI∣ΦFCI⟩ = 1), kann eine
minimale Energie gefunden werden, wenn folgendes gilt:
∂
∂cK
⟨ΦFCI∣Hˆ ∣ΦFCI⟩ = 0. (2.67)
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Zur Lo¨sung des Minimierungsproblems unter der Bedingung der Normierung der
Wellenfunktion wird die Methode der Lagrangeschen Multiplikatoren verwendet, so
dass ∂L∂cq = 0.






c2K − 1) (2.68)
Lo¨sen dieser Gleichung fu¨hrt zu dem Matrixeigenwertproblem in Gleichung 2.69,
dessen Lo¨sung die Koeffizienten liefert, welche zu einer Wellenfunktion mit einer
minimalen Energie fu¨hren.
HC = EC (2.69)
Die so genannte Hamiltonmatrix H entha¨lt folgende Elemente:
⟨K∣Hˆ ∣K′⟩ = ⟨K∣ ⎛⎝∑pp′ h(p, p′)a†pap′ + 12 ∑pqp′q′⟨pq∣∣p′q′⟩a†pa†qaq′ap′⎞⎠ ∣K′⟩, (2.70)
wobei der Hamiltonoperator Hˆ in zweiter Quantisierung gegeben ist und die Dia-
gonalmatrix E alle Energieeigenwerte Eα entha¨lt, wovon jedoch meist nur der nied-
rigste von Interesse ist. Die Koeffizientenmatrix C entha¨lt die orthonormalen Eigen-
vektoren cα.
Konzeptionell ist FCI eine simple Methode zur Bestimmung einer Wellenfunktion.
Jedoch wa¨chst die Anzahl der Determinanten fu¨r ein N -Elektronensystem, welche in
einer Basis von o MOs entwickelt werden mit ( oN ). Dies fu¨hrt dazu, dass FCI nur fu¨r
sehr kleine Systeme anwendbar ist. So gibt es beispielsweise 184.756 Determinanten
fu¨r o = 20 und N = 10, wa¨hrend es 155.117.520 Determinanten fu¨r o = 30 und N = 15




Im folgenden Kapitel werden Grundlagen der Tensorzerlegung unter Nutzung des
CP behandelt. Insbesondere auf Rechenoperationen in diesem Format, wird im Fol-
genden eingegangen, da dieses Tensorformat in der vorliegenden Arbeit in den FCI-
Algorithmen Anwendung findet. Dabei wird speziell das Problem der wa¨hrend be-
stimmter Operationen anwachsenden Ra¨nge deutlich, weshalb eine Reduktion die-
ser fu¨r einen iterativen Algorithmus unerla¨sslich ist. Mo¨glichkeiten der Reduktion
werden daher in Abschnitt 3.2 vorgestellt. Fu¨r einen U¨berblick u¨ber andere Tensor-
formate sei auf die entsprechende Literatur verwiesen [56–60], wobei dort der Fokus
auf rein mathematisch motivierten Tensorformaten liegt.
3.1. Tensorrepra¨sentationen im
Canonical-Product-Tensorformat
Ein Tensor ist eine multidimensionale Anordnung von Elementen. Spezialfa¨lle sind
Vektoren (eindimensionale Tensoren / Tensoren erster Ordnung) und Matrizen (zwei-
dimensionale Tensoren / Tensoren zweiter Ordnung). Tensoren in d Dimensionen
werden als Tensoren d-ter Ordnung bezeichnet. Es ist offensichtlich, dass der Auf-
wand einen Tensor zu speichern mit der Dimensionalita¨t/Ordnung exponentiell an-
wa¨chst. Deshalb werden fu¨r Probleme, welche die Behandlung hochdimensionaler
Tensoren erfordern, Wege gesucht, um die Tensoren mit Hilfe niedrigdimensionaler
Tensoren (beispielsweise Matrizen und Vektoren) zu repra¨sentieren. Fu¨r die Repra¨-
sentation von hochdimensionalen Tensoren mit Hilfe von Tensoren niedrigerer Di-
mensionalita¨t existiert eine Vielzahl von Mo¨glichkeiten. Sie werden Tensorformate
genannt.
Im CP, auch als
”
Canonical-Polyadic“-Format bezeichnet, werden Tensoren T als
Summe von Kroneckerprodukten von d Repra¨sentantenvektoren t⃗ dargestellt.
T ≈ R∑





Der Parameter R ist der Rang der Repra¨sentation und jeder einzelne der R Sum-
manden ist ein so genannter Elementartensor. Im weiteren Verlauf wird auf die
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Pfeilsymbole von Vektoren zur Vereinfachung verzichtet. Um die Repra¨sentation zu




















































In Gleichung 3.4 wurde die Matrix trivial zerlegt. Dies bedeutet, dass fu¨r jede Zeile
der Matrix eine Repra¨sentation mit dem Rang eins aufgestellt wird. Der Rang der
Repra¨sentation ist somit drei. Wie jedoch Gleichung 3.5 zeigt, existiert fu¨r diese
Matrix auch eine Darstellung mit einem Rang von zwei. Fu¨r Matrizen ist es mo¨glich
die Niedrigrangdarstellungen u¨ber eine Singula¨rwertzerlegung (SVD) zu bestimmen
[61]. Fu¨r Tensoren ho¨herer Ordnung ist die Form der Zerlegung im CP nicht mehr
eindeutig mo¨glich.
Fu¨r ho¨herdimensionale Tensoren kann die triviale Zerlegung in analoger Weise
wie fu¨r die gezeigte Matrix durchgefu¨hrt werden. Diese Herangehensweise der Zer-
legung fu¨hrt jedoch zu einem exponentiellen Wachstum der Ra¨nge mit wachsender
Dimensionalita¨t. Wie an Gleichung 3.5 zu sehen ist, fu¨hrt die triviale Zerlegung zu
einer Redundanz der Ra¨nge, weshalb danach mit entsprechenden Algorithmen eine
Approximation mit niedrigem Rang gesucht wird. Daneben besteht die Mo¨glichkeit,
ausgehend von den Bestimmungsgleichungen der Elemente eines Tensors, auf die
Repra¨sentation im CP zu schließen [62]. Von dieser Mo¨glichkeit wird spa¨ter in Ka-
piteln 6 und 7 Gebrauch gemacht, um die Hamiltonmatrix in einer zerlegten Form
zu repra¨sentieren.
A¨hnlich wie fu¨r niedrigdimensionale Tensoren ko¨nnen auch fu¨r Tensoren d-ter
Ordnung mit n Elementen pro Dimension verschiedene Operationen durchgefu¨hrt
werden. Die Durchfu¨hrung in der zerlegten Repra¨sentation unterscheidet sich von
den Operationen der unzerlegten Tensoren. Im Folgenden wird eine Auswahl solcher
Operationen vorgestellt, wobei der resultierende Rechenaufwand meist als deutlich
geringer angenommen werden kann, da im Gegensatz zu den hochdimensionalen
Tensoren die Operationen nur die Behandlung von Vektoren und/oder Matrizen er-
fordert. Neben den hier gezeigten Operationen werden spa¨ter an den entsprechenden
Stellen noch Abwandlungen dieser Operationen und weitere Tensorkontraktionen
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veranschaulicht. Zudem sei auf die Referenzen [62, 63] und [56] verwiesen, wo na¨her
auf die hier aufgefu¨hrten und auf weitere Rechenoperationen eingegangen wird.
3.1.1. Addition
Um die Addition zweier Tensoren d-ter Ordnung A und B mit jeweils n Elementen
pro Dimension durchzufu¨hren, werden die Summationen u¨ber alle Elementarten-
soren beider Tensorrepra¨sentationen zusammengefu¨hrt (siehe Gleichungen 3.6 und
3.7). Hierzu mu¨ssen die Repra¨sentantenvektoren beider Summanden nicht vera¨ndert
werden. Die Addition von zwei Tensoren im CP fu¨hrt zu einer Erho¨hung des Rangs.
Der Rang des Zieltensors Rang(C) = T ist die Summe der Ra¨nge Rang(A) = R und
Rang(B) = S und die Skalierung der Operation ist folglich O((R + S) ⋅ d ⋅ n).
A +B = R∑
r=1a(1)r ⊗ a(2)r ⊗ . . .⊗ a(d)r +
S∑




t ⊗ c(2)t ⊗ . . .⊗ c(d)t (3.7)= C. (3.8)
3.1.2. Multiplikation mit einem Skalar
Um einen Tensor mit einem Skalar x in der zerlegten Repra¨sentation zu multiplizie-
ren, werden alle Repra¨sentantenvektoren einer beliebigen Dimension µ mit x multi-
pliziert. Fu¨r diese Operation erho¨ht sich der Rang nicht. Fu¨r ein Beispiel x ⋅A = C ist
die Operation in Gleichungen 3.9 und 3.10 gezeigt. Die Multiplikation skaliert mitO(R ⋅ n).
x ⋅A = x R∑
r=1a(1)r ⊗ a(2)r ⊗ . . .⊗ a(d)r (3.9)
= R∑
r=1xa(1)r ⊗ a(2)r ⊗ . . .⊗ a(d)r (3.10)= C (3.11)
3.1.3. Hadamard-Produkt
Bei der elementweisen Multiplikation, welche auch als Hadamard-Produkt von zwei
Tensoren bezeichnet wird, werden fu¨r jede Dimension die Repra¨sentantenvektoren
eines Tensors mit allen Repra¨sentantenvektoren des zweiten Tensors elementweise
multipliziert. Dies erfordert, dass beide Tensoren A und B die gleiche Dimensiona-
lita¨t und gleich viele Elemente in den jeweiligen Dimensionen µ besitzen. Wie in
Gleichungen 3.12 bis 3.14 gezeigt, nimmt der Rang T des resultierenden Tensors
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bei dieser Operation auf T = R ⋅ S zu. Die Skalierung dieses Rechenschrittes istO(R ⋅ S ⋅ d ⋅ n), wobei hier n die Anzahl der Elemente pro Dimension ist, wenn man
vereinfachend annimmt, dass jede Dimension gleich viele Elemente besitzt.
A ○B = R∑
r=1a(1)r ⊗ a(2)r ⊗ . . .⊗ a(d)r ○
S∑








t ⊗ c(2)t ⊗ . . .⊗ c(d)t (3.14)= C. (3.15)
3.1.4. Inneres Produkt
Das innere Produkt zweier Tensoren erfordert die gleichen Eigenschaften der Tenso-
ren A und B wie das Hadamard Produkt. Dies ist das Analogon fu¨r ho¨herdimensio-
nale Tensoren zum Skalarprodukt ⟨a⃗, b⃗⟩ zweier Vektoren a⃗ und b⃗. Gleichungen 3.16
und 3.17 veranschaulichen die Bestimmung des inneren Produkts in tensorzerlegter







r,s . Aus der Summe aller R ⋅ S Produkte ∏dµ=1 c(µ)r,s ergibt sich das Skalar
c. Diese Rechenoperation skaliert mit O(R ⋅ S ⋅ d ⋅ n), wobei hier n die Anzahl der











µ=1 c(µ)r,s (3.17)= c (3.18)
3.1.5. Nennerwichtung
Wie in spa¨teren Kapiteln noch ersichtlich wird, ist es fu¨r Nennerwichtungen erforder-
lich im CP Tensoren zu repra¨sentieren, deren Elemente das Reziproke einer Summe
sind. Eine Mo¨glichkeit eine solche Summe u¨ber ein Produkt zu repra¨sentieren ergibt








Es sei nun x = ∑dµ=1 xµ. Zudem wird die Integration durch eine Summation ersetzt.
So ist es mo¨glich diesen Bruch mit Hilfe von Exponentialsummen [64] wie folgt zu
repra¨sentieren:
⎛⎝ d∑µ=1xµ⎞⎠












Mit Hilfe dieses Ausdrucks lassen sich nun auch d-dimensionale Tensoren X mit n
Elementen in jeder Dimension repra¨sentieren, deren Elemente das Reziproke einer
Summe von sind. Die n Elemente der Repra¨sentantenvektoren sind dem entspre-
chend gleich den Exponenten aus Gleichung 3.22. Der Rang S der Repra¨sentation
ha¨ngt von der gewu¨nschten Genauigkeit ab, mit welcher die Elemente approximiert
werden sollen. Es hat sich jedoch gezeigt, dass zum Zwecke der Berechnungen in
Elektronenstrukturmethoden ein Rang S = 15 ausreichend ist [65].
X = S∑
s=1x(1)s ⊗ x(2)s ⊗ . . .⊗ x(d)s (3.23)











Wie schon in Abschnitt 3.1 erwa¨hnt, ist es nicht notwendigerweise gegeben, dass
die gefundene Approximation eines beliebigen Tensors einen niedrigen Rang be-
sitzt. Zudem besteht das Problem, dass viele Rechenoperationen im CP zu einem
Anwachsen der Ra¨nge fu¨hren. In einem iterativen Algorithmus, bei welchem die
gleichen Schritte wiederholt ausgefu¨hrt werden, wachsen die Ra¨nge der Tensoren
unweigerlich u¨ber die Iterationen an. Deshalb ist es vonno¨ten, dass die Ra¨nge nach
einer oder mehreren Operationen reduziert werden, um so auch iterative Algorith-
men zu ermo¨glichen. Ebenso stellt sich das Problem, dass die U¨berfu¨hrung eines
gegebenen Tensors in eine Repra¨sentation im CP nicht notwendigerweise zu einer
Approximation mit niedrigem Rang fu¨hrt. Daher ist es auch hier erstrebenswert ei-
ne Niedrigrangapproximation zu finden, auch wenn dies eine komplexe Aufgabe ist
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und eine solche Approximation fu¨r einen bestimmten Rang nicht notwendigerweise
existiert [66]. Geeignete Algorithmen hierzu, werden im Folgenden vorgestellt, wobei
diese die Gemeinsamkeit haben, dass sie einen gegebenen Tensor b mit einem Tensor
V approximieren, so dass ∥b−V ∥ ≤  und Rang(V ) ≪ Rang(b) gilt. Die Zielfunktion
kann zudem folgendermaßen umgestellt werden:
f(V ) = ∥V − b∥2 (3.25)⇔ f(V ) = ⟨V,V ⟩ − 2⟨V, b⟩ + ⟨b, b⟩. (3.26)
Da bei Rangreduktionen lediglich die Repra¨sentation von V optimiert wird, kann in
Gleichung 3.26 der dritte Term entfallen.
Die Rangreduktion erfolgt in der Art, dass eine Approximation V von b aufgebaut
wird. Hierzu wird zuna¨chst ein Elementartensor oder eine gegebene Approximation
mit Rang(V ) > 1 als Starttensor gewa¨hlt, welcher mit Hilfe eines der unten genann-
ten Algorithmen optimiert wird. Ist die Optimierung konvergiert, aber der Fehler∥V − b∥ gro¨ßer als , so muss der Rang erho¨ht werden. Dies geschieht, indem ein
Elementartensor u¨ber eine Kreuzapproximation [67] von V − b gebildet wird. Dieser
Elementartensor wird zu V addiert. Nun erfolgt wieder eine Optimierung von V mit
einem der unten beschriebenen Algorithmen. Ist das Konvergenzkriterium danach
weiterhin nicht erfu¨llt, so wird erneut der Rang erho¨ht und V optimiert. Andernfalls
ist V eine ausreichend gute Approximation von b und der Reduktionsalgorithmus
wird beendet. Im Folgenden wird ein U¨berblick u¨ber zwei Algorithmen zur Opti-
mierung eines Tensors mit fixem Rang gegeben. Fu¨r eine detaillierte Beschreibung
der Algorithmen und eine mathematische Beweisfu¨hrung sei jedoch auf die entspre-
chende Literatur [68–71] verwiesen. Zudem sei auf weitere bestehende Ansa¨tze zur
Rangreduktion hingewiesen [62, 63].
3.2.1. Conjugate-Gradient-Rangreduktion
Der Ablauf der Conjugate-Gradient(CG)-Rangreduktion ist schematisch in Abbil-
dung 3.1 aufgezeigt. Es sei eine Approximation V0 des Tensors b mit einem bestimm-
ten Rang gegeben. Im ersten Schritt des Algorithmus (K = 0) wird zuna¨chst der
Gradient g0 ∶= J ′(x) und die entsprechende Richtung d0 berechnet. Ist der Gradient
gro¨ßer als ein bestimmter Schwellenwert, so wird als na¨chstes die Schrittweite α be-
rechnet, mit welcher sich eine verbesserte Approximation VK+1 bestimmen la¨sst. Im
na¨chsten Schritt erfolgt die Berechnung des Gradienten fu¨r den Tensor VK+1, sowie
die Bestimmung der Schrittweite γk, mit deren Hilfe unter Verwendung der Richtung
dk und des Gradienten gk+1 eine neue Richtung dk+1 bestimmt wird. Falls der Gra-
dient in dieser Iteration das Konvergenzkriterium nicht erfu¨llt, beginnt eine weitere
Iteration. Die Berechnung des Gradienten im CG-Algorithmus ist der zeitaufwa¨n-
digste Schritt, so dass der gesamte Algorithmus mit ∼ O(rank2(V ) ⋅ rank(b) ⋅ d ⋅ n)
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Sei V0 und  gegeben, bestimme K ∶= 0, g0 ∶= J ′(V0) und d0 ∶= −g0
while ∥gK∥ > 
Berechne αK ∶= min{α ∈ R≥0 ∶ p(α) ∶= ⟨J ′(VK + αdK), dK⟩ = 0}
VK+1 ∶= VK + αKdK
gK+1 = J ′(xK+1)
βK ∶= ⟨gK+1−gK ,gK+1⟩∥gK∥2 , γK ∶= max{0, βK}
dK+1 ∶= −gK+1 + γKdK
K+ = 1
Abbildung 3.1.: Aufbau des CG-Algorithmus.
skaliert, wobei die Bestimmung der Schrittweite αk einen erheblichen Vorfaktor im
Rechenaufwand erzeugt.
3.2.2. Pivotised-Alternated-Steepest-Descent-Rangreduktion
Im Gegensatz zu CG, bei welchem insbesondere die Bestimmung der Schrittweite α
einen sehr zeitaufwa¨ndigen Schritt darstellt, ist die Pivotised-Alternated-Steepest-
Descent-Rangreduktion (PASD) eine robuste, weniger komplexe und schnellere Al-
ternative [70]. In diesem Algorithmus, wie er in Abbildung 3.2 zu sehen ist, wird im
sei VK = U(pK1 . . . pKd ), K = 0
while (⟨f ′pν , f ′pν ⟩ > grad)
µ = 1
for ν = 2 . . . d
if (⟨f ′pν , f ′pν ⟩ > ⟨f ′pµ , f ′pµ⟩)
µ = ν
αKµ = − ∥f ′µ(pKµ )∥2⟨GKµf ′K,µ,f ′K,µ⟩
pK+1µ = pKµ − αKµf ′µ(pKµ )
K+=1
Abbildung 3.2.: Aufbau der PASD
ersten Schritt der Gradient fu¨r jede der d Dimensionen der Repra¨sentation berechnet
und fu¨r diejenige Dimension µ, in welcher der Gradient f ′pµ am gro¨ßten ist, wird auch
die Schrittweite αKµ berechnet. Mit Hilfe von αKµ, f
′
pµ und den Repra¨sentanten-
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vektoren der vorherigen Iteration pKµ lassen sich die neuen Repra¨sentantenvektoren
berechnen. Insbesondere die Berechnung der Schrittweite ist in diesem Algorithmus
wesentlich einfacher als in der CG, was eine deutliche Reduktion des Vorfaktors
erlaubt. Dennoch skaliert der Algorithmus mit O(Rang2(V ) ⋅Rang(b) ⋅ d ⋅ n).
3.2.3. Stu¨ckweise Reduktion
Wie spa¨ter noch gezeigt wird, sind die Rangreduktionen die zeitaufwa¨ndigsten Schrit-
te in den FCI-Algorithmen. Da die Reduktionsalgorithmen mit den Eingangs- und
Ausgangsra¨ngen skalieren, soll im Folgenden eine Mo¨glichkeit gezeigt werden, wie
der Eingangsrang mo¨glichst klein gehalten wird, um den Aufwand fu¨r die Reduktion
und damit den gesamten Zeitbedarf der FCI-Algorithmen gering zu halten. Wie in
Abbildung 3.3 gezeigt, ist die Idee der stu¨ckweisen Rangreduktion, dass die Tensor-






In dem Algorithmus wird zuna¨chst fu¨r die erste Repra¨sentation T˜1 der Rang re-
duziert. Die daraus hervorgehende Approximation T1 wird zu der na¨chsten Repra¨-
sentation T˜2 addiert und fu¨r den resultierenden Tensor erneut die Rangreduktion
durchgefu¨hrt. Diese Prozedur wiederholt sich nun bis zum L-ten Repra¨sentanten. Die
Approximation des gesamten Tensors T˜ ist dann T = TL. Diese Art der Rangreduk-
tion ist besonders fu¨r sehr große Ra¨nge attraktiv, da somit die Eingangsra¨nge klein
bleiben. In den in dieser Arbeit vorgestellten Beispielen wurde diese Rangreduktion
automatisch verwendet, wenn die Eingangsra¨nge eine bestimmte Grenze u¨berschrit-
ten haben. Neben dem hier gezeigten Ansatz existierten auch weitere Mo¨glichkeiten,
um die Tensoren aufzuspalten und dann zu reduzieren [45, 65]. Diese Herangehens-
weisen ermo¨glichen eine einfache Parallelisierung.
3.2.4. Numerischer Vergleich der
Pivotised-Alternated-Steepest-Descent- mit der
Conjugate-Gradient-Rangreduktion
In Tabelle 3.1 sind fu¨r LiH mit einer Bindungsla¨nge von 1,595 A˚ unter Nutzung des
STO-3G-Basissatzes die Rechenzeiten und die Ra¨nge nach der PASD und der CG
der vollsta¨ndigen σ˜-Tensoren und fu¨r die stu¨ckweise PASD und CG von σ˜-Tensoren
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Aufspalten von T˜ in L T˜i
T1 = Approx(T˜1)
for l = 2 . . . L
T˜l+ = Tl−1
Tl = Approx(T˜l), nutze Tl−1 als Anfangsabscha¨tzung
Abbildung 3.3.: Ablauf der stu¨ckweisen Rangreduktion.
gegeben. Fu¨r eine effektive Rangreduktion sollten sowohl die Ra¨nge als auch die Re-
chenzeiten zur Approximation der Tensoren mo¨glichst gering sein. Vergleicht man
zuna¨chst die vollsta¨ndigen Reduktionen, so stellt man fest, dass unabha¨ngig von
den Werten von  beide Reduktionsalgorithmen zu den gleichen Ra¨ngen fu¨hren. Je-
doch beno¨tigt die PASD etwa ein Zehntel der Rechenzeit der CG. Vergleicht man
die stu¨ckweisen Reduktionen unter gleichen Gesichtspunkten, so fa¨llt auf, dass hier
PASD etwa zwei- bis dreimal so große Ra¨nge liefert wie die CG und dazu etwa
achtmal so viel Rechenzeit beno¨tigt. Die Ra¨nge nach der stu¨ckweisen CG sind dage-
gen nahezu gleich groß wie die Ra¨nge nach der vollsta¨ndigen CG. Diese Ergebnisse
fu¨hren zu dem Schluss, dass die stu¨ckweise PASD eine Approximation liefert, deren
Rang deutlich gro¨ßer ist als der Rang von Approximationen, welche mit anderen Re-
duktionsalgorithmen berechnet wurden. Zudem ist hierfu¨r eine erho¨hte Rechenzeit
notwendig. Da fu¨r die CG bei einem stu¨ckweisen Algorithmus nahezu die gleichen
Ra¨nge erreicht werden wie bei der vollsta¨ndigen Reduktion, besteht das Potential,
dass fu¨r die PASD a¨hnlich niedrige Ra¨nge fu¨r vollsta¨ndige und stu¨ckweise Reduktion
erzielt werden. Nur dann la¨sst sich auch in Bezug auf die Rechenzeit aus der stu¨ck-
weisen PASD ein Vorteil ziehen. Hierzu sind jedoch Modifikationen an der PASD
notwendig.
3.2.5. Projektionsalgorithmus
Neben den oben genannten Rangreduktionsalgorithmen, welche eine Approximation
mit niedrigem Rang von einem Tensor b˜ erstellen, indem der Rang der Approximati-
on schrittweise erho¨ht und die Repra¨sentanten dann optimiert werden, existiert die
Mo¨glichkeit u¨ber Projektionen einen Tensor b zu erstellen. Hierfu¨r wird b˜ in der Di-
mension µ auf einen Tensor V mit Rang R projiziert [72]. Hierzu ist es erforderlich,
dass V eine gewisse
”
A¨hnlichkeit“ zu b˜ (z.B. 1 − ⟨b˜, V ⟩2 ≤ ang) besitzt. Nur dann
la¨sst sich der Projektionsalgorithmus verwenden. Aufgrund der Multilinearita¨t der
Tensorrepra¨sentation la¨sst sich V folgendermaßen darstellen:




stu¨ckweise vollsta¨ndig stu¨ckweise vollsta¨ndig
Rin Rout t in s Rout t in s Rout t in s Rout t in s
 = 10−3
786 93 7 53 5 52 52 53 87
3174 149 598 61 49 65 107 61 365
3688 168 1776 62 61 69 127 62 517
4042 184 2383 62 73 69 149 62 597
4082 161 1321 68 83 69 138 68 678
4150 173 1608 68 82 69 133 68 587
 = 10−4
786 121 10 63 6 65 89 63 120
3174 149 836 68 52 71 130 68 436
3688 342 1450 68 68 69 124 68 595
4082 246 1460 69 96 69 141 69 684
Tabelle 3.1.: Vergleich von PASD mit CG fu¨r die vollsta¨ndige und die stu¨ckweise
Reduktion mit Ra¨ngen der Stu¨cken von 500. Die Reduktionen werden
auf σ˜-Tensoren (siehe Abbildung 7.9) von LiH angewendet (Die Anzahl
der Orbitale ist o=12).
Hierbei umfasst pν alle Repra¨sentantenvektoren einer Dimension ν. Es la¨sst sich eine
Projektion von b˜ auf V in der µ-ten Dimension bilden, so dass der Rang des proji-
zierten Tensors b = Π[V ]µ b˜ gleich dem Rang von R = Rang(V ) ist. Die Repra¨sentanten
in den Dimensionen ν ≠ µ bleiben bei der Projektion unvera¨ndert. Abbildung 3.4
veranschaulicht die Projektion von b˜ auf V in der µ-ten Dimension.





µ=1V µr und b˜ = S∑s=1 d⊗µ=1 b˜µs , (3.32)
so ist
p′µ = (W TµWµ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Gµ




Abbildung 3.4.: Projektion von b˜ auf V in der µ-ten Dimension
mit
Gµ = G˜µ ⊗ 1 und G˜µr1r2 = d∏
ν=1
ν≠µ
⟨Vνr1 , Vνr2⟩, (3.34)
wobei 1 eine Einheitsmatrix ist und G˜ eine symmetrische R ×R-Matrix ist.
Zum Berechnen der Pseudoinversen G˜+µ erfolgt eine Eigenwertzerlegung von G˜µ =
U˜µΣ˜µU˜
T
µ . Die Pseudoinverse berechnet man u¨ber G˜
+
µ = U˜µΣ˜+µU˜Tµ , wobei Σ˜+µ eine
Diagonalmatrix ist, welche die reziproken Eigenwerte entha¨lt, wenn diese ungleich
null sind und sonst sind die Elemente gleich null. Die Skalierung dieser Projektionen
ist ∼ O(R), wenn S klein ist, da der zeitbestimmende Schritt dann die Lo¨sung
des Eigenwertproblems der Matrix G˜µ ist. Sonst skaliert auch die Projektion mitO(R2 ⋅S ⋅d ⋅n). Im Vergleich zu CG und PASD stellen die Projektionen eine deutlich
schnellere Mo¨glichkeit der Reduktion der Ra¨nge dar (siehe Abbildungen 7.3 und
7.4).
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FCI-Problems
Aufgrund der exponentiellen Skalierung von FCI (siehe Abschnitt 2.7) sind nur sehr
kleine Moleku¨le oder aktive Ra¨ume in CAS-Methoden behandelbar. Daher gibt es
verschiedene Ansa¨tze, um auch gro¨ßere Moleku¨le oder aktive Ra¨ume mit FCI zu
behandeln. Dies gelingt dadurch, dass entweder die Skalierung verkleinert (subex-
ponentiell) wird oder der Vorfaktor bei gleichbleibender Skalierung verringert wird.
Dabei soll eine hohe Genauigkeit in der Approximation der Wellenfunktion und der
Energie gewa¨hrleistet sein. In diesem Kapitel soll ein U¨berblick u¨ber einige solcher
Ansa¨tze gegeben werden. Hierzu geho¨ren Direct-CI mit den zugeho¨rigen Ansa¨tzen
zur Verkleinerung des Determinantenraumes, DMRG und QMC mit den verschiede-
nen Variationen wie Variational Monte Carlo (VMC), DMC oder FCIQMC.
4.1. Direct-Configuration-Interaction
Wie in Abschnitt 2.7 aufgezeigt wurde, ist FCI eine konzeptionell simple Methode,
da lediglich ein Eigenwertproblem gelo¨st werden muss (Gleichung 2.69). Zur Lo¨-
sung existieren sehr effiziente Algorithmen [51]. Grundlage fu¨r die Entwicklung von
Direct-CI [12] ist die Feststellung, dass die Hamiltonmatrix H nur wenige Elemente
ungleich null besitzt und sich diese Elemente systematisch, beispielsweise mit Hilfe
der Slater-Condon-Regeln [52, 73], bestimmen lassen. Dadurch muss die Hamilton-
matrix nicht vollsta¨ndig aufgestellt werden, sondern es mu¨ssen stattdessen bei jeder
Kontraktion mit den Koeffizientenvektoren nur die notwendigen Elemente berechnet
werden. Daher sind die notwendigen Elemente der Hamiltonmatrix in dem Schritt
HC = σ mo¨glichst effizient auszuwa¨hlen und zu berechnen. Direct-CI ist heute die
ga¨ngige Form, wie FCI implementiert wird, weshalb es im Laufe dieser Arbeit auch
als konventionelles FCI bezeichnet wird.






paq + 12 ∑pqrs⟨pq∣rs⟩a†para†qas (4.1)
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Der Hamiltontensor la¨sst sich in die oben gezeigten Summanden aufteilen und die




⟨IαIβ ∣Hˆ ∣JαJβ⟩cJαJβ (4.3)
= σ(1)IαIβ + σ(2)IαIβ (4.4)
Dabei sind Iα, Iβ, Jα und Jβ Strings mit den jeweils besetzen Orbitalen der ent-
sprechenden α- oder β-Spins. Der entscheidende Schritt ist nun die Einfu¨hrung der
















Dadurch lassen sich die Kontraktionen fu¨r σ
(2)
IαIβ
in drei Schritten durchfu¨hren. Als
erstes erfolgt die Kontraktion zu Dqs,KαKβ , darauf folgt das Erstellen von Gpr,KαKβ ,
wobei dieser Schritt der rechenaufwa¨ndigste ist, und schließlich kontrahiert man u¨ber
KαKβ und pr.
Bei der Minimal Operation Count (MOC) Methode [75] wird die Kontraktion


































































Dadurch la¨sst sich fu¨r die MOC-Methode die Kontraktion insbesondere fu¨r den zwei-
ten Term im Zweielektronenteil effizient durchfu¨hren, da die Kontraktionen jeweils
nur fu¨r Strings Jα durchzufu¨hren sind, wobei pα besetzt ist und rα unbesetzt ist.
Zudem ko¨nnen die Kontraktionen in mehreren Schritten erfolgen. Fu¨r beide Metho-
den des Direct-CI ist eine entsprechende Logik in der Anordnung der Koeffizienten
und der Elemente σIαIβ fu¨r eine hohe Effizienz erforderlich [54].
Obwohl Direct-CI damit eine effiziente Kontraktion ermo¨glicht, ist die Skalierung
weiterhin exponentiell. Jedoch erlaubt dieser Ansatz bereits die Berechnung von
mehreren Milliarden Determinanten [9]. Um die Anzahl der zu behandelnden Deter-
minanten zu begrenzen und dabei mo¨glichst nur Determinanten mit einem signifi-
kanten Beitrag zur Wellenfunktion zu beru¨cksichtigen, wurden verschiedene Metho-
den entwickelt. Die Auswahlkriterien basieren auf einer Abscha¨tzung der Beitra¨ge
zur Energie [17, 20, 76], oder den Betra¨gen der Koeffizienten [14, 18, 19, 77] oder
es werden die beru¨cksichtigten Konfigurationen u¨ber eine Monte-Carlo-Simulation
abgescha¨tzt [13].
4.2. Quantum-Monte-Carlo
Anstatt ein Eigenwertproblem fu¨r den gesamten N -Elektronen-Determinantenraum
zu lo¨sen, besteht ein weiterer Ansatz darin, die Schro¨dingergleichung u¨ber eine
Monte-Carlo-Simulation zu lo¨sen. Zwei Methoden sind in der Quantenchemie be-
sonders gebra¨uchlich: das VMC und das DMC. Daneben findet das FCIQMC zu-
nehmende Bedeutung fu¨r quantenchemische Berechnungen.
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4.2.1. Variational-Monte-Carlo
Die VMC-Methode [22] basiert auf dem Variationsprinzip (siehe Abschnitt 2.2), wel-
ches genutzt wird, um eine Testwellenfunktion Φ˜ systematisch an die exakte Wel-
lenfunktion anzuna¨hern. Dabei bedient man sich einer numerischen Integration, um
die Energie zu berechnen. Der Erwartungswert der Energie EL bei einer bestimmten
Anordnung der Elektronen an den Koordinaten R = (r1, r2, . . . , rN) (Konfiguration),
wird als lokale Energie bezeichnet und la¨sst sich wie folgt berechnen:
EL = Hˆ(R)Φ˜(R)
Φ˜(R) . (4.9)
Der Erwartungswert der Energie der gesamten Testwellenfunktion ergibt sich aus






Fu¨r VMC ist es nicht notwendig, dass die Wellenfunktion analytisch integrierbar
ist, da dies auf numerischem Wege erfolgt. Die Testwellenfunktion Φ˜ muss ledig-
lich fu¨r Konfigurationen (La¨ufer) R bestimmbar sein und ausreichend variationelle
Freiheit bieten, um sie im Verlaufe des VMC-Algorithmus iterativ zu verbessern. Ei-
ne ga¨ngige Approximation der Wellenfunktion ist die Slater-Jastrow-Wellenfunktion
[78]. Sie ergibt sich als Produkt von Jastrow-Faktoren eJ(X) und einer Linearkom-





Um diese Wellenfunktion zu optimieren, ist die ga¨ngigste Methode die Minimie-
rung der Varianz der Energie σ2E :
σ2E(β) = ∫ Φ2(β0)w(β)[EL(β) −EV(β)]2dR∫ Φ2(β0)dR . (4.12)
In dieser Gleichung wird das Integral numerisch durch die Summation u¨ber alle Kon-
figurationen R bestimmt. Es ist EV die variationelle Energie (Gleichung 4.13) und
β ist ein Satz von Parametern, welche es zu optimieren gilt, um eine mo¨glichst gute
Approximation der Wellenfunktion aufzustellen. Diese Parameter gehen wiederum
in Wichtungsfaktoren w(β) ein (Gleichung 4.14). Weiterhin sei ein initialer Satz von
Parametern β0 gegeben.





Obwohl sowohl die Energie, als auch die Varianz der Energie σ2E(β) optimiert werden
ko¨nnen, hat sich gezeigt, dass sich in der Praxis die Varianz leichter optimieren la¨sst.
Am Beginn einer VMC-Rechnung steht zuna¨chst ein Satz von Parametern β0,
durch den ein Satz von Konfigurationen R entsprechend Φ2(β0) mit Hilfe des Metro-
polis-Algorithmus [79] bestimmt werden kann. Damit ist es nun mo¨glich die Varianz
u¨ber numerische Integration zu berechnen. Durch Variation der Parameter β erha¨lt
man eine neue Wellenfunktion, fu¨r welche neue La¨ufer aufgestellt werden und zur nu-
merischen Integration dienen. Dadurch lassen sich wiederum eine neue Varianz und
neue Parameter β bestimmen. U¨ber Minimierung der Varianz wird die Na¨herung der
Wellenfunktion immer weiter verbessert, wobei sich die Minimierung mit ableitungs-
freien Standardverfahren durchfu¨hren la¨sst. Somit la¨sst sich prinzipiell die Wellen-
funktion eines Systems bestimmen. Beim Anwenden dieser Methode auf molekulare
Systeme erha¨lt man meist nur etwa 80–90 % der Korrelationsenergie [25, 80]. Jedoch
gibt es keinen systematischen Weg die funktionelle Form der Testwellenfunktion zu
optimieren und das Ergebnis ha¨ngt stark von der Form der Testwellenfunktion ab.
Daher dient VMC meist als Ausgangspunkt fu¨r eine DMC-Simulation.
4.2.2. Diffusion-Monte-Carlo
Die DMC-Methode [23] ist eine so genannte
”
Projektormethode“. Sie beruht auf der




Dabei ist R wiederum ein Vektor, welcher alle Positionen ri der N Elektronen ent-
ha¨lt. Die Wellenfunktion Φ(τ,R) konvergiert bei dieser Methode ausgehend von
einer Startwellenfunktion Ψ(τ = 0,R) zur Grundzustandswellenfunktion Φ0(τ,R),
wenn τ gegen ∞ geht. Auf die Verschiebung E0 wird spa¨ter eingegangen.
∣Φ(τ,R)⟩ ∝ e−τHˆ ∣Φ(τ = 0,R)⟩ (4.16)∣Φ0(τ,R)⟩ = lim
τ→∞ e−τ(Hˆ−E0)∣Φ(τ = 0,R)⟩ (4.17)
Um die Entwicklung von Φ(τ,R) u¨ber τ zu simulieren, wird ein Satz von Konfi-
gurationen Rα genutzt. Bisher wurde angenommen, dass die Wellenfunktion einer
Wahrscheinlichkeitsverteilung entspricht. Jedoch hat sie aufgrund der Antisymme-
trie Teile mit positivem und Teile mit negativem Vorzeichen, welche durch Kno-
tenebenen voneinander getrennt sind. Dieses Problem kann gelo¨st werden, indem
man das so genannte
”
Importance sampling“ einfu¨hrt. Dazu nutzt man eine Test-
oder Fu¨hrungsfunktion ΦT und fu¨hrt f(τ,R) = ΦT(R)Φ(τ,R) ein [81]. Wenn in
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Gleichung 4.15 die Verschiebung der Energie E0(R) eingefu¨hrt wird und die resul-





∇2f(τ,R) +∇[vD(R)f(τ,R) +EL(R) −E0]f(τ,R). (4.18)




EL(R) = Φ−1T (R) (−12∇2 + V (R))ΦT(R). (4.20)
Zudem la¨sst sich u¨ber ΦT(R) die ”Fixed Node Approximation“ [82] einfu¨hren. Da-
durch kann f(τ,R) als Wahrscheinlichkeitsverteilung interpretiert werden. Dabei
wird erzwungen, dass die Knotenfla¨chen von Φ(τ,R) gleich denen von ΦT(R) sind.
Zu Beginn des DMC-Algorithmus, wird zuna¨chst ein Satz von Konfigurationen
entsprechend ∣ΦT∣ aus einer VMC-Rechnung ausgewa¨hlt. Dieses Ensemble wird dann
entsprechend der Schro¨dingergleichung in imagina¨rer Zeit weiterentwickelt (Glei-
chung 4.18). Dies beinhaltet gerichtete Diffusions- und Additions-/ Subtraktions-
schritte. Durch das Importance sampling wird die Diffusion in Richtungen geleitet,
wo ∣ΦT∣ besonders groß ist. Nach einer Anfangsphase folgen die La¨ufer der Wahr-
scheinlichkeitsverteilung f(R)/ ∫ f(R)dR und ab diesem Punkt la¨sst sich die Ener-
gie u¨ber folgende Gleichungen berechnen:
EDMC = ∫ f(R)EL(R)dR∫ f(R)dR (4.21)≈ ∑
α
EL(Rα). (4.22)
Auch fu¨r DMC gilt, dass bei Konvergenz die Varianz der Energie gegen null geht,
so dass hier die Varianz ebenfalls als Konvergenzkriterium genutzt werden kann. Zu-
dem kann man eine subexponentielle Skalierung erwarten, jedoch ko¨nnen fu¨r gro¨ßere
Moleku¨le erhebliche Fehler (gro¨ßer 1 mEh
1) auftreten [26, 83]. Um einen kleinen sta-
tistischen Fehler zu erhalten, entsteht jedoch ein hoher Vorfaktor. Insbesondere fu¨r
Atome oder kleine Moleku¨le sind 90 % der Korrelationsenergie erreichbar [80]. Eine
Herausforderung stellt das korrekte Repra¨sentieren der Struktur der Knotenebenen
dar. Dies ist jedoch Voraussetzung, um die Approximation der Wellenfunktion zu
verbessern [26, 84]. Ein Vorteil von QMC im Allgemeinen ergibt sich aus der Mo¨g-
lichkeit, die Algorithmen stark zu parallelisieren [85]. Mit DMC lassen sich Systeme
wie das Elektronengas oder kristalline Strukturen mit mehr als eintausend Atomen
behandeln [86, 87] und es besteht im Prinzip keine Abha¨ngigkeit vom Basissatz.




Im vorangegangenen Abschnitt wurde die DMC-Methode na¨her beleuchtet. Dabei
wurde hervorgehoben, dass die Wellenfunktion aufgrund der Antisymmetrie Berei-
che mit positivem oder negativem Vorzeichen besitzt, welche durch Knotenebenen
getrennt sind. In DMC fu¨hrt man Approximationen dieser Knotenfla¨chen ein, um
Systeme von Fermionen zu behandeln, wodurch jedoch nicht beliebig hohe Genau-
igkeiten der Methode erreicht werden ko¨nnen. Weiterhin la¨sst sich die Struktur der
gena¨herten Knotenfla¨chen nur schwer verbessern. Im Folgenden wird ein Ansatz
vorgestellt, der wieder auf Gleichungen 4.15 und 4.17 basiert. Jedoch wird die Wel-
lenfunktion in einer Basis von Slaterdeterminanten entwickelt (siehe Gleichung 4.23)
[27] und die La¨ufer erkunden dem entsprechend nicht einen Raum mit den Koor-





Zu Beginn der Simulation bei der imagina¨ren Zeit τ = 0 wird eine antisymmetri-
sche Wellenfunktion aufgestellt, welche beispielsweise aus der HF-Slaterdeterminante∣ΨHF⟩ besteht. Wie bereits erwa¨hnt, erha¨lt man die Wellenfunktion des Grundzu-
standes, wenn die Simulation u¨ber sehr lange Zeit τ → ∞ la¨uft. Man kann zudem
eine Verschiebung eτE0 einfu¨gen, so dass die Wellenfunktion wa¨hrend der Iterationen
nicht null wird (siehe Gleichung 4.17). Die Entwicklung der Wellenfunktion (Glei-
chung 4.23) la¨sst sich nun in Gleichung 4.15 einsetzen und definiert man
KJK = ⟨J∣Hˆ ∣K⟩ −EHFδJK, (4.24)





Es ergibt sich aus dieser Gleichung, dass man den zum Grundzustand zugeho¨rigen
Eigenvektor erhalten hat, wenn −dcKdτ = 0 gilt und wenn die zuna¨chst beliebig ge-
wa¨hlte Verschiebung E0 dann gleich Ecorr ist. Zur numerischen Integration nutzt
man nun jedoch nicht die Koeffizienten cK, sondern NW La¨ufer α, welche jeweils
einer Determinante ∣Kα⟩ zugeordnet werden und das Vorzeichen sα = ±1 besitzen.
Die Koeffizienten cK sind proportional zu der Anzahl an La¨ufern, welche an der
zugeho¨rigen Determinante lokalisiert sind:
cK ∝ NK =∑
α
sαδK,Kα . (4.26)
Zu Beginn des FCIQMC-Algorithmus existiert nur ein La¨ufer, welcher zur HF-
Slaterdeterminante ∣ΨHF⟩ geho¨rt. Im weiteren Verlauf des Algorithmus ko¨nnen wei-
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tere La¨ufer erzeugt und bestehende La¨ufer geklont oder vernichtet werden bezie-
hungsweise sie
”
sterben“. Fu¨r jedes Ereignis lassen sich bestimmte Wahrscheinlich-
keiten berechnen, worauf hier jedoch nicht weiter eingegangen werden soll. Bei einem
typischen Ablauf des Algorithmus wird zuna¨chst die Verschiebung E0 konstant ge-
halten, was zu einem exponentiellen Anstieg der Anzahl der La¨ufer NW fu¨hrt. NW
erreicht in einer darauf folgenden Plateauphase einen bestimmten Wert NC und a¨n-
dert sich in dieser Phase wenig. In einer dritten Phase nimmt die Anzahl der La¨ufer
weiter zu und u¨bersteigt NC deutlich. In dieser Phase wird E0 zur Korrelationsener-
gie konvergieren. Man kann die Energie nun nicht nur u¨ber E0, sondern auch mit
Hilfe der Anzahl der La¨ufer bestimmen, denn es gilt:
E(τ) = EHF + ∑
K≠0⟨K∣Hˆ ∣ΨHF⟩ NKNHF . (4.27)
Hier tragen nur La¨ufer, welche zu einfach- oder zweifach substituierten Determinan-
ten geho¨ren, zur Energie bei.
Ein Vorteil dieser Methode ist, dass nicht die gesamte Basis aller verfu¨gbaren De-
terminanten mit La¨ufern besetzt sein muss, sondern nur ein Teil mit signifikanten
Beitra¨gen. Als Maß fu¨r die Anzahl an La¨ufern im Vergleich zur Anzahl der Deter-
minanten NFCI kann der Faktor fc = Nc/NFCI dienen. Fu¨r zahlreiche Beispiele ist
fc kleiner als eins, wobei auch Multireferenzfa¨lle wie das N2-Moleku¨l mit teilwei-
se gebrochenen Bindungen dazu geho¨ren. Dennoch zeigt die Methode eine niedrig
exponentielle Skalierung. Diese kann jedoch durch ein zusa¨tzliches Kriterium zum
Erzeugen von La¨ufern weiter verkleinert werden [88]. Zudem sind Abweichungen
in den Energien von weniger als 1 mEh zu verzeichnen. Mit dieser Methode ko¨n-
nen aktive Ra¨ume von mehr als 20 Elektronen behandelt werden [89, 90]. Zudem
lassen sich verschiedene Eigenschaften wie die Ionisierungspotenziale [91, 92] oder
die Anregungsenergien [93], aber auch die Dissoziationen von Bindungen [88, 94]
untersuchen.
4.3. Density-Matrix-Renormalisation-Group
Auch wenn die DMRG-Methode ihre Urspru¨nge in der Festko¨rperphysik hat [95,
96], ist man damit auch in der Lage, Probleme der Quantenchemie zu lo¨sen [32].
Da diese Methode eine effiziente Behandlung des FCI-Problems unter Nutzung des
MPS erlaubt, soll diese Methode im Folgenden vorgestellt werden, wobei fu¨r eine
detaillierte Einfu¨hrung in DMRG auf die entsprechende Literatur verwiesen sei [97,
98]. Der Ansatz basiert auch hier auf der Entwicklung der FCI-Wellenfunktion (siehe
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ck1,...,ko ∣k1, . . . , ko⟩ (4.29)
Anstelle des Koeffizienten ck1,...,ko wird nun jedoch die Entwicklung im Matrix-
Product-State-Tensorformat genutzt (siehe Gleichung 4.30). Dabei laufen die Hilfs-






ci1(k1) ⋅ ci1i2(k2) ⋅ . . . ⋅ cio−1(ko). (4.30)
Darauf la¨sst sich nun die Renormalisation Group Interpretation der DMRG-Wellen-
funktion aufbauen. Da kp den Fockraum des Orbitals χp u¨berspannt, kann ein so-
genannter renormalised many body space mit den Hilfsindizes ip aufgestellt werden.












cip−1ip(kp) . . . ci1(k1)∣k1, . . . , kp⟩ (4.33)
Die DMRG-Wellenfunktion ist invariant zu bestimmten Transformationen der
Hilfsfunktionen ∣ip⟩. Wird eine DMRG-Wellenfunktion in einer Hilfsbasis aufgestellt,
welche invariant zu den so genannten orthogonalen projektiven Transformationen ist,
so wird diese als kanonische Repra¨sentation der DMRG-Wellenfunktion bezeichnet.
Fu¨r ein o-Orbital-Beispiel besitzt die DMRG-Wellenfunktion o kanonische Repra¨sen-




lp−1∑rp . . . ∑ro−1Ll1(k1)Ll1l2(k2) . . .
Llp−2lp−1(kp−1)clp−1rp(kp)Rrprp+1(kp+1) . . .Rro−1(ko). (4.34)
Dabei seien Llq−1lq(kq) und Rrq−1rq(kq) jeweils Elemente der orthogonalen Matrizen
Lkq und Rkq , wobei Ll1(k1) und Rro−1(ko) Vektorelemente darstellen. Es gelten auch
weiterhin die Transformationen aus Gleichungen 4.31 bis 4.33, wobei die Basen mit∣rp⟩ oder ∣lp⟩ bezeichnet werden. Zudem gilt in dieser Basis:
cip−1ip(kp)Ripip+1(kp+1) = Lip−1ip(kp)cipip+1(kp+1). (4.35)
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und ∣ΦDMRG⟩ = ∑
lp−1rpkp
clp−1rp(kp)∣lp−1kprp⟩. (4.36)
U¨ber eine SVD lassen sich ausgehend von Repra¨sentanten der p-ten Dimension auch





gilt. Dies stellt die Grundlage fu¨r den
”
Sweep-Algorithmus“ dar, denn dadurch ist es
mo¨glich die Schro¨dingergleichung fu¨r jede Dimension p separat zu lo¨sen und damit
Repra¨sentanten Ckp zu erhalten, wenn Gleichung 4.39 erfu¨llt ist.∑
lp−1kprp
⟨l′p−1k′pr′p∣Hˆ −E∣lp−1kprp⟩clp−1rp(kp) = 0 (4.39)
Von Ckp ausgehend kann u¨ber eine SVD eine Transformationsmatrix fu¨r die p±1-te
Dimension erstellt werden. Um den Hamiltonoperator fu¨r DMRG zu nutzen, muss
dieser in der entsprechenden tensorzerlegten Form aufgestellt werden. Hierzu soll ein
allgemeiner Operator Oˆ wie folgt dargestellt werden:
Oˆ = Oˆ1 ⊗ . . .⊗ Oˆo. (4.40)
Davon ausgehend kann der Operator entsprechend der Entwicklung der Wellenfunk-
tion in Gleichung 4.36 aufgespalten werden.⟨l′p−1k′pr′p∣Oˆ1 ⊗ . . .⊗ Oˆo∣lp−1kprp⟩ =⟨l′p−1∣ Oˆ1 ⊗ . . .⊗ Oˆp−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
OˆL
∣lp−1⟩⟨k′p∣Oˆp∣kp⟩⟨r′p∣ Oˆp+1 ⊗ . . .⊗ Oˆo´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
OˆR
∣rp⟩ (4.41)
















k1...kp−1 ∑k′1...k′p−1 ∑l1...lp−2 ∑l′1...l′p−2Ll1(k1) . . . Llp−1lp−1(kp−1)
Ok1k′1 . . .Okp−1k′p−1Ll′1(k′1) . . . Ll′p−2l′p−1(k′p−1) (4.44)= ⟨l′p−1∣OˆL∣lp−1⟩ (4.45)
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In analoger Weise kann auch die Kontraktion in den verbleibenden Dimensionen
durchgefu¨hrt werden. Damit la¨sst sich auch die Kontraktion mit dem Hamilton-
operator nachvollziehen, wobei fu¨r eine ausfu¨hrliche Darstellung auf entsprechende
Literatur verwiesen sei [31].
Somit verla¨uft der Sweep-Algorithmus u¨ber ein iteratives Verfahren, bei welchem
fu¨r eine bestimmte Dimension p die Schro¨dingergleichung gelo¨st wird. Die dabei
erhaltenen Koeffizientenrepra¨sentanten clp−1rp werden im na¨chsten Schritt u¨ber ei-
ne SVD zerlegt, wodurch die erhaltenen Koeffizienten mit den Repra¨sentanten der
na¨chsten Dimension verknu¨pft werden. Nun kann man fu¨r die na¨chste Dimension das
Eigenwertproblem lo¨sen. Dies la¨sst sich jeweils bis zur ersten oder o-ten Dimension
fortfu¨hren, wobei dann die
”
Richtung“ der Transformationen jeweils gea¨ndert wird
(aus p→ (p + 1) wird (p − 1)← p und umgekehrt).
Durch die subexponentielle Skalierung fu¨r lineare Systeme aufgrund der Verwen-
dung des MPS, erlaubt DMRG die Berechnung von Systemen mit mehr als zwei-
hundert Elektronen [99]. Jedoch besteht eine Abha¨ngigkeit der Konvergenz von den
Werten von M [100] und der Form der Orbitale [31]. Des Weiteren bestimmt die
Anordnung der Repra¨sentanten der Orbitale im MPS sehr stark das Konvergenzver-
halten und letztendlich die Genauigkeit in der Energie [31, 100]. Fu¨r eine mo¨glichst
gu¨nstige Anordnung der Orbitale ko¨nnen beispielsweise die Ein- und Zweielektronen-
integrale [31, 101] oder die so genannte quantum information entropy [102] genutzt
werden. Auch ein genetischer Algorithmus, welcher eine nichtlineare Optimierung
unter Nutzung sehr kleiner DMRG-Rechnungen darstellt, ist zur Optimierung der
Anordnung denkbar [101]. Anstelle einer Tensorzerlegung im MPS, wurde neuerlich
versucht eine verbesserte Konvergenz von DMRG u¨ber Tensornetzwerke zu erzielen
[103–106].
4.4. Zusammenfassung
In den vorangegangenen Abschnitten wurden verschiedene Ansa¨tze zur effizienten
Lo¨sung des FCI-Problems vorgestellt. Dabei zeigte sich, dass sowohl Direct-CI und
darauf aufbauende Methoden, als auch FCIQMC in der Lage sind, auch gro¨ßere
Moleku¨le mit verla¨sslicher Genauigkeit zu behandeln, indem der Vorfaktor reduziert
und eine niedrige exponentielle Skalierung erreicht wurde. QMC und DMRG wei-
sen dagegen eine subexponentielle Skalierung auf, was es ebenso ermo¨glicht, gro¨ßere
Moleku¨le zu untersuchen. Dennoch leiden die in diesem Kapitel vorgestellten An-
sa¨tze unter verschiedenen Unzula¨nglichkeiten. So skalieren Direct-CI und FCIQMC
exponentiell und DMRG und QMC zeigen Probleme beim Erreichen hoher Genauig-
keiten in der Energie. Speziell fu¨r DMRG bestimmt die Anordnung der Orbitale das
Konvergenzverhalten und die maximal erreichbare Genauigkeit, wa¨hrend fu¨r DMC
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eine gute Beschreibung der Knotenfla¨chen der Wellenfunktion maßgeblich fu¨r eine
sehr gute Na¨herung der Energie verantwortlich ist.
Daher ist es erstrebenswert eine Methode zu entwickeln, welche eine niedrige,
wenn mo¨glich subexponentielle Skalierung aufweist und deren Genauigkeit in der
Na¨herung der Wellenfunktion sich systematisch verbessern la¨sst. In dieser Arbeit soll
der Ansatz verfolgt werden, mit Hilfe von Tensorzerlegungsmethoden die Skalierung
von FCI zu reduzieren und dabei eine hohe Genauigkeit in der Approximation der
Wellenfunktion zu bewahren. Tensorzerlegungsmethoden wurden insbesondere im
CP auf post-HF-Methoden wie MP2 [45] oder CCD [46] angewandt und zeigten
dort bereits das Potential die Skalierung dieser Methoden zu reduzieren. Jedoch
litten diese Ansa¨tze unter dem hohen Vorfaktor, weshalb diese nicht in Konkurrenz
zu den bereits bekannten Algorithmen stehen. FCI zeigt jedoch eine exponentielle
Skalierung, wodurch Tensorzerlegungsmethoden ein Mittel der Wahl werden, da sie
in der Lage sind hohe Skalierungen stark zu reduzieren. Dadurch sollte auch der hohe
Vorfaktor der Methode nur anfa¨nglich ein Hindernis sein und bei gro¨ßeren Systemen
nur eine untergeordnete Rolle spielen. Dadurch sollte es mo¨glich sein, auch solche




Eigene Entwicklung von FCI-Algorithmen
im Canonical-Product-Format
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5. FCI Algorithmus basierend auf einer
hierarchisch strukturierten Entwicklung der
Wellenfunktion
5.1. Einleitung
Im vorliegende Kapitel wird ein Ansatz fu¨r die Anwendung von Tensorzerlegungs-
methoden auf FCI gezeigt, bei welchem der Ansatz aus vorangegangenen Arbeiten
zu MP2 und CCD [45, 46] fortgefu¨hrt wurde. Dieser Ansatz basiert auf einer hierar-
chisch geordneten FCI-Wellenfunktion. Das bedeutet, dass ausgehend von einer Re-
ferenzdeterminante (der HF-Slater-Determinante) die folgenden Determinanten zu
Gruppen zusammengefasst sind, wo ein, zwei, . . .N besetzte Orbitale durch virtuelle
Orbitale ersetzt sind. Dementsprechend werden auch die zugeho¨rigen Koeffizienten
in jener Hierarchie geordnet, so dass fu¨r einfach, zweifach usw. Substitutionen die
entsprechenden Koeffiziententensoren existieren. Dafu¨r ist es notwendig sowohl fu¨r
die Koeffiziententensoren als auch fu¨r die Ein- und Zweielektronenintegrale Tensor-
repra¨sentationen im CP aufzustellen. Hierzu und zur Bestimmung der Koeffizienten-
tensoren kann man die bereits von CCD und MP2 bekannten Tensorkontraktionen
im CP verwenden [45, 46, 65], wobei hier auf die Ausfu¨hrung der notwendigen ma-
thematischen Operationen im CP nochmals eingegangen werden soll. Ein auf den CI-
Gleichungen basierendes iteratives Verfahren zur Bestimmung der FCI-Koeffizienten
wird in diesem Kapitel vorgestellt, welches im Rahmen dieser Arbeit entwickelt und
implementiert wurde und es werden schließlich Eigenschaften des Algorithmus an
einem Beispiel diskutiert.
5.2. Entwicklung der Wellenfunktion
Die Entwicklung der FCI-Wellenfunktion ist in Gleichung 5.1 gezeigt. Die Deter-
minanten, mit welchen die Wellenfunktion entwickelt wird, sind so geordnet, dass
ausgehend von der Referenzdeterminante ∣Ψ0⟩ ein, zwei, . . .N der besetzten Orbita-
le χi, χj , χk, . . . durch virtuelle Orbitale χa, χb, χc, . . . ersetzt werden. So geho¨ren die
Koeffizienten cai zu einfach, c
ab
ij zu zweifach, c
abc
ijk zu dreifach substituierten Determi-
nanten. ∣ΦFCI⟩ = c0∣Ψ0⟩ +∑
ia
cai ∣Ψai ⟩ +∑
i<j
a<b
cabij ∣Ψabij ⟩ + ∑
i<j<k
a<b<c
cabcijk ∣Ψabcijk⟩ +⋯. (5.1)
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Diese Entwicklung kann auch in zweiter Quantisierung wie folgt geschrieben werden:






b ajai +⋯⎞⎟⎠ ∣Ψ0⟩ (5.2)= (c0 + Cˆ1 + Cˆ2 +⋯) ∣Ψ0⟩ (5.3)
Fu¨r die Wellenfunktion gelte folgende Beziehung, welche als
”
Intermediate Norma-
lisation“ bekannt ist: ⟨ΦFCI∣Ψ0⟩ = 1 (5.4)
Somit gilt fu¨r den Koeffizienten c0 = 1.
Zur Bestimmung der FCI-Koeffizienten (Gleichung 5.1) muss nun das Eigenwert-
problem von Gleichung 2.69 gelo¨st werden. Dabei ergeben sich fu¨r die jeweiligen
Koeffizienten Bestimmungsgleichungen, die a¨hnlich aufgebaut sind wie die Amplitu-
dengleichungen in der CC-Theorie. Diese Gleichungen sind fu¨r die Koeffizienten der
einfach, zweifach und dreifach Substitutionen in den Gleichungen 5.6 bis 5.8 gegeben.
Fu¨r eine allgemeinere Darstellung der Koeffizienten, welche zu x-fach substituierten
Determinanten geho¨ren, sei auf die Ausfu¨hrungen im Anhang 9.4 verwiesen.
Eine beliebige Klasse von FCI-Koeffizienten la¨sst sich mit Hilfe dieser Gleichun-
gen bestimmen, wobei im weiteren Verlauf nur die C-3-Koeffizienten (Koeffizien-
ten, welche zu dreifach substituierten Determinanten geho¨ren) betrachtet werden,
da fu¨r ho¨here Koeffizienten die Kontraktionen gleich bleiben und nur die Anzahl
der Permutationen zunimmt. Dies wird besonders deutlich beim Betrachten der dia-
grammatischen Darstellung im Anhang 9.4. Es soll an dieser Stelle nochmals hervor-
gehoben werden, dass die gleichbleibenden Kontraktionen von der Entwicklung der
FCI-Wellenfunktion als eine Linearkombination und dem Hamiltonoperator, welcher





i + 12 ∑ijab⟨ij∣∣ab⟩cabij (5.5)










caemn⟨mn∣∣ie⟩ + 14 ∑efmn caefimn⟨ef ∣∣mn⟩ +∑em caeim (5.6)
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(EFCI −EHF)cabij = P (a∣b)P (i∣j)cai fjb + P (i∣j)∑
e







cefij ⟨ab∣∣ef⟩ + 12∑mn cabmn⟨mn∣∣ij⟩+P (i∣j)P (a∣b)∑
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(EFCI −EHF)cabcijk = P (i∣jk)P (a∣bc)cai ⟨jk∣∣bc⟩ + P (ab∣c)P (ij∣k)cabij f ck+P (ij∣k)P (a∣bc)∑
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Das durch die Bestimmungsgleichungen gegebene Gleichungssystem, welches iden-
tisch der Lo¨sung des Matrixeigenwertproblems aus Gleichung 2.69 ist, wird iterativ
gelo¨st. Dazu erfolgt zuna¨chst das Aufstellen einer Residuumsgleichung, wie es auch
fu¨r die CC-Methoden bekannt ist. Diese Gleichung ist fu¨r die C-3-Koeffizienten in
Gleichung 5.9 gezeigt, wobei im Gegensatz zu den CC-Residuen in dieser Gleichung
die Korrelationsenergie im Term −cabcijk(EFCI −EHF) auftaucht. Ausgehend vom Re-
siduum werden die Koeffizienten u¨ber eine Nennerwichtung (siehe Gleichung 5.10)
bestimmt. An dieser Stelle ist der vierte Term auf der rechten Seite von Gleichung
5.9 hervorzuheben, da dort eine vierfache Permutation auftaucht. Wie spa¨ter ge-
zeigt wird, fu¨hren mehrfache Permutationen im CP zu einem starken Anwachsen
der Ra¨nge, welche anschließend reduziert werden mu¨ssen.
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rabcijk = P (ab∣c)P (ij∣k)cabij f ck + P (ij∣k)P (a∣bc)∑
e
caeij ⟨bc∣∣ek⟩ − P (ab∣c)P (i∣jk)
⋅∑
m















e + 14 ∑efmn cabcefijkmn⟨mn∣∣ef⟩ − cabcijk(EFCI −EHF) (5.9)
cabcijk = rabcijki + j + k − a − b − c (5.10)
5.3. Ablauf des FCI-Algorithmus
K = 0
Triviale Zerlegung von vrspq und f
q
p ⇒ Rangreduktion
for i = 1 . . .N
Berechne ri,0 mit Hilfe von Ci−1,0 und Ci−2,0
Ci,0 = ri,0 ○Di ⇒ Rangreduktion
Ecorr,0 = 12⟨vabij ,Cabij,0⟩
while (∣Ecorr,K −Ecorr,K−1∣ < conv)
K+ = 1
for i = 1 . . .N
Berechne ri,K mit Hilfe von Ci−2,K−1, . . .Ci+2,K−1 ⇒ Rangreduktion
Ci,K = ri,K ○Di ⇒ Rangreduktion
Ecorr,K = 12⟨vabij ,Cabij,K⟩
Abbildung 5.1.: Schematischer Ablauf des iterativen FCI-Algorithmus
In Abbildung 5.1 ist der Algorithmus zum Lo¨sen des FCI-Problems mit Hilfe des
im vorliegenden Kapitel vorgestellten Ansatzes veranschaulicht. Vor Beginn des ite-
rativen Algorithmus wird eine HF-Rechnung durchgefu¨hrt, um die MOs und die
zugeho¨rigen Orbitalenergien und die Zweielektronenintegrale zu berechnen. Zur Zeit
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wird hierfu¨r das CFOUR-Programmpaket genutzt [107]. Die so erhaltenen Zwei-
elektronenintegraltensoren vrspq werden in trivialer Weise zerlegt (fu¨r Details siehe
Referenz [65]) und der Rang im Anschluss reduziert.
In den ersten Schritten des eigentlichen FCI-Algorithmus werden die Koeffizien-
tentensoren Ci,0, beginnend bei den Koeffizienten der einfach (i = 1) und zweifach
(i = 2) substituierten Determinanten hin zu Koeffizienten der N -fachen Substitution
(i = N), aufgestellt. Die hierfu¨r beno¨tigten Kontraktionen mit den Integralen der
Typen ⟨ab∣∣ij⟩, ⟨bc∣∣ek⟩ und ⟨ij∣∣ma⟩ erfordern zuna¨chst nur Koeffizienten, welche
zu Determinanten geho¨ren, bei denen ein oder zwei Orbitale weniger substituiert
sind als bei den zu bestimmenden Koeffizienten. Mit Hilfe der so bestimmten Ko-
effizienten la¨sst sich auch die erste Na¨herung der Korrelationsenergie bestimmen.
Die folgenden Iterationen werden nun so lange ausgefu¨hrt, bis die A¨nderung der
Korrelationsenergie im Vergleich zur vorherigen Iteration kleiner wird als die Gren-
ze conv. In diesen Iterationen werden die verschiedenen Residuentensoren ri,K mit
Hilfe aller beno¨tigten Kontraktionen der Integraltensoren mit den entsprechenden
Koeffiziententensoren durchgefu¨hrt und wenn no¨tig nach der Kontraktion der Rang
reduziert. Die Summe aller Beitra¨ge zu ri,K fu¨hrt nach der Nennerwichtung zu den
Koeffiziententensoren Ci,K , deren Rang wiederum reduziert wird. Mit Hilfe der neu
bestimmten Koeffizienten la¨sst sich eine neue Korrelationsenergie Ecorr,K bestim-
men und falls diese das Konvergenzkriterium noch nicht erfu¨llt, beginnt eine neue
Iteration. Details zu verschiedenen Kontraktionen und weiteren Operationen wer-
den in den folgenden Abschnitten diskutiert. An dieser Stelle sei die Analogie zur
Lo¨sung der CC-Amplitudengleichungen hervorgehoben [108]. Da es sich hier jedoch
um eine lineare Entwicklung der Wellenfunktion handelt und ein Eigenwertproblem




5.4. Zerlegung von Koeffizienten- und Integraltensoren im
Canonical-Product-Format
An Gleichung 5.9, wie auch an Gleichungen 5.6–5.8 wird deutlich, dass nur be-
stimmte Ein- und Zweielektronenintegrale zur Berechnung der Summanden in den
Koeffizienten- und Residuengleichungen erforderlich sind. Integrale wie zum Beispiel⟨ij∣∣ab⟩, ⟨ij∣∣ka⟩ oder f ji sind Elemente der Tensoren vabij , vkaij oder fji . Sie lassen sich
wie folgt im CP darstellen:
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r8 ⊗ f (j)r8 . (5.18)
Da die Koeffizienten in verschiedene Klassen unterteilt werden, stellen diese entspre-
chend der Anzahl an substituierten Orbitalen in Bezug auf die Referenzdeterminante
Elemente verschiedener Tensoren dar. So sind beispielsweise die Koeffizienten cai , c
ab
ij






ijk . Die Koeffiziententensoren lassen
sich in gleicher Weise wie die Integrale im CP darstellen, wobei an dieser Stelle nur
die ersten drei Koeffiziententensoren gezeigt werden. Ho¨here Koeffiziententensoren
lassen sich jedoch analog darstellen, wobei die Dimensionalita¨t um zwei zunimmt,















⊗ c(j)k3 ⊗ c(k)k3 ⊗ c(a)k3 ⊗ c(b)k3 ⊗ c(c)k3 (5.21)
49
5. FCI Algorithmus basierend auf einer hierarchisch strukturierten
Entwicklung der Wellenfunktion
5.5. Im Canonical-Product-Format erforderliche
Rechenoperationen
Wie an Gleichung 5.9 gut zu erkennen ist, sind fu¨r die Berechnung der Residuen
und spa¨ter der Koeffizienten verschiedene Rechenoperationen erforderlich. Hierzu
geho¨ren Additionen und Subtraktionen, Kontraktionen zwischen Koeffizienten- und
Integraltensoren, Permutationen und die Berechnung der Nennerwichtung. Im CP
werden diese Operationen in anderer Weise durchgefu¨hrt als fu¨r unzerlegte Tenso-
ren. Dies wurde insbesondere fu¨r CCD und MP2 bereits diskutiert [45, 46, 65]. Im
Folgenden soll ein U¨berblick u¨ber diese Operationen gegeben werden, sofern sie nicht
bereits in Kapitel 3.1 vorgestellt wurden. Zur Veranschaulichung dienen die Terme
aus Gleichungen 5.9 und 5.10.
Zuna¨chst wird hier die Kontraktion eines Koeffiziententensors mit einem Tensor,
welcher Zweielektronenintegrale entha¨lt, veranschaulicht. Als ein allgemeines Bei-
spiel soll die Kontraktion rabc,7ijk = ∑e∑m cabeijm⟨mc∣∣ek⟩ aus dem siebenten Term von
Gleichung 5.9 dienen. Zu Beginn der Kontraktion liegen sowohl der Integraltensor
vekmc, als auch der Koeffiziententensor c
abe
ijm vor (Gleichung 5.22). Die Summation
erfolgt ausschließlich u¨ber die
”
internen“ Indizes e und m, welche in jeweils nur
einem Repra¨sentantenvektor des Integraltensors und des Koeffiziententensors vorlie-
gen. Dies erlaubt eine separate Kontraktion der jeweiligen Repra¨sentantenvektoren,
was einem Skalarprodukt entspricht. Diese Skalare stellen Elemente von zwei P ×Q-
Matrizen Epq und Mpq dar (Gleichung 5.23). Diese beiden Matrizen ko¨nnen u¨ber ein
elementweises Produkt zu einer Matrix zusammengefasst werden: Epq ○Mpq = Xpq.
Die Elemente der resultierenden Matrix stellen dabei Faktoren dar, mit denen die
Repra¨sentantenvektoren der entsprechenden Ra¨nge multipliziert werden, wie in Glei-
chung 5.24 zu sehen ist. Da die Ra¨nge der Integral- und Koeffiziententensoren wa¨h-
rend der Kontraktion bestehen bleiben, liegt eine doppelte Summation nach der







p=1 c(i)p ⊗ c(j)p ⊗ c(m)p ⊗ c(a)p ⊗ c(b)p ⊗ c(e)p
⋅ Q∑
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s=1 r(i)s ⊗ r(j)s ⊗ r(k)s ⊗ r(a)s ⊗ r(b)s ⊗ r(c)s (5.25)
Da die Rangreduktion, wie noch gezeigt wird, sehr zeitaufwa¨ndig ist, sollte diese
mo¨glichst selten zum Einsatz kommen und dann auch mo¨glichst effektiv durchge-
fu¨hrt werden, was beispielsweise durch eine Verringerung der Eingangsra¨nge ermo¨g-
licht wird. Im Folgenden werden Mo¨glichkeiten vorgestellt, wie durch geschickte
Kontraktionen die Rangreduktion vermieden wird oder die Ra¨nge des zu approxi-
mierenden Tensors gering gehalten werden. Diese Mo¨glichkeiten wurden bereits an
anderer Stelle fu¨r CCD vorgestellt [46, 65]
Unter der Voraussetzung, dass eine Kontraktion so erfolgt, dass von der Tensor-
repra¨sentation des Koeffiziententensors oder des Integraltensors alle Dimensionen
(außer einer) kontrahiert werden, erho¨ht sich der Rang des resultierenden Tensors
im Vergleich zu den Ausgangstensoren nicht. Dies soll am Beispiel des neunten Terms
rabc,9ijk = −12P (ij∣k)∑mne cabceijmn⟨mn∣∣ke⟩ = −12P (ij∣k)r˜abc,9ijk veranschaulicht werden, wo-
bei zuna¨chst die Permutationen unberu¨cksichtigt bleiben. Wie im vorherigen Fall er-
folgen die Kontraktionen der Repra¨sentantenvektoren in den Dimensionen m, n und
e, wobei die entstehenden Matrizen Mpq, Npq und Epq wieder u¨ber ein Hadamard-
Produkt zur Matrix Xpq fu¨hren (Gleichung 5.27). Der nun entstehende Tensor zeigt
nur in dem Repra¨sentanten v
(k)
q und in der Matrix Xpq eine Abha¨ngigkeit von q,
sodass die Repra¨sentantenvektoren v
(k)
q mit Xpq multipliziert werden ko¨nnen und
die resultierenden Repra¨sentantenvektoren r
(k)
p nur noch von p abha¨ngen (Gleichung








p=1 c(i)p ⊗ c(j)p ⊗ c(m)p ⊗ c(n)p ⊗ c(a)p ⊗ c(b)p ⊗ c(c)p ⊗ c(e)p
⋅ Q∑
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p=1 r˜(i)p ⊗ r˜(j)p ⊗ r˜(k)p ⊗ r˜(a)p ⊗ r˜(b)p ⊗ r˜(c)p (5.29)
Eine Mo¨glichkeit, um den Eingangsrang gering zu halten, ist nach Kontraktionen
mo¨glich, bei denen alle bis auf zwei Repra¨sentanten der Koeffizienten- oder Inte-
graltensoren kontrahiert wurden. Dies ist beim sechsten Term aus Gleichung 5.9
r˜abc,6ijk = ∑mn cabcimn⟨mn∣∣jk⟩ der Fall (bei diesem Beispiel wurde die Permutationen





q und die Matrix Xpq = Mpq ○ Npq zu einem Tensor Y(jk)p
zusammengefu¨hrt werden, welcher von den Indizes j, k und dem Rang p abha¨ngt
(Gleichung 5.32). Danach kann fu¨r jedes p eine SVD einer j × k-Matrix erfolgen,
wodurch man wieder einen Satz von T Repra¨sentanten erha¨lt, wobei T die Anzahl
der Singula¨rwerte ist, welche gro¨ßer als eine bestimmte Grenze SVD sind. Wie in
Gleichung 5.33 zu erkennen ist, erho¨ht sich damit der Rang nur um den Faktor T .







p=1 c(i)p ⊗ c(m)p ⊗ c(n)p ⊗ c(a)p ⊗ c(b)p ⊗ c(c)p ⋅
Q∑
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p=1 c(i)p ⊗ Y(j,k)pdcurly
Y(p)(j,k)≈∑Tt=1(Ut(p)(j)Σt)Vt(p)(k)
⊗c(a)p ⊗ c(b)p ⊗ c(c)p (5.32)
= S=P ⋅T∑
s=1 r(i)s ⊗ r(j)s ⊗ r(k)s ⊗ r(a)s ⊗ r(b)s ⊗ r(c)s (5.33)
Wa¨hrend oben bereits fu¨r den Term rabc,9ijk = −12P (ij∣k)∑mne cabceijmn⟨mn∣∣ke⟩ die
Kontraktion im CP gezeigt wurde, wird sich im Folgenden den Permutationen P (ij∣k)
gewidmet. Dabei werden die Indizes i und j jeweils mit dem Index k vertauscht
und die vertauschten Elemente aufaddiert, wobei fu¨r jede Vertauschung mit einem
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Vorfaktor von −1 multipliziert wird. Fu¨r den konkreten Fall gilt es, die Permutati-
on rabc,9ijk = −12P (ij∣k)r˜abc,9ijk = −12 r˜abc,9ijk + 12 r˜abc,9kji + 12 r˜abc,9ikj in der Tensorrepra¨sentation
auszufu¨hren. Die Vertauschung der Indizes erfolgt in der Tensorrepra¨sentation in







p (siehe Gleichung 5.36). Mit Hilfe dieser Vertauschungen werden aus r˜
abc,9
ijk die
Repra¨sentationen fu¨r r˜abc,9kji und r˜
abc,9
ikj erzeugt. Fu¨r eine Permutation u¨ber einen In-
dex steigt der Rang linear mit jeder Vertauschung an, bei einer Permutationen u¨ber
zwei Indizes nimmt er jedoch quadratisch und bei einer dreifachen Permutationen
kubisch zu. Daher sind ha¨ufige Rangreduktionen notwendig, da sonst die Ra¨nge sehr
schnell zunehmen.
rabc,9ijk = −12P (ij∣k)r˜abc,9ijk (5.34)= −1
2


















p′ ⊗ r(j)p′ ⊗ r(k)p′ ⊗ r(a)p′ ⊗ r(b)p′ ⊗ r(c)p′ (5.37)
Wie aus Gleichung 5.10 hervorgeht, ist fu¨r die Bestimmung der Koeffizienten nach
dem Aufstellen der Residuen rai , r
ab
ij , . . . eine Nennerwichtung erforderlich. Hierfu¨r
ko¨nnen die Tensoren Dai , D
ab
ij , . . . mit den Elementen D
a
i = 1i−a , Dabij = 1i+j−a−b ,
. . . im CP u¨ber Exponentialsummen gena¨hert werden, wie es in Abschnitt 3.1.5 und
in Referenzen [45, 65] beschrieben ist. Zur Darstellung des Tensors Dabcijk ergibt sich
beispielsweise folgende Repra¨sentation:
Dabcijk ≈ S∑
s=1 (i)s ⊗ (j)s ⊗ (k)s ⊗ (a)s ⊗ (b)s ⊗ (c)s . (5.38)
Der Koeffiziententensor ergibt sich nun aus dem jeweiligen elementweisen Produkt,
wie zum Beispiel:
Cabcijk = rabcijk ○Dabcijk . (5.39)
Zur Bestimmung der Korrelationsenergie wird Gleichung 5.5 herangezogen. Dabei
geht man davon aus, dass c0 = 1 und dass aufgrund des Brillouin-Theorems fai = 0
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gilt. So tra¨gt nur der zweite Term zur Energie bei und der erste Term bleibt unbe-
ru¨cksichtigt. Wie unschwer zu erkennen ist, handelt es sich bei dieser Kontraktion um
ein inneres Produkt zwischen dem Integraltensor vabij und dem Koeffiziententensor
cabij (siehe Gleichung 5.40 und Referenzen [45, 46, 65]).
(EFCI −EHF) = 1
2
⟨vabij , cabij ⟩ (5.40)











































Abbildung 5.2.: Abweichung der Korrelationsenergie vom angestrebten Wert (links)
und die A¨nderung der Korrelationsenergie von der K-1-ten zur K-
ten Iteration (rechts) aufgetragen gegen die Iterationen. Die Rech-
nungen erfolgten fu¨r das Beispiel eines H2-Dimers mit dem STO-3G
Basissatz.
Im Folgenden wird ein H2-Dimer, fu¨r welches der STO-3G Basissatz [110] An-
wendung fand, mit dem vorgestellten FCI-Algorithmus behandelt. Es handelt sich
hierbei um eine lineare Anordnung der Moleku¨le mit einem Abstand von 3 A˚ und
einer Bindungsla¨nge von 0,74254 A˚. Es sei an dieser Stelle angemerkt, dass dieses
Beispiel zeigt, dass der Algorithmus prinzipiell zur angestrebten Korrelationsenergie
konvergiert, aber auch gewisse Schwachpunkte aufweist.
In Abbildung 5.2 sind fu¨r dieses Beispiel die Konvergenz der Energie durch die
Abweichung von der angestrebten Korrelationsenergie von -0,04131 Eh und die A¨n-
derung der Energie von einer Iteration zur Na¨chsten aufgetragen. Hierzu wurden
verschiedene Konvergenzkriterien  fu¨r die Rangreduktion genutzt. Es ist bereits auf
den ersten Blick deutlich erkennbar, dass in diesem Beispiel keine Abha¨ngigkeit der
erzielten Ergebnisse von  auftritt. Dies la¨sst sich damit begru¨nden, dass es sich
hier um ein sehr kleines System handelt und bei der Rangreduktion fu¨r alle Werte
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von  a¨hnlich gute Approximationen auftreten. Dies ist auch an den Ra¨ngen der
Koeffiziententensoren erkennbar, da diese bis auf wenige Ausnahmen die gleichen
Ra¨nge fu¨r alle Werte von  aufweisen (siehe Tabelle 5.1). Betrachtet man die Ab-
weichung ∣Eexact −EK ∣ der Energien vom angestrebten Wert, so stellt man fest, dass
eine lineare Konvergenz vorliegt. Jedoch konvergiert die Energie ab der sechsten Ite-
ration nur wenig und eine Abweichung bleibt bestehen. Diese Abweichung ist auf
die eingefu¨hrte Ungenauigkeit bei der Approximation der Tensoren zuru¨ckzufu¨hren.
Im gezeigten Algorithmus nehmen die Energien stetig ab, wobei die Differenzen zwi-
schen den Iterationen immer kleiner werden. Auch an diesen Differenzen la¨sst sich
die lineare Konvergenz des Algorithmus erkennen. In Tabelle 5.1 sind die Ra¨nge der
spinadaptierten Koeffiziententensoren1 fu¨r das H2-Dimer fu¨r verschiedene Werte von
 nach dem Erreichen der Konvergenz zu sehen. Hier wird deutlich, dass die Ra¨nge
der Tensoren von Koeffizienten, welche zu mehrfach substituierten Determinanten
geho¨ren, tendenziell gro¨ßer sind als fu¨r Koeffiziententensoren niedrig substituierter
Determinanten. Dies ko¨nnte auf eine zunehmende Komplexita¨t der Tensorrepra¨sen-
tationen hindeuten, so dass eine Approximation mit niedrigem Rang, wie es fu¨r
Einfachsubstitutionen der Fall ist, fu¨r Koeffiziententensoren ho¨herer Ordnung nicht
mo¨glich ist. Im Verlaufe der Iterationen a¨ndern sich die Ra¨nge der Tensoren jedoch
nicht weiter. Sollte sich dieser Trend auch fu¨r gro¨ßere Beispiele zeigen, so ha¨ngt die
Skalierung des Algorithmus maßgeblich von den Koeffiziententensoren der am ho¨chs-
ten substituierten Determinanten ab. Fu¨r dieses kleine Beispiel mu¨ssen insgesamt
fu¨r alle Tensorrepra¨sentationen zusammen 848 Elemente der Repra¨sentantenvekto-
ren gespeichert werden. Fu¨r jeden Tensor Cij...ab... werden d ⋅ n ⋅R Elemente beno¨tigt,
wobei in diesem Fall d die Ordnung des Tensors, R der Rang der Repra¨sentation und
n die Anzahl der Elemente in jeder Dimension ist. Dagegen besitzt der Koeffizien-
tenvektor von Direct-CI, welcher den Hilbertraum abdeckt, nur 70 Elemente. Somit
beno¨tigen Algorithmen, welche diese Tensorrepra¨sentationen nutzen, etwa zehn mal
mehr Speicherplatz als Direct-CI-Algorithmen.
Auch das Beispiel von LiH wurde versucht mit dem vorliegenden Algorithmus zu
berechnen. Obwohl die Anzahl der Elektronen wie schon fu¨r das H2-Dimer gleich vier
ist, besitzt dieses Moleku¨l im STO-3G-Basisatz sechs Orbitale. Dadurch sind leicht
erho¨hte Ra¨nge zu erwarten. Jedoch wird anhand der in Tabelle 5.1 gezeigten Werte
deutlich, dass insbesondere fu¨r den Tensor (Cabc¯d¯
ijk¯l¯
) bereits zu Beginn der Iterationen
ein hoher Rang vorliegt. Dabei ist zu erwarten, dass der Rang im Laufe der ersten
Iterationen zunimmt – a¨hnlich wie im CC-Algorithmus aus vorangegangener Arbeit
[46]. Dadurch ist vor allem fu¨r die Berechnung der ho¨herdimensionalen Koeffizien-
tentensoren mit einem erheblichen Aufwand zu rechnen. Durch die hohen Ra¨nge,
welche intermedia¨r auftreten, konnte diese Rechnung nicht zu Ende gefu¨hrt werden.
1Da die Spinfunktionen α und β der Orbitale bei den Substitutionen zu beru¨cksichtigen sind,
werden Orbitale mit der Spinfunktion β mit einem Querstrich gekennzeichnet.
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 Rang (Cai ) Rang (Cabij ) Rang (Cab¯ij¯ ) Rang (Cabc¯ijk¯) Rang (Cabc¯d¯ijk¯l¯ )
(H2)2 10
−2 2 4 4 8 16
(H2)2 10
−3 2 4 4 8 16
(H2)2 10
−4 2 4 5 8 16
LiH 10−3 2 4 9 24 313
LiH 10−3 2 4 9 27 (1598)
Tabelle 5.1.: Ra¨nge der Koeffiziententensoren von (H2)2 bei Iteration 9 fu¨r verschie-
dene Grenzwerte  in der Rangreduktion. In den letzten Zeilen sind die
Ra¨nge von LiH in der ersten und der zweiten Iteration zu sehen. Bei-
de Moleku¨le wurden mit dem STO-3G-Basissatz berechnet. Fu¨r den in
Klammern stehenden Rang war die Rangreduktion nicht abgeschlossen.
Es sind jedoch fu¨r gro¨ßere Moleku¨le noch ho¨here Ra¨nge zu erwarten. Daher konnte
auch die Skalierung des Algorithmus nicht bestimmt werden.
In Tabelle 5.2 sind die Anzahl der Rangreduktionen z(K) und die Rechenzeiten
sowohl fu¨r die Reduktionen tred(K) als auch fu¨r die gesamten Iterationen ttot(K)
fu¨r die ersten beiden Iterationen angegeben. Es zeigt sich dort, dass niedrigdimen-
sionale Koeffiziententensoren in weniger als einer Sekunde berechnet werden. Fu¨r
Koeffiziententensoren ho¨herer Ordnung sind die Rechenzeiten jedoch deutlich ho¨-
her. Dabei beanspruchen in jeder Iteration die Rangreduktionen die meiste Zeit.
Zudem sind diese umso ha¨ufiger erforderlich, je ho¨her die Anzahl der Substitutionen
der Orbitale ist. Dies liegt daran, dass dann mehr Permutationen an ho¨herdimensio-
nalen Tensoren durchgefu¨hrt werden mu¨ssen und dadurch auch die Eingangsra¨nge
der Rangreduktionen zunehmen. In der ersten Iteration werden jedoch nur wenige
Terme zur Bestimmung der Koeffiziententensoren beno¨tigt (siehe Abschnitt 5.3),
weshalb auch die Anzahl der beno¨tigten Rangreduktionen etwas niedriger ist.
5.7. Zusammenfassung
In diesem Kapitel wurde ein neuer FCI-Algorithmus im CP vorgestellt, bei welchem
die Wellenfunktion in einer Hierarchie von einfach, zweifach usw. substituierten De-
terminanten mit Bezug auf eine Referenzdeterminante entwickelt wurde. Fu¨r diesen
Ansatz wurden die Tensoren der Integrale und die Koeffiziententensoren im CP re-
pra¨sentiert und es konnte gezeigt werden, wie alle erforderlichen Operationen in der
zerlegten Form durchgefu¨hrt werden ko¨nnen. Danach wurde der Algorithmus einer
Pilotimplementierung erkla¨rt und im Anschluss auf Beispiele angewendet.
Fu¨r das Beispiel eines H2-Dimers wurde gezeigt, dass man mit dieser Art der Ten-
sorzerlegung das FCI-Problem lo¨sen kann. Der iterative Algorithmus konvergierte
56
5.7. Zusammenfassung
Rang (Cai ) Rang (Cabij ) Rang (Cab¯ij¯ ) Rang (Cabc¯ijk¯) Rang (Cabc¯d¯ijk¯l¯ )
z(1) 2 1 1 16 36
z(2) 4 16 16 40 66
(H2)2
tred(1) in s 0.00 0.01 0.01 0.41 3.95
ttot(1) in s 0.01 0.01 0.01 0.53 5.36
tred(2) in s 0.01 0.37 0.01 1.00 5.31
ttot(2) in s 0.03 0.40 0.10 1.25 7.97
LiH
tred(1) in s 0.01 0.00 0.09 1.63 202.90
ttot(1) in s 0.02 0.00 0.09 2.30 318.81
tred(2) in s 0.04 3.66 0.25 73.10
ttot(2) in s 0.06 4.06 0.35 93.00
Tabelle 5.2.: Anzahl der Rangreduktionen z, Rechenzeiten der PASD tred und gesam-
te Rechenzeit [111] zur Bestimmung von Koeffiziententensoren ttot fu¨r
(H2)2 und LiH fu¨r die erste und zweite Iteration des FCI-Algorithmus.
dabei zu einer ausreichenden Na¨herung der Energie. Es stellte sich heraus, dass fu¨r
die Koeffiziententensoren, welche zu mehrfach substituierten Determinanten geho¨-
ren, der Rechenaufwand wesentlich ho¨her ist, als fu¨r die Koeffizienten von niedrig
substituierten Determinanten. Dies liegt daran, dass zum einen die Berechnung je-
des Koeffiziententensors mehrere Kontraktionen von bis zu 13 Termen erfordert und
zum anderen die Bestimmungsgleichungen aufgrund einer zunehmenden Anzahl an
Permutationen immer komplexer werden. Dadurch ist eine ha¨ufige Verwendung des
Rangreduktionsalgorithmus erforderlich, wodurch die Rechenzeiten deutlich zuneh-
men. Zudem wachsen die Ra¨nge der Koeffiziententensoren fu¨r ho¨her substituierte
Determinanten tendenziell an, was die Rangreduktion zusa¨tzlich erschwert, da der
Algorithmus sowohl mit dem Rang des zu approximierenden, als auch mit dem Rang
des approximierten Tensors skaliert. Man kann somit fu¨r gro¨ßere Moleku¨le einen noch
ho¨heren Rechenaufwand erwarten, was es unattraktiv macht, diesen Ansatz weiter
zu verfolgen, wenn das Ziel in der Behandlung gro¨ßerer Systeme liegt. Es ist daher
erstrebenswert, die Koeffizienten in einer konzeptionell einfacheren Weise zu bestim-
men und dabei mo¨glichst zu vermeiden, dass unterschiedliche Bestimmungsgleichun-
gen der Koeffizienten notwendig sind. Dadurch sollten mo¨glichst wenige Rangreduk-
tionen beno¨tigt werden. Zudem sind niedrig skalierende Ra¨nge wu¨nschenswert.
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6. Tensorrepra¨sentation der Hamiltonmatrix und
Algorithmus zum Lo¨sen des zugeho¨rigen
Eigenwertproblems
6.1. Einleitung
Im vorangegangenen Kapitel besitzt die Wellenfunktion eine hierarchische Struktur
und davon ausgehend wurden Tensorrepra¨sentationen fu¨r die Koeffizienten aufge-
baut. Dabei wurde deutlich, dass die Komplexita¨t der Gleichungen zur Bestimmung
von Koeffiziententensoren, welche zu mehrfach substituierten Determinanten geho¨-
ren, stark zunimmt. Bei gleichzeitigem Anwachsen der Ra¨nge fu¨hrt dies zu einem
erho¨hten Rechenaufwand. Dabei wird die meiste Rechenzeit fu¨r die Rangreduktion
aufgewendet. Deshalb sollten die Kontraktionen in einfacherer Form und fu¨r alle
Koeffizienten in gleicher Weise erfolgen. In Kapitel 2.7 wurde vorgestellt, dass die
FCI-Wellenfunktion u¨ber eine Linearkombination von Slaterdeterminanten entwi-
ckelt wird und die optimalen Koeffizienten der Entwicklung aus der Lo¨sung eines
Matrixeigenwertproblems der Hamiltonmatrix hervorgehen.
Im vorliegenden Kapitel wird auf einer allgemeinen Formulierung der Hamilton-
matrixelemente basierend, eine Tensorrepra¨sentation der Hamiltonmatrix hergelei-
tet. Darauf aufbauend wird auch eine Tensorrepra¨sentation des Koeffizientenvektors
erstellt, wodurch das Eigenwertproblem in der Tensorrepra¨sentation gelo¨st wird.
Die Repra¨sentationen der Hamiltonmatrix und des Koeffizientenvektors liegen da-
bei in a¨hnlicher Form vor, wie sie bereits von Beylkin et al. [62, 63] allgemein fu¨r
die Behandlung von Matrizen und Vektoren u¨ber Tensorzerlegungsmethoden vor-
geschlagen wurde. In diesem Kapitel wird besonders auf die Kontraktion des Ha-
miltontensors mit dem Koeffiziententensor eingegangen, da zur Beru¨cksichtigung
der Antisymmetrie der Wellenfunktion Korrekturen entwickelt worden sind. Schließ-
lich wird eine erste Implementierung eines iterativen Algorithmus zum Lo¨sen des
FCI-Eigenwertproblems vorgestellt. Am Beispiel eines H2-Dimers wird die Genauig-
keit des Algorithmus untersucht, wobei sich dabei auch Schwa¨chen des vorliegenden





Die Gleichungen 6.1 bis 6.4 zeigen die Entwicklung der Wellenfunktion aus Gleichung
2.66 in leicht vera¨nderter Form. Dabei bleibt die Wellenfunktion eine Linearkombi-
nation von Slaterdeterminanten ∣χpχqχr . . .⟩. Es werden N -fache Summationen (mit























. . . c(p, q, r, . . .)sgn(p, q, r, . . .)∣χpχqχr . . .⟩ (6.4)
Es sind Xˆ∣K⟩ = a†pa†qa†r . . . Strings von Erzeugeroperatoren fu¨r eine bestimmte De-
terminante ∣K⟩. P ist ein Permutationsoperator, welcher alle mo¨glichen Reihen-
folgen der Erzeugeroperatoren aufsummiert (z. B. Ppqa†pa†q = a†pa†q − a†qa†p). Durch
sgn(p, q, r, . . .) wird ein Faktor von –1 oder 1 entsprechend der Vertauschung von
Erzeugeroperatoren in einer Konfiguration eingefu¨gt. Der Vektor g zeigt die Rei-
henfolgen der Erzeugeroperatoren von Konfiguration ∣K⟩ an (z. B. g = {p, q, r} oder
g{q, p, r}). Fu¨r jede Reihenfolge g existiert ein Xˆ∣K⟩(g), in welchem die Erzeuger-
operatoren in der gleichen Reihenfolge wie die Elemente von g angeordnet sind. Die
Ausdru¨cke in Gleichungen 6.1 bis 6.4 sind a¨quivalent zueinander1,2.
6.3. Koeffiziententensor im Canonical-Product-Format
Die Koeffizienten c(p, q, r, . . .) werden nun anstatt in der im konventionellen FCI
u¨blichen Form eines Vektors mit ( oN ) Elementen in einem N -dimensionalen Tensor
C repra¨sentiert, wo jeder der N Laufindizes p, q, r, . . . einer Dimension entspricht.
Dieser, von nun an als Koeffizententensor bezeichnete Tensor, kann im CP mit Hilfe
der Repra¨sentantenvektoren c
(µ)
j repra¨sentiert werden (siehe Gleichungen 6.5 und
1Es sei an dieser Stelle darauf hingewiesen, dass die Vorzeichen der Koeffizienten von den Permu-
tationen nicht beeinflusst werden, da die Antisymmetrie ausschließlich von den Slaterdetermi-
nanten stammt.
2Aufgrund der Antisymmetrie sind Slaterdeterminanten mit mehreren identischen Orbitalen gleich
null, weshalb bei den Mehrfachsummationen keine Restriktionen erforderlich sind.
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µ=1 c(µ)j . (6.6)
Zur Veranschaulichung des Aufbaus der Repra¨sentation soll ein System mit zwei
Elektronen in vier Orbitalen (χi, χa, χi¯ und χa¯) dienen. In diesem Fall entha¨lt der











Die gleichen Elemente sind auch in der Tensorrepra¨sentation zuga¨nglich. Fu¨r ein




j (p) ⋅ c(2)j (q). (6.8)
Es sei an dieser Stelle darauf hingewiesen, dass in der vorliegenden Tensorrepra¨sen-
tation auch Elemente zuga¨nglich sind, fu¨r welche die Slaterdeterminanten gleich null
sind. Dies ist der Fall, wenn zwei oder mehr gleiche Indizes vorliegen. Diese Koeffi-
zienten mu¨ssten nun einer Determinante zugeordnet werden, bei welcher ein Orbital




j (i) ⋅ c(2)j (i). (6.9)
Auch wenn diese Elemente fu¨r die Repra¨sentation der Koeffiziententensoren wenig
problematisch sind, wird im na¨chsten Kapitel deutlich, dass solche Elemente auch
bei der Tensorrepra¨sentation der Hamiltonmatrix zuga¨nglich sind und sie eine un-
korrekte Repra¨sentation erzeugen.
6.4. Hamiltontensor im Canonical-Product-Format
Zum Erstellen einer Tensorrepra¨sentation der Hamiltonmatrix, im Folgenden auch
Hamiltontensor genannt, ist es erforderlich, zuna¨chst ein Element ⟨Ψ∣K⟩g ∣Hˆ ∣Ψ∣K′⟩g′⟩
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na¨her zu betrachten. Unter Nutzung des elektronischen, nicht relativistischen Hamil-
tonoperators in zweiter Quantisierung, wie er in Gleichung 2.50 gegeben ist, nimmt
ein Element der Hamiltonmatrix folgende Form an:
⟨Ψ∣K⟩g ∣Hˆ ∣Ψ∣K′⟩g′⟩ = ⟨χpχqχr, . . . ∣Hˆ ∣χp′χq′χr′ . . .⟩= H(p, q, r, . . . , p′, q′, r′, . . .)= ∑
wx





⟨wx∣∣yz⟩⟨∣apaqar . . . a†wa†xazaya†p′a†q′a†r′ . . . ∣⟩.(6.10)
Unter Nutzung des Wickschen Theorems, den Antikommutatorbeziehungen oder
den Slater-Condon-Regeln erha¨lt man Gleichungen fu¨r die Beitra¨ge von Ein- und
Zweielektronenintegralen zur Hamiltonmatrix. Ein entsprechendes Beispiel ist im
Anhang 9.5 zu finden. Der Einelektronenteil kann allgemein wie folgt formuliert
werden:
H(1)(p, q, . . . , p′, q′, . . .) = sgn(g)sgn(g’)H(1)(∣K⟩g, ∣K′⟩g′) (6.11)= ΓKpqr...ΓK′p′q′r′...h(p, p′) ⋅ δqq′ ⋅ δrr′ ⋅ . . .+ΓKpqr...ΓK′p′q′r′...δpp′ ⋅ h(q, q′) ⋅ δrr′ ⋅ . . .+ΓKpqr...ΓK′p′q′r′...δpp′ ⋅ δqq′ ⋅ h(r, r′) ⋅ . . .







mit Γ∣K⟩ = ΓKpqr...= ΓKp ⋅ ΓKq ⋅ ΓKr ⋅ . . .
In dieser Gleichung sind ΓKp , Γ
K
q , . . . die Phasenfaktoren der Erzeugeroperatoren a
†
p,
a†p, . . . , welche eine Determinante ∣K⟩ ausgehend vom Vakuumzustand erzeugen,
g sind Vektoren, welche die Reihenfolge der Indizes angeben und δpp′ , δqq′ , . . . sind
Kronecker-Deltas. Weiterhin sind h(p, p′) Einelektronenintegrale aus Gleichung 2.17.
An Gleichung 6.12 wird deutlich, dass die Matrixelemente durch die Besetzung
der Orbitale bestimmt werden. Elemente ungleich null entstehen nur dann, wenn
sich die Determinanten in maximal einem Orbital unterscheiden. Dies entspricht
genau den Slater-Condon-Regeln. Analoge U¨berlegungen gelten auch fu¨r die Zwei-
elektronenteile. Hier geben jedoch auch Determinanten, die sich in zwei Orbitalen
unterscheiden, einen Beitrag ungleich null. An dieser Stelle ist zu erwa¨hnen, dass bei
der vorliegenden allgemeinen Form die Reihenfolge der Indizierung eine Rolle spielt,
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da fu¨r jeden Summanden die gleichen Indizes p und p′, q und q′ usw. miteinan-
der u¨ber Kronecker-Deltas oder u¨ber die Einelektronenintegrale verknu¨pft werden.
In vollkommen analoger Weise zum Einelektronenteil la¨sst sich auch der Beitrag
des Zweielektronenterms zu den Elementen der Hamiltonmatrix aufstellen, wie in
Gleichungen 6.13 bis 6.15 gezeigt ist.
H(2)(p, q, . . . , p′, q′, . . .) = sgn(g)sgn(g’)H(2)(∣K⟩g, ∣K′⟩g′) (6.13)= ΓKpqr...ΓK′p′q′r′... 12v(p, q, p′, q′) ⋅ δrr′ ⋅ . . .+ΓKpqr...ΓK′p′q′r′... 12v(p, r, p′, r′) ⋅ δqq′ ⋅ . . .+ΓKpqr...ΓK′p′q′r′...δpp′ ⋅ 12v(q, r, q′, r′) ⋅ . . .
. . . (6.14)= ∑
L
∑
K>LΓ∣K⟩Γ∣K′⟩v(g(K), g(L), g′(K), g′(L))∏
X≠K,L δ(g(X)g′(X)) (6.15)
Hierbei sind die Elemente v(p, q, p′, q′) die antisymmetrisierten Zweielektronenin-
tegrale aus Gleichung 2.20. Beim Betrachten der Gleichungen 6.12 und 6.15 wird
man feststellen, dass man ein Element der Hamiltonmatrix auch als ein Produkt
von Matrixelementen auffassen kann, da jeweils ein Index der Orbitale in der
”
Bra-
Determinante“ mit einem Index der Orbitale in der
”
Ket-Determinante“ verknu¨pft
wird. Dies gilt auch fu¨r die Zweielektronenintegrale, da diese zweimal zwei Indizes
verknu¨pfen. Darauf basierend kann nun die Tensorrepra¨sentation der Hamiltonma-
trix aufgebaut werden. Hierzu mu¨ssen jedoch die Ein- und Zweielektronenbeitra¨ge
separat betrachtet werden. Fu¨r den Einelektronenteil erstellt man fu¨r jedes Einelek-
tronenintegral h(p, p′) mit p ≤ p′ eine Repra¨sentantenmatrix h(pp′) mit den Elemen-
ten h
(pp′)
pp′ = h(pp′)p′p = h(p, p′), wobei alle weiteren Elemente gleich null sind. Um den
korrekten Phasenfaktor ΓKpqr... zu erhalten, beno¨tigt man des Weiteren die Diagonal-
matrizen Gp und Gp
′
, bei welchen entsprechend alle Elemente Gpii und G
p′
ii mit i < p
oder i < p′ gleich −1 sind. Alle sonstigen Diagonalelemente sind gleich eins. Es ergibt







′ ⊗GpGp′1⊗GpGp′1⊗ . . .⊗GpGp′1. (6.16)







6.4. Hamiltontensor im Canonical-Product-Format




1 gleich aufgebaut sind, jedoch in H
(1)
i die Repra¨-
sentanten der i-ten Dimension mit denen der ersten Dimension vertauscht wurden.












′q′) ⊗ v(pqp′q′) ⊗GpGqGp′Gq′1⊗ . . .⊗GpGqGp′Gq′1
(6.18)
Die Elemente von v(pqp′q′) sind gleich null, außer v(pqp′q′)qq′ = v(pqp′q′)q′q = v(p, q, p′, q′)
und außer E
(pqp′q′)
pp′ = E(pqp′q′)p′p = 1 sind alle Elemente von E(pqp′q′) gleich null. Somit











12 gleich aufgebaut sind, die Repra¨sentanten der
i-ten und j-ten Dimension aber mit denen der ersten und der zweiten Dimension
vertauscht wurden.
Der Hamiltontensor H fu¨r ein N -Elektronensystem la¨sst sich in allgemeiner Form
mit Hilfe von o × o-Matrizen h(µ)k folgendermaßen darstellen:




µ=1 h(µ)k . (6.20)
In dieser Repra¨sentation ist es nun mo¨glich jedes beliebige Element der Hamilton-
matrix zu bestimmen. Zur Veranschaulichung soll wiederum das Beispiel von zwei
Elektronen in vier Orbitalen dienen. Jedes Element ⟨pq∣Hˆ ∣p′q′⟩ kann man u¨ber
⟨pq∣Hˆ ∣p′q′⟩ = K∑
k=1h(1)(p, p′) ⋅ h(2)(q, q′) (6.21)
bestimmen. Wie bereits fu¨r den Koeffiziententensor erwa¨hnt, gibt es auch in dieser
Repra¨sentation Elemente, welche von Determinanten mit gleichen Indizes stammen
(z. B. p = q oder p′ = q′) und nicht zwangsla¨ufig gleich null sind. So ist zum Beispiel
⟨ii∣Hˆ ∣ab⟩ = K∑
k=1 h
(1)
k (i, a) ⋅ h(2)k (i, b) ≠ 0. (6.22)
Da solche Elemente die Wellenfunktion nicht korrekt repra¨sentieren, mu¨ssen sie nach-
tra¨glich gleich null gesetzt werden. Geschieht dies nicht, wird dem fermionischen
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Charakter der Elektronen nicht Rechnung getragen und die berechneten Eigenschaf-
ten, wie beispielsweise die Energie, sind nicht korrekt.
Die Korrektur von unphysikalischen Elementen in der Hamiltontensorrepra¨senta-
tion kann beispielsweise durch ein Hadamard-Produkt H ○T erfolgen. Die Elemente
des Tensors T sind genau dann gleich eins, wenn alle Indizes dieser Elemente ver-
schieden sind. Andernfalls sind sie null. Eine Mo¨glichkeit, solch einen Tensor T im
CP zu repra¨sentieren, beruht darauf, dass die Menge aller Eintra¨ge der Hamilton-
matrix mit zwei gleichen Indizes auch alle Mengen der Elemente mit drei, vier, usw.
gleichen Indizes beinhaltet. Einen Tensor T kann man u¨ber ein elementweises Pro-
dukt von mehreren Tensoren T1,T2, . . . aufstellen. Gleichungen 6.23 zeigen einen
dreidimensionalen Tensor T mit jeweils drei Elementen pro Dimension, welcher zur
















Im Folgenden wird vorgestellt, wie man fu¨r dieses Beispiel den Tensor T im CP
aufstellt. Zuna¨chst baut man einen Tensor T1 auf, wie er in Gleichung 6.24 zu se-
hen ist. Er hat die Eigenschaft, dass alle Eintra¨ge T1(x, y, z) = 1 fu¨r x ≠ y, z und
T1(x, y, z) = 0 fu¨r x = y oder x = z sind. Somit sind alle Indexpaare mit gleichen
Indizes in der ersten und einer beliebigen weiteren Dimension gleich null. Seine Ten-





























































In gleicher Weise kann ein Tensor T2 aufgestellt werden. Fu¨r dessen Elemente gilt
T2(x, y, z) = 1 fu¨r y ≠ z und T2(x, y, z) = 0 fu¨r y = z (siehe Gleichungen 6.26 und
6.27). Somit sind fu¨r T2 alle Elemente mit gleichen Indizes in der zweiten und dritten
3Der Doppelpunkt deutet an, dass alle Elemente einer Dimension beru¨cksichtigt werden. Fu¨r den
dreidimensionalen Tensor T entspricht T1,1,∶ einem Vektor und T1,∶,∶ einer Matrix
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U¨ber ein elementweises Produkt der beiden Tensoren/Tensorrepra¨sentationen erha¨lt
man schließlich T = T1 ○T2.
d rank(T1) rank(T1 ○T2) rank(T1 ○T2 ○T3) rank(T1 ○T2 ○T3 ○T4)
2 8
3 8 53
4 8 64 384
5 8 64 512 1277
6 8 64 512 (2992)
Tabelle 6.1.: Ra¨nge von Produkten von Tensoren Ti mit 8 Elementen in jeder Di-
mension nach anschließender Rangreduktionen bei  = 10−3. Bei d = 6
wurde die Rangreduktion des Tensors T1 ○T2 ○T3 ○T4 abgebrochen.
Da beim Aufstellen eines Tensors T im CP die Ra¨nge anwachsen, mu¨ssen diese
nach jeder Multiplikation wieder reduziert werden. In Tabelle 6.1 sind die Ra¨nge
fu¨r elementweise Produkte von Tensoren Ti verschiedener Dimensionalita¨t nach den
Rangreduktionen gezeigt. Es wird deutlich, dass die Ra¨nge bereits bei kleinen Di-
mensionalita¨ten stark anwachsen. Deshalb werden im FCI-Algorithmus die Tensoren
T nicht aufgestellt, sondern die Tensoren T1, T2, . . .
”
on the fly“ an den entsprechen-
den Stellen multipliziert.
6.5. Bestimmung des σ-Tensors
In konventionellen Algorithmen ist der zeitaufwa¨ndigste Schritt die Berechnung des
Vektors σ = Hc. Insbesondere erfordert dieser Schritt eine logische Ordnung der
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Koeffizienten in den Vektoren und eine effiziente Kontraktion mit den entsprechen-
den Beitra¨gen der Hamiltonmatrix, da in ga¨ngigen Direct-CI-Algorithmen die Ha-
miltonmatrix nicht explizit aufgestellt wird (siehe Kapitel 4.1). Im Folgenden soll
veranschaulicht werden, wie eine Kontraktion des Hamiltontensors mit den Koef-
fiziententensoren im vorgestellten Format erfolgt. Hierbei liegt besonderes Augen-
merk auf der Beru¨cksichtigung der Elemente des Hamiltontensors, welche aufgrund
der Antisymmetrie gleich null sein mu¨ssen. Hierzu soll die Idee, welche hinter der
Kontraktion mit moderatem Anwachsen der Ra¨nge steht, am Beispiel einer Matrix-
Vektor-Multiplikation gezeigt werden.
Seien eine Matrix M mit den Elementen mmn und die Vektoren v und a mit
den Elementen vn und am gegeben, so gilt fu¨r eine Multiplikation Mv = a fu¨r jedes




Diese Gleichung ko¨nnte man auch in der Art formulieren, dass jeder Spaltenvektor
m∶n mit einem Element von vn multipliziert wird und zu einem Spaltenvektor m′∶n
fu¨hrt. Dann ist a die Summe aller Spaltenvektoren:




Fu¨r die Kontraktion von H mit C ist es ebenso erforderlich, dass die Repra¨sen-
tantenmatrizen des Hamiltontensors mit den Repra¨sentantenvektoren des Koeffizi-
ententensors multipliziert werden. Folglich ist auch bei diesen Kontraktionen der
Zwischenschritt des Multiplizierens der Spaltenvektoren der Repra¨sentantenmatri-
zen mit den Elementen der Repra¨sentantenvektoren mo¨glich. Dies scheint zuna¨chst
einen Mehraufwand zu erzeugen, da der Rang des resultierenden Tensors anwa¨chst,
wa¨hrend die Dimensionalita¨t und die Anzahl der Elemente pro Dimension im Ver-
gleich zum Hamiltontensor gleich bleibt. Es ergibt sich jedoch der Vorteil, dass sich
bei diesem Tensor nun die Additionen der Spaltenvektoren der Repra¨sentantenma-
trizen fu¨r jede Dimension µ separat durchfu¨hren lassen. Dabei geht jeder Addition
in µ eine Multiplikation mit einem Tensor Tµ voran. Wie oben bereits erwa¨hnt wur-
de, lassen sich Tensoren Tµ aufstellen, mit deren Hilfe sich bestimmte Elemente des
Hamiltontensors gleich null setzen lassen, wenn sie in Bezug auf eine bestimmte
Dimension µ in den Dimensionen ν ≠ µ gleiche Indizes aufweisen.
Im Folgenden wird der Algorithmus der Kontraktionen, wie er in Abbildung 6.1
fu¨r ein N -Elektronensystem gezeigt ist, na¨her betrachtet. Im ersten Schritt wird ein
Tensor G˜0, durch Multiplikation der Spaltenvektoren h∶y,k der Repra¨sentantenma-
trizen des Hamiltontensors mit den Elementen c
(µ)
y,j der Repra¨sentantenvektoren des
Koeffiziententensors, erstellt. Der Rang erho¨ht sich dabei auf R0 = K ⋅ J und muss
im Anschluss reduziert werden. In der folgenden Schleife wird jeweils ein Tensor Tµ
66
6.5. Bestimmung des σ-Tensors
Aufstellen von G˜0 = ∑R0=K ⋅Jr=1 ⊗Nµ=1 G(µ)r mit G(µ)∶y,r = h(µ)∶y,k ⋅ c(µ)y,j
G0 = Approx(G˜0)
for µ = 1 . . .N
Erstelle Tensor Tµ
G¯µ = Tµ ○Gµ−1
mit G¯µ = G(G¯(1)µ , . . . , G¯(µ−1)µ , G¯(µ)µ , G¯(µ+1)µ , . . . , G¯(N)µ )
for ν = 1 . . .N − 1
if ν < µ
G˜
(ν)
µ = G¯(ν)µ ,
if ν = µ
G˜
(ν)
µ = ∑y G¯(ν)∶y,µ






Abbildung 6.1.: Algorithmus fu¨r die Kontraktion von Hamiltontensor und Koeffizi-
ententensor zum Sigmatensor
erstellt4 und elementweise mit GK−1 multipliziert. Diese Multiplikation fu¨hrt dazu,
dass nun fu¨r die µ-te Dimension alle Elemente gleich null sind, fu¨r welche dies auf-




r ist nun mo¨glich, wobei die Antisymmetrie kor-
rekt beru¨cksichtigt wurde. Da der Rang durch das elementweise Multiplizieren um
den Faktor o gewachsen ist, erfolgt im na¨chsten Schritt eine Rangreduktion, welche
zu GK+1 fu¨hrt. Die Multiplikationen mit Tensoren Tµ und die anschließenden Ad-
ditionen fu¨hren am Ende der Schleife zu dem Sigmatensor S unter der korrekten
Beru¨cksichtigung der Antisymmetrie.
An dieser Stelle soll hervorgehoben werden, dass der Vorteil dieser Kontraktionen
darin liegt, dass beim Erstellen von G0 der Rang zwar anwa¨chst, jedoch deutlich klei-
ner ist, als wenn der Hamiltontensor exakt aufgestellt wird. Der Grund hierfu¨r liegt
in dem Tensor T, mit welchem der Hamiltontensor sonst elementweise multipliziert
wu¨rde. In dem vorliegenden Algorithmus wird hingegen sequenziell mit Tensoren
Tµ multipliziert und dann die Addition der Spaltenvektoren in der µ-ten Dimensi-
on ausgefu¨hrt. Dies fu¨hrt nur zu einem moderaten Anstieg der Ra¨nge, welche sich
nach der Addition wieder auf ihre Ausgangsgro¨ße reduziert lassen. In analoger Weise
4Ein Beispiel fu¨r einen solchen Tensor findet sich im Anhang 9.7
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zum Algorithmus 6.1 kann auch die Kontraktion erfolgen, wenn ein inneres Produkt
(Skalarprodukt) berechnet wird, um beispielsweise die Eigenwerte zu bestimmen.
Iteration K G˜0 G0 G˜1 G1 G˜2 G2 G˜3 G3
(K aus Abbildung 6.2)
0 291 102 408 189 756 172 688 46
1 8439 219 1752 369 2952 408 3264 130
2 11640 389 3112 564 4512 517 4136 151
3 13386 473 3784 631 5048 556 4448 154
4 10767 452 3616 605 4840 558 4464 151
5 12513 451 3608 604 4832 549 4392 150
Tabelle 6.2.: Ra¨nge bei der Kontraktion HC mit einem Rang des Hamiltontensors
von 291 und einem Rang der Tensoren Tµ von 8. Dabei sind G˜µ die
Tensoren vor und Gµ die Tensoren nach der Rangreduktion mit  = 10−3
(siehe Abbildung 6.1). Gezeigt sind die Ra¨nge fu¨r ein H2-Dimer, welches
mit dem STO-3G-Basissatz berechnet wurde.
In Tabelle 6.2 sind die Ra¨nge der Tensoren wa¨hrend der Kontraktion HC fu¨r ein
Dimer von H2-Moleku¨len gezeigt. Anhand dieses Beispiels wird deutlich, dass die
Ra¨nge bei der ersten Kontraktion sehr stark anwachsen, jedoch auf eine moderate
Gro¨ße reduziert werden ko¨nnen. Wa¨hrend der Kontraktion mit den Tensoren Tµ
nimmt der Rang jeweils um den Faktor acht zu (dieser Faktor ru¨hrt von der Basis
mit acht MOs her), la¨sst sich aber im Anschluss auf das Ausgangsniveau reduzieren.
Nur im Falle des S˜3 wird der Rang sta¨rker reduziert, wobei in diesem Fall gleichzeitig
die dritte und die vierte Dimension kontrahiert werden und dann die Kontraktion
σ = HC abgeschlossen ist.
An dieser Stelle soll eine Anmerkung zur Einfu¨hrung der Antisymmetrie gemacht
werden. Der Vorteil des CP liegt in der
”
Entkoppelung“ der einzelnen Dimensionen.
Die Antisymmetrie verlangt jedoch, dass bestimmte Elemente gleich null sind, wenn
sie in zwei oder mehr verschiedenen Dimensionen gleiche Indizes tragen. Dadurch
wird eine
”
Verknu¨pfung“ der Dimensionen wieder eingefu¨hrt und dies fu¨hrt zum
Verlust eines Vorteils des CP. Dies zeigt sich in einem Anwachsen des Rangs der
Tensorrepra¨sentation. Bei Beru¨cksichtigung der Antisymmetrie in allen Dimensionen
ist daher ein hoher Anstieg der Ra¨nge zu erwarten (siehe Tabelle 6.1), weshalb
im soeben vorgestellten Ansatz nur fu¨r jeweils eine Dimension die Korrektur der
Antisymmetrie eingefu¨hrt wurde.
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6.6. Erstellen des Prekonditionierers (H −E1)−1
Zum Erstellen des Prekonditionierers (H−E1)−1 im CP ist es erforderlich, die inver-
sen Elemente des Tensors (H−E1) u¨ber Produkte darzustellen. Hierzu werden aber
nur die Diagonalelemente des Hamiltontensors beru¨cksichtigt, da die Hamiltonma-
trix diagonaldominant ist. Wie in Abschnitt 3.1.5 erwa¨hnt, ist es mo¨glich, die bereits
vereinfachte Inverse mit Hilfe von Exponentialsummen auszudru¨cken [64]. Um die
Inverse insbesondere fu¨r die in den Koeffizienten dominante HF-Determinante gut
zu approximieren, finden in den Exponenten die Orbitalenergien Verwendung. Da
die Exponentialsummen nur fu¨r Bru¨che 1x > 0 wohl definiert sind, jedoch Elemente
mit mehreren gleichen Indizes existieren (siehe Abschnitte 6.4 und 6.5) und diese
nicht notwendigerweise gro¨ßer null sind, ist eine Verschiebung der Eigenwerte E um
z erforderlich, um sicherzustellen, dass alle Elemente des Tensors gro¨ßer null sind.5
Es gilt somit:
1
p + q + r −E − z ≥ 0 (6.31)
Man erha¨lt nun folgende Tensorrepra¨sentation, wenn man die Exponentialsummen
verwendet (siehe Abschnitt 3.1.5):
(H −E1)−1 ≈ S∑
s=1 i(1)s ⊗ i(2)s ⊗ i(3)s . (6.32)
6.7. Algorithmus zum Lo¨sen des Matrixeigenwertproblems
In den vorangegangenen Abschnitten wurde aufgezeigt, wie alle fu¨r die Lo¨sung des
Eigenwertproblems notwendigen Schritte im CP erfolgen. Der in Abbildung 6.2 ge-
zeigte Algorithmus basiert auf den Rayleighquotienteniterationen (Details hierzu in
Referenz [109]), wobei die im vorangegangenen Abschnitt erwa¨hnten Operationen
unter Beru¨cksichtigung der Antisymmetrie im CP Anwendung finden. Bevor der
Algorithmus beginnen kann, werden die entsprechenden Ein- und Zweielektronenin-
tegrale fu¨r den Aufbau des Hamiltontensors beno¨tigt. Hierzu wird eine HF-Rechnung
vorausgeschickt, welche die entsprechenden Integrale liefert (hierzu wurde das Orca-
Programmpaket genutzt [113]).
Der FCI-Algorithmus (Abbildung 6.2) beginnt mit dem Erstellen eines Initialten-
sors C0. Naheliegend ist es, einen Tensor aufzustellen, bei welchem alle Elemente
außer den Koeffizienten, welche zur HF-Determinante geho¨ren, gleich null gesetzt
werden. Der Rang dieser Approximation ist eins. Dieser Koeffiziententensor wird im
na¨chsten Schritt mit dem Hamiltontensor kontrahiert und fu¨hrt zum Tensor σ0, mit
5Dies ist vor allem erforderlich, um spa¨tere Rangreduktionen nicht zu beeintra¨chtigen, da unter
Vernachla¨ssigung von z große Instabilita¨ten der PASD/CG zu beobachten sind.
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Aufstellen von C0 mit ∥C0∥ = 1, K = 0 Rang Zeit in s [112]
σ0 = HC0 Rang(H) = 351
E0 = ⟨σ0,C0⟩
P0 = σ0 −E0C0
δ = − (H −E01)−1 P0
C1 = C0 + δ, C1 = C1∥C1∥
while (∥PK∥ > P )
K+ = 1
σK = HCK Rang(σK) = 20 427
EK = ⟨σK ,CK⟩
PK = σK −EKCK
δ = − (H −EK1)−1 PK Rang(δ) = 355
CK+1 = CK + δ, CK+1 = CK+1∥CK+1∥ Rang(CK+1) = 17 0.22
Abbildung 6.2.: Ablauf des Lo¨sungsalgorithmus des Eigenwertproblems. Hierbei
werden die Kontraktionen und die inneren Produkte so berechnet,
wie es in Abschnitt 6.5 beschrieben wurde. Rechts sind die Ra¨nge
und Rechenzeiten fu¨r ausgewa¨hlte Tensoren und Schritte fu¨r das
H2-Dimer (STO-3G) in Iteration 2 gezeigt.
dessen Hilfe sich die Energie E0 und das Residuum P0 bestimmen lassen. Fu¨r die
nachfolgenden Iterationen ist die Norm des Residuums des Eigenwertproblems ∥PK∥
das Konvergenzkriterium. Jedoch ko¨nnen auch andere Kriterien gewa¨hlt werden wie
beispielsweise die A¨nderung der Energieeigenwerte von einer Iteration zur na¨chsten.
Ist das Konvergenzkriterium ∥PK∥ > P noch nicht erfu¨llt, so wird ein Korrektur-
tensor δ erstellt und zum Koeffiziententensor CK addiert. Fu¨r diesen Tensor erfolgt
nun erneut die Kontraktion mit dem Hamiltontensor, die Bestimmung der Energie
EK+1 und des Residuums PK+1. Ist der Algorithmus noch nicht konvergiert, startet
er erneut mit dem Aufstellen eines Korrekturtensors δ.
6.8. Beispielrechnung eines H2 Dimers
Im Folgenden sollen Ergebnisse einer Beispielrechnung genauer untersucht werden.
Besondere Aufmerksamkeit liegt an dieser Stelle auf dem Konvergenzverhalten und
den entstehenden Ungenauigkeiten in der Energie, da die Genauigkeit besser als
10−3 Eh sein sollte, um praxisrelevante Probleme mit dem vorliegenden FCI-Algorith-
mus behandeln zu ko¨nnen. Hierzu wurde als Beispiel ein Dimer von H2-Moleku¨len
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gewa¨hlt, welche sich in einem Abstand von 3 A˚ befinden. Alle Rechnungen erfolgten
mit Hilfe der CG.
In Abbildung 6.3 sind die approximierten Eigenwerte fu¨r die jeweiligen Iterationen
aufgetragen. Es ist zu erkennen, dass in der ersten Iteration die Energie aus den HF-
Iterationen (E = −4,236 Eh) erscheint. Aber es zeigt sich, dass bei unterschiedlichen
Genauigkeiten  wa¨hrend der Rangreduktionen bereits an diesem Punkt Abweichun-
gen in der Energie im Vergleich zur HF-Energie einer Referenzrechnung auftreten.
Dies ist besonders fu¨r  = 10−2 deutlich, wo die Abweichung mehr als 0,05 Eh be-
tra¨gt. Da die Energien fu¨r  = 10−2 sehr großen Schwankungen unterliegen und somit
die hervorzuhebenden Trends nicht erkennbar sind, werden im weiteren Verlauf der
Diskussion nur die Konvergenzkriterien der Rangreduktion  = 10−3 und  = 10−4 be-
ru¨cksichtigt. Im Laufe der folgenden Iterationen nehmen die Energien sowohl unter
Nutzung von zerlegten Tensoren im CP als auch mit nicht zerlegten Tensoren ab6,
wobei sie sich dem Wert von E = −4,277 Eh na¨hern. Diese Na¨herung erfolgt jedoch
fu¨r den Algorithmus im CP nur zu Beginn der Iterationen. Spa¨ter treten Fluktua-
tionen in der Energie auf und es ist keine weitere Konvergenz zu beobachten. Es
zeigt sich, dass sie umso spa¨ter beginnen und umso kleiner sind, je kleiner  gewa¨hlt
ist. Die maximal erreichbaren Genauigkeiten in den Energien in Eh sind etwa zehn
mal so groß wie die gewa¨hlten Werte von , so dass mit  = 10−4 die gewu¨nschte Ge-
nauigkeit von zirka 10−3 Eh erreicht werden kann. Ein analoges Verhalten wie fu¨r die
Energien kann auch fu¨r die Normen der Residuen ∥PK∥ beobachtet werden, wobei
die Fluktuationen etwa um den Faktor hundert gro¨ßer sind als die Werte von . Die
Abweichungen in der Energie und in ∥PK∥ sind auf die durch die Rangreduktion ein-
gefu¨hrten Ungenauigkeiten zuru¨ckzufu¨hren, welche sowohl bei der Bestimmung der
Sigma- und Koeffiziententensoren, als auch bei der Berechnung der Normen ∥PK∥
und der Energie verwendet werden.
6Der Algorithmus, welcher auf nicht zerlegten Tensoren basiert, wird auch als indexbasierter Al-
gorithmus bezeichnet.
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Ein weiteres Augenmerk sei auf die Ra¨nge des Koeffiziententensors gerichtet (Ab-
bildung 6.3 unten rechts). Ausgehend von Starttensoren mit einem Rang J = 1
wachsen die Ra¨nge der Tensoren in den ersten Iterationen an. Fu¨r  = 10−2 und
 = 10−3 geschieht dies in den ersten beiden Iterationen, wa¨hrend fu¨r  = 10−4 die
Ra¨nge bis zur fu¨nften Iteration zunehmen. Danach bleiben die Ra¨nge jedoch u¨ber
alle weiteren Iterationen nahezu konstant. Allgemein erscheint hier der Trend, dass
eine ho¨here Genauigkeit in  zu ho¨heren Ra¨ngen fu¨hrt. Da fu¨r den Koeffizienten-
tensor fu¨r jeden Elementartensor d = N = 4 Repra¨sentantenvektoren mit je acht
Elementen gespeichert werden mu¨ssen und dies J mal geschehen muss, ergibt sich
die Anzahl an zu speichernden Elementen u¨ber J ⋅ 8 ⋅ 4. Entsprechend den Ra¨ngen
beim Erreichen der Konvergenz fu¨r  = 10−2,  = 10−3 und  = 10−4 von J = 7, J = 17
und J = 26, mu¨ssen 224, 544 und 832 Elemente gespeichert werden. Im Vergleich zu
den 70 Elementen des Koeffizientenvektors von Direct-CI ist der Speicheraufwand
der hier vorgestellten Tensorrepra¨sentation deutlich ho¨her.
Sei weiterhin ein Blick auf die Rechenzeiten gelegt (siehe Abbildung 6.2 rechts), so
stellt man fest, dass die Kontraktion HC der aufwa¨ndigste Schritt ist. Dabei sei hier
nochmals darauf hingewiesen, dass bei diesem Schritt, wie auch beispielsweise bei der
Berechnung von Skalarprodukten, aufgrund der gewa¨hlten Tensorstruktur mehrere
Rangreduktionen erforderlich sind. Fu¨r das H2-Dimer sind die meisten Schritte in
weniger als einer Sekunde ausgefu¨hrt, so dass diese nicht explizit erwa¨hnt werden.
Dies ist fu¨r gro¨ßere Moleku¨le nicht notwendigerweise der Fall.
Auch fu¨r diesen Algorithmus wurde versucht weitere Moleku¨le zu berechnen. Fu¨r
das H2-Trimer zeigte sich jedoch das Problem, dass die Ra¨nge der Repra¨sentationen
wa¨hrend der Kontraktion σ = HC stark zunehmen und die resultierenden Ra¨nge
nach der Reduktion immer noch sehr groß sind. Dadurch wird ein Großteil der Re-
chenzeit auf die Rangreduktion verwendet und diese wird durch die kompliziertere
Form der Kontraktion ha¨ufig beno¨tigt. Die fehlende Beru¨cksichtigung der Antisym-
metrie bei der Repra¨sentation der Hamiltonmatrix bringt somit einen erheblichen
Mehraufwand mit sich. Daneben zeigte sich jedoch auch fu¨r das H2-Trimer, dass
durch die Rangreduktion bei den inneren Produkten erhebliche Ungenauigkeiten in
der Energie entstehen. Sie liegen im Bereich von 5 ⋅ 10−2 Eh fu¨r  = 10−3. Da der
Algorithmus die Behandlung u¨ber FCI nur fu¨r sehr kleine Moleku¨le zula¨sst, kann
u¨ber die Skalierung des Algorithmus noch keine Aussage getroffen werden.
6.9. Zusammenfassung
Das Lo¨sen des FCI-Eigenwertproblems u¨ber eine Repra¨sentation der Hamiltonma-
trix hat sich im vorliegenden Kapitel als vielversprechender Ansatz herausgestellt.
Sowohl die Repra¨sentation des Hamiltontensors als auch des Koeffiziententensors
wurden vorgestellt. Dabei basiert die Repra¨sentation des Hamiltontensors auf den
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Slater-Condon-Regeln. Weiterhin wurde in diesem Kapitel gezeigt, wie sich wichtige
mathematische Operationen im gezeigten Tensorformat durchzufu¨hren lassen. Dabei
wurde bei der Kontraktionen der Tensoren die Antisymmetrie der Wellenfunktion
durch geschickte Multiplikation mit entsprechenden Tensoren beru¨cksichtigt, wobei
dadurch jedoch o¨fters die Ra¨nge reduziert werden mu¨ssen. Eine Pilotimplementie-
rung eines Algorithmus, mit welchem man in der Lage ist, das FCI-Eigenwertproblem
zu lo¨sen und die Ergebnisse der Anwendung des Algorithmus auf ein Dimer von H2
wurden hier veranschaulicht. Gro¨ßere Moleku¨le sind mit dem vorliegenden Algo-
rithmus jedoch noch nicht behandelbar. Der Grund hierfu¨r liegt vor allem in der
Behandlung der Antisymmetrie, da im gewa¨hlten Format einige Elemente des Ha-
miltontensors, welche aufgrund der Antisymmetrie gleich null sein mu¨ssten, nicht
korrekt repra¨sentiert werden. Auch wenn sich diese Unzula¨nglichkeit u¨ber entspre-
chende Multiplikationen korrigieren la¨sst, ist die Korrektur sowohl bei der Kontrakti-
on HC = σ, als auch bei der Berechnung von inneren Produkten notwendig. Dadurch
beno¨tigt man vermehrt den Rangreduktionsalgorithmus, was die gesamte Rechenzeit
deutlich erho¨ht und die Genauigkeit der Ergebnisse deutlich reduziert. Daher sollte
die Antisymmetrie mo¨glichst direkt beru¨cksichtigt werden ko¨nnen, wenn in einem
FCI-Ansatz Tensorzerlegungsmethoden genutzt werden.
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7.1. Einleitung
Im vorangegangenen Kapitel hat sich gezeigt, dass es mo¨glich ist, die Hamiltonma-
trix und die Eigenvektoren in tensorzerlegter Form zu repra¨sentieren und das FCI-
Eigenwertproblem unter Nutzung von Tensorzerlegungsmethoden zu lo¨sen. Jedoch
hat sich die Beru¨cksichtigung der Antisymmetrie in der dort verwendeten Form der
Tensorrepra¨sentation als sehr aufwa¨ndig erwiesen und weitere Rangreduktionen bei
großen Ra¨ngen erfordert. Zudem treten große Fehler bei der Berechnung der Ener-
gien durch die Beru¨cksichtigung der Antisymmetrie auf, da auch dann zusa¨tzliche
Rangreduktionen notwendig sind.
Im vorliegenden Kapitel wird ein Ansatz vorgestellt, mit welchem es mo¨glich ist
die Probleme, welche durch nicht ausreichende Beru¨cksichtigung der Antisymme-
trie entstehen, zu umgehen. Dieser Ansatz beruht auf der Tensorrepra¨sentation des
Fockraums [106, 114] und ermo¨glicht ebenso eine Repra¨sentation der Hamiltonma-
trix und des Koeffizientenvektors im CP. Da dies auf Grundlage der zweiten Quanti-
sierung erfolgt, ist die Antisymmetrie hier ausreichend beru¨cksichtigt. Jedoch birgt
dieser Ansatz die Gefahr, dass das FCI-Problem durch das U¨berspannen des ge-
samten Fockraums fu¨r eine andere als die gewu¨nschte Elektronenzahl gelo¨st wird.
Dennoch sind nun bestimmte Rechenoperationen – insbesondere die Kontraktionen
und die Berechnungen von inneren Produkten – deutlich einfacher durchfu¨hrbar als
im vorangegangenen Kapitel gezeigt. Damit la¨sst sich ein a¨hnlicher Algorithmus zum
Lo¨sen des Eigenwertproblems aufbauen wie im vorherigen Kapitel. Die neue Ten-
sorrepra¨sentation erlaubt zudem auch eine deutlich schnellere Rangreduktion durch
die Verwendung von Projektionen neben den bereits verwendeten CG oder PASD.
Schließlich kann durch die Implementierung des Davidson-Algorithmus eine deutlich
schnellere Konvergenz bei nahezu gleichem Rechenaufwand erzielt werden. Mit den
hier vorgestellten Tensorrepra¨sentationen konnten nun deutlich gro¨ßere Moleku¨le
berechnet werden. Dies erlaubt eine robuste Abscha¨tzung der Ungenauigkeiten in
der Repra¨sentation der Wellenfunktion. Zudem ist es nun mo¨glich das Skalierungs-
verhalten u¨ber eine schrittweise Vergro¨ßerung der Systemgro¨ße zu untersuchen. Die
Ergebnisse dieses Kapitels – insbesondere ausgewa¨hlte Abbildungen – werden in
Referenz [115] publiziert.
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7.2. Repra¨sentation des Koeffiziententensors
Wie in Abschnitt 2.7 bereits in Gleichung 2.66 gezeigt wurde, la¨sst sich die CI-
Wellenfunktion als Linearkombination von Slaterdeterminanten ausdru¨cken. Jede
Slaterdeterminante kann wiederum mit Hilfe eines ONV im so genannten Fock-
Raum repra¨sentiert werden. Der ONV besitzt o Elemente fu¨r eine gegebene Basis
mit o Orbitalen, wobei jedes Element zwei Werte annehmen kann, je nachdem, ob
ein entsprechendes Orbital besetzt oder unbesetzt ist (siehe Gleichung 2.36).
In der FCI-Wellenfunktion wird jedem ONV ∣K⟩ ein Koeffizient c(∣K⟩) zugeord-
net. Da fu¨r eine Basis mit o Basisfunktionen die ONVs von o Besetzungszahlen kp
abha¨ngen, ko¨nnen auch die Koeffizienten u¨ber die kp eindeutig adressiert werden.
Folglich lassen sich die Koeffizienten als Elemente eines o-dimensionalen Tensors C
betrachten, wo jede Dimension einem Orbital χp zugeordnet wird. In jeder Dimen-
sion gibt es zwei Elemente, wobei kp = 1 dem besetzten und kp = 0 dem unbesetzten
Orbital entspricht. Davon ausgehend la¨sst sich auch der Koeffiziententensor fu¨r das








µ=1 c(µ)j . (7.2)
In dieser Art der Repra¨sentation des Koeffiziententensors besitzt jeder der o Repra¨-
sentantenvektoren genau zwei Elemente c
(µ)
j (0) und c(µ)j (1). Zur Veranschaulichung
soll ein Beispiel von zwei Elektronen in vier Orbitalen dienen. Die Koeffizienten wer-
den hierfu¨r wiederum mit Hilfe der Besetzungszahlen ki, ka, ki¯ und ka¯ indiziert. Dies
















j ⊗ c(a)j ⊗ c(¯i)j ⊗ c(a¯)j . (7.4)
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Jeden Koeffizienten c(ki, ki¯, ka, ka¯) erha¨lt man nun in der zerlegten Darstellung u¨ber:
c(ki, ka, ki¯, ka¯) = J∑
j=1 c
(i)
j (ki) ⋅ c(a)j (ka) ⋅ c(¯i)j (ki¯) ⋅ c(a¯)j (ka¯). (7.5)
Sei beispielsweise nur der Koeffizient c(1,0,1,0), welcher der HF-Determinante zu-












Dagegen nimmt die Tensorrepra¨sentation folgende Form an:









Solch ein Tensor kann als Startpunkt fu¨r einen iterativen Algorithmus zum Lo¨sen des
Eigenwertproblems dienen. Darauf wird spa¨ter zuru¨ckgekommen. An dieser Stelle sei
angemerkt, dass die Tensorrepra¨sentation den gesamten Fockraum u¨berspannt, so
dass auch den Elementen, welche nicht dem N -Teilchen-Unterraum angeho¨ren, ein
Koeffizient zugeordnet wird. Dies hat fu¨r das konkrete Beispiel zur Folge, dass bei-
spielsweise der Vakuumzustand ∣0,0,0,0⟩ ebenso einen Koeffizienten besitzt, welcher




j (0) ⋅ c(a)j (0) ⋅ c(¯i)j (0) ⋅ c(a¯)j (0) (7.8)
Spa¨ter wird diese Besonderheit des gewa¨hlten Formates zur Tensorrepra¨sentation
fu¨r den Hamiltontensor nochmals aufgegriffen.
Zum besseren Versta¨ndnis der Repra¨sentation im CP sind in Abbildungen 7.1 und
7.2 Koeffiziententensoren der HF-Lo¨sung und der FCI-Lo¨sung von H2 sowie zwei
Tensoren fu¨r fiktive Wellenfunktionen gezeigt. Es sind jeweils die Wellenfunktion
mit den ONVs und den zugeho¨rigen Koeffizienten, eine Tensorrepra¨sentation des
Koeffizientenvektors in der Fockraum-Repra¨sentation und ein Sa¨ulendiagramm mit
den Betra¨gen der einzelnen Koeffizienten gezeigt.
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HF-Lo¨sung von H2
∣Ψ⟩ = 1 ⋅ ∣1,0,1,0⟩















|1, 1, 1, 1>
|1, 1, 1, 0>
|1, 1, 0, 1>
|1, 1, 0, 0>
|1, 0, 1, 1>
|1, 0, 1, 0>
|1, 0, 0, 1>
|1, 0, 0, 0>
|0, 1, 1, 1>
|0, 1, 1, 0>
|0, 1, 0, 1>
|0, 1, 0, 0>
|0, 0, 1, 1>
|0, 0, 1, 0>
|0, 0, 0, 1>
|0, 0, 0, 0>
FCI-Lo¨sung von H2
∣Ψ⟩ = 0.99 ⋅ ∣1,0,1,0⟩ − 0.11 ⋅ ∣0,1,0,1⟩
























|1, 1, 1, 1>
|1, 1, 1, 0>
|1, 1, 0, 1>
|1, 1, 0, 0>
|1, 0, 1, 1>
|1, 0, 1, 0>
|1, 0, 0, 1>
|1, 0, 0, 0>
|0, 1, 1, 1>
|0, 1, 1, 0>
|0, 1, 0, 1>
|0, 1, 0, 0>
|0, 0, 1, 1>
|0, 0, 1, 0>
|0, 0, 0, 1>
|0, 0, 0, 0>









1 ⋅ ∣ki, ka, ki¯, ka¯⟩















|1, 1, 1, 1>
|1, 1, 1, 0>
|1, 1, 0, 1>
|1, 1, 0, 0>
|1, 0, 1, 1>
|1, 0, 1, 0>
|1, 0, 0, 1>
|1, 0, 0, 0>
|0, 1, 1, 1>
|0, 1, 1, 0>
|0, 1, 0, 1>
|0, 1, 0, 0>
|0, 0, 1, 1>
|0, 0, 1, 0>
|0, 0, 0, 1>
|0, 0, 0, 0>
Abbildung 7.1.: Verschiedene Repra¨sentationen der Koeffiziententensoren eines Sys-
tems von zwei Elektronen in vier Orbitalen.
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7.2. Repra¨sentation des Koeffiziententensors
Gleiche Koeffizienten fu¨r alle Zwei-Elektronen-Determinanten
∣Ψ⟩ = 1 ⋅ ∣1,0,1,0⟩ + 1 ⋅ ∣0,1,0,1⟩ + 1 ⋅ ∣0,1,1,0⟩= 1 ⋅ ∣1,0,0,1⟩ + 1 ⋅ ∣1,1,0,0⟩ + 1 ⋅ ∣0,0,1,1⟩









+ ( 0.58−1.22 )⊗ ( −0.581.22 )⊗ ( 0.58−1.22 )⊗ ( −0.581.22 )
+ ( 0
1.45














|1, 1, 1, 1>
|1, 1, 1, 0>
|1, 1, 0, 1>
|1, 1, 0, 0>
|1, 0, 1, 1>
|1, 0, 1, 0>
|1, 0, 0, 1>
|1, 0, 0, 0>
|0, 1, 1, 1>
|0, 1, 1, 0>
|0, 1, 0, 1>
|0, 1, 0, 0>
|0, 0, 1, 1>
|0, 0, 1, 0>
|0, 0, 0, 1>
|0, 0, 0, 0>
Abbildung 7.2.: Repra¨sentation des Koeffiziententensors eines Systems von zwei
Elektronen in vier Orbitalen, bei welchem alle Zweielektronende-
terminanten gleiche Koeffizienten besitzen.
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7.3. Canonical-Product-Repra¨sentation des Hamiltontensors
In Abschnitt 2.7 wurde gezeigt, dass zur Bestimmung der Koeffizienten der FCI-
Wellenfunktion ein Eigenwertproblem gelo¨st werden muss (siehe Gleichung 2.69).
Hierzu ist es erforderlich, dass neben dem Koeffizientenvektor auch fu¨r die Hamil-
tonmatrix eine Tensorrepra¨sentation aufgestellt wird. Im vorliegenden Tensorformat
geschieht dies a¨hnlich wie in Gleichung 2.70 mit Hilfe der Tensorrepra¨sentationen der
Erzeuger- und Vernichteroperatoren a†p und ap. Hierzu dienen die folgenden Matrizen
[106, 114]:
AT = ( 0 0
1 0
) (7.9)
A = ( 0 1
0 0
) (7.10)
G = ( 1 0
0 −1 ) (7.11)
1 = ( 1 0
0 1
) . (7.12)
Damit lassen sich Tensorrepra¨sentationen A†p und Ap im CP aufstellen.
A†p = G(1) ⊗G(2) ⊗ . . .⊗G(p−1) ⊗A(p)T ⊗ 1(p+1) ⊗ . . .⊗ 1(o) (7.13)
Ap = G(1) ⊗G(2) ⊗ . . .⊗G(p−1) ⊗A(p) ⊗ 1(p+1) ⊗ . . .⊗ 1(o) (7.14)
Zur Veranschaulichung der Wirkung dieser Tensorrepra¨sentationen soll wiederum
das Beispiel mit zwei Elektronen in vier Orbitalen herangezogen werden. Wendet
man einen Erzeugeroperator a†a auf einen ONV ∣1,0,1,0⟩ an, so ergibt sich:
a†a∣1,0,1,0⟩ = −1∣1,1,1,0⟩. (7.15)
Sei nun eine Tensorrepra¨sentation E eines ONV gegeben









so ergibt sich aus der Kontraktion A†aE ein neuer ONV u¨ber:
A†aE = ( 1 00 −1 )( 01 )⊗ ( 0 01 0 )( 10 )⊗ ( 1 00 1 )( 01 )⊗ ( 1 00 1 )( 10 )
(7.17)
= ( 0−1 )⊗ ( 01 )⊗ ( 01 )⊗ ( 10 ) (7.18)
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Mit Hilfe der Gleichungen 7.13 und 7.14 und den Ein- und Zweielektroneninte-
gralen ist es nun mo¨glich, den Hamiltontensor in vollkommen analoger Weise zu
Gleichung 2.70 zu erstellen. Dazu beno¨tigt man Tensorrepra¨sentationen fu¨r alle Bei-
tra¨ge von Ein- und Zweielektronenintegralen. Zur Veranschaulichung soll der Beitrag
des Einelektronenintegrals ⟨p∣hˆ∣p′⟩ zu entsprechenden Elementen des Hamiltonten-
sors dienen. Hierfu¨r nutzt man folgende Repra¨sentation, welche aus o 2×2 Matrizen
fu¨r ein o-Orbitalsystem besteht:
Hpp
′ = h(p, p′)A†pAp′ (7.19)= h(p, p′) ⋅G(1)G(1) ⊗ . . .⊗G(p′−1)G(p′−1) ⊗G(p′)A(p′)⊗G(p′+1)1(p′+1) ⊗ . . .⊗G(p−1)1(p−1) ⊗A(p)T1(p) ⊗ 1(p+1)1(p+1)⊗ . . .⊗ 1(o)1(o). (7.20)
In gleicher Weise lassen sich auch die Beitra¨ge der Zweielektronenintegrale zu ent-
sprechenden Hamiltontensorelementen als Elementartensoren Hpqp
′q′ darstellen. Fu¨r
das Beispiel von zwei Elektronen in vier Orbitalen sind die Elementartensoren Hia
und Hi¯ii¯i in Gleichungen 7.21 bis 7.24 gezeigt, wobei jeder der Tensoren nur Elemen-
te ⟨K∣h(i, a)a†iaa∣K′⟩ oder ⟨K∣⟨i¯i∣∣i¯i⟩a†ia†i¯ai¯ai∣K′⟩ entha¨lt. Hierbei seien ∣K⟩ und ∣K′⟩
beliebige ONVs. Entsprechend den Operationen in zweiter Quantisierung sind in
diesen Tensoren nur einige Elemente gleich den entsprechenden Integralen, wa¨hrend
eine Vielzahl von Elementen gleich null ist.

















= ( 0 0
h(i, a) 0 )⊗ ( 0 10 0 )⊗ ( 1 00 1 )⊗ ( 1 00 1 ) (7.22)
















= ( 0 0
0 ⟨i¯i∣∣i¯i⟩ )⊗ ( 1 00 1 )⊗ ( 0 00 1 )⊗ ( 1 00 1 ) . (7.24)
Da sich fu¨r ein System mit o MOs fu¨r alle Ein- und Zweielektronenintegrale ⟨p∣hˆ∣p′⟩
und ⟨pq∣∣p′q′⟩ entsprechende Elementartensoren erstellen lassen, ergibt sich die Ha-
miltontensorrepra¨sentation H aus der Summe all dieser Tensoren (Gleichungen 7.25
bis 7.27). Diese Repra¨sentation der Hamiltonmatrix durch zerlegte Tensoren ist a¨hn-
lich der Repra¨sentation von Matrizen im CP, wie sie von Beylkin vorgeschlagen
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µ=1 h(µ)k . (7.27)
Da diese Repra¨sentation fu¨r ein N -Elektronen-o-Orbital-System alle Ein- und Zwei-
elektronenintegrale beru¨cksichtigt, ist diese Repra¨sentation exakt. Fu¨r die Skalierung
dieser Repra¨sentation ist der Rang K maßgeblich verantwortlich. Da die Anzahl der
Zweielektronenintegrale mit N4 skaliert und fu¨r jedes Integral ein Elementartensor
aufgestellt wird, dominiert der Beitrag der Zweielektronenintegrale den Rang K.
Die gesamte Skalierung der Repra¨sentation mit der Systemgro¨ße ist ∼ O(N5), da
fu¨r jeden Summanden o Repra¨sentantenmatrizen beno¨tigt werden.
In Gleichung 7.28 wird fu¨r das zwei-Elektronen-vier-Orbital-Beispiel gezeigt, wie
einzelne Elemente des Hamiltontensors zuga¨nglich sind.
⟨ki, ka, ki¯, ka¯∣Hˆ ∣k′i, k′a, k′¯i, k′¯a⟩ = K∑
k=1h
(i)
k (ki, k′i) ⋅ h(a)k (ka, k′a) ⋅ h(¯i)k (ki¯, k′¯i) ⋅ k(a¯)k (ka¯, k′¯a).
(7.28)
Aufgrund der hier gewa¨hlten Repra¨sentation des Hamiltontensors wird der gesamte
Fockraum repra¨sentiert und nicht nur ein Unterraum fu¨r N Elektronen. Dadurch
sind auch Elemente zuga¨nglich, welche einer anderen Elektronenzahl entsprechen,
beispielsweise Elemente, welche zum Vakuumzustand ∣0,0,0,0⟩ (N = 0) geho¨ren.
⟨0,0,0,0∣Hˆ ∣0,0,0,0⟩ = K∑
k=1h
(i)
k (0,0) ⋅ h(a)k (0,0) ⋅ h(¯i)k (0,0) ⋅ h(a¯)k (0,0) (7.29)
Diese Repra¨sentation birgt somit die Gefahr, dass in einem FCI-Algorithmus anstatt
der gewu¨nschten Lo¨sung fu¨r ein N -Elektronensystem eine Lo¨sung gefunden wird,
welche eine andere Anzahl von Elektronen in dem System repra¨sentiert. Bisher sind
solche Fa¨lle mit den spa¨ter in diesem Kapitel gezeigten Algorithmen und Beispielen
noch nicht aufgetreten.
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7.4. Bestimmung des σ-Tensors
In konventionellen Algorithmen (in Direct-CI) ist der zeitaufwa¨ndigste Schritt die
Berechnung des Sigmavektors σ = HC [54, 74, 75]. Um die Kontraktion in tensor-
zerlegter Form zu veranschaulichen, ist zuna¨chst in Gleichung 7.30 die Kontraktion
in allgemeiner Form notiert.
σK =∑
K′⟨K∣Hˆ ∣K′⟩cK′ (7.30)
Um die Gleichung u¨bersichtlicher zu halten, wird jedoch erneut das Beispiel von
zwei Elektronen in vier Orbitalen zur Veranschaulichung gewa¨hlt. Durch Einsetzen
der Bestimmungsgleichungen der Elemente des Koeffiziententensors (Gleichung 7.5)
und des Hamiltontensors (Gleichung 7.28) in Gleichung 7.31 erha¨lt man zuna¨chst
die Darstellung eines Elements σki,ka,ki¯,ka¯ in tensorzerlegter Form (Gleichung 7.32).
Durch das Umsortieren der Summationen und der Elemente der Repra¨sentanten
wird deutlich, dass es sich bei der Kontraktion um Matrix-Vektor-Multiplikationen
der jeweiligen Repra¨sentanten in jeder Dimension handelt. Wie Gleichung 7.34 zeigt,









































k (ka¯, k′¯a)c(a¯)j (k′¯a) (7.33)
= M=J ⋅K∑
m=1 s(i)m (ki) ⋅ s(a)m (ka) ⋅ s(¯i)m (k′¯i) ⋅ s(a¯)m (k′¯a) (7.34)
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Hierbei erfolgen wie schon im oben genannten Beispiel Matrix-Vektor-Multiplikati-
onen in jeder Dimension µ. Der Rang des resultierenden Tensors S wa¨chst im Ver-
gleich zu den Ausgangsra¨ngen K und J auf M =K ⋅ J an. Folglich ist eine Rangre-
duktion im Anschluss an die Kontraktion erforderlich.
7.5. Erstellen des Prekonditionierers (H −E1)−1
Das Erstellen des Prekonditionierers (H − E1)−1 geschieht wie in Abschnitt 3.1.5
beschrieben. Es werden jedoch nur die Diagonalelemente der Inversen mit Hilfe der
Orbitalenergien approximiert. Im Nenner stehen die Orbitalenergien fu¨r die in der
jeweiligen Determinante besetzten Orbitale, alle weiteren Summanden sind in der
Tensorrepra¨sentation gleich null. Im folgenden Beispiel mit o = 4 Basisfunktionen
und N = 2 Elektronen ist das Element (Hi,¯i −E)−1 des Prekonditionierers gegeben:
(⟨1,0,1,0∣Hˆ ∣1,0,1,0⟩ −E)−1 = 1
i + 0 + ¯i + 0 −E (7.37)
Dieses Element kann u¨ber die Laplace-Transformation oder u¨ber Exponentialsum-
men [64] approximiert werden, wie in Gleichungen 7.38 bis 7.40 zu sehen ist.
1
i + 0 + ¯i + 0 −E = ∫ ∞0 e−(i+0+i¯+0−E)tdt (7.38)≈ ∑
s
ωs ⋅ eαsE ⋅ e−αs⋅i ⋅ e−αs⋅0 ⋅ e−αs⋅i¯ ⋅ e−αs⋅0 (7.39)
≈ ∑
s
ωs ⋅ eαsE ⋅ e−αs⋅i ⋅ 1 ⋅ e−αs⋅i¯ ⋅ 1. (7.40)
Eine allgemeine Form der Tensorrepra¨sentation ist:
(H −E1)−1 ≈ S∑
s=1
o⊗
µ=1 i(µ)s . (7.41)
Dabei nehmen die Repra¨sentantenvektoren folgende Form an:
i(µ≠1)s = ( e−αs⋅µe0 ) und i(1)s = ( ωs ⋅ eαs⋅E ⋅ e−αs⋅1ωseαs⋅E ) . (7.42)
Es sei an dieser Stelle angemerkt, dass die Diagonalelemente der Hamiltonmatrix von
Zweielektronenintegralen ⟨pq∣∣pq⟩ abha¨ngen, welche zwei Indizes p und q aufweisen,
was jedoch eine Abha¨ngigkeit von zwei Dimensionen bedeutet. Da die Repra¨sentati-
on mit Hilfe der Exponentialsummen es nicht erlaubt, die Zweielektronenbeitra¨ge zu
beru¨cksichtigen, werden die Orbitalenergien fu¨r die Repra¨sentation der Inversen ge-
nutzt, da somit auch Beitra¨ge der Elektron-Elektron-Wechselwirkung beru¨cksichtigt
werden ko¨nnen.
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7.6. Algorithmus zum Lo¨sen des Matrixeigenwertproblems
7.6.1. Algorithmus ohne Projektionen zur Rangreduktion
Aufstellen von C0 mit ∥C0∥ = 1, K = 0 Rang Zeit in s [112]
σ˜0 = HC0, σ0 = Approx(σ˜0) Rang(H) = 918
E0 = ⟨σ0,C0⟩ , P0 = σ0 −E0C0
δ = − (H −E01)−1 P0
C˜1 = C0 + δ
C1 = Approx(C˜1)
C1 = C1∥C1∥
while (∥PK∥ > P )
K+ = 1
σ˜K = HCK Rang(σ˜K) = 8626 0,62
σK = Approx(σ˜K) Rang(σK) = 78 138
EK = ⟨σK ,CK⟩, PK = σK −EKCK
δ = − (H −EK1)−1 PK
C˜K+1 = CK + δ Rang(C˜K+1) = 1958
CK+1 = Approx(C˜K+1) Rang(CK+1) = 73 125
CK+1 = CK+1∥CK+1∥
Abbildung 7.3.: Ablauf des Lo¨sungsalgorithmus des FCI-Eigenwertproblems ohne
Projektionen. Rechts sind die Ra¨nge und die Rechenzeiten fu¨r aus-
gewa¨hlte Schritte fu¨r ein H2-Trimer bei Iteration 7 zu sehen, welches
mit dem STO-3G-Basissatz berechnet wurde. In Iteration 7 wurden
nur die Rangreduktionen und keine Projektionen verwendet.
In Abbildungen 7.3 und 7.4 sind zwei Versionen eines Lo¨sungsalgorithmus fu¨r das
FCI-Problem gezeigt. Diese basieren auf den Rayleighquotienteniterationen (Details
hierzu in Referenz [109]). Bei dem ersten Algorithmus wird ausschließlich die CG
oder die PASD zur Rangreduktion verwendet, wa¨hrend die zweite Version es ermo¨g-
licht, unter bestimmten Bedingungen die Rangreduktion durch einen Projektionsal-
gorithmus zu ersetzen. Dadurch ist jedoch ein weiteres Kriterium notwendig, um zu
entscheiden, ob die Projektionen zu einer ausreichenden Genauigkeit fu¨hren. Details
hierzu werden im na¨chsten Abschnitt erla¨utert.
Vor dem eigentlichen Algorithmus aus Abbildung 7.3 zum Lo¨sen des Eigenwert-
problems ist auch hier eine HF-SCF-Rechnung zur Bestimmung der entsprechenden
MOs und deren Ein- und Zweielektronenintegralen erforderlich, um dann die Repra¨-
sentation des Hamiltontensors aufzustellen. Diese Rechnung erfolgte wieder mit Hilfe
des ORCA-Programmpakets [113]. Im ersten Schritt in Abbildung 7.3 wird ein Ten-
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sor als erste Abscha¨tzung der Koeffizienten aufgestellt. Er entha¨lt nur ein Element,
welches gleich eins ist und zu einer Referenzdeterminante (HF-Determinante) geho¨rt.
Danach erfolgt die Kontraktion HC0, die Approximation von σ0, die Berechnung des
Eigenwertes E0 und des Residuums P0 = σ0−E0C0. Mit Hilfe dieses Residuums wird
eine Korrektur δ aufgebaut und zu C0 addiert. Nun schließen sich weitere Iterationen
an, wenn jeweils das Kriterium ∥(PK)∥ > P erfu¨llt ist. Es wird zu Beginn jeweils
σ˜K = HCK kontrahiert und anschließend der Rang reduziert oder im Algorithmus
aus Abbildung 7.4 gegebenenfalls die Projektionen angewandt. Mit Hilfe von σK
und CK la¨sst sich der neue approximierte Eigenwert EK und PK berechnen und
ein Korrekturtensor δ erstellen. Aus der Summe des Koeffiziententensors CK und
δ ergibt sich der neue Koeffiziententensor C˜K+1. Der Rang dieses Tensors wird nun
reduziert oder es werden gegebenenfalls Projektionen genutzt. Im Anschluss wird
der Tensor normiert.
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7. FCI mit einer Tensorrepra¨sentation im Fockraum
7.6.2. FCI-Algorithmus mit Projektionen
In Abschnitt 7.6.1 wurde ein Algorithmus zum Lo¨sen des Eigenwertproblems vor-
gestellt. Dabei erfolgt im Algorithmus aus Abbildung 7.3 die Reduktion der Ra¨nge
ausschließlich mit der (stu¨ckchenweisen) CG oder PASD. Wie dort in den rechten bei-
den Spalten zu sehen ist, sind die zeitaufwa¨ndigsten Schritte die Rangreduktionen,
wozu weitere Diskussionen spa¨ter erfolgen. Eine Mo¨glichkeit den FCI-Algorithmus
zu beschleunigen besteht darin, die Rangreduktionsalgorithmen zu vermeiden und
stattdessen Alternativen wie den Projektionsalgorithmus aus Kapitel 3.2.5 zu nutzen.
Hierzu ist jedoch eine Modifikation des FCI-Algorithmus notwendig (siehe Abbildung
7.4), da ein zweiter Eingangstensor mit einem niedrigen Rang fu¨r die Projektionen
erforderlich ist.
Um zu beurteilen, ob die Projektionen anstelle der Rangreduktionen genutzt wer-
den ko¨nnen und diese dann zu einer ausreichenden Genauigkeit fu¨hren, soll das
Kriterium (1 − ⟨CK−1,CK⟩2 > ang) dienen. Es testet, ob sin2(Θ) – der Winkel Θ,
welcher von CK−1 und CK eingeschlossen wird – klein ist. Wenn dies der Fall ist,
sind die Tensoren CK−1 und CK a¨hnlich zu einander. Wenn zudem die A¨nderung
der Energie von einer Iteration zur Na¨chsten groß genug ist, erfolgt die Projektion.
Andernfalls erfolgt weiterhin die Rangreduktion.
Nun mu¨ssen die Grenzwerte ang und fluct angemessen gewa¨hlt werden. Dazu
dient ein Satz von Moleku¨len, bei welchen die Ra¨nge von CK und 1 − ⟨CK−1,CK⟩2








































Abbildung 7.5.: Ra¨nge(links) und (1 − ⟨CK−1,CK⟩2 (rechts) aufgetragen gegen
die Iterationen fu¨r ein H2-Trimer, berechnet mit dem STO-3G-
Basissatz.
Es ist dort zu erkennen, dass die Ra¨nge der Koeffizienten-Tensoren in den ersten
fu¨nf Iterationen sowohl fu¨r  = 10−3 als auch fu¨r  = 10−4 zunehmen und nach dieser
anfa¨nglichen Zunahme nahezu konstant bleiben. Da bei den Projektionen der Rang
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Abbildung 7.6.: Abweichung der Energie vom korrekten Eigenwert (links) und Ra¨n-
ge der Koeffiziententensoren (rechts) fu¨r verschiedene Werte von
ang und  = 10−4 aufgetragen gegen die Iterationen fu¨r (H2)3 mit
dem STO-3G-Basissatz. Die Rechnungen erfolgten mit dem FCI-
Algorithmus, wobei bis zu den mit Pfeilen markierten Iterationen
die Rangreduktion verwendet wurde und anschließend nur die Pro-
jektionen genutzt werden.
u¨ber die Iterationen hinweg konstant bleibt, sollten die Projektionen dann ange-
wandt werden, wenn die Ra¨nge ausreichend groß sind und sie sich auch bei Verwen-
dung der Rangreduktionen u¨ber die Iterationen nur wenig a¨ndern wu¨rden. Fu¨r das
H2-Trimer und andere Beispiele waren Werte von 1− ⟨CK−1,CK⟩2 ≈ 10−4 bis 2 ⋅ 10−4
am Ende des Anwachsens der Ra¨nge zu beobachten, weshalb ang = 10−4 gewa¨hlt
wurde. Dies bedeutet, dass auch bei dem Algorithmus, wo Projektionen anstelle der
Rangreduktionen anwendbar sind, in den ersten Iterationen zuna¨chst Rangreduk-
tionen erfolgen. Dadurch nehmen einerseits die Ra¨nge der Koeffiziententensoren zu
und andererseits ko¨nnen damit Koeffiziententensoren mit niedrigem Rang aufgestellt
werden, welche zu Beginn des Algorithmus eine geringere A¨hnlichkeit aufweisen als
in spa¨teren Iterationen.
In Abbildung 7.6 sind fu¨r  = 10−4 die Fehler in der Energie und die Ra¨nge der
Koeffiziententensoren fu¨r verschiedene ang gegen die Iterationen aufgetragen, wobei
Pfeile andeuten, bis zu welcher Iteration die Rangreduktionen genutzt wurden und
danach nur noch projiziert wurde. Hier wird deutlich, dass bei kleineren Werten
von ang die Projektionen spa¨ter einsetzen. Damit gehen gro¨ßere Ra¨nge der Koeffi-
ziententensoren einher, wobei diese mit Einsetzen der Projektionen sich nicht weiter
a¨ndern. Nachdem nur noch projiziert wird, nehmen in allen Fa¨llen die Fehler in den
Energien im Laufe der Iterationen weiter ab, wobei sie fu¨r kleinere ang und somit fu¨r
gro¨ßere Ra¨nge zu kleineren Werten konvergieren. Somit ist es notwendig, dass die
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Ra¨nge ausreichend groß sind, um eine ausreichend große Genauigkeit in der Energie
zu erhalten.
Wa¨hrend der Iterationen kann es dennoch dazu kommen, dass die Projektionen
wiederholt verwendet werden, die Energie und die Norm ∥PK∥ sich jedoch nicht
signifikant verbessern und der Rang des Koeffiziententensors u¨ber die Iterationen
konstant bleibt. In solchen Fa¨llen ist der Rang der Koeffiziententensors noch nicht
groß genug, weshalb in solchen Fa¨llen der Rangreduktionsalgorithmus angewandt
werden muss, um eine A¨nderung des Rangs zu erreichen. Da solche Fa¨lle durch
kleine A¨nderungen der Energie bei großen ∥PK∥ charakterisiert sind, wird die A¨n-
derung der Energie ∣EK+1 −EK ∣ als Kriterium fu¨r die Verwendung des Projektions-
algorithmus mit herangezogen. Es zeigt sich unter anderem in Abbildung 7.5, dass
fluct = (/10)Eh ein angemessenes Kriterium ist. An dieser Stelle sei darauf ver-
wiesen, dass sich diese Situation von dem Erreichen der Konvergenz des gesamten
Algorithmus unterscheidet, da beim Vorliegen des korrekten Eigenvektors neben der
A¨nderung der Eigenwerte von einer Iteration zur na¨chsten (∣EK+1 − EK ∣) auch die
Norm des Residuums ∥PK∥ klein ist.
7.7. Anwendung der Algorithmen
Im Folgenden wird das Beispiel eines Trimers von H2-Moleku¨len na¨her betrach-
tet, welches mit dem STO-3G Basissatz [110] berechnet wurde, wobei die gezeigten
Daten auch fu¨r andere Moleku¨le in a¨hnlicher Weise beobachtet werden. Fu¨r den
Fall von (H2)3 erha¨lt man einen Energieeigenwert von -6,98822 Eh bei Nutzung
des Orca-Programmpakets [113], einem intermolekularen Abstand von 3 A˚ und ei-
ner Bindungsla¨nge von 0,74254 A˚. In Abbildungen 7.7 und 7.8 sind Gro¨ßen, welche
einer Charakterisierung des Algorithmus dienen, fu¨r die Versionen ohne bzw. mit
den Projektionen aufgetragen. Dabei fa¨llt zuna¨chst auf, dass die Graphen fu¨r den
Algorithmus ohne Projektionen den Graphen fu¨r den Algorithmus mit Projektionen
sehr stark a¨hneln. Daher werden im Folgenden auch die Ergebnisse gleichzeitig be-
handelt und nur die besonders stark ausgepra¨gten Unterschiede hervorgehoben. Fu¨r
alle hier gezeigten Ergebnisse wurde die CG genutzt.
Anhand der Abweichungen der Energien vom Energieeigenwert und der Norm∥PK∥ (in Abbildungen 7.7 und 7.8 jeweils oben links und unten links) ist zu erken-
nen, dass es sich um einen linear konvergierenden Algorithmus handelt. Des Wei-
teren zeigt sich, dass sich in den ersten Iterationen sowohl die Abweichungen vom
Eigenwert als auch die Quadratnorm des Residuums mit den Werten des indexba-
sierten Algorithmus decken1. Es ist jedoch zu beobachten, dass ab einem von der
Genauigkeit  der Approximationen abha¨ngigen Punkt die Betra¨ge von ∥PK∥ nicht
1Dieser Algorithmus ist identisch dem Algorithmus aus Abbildung 7.3 aufgebaut, jedoch werden
anstelle der Tensoren im CP die unzerlegten Tensoren genutzt.
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weiter abnehmen, sondern sich in einem bestimmten Bereich bewegen. Ein a¨hnliches
Verhalten beobachtet man auch bei der Abweichung der Energie zum angestrebten
”
exakten“ Eigenwert. Die erreichbare Genauigkeit in der Energie liegt bei dem Al-
gorithmus mit Projektionen im Bereich von 10−2 Eh fu¨r  = 10−2, bei 10−3 Eh fu¨r
 = 10−3 und bei 10−6 Eh fu¨r  = 10−4. Fu¨r den Algorithmus ohne Projektionen sind
diese Werte fu¨r  = 10−2 und  = 10−3 etwas gro¨ßer. Auch wenn sie in diesem Beispiel
(siehe Abbildungen 7.7 und 7.8 jeweils oben rechts) nicht besonders ausgepra¨gt sind,
treten in den Iterationen, in denen keine weitere Konvergenz beobachtet wird, Fluk-
tuationen in der Energie auf, welche bei einigen Moleku¨len bis zu /10 Eh betragen
ko¨nnen.
Eine ausschlaggebende Gro¨ße fu¨r die Skalierung des Algorithmus ist der Rang des
Koeffiziententensors (Abbildungen 7.7 und 7.8 jeweils rechts unten). Ausgehend von
einem Tensor mit einem Rang eins, nehmen die Ra¨nge im Verlauf der Iterationen
zu, wenn nur die CG zur Rangreduktion verwendet wird. Wie zu sehen ist, erreichen
die Ra¨nge etwa bei Iteration 5 ein Plateau, bei welchen die Ra¨nge etwa 65 und 130
fu¨r  = 10−3 und  = 10−4 sind. In den darauffolgenden Iterationen a¨ndern sich die
Ra¨nge vergleichsweise wenig. Fu¨r  = 10−2 ist solch ein Plateau nicht zu erkennen,
da aufgrund der groben Approximationen der Rang bereits ab der ersten Iteration
nicht zunimmt. Ist neben der CG auch die Rangreduktion mit Hilfe der Projektionen
mo¨glich, so sieht man insbesondere fu¨r  = 10−3 und  = 10−4, dass ab Iteration 7 die
Projektionen zur Reduktion der Ra¨nge dienen. Dadurch bleibt der Rang u¨ber die
na¨chsten Iterationen konstant. Da mit fortschreitender Konvergenz die A¨nderungen
der Energien immer geringer werden, setzt nach einigen Iterationen die CG wieder
ein, wobei kurz darauf ebenso Fluktuationen in den Energien und keine weitere
Konvergenz zu beobachten sind, wie es bereits im vorherigen Absatz beschrieben
wurde.
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7. FCI mit einer Tensorrepra¨sentation im Fockraum
An dieser Stelle soll ein Blick auf die erforderliche Rechenzeit geworfen werden.
In den beiden Spalten auf der rechten Seite von Abbildung 7.3 sind die Ra¨nge aus-
gewa¨hlter Tensoren und die Zeiten, welche fu¨r bestimmte Rechenschritte beno¨tigt
werden, fu¨r die siebente Iteration zu sehen. Diese Iteration wurde gewa¨hlt, da hier
erstmals das Kriterium zur Verwendung der Projektionen erfu¨llt ist, weshalb ins-
besondere die Eingangstensoren σ˜7 identisch sind und sich somit beide Ansa¨tze
gut vergleichen lassen. Es sticht hervor, dass fu¨r den projektionsfreien Algorith-
mus zwei Schritte die meiste Rechenzeit beno¨tigen. Dies sind die Rangreduktionen
σK = Approx(σ˜K) und CK+1 = Approx(C˜K+1), welche 138 bzw. 125 Sekunden beno¨-
tigen. Da diese Schritte so zeitaufwa¨ndig sind, kann der Projektionsalgorithmus eine
deutliche Beschleunigung ermo¨glichen (siehe Abbildung 7.4). So werden die Rechen-
zeiten um einen Faktor von zirka 1000 schneller und beno¨tigen somit nur noch 0,23
bzw. 0,04 Sekunden. Am Ende jeder dieser beiden Schritte erha¨lt man unabha¨ngig
von der Version des Algorithmus einen Tensor mit deutlich (um mehr als 90%) redu-
ziertem Rang. Fu¨r den Projektionsalgorithmus beno¨tigt man einen Tensor, welcher
bereits ausreichend gut dem zu approximierenden Tensor a¨hnelt. Daher sind auch fu¨r
den Lo¨sungsalgorithmus des Eigenwertproblems, welcher die Projektionen erlaubt,
stets einige Iterationen notwendig, bei welchen nur die CG/PASD zur Rangreduk-
tion verwendet wird. Da die Rangreduktionen jedoch die Rechenzeit pro Iteration
dominieren und die Projektionen spa¨ter einsetzen, ist die gesamte Rechenzeit anna¨-
hernd gleich der Rechenzeit der ersten sechs Iterationen, wie in Tabelle 7.1 zu sehen
ist. Die Projektionen fallen bei der gesamten Rechenzeit nur unmerklich ins Gewicht,
da sie etwa eintausend mal schneller sind. Daher dominieren die Rangreduktionen
noch immer den gesamten Algorithmus deutlich, auch wenn der Algorithmus ohne
Projektionen deutlich mehr Zeit beno¨tigt, da hier bei allen Iterationen nur Rangre-
duktionen erfolgen.
Rechenzeiten [112] ohne Projektionen mit Projektionen
gesamte Rechenzeit in s 22849 7966
Iterationen, bis ∥P ∥ < P gilt 15 12
Rechenzeit der Rangreduktion in s 22682 7805
Rechenzeit der Projektionen in s 15
Anzahl Iterationen mit Projektionen 6
Rechenzeiten von Iteration 7 in s 1656 19
Tabelle 7.1.: Rechenzeiten des FCI-Algorithmus mit und ohne Projektionen fu¨r
(H2)3 unter Verwendung des STO-3G-Basissatzes. Es ist  = 10−4,
P = 10−2 und fu¨r die Rechnungen wurde die CG zur Rangreduktion





In den vorangegangenen Abschnitten konnte gezeigt werden, dass mit den dort vor-
gestellten Algorithmen das FCI-Eigenwertproblem gelo¨st werden kann. Dazu beno¨-
tigt der Algorithmus jedoch zahlreiche Iterationen, da zwar eine lineare Konvergenz
vorliegt, diese dennoch recht langsam ist. Da in den ersten Iterationen zuna¨chst
nur die CG oder die PASD mo¨glich ist, wa¨ren auch andere Algorithmen zur Lo¨-
sung des Eigenwertproblems denkbar, wenn diese mit deutlich weniger Iterationen
auska¨men, in welchen die Rangreduktionen beno¨tigt werden. Zum Lo¨sen des Eigen-
wertproblems der Hamiltonmatrix ist der Davidson-Algorithmus ein sehr effektiver
Algorithmus, da dieser fu¨r sehr große, du¨nn besetzte und diagonal dominante Matri-
zen entwickelt wurde. Dabei wird der gewu¨nschte Eigenvektor als Linearkombination
in einer orthonormalen Basis entwickelt, wobei in jeder Iteration die Basis um einen
Vektor CK wa¨chst. In Abbildung 7.9 ist der Algorithmus wiedergegeben, wie er in
tensorzerlegter Form implementiert ist. Fu¨r Details zum Algorithmus sei auf die
Literatur verwiesen [51]. Dieser Algorithmus bringt den Nachteil mit sich, dass die
Projektionen sich nicht mehr anwenden lassen. Aufgrund der orthonormalen Basis, in
welcher die Eigenvektoren entwickelt werden, wird das
”
A¨hnlichkeitskriterium“ aus
Abbildung 7.4 nicht mehr erfu¨llt. Wie spa¨ter noch gezeigt wird, ist der Davidson-
Algorithmus fu¨r die meisten Moleku¨le in circa fu¨nf Iterationen zum gewu¨nschten
Eigenwert konvergiert. Dagegen beno¨tigt der Algorithmus aus Abbildung 7.4 bereits
mehr Iterationen, wo ausschließlich die Rangreduktionen verwendet werden, bis die
Projektionen einsetzen ko¨nnen und danach weitere Iterationen, um zur Energie des
Grundzustandes zu konvergieren. Daher ist diesem Algorithmus mit der langsamen
Konvergenz der Davidson-Algorithmus zu bevorzugen.
Wie schon in den vorangegangenen Abschnitten muss auch dem Davidson-Algorith-
mus eine HF-Rechnung vorangehen, bei welcher die beno¨tigten Ein- und Zweielektro-
nenintegrale berechnet werden. Im vorliegenden Fall wird diese Rechnung mit dem
Orca-Programmpaket [113] durchgefu¨hrt. Die so erhaltenen MO-Integrale werden
dann fu¨r das Aufstellen des Hamiltontensors genutzt. Im Folgenden wird der Ablauf
des Algorithmus aus Abbildung 7.9, welcher auf dem Davidson-Algorithmus basiert,
na¨her erla¨utert. Im ersten Schritt wird ein Koeffiziententensor C0 erzeugt, welcher
fu¨r die HF-Slaterdeterminante den Koeffizienten gleich eins aufweist, wa¨hrend alle
weiteren Koeffizienten null sind. Im na¨chsten Schritt wird der Koeffiziententensor
mit dem Hamiltontensor kontrahiert, wobei die anschließende Rangreduktion von
σ˜0 zu σ0 in dieser und den nachfolgenden Iterationen jeweils der geschwindigkeitsbe-
stimmende Schritt ist. Aus dem Skalarprodukt ⟨σ0,C0⟩ erha¨lt man die erste Na¨he-
rung des Eigenwertes E0 und hiermit la¨sst sich das Residuum P0 bestimmen. Ist die
Norm des Residuums ∥PK∥ gro¨ßer als der Wert P , wird ein Korrekturtensor δ er-
stellt. Dieser wird im na¨chsten Schritt zu allen Koeffziententensoren aus vorherigen
Iterationen, welche die Basis der Entwicklung darstellen, orthogonalisiert und nor-
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miert. Die Basis wird nun um diesen einen Tensor CK+1 erweitert. Fu¨r diesen Tensor
la¨sst sich die Kontraktion mit dem Hamiltontensor und die anschließende Reduktion
von σ˜K+1 in gleicher Weise wie fu¨r den ersten Koeffiziententensor durchfu¨hren. Die
Skalarprodukte aller Koeffiziententensoren mit allen σ-Tensoren stellen Elemente ei-
ner Matrix A dar. U¨ber eine gewo¨hnliche Eigenwertzerlegung von A erha¨lt man die
Approximation des gewu¨nschten Eigenwertes EK+1, wa¨hrend die Elemente des zu-
geho¨rigen Eigenvektors α die Entwicklungskoeffizienten der Linearkombination des
Koeffiziententensors darstellen. Das Residuum ergibt sich nun u¨ber eine Linearkom-
bination von Ci-/σi-Tensoren mit 0 ≤ i ≤ K. Erfu¨llt die Norm des Residuums ∥PK∥
das Konvergenzkriterium P noch nicht, so beginnt eine neue Iteration.
Aufstellen von C0 mit ∥C0∥ = 1, K = 0 Rang Zeit in s [112]
σ˜0 = HC0, σ0 = Approx(σ˜0) Rang(H) = 918
E0 = ⟨σ0,C0⟩, P0 = (σ0 −E0C0)
while (∥PK∥ > P )
δ = − (H −EK1)−1 PK 0,30
C˜K+1 =∏Ki=1(1 −CiCTi )δ Rang(C˜K+1) = 594
CK+1 = Approx(C˜K+1) Rang(CK+1) = 44 2,62
CK+1/ = ∥CK+1∥
σ˜K+1 = HCK+1 Rang(σ˜K+1) = 5120 0,99
σK+1 = Approx(σ˜K+1) Rang(σK+1) = 109 219,00
EK+1 = ⟨σK+1,CK+1⟩
PK+1 = (σK+1 −EK+1CK+1)
K+ = 1
for i=1 . . . K
for j=1 . . . K
Ai,j = ⟨σj ,Ci⟩, 0.01
Diagonalisieren von A
mit dem kleinsten Eigenwert EK
und dem zugeho¨rigen Eigenvektor α
PK = ∑Ki=1(αiσi − αiEKCi)
Abbildung 7.9.: Ablauf des Davidson-Algorithmus im CP. Fu¨r das H2-Trimer, wel-
ches mit dem STO-3G-Basissatz [110] berechnet wurde, sind fu¨r aus-
gewa¨hlte Tensoren die Ra¨nge und die Rechenzeiten einiger Schritte
in der zweiten Iteration gezeigt.
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Tabelle 7.2.: Abweichungen ∆E der Energie vom angestrebten Eigenwert fu¨r ver-
schiedene Werte von P fu¨r unterschiedliche Moleku¨le [116], welche ohne
Anwendung von Tensorzerlegungsmethoden unter Nutzung des STO-
3G Basissatzes berechnet wurden [110].
7.9. Konvergenzverhalten des Davidson-Algorithmus
Da sich der Davidson-Algorithmus im CP – wie in diesem und den folgenden Ab-
schnitten gezeigt wird – sowohl hinsichtlich des Konvergenzverhaltens, als auch in
Bezug auf die Rechenzeiten, als vielversprechend herausgestellt hat, kann FCI im CP
erstmals auf eine breitere Auswahl von Moleku¨len angewendet werden. Damit las-
sen sich erste Untersuchungen bezu¨glich des Konvergenzverhaltens, der Skalierung
und zu erwartender Fehler auch unter Beru¨cksichtigung von statistischen Effekten
durchfu¨hren, wobei im vorliegenden Abschnitt zuna¨chst das Konvergenzverhalten
im Fokus steht. Fu¨r alle hier gezeigten Werte wurde PASD verwendet.
Hierzu soll zuna¨chst der Zusammenhang zwischen dem Erreichen des Konvergenz-
kriteriums ∥PK∥ < P und den zu erwartenden Abweichungen der Energie zu den
angestrebten Eigenwerten untersucht werden. Dazu wurden fu¨r einen Testsatz von
Moleku¨len die Davidson-Iterationen bis zum Erreichen des Konvergenzkriteriums
von verschiedenen P durchgefu¨hrt. Die zu erwartenden Abweichungen der Energie
zu den angestrebten Eigenwerten sind in Tabelle 7.2 aufgelistet. Aus den dort an-
gegebenen Werten la¨sst sich erkennen, dass nach dem Erreichen der Konvergenz die
zu erwartenden Abweichungen in der Energie um den Faktor hundert kleiner sind
als die angelegten Konvergenzkriterien P .
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Abbildung 7.10.: Abweichungen der FCI-Energie von dem angestrebten Eigenwert
fu¨r  = 10−3(links) und  = 10−4(rechts) fu¨r verschiedene Moleku¨le
aufgetragen gegen die Iterationen des Davidson-Algorithmus.
In Abbildung 7.10 ist die Konvergenz der Energie fu¨r verschiedene Moleku¨le und
verschiedene Werte  in der Rangreduktion dargestellt. Dabei ist hervorzuheben,
dass die Iterationen nicht beim Erfu¨llen des Konvergenzkriteriums abgebrochen wur-
den, da anhand dieser Daten untersucht werden soll, bis zu welcher Genauigkeit die
Energien fu¨r bestimmte Werte von  bestimmt werden ko¨nnen. Es zeigt sich fu¨r diese
Moleku¨le, dass fu¨r  = 10−3 Abweichungen zum angestrebten Eigenwert von 10−3 Eh
und fu¨r  = 10−4 Abweichungen von 10−4 Eh zu erwarten sind. Fu¨r Moleku¨le mit sehr
wenigen Elektronen sind sogar noch ho¨here Genauigkeiten erreichbar. Daher la¨sst
sich allgemeiner sagen, dass die Abweichungen in der Energie in Eh in der gleichen
Gro¨ßenordnung liegen wie . Die dazu geho¨rigen Werte von P sind dementspre-
chend um den Faktor hundert gro¨ßer. An Abbildung 7.10 la¨sst sich auch die rasche
Konvergenz des Davidson-Algorithmus gut erkennen.
Da die zu erwartenden Fehler in der Energie maßgeblich durch die Werte von 
beeinflusst werden, soll im Folgenden untersucht werden, wie groß die zu erwartenden
Abweichungen fu¨r verschiedene Werte von  sind, wenn beim Erfu¨llen des Kriteriums∣∣PK ∣∣ < P die Iterationen abgebrochen werden. In Tabelle 7.3 sind die Energien E
und die entsprechenden Abweichungen von dem angestrebten Eigenwert Eexakt fu¨r
den Punkt, an welchem sie das Konvergenzkriterium erfu¨llen, fu¨r eine Reihe von
Moleku¨len gegeben, welche mit dem STO-3G Basissatz [110] berechnet wurden. Mit
Hilfe der Abweichungen ∣∆E∣ = ∣Eexakt − E∣ lassen sich die mittleren und mittleren
quadratischen Fehler fu¨r die jeweiligen  berechnen. Dabei zeigt sich, dass FCI unter
Nutzung von Tensorzerlegungsmethoden fu¨r  = 10−3 zu einem mittleren Fehler von
1,95 ⋅ 10−3 Eh und einem mittleren quadratischen Fehler von 2,95 ⋅ 10−3 Eh fu¨hrt.
Wa¨hlt man einen Wert von  = 10−4, so ist ein mittlerer Fehler von 1,73 ⋅ 10−4 Eh
und ein mittlerer quadratischer Fehler von 3,98 ⋅ 10−4 Eh zu beobachten. Somit ist
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Moleku¨l  = 10−3, ∥PK∥ ≤ 10−1  = 10−4, ∥PK∥ ≤ 10−2
Eexakt E ∣∆E∣ ⋅ 10−6 E ∣∆E∣ ⋅ 10−6
LiH -8,875 606 -8,874 648 958 -8,875 327 280
BeH -16,513 056 -16,510 925 2130 -16,512 968 87
BH -26,948 694 -26,946 241 2453 -26,948 628 66
CH -40,621 493 -40,617 682 3811 -40,621 471 21
NH -57,831 395 -57,827 926 3469 -57,830 966 429
OH -78,699 545 -78,694 137 5409 -78,699 149 396
FH -103,727 867 -103,720 235 7632 -103,726 475 1392
H2 -1,849 925 -1,849 926 1 -1,849 926 1
(H2)2 -4,276 970 -4,276 439 532 -4,276 966 4
He2 -6,445 877 -6,445 713 165 -6,445 874 6
(H2)3 -6,988 207 -6,986 673 1535 -6,988 208 10
He3 -10,374 414 -10,373 974 440 -10,374 407 18
Be -14,403 659 -14,402 992 667 -14,403 673 14
H2O -84,207 447 -84,207 142 304 -84,207 475 12
H4 -4,646 526 -4,646 239 288 -4,646 522 4
BeH2 -19,080 125 -19,078 794 1331 -19,080 093 43
Tabelle 7.3.: Energien E und Abweichungen ∣∆E∣ dieser Energien von den angestreb-
ten Werten Eexakt in Eh fu¨r verschiedene Moleku¨le [117] unter Nutzung
des STO-3G Basissatzes [110].
eine Genauigkeit von  = 10−4 oder besser zu empfehlen, um Ergebnisse im Bereich
der
”
chemischen Genauigkeit“ (ca. 1kJ/mol) zu erreichen.
Fu¨r das H2-Trimer, welches mit  = 10−4 und fu¨r die bessere Vergleichbarkeit mit
anderen FCI-Algorithmen mit der CG berechnet wurde, konvergiert der Algorith-
mus in drei Iterationen und beno¨tigt hierzu 8049 s. Hierbei wird fast die gesamte
Zeit fu¨r die Rangreduktion verwendet und nur 16 s sind fu¨r andere Schritte notwen-
dig. Auch wenn fu¨r dieses Moleku¨l die Rechenzeit unter Nutzung der CG anna¨hernd
so groß ist, wie fu¨r den Algorithmus mit Projektionen, welcher auf den Rayleigh-
quotienteniterationen basiert (siehe Abschnitt 7.7, gesamte Rechenzeit ist 7966 s),
zeigt sich fu¨r andere Moleku¨le (z. B. H2O) ein Zeitgewinn, da dann FCI mit dem
Davidson-Algorithmus deutlich schneller konvergiert und weniger Rangreduktionen
beno¨tigt.
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7.10. Skalierungsverhalten mit der Systemgro¨ße
Um die Skalierung des gesamten Algorithmus mit der Systemgro¨ße abscha¨tzen zu
ko¨nnen, wird der aufwa¨ndigste Schritt betrachtet – na¨mlich die Rangreduktion nach
der Kontraktion des Koeffiziententensors C mit dem Hamiltontensor H zum σ-Tensor
S (siehe Gleichung 7.35). Dazu ist es notwendig, die Skalierung der PASD zu be-
ru¨cksichtigen, welche mit ∼ O(rin ⋅ r2out ⋅ n) skaliert. Betrachtet man zuna¨chst den
Eingangsrang rin, so ergibt sich dieser aus Gleichung 7.35 und er betra¨gt rin =K ⋅J ,
wobei K der Rang des Hamiltontensors und J der Rang des Koeffiziententensors ist.
Wie bereits in Abschnitt 7.3, in Gleichung 7.25 deutlich wurde, skaliert der Rang des
Hamiltontensors mit ∼ O(N4), wobei N die Anzahl der Elektronen im System ist.
Die Skalierung des Rangs J ist nicht im Voraus bekannt und muss u¨ber Rechnungen
einer Serie von Moleku¨len abgescha¨tzt werden.
In Abbildung 7.11 sind fu¨r ein Trimer von H2 die Ra¨nge der Tensoren gegeben,
welche die Basis bilden, in welcher der eigentliche Koeffiziententensor entwickelt
wird. Hier scheint der Trend zu bestehen, dass die Ra¨nge dieser Tensoren u¨ber die
Iterationen linear zunehmen und dass sie umso ho¨her sind, je kleiner der Wert 
ist. Somit gibt es nicht nur einen Rang eines Koeffiziententensors, sondern mehre-


















Abbildung 7.11.: Ra¨nge des Koeffiziententensors fu¨r (H2)3 fu¨r verschiedene Werte
von , welches mit dem STO-3G-Basissatz [110] berechnet wurde.
Entwicklung der Koeffiziententensoren explizit ausgefu¨hrt und der Rang des resul-
tierenden Tensors reduziert. Der sich daraus ergebende Rang wird zur Abscha¨tzung
der Skalierung genutzt. Sowohl fu¨r die Rangreduktionen wa¨hrend der Iterationen
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des Davidson-Algorithmus, als auch fu¨r die Rangreduktion nach dem Aufstellen des
Koeffiziententensors wurde  = 10−3 gesetzt.
Nun wird die Skalierung mit wachsender Systemgro¨ße mit Hilfe von Ketten mit
unterschiedlicher Anzahl von H2-Moleku¨len abgescha¨tzt. Die Moleku¨le haben je eine
Bindungsla¨nge rH-H = 0,74254 A˚ und die Moleku¨le sind jeweils 3 A˚ voneinander ent-
fernt. Alle Rechnungen erfolgten mit dem STO-3G-Basissatz [110]. Die Ra¨nge der,
wie oben beschrieben, zusammengefassten Koeffiziententensoren sind in Abbildung
7.12 zu sehen. Zum Abscha¨tzen der Skalierung der Ra¨nge mit der Systemgro¨ße, wur-
de eine Funktion der Form f(x) = axb an die Datenpunkte angepasst, wobei sich
a = 0,055 ± 0,007 und b = 3,75 ± 0,06 ergab. Damit la¨sst sich die Skalierung der
Ra¨nge der Koeffiziententensoren etwa mit ∼ O(N4) beziffern und somit ergibt sich
eine Skalierung des Ranges rin von ∼ O(N4 ⋅N4) = O(N8). Der Rang des σ-Tensors,
welcher aus der Kontraktion des Koeffiziententensors mit dem Hamiltontensor und
anschließender Rangreduktion hervorgeht, liegt in der gleichen Gro¨ßenordnung wie
der Rang des Koeffiziententensors. Unter Beru¨cksichtigung der Skalierung des Ran-
greduktionsalgorithmus mit ∼ O(rin ⋅ r2out ⋅ n) ergibt sich fu¨r den zeitbestimmenden
Schritt eine Skalierung von ∼ O(N8 ⋅ (N4)2 ⋅ n) = O(N17). Trotz der vergleichswei-
se geringen Skalierung der Koeffizienten- und Hamiltontensorrepra¨sentationen von∼ O(N5) fu¨hrt das Lo¨sen des Eigenwertproblems zu einem deutlich ho¨heren Re-
chenaufwand. Daher lassen sich auch mit dem vorliegenden Algorithmus nur kleine
Systeme berechnen. Jedoch ko¨nnten andere Methoden zur Lo¨sung des Eigenwertpro-
blems oder zur Reduktion der Ra¨nge eine geringere Skalierung bewirken und somit
auch die Berechnung gro¨ßerer Moleku¨le ermo¨glichen. Hierbei sei anzumerken, das
es sich um eine Abscha¨tzung von Rang(C) u¨ber ein Polynom handelt und fu¨r eine
bessere Charakterisierung der Skalierung ein gro¨ßerer Datensatz beno¨tigt wird, bei
welchem sich insbesondere die Gro¨ßen der Hilbertra¨ume u¨ber mehrere Gro¨ßenord-
nungen erstrecken, um insbesondere eine exponentielle Skalierung auszuschließen.
Somit kann die in diesem Kapitel vorgestellte Skalierung nur eine erste grobe Ab-
scha¨tzung darstellen.
Um das Potential des hier gezeigten Tensorformats zu verdeutlichen, soll an dieser
Stelle der Aufwand zum Speichern der Koeffiziententensorrepra¨sentationen, wie sie
oben erkla¨rt ist, mit den Gro¨ßen der Koeffizientenvektoren des Direct-CI verglichen
werden. Dabei ergibt sich die Anzahl der zu speichernden Elemente der Repra¨sen-
tantenvektoren u¨ber n ⋅ 2 ⋅ J , wobei n die Anzahl der MOs und J der Rang des
Koeffiziententensors ist. Fu¨r das H2-Dimer ist J = 12 und n = 8, woraus 192 Elemen-
te resultieren. Dies entspricht etwa drei mal so vielen zu speichernden Elementen,
wie beim Koeffizientenvektor des Direct-CI, welcher 70 Elemente besitzt. Dagegen
sind fu¨r das Tetramer von H2, welches wie das Dimer mit dem STO-3G-Basissatz
berechnet wurde, nur 16⋅2⋅134 = 4288 Elemente der Repra¨sentantenvektoren zu spei-
chern. Dagegen umfasst der Hilbertraum fu¨r dieses Beispiel 12.870 Determinanten.
Allein durch die Repra¨sentation des Tensors la¨sst sich somit fu¨r gro¨ßere Moleku¨le
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Abbildung 7.12.: Ra¨nge der Koeffiziententensoren fu¨r verschieden lange Ketten von
H2-Moleku¨len (N ist die Anzahl der Elektronen) und an die Punkte
angepasste Kurve unter Nutzung des Davidson-Algorithmus zur
Lo¨sung des Eigenwertproblems.
ein Vorteil gegenu¨ber konventionellem FCI erkennen, wobei diese Betrachtungsweise
den Rechenaufwand zur Bestimmung der Repra¨sentation außer Acht la¨sst und somit
nicht ausreichend zur Beurteilung der Skalierung ist.
7.10.1. Vergleich zum ga¨ngigen FCI
Um den Punkt abscha¨tzen zu ko¨nnen, an welchem der hier gezeigte Algorithmus
weniger Zeit beansprucht als ein konventioneller, exponentiell skalierender Algorith-
mus, wurden die Zeiten fu¨r die Rechnungen der Kette von Wasserstoffmoleku¨len
untersucht. Sowohl die Zeiten fu¨r den Algorithmus im CP, als auch die Zeiten fu¨r
Rechnungen mit konventionellem FCI (hierzu wurde das ORCA-Programmpaket
genutzt [113]) sind in Tabelle 7.4 gegenu¨bergestellt. Wa¨hrend die exponentielle Ska-
lierung fu¨r konventionelles FCI wohl bekannt ist, konnte die Skalierung fu¨r den in
dieser Arbeit gezeigten Algorithmus auf ∼ O(N17) abgescha¨tzt werden. Dem entspre-
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chend wurden fu¨r die Rechenzeiten zwei Kurven tORCA = a1 ⋅ bN1 und tCP = a2 ⋅N17
den in Tabelle 7.4 gezeigten Datenpunkten angepasst. Es ergeben sich folgende Pa-
rameter: a1 = 7,1 ⋅10−5±0,8 ⋅10−5, b1 = 4,02±0,03 und a2 = 9,68 ⋅10−11±0,03 ⋅10−11.
Durch Einsetzen dieser Werte in die entsprechenden Gleichungen und Gleichsetzen
der Gleichungen erha¨lt man einen Wert von N ≈ 33. Es ist somit zu erwarten, dass
der Algorithmus im CP bei einem System mit 33 Elektronen gleich schnell wie der
konventionelle FCI-Algorithmus sein wird und bei gro¨ßeren Moleku¨len sogar schnel-
ler ist. Jedoch betra¨gt in einem solchen Fall die Rechenzeit circa 200 000 000 Jahre.
Selbst bei einer optimistischen subexponentiellen Abscha¨tzung der Skalierung, ist
die hier vorgestellte Methode weniger effizient als bereits bekannte Ansa¨tze.




(H2)4 218 000 22
(H2)5 – 40
(H2)6 – 1 271
(H2)7 – 20 460
Tabelle 7.4.: Rechenzeiten fu¨r FCI mit dem Algorithmus im CP und mit konventio-
nellem Algorithmus [113]
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7.11. Entwurf von reduktionsfreien Algorithmen
Da die Rangreduktion aufgrund der hohen Skalierung und des hohen Zeitaufwands
die Anwendung der FCI-Algorithmen auf kleine Moleku¨le begrenzt, sollte diese so
effizient wie mo¨glich gestaltet werden, oder ga¨nzlich vermieden und durch effizi-
entere Schritte ersetzt werden. So ko¨nnten beispielsweise Abscha¨tzungen der FCI-
Koeffizienten, welche durch niedrig skalierende Methoden wie CCSD oder CISD, falls
no¨tig auch u¨ber
”
Configuration-Interaction by perturbation with multiconfiguratio-
nal zeroth-order wavefunction selected by iterative process“ (CIPSI) [18, 19] oder
Iterative Configuration Expansion CI (ICE-CI) [21] bestimmt wurden, als erste Ap-
proximation der zu reduzierenden Tensoren im Rangreduktionsalgorithmus dienen.
Alternativ ko¨nnte die Rangreduktion ga¨nzlich vermieden werden. Hierzu ist eine Op-
timierung der Parameter der Tensorrepra¨sentation notwendig. Im Folgenden sollen
verschiedene Ansa¨tze vorgestellt werden, mit welchen man die Rangreduktionen ver-
meiden kann. Dazu geho¨ren einerseits die Projektionen, da sie eine um ein Vielfaches
schnellere Alternative zu den Rangreduktionen darstellen und andererseits ko¨nnte,
analog der PASD, eine Optimierung der Repra¨sentanten aufgebaut sein, wobei als
Zielfunktional die Energie minimiert wird.
Wie bereits aus Abbildungen 7.3 und 7.4 hervorgeht, ist es mit Hilfe der Projektio-
nen mo¨glich, eine erhebliche Beschleunigung im Vergleich zu den Rangreduktionen
zu erreichen. Daher wa¨re zum Erstellen eines schnelleren Algorithmus der Ansatz
denkbar, die Rangreduktionen vollsta¨ndig durch Projektionen zu ersetzen. Fu¨r einen
bestimmten Koeffiziententensor CK wa¨re dann der Koeffiziententensor der na¨chsten
Iteration bestimmbar u¨ber:
C˜K+1 = Φ(CK). (7.43)
Dabei ist Φ(CK) eine Vorschrift zur Bestimmung des Tensors der na¨chsten Iteration.
Beispielsweise gelte fu¨r die Power-Iterationen
C˜K+1 = HCK∥HCK∥2 . (7.44)
Da die Koeffiziententensoren C˜K+1 einen erho¨hten Rang besitzen und die Rangre-
duktion nicht verwendet werden soll, ko¨nnten Projektionen an deren Stelle treten.
Dabei greift man wiederum auf die Multilinearita¨t der Tensorrepra¨sentation zuru¨ck,
wodurch C =Wµpµ gilt. So ko¨nnte man die Projektion aus Kapitel 3.2.5 nutzen [72].
Damit ergibt sich dann der Algorithmus aus Abbildung 7.13 links. Dieser bringt je-
doch keine Reduktion der Skalierung im Vergleich zu den Rangreduktionen mit sich,
da er weiterhin mit rin ⋅ r2out skaliert. Dagegen ist der Projektionsalgorithmus aus
Abbildung 7.13 rechts fu¨r eine weitere Anwendung attraktiv, da die Skalierung mit
den Ra¨ngen nur noch rin ⋅ rout betra¨gt. Fu¨r beide Projektionsalgorithmen mu¨ssen
jedoch Konvergenzkriterien aufgestellt werden, um die Iterationen gegebenenfalls
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while (Konvergenzkriterium
nicht erfu¨llt), K = 0 . . .
µ =K mod o
CK+1 =∏[CK]µ Φ(CK)
while (Konvergenzkriterium
nicht erfu¨llt), K = 0 . . .
µ =K mod o
pK+1µ ∶=W TKµΦ(CK)
CK+1 = ∥pK+1µ ∥2⟨WTKµWKµpK+1µ ,pK+1µ ⟩WKµpK+1µ
Abbildung 7.13.: Rangreduktionsfreie Algorithmen unter Nutzung von Projekti-
onen.
zu beenden. Als Kriterium ko¨nnte im einfachsten Falle die A¨nderung der Energie
von einer Iteration zur na¨chsten ∆E = EK − EK−1 dienen, welche unter einen be-
stimmten Wert fallen muss. Zudem sind beide Algorithmen an den festen Rang
von C gebunden. Um die Wellenfunktion systematisch verbessern zu ko¨nnen, ist
es daher notwendig, den Rang von CK zu erho¨hen, wenn die Projektionsalgorith-
men konvergiert sind, aber die Energien vom angestrebten Eigenwert immer noch
stark abweichen. Eine Mo¨glichkeit den Rang zu erho¨hen, la¨ge in dem Erstellen und
Aufsummieren eines Elementartensors, welcher u¨ber Kreuzapproximationen des Re-
siduums PK = HCK −EKCK erhalten wurde [67].
Eine Alternative zu den Projektionen liegt in der Verwendung des Alternated-
Steepest-Descent-Algorithmus. Hier wird anstelle des Kriteriums aus Gleichung 3.25
die Energie genutzt:
E = ⟨HC,C⟩⟨C,C⟩ (7.45)
C = Wµpµ. (7.46)
E = ⟨W Tµ HWµpµ, pµ⟩⟨W TµWµpµ, pµ⟩ (7.47)
Dabei wurde in Gleichung 7.47 C durch die multilineare Darstellung aus Gleichung
7.46 ersetzt. Nun ergibt sich folgende Ableitung der Energie nach pµ:
E′µ =W Tµ HWµpµ 1⟨C,C⟩ −W TµWµpµ ⟨HC,C⟩⟨C,C⟩2 . (7.48)
Die Richtung des Abstieges in der µ-ten Dimension ist fu¨r die K-te Iteration dK,µ ∶=
E′µ(pKµ ) und die Repra¨sentanten der K + 1-ten Iteration ergeben sich u¨ber:
pK+1µ = pKµ − λK,µdK,µ. (7.49)
Durch Einsetzen der Gleichung 7.49 in Gleichung 7.47 la¨sst sich der Zusammenhang
zwischen der Energie und der Schrittweite λ u¨ber eine gebrochen rationale Funkti-
on bestimmen. Da aufgrund des Variationsprinzips (siehe Kapitel 2.2), die Energie
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minimiert werden muss, soll die Schrittweite λ so gewa¨hlt werden, dass die Energie
minimal wird. Die optimale Schrittweite erha¨lt man dadurch, dass man die Null-
stellen eines Polynoms 3. Ordnung bestimmt, worauf hier nicht weiter eingegangen
wird. Auch dieser Algorithmus sollte wesentlich schneller ablaufen und in jedem
Iterationsschritt eine Verbesserung der Energie – und damit der Wellenfunktion –
liefern. Jedoch muss auch hier noch ein Konvergenzkriterium festgelegt werden. Der
Aufbau von Elementartensoren zur Erho¨hung des Rangs von CK ist auch hier u¨ber
die Kreuzapproximationen von PK = HCK −EKCK denkbar.
Obwohl all diese Ansa¨tze noch nicht vollsta¨ndig entwickelt sind, bergen diese ein
hohes Potential, die Rangreduktion durch wesentlich schnellere Routinen zu erset-
zen. So lieferte ein Testalgorithmus, welcher auf den Power-Iterations basiert, unter
ausschließlicher Nutzung von Projektionen und ohne Erho¨hung des Rangs fu¨r das H2-
Tetramer innerhalb von 5 min eine Energie, welche 3Eh vom angestrebten Eigenwert
abweicht. Dagegen beno¨tigte der Davidsonalgorithmus mit PASD fu¨r anna¨hernd das
gleiche Ergebnis circa 60 h.
7.12. Zusammenfassung
In diesem Kapitel konnte gezeigt werden, dass der hier verwendete Ansatz es prinzi-
piell erlaubt, das FCI-Eigenwertproblem zu lo¨sen. Dafu¨r wurden der Hamiltontensor
und der Koeffiziententensor in einer Tensorrepra¨sentation dargestellt, welche den ge-
samten Fockraum u¨berspannt und wiederum zahlreiche mathematische Operationen
erlaubt. Zur Bestimmung der Eigenwerte und zugeho¨riger Eigenvektoren wurden
zwei verschiedene Algorithmen implementiert, wovon einer auf der Rayleighquoti-
enteniteration und der zweite auf dem Davidson-Algorithmus basiert. Aufgrund der
hier genutzten Tensorrepra¨sentation beno¨tigen die hier vorgestellten Algorithmen
nur zwei Rangreduktionen pro Iteration und die Form der Tensorrepra¨sentation er-
laubt die Verwendung eines Projektionsalgorithmus anstelle eines Rangreduktionsal-
gorithmus, was mit einer deutlich ho¨heren Rechengeschwindigkeit in den jeweiligen
Iterationen einhergeht. Da jedoch der Davidsonalgorithmus insgesamt in wenigen
Iterationen konvergiert, wurde vor allem der Davidsonalgorithmus fu¨r weitere Un-
tersuchungen genutzt.
Rechnungen an einem Testsatz von Moleku¨len zeigen, dass die hier entwickelte
Methode robust ist und sich die Genauigkeit in der Wellenfunktionsapproximation
durch geeignete Wahl des Parameters  systematisch verbessern la¨sst. Die Testrech-
nungen ermo¨glichen zudem eine Abscha¨tzung der Skalierung der Repra¨sentationen
von Koeffiziententensoren mit der Systemgro¨ße. Diese Tensoren und die Repra¨senta-
tionen der Hamiltontensoren skalieren demnach mit ∼ O(N5), wobei N die Anzahl
der Elektronen ist. Jedoch ist aufgrund der Rangreduktion die gesamte Skalierung
mit ∼ O(N17) zu hoch, um gro¨ßere Moleku¨le effektiv zu berechnen. Deshalb ist wei-
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tere Entwicklungsarbeit erforderlich, um eine a¨hnliche Effizienz wie beispielsweise
Direct-CI zu erreichen und somit beispielsweise die Skalierung besser abscha¨tzen zu
ko¨nnen.
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8. Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden verschiedene Mo¨glichkeiten untersucht, um Ten-
sorzerlegungsmethoden auf die FCI-Methode anzuwenden. Ziel war es, eine zuver-
la¨ssig konvergierende und mo¨glichst niedrig/subexponentiell skalierende Methode zu
entwickeln, welche zudem eine hohe Genauigkeit in der Approximation der Wellen-
funktion ermo¨glicht. Hierzu wurden drei unterschiedliche Ansa¨tze verfolgt, um die
Wellenfunktion zu parametrisieren und auf dieser Parametrisierung basierend geeig-
nete Tensorrepra¨sentationen aufzustellen.
Der erste Ansatz basiert auf einer hierarchischen Entwicklung der Wellenfunktion.
Bei dieser wird eine Linearkombination von Slaterdeterminanten so aufgebaut, dass
ausgehend von einer Referenzdeterminante sukzessive die in dieser Determinante
besetzten Orbitale durch virtuelle Orbitale ersetzt werden. Dieser Ansatz fu¨hrt zu
einem linearen Gleichungssystem, welches es zu lo¨sen gilt, um die FCI-Koeffizienten
und damit die Wellenfunktion zu bestimmen. Fu¨r jede Klasse von Substitutionen
existieren hierzu eigene Bestimmungsgleichungen. Um diese zu lo¨sen, wurde ein
Algorithmus implementiert, welcher entsprechende Repra¨sentationen der Integral-
tensoren und der Koeffiziententensoren im CP nutzt. Dieser Algorithmus wurde
an kleinen Moleku¨len getestet. Hier zeigte sich die hohe Komplexita¨t der Bestim-
mungsgleichungen, insbesondere die hohe Anzahl an zu beru¨cksichtigenden Termen,
Kontraktionen und Permutationen, als hinderlich. Diese Operationen erfordern ei-
ne ha¨ufige Reduktion der Ra¨nge, wobei die Rangreduktionen fu¨r einen Großteil der
Rechenzeit verantwortlich sind. Zudem werden die Ra¨nge der Repra¨sentationen und
die Anzahl der Permutationen mit ho¨herer Dimensionalita¨t gro¨ßer, was die Ran-
greduktionen fu¨r gro¨ßere Beispiele noch ha¨ufiger notwendig macht. Dadurch ist der
Algorithmus schon fu¨r kleine Moleku¨le sehr rechenaufwa¨ndig.
Um die genannten Schwa¨chen zu umgehen, wurde ein weiterer Ansatz entwickelt,
bei welchem die Hamiltonmatrix und der Koeffizientenvektor im CP repra¨sentiert
werden. Dadurch la¨sst sich die Anzahl der Tensorkontraktionen und deren konzep-
tionelle Komplexita¨t deutlich reduzieren, wodurch auch weniger Rangreduktionen
beno¨tigt werden. Zudem ermo¨glicht dieser Ansatz die Implementierung eines Algo-
rithmus, welcher auf den
”
Rayleighquotienteniterationen“ basiert. Bei den gewa¨hlten
Tensorrepra¨sentationen zeigt sich jedoch das Problem, dass die Antisymmetrie der
Wellenfunktion nicht beru¨cksichtigt wird. Obwohl sich das Problem durch geschickte
Kontraktionen beheben la¨sst, nimmt zum Einen die Anzahl der notwendigen Rangre-
duktionen und somit auch die Rechenzeit zu und zum Anderen sinkt die numerische
Genauigkeit der Approximationen, wie sich bei der Anwendung des Algorithmus auf
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kleine Moleku¨le zeigte. Dadurch sind insbesondere die berechneten Energien starken
Fluktuationen unterworfen. Zudem ist auch bei diesem Ansatz der Algorithmus auf
kleine Moleku¨le beschra¨nkt.
Da sich die Beru¨cksichtigung der Antisymmetrie der Wellenfunktion in der Ten-
sorrepra¨sentation fu¨r eine weitere Steigerung der Effizienz und der Genauigkeit eines
FCI-Algorithmus als essenziell erwiesen hat, wurde bei einem dritten Ansatz eine
Tensorrepra¨sentation genutzt, welche auf dem ONV basiert und die Antisymmetrie
korrekt repra¨sentiert. Dabei wird der gesamte Fockraum u¨berspannt. Basierend auf
dieser Repra¨sentation wurden nun verschiedene Lo¨sungsalgorithmen fu¨r Eigenwert-
probleme implementiert. So fand ein Ansatz Verwendung, bei welchem Projektionen
anstelle der Rangreduktionen nutzbar sind. Ein weitere FCI-Routine basiert auf dem
Davidson-Algorithmus, welche sich aufgrund der raschen Konvergenz als besonders
vielversprechend herausstellt. Erstmals wurden nun gro¨ßere Moleku¨le behandelt, was
eine grobe Abscha¨tzung der Skalierung dieser Methode ermo¨glichte. Dabei zeigte
sich, dass die Repra¨sentationen der Hamilton- und der Koeffiziententensoren mit∼ O(N5) skalieren. Aufgrund des kleinen Testsatzes sind weitere Untersuchungen
zur Skalierung der Koeffiziententensoren erforderlich, wa¨hrend die Repra¨sentation
des Hamiltontensors bei der gegebenen Skalierung exakt ist. Unter Nutzung der ab-
gescha¨tzten Skalierung des Koeffiziententensors ergibt sich aufgrund der Rangreduk-
tion fu¨r den gesamten Algorithmus eine Skalierung von ∼ O(N17). Diese selbst unter
gu¨nstigen Bedingungen sehr hohe Skalierung verhindert zur Zeit das Anwenden des
Algorithmus auf gro¨ßere Moleku¨le. Die Genauigkeiten der Approximationen ha¨ngen
lediglich von dem Parameter  ab, welcher wa¨hrend der Rangreduktion die Norm
des Residuums zwischen dem zu approximierenden Tensor und der Approximation
beschra¨nkt. Folglich lassen sich auch hohe Genauigkeiten in der Approximation der
Wellenfunktion und der Energie bei entsprechender Wahl von  erreichen, wodurch
sich die Ergebnisse prinzipiell systematisch verbessern lassen.
Einige Vor- und Nachteile der verschiedenen Ansa¨tze sind in Tabelle 8.1 zusam-
mengefasst. Es wird deutlich, dass die Tensorrepra¨sentationen sehr unterschiedliche
Formen aufweisen und dadurch auch unterschiedliche Skalierungen mit den System-
gro¨ßen entstehen. Insbesondere die Ra¨nge spielen in allen Repra¨sentationen eine
bedeutende Rolle fu¨r die Skalierung. Des Weiteren ha¨ngt die Anzahl, wie oft die
Rangreduktion pro Iteration beno¨tigt wird, sehr stark von der Tensorrepra¨sentation
ab. Bei den ersten beiden Ansa¨tzen skaliert diese Anzahl mit der vierten bzw. ersten
Potenz der Anzahl der Elektronen, wobei nochmals angemerkt sei, dass die Rangre-
duktionsroutinen an sich bereits mit den Eingangs- und Ausgangsra¨ngen skalieren.
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Die ersten beiden in dieser Arbeit entwickelten Ansa¨tze leiden an einer hohen
Komplexita¨t der Tensorkontraktionen, wodurch diese bereits konzeptionell Schwach-
stellen aufweisen. Die Tensorrepra¨sentation, welche den gesamten Fockraum u¨ber-
spannt, ist als die Vielversprechendste anzusehen, da sie konzeptionell simpel ist,
Tensorkontraktionen in einfacher Weise durchfu¨hrbar sind und die Entwicklung ver-
schiedenster FCI-Algorithmen zula¨sst. Jedoch hat sich in den hier vorgestellten Al-
gorithmen herausgestellt, dass die Rangreduktion die Rechenzeit deutlich dominiert
und somit die Anwendbarkeit auf kleine Moleku¨le beschra¨nkt. Es stehen dennoch
vielfa¨ltige Mo¨glichkeiten der Weiterentwicklung zur Verfu¨gung, welche die Behand-
lung gro¨ßerer Systeme in Aussicht stellen. So sollte die Rangreduktion so effizient
wie mo¨glich gestaltet werden. Abscha¨tzungen der FCI-Koeffizienten, welche durch
niedrig skalierende Methoden wie CCSD oder CISD, falls no¨tig auch u¨ber CIPSI
oder ICE-CI bestimmt wurden, ko¨nnten beispielsweise als erste Approximation der
zu reduzierenden Tensoren im Rangreduktionsalgorithmus dienen. Alternativ ko¨nnte
die Rangreduktion ga¨nzlich vermieden werden, wie in Abschnitt 7.11 vorgestellt wur-
de. Hierzu ist eine Optimierung der Parameter der Repra¨sentation notwendig, wozu
Projektionen genutzt werden ko¨nnten, da sie eine um ein Vielfaches schnellere Alter-
native zu den Rangreduktionen darstellen. Weiterhin ko¨nnte analog der PASD eine
Optimierung der Repra¨sentanten aufgebaut sein, wobei als Zielfunktional die Energie
minimiert wird. Zusa¨tzlich wa¨re es denkbar, die Skalierung der Repra¨sentation des
Hamiltontensors zu reduzieren. Dazu ko¨nnten entsprechende Transformationen der
MO-Basis dienen, beispielsweise u¨ber Lokalisierungen. Ebenso wa¨re die Approxima-
tion des Hamiltontensors u¨ber Kreuzapproximationen wa¨hrend der Kontraktionen
mit den Koeffiziententensoren denkbar. Schließlich sei darauf hingewiesen, dass sich
die Konzepte, welche in dieser Arbeit entwickelt wurden, in einfacher Weise auch




• 4 GB RAM
• 1 TB HD
• Intel® Core™2 CPU 6400 @ 2,13 GHz
• OS: Ubuntu 12.04.5 LTS mit Linux Kernel 3.2.0-97
9.2. Hermes-Computer-Cluster
• 65 Knoten a` 12 Kerne
• 48 GB RAM
• 400 GB HD
• Intel® Xenon™ CPU X5650 @ 2,67 GHz
• OS: CentOS release 6.1 mit Linux Kernel 3.13.3-1
9.3. Software
Zum Erstellen des C++-Codes wurde KDevelop-Version 4.3.1 genutzt. Mit Hilfe des
Intel® Composer XE Edition 2011, update 1, wurde mit dem enthaltenen Intel®
C++ Compiler XE Version 12.0.1 der C++-Code kompiliert. Zur effizienten Im-
plementierung von Operationen der Linearen Algebra diente die Intel® MKL Ver-
sion 10.3.1, welche ebenfalls Teil des Intel® Composer XE Edition 2011 ist. Zur
Berechnung der Ein- und Zweielektronenintegrale und der HF-Zyklen dienten eine
modifizierte Version 1.2 des CFOUR- und eine modifizierte Version 2.8. des ORCA-
Programmpaketes. Die Rangreduktionsalgorithmen wurden u¨ber die Tensorcalculus-
Bibliothek [68–71] in die entsprechenden Programme eingebunden. Dabei wurden
insbesondere die Klassen DKTS, DGKTSDCG und DGKTSDPASD, sowie RMatrix
genutzt. Die vorliegende Arbeit wurde mit LATEX erstellt. Zum Erstellen der Gra-
phen diente Gnuplot 4.4 und alle weiteren Grafiken wurden mit Inkscape 0.48.3.1
erstellt.
112
9.4. Bestimmungsgleichungen der x-fach angeregten Amplituden
9.4. Bestimmungsgleichungen der x-fach angeregten
Amplituden
(EFCI −EHF)ca1...ax−2bci1...ix−2jk = P (i1 . . . ix−2∣jk)P (a1 . . . ax−2∣bc)ca1...ax−2i1...ix−2 ⟨jk∣∣bc⟩+P (i1 . . . ix−2j∣k)P (a1 . . . ax−2b∣c)ca1...ax−2bi1...ix−2j f ck+P (i1 . . . ix−2j∣k)P (a1 . . . ax−2∣bc)∑
e
ca1...ax−2ei1...ix−2j ⟨bc∣∣ek⟩−P (i1 . . . ix−2∣jk)P (a1 . . . ax−2b∣c)∑
m
ca1...ax−2bi1...ix−2m⟨mc∣∣jk⟩+P (a1 . . . ax−2b∣c)∑
e
ca1...ax−2bei1...ix−2jk f ce−P (i1 . . . ix−2j∣k)∑
m






























Im Gleichung 9.1 ist die Bestimmungsgleichung fu¨r die x-fach angeregten Amplitu-
den gegeben, wobei x gro¨ßer zwei ist, um allgemein gu¨ltig zu sein, da sonst bestimmte
Permutationen nicht vollsta¨ndig eingehen und einige Terme entfallen. Anhand dieser
Gleichung wird deutlich, dass zu ho¨heren Amplituden hin fu¨r FCI die Kontraktionen
sowohl in der Art, als auch in der Anzahl stets gleich bleiben. Dagegen nimmt jedoch
die Anzahl der auszufu¨hrenden Permutationen mit x zu. Fu¨r FCI bedeutet dies, dass
der Rechenaufwand fu¨r gro¨ßere Systeme zunimmt, da die Koeffizienten bis zu den
Anregungen x = N berechnet werden (mit N der Anzahl der Elektronen). Dies wird
insbesondere fu¨r den ersten Term auf der rechten Seite deutlich, wo die Anzahl der
Permutationen mit x4 zunimmt, da zwei Permutationen von x − 2 besetzten und
virtuellen Indizes mit zwei besetzten und zwei virtuellen Indizes erfolgen.
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9. Anhang
In Abbildung 9.4 sieht man die Cx-Gleichungen diagrammatisch dargestellt. Mit
Hilfe verschiedener Grauto¨ne wird deutlich, dass mit ho¨heren Anregungen x die
Anzahl der externen Linien fu¨r gro¨ßere x zunimmt. Die Kontraktionen mit Elemen-
ten der Fock-Matrix oder Zweielektronenintegralen bleiben die gleichen. Die Anzahl
der Permutationen, welche aus Paaren nicht a¨quivalenter Linien resultieren, nimmt







Abbildung 9.1.: Diagrammatische Darstellung der Bestimmungsgleichungen fu¨r die
Cx-Koeffizienten.
9.5. Beispiel eines Hamiltonmatrixelementes eines
Dreielektronensystems
Das Hamiltonmatrixelement der Determinanten g und g′, wo jeweils die Orbitale
p, q, r und p′, q′, r′ besetzt sind, ist:
Hgg′ = H(p, q, r, p′, q′, r′)= ⟨χpχqχr ∣Hˆ ∣χp′χq′χr′⟩.
Mit Hilfe der Bestimmungsgleichungen, welche mit Hilfe des Wickschen Theorems
hergeleitet wurden, lassen sich die Beitra¨ge zu den Ein- und Zweielektronenteilen
ableiten. Zu gleichen Ergebnissen wu¨rden auch die Slater-Condon-Regeln oder die
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9.6. Herleitung der Ein- und Zweielektronenbeitra¨ge zu
Hamiltonmatrixelementen u¨ber das Wicksche Theorem
Antikommutatorbeziehungen der Erzeuger- und Vernichteroperatoren fu¨hren. Fu¨r
den Einelektronenteil H
(1)
gg′ treten drei verschiedene Fa¨lle auf. Im ersten Fall sind
beide Determinanten gleich (p = p′, q = q′ und r = r′), so dass δpp′ , δqq′ und δrr′ gleich
1 sind. Nutzt man die Gleichungen aus Abschnitt 9.6.1 ergibt sich nun
H
(1)
gg′ = h(χp, χp) + h(χq, χq) + h(χr, χr). (9.2)
Unterscheiden sich beide Determinanten in einem Orbital (r ≠ r′), so ist δrr′ = 0.
Folglich ist der Einelektronenteil
H
(1)
gg′ = h(χr, χr′). (9.3)
Bei mehr als zwei unterschiedlichen Orbitalen ist in Gleichung 9.7 bei jedem Sum-
manden ein δ gleich 0, so dass der Einelektronenteil insgesamt 0 wird. In allen
hier gezeigten Gleichungen entspricht h(χp, χ′p) den Einelektronenintegral aus Glei-
chung 2.17 und v(χp, χq, χp′ , χq′) entspricht dem Zweielektronenintegral aus Glei-
chung 2.20.
Fu¨r den Zweielektronenbeitrag H
(2)
gg′ ko¨nnen vier verschiedene Fa¨lle unterschieden
werden, bei welchen in Gleichung 9.8 in Abha¨ngigkeit von den unterschiedlichen
Besetzungen in den Determinanten unterschiedliche Terme beru¨cksichtigt werden.
Im Fall von zwei Determinanten mit gleichen Orbitalen p = p′, q = q′ und r = r′
erha¨lt man folgenden Beitrag zum Hamiltonmatrixelement:
H
(2)
gg′ = v(χp, χq, χp′ , χq′) + v(χp, χr, χp′ , χr′) + v(χq, χr, χq′ , χr′). (9.4)
Unterscheiden sich die Determinanten in einem Orbital (p = p′, q = q′ und r ≠ r′), so
ist δrr′ = 0. Demnach wird
H
(2)
gg′ = v(χp, χr, χp, χr′) + v(χq, χr, χq, χr′). (9.5)
Unterscheiden sich beide Determinanten in zwei Orbitalen (p = p′, q ≠ q′ und r ≠ r′),
so ist δqq′ = 0 und δrr′ = 0 und somit ist
H
(2)
gg′ = v(χq, χr, χq′ , χr′). (9.6)
Unterscheiden sich die Determinanten in mehr als zwei Orbitalen, werden die Ma-
trixelemente gleich 0.
9.6. Herleitung der Ein- und Zweielektronenbeitra¨ge zu
Hamiltonmatrixelementen u¨ber das Wicksche Theorem
Im Folgenden wird fu¨r ein Beispiel mit drei Elektronen gezeigt, wie sich die Beitra¨ge
bestimmter Ein- und Zweielektronenintegrale zu den entsprechenden Elementen der
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Hamiltonmatrix berechnen lassen. Dabei sind alle notwendigen Terme in zweiter
Quantisierung angegeben und die Bestimmung der entsprechenden Terme erfolgt
mit Hilfe des Wickschen Theorems.
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9.6. Herleitung der Ein- und Zweielektronenbeitra¨ge zu
Hamiltonmatrixelementen u¨ber das Wicksche Theorem
9.6.1. Einelektronenteil




























































































































































































r′a†q′a†p′ = −δrq′δpwδqxδzr′δyp′ ⇒ −14⟨pq∣∣p′r′⟩δrq′
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r′a†q′a†p′ = −δpq′δqxδrwδzp′δyr′ ⇒ 14⟨rq∣∣r′p′⟩δpq′
Wie unschwer zu erkennen ist, wurden jeweils ein Erzeugeroperator mit einem Ver-
nichteroperator kontrahiert, was zu einem Kronecker-Delta fu¨hrte. Da diese Opera-
toren entweder zu den Ein- oder Zweielektronenoperatoren in zweiter Quantisierung




Ket“-Determinante wirken, werden stets
Kronecker-Deltas u¨ber zwei Indizes der beiden Determinanten oder einer Determi-
nante und einem Index des Ein- oder Zweielektronenintegrals gebildet. Das Erstellen
der Tensorrepra¨sentation der Hamiltonmatrix in Kapitel 6.4 beruht aber ausschließ-
lich auf jenen Kontraktionen, welche zu den Ein-/ Zweielektronenintegralen und den
Kronecker-Deltas fu¨hren. Dadurch wird die Antisymmetrie nicht beru¨cksichtigt.
9.7. Beispiel fu¨r einen Tensor T1
In Abbildung 9.7 ist ein Tensor dritter Ordnung gezeigt, welcher jeweils drei Ele-
mente pro Dimension besitzt und welcher bei Multiplikation mit der Hamiltonten-
sorrepra¨senation aus Kapitel 6.4 alle Elemente gleich null setzt, welche in der ersten



















































Abbildung 9.2.: Beispiel fu¨r die Darstellung eines Tensors T1 mit je drei Elementen
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