We present measurements of the Baryon Acoustic Oscillation (BAO) scale in redshift-space using the clustering of quasars. We consider a sample of 147,000 quasars from the extended Baryon Oscillation Spectroscopic Survey (eBOSS) distributed over 2044 square degrees with redshifts 0.8 < z < 2.2 and measure their spherically-averaged clustering in both configuration and Fourier space. Our observational dataset and the 1400 simulated realizations of the dataset allow us to detect a preference for BAO that is greater than 2.8σ. We determine the spherically averaged BAO distance to z = 1.52 to 3.8 per cent precision: D V (z = 1.52) = 3843 ± 147 (r d /r d,fid ) Mpc. This is the first time the location of the BAO feature has been measured between redshifts 1 and 2. Our result is fully consistent with the prediction obtained by extrapolating the Planck flat ΛCDM best-fit cosmology. All of our results are consistent with basic large-scale structure (LSS) theory, confirming quasars to be a reliable tracer of LSS, and provide a starting point for numerous cosmological tests to be performed with eBOSS quasar samples. We combine our result with previous, independent, BAO distance measurements to construct an updated BAO distance-ladder. Using these BAO data alone and marginalizing over the length of the standard ruler, we find Ω Λ > 0 at 6.6σ significance when testing a ΛCDM model with free curvature.
INTRODUCTION
Using Baryon Acoustic Oscillations (BAOs) to measure the expansion of the Universe is now a mature field, with the BAO signal having been detected and measured to ever greater precision using data from a number of large galaxy surveys including: the Sloan Digital Sky Survey (SDSS) I and II (e.g., Eisenstein et al. 2005; Percival et al. 2010; Ross et al. 2015) , the 2-degree Field Galaxy Redshift Survey (2dFGRS) (Percival et al. 2001; Cole et al. 2005) , WiggleZ (Blake et al. 2011) , and the 6-degree Field Galaxy Survey (6dFGS) (Beutler et al. 2011) . The Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson et al. 2013) , part of SDSS III (Eisenstein et al. 2011) , built on this legacy to obtain the first percent level BAO measurements (Anderson et al. 2014) . Results from the completed, Data Release (DR) 12, sample of BOSS galaxies were presented in Alam et al. (2016) .
As well as using galaxies as direct tracers of the BAO, analyses of the Lyman-α Forest in quasar spectra with BOSS have provided cosmological measurements at z ∼ 2.3 (e.g. Delubac et al. 2015; Bautista et al. 2017) . However, between the current directtracer and Lyman-α measurements there is a lack of BAO measurements. Using quasars 1 as direct tracers of the density field offers the possibility of 1 < z < 2 observations, with the main hindrance being their low space density and the difficulty of performing an efficient selection. The extended-Baryon Oscillation Spectroscopic Survey (eBOSS; Dawson et al. 2016) , part of SDSS-IV (Blanton et al. 2017) , has been designed to target and measure redshifts for ∼ 500, 000 quasars at 0.8 < z < 2.2 (including spectroscopicallyconfirmed quasars already observed in SDSS-I/II). Although the space density will still be relatively low (compared with the densities of galaxies in BOSS, for example), eBOSS will offset this Email: hector.gilmarin@lpnhe.in2p3.fr † Email: Ashley.Jacob.Ross@gmail.com ‡ Email: gbzhao@nao.cas.cn 1 In this work 'quasar' is used as a synonym for quasi-stellar object (QSO) rather than quasi-stellar radio source; more specifically, we mean a highredshift point source whose luminosity is presumably powered by a supermassive black hole at the centre of an unobserved galaxy. drawback by covering a significant fraction of the enormous volume of the Universe between redshifts 1 and 2.
Quasars were selected in eBOSS using two techniques. A "CORE" sample used a likelihood-based routine called XDQSOz to select from optical ugriz imaging, combined with a mid-IRoptical colour-cut. An additional selection was made based on variability in multi-epoch imaging from the Palomar Transient Factory (Rau et al. 2009 ). These selections are presented in Myers et al. (2015) , alongside the characterisation of the final sample, as determined by the early data. The early data were observed as part of SEQUELS (The Sloan Extended QUasar, ELG and LRG Survey, undertaken as part of SDSS-III and SDSS-IV; described in the appendix of Alam et al. 2015) , which acted as a pilot survey for eBOSS. SEQUELS used a broader quasar selection algorithm than that adopted for eBOSS, and a subsampled version of SEQUELS forms part of the eBOSS sample.
In this paper we present BAO measurements obtained from eBOSS, using quasars from the DR14 dataset to measure the BAO distance to redshift 1.5. These measurements represent the first instance of using the auto-correlation of quasars to measure BAO and the first BAO distance measurements between 1 < z < 2. The low space density of quasars means that reconstruction techniques (Eisenstein et al. 2007) are not expected to be efficient, but we are still able to obtain a 4.4 per cent BAO distance measurement at greater than 2.5σ significance. The results are an initial exploration of the power of the eBOSS quasar data set. We expect many forthcoming studies to further optimize these BAO measurements, measure structure growth, and probe the primordial conditions of the Universe. This paper is structured as follows. In Section 2 we describe how eBOSS quasar candidates were 'targeted' for follow-up spectroscopy, observed, and how redshifts were measured. In Section 3, we describe how these data are used to create catalogs suitable for clustering measurements. Section 4, presents our analysis techniques, including explanations of our fiducial cosmology, how we measure clustering statistics, how we model BAO in these clustering statistics, and how we assign likelihoods to parameters that we measure. In Section 5, we describe the two techniques used to proc 2017 The Authors duce a total of 1400 simulated realizations of the DR14 quasar sample, i.e., 'mocks'. Section 6 reviews tests of our methodology using mocks; these tests allow us to define our methodological choices for combining measurements from different estimators. Section 7 presents the clustering of the DR14 quasar sample and the BAO measurements, including numerous robustness tests on these measurements. We then present an updated BAO distance ladder and place our measurement in the larger cosmological context in Section 8. We conclude with a preview of forthcoming cosmological tests expected to be performed using eBOSS quasar data and additional tracers in Section 9.
DATA
In this section, we review the imaging data that was used to define a sample of quasar candindate 'targets' intended for spectroscopy. We then describe how we obtain spectroscopy for each target and then identify quasars and measure redshifts from this output. The process of transforming these data into large-scale structure (LSS) catalogs is described in Section 3.
Imaging
All eBOSS quasar targets selected for LSS studies are selected on imaging from SDSS-I/II/III and the Wide Field Infrared Survey Explorer (WISE, Wright et al. 2010) . We describe each dataset below.
SDSS-I/II (York et al. 2000) imaged approximately 7606 deg 2 of the Northern galactic cap (NGC) and approximately 600 deg 2 of the Southern galactic cap (SGC) in the ugriz photometric pass bands (Fukugita et al. 1996; Smith et al. 2002; Doi et al. 2010) ; these data were released as part of the SDSS Data Release 7 (DR7, Abazajian et al. 2009 ). SDSS-III (Eisenstein et al. 2011 ) obtained additional photometry in the SGC to increase the contiguous footprint to 3172 deg 2 of imaging in the SGC, released as part of DR8 (Aihara et al. 2011) , alongside a re-processing of all DR7 imaging. The astrometry of this data was subsequently improved in DR9 (Ahn et al. 2012) . All photometry was obtained using a driftscanning mosaic CCD camera (Gunn et al. 1998 ) on the 2.5-meter Sloan Telescope (Gunn et al. 2006) at the Apache Point Observatory in New Mexico, USA.
The eBOSS project does not add any imaging area to that released in DR8, but takes advantage of updated calibrations of that data. Schlafly et al. (2012) applied the "uber-calibration" technique presented in Padmanabhan et al. (2008) to Pan-STARRS imaging (Kaiser et al. 2010 ). This work resulted in an improved global photometric calibration with respect to SDSS DR8, which is internally applied to SDSS imaging. Residual systematic errors in calibration are reduced to sub per-cent level on all photometric bands (Finkbeiner et al. 2016) , and poorly constrained zero-points are much improved. The photometry with updated calibrations was released with SDSS DR13 (Albareti et al. 2016) .
The WISE satellite observed the entire sky using four infrared channels centred at 3.4 µm (W1), 4.6 µm (W2), 12 µm (W3) and 22 µm (W4). The eBOSS quasar sample uses the W1 and W2 bands for targeting; see Myers et al. (2015) for details. All targeting is based on the publicly available unWISE coadded photometry force matched to SDSS photometry presented in Lang (2014) .
Spectroscopic Observations
Quasar target selection for eBOSS is described in Myers et al. (2015) . Objects that satisfy the target selection and which do not have a previously known and secure redshift are flagged as QSO EBOSS CORE and assigned optical fibers (via a process termed tiling -see Section 3.1), and selected for spectroscopic observation. Spectroscopy is collected using the BOSS double-armed spectrographs (Smee et al. 2013) , covering the wavelength range 3600 to 10000Å with R= 1500 − 2600. In BOSS, the pipelines to process data from CCD-level to 1d spectrum level to redshift are described in Albareti et al. (2016) and Bolton et al. (2012) .
We divide the sources of secure redshift measurement into three classes:
• Legacy: these are quasar redshifts obtained by SDSS I/II/III via non-eBOSS related progams;
• SEQUELS: these are quasar redshifts obtained from the Sloan Extended QUasar, ELG and LRG Survey (SEQUELS) (designed as pilot survey for eBOSS, again see Myers et al. 2015) ;
• eBOSS: these are previously unknown quasar redshifts obtained by the eBOSS project.
Legacy
The eBOSS program does not allocate fibers to targets previously observed that have a confident spectroscopic classification and a reliable redshift from previous SDSS observations. A target is considered to have a "confident" classification if neither LITTLE COVERAGE nor UNPLUGGED are flagged in the ZWARNING bitmask. A target is considered to have a "good" redshift if it is not labeled QSO? or QSO Z? in the DR12 quasar catalog of Pâris et al. (2017a) . These targets, collectively termed legacy, typically have good, visually inspected, redshifts collated from SDSS-I, II and III data. Redshifts acquired before BOSS are obtained from a combination of Schneider et al. (2010) and a catalogue of known stellar spectra from SDSS-I/II. Targets observed during BOSS that resulted in a confident spectral classification and redshift are documented in the DR12 quasar catalogue (DR12Q, Pâris et al. 2017a) , and are not re-observed in eBOSS. These known objects are therefore flagged as either QSO BOSS TARGET, QSO SDSS TARGET or QSO KNOWN (see section 4.4 of Myers et al. 2015 for full details on how these flags are set). Targets that were previously observed in SDSS-I/II/III but failed to result in a confident classification (i.e., had at least one of LITTLE COVERAGE or UNPLUGGED set) or a good redshift determination (i.e., were not labeled QSO? or QSO Z? in DR12Q) were targeted for re-observation by either SEQUELS or eBOSS.
SEQUELS
SEQUELS is a spectroscopic program started during SDSS-III that was designed as a pilot survey for eBOSS. The total program consists of 117 plates, 66 of which were observed during BOSS and are included in DR12 (Alam et al. 2015) . The remaining 51 plates were observed during the 1st year of the eBOSS program and were released in DR13 (Albareti et al. 2016) . The target selection for SEQUELS is by construction deeper and less constrained than the finalized eBOSS target selections, so only a (large) fraction of the SEQUELS targets satisfy the eBOSS final selection criteria.
2 The SEQUELS area is not re-observed in eBOSS and, for the purpose of these catalogues, we treat SEQUELS targets that pass the final eBOSS target selection in an identical manner to eBOSS targets in the eBOSS footprint.
EBOSS TARGET0 holds the targeting flags for SEQUELS targets, whereas EBOSS TARGET1 contains the targeting flags for eBOSS targets. In the target collate file and in the LSS catalogues, all targets that pass the eBOSS selection have the appropriate EBOSS TARGET1 set, irrespective of whether they lie in the SEQUELS or eBOSS footprint. These flags match those that will exist in the publicly released catalogs.
eBOSS
The eBOSS project, naturally, represents the bulk of our observations -over 75 per-cent of new redshifts in the DR14 LSS catalogues were observed during the eBOSS program. The target selection algorithm for quasars includes both LSS and Lymanα quasar targets. We use only the LSS quasars, which have the QSO CORE bit set in the targeting flags. The DR14 sample includes two years of eBOSS observations.
Measuring Redshifts
Robust spectral classification and redshift estimation is a challenging problem for quasars. In particular, the number and complexity of physical processes that can affect the spectrum of a quasar make it difficult to precisely and accurately disentangle systemic redshift (i.e., as a meaningful indicator of distance) from measured redshift (e.g., Hewett & Wild 2010) . SEQUELS observations taken during SDSS-III (representing around half of the SEQUELS program) were all visually inspected, and helped define our process for identifying quasar candidates. As detailed in Dawson et al. (2016) , 91 per cent of quasar spectra targeted for clustering studies are securely classified with an automated pipeline (according to said pipeline) and less than 0.5 per cent of these classifications were found to be false when visually examined. The automated classification fails to report a secure classification in the remaining nine per cent of cases and these are visually inspected, which is able to identify approximately half of these as quasars.
Information on all eBOSS quasars is detailed in the DR14 quasar catalogue (DR14Q, Pâris et al. 2017b) , the successor to DR12Q, with the important distinction that the vast majority of LSS quasars are not visually inspected. DR14Q combines the LSS pipeline and visual inspection results together and provides a variety of value-added information. In particular, it contains three automated estimates of redshift that we consider in our LSS catalogs:
• The SDSS quasar pipeline redshifts, denoted 'ZPL', and documented in Bolton et al. (2012) . The pipeline uses a PCA decomposition of galaxy and quasar templates, alongside a library of stellar templates, to fit a linear combination of four eigenspectra to each observed spectrum.
• A redshift estimate based on the location of the maximum of the MgII emission line blend at λ = 2799Å , denoted 'ZMgII'. The MgII broad emission line is less susceptible to systematic shifts due to astrophysical effects and, when a robust measurement of this emission line is present, it offers a minimally-biased estimate of a quasar's systemic redshift (see e.g. Hewett & Wild 2010; Shen et al. 2016 ).
• A 'ZPCA' estimate, as documented in Pâris et al. (2017a) . 'ZPCA' uses a PCA decomposition of a sample of quasars with redshifts measured at the location of the maximum of the MgII emission line, and fits a linear combination of four eigenvectors to each spectrum.
Whereas ZMgII offers the least biased estimate of the quasar's systemic redshift, it is more susceptible to variations in S/N, and therefore ZPCA is able to obtain the accuracy of ZMgII with increased robustness provided by utilizing the information from the full spectrum (see Fig. 10 of Dawson et al. 2016) .
DR14Q also contains a redshift, 'Z', which it considers to be the most robust of the available options, in that these redshifts are known to have the lowest rate of catastrophic failures (and can be any of the three options above, depending on the particular object). Further details will be available in Pâris et al. (2017b) . We will test the robustness of our results to the redshift estimates by also testing BAO measurements where we use ZPCA as the redshift in all cases where it is available. Further tests, especially those focusing on the impact on redshift-space distortion (RSD) measurements, will be presented in Zarrouk et al. (in prep.) .
The redshift distribution of the DR14 LSS quasar sample is displayed in Fig. 1 . The curves show the result for the fiducial redshift sample. Our study uses the data with 0.8 < z < 2.2. The target sample selection was optimized to yield quasars with 0.9 < z < 2.2 (Myers et al. 2015) . At lower redshifts, morphological cuts affect the sample selection; at higher redshift the redshift measurement is less secure. We can securely select quasars to z < 0.8, but given that BAO at lower redshifts is better sampled by galaxies, we impose the z > 0.8 cut. Affecting our choice of a high-redshift cut is that quasars with z > 2.2 are used for Ly-α clustering measurements and we wish to cleanly separate the two volumes used for BAO measurements 3 . The data in the NGC (red) has a slightly greater number density than that of the SGC (blue). The imaging properties in the two regions are somewhat different, and, as explained in Myers et al. (2015) , we expect a more efficient target selection (and thus yield of successful quasar redshifts) in the NGC. We describe weights that are applied to correct for the variations in targeting efficiency in Section 3.4.
LSS CATALOGS
In this section, we detail how the quasar target and redshift information is combined to create LSS catalogs suitable for large-scale clustering measurements. 4 The clustering of the eBOSS quasar sample has already been studied by Rodríguez-Torres et al. (2016) and Laurent et al. (2017) . LSS catalogs were generated for these studies in similar fashion to the methods we outline below, which are closely matched to the methods described in Reid et al. (2016) . In particular, Rodríguez-Torres et al. (2016) ; Laurent et al. (2017) found that the clustering amplitude of the sample, and its redshift evolution, is consistent with the assumptions used in Zhao et al. NGC SGC Figure 1 . The redshift distribution of the DR14 quasar sample, for 111,633 quasars in the NGC and 75,887 in the SGC. We use the data with 0.8 < z < 2.2 for clustering statistics; this redshift region is marked with dotted lines. The n(z) is slightly different in the NGC and SGC, due to known differences in the targeting efficiency, and we thus treat the two regions separately.
(2016) and that the clustering can be modeled with the type of simulation techniques that have been successfully applied to galaxy samples.
Footprint
Targets that pass the target selection algorithm, and for which there are no known good redshifts, are fed into a tiling algorithm (Blanton et al. 2003) , that allocates spectroscopic fibers to targets within a 3
• tile. Allocation is done in a way that maximises the number of fibers placed on targets, considering the constraints imposed by a pre-set target priority list and the 62" exclusion radius around each fiber (Dawson et al. 2016 ). The algorithm is sensitive to the target density on the sky, so overdense regions tend to be covered by more than one tile. This overlap of tiles locally resolves some collision conflicts, but all others are dealt with separately. For eBOSS and SEQUELS, quasars can have collisions with fellow quasars or higher priority target classes. Collisions with other target classes (including Lymanα) are simply deemed 'missed' observations and will be treated as random. Collisions with fellow quasars are termed fiber collisions or close pair collisions; see Section 3.3. Approximately 40% of the eBOSS area is covered by more than one tile.
We use the MANGLE software package (Swanson et al. 2008 ) to decompose the sky into a unique set of sectors, within each we compute a survey completeness. Within each sector we define the following:
• N legacy : the number targets with previously known redshifts (excluded from tiling);
• N good : the number of fibers that yield good quasar redshifts;
• N zfail : the number of fibers from which a redshift could not be measured;
• N badclass : the number of targets with spectroscopic classifi- cation that does not match its target class, for our quasar sample, these are exclusively galaxies 5 ; • Ncp: the number of targets which did not receive a fiber due to being in a collision group (or "close-pair");
• Nstar: the number of spectroscopically confirmed stars;
• N missed : the number of quasar targets to be observed in the future or not observed because of a collision with a different eBOSS target class.
A summary of the above numbers in each of our target samples, summed over all sectors, is given in Table 1 . We define a targeting completeness per sector and per target class as CeBOSS = N good + N zfail + N badclass + Ncp + Nstar N good + N zfail + N badclass + Ncp + Nstar + N missed .
(1) Thus, CeBOSS tracks the fiber-allocation completeness of the eBOSS spectroscopic observations. This is the completeness that defines the eBOSS mask and which will be later used to construct random catalogues with a matched on-sky completeness (see Section 3.5). Inspection of Eq. 1 reveals that CeBOSS is impacted only by N missed ; objects that were not assigned a fiber due to a fiber collision are treated separately (see Section 3.3).
Legacy targets are 100% complete, since they have already been observed. In order to account for this, we follow the same procedure as in BOSS (Reid et al. 2016 ) and sub-sample legacy targets to match the value of CeBOSS in each sector. SEQUELS and eBOSS observations are very similar and thus we treat them the same way, without distinction in the LSS catalogues. We keep all sectors with CeBOSS > 0.5 in the LSS catalogues; the average completeness of the remaining sectors is high, averaging 95 and 96 per-cent in the North and South Galactic caps, respectively. The footprint of the DR14 LSS catalogues, coloured by the value of CeBOSS in each sector, is shown in Fig. 2 . The completeness is generally quite high, except around the edges of the footprint where future observations will overlap with the DR14 data. Veto masks have also been applied and are detailed in the following subsection.
Additionally, we define a redshift completeness per sector as
which tracks the quasar redshift efficiency averaged over each sector. We use this completeness value only to remove sectors with Cz < 0.5. Redshift failures themselves are corrected for separately (see Section 3.3).
Veto Masks
A number of veto masks are used to exclude sectors in problematic areas. For the DR14 quasar sample, we apply the same veto masks as in BOSS DR12 (Reid et al. 2016 ), removing regions due to:
• Bad photometric fields, including cuts on seeing and Galactic extinction. In total, this mask excludes approximately 5 per-cent of the area. Cuts on extinction and seeing are only significant in the SGC (3.2 per-cent of the SGC area is excluded by the seeing cut and 2.6 per-cent by the extinction cut).
• Bright stars, based on the Tycho catalog (Høg et al. 2000 ; excluding 1.8 per cent of the area);
• Bright objects, including, e.g., stars not in the Tycho catalog and bright galaxies (Rykoff et al. 2014 ; excluding 0.05 per cent of the area);
• Centerposts, which anchor the spectrographic plates and prevent any fibers from being placed there (excluding < 0.01 per cent of the area);
We use the Schlegel, Finkbeiner & Davis (1998) map to determine extinction values and we remove areas with E(B −V ) > 0.15. For seeing, we use the value labeled 'PSF FHWM' in the catalogues and remove areas where is greater than 2.3, 2.1, 2.0 in the g, r, and i band, respectively. Further details on these masks and their motivation can be found in section 5.1.1 of Reid et al. (2016) . The veto masks have been applied to Fig. 2 . The large gap in coverage in the SGC at RA∼ 345 o , Dec∼ 22 o is due to the extinction mask. The horizontal striped patterns are due to the photometric bad fields or poor seeing in the SDSS imaging. The other veto masks are generally too small to be distinguishable.
Spectroscopic Completion Weights
The spectroscopic completeness of the sample is affected by multiple factors. Again, our process for accounting for this incompleteness matches that described in Reid et al. (2016) . The simplest is that not all targets in a given sector have been observed. We account for this effect by down-sampling the random catalogs by the completeness fraction. Targets also lack redshifts due to fiber collisions and redshift failures, and we describe how these are treated below.
Not all observations yield a valid redshift. Redshift failures do not happen randomly on a tile (see e.g. Laurent et al. 2017) , meaning they cannot be accounted for uniformly within a sector. Instead, as in previous BOSS analyses (e.g. Reid et al. 2016) , we choose to transfer the weight of the lost target to the nearest neighbour with a good redshift and spectroscopic classification in its target class, within a sector (this can be a quasar, a star or a galaxy, provided it is targeted as a quasar). This weight is tracked by WEIGHT NOZ (wnoz) in the LSS catalogues. WEIGHT NOZ is set to 1 by default for all objects, and incremented by +1 for objects with a neighbouring redshift failure. The median separation between a redshift failure and its up-weighted neighbour is 0.06 o . This corrective scheme assumes that the redshift distribution of the redshift failures is the same as that of the good redshifts. This is not expected to be strictly true, but assumed for simplicity, given the small number of targets that are corrected as redshift failures (approximately 3.4 per-cent in the NGC and 3.6 per-cent in the SGC). This concern does not affect out BAO analysis, but its impact on RSD analysis is currently being studied.
Targets missed due to fiber collisions do not happen randomly on the sky -they are more likely to occur in overdense regions. Targets lost to fiber collisions have therefore a higher bias than average, and we must apply a correction to account for this. We correct for these fiber collisions by transferring the weight of the lost target to the nearest neighbour of the same target class with a valid redshift and spectroscopic classification. This weight is tracked by WEIGHT CP (wcp) in the LSS catalogues. Legacy targets are allowed to accrue close-pair correction weights, and legacy targets are downsampled such that the number of eBOSS-legacy closepairs matches the number of close-pairs in eBOSS within each sector. Like WEIGHT NOZ, it is set to 1 as default for all objects and incremented by +1 for every neighbouring fiber collision. A total of 4.0 per cent of the eBOSS quasar targets are corrected as closepairs in the NGC; this fraction is 3.0 per cent in the SGC.
Redshift failures are allowed to accrue weight from neighbouring close pairs, in which case the closest neighbour sees wnoz incremented by the total wcp of redshift failure. For example, it is possible for a quasar target to be unobserved due to a collision with another quasar target. The observed quasar target is given wcp = 2, but we then fail to obtain a good redshift. The nearest neighbour to this observed quasar target is thus given wnoz = 3. Thus, each quasar is given a spectroscopic completeness weight, wc = (wcp + wnoz − 1) to be used for any counting statistics.
Systematic Weights for Dependencies on Imaging Properties
As described in Laurent et al. (2017) , weights are required for the DR14 quasar sample in order to remove spurious dependency on the 5σ limiting magnitude ('depth') and Galactic extinction. Quasars are more securely identified where the depth is best and Galactic extinction is the variable that we find most affects differences in depth between the SDSS imaging bands, as they were nearly simultaneously observed.
For the DR14 quasar sample, we define weights based on the depth in the g-band, in magnitudes (including the effect of Galactic extinction on this depth), and the Galactic extinction in units E(B − V ), using the map determined by Schlegel, Finkbeiner & Davis (1998) . These are the important observational systematics identified in Laurent et al. (2017) . We define the weights based on the sample DR14 quasars with 0.8 < z < 2.2 (already passed through the steps defined in the preceding section). Compared to Laurent et al. (2017) , our results differ in that we use the full DR14 set (approximately doubling the sample size) to determine the weights and that we define the weights separately for the NGC and SGC. As in Ross et al. (2012 Ross et al. ( , 2017 and Laurent et al. (2017) , we define the weights based on fits to linear relationships. We first determine the dependency with depth and then with extinction, after applying the weights for depth. The total weight is the multipli- cation of the two weights. Thus
where d is the g band depth (in magnitudes) and e is the Galactic extinction (in E(B − V )). The best-fit coefficients are
.195, Ae = 1.045, Be = −2.01 for the NGC and
.31, Ae = 1.052, Be = −1.00 for the SGC. The differences in the coefficients for the two regions make it clear it is necessary to separate them for analysis of the DR14 sample. Fig. 3 presents the relationship between the projected number density quasars and potential systematic quantities, combining the NGC and SGC. After weighting for depth and Galactic extinction (red squares) the systematic trends are removed. Fig. 4 displays the relationship between quasar density and the depth when dividing the sample into four redshift bins. No systematic trends are apparent with redshift, suggesting that the systematic relationships do not need to be defined as a function of the colour/magnitude of the quasars. The χ 2 for the null test for the quasars with 1.15 < z < 1.5 is large -25 for 10 degrees of freedom -but this result is dominated by a single 4σ outlier at the worst depth. For the 9 bins at greater depth, the χ 2 is 12. We will demonstrate that our results are robust to any fluctuations in density imparted by the depth fluctuations.
Random Catalogues
Random catalogues are constructed that match the angular and radial windows of the data, but with approximately 40 times the number density. Such catalogs are required for both correlation function and power spectrum estimates of the clustering of the DR14 quasar sample, as detailed in Section 4.
We begin by using the MANGLE software to generate a set of points randomly distributed in the eBOSS footprint, where the angular number density in each sector is subsampled to match the value of CeBOSS in that sector. We then run the random points through the same veto masks that are applied to the data (see Section 3.2). Finally, we assign each random point a redshift that is drawn from the distribution of data redshifts that clear the veto Table 2 . Fiducial cosmology used in our BAO analysis and true cosmology for the QPM and EZ mocks, described in Section 5. Given that the cosmology in which we analyse the mocks is slightly different than their own one, we expect a shift in the BAO peak position with respect to the fiducial position, α (see Eq. 12 for definition). We also provide the values for the comoving sound horizon at the baryon drag epoch, r d . The exact values used for the EZ mock are Ωm = 0.307115 and h = 0.6777, which have been rounded to three significant figures below mask. The draws are weighted by the total quasar weight given by wtot = wsys * wc, such that the weighted redshift distribution of data and randoms match.
METHODOLOGY

Fiducial Cosmology
We use a flat, ΛCDM cosmology with Ωm = 0.31, Ω b h 2 = 0.022, mν = 0.06 eV and h = 0.676, where the subscripts m, b and ν stand for matter, baryon and neutrino, respectively, and h is the standard dimensionless Hubble parameter. These choices match the fiducial cosmology adopted for BOSS DR12 analyses (Alam et al. 2016) . One set of mocks we use, the EZmocks (see Section 5.1), use the cosmology of MultiDark-PATCHY (Kitaura et al. 2014 (Kitaura et al. , 2016 used in previous BOSS analyses. The other set of mocks we use, QPM mocks (see Section 5.2), uses a geometry that matches our fiducial cosmology but with Ων = 0. The properties of the cosmologies we use are listed in Table 2 . Following the values provided in Table 2 , the BAO distance parameter at the effective redshift of the quasar sample, DV (z eff ) with z eff = 1.52 (see Eq. 13 for definition), are 3871.0 Mpc for both the fiducial cosmology and for the QPM cosmology and 3871.7 Mpc for the EZ mocks cosmology. A separate factor entering our analysis is the value for the comoving sound horizon at the baryon drag epoch, r d ; this parameter sets the position of the BAO scale in our theoretical templates. The different cosmologies and lack of a neutrino mass in the mocks shift r d to be less than the fiducial by just over 0.1 Mpc for each type of mock we use.
Clustering Estimators
We perform two complementary BAO analyses: i) in configuration space, where the observable is the angle (with respect to the line of sight) average (the monopole) of the correlation function; ii) in Fourier Space, where the observable is the monopole of the power spectrum. When the entire spectrum of frequencies and positions is considered, both correlation function and power spectrum contain identical information as one represents the Fourier transform of the other. However, since our spectral range is finite, the correlation function and power spectrum do not contain exactly the same information, although we expect a high correlation between results using either statistic. Long wavelengths are limited by the size of the survey and small wave-lengths are limited by the resolution of the analysis. Furthermore, we expect that any potential uncorrected observational or modelling systematics will affect the correlation function and power spectrum differently. Thus, by performing two complementary analyses and combining them we expect to produce a more robust final result.
For both analyses, we require the data catalogue, which contains the distribution of quasars (which can be an actual or synthetic distribution) and the random catalogue, which consists of a Poisson-sampled distribution with the same mask and selection function as the data catalogue with no other cosmological correlations. We count each data and random object as a product of weights. For the data catalogue, the total weight corrects for systematic dependencies in the imaging, wsys and spectroscopic data, wc (see Section 3.4 and 3.3, respectively) multiplied by a weight, wFKP, that is meant to optimally ponderate the contribution of objects based on their number density at different redshifts. Conversely, for random catalogue, objects are weighted only by wFKP. The wFKP weight is based on Feldman et al. (1994) and defined as,
where P0 is the amplitude of the power spectrum at the k scale at which the FKP-weights optimise the measurement. For the expected BAO signature in the DR14 quasar sample this is k ∼ 0.14hMpc −1 (Font-Ribera et al. 2014a) , and therefore, we use
The FKP weights have only a small effect on our results, as the number density is both low and nearly constant, so the value of the weight varies by less than 10 per cent.
The total weight applied to each quasar is thus
while for each random object, the weight is simply wFKP.
Configuration Space
For the configuration space analysis the procedure we follow is the same as in Anderson et al. (2014) , except that our fiducial bin-size is 8 h −1 Mpc. We repeat some of the details here. We determine the multipoles of the correlation function, ξ (s), by finding the redshift-space separation, s, of pairs of quasars and randoms, in units h −1 Mpc assuming our fiducial cosmology, and cosine of the angle of the pair to the line-of-sight, µ, and employing the standard Landy & Szalay (1993) 
where D represents the quasar sample and R represents the uniform random sample that simulates the selection function of the quasars. DD(s, µ) thus represent the number of pairs of quasars with separation s and orientation µ. In order to minimize any noise coming from the finite size of the random catalog, the random catalogs are many times the size of the data catalogs and the resulting counts are normalized accordingly. For the DR14 data, we use a random sample that is 40× as large as the data, which we have found is sufficiently large for our results to have converged within their quoted precision. For the mocks, we use larger random samples, 100× for the EZmocks and 70× for the QPM mocks. This is due to the fact that we use a single random catalog for all mocks. This eliminates any noise in the covariance matrix we determine from the mocks due to the finite size of the random catalogs. However, in order to obtain results to the precision expected for the full ensemble of mocks (e.g., to test their mean results) we require a random sample many times larger than required for a single realization.
We calculate ξ(s, |µ|) in evenly-spaced bins 6 in s, testing both 5 and 8 h −1 Mpc, and 0.01 in |µ|. We then determine even moments of the redshift-space correlation function via
where µi = 0.01i − 0.005 and L is a Legendre polynomial of order . In this work we only use the = 0 moment. By defining the monopole this way, we ensure an equal weighting as a function of µ and thus a truly spherically averaged quantity. This means any distance scale we measure based on the BAO position in ξ0 matches our definition of DV (given in Eq. 13).
The resulting correlation function is displayed in Fig. 5 , where it is also compared to the mean of the mock samples we use. We describe the measurements further in Section 7.1.
Fourier Space
In order to measure the power spectrum of the quasar sample we start by assigning the objects from the data and random catalogues to a regular Cartesian grid. This is the starting point for using Fourier Transform (FT) based algorithms. In order to avoid spurious grid effects we use a convenient interpolation scheme to smooth the configuration-space overdensity field.
We embed the entire survey volume into a cubic box with size L b = 7200 h −1 Mpc, and subdivide it into N 3 g = 1024 3 cubic cells, whose resolution and Nyquist frequency are 7h −1 Mpc, and kNy = (2π/L b )Ng/2 = 0.447 hMpc −1 , respectively. To obtain the smoothed overdensity field, an interpolation scheme is needed for the particle-to-grid assignment. By choosing a suitable interpolation scheme we can largely reduce the aliasing effect to a negligible level for frequencies smaller than the Nyqvist frequencies, which in this case comprises the typical scales for the BAO analysis. Traditional interpolation schemes include the NearestGrid-Point (NGP), Cloud-in-Cell (CIC), Triangular-Shaped-Cloud (TSC) and Piecewise Cubic Spline (PCS). These options correspond to the zero-th, first, second and third order polynomial B-spline interpolations, respectively (see Chaniotis & Poulikakos 2004 for higher order interpolation schemes based on B-spline). Additionally, each of these interpolation schemes has an associated grid correction factor that has to be applied to the overdensity field in Fourier space (Jing 2005) . The higher the order of the B-spline polynomial used in the grid interpolation, the smaller the effect of the grid on the final measurement. Aliasing arises as an extra limitation which cannot be avoided by just increasing the order of the grid interpolation scheme. Since for cosmological perturbations the bandwidth is not limited above a certain maximum cutoff frequency, the unresolved small scale modes are spuriously identified as modes supported by the grid, resulting in a contamination of the power spectrum, typically at scales close to the Nyqvist frequency. Recently, Sefusatti et al. (2016) demonstrated that by displacing the position of the initial grid by fractions of the size of the grid cell the effect of the aliasing was greatly suppressed. This procedure is called interlacing and was originally presented in (Hockney & Eastwood 1981) . In particular, Sefusatti et al. (2016) found that when a 2-step interlacing was combined with a PCS interpolation, 6 The pair-counts are tabulated using a bin width of 1 h −1 Mpc and summed into x h −1 Mpc bins, allowing different choices for bin centres and widths. The spherically averaged redshift-space correlation function of the DR14 quasar sample, for data in the SGC (blue squares) and NGC (red diamonds). The dashed curves display the mean of the 1000 EZmock samples. The data in each region are broadly consistent with the mean of the mocks and with each other. Bottom panel: The NGC and SGC data have been combined (solid black curve) and are now compared to both the EZ and QPM mocks (points with error-bars). The agreement is excellent. The dashed grey curve displays the result for the data when not applying systematic weights; the difference is dramatic and has χ 2 significance of more than 180. The covariance matrix is dominated by the low number density of the DR14 quasar sample and the correlation between data points is low, e.g., the correlation between neighboring s bins is ∼0.2. the effect of aliasing was reduced to a level below 0.1%, even at the Nyquist scale.
In this work, we apply a 5 th -order B-spline interpolation to calculate the overdensity field on the grid. Additionally, we combine two cartesian grids, displaced by half of their grid size, to account for the aliasing effect. We have checked (by doubling the number of grid cells per side) that the effect of aliasing is totally negligible in the range k 0.4 hMpc −1 . After applying the grid interpolation, we obtain an overdensity field ∆(ri) at each grid centre, (Feldman et al. 1994) ,
The quantity wtot is the total weight for the quasars at the grid location given by Eq (5), nqso and nran are the number density at position r of the quasars and random objects, respectively, γ is the ratio between the total weighted numbers of the quasars (Nqso) and random (Nran) catalogues, i.e., γ = Nqso/Nran. Same as for the ξ calculation, we use a random sample with 40× the size of the DR14 data set, 100× the size of the mean EZmock, and 70× the size of the mean QPM mock. Therefore, e.g., γ ∼ 0.025 for the data and γ ∼ 0.01 for the EZmocks. The factor I2, normalizes the amplitude of the observed power in accordance with its definition in a quasar distribution with no survey selection,
where, wsyswcnqso is the mean number density of quasars and A the area of the survey in steradians. We perform this integration by sampling the mean number density of quasars in shells of 6.5h −1 Mpc and summing in the range 0.8 z 2.2.
In this work, we only present a measurement of the monopole (angle averaged with respect to the line of sight) of the power spectrum 7 . To measure the power spectrum monopole, we must perform the Fourier transformation of the overdensity field ∆(r) defined in Eq (8). Since we are interested in the monopole, the varying lineof-sight of the quasars has no effect on our calculation. Specifically, we need to calculate the following quantity,
The power spectrum monopole is evaluated by a summation over k-directions and in the defined k-bin,
where k eff is the mean of all |k| values summed in the above equation.
We perform the measurement of P0(k) binning k linearly in bins of 0.01 h Mpc −1 between k = 0 and the Nyqvist Frequency. Within this wide range, we limit the BAO analysis to the frequencies 0.02
23. Scales outside of this range contain negligible information on the BAO peak position. We have checked these statements by using the mock quasar catalogues. The resulting power spectrum contains 21 k-bins and is displayed in Fig. 6 , where it is also compared to the mean of the mock samples. We describe these results further in Section 7.1.
BAO Modeling
We use the same basic modeling template of the BAO signal for both configuration and Fourier space. The BAO model is determined in Fourier space and then either transformed to configuration space or passed through the window function in order to be compared to observations. For both approaches, we determine how different the BAO scale is in our clustering measurements compared to its location in a template constructed using our fiducial cosmology. There are two main effects with cosmological dependence 8 that determine the difference between the observed BAO position and that in the template. The first effect is the difference between 7 Future eBOSS studies will use the anisotropic signal. 8 There is a third effect, which is a small shift in the BAO position due to non-linear evolution, described later in this section. It has minor dependence on cosmology and its total effect is negligible compared to the precision of our measurements, which we demonstrate in later sections. Figure 6 . The same as Fig. 5 , except for the power spectrum. For the points with error-bars, a constant of 350 has been subtracted from the mean of the QPM mocks and a constant of 250 has been added to the mean of the EZ mocks. The agreement would be poor without adding these constant offsets, as shown by the dotted curves, which display the respective means without them. In this case, there is clear disagreement at high k with the DR14 measurements, but in opposite directions. A constant is marginalized over in the BAO analysis and we will explicitly demonstrate that our results are insensitive to the choice of mocks used for the covariance matrix, suggesting the constant offsets are unimportant.
We display results for 0.02 < k < 0.30hMpc −1 , which is the range that will be used for any BAO measurements (with k < 0.23Mpc −1 being our fiducial limit).
the BAO position in the true intrinsic primordial power spectrum and that in the model, with the multiplicative shift depending on the ratio r d /r fid d , where r d is the sound horizon at the drag epoch (and thus represents the expected location of the BAO feature in co-moving distance units, due to the physics of the early Universe). The second effect is the difference in projection. The data are measured using a fiducial distance-redshift relation, matching that of the template: if the actual cosmology is different than that assumed we expect a shift that depends on H(z) in the radial direction, and DA(z) in the angular direction. For spherically averaged clustering measurements, we thus measure
with
Given sufficient signal-to-noise ratio, DA and H(z) can be measured separately by using the isotropic and anisotropic signal. In this paper we only focus on the isotropic signal due to limited signal-to-noise ratio, and hence, we constrain DV . The methodology we adopted to measure α is based on that used in Anderson et al. (2014) (and references therein). We generate a template BAO feature using the linear power spectrum, P lin (k), obtained from CAMB 9 (Lewis et al. 2000; Howlett et al. 2012 ) and a 'no-wiggle' Pnw(k) obtained from the Eisenstein & Hu (1998) fitting formulae 10 for ξ and following Kirkby et al. (2013) for P (k), both using our fiducial cosmology (except where otherwise noted).
Again emulating Anderson et al. (2014) (and references therein), given P lin (k) and Pnw(k), the linear theory BAO signal is described by the oscillation pattern in the O lin (k) ≡ P lin (k)/Pnw(k). We account for some non-linear evolution effects by 'damping' this BAO signal:
This damping is treated slightly different in the P (k) and ξ(s) analyses, as we describe in Sections 4.3.1 and 4.3.2. In addition to damping the BAO oscillations, non-linear evolution effects are also expected to cause small shifts (of order 0.5 per cent) in the BAO position (Padmanabhan & White 2009 ), which should have a small cosmological dependence (e.g., the size of the shift is likely dependent on σ8). We will show that our results are insensitive to such effects.
Correlation Function Modeling
For the correlation function, we simply use
and its Fourier transform in order to obtain the configuration-space BAO template, ξtemp(s). We fix Σ nl = 6h −1 Mpc in the analysis and show that the results are insensitive to this choice. This choice is based on basic extensions of linear theory and the fact that the quasar sample has non-negligible redshift uncertainty. Seo & Eisenstein (2007) provide predictions Σ ⊥ = 10.4D(z)σ8 and Σ || = (1 + f )Σ ⊥ . This decomposition accounts for redshiftspace distortions; the real-space prediction is given by Σ ⊥ . The spherical average is
. For our fiducial cosmology, Σ ⊥ = 4.1h −1 Mpc and Σ nl = 5.2h −1 Mpc. We compare these predictions to those obtained from real-space non-linear power spectrum predictions using Blas et al. (2016) 11 , evaluated at z = 1.5 using FAST-PT . A value of Σ ⊥ = 3.7h −1 Mpc produces a BAO feature in our template defined by Eq. 14, matching the amplitude of the Blas et al. (2016) template, suggesting reasonable agreement with the more basic Seo & Eisenstein (2007) approach. Thus, we expect Σ nl ∼ 5h −1 Mpc for 9 camb.info 10 In order to best-match the broadband shape of the linear power spectrum, we use ns = 0.963, to be compared to 0.97 when generating the full linear power spectrum from CAMB. 11 Blas et al. (2016) also includes the shift in the BAO peak, due to the nonlinear growth of the matter power spectrum, which we evaluate in Section 6.
redshift-space measurements; we increase this to Σ nl = 6h −1 Mpc in order to account for redshift uncertainties. We test and discuss this issue further in Section 6. Given ξtemp(s), we then fit to the data using the model
Including the polynomial makes our results insensitive to shifts in the broad-band shape of the measured ξ0. As in previous analyses (e.g., Anderson et al. 2014 ), we apply a Gaussian prior of width 0.4 around the B0 obtained when fitting ξtemp to the data in the range 30 < s < 50h −1 Mpc (not including the polynomial terms). These scales are safely outside of the scales where the BAO feature is significant. Using this prior ensures that the BAO feature in the model is neither unphysically large or small.
For both mocks and for the data, we adopt the appropriately weighted average of the NGC and SGC ξ in order to obtain our BAO measurements. The configuration-space analysis does not have the Fourier-space window function concerns discussed in the following section. Thus, each correlation function BAO fit has five free parameters.
Power Spectrum Modelling
In the power spectrum analysis, the position of the BAO peak is described by the oscillation pattern in O lin (k). The position of the peak is identified by shifting the pattern through the α parameter as O lin (k/α). We use the same power spectrum template form used for previous BAO fits in the BOSS survey (Gil-Marín et al. 2015) ,
where the Psm(k) ≡ B 2 Pnw(k) + A1k + A2 + A3/k accounts for all the non-linear and redshift space effects in the power spectrum monopole. It is possible to model Psm(k) with higher polynomial coefficients such as +A4/k 2 + A5/k 3 . Although these terms were used for modelling the broadband power spectrum shape of the LRG galaxies at lower redshifts in BOSS (Gil-Marín et al. 2015), we have determined that for the current precision and redshift ranges in this paper, adding these two extra terms does not affect the determination of α significantly.
The last step we need to incorporate in the model of Eq. 17 is the effect of the window function caused by the non-uniform angular distribution of quasars (see Fig. 2 ), and the dependence of the mean density of quasars with the radial distance (see. Fig.  1 ). These two effects are accounted for by following the procedure described in Wilson et al. (2017) . The masked power spectrum,P0 is written as a Hankel Transform (HT) of the masked correlation functionξ0,P
where j0 is the spherical Bessel function, j0(x) = sin(x)/x, andξ0(s) can be written in terms of the correlation functionmultipoles, corresponding to the inverse HT of the un-masked power spectrum template model,
We neglect any contribution of the power spectrum quadrupole into the monopole through the window function, and therefore we approximate,ξ0(s) ξ0(s)W 2 0 . Wi contains all the information on the radial and angular selection functions, and can be modelled either analytically or through the pair-counts of the random catalogue. For simplicity we follow the later option and we write W 2 0 as,
where W 2 0 (s) is normalised to 1 in the s → 0 limit. The s 2 term in the denominator accounts for the volume of the shell when the binning is linear in s.
The top panel of Fig. 7 displays the performance of W 2 0 (s) for the redshift range 0.8 z 2.2, for the NGC and SGC patches, in solid and dashed black lines, respectively. In the case of no survey selection effect (for instance a periodic boundary condition simulation), the function W 2 0 (s) would approach W 2 0 (s) = 1, and the convolution between a theoretical power spectrum and the FT of W 2 0 (s) (a Dirac delta in this case) would produce no difference between the theoretical and the observed power spectrum. The effect of a non-flat redshift distribution and a non-uniform sky geometry produces a window function with the shape observed in the top panel of Fig. 7 . As expected, the departure from the ideal W 2 0 (s) = 1 case is more prominent in the SGC than in the NGS, as the SGC footprint covers a smaller angular area. The effect of the window function is to produce an extra coupling term (in addition to the non-linear coupling) among the k-modes of the power spectrum. As a consequence, the covariance term is increased among k-modes and the amplitude of the observed power spectrum is reduced at large scales, as it is shown in the bottom panel of Fig.  7 .
Since the shape of the window function is slightly different for the NGC and SGC regions, we choose to perform the power spectrum BAO fit separately, assuming no correlation among the two disconnected regions. Furthermore, we fit for different broadband parameters in the NGC and SGC, to account for different observational effects, such as photometric calibration, that can yield to a different effective biases for the two separate regions. Thus, we fit for B, A1, A2 and A3 separately for NGC and SGC, and keep the same value for α and Σ nl . Thus, in total we fit for 10 free parameters (9 if Σ nl is kept constant) using 42 k-modes (21 for each patch) in the range 0.02
We have observed that by following such approach the constraints on α (in both mocks and data) are improved (when compared to the case where the weighted average is used in the fit) and that the resulting likelihoods are closer to a Gaussian distribution.
Parameter Estimation
We assume the likelihood distribution, L, of any parameter (or vector of parameters), p, of interest is a multi-variate Gaussian:
The χ 2 is given by the standard definition
where C represents the covariance matrix of a data vector and D is the difference between the data and model vectors, when model parameter p is used. We assume flat priors on all model parameters, unless otherwise noted. In order to estimate covariance matrices, we use a large number of mock quasar samples (see Section 5), unless otherwise noted. The noise from the finite number of mock realizations requires some corrections to the χ 2 values, the width of the likelihood distribution, and the standard deviation of any parameter determined from the same set of mocks used to define the covariance matrix. These factors are defined in Hartlap et al. (2007) ; Dodelson & Schneider (2013) and Percival et al. (2014) ; we apply the factors in the same way as in, e.g., Anderson et al. (2014) . For our fiducial ξ(s) results, we use 1000 mocks and 18 measurement bins (fitting to the weighted mean of the NGC and SGC results). For the P (k) analysis we fit NGC and SGC separately, which corresponds of using 1000 mocks and 21 measurement bins for each NGC and SGC regions. In both cases, the number of mock realisations is much larger than the number of measurement bins, implying the finite number of mocks has less than a 2 per cent effect on our uncertainty estimates. We observe that for both ξ(s) and P (k) analyses the corresponding covariance matrices are dominated by their diagonal elements.
The covariance matrix derived from the mocks is dominated by its shot noise component due to the low density of the quasars. On one hand, the EZ and QPM mocks have been produced to match the effective number of objects observed in the data sample (N eff in Table 1 ). On the other hand, the EZ and QPM mocks do not currently include the redshift failures and collision pair effects. Therefore, the actual number of quasars in the mocks matches the effective number of quasars on the data catalogue, which makes the total number of quasars in the mocks slightly higher than in the data. As a consequence, the diagonal and off-diagonal components of the covariance are underestimated approximately by the ratio between N eff andNQ in the range 0.8 z 2.2. In order to correct for this effect we re-scale the derived covariance elements by these factors when analyzing the DR14 data, which are 1.069 for the NGC and 1.073 for the SGC. Future eBOSS analyses will include these effects in the mocks (and therefore this correction will be unnecessary). Here, we use the simple scaling as it has only a 3 per cent effect on the recovered uncertainty.
SIMULATED CATALOGS
We use two different methods to create a total of 1400 simulations of the DR14 quasar sample, which we refer to as 'mocks'. In order to create this number of mocks, approximate methods are required. Our approach in this respect is similar to previous BOSS analyses (Manera et al. 2013; Anderson et al. 2014; Alam et al. 2016 ). The two methods used are 'EZmock' and 'QPM' and are described in the following sub-sections.
EZmocks
For this work, we construct 1000 light-cone mock catalogues covering the full survey area of DR14 (NGC+SGC) and reproducing the redshift evolution of the observed quasar clustering. These are created using the 'EZmock' (Effective Zel'dovich approximation mock catalogue, Chuang et al. 2015a) method. EZmocks are constructed using the Zel'dovich approximation of the density field. This approach accounts for non-linear effects and also halo bias (i.e. linear, nonlinear, deterministic, and stochastic bias) into an effective modeling with few parameters, which can be efficiently calibrated with observations or N-body simulations. Chuang et al. (2015b) demonstrates that the EZmock technique is able to precisely reproduce the clustering of a given sample (including 2-and 3-point statistics) with minimal computational resources, compared to other methods. We use an improved version of EZmock code with respect to the one described in Chuang et al. (2015a) . In our work, we assign the positions of quasars to simulated dark matter particles instead of populating them following a cloud-in-cell distribution. With this change, we do not need to enhance the BAO signal in the initial conditions, as done in Chuang et al. (2015a) .
For this study, we calibrate the bias parameters with the observed DR14 eBOSS quasar clustering directly. The NGC and SGC regions are created from separate simulations and are treated independently, with bias values fit to the measured clustering and the n(z) taken as in Fig. 1 . Comparisons between the mean clustering in the EZmock samples and the measured eBOSS clustering can be found in Figs. 5 and 6, demonstrating that a good match has been produced. The EZmocks use the same initial power spectrum used by the mock catalogues of the final BOSS data release (DR12; Kitaura et al. 2016; Alam et al. 2016 ). The fiducial cosmology model is ΛCDM with Ωm=0.307115, h=0.6777, σ8=0.8225, Ω b =0.048206, ns=0.9611 (see Kitaura et al. 2016 for details).
Each light-cone mock constructed for this work is composed of 7 redshift shells. The redshift shells for a given light-cone mock are computed using different EZmock parameters but they share the same initial Gaussian density field so that the background density field is continuous. Each redshift shell is taken from one corresponding EZmock periodic box with the size of (5h −1 Gpc) 3 . For this study, we generated 1000×7(shells)×2(NGC+SGC)=14,000 EZmock boxes in total. We use the code make survey Carlson & Figure 8 . We compare the linear bias measured from EZmocks used in this work with the other measurements from observed data (Croom et al. 2005; Laurent et al. 2017) . The bias evolution in the EZmocks is in good agreement with these works.
White (2010); White et al. (2014) to construct each redshift shell from the corresponding box.
In order to determine the redshift evolution of each EZmock parameter, we need to measure/determine the parameters at different redshifts. However, the clustering measurements from the observation corresponding to each redshift shell are too noisy to be used to determine the EZmock parameter values. Therefore, we use samples from overlapping redshift bins to measure the EZmock parameters at different redshift and do a proper inter-or extra-polation to determine the parameters for all the 7 redshift shells. For each EZmock parameter p, we assume that its functional dependency is well approximated by
where
of the number count N (zj) within a given redshift bin zj (with bin size ∆z = 0.01).
For this work, we measured the EZmock parameters from observation in the following three redshift ranges: 0.8 z1 < 1.5, 1.2 z2 < 1.8, and 1.5 z3 < 2.2, respectively. We determine the c0, c1, and c2 by solving the following equations
Having solved the system of Eqs. 25 for the coefficients c0, c1 and c2, Eq. 23 is used to determine an EZmock parameter value for any given redshift shell. Fig. 8 compares the linear bias measured from EZmocks used in this work with the other measurements (Croom et al. 2005; Laurent et al. 2017) . For each redshift shell, the bias is measured from the 1000 EZmock boxes. The EZmock parameters have been calibrated using the observed data in three redshift bins as described above, so that EZmocks present a consistent linear bias evolution in comparison with other works. More details of the algorithm, clustering performance, and tests on bias evolution will be provided in Chuang et al. (in prep.) .
QPM Mocks
Quick Particle Mesh (QPM) mocks follow the method of White et al. (2014) . In brief, QPM uses a low-resolution particle mesh gravity solver to evolve a density field forward in time. This approach captures the non-linear evolution of the density field, but does not have sufficient spatial or mass resolution to form dark matter halos. Particles are sampled from the density field in a fashion to approximate the distribution of small-scale densities of halos. This process mimics both the one-point and two-point distributions of halostheir mass function and bias function. This approximate halo catalog can then be treated in the same manner as that from a highresolution simulation and populated with galaxies according to a halo occupation distribution (HOD; c.f. Tinker et al. 2012) . For the mocks used in this paper, we have adjusted the parameters of White et al. (2014) that map local density to halo mass to account for the change in redshift (z ∼ 2.5 rather than z ∼ 0.5 in White et al. 2014) , as well as extending this mapping to lower halo masses, as required by the halos occupied by quasars.
To parameterize the halo occupation of quasars, we use the five-parameter HOD presented in Tinker et al. (2012) , which separates objects into central quasars and satellite quasars. To determine the HOD of the DR14 quasar sample, the peak of the n(z) curve is the number density that the HOD is required to match. This number, in addition to the quasar large-scale bias measurement of bQ = 2.45 allows us to determine the duty cycle of quasars. In the HOD context, the duty cycle is the fraction of halos that have quasars at their centres. There is some extra freedom due to the fraction of quasars that are satellites in larger halos, but this population is a minority of quasars. The left-hand side of Fig. 9 shows the HOD that matches both the peak of n(z) and bQ = 2.45 (Laurent et al. 2017 ) with a satellite fraction of 0.15. The right-hand side of Figure 9 compares the projected correlation function predicted by this HOD to measurements of quasar clustering from Kayo & Oguri (2012) and Ross et al. (2009) . Although the quasar selection algorithms for these two papers are markedly different from eBOSS DR14, both yielding much smaller number densities than the DR14 sample, the measured clustering is remarkably similar to that predicted by the HOD model. The smaller number density in the Ross et al. (2009) and Kayo & Oguri (2012) samples would be reflected in a lower duty cycle, with limited impact on the amplitude and shape of clustering.
The implementation of the HOD used here assumes no correlation between the occupation of central and satellite quasars; i.e., the presence of a satellite quasar is not conditioned on the existence of a central quasar in a given halo. This assumption is also borne out by Fig. 9 -if all satellites were required to exist in halos with a central quasar, the amplitude of wp(rp) at rp 1h −1 Mpc would be larger by a factor of 100 while the large-scale bias would be unchanged. Such a dramatic change in the shape of quasar clustering is clearly not allowed by the data.
We simulated 100 cubic boxes of size L = 5120h −1 Mpc.
The boxes are remapped to fit the volume of the full planned survey using the code MAKE SURVEY Carlson & White (2010) ; White et al. (2014) . The same 100 cubic boxes are used for the Northern and Southern Galactic caps. The analysis presented here is based on the first two years of eBOSS data and therefore on a smaller volume. This situation allows to use different parts of a single QPM box to produce different realizations. Changing the orientation of the original box, we identified four configurations with less than 1.5 per cent overlap. We used these configurations to produce 400 QPM mocks per Galactic cap. The overlap between SGC and NGC can be as high as 10 per cent, but we identified pairs of configurations where the overlap is kept below 2 per cent. In this way we are able to compare Fourier space and configuration space results for the whole survey on a mock-by-mock basis (see Section 6). We transform the boxes to mock catalogs in the following manner. Cartesian comoving coordinates of the cubic boxes are transformed to angular coordinates and radial distances using a flat ΛCDM cosmology defined in Table 2 . Objects outside the angular mask are removed and veto masks accounting for bright stars, bright objects, plates centerposts and bad photometric fields are applied in the same manner as for the data (see Section 3.2). The number density of quasars is downsampled to fit the redshift distribution (see Fig. 1 ) and FKP weights are calculated using the same value of P0 (see Eq. 4). Furthermore, redshifts are smeared according to a Gaussian distribution of width taken from the eBOSS early analysis Dawson et al. (2016) , namely σz = 300 km s −1 for z < 1.5 and σz = 400 × (z − 1.5) + 300 km s −1 above.
TESTS ON MOCKS
We test our methodological choices by analyzing our mock catalogs and the robustness of the results to these different choices. These tests inform our decisions about how to combine results from different clustering estimators. When quoting uncertainties, we use half the width of the ∆χ 2 = 1 region, matching the approach of Ross et al. (2015) . This choice best extrapolates to the expectation for data with greater signal to noise (e.g., future data releases), as the likelihood for BAO measurements is generally wider than a Gaussian distribution 12 . We first consider the results obtained from the mean of the mock samples, which are listed in Table 3 . For α, we subtract the expected value of 1.0010 from the EZ mocks and and 1.0011 for the QPM mocks. All of the mean mock results are biased to be high, by between 0.001 and 0.004. The correlation function and power spectrum results show good agreement, with negligible differences in α and its uncertainty for our fiducial cases.
Non-linear structure growth is expected to produce such slightly biased α values, of expected fractional size ∼ 0.5D(z) 2 (Padmanabhan & White 2009 ), implying a shift of 0.13 per cent for the DR14 quasar sample. We test this assumption by using Blas et al. (2016) to produce a BAO template that incorporates the expected non-linear structure growth effects. We compare this result to our template given by Eq. 14 with Σ nl = 3.7h −1 Mpc, as such a value yields a BAO feature of matching size. We measure a shift between the two templates of 0.07 per cent, which represents the prediction for the shift in α for the matter power spectrum. Padmanabhan & White (2009) demonstrate the expected shift is roughly proportional to the bias of the sample, as the shift can be explained by higher-order bias terms and these for dark matter halos are roughly proportional to the linear bias. Given that Laurent et al. (2017) obtains a bias of 2.45 for eBOSS quasars, we should expect roughly 0.2 per cent shifts in the α recovered from our fiducial template (which includes no shifts due to non-linear structure growth). This prediction is generally consistent with our results when using the mean of the mocks. The differences in these tests, compared with the expected α, are at most 2σ in terms of the ensemble of mocks being tested and never more than 0.1σ compared to the expected result for a single realization. We thus consider any potential bias due to non-linear structure growth to be negligible given the uncertainty obtained from the DR14 quasar sample.
In order to test the effect of redshift uncertainties, we have run the QPM mocks with a variety of assumptions on the redshift uncertainty; full details can be found in Zarrouk et al. (in prep.) . We simply consider the fiducial case, with redshift uncertainty matching Fig. 11 of Dawson et al. (2016) and a case without any redshift uncertainty. Without any redshift uncertainty, the mean ξ(s) of the QPM mocks is best-fit by Σ nl = 3.7h −1 Mpc; with the redshift uncertainty, the best-fit is Σ nl = 5.5h −1 Mpc. These results suggest our choice to use Σ nl = 6.0h −1 Mpc is slightly conservative (greater Σ nl leads to a greater uncertainty obtained from the likelihood). Table 4 displays the results obtained when fitting each individual mock. Here, we only report statistics for mocks that have a ∆χ 2 = 1 on both sides of the minimum χ 2 , within our prior range of 0.8 < α < 1.2. We designate each such mock result a 'detection'. Over 90 per cent of the mock samples satisfy this condition. For this reason, the mean σs are slightly less than that obtained for the mean of the mock realizations (multiplying the uncertainty in Table 3 by √ N mock ). The standard deviation of these samples is close to the mean uncertainty, as would be expected for a Gaussian distribution. Table 3 . Tests of BAO fits on the mean of the quasar mocks. Fiducial results use the EZmocks for the covariance matrix, ∆s = 8h −1 Mpc; 35 < s < 180h −1 Mpc for ξ(s), and evenly-spaced ∆k = 0.01hMpc −1 ; 0.02 < k < 0.23 hMpc −1 for P (k). The uncertainties are those for the full ensemble, e.g., one with 1000 (400) times the size of a single EZ (QPM) mock. The EZmock and QPM results are independent, but results using the same set of mocks are highly correlated. A small positive bias is expected from non-linear structure growth, see text for details.
0.0022 ± 0.0016 A 4 , A 5 terms 0.0037 ± 0.0017
0.0012 ± 0.0026 Table 4 . Statistics for BAO fits on EZ and QPM mocks. α is the mean measured BAO parameter with 1σ bounds within the range 0.8 < α < 1.2. σ is the same for the uncertainty obtained from ∆χ 2 = 1 region and S is the standard deviation of these α. N det is the number of realizations with such 1σ bounds. Both EZmocks and QPMmocks were created with a slightly different cosmology than our fiducial assumed cosmology. Thus, for the EZmocks, the expected α values are 1.0010; and for QPM 1.0011. The ξ bin size is 8h −1 Mpc, unless noted otherwise. Tests of shifting bin centres are noted by +x, with x representing the shift in h −1 Mpc. The damping is Σ nl = 6h −1 Mpc, unless otherwise noted. The binning for P (k) is linear spaced in 0.01hMpc −1 , unless otherwise noted. As for ξ, test of shifting bin centres are noted by +x/4, with x/4 representing the shift in fractions of the k-bin size. The EZmock and QPM results are independent, but results using the same set of mocks are highly correlated. A small positive bias is expected from non-linear structure growth, see text for details. For the correlation function, the mean α values are similar to those obtained when testing the mean of the mocks, as expected. We test bin sizes of 5h −1 Mpc and 8h −1 Mpc; the results are extremely similar and we thus choose 8h −1 Mpc binning as it represents the smaller data vector. The QPM and EZ mocks produce consistent results, suggesting the separate methods agree on the expected BAO signal-to-noise ratio in our DR14 quasar sample. In particular, the results for the QPM mocks are insensitive to whether we use the QPM mocks or the EZ mocks to construct the covariance matrix used for the fits. This suggests our results are robust to uncertainties in how we construct the covariance matrix.
For 8h −1 Mpc correlation function binning, results using different bin centres are not perfectly correlated. Instead, the correlation factors, when shifting by each available 2h −1 Mpc shift, are close to 0.9 (the range is 0.88 to 0.92). Thus, slightly improved results are obtained when combining the results of these four bin centres; for Gaussian distributions, we would expect a 4 per cent improvement given four measurements with correlation 0.9. We combine the results by simply taking the mean of the four likelihoods, matching the approach of Ross et al. (2015) . This combination increases the number of detections from 932 to 939 and reduces the standard deviation from 0.050 to 0.049. These results are labeled 'combined' in Table 4 and represent our optimized method for measuring the correlation function BAO scale.
We find broadly consistent results in Fourier space. The fiducial power spectrum case recovers essentially the same number of detections (929 compared to 932) and has a slightly larger mean uncertainty and standard deviation. We test four bin centres for P (k), shifting the centre by factors of 0.025kMpc −1 . These results are more correlated than the ξ(s) bin centre results, as they range 0.94 and 0.96. Combining across the bin centre results by taking the mean of the four likelihoods increases the number of detections to 941 while keeping the mean uncertainty and standard deviation unchanged. The power spectrum results are consistent whether the QPM or EZ mocks are being tested, whether a logarithmic or linear k-space binning is used, and whether the maximum k-vector for the analysis is set to 0.23 or 0.30 hMpc −1 . We compare the P (k) and ξ(s) results directly for the cases where we averaged across the bin centres for the EZmocks (denoted 'combined' in Table 4 ). The recovered α are plotted against each other in the top panel Fig. 10 , using steelblue circles. The results are strongly correlated (the correlation factor is 0.97) and are unbiased relative to each other. The bottom panel in Fig. 10 displays the uncertainty of the combined P (k) and ξ(s) results. The uncertainties are not as correlated as the best-fit α, as the uncertainties obtained from the P (k) likelihoods are more narrowly distributed than the ξ(s) counterparts.
Given that the combined P (k) and ξ(s) produce slightly different likelihoods, but with strong correlation in the maximum likelihood, we adopt the mean of the P (k) and ξ(s) results as a 'consensus' measurement. Doing so, we obtain a slight increase in the number of detections (up to 944) and the standard deviation in the maximum likelihood value of α matches the mean uncertainty obtained from the likelihood. Further, (α − α )/σ(α) is distributed similarly to a unit Gaussian distribution, as shown in Fig. 11 . These results suggest that the uncertainty we obtain by combining the P (k) and ξ(s) likelihoods are indeed good estimates of the uncertainty on α for each mock realization. We copy this approach when obtaining our consensus results using the DR14 quasar data.
The tests presented in this Section define our procedure for obtaining BAO measurements from the data. The results suggest that there are no reasonable methodological choices that will affect our estimate of the uncertainty on our measurements by more than 10 per cent or bias our results by more than 0.1σ.
RESULTS
Clustering Measurements
We measure the clustering of the DR14 quasar sample in the respective SGC and NGC regions, i.e., the window function is normalized in each respective region, and then the results are combined. In this section, we present the clustering measurements, in both configuration and Fourier space, comparing the results to each other and to the mock DR14 samples. is broadly consistent with the mean of the mocks and with each other. Each recovers a good χ 2 when tested against the mean of the mocks, both when the NGC and SGC are combined and compared individually. We use the sum of the respective covariance matrices to test the consistency between the NGC and SGC, over the same range of scales. The χ 2 is 30.0 for these 24 measurement bins, suggesting the clustering of the two regions is consistent.
The bottom panel of Fig. 5 displays the results combining NGC and SGC (now with a solid black curve for the data) and includes the mean of the QPM mocks for an additional comparison. The χ 2 /dof, when comparing against both sets of mocks, is close to one and what appears to be the BAO feature can be seen at s ∼ 100h −1 Mpc. In configuration space, the DR14 quasar clustering is consistent with the expected signal and noise. The grey dashed line in the figure displays the clustering of the DR14 quasar sample when the systematic weights (defined in Section 3.4) for depth and Galactic extinction are not used. The χ 2 in comparison to the mocks is labeled in parentheses in the figure; it is worse by Figure 11 . The distribution of mock BAO results obtained from combining the power spectrum and correlation function BAO results, compared to a unit Gaussian. The low Dn and the high p-value suggest that the uncertainties we obtain are as expected for a Gaussian distribution.
∆χ 2 > 190. This result is equivalent to having greater than a 13σ effect, and can be compared to BOSS DR12, where the systematic weights had at most a 4σ effect on the measured clustering . Fig. 6 displays the same information as in Fig. 5 , but in Fourier space. As expected, there is a similar consistency between the NGC and the SGC results, compared to each other and to the mean of the mock samples. For this comparison, we have added a constant value to the mock results; otherwise the agreement would not be so excellent. The mean P (k) of the mocks with no constant applied are shown by the dotted curves. We marginalize over a free constant term in the BAO analysis, and therefore believe this to be a fair comparison to evaluate the agreement, in terms of the signal relevant to the BAO measurement. Further, this difference in power clearly does not strongly affect the covariance matrix, as we obtained nearly identical results when fitting the QPM mocks when using either the QPM mocks or EZmocks to construct the covariance matrix. The effect of the systematic weights is negligible at scales k > 0.02hMpc −1 ; the result without applying the weights is barely distinguishable (it is plotted with a grey, dashed curve) and the χ 2 comparison to the mean of the mock samples changes by at most 5.2 (when compared to the QPM mocks). These results imply that, while the effect of the systematic weights has great total significance, any effect on the measurement of the BAO scale is likely to be negligible.
BAO Measurements
Fig. 12 displays the measured BAO feature in the eBOSS DR14 quasar sample, using our fiducial analysis choices. The top panel shows the Fourier-space result and the bottom panel the result in configuration space. The BAO feature has been isolated in each case by subtracting the smooth component of the best-fit model; for P (k), we also divide the results by the smooth component. A clear BAO feature is visible in both spaces.
The statistics for the BAO measurement can be found in top rows of Table 5 . These are the 'combined' results, where we have taken the mean likelihood across our four bin centres (as described Figure 12 . The eBOSS DR14 quasar spherically-averaged BAO signal, in Fourier-(top; P (k)) and configuration-(bottom; ξ(s)) space. In order to isolate the BAO feature, we have subtracted the smooth component of the best-fit model from the best-fit model and the measurements. In Fourierspace, we have additionally divided by the smooth component of the best-fit P (k) model. Each clustering statistic prefers the BAO model to the smooth model at better than 2.5σ and obtains a BAO distance measurement with a precision slightly greater than 4 per cent.
in Section 6). For both P (k) and ξ(s), the χ 2 /dof is less than 1 and the precision is close to 4 per cent, with ξ(s) obtaining somewhat better precision (3.7 compared to 4.0 per cent). The two measurements differ by only 0.001 in α. If anything, the agreement is surprisingly good. One can compare the orange star, representing our DR14 measurements, to the locus of mocks in the top panel of Fig. 10 . The bottom panel of the same figure displays the comparison of the uncertainties we recover from each measurement. Our results are more precise than the average results but are clearly within the locus of points thus suggesting they are consistent with any expectations provided by our tests on mocks. We combine the two likelihoods and obtain a precision of 3.8 per cent. Translating this result to a distance measurement yields DV (z = 1.52) = 3843 ± 147 (r d /r d,fid ) Mpc. Fig. 13 displays the likelihood and detection significance, in terms of ∆χ 2 , derived from the spherically-averaged correlation function (purple), power spectrum (burlywood), and their mean (black). The dashed curve represents the no BAO model; one can observe that the detection significance is greater than 2.8σ for both P (k) and ξ(s). All of the likelihoods are similarly skewed compared to a Gaussian, as large values of α are not rejected to the same extent as low values. The black curve represents the eBOSS DR14 quasar BAO distance measurement. For any cosmological tests, we recommend directly using this likelihood, which is publicly available 13 . Robustness tests for our BAO measurements are shown in the bottom rows Table 5 . We find no particular causes for concern. Importantly, switching from our fiducial choice of redshift to ZPCA shifts the recovered α by only 0.012 (less than one third σ) for both ξ(s) and P (k) and increases the mean of the P (k) and ξ(s) un- ξ(s) P (k) P (k) + ξ(s) Figure 13 . The solid curve displays the likelihood of the BAO parameter α, in terms of ∆χ 2 , recovered from the spherically averaged correlation function of the DR14 quasar sample. The dashed curve displays the same information for a no BAO model, where ∆χ 2 is determined by subtracting the minimum χ 2 from the BAO model. The detection significance is slightly less than 3σ and the likelihood is slightly skewed compared to the Gaussian expectation. The purple curve displays correlation function results and the burlywood curve displays the power spectrum result. The black curve is the mean of the two likelihoods, which is what we use as our final measurement.
certainty from 0.038 to 0.040. These results have been combined across bin centres and can be compared directly to the DR14 results on the top lines of the table. The choice of redshift technique clearly does not have a strong impact on our results. Zarrouk et al. (in prep.) will examine this issue more closely in the context of RSD measurements, but we note that, e.g., we find no clear differences in the linear bias or excess large-scale clustering obtained using either redshift. Additional robustness tests should be compared to the 'fiducial' results, which are the results for the fiducial choice of bin centre. The variations with bin centre for ξ(s) (labeled +x) and P (k) (labeled +x/4) are consistent with our findings testing our results with mocks; the mean of these four likelihoods is used as the DR14 ξ(s) measurement, labeled 'combined' in the top rows. Additional tests produce no changes that are greater than 0.2σ for ξ(s). For P (k), the greatest change is only 0.3σ when switching to logarithmic binning and increasing kmax to 0.3hMpc −1 . Finally, the results obtained from the independent NGC and SGC regions agree within 1σ, for both ξ(s) and P (k)
The systematic weights have negligible effects on our measurements, despite their enormous (13σ) effect on the large-scale correlation function of the DR14 quasar sample. We simply recover less than a 0.1σ shift in α and a 5 per cent increase in the uncertainty. The χ 2 of the best-fit actually decreases (by 1), suggesting the effect of the depth and extinction systematics on our correlation function measurements are trivially accounted for with the polynomial terms in our BAO model.
For both ξ(s) and P (k), there is a slight correlation between the assumed Σ nl and the recovered α that is less than ∼0.2σ when testing in the range ±3.0h
1 Mpc around our fiducial choice, with a similar impact on the size of the recovered uncertainty. For P (k), we are able to marginalize over this parameter in the fit (using a Gaussian prior of ±3.0h
1 Mpc) and we recover a result that matches the fiducial result with Σ nl fixed at 6.0h
1 Mpc to better than 0.1σ. Thus, not only does the choice of Σ nl have a minor effect on our analysis, our choice for its fiducial value is sufficiently close to the best-fit value as to not make a difference in our results. Overall, the robustness tests suggest that our results are insensitive to arbitrary choices in the analysis or the way the catalog was constructed. This is consistent with Ross et al. (2017) ; VargasMagaña et al. (2016) who showed that systematic uncertainties are small compared to the BOSS DR12 statistical uncertainties. The BOSS DR12 precision is a factor of four better than our own, and thus makes these systematic uncertainties negligibly small for our analysis. A separate systematic uncertainty is the possible shift in the acoustic peak due to a coupling of the quasar density field to the small relative velocity between baryons and cold dark matter at high redshift (Tseliakhovich & Hirata 2010; Dalal et al. 2010; Yoo et al. 2011; Slepian & Eisenstein 2015; Blazek et al. 2016; Schmidt 2016) . This has been shown to be less than 0.5 per cent for low redshift galaxies (Yoo et al. 2013; Beutler et al. 2016; ) and we expect it to be a minor effect for quasars with z ∼ 1.5, compared to our statistical uncertainty. Further study is warranted, especially as the statistical uncertainty will be considerably improved with future datasets.
COSMOLOGICAL IMPLICATIONS
In this section, we briefly discuss the cosmological implications of our DR14 quasar BAO measurement of DV (z = 1.52) = 3843 ± 147 (r d /r d,fid ) Mpc. We first present an updated BAO distance ladder and then demonstrate how this BAO distance ladder alone provides a powerful constraint on the geometry of the Universe.
Fig. 14 displays our spherically averaged BAO measurements overplotted with the ΛCDM prediction from Planck (Planck Collaboration et al. 2015) , compared to various similar measurements in the literature: the 6dFGS result from Beutler et al. (2011) , the SDSS MGS result from Ross et al. (2015) , the BOSS DR12 results from Alam et al. (2016) , the WiggleZ results from Kazin et al. (2014) Figure 15 . Left: The 68 and 95% CL contour plots for Ωm and Ω Λ using only the three sets of BAO data as illustrated in the legend. Here we assume only that the BAO scale is constant with redshift (and thus treat r d as a nuisance parameter we marginalized over). The dashed line illustrates a flat Universe in which Ωm + Ω Λ = 1; Right: The one-dimensional probability distribution of Ω Λ derived using three BAO datasets. Thus, the cosmology preferred by BAO distance scale measurements is flat ΛCDM and non-zero Λ is preferred at 3.3σ for the combination BOSS galaxies and our eBOSS DR14 quasar measurement and is preferred at 6.5σ for the combination of all available BAO measurements (including BOSS Lyα, which increases this preference the most). See text for further details.
(2014b) measurement using the cross-correlation of the Lyα forest and quasars. Our measurement is in clear agreement with the expansion history predicted by Planck and other spherically averaged BAO distance measurements.
We have projected the combined Lyα results onto a DV measurement, which brings them into agreement with the Planck prediction. These Lyα measurements are in > 2σ tension when considering their sensitivity to H(z) and DA(z) separately. We do not attempt to perform this decomposition with the DR14 quasar sample, as its signal-to-noise ratio makes it difficult to perform this decomposition robustly with BAO-only measurements. This will be done with future eBOSS quasar studies incorporating the RSD signal or using larger data sets.
We use the BAO distance ladder to constrain the geometry of the Universe. To do so, we assume only that the BAO feature has a constant co-moving size; we assume no knowledge of the physics that produced the feature. We use an open ΛCDM cosmology, which is parametrised using three parameters,
where ΩΛ denotes the fractional energy budget contributed by dark energy, and H0 the Hubble parameter. This approach matches that recently presented in Aubourg et al. (2015) ; Bautista et al. (2017) . In this way, we are using only BAO measurements in order to test cosmology. We defer further study of the cosmological constraints afforded by our eBOSS DR14 quasar BAO measurement in combination with non-BAO data to future studies. To obtain the constraint on Ωm and ΩΛ, which quantifies the cosmic geometry at the present epoch, we perform a Monte Carlo Markov Chain (MCMC) fitting using a modified version of CosmoMC (Lewis & Bridle 2002) , and marginalise over H0r d . The datasets we use are as follows,
• BOSS galaxies: The anisotropic BAO measurement from BOSS DR12 presented in Alam et al. (2016) ;
• BOSS galaxies+eBOSS: The isotropic BAO measurement DV (z = 1.52) = 3843 ± 147 (r d /r d,fid ) Mpc determined in this work combined with the BOSS DR12 BAO measurement;
• Full BAO: BOSS galaxies+eBOSS combined with the anisotropic BAO measurement from the DR11 Lyman-α crosscorrelation sample (Font-Ribera et al. 2014b ) and the DR12 autocorrelation sample Bautista et al. (2017) , and the isotropic BAO measurements using MGS (Ross et al. 2015) and 6dFGRS (Beutler et al. 2011 ) galaxy samples.
The 68 & 95% CL joint constraint on Ωm and ΩΛ, and the onedimensional probability distribution of ΩΛ, are shown in Fig 15. The quasar BAO measurement in this work significantly improves the constraint, i.e., 
denotes the Figure of Merit (FoM) of the geometric constraint of the Universe. The significance of ΩΛ > 0, in other words, the existence of dark energy, is raised from 2.9σ to 3.4σ CL when the eBOSS quasar BAO is added to BOSS galaxies. Despite its relative lack in precision, the eBOSS DR14 quasar BAO measurement is able to provide a significant improvement over the BOSS galaxy BAO measurements alone as it provides a high-redshift constraint. Importantly, using all BAO measurements to date (the Full BAO) sample, we reach a 6.6σ detection of dark energy using BAO alone; this considerable improvement is mainly provided by the higher redshift and more precise BOSS Lyα measurements discussed ear-lier in this section 14 . Finally, all variations of the data set tested are in full agreement with a flat geometry.
BAO distance measurements continue to be in broad agreement with the flat ΛCDM model and the best-fit parameters from the Planck mission (Planck Collaboration et al. 2015) assuming this model.
CONCLUSIONS
We have used a sample of 147,000 quasars distributed over more than 2000 deg 2 in order to obtain the spherically-averaged BAO measurement DV (z = 1.52) = 3843 ± 147 (r d /r d,fid ) Mpc. We have demonstrated this measurement is robust against a variety of methodological and observational concerns and choices, once again demonstrating BAO distance measurements to be one of the most robust observational probes of dark energy (as shown/discussed previously in, e.g., Ross et al. 2012; Weinberg et al. 2013; Ross et al. 2017; Vargas-Magaña et al. 2016 ).
These results demonstrate that the BAO signal in the distribution of quasars is consistent with expectations of basic LSS predictions. The clustering we measure and its BAO signal are consistent with that in our mock realizations. While the formation and evolution of quasars remains an active research field, they are clearly not so exotic as to greatly disturb the BAO signal.
We combine our result with previous, independent, BAO distance measurements to construct an updated BAO distance-ladder. Using these BAO data alone, we tested a ΛCDM model with free curvature, assuming only that the acoustic scale has a fixed comoving size. We found ΩΛ > 0 at 6.6σ significance. Considering only BOSS galaxy and eBOSS quasar results, the significance remained greater than 3σ. All of our results are fully consistent with a flat geometry. BAO distance measurements, now across a broad range of redshifts, are in clear agreement with the flat ΛCDM cosmological paradigm.
This work represents the first cosmological analysis to be done with eBOSS quasar data. We expect numerous studies to follow, both with this catalog and with future, larger data sets. In particular, given the wide redshift coverage of the eBOSS quasar sample, there is potentially ample tomographic information along the radial direction. This aspect is crucial to reconstruct the history of the cosmic expansion and structure growth, which is key for the probe of dynamical dark energy Zhao et al. 2017a,b) , modified gravity, and neutrino masses. We expect our DR14 results can be extended through the use of more optimal redshiftweighting methods for the BAO (e.g., Zhu et al. 2016; Wang et al. in prep.) , redshift-space distortion (RSD) analyses, or their combination (Ruggeri et al. 2017) . Additional BAO information can be extracted from higher-order statistics . Further, we anticipate the enormous volume probed by the entire eBOSS quasar sample will afford a precise measurement the signature of primordial non-Gaussianity. The final eBOSS quasar sample is expected to have approximately three times the volume of the DR14 sample, and will thus provide exciting improvements in the statistical precision of our BAO measurement, even without the expected methodological improvements.
The direct use of quasars as a tracer represents only one facet of the eBOSS program. Separate analyses of the eBOSS luminous 14 The DR14 measurement does not provide a significant improvement over what is achieved without it but with Lyα; c.f. Bautista et al. (2017) . red galaxy (LRG) and emission line galaxy (ELG) samples will measure BAO and RSD signal at redshift z ∼0.8, thereby filling the gap in redshift between BOSS galaxies and eBOSS quasars. Lymanα forest studies using eBOSS observations of quasars at z > 2.2 will improve BAO measurements at z ∼ 2.3. Upcoming galaxy spectroscopic surveys will provide unprecedented precision; these include the Hobby-Eberly Telescope Dark Energy Experiment (HETDEX; Hill et al. 2008) 15 , Dark Energy Spectroscopic Instrument (DESI DESI Collaboration et al. 2016a,b) 16 , Prime Focus Spectrograph (PFS; Tamura et al. 2016) 17 and the Euclid satellite mission (Amendola et al. 2013) 18 . These surveys will probe the Universe using multiple tracers including quasars, ELGs and LRGs. The work we have presented, and eBOSS studies in general, represent an exciting first step in obtaining a densely sampled BAO distance ladder to z < 3.
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