Abstract. A model for gaseous diffusion in glassy polymers is developed with a view to accounting for the observations made in dual sorption and certain other phenomena in polymers below their glass transition temperature. In this paper a preliminary study of the effects of both the immobilizing mechanism and the generalized diffusion mechanism on travelling waves and the diffusive wavefronts is made.
and Crank and Park [2] . While it was recognized at the time that many fundamental chemical mechanisms were still unknown, and also that the corresponding mathematical theory was inadequate due to its inherent and often ignored nonlinearity, nevertheless combinations of gross qualitative chemical theories and crude linearizations plus numerical studies gave acceptable answers for the problems of the time [2] . However, recent technological discoveries lead to a variety of new problems far exceeding the capabilities of the previously developed theories. Among these are problems in the disposal of chemical waste, the structural failure of plastics and polymers, the replacement of traditional materials by polymers, the development of barriers (e.g., plastic beverage bottles) to separate gas mixtures, the migration of impurity atoms in solids which should he ultra-pure for their use in solid-state electronic devices, and the role of diffusion in catalysis by porous solids.
Roughly speaking, the major effects depend upon whether the polymer is above (rubbery) or below (glassy) its glass transition temperature and whether the penetrant is a liquid or a gas, but this is only a crude over-simplification. A polymer in its rubbery state responds rapidly (almost instantaneously) to changes in its condition.
This has many simplifying implications, and it is now universally agreed [1] , [3] that diffusion in rubbery polymers is described by the standard Fickian diffusion equation
Ct div (D grad C), in which the diffusivity D is at worst dependent upon the concentration C of the diffusing species; i.e., D =D(C). Although problems involving this equation may be formidable nonlinear boundary value problems, the important qualitative features of diffusion in rubbery polymers can be obtained, and indeed, a rather complete theory [1] exists.
On the other hand, there is no unifying theoretical formulation for glassy polymers. There is not even a complete classification of the various anomalous effects. Glassy polymers respond slowly to changing conditions, and most of the anomalous effects are directly related to this. For example, the changing polymer structure influences the solubility and diffusional mobility. This leads to diffusion coefficients which can depend not only nonlinearly on the state of the system, but also on the previous history of the system, and sometimes even on previous rates of change of the system [1] , [4] . Internal stresses can be induced due to differential swelling of different parts of the polymer [5] [6] [7] . Immobilization (and sometimes reaction) in the interstitial spaces and microvoids greatly affects the sorption of diffusing penetrants [8] [9] [10] . These and many other phenomena have given rise to a partial classification (Case II, Super-case II, dual-mode, anomalous non-Fickian,...) of glassy polymers according to various experimental observations. Indeed, the observations are sometimes so diverse that, rather than any kind of universal theory for glassy polymers it is probably the case that theories of glassy polymers by still to be defined type will be all that is obtainable. In any event, many more studies of special problems are necessary before some more or less global theory can be proposed.
In this paper we shall study the general problem of dual sorption in glassy polymers. We shall be more precise in 2 where we present the equations of motion, but roughly speaking dual sorption involves two distinct mechanisms: (i) ordinary diffusion controlled sorption, and (ii) sorption resulting from the immobilization (or partial immobilization) of diffusing gas molecules by various sites in the polymer [9] .
These sites are interstitial spaces and microvoids which are consequences of local heterogeneities, and which are intimately related to the slow relaxation processes associated with the glassy state of the polymer (probably close to the glass transition temperature).
We shall study systems of equations of the form
and certain natural generalizations of this system for which the theories of Vieth and Sladek [8] , Tshudy and von Frankenberg [9] , Paul and Koros [10] , and Petropoulos [11] are all special cases. Diffusion operators with diffusivity changing according to (1.2) were first proposed by Crank [1] , [12] Because of the relative ease with which it can be obtained, both experimentally and theoretically, the single quantity most commonly used to define the kinetics of the sorption process [7] [8] , [14] noted for gaseous diffusion in a glassy polymer.
In the theories assuming complete immobilization [8] , [10] 
The derivation of (2.10) can be carried out in a more sophisticated manner [10] - [11] by using various thermodynamic arguments and invoking a flux driven by gradients of a chemical potential rather than a concentration. This allows one to relax the assumption of complete immobilization and use instead the concept of partial immobilization of some gas molecules due to several possible mechanisms [1] .
Nevertheless, the form of (2.10) remains the same with only slight modification in the specific constants and functional forms of the coefficients in (2.10).
A [1] , [12] proposed a phenomenological approach which we now generalize to the present problem of dual sorption. This generalization embodies all of the above theories. Crank proposed the system Ux-x (2.14)
He presents simple convincing arguments, which we summarized in 1, to interpret F(C) as an instantaneous diffusion coefficient reflecting instantaneous changes in the polymer, G(C) as an equilibrium diffusion coefficient reflecting the slow relaxation due to its glassy state, and a(C) as a rate tunction controlling the approach to equilibrium. Crank further points out that (2.14) implies that the diffusivity D depends not only on the concentration, but also on the time taken to reach that concentration, and thus, some previous history is also incorporated into (2.14).
Basic to all the theories mentioned above is the explicit assumption of a diffusion mechanism taking account of the relatively slow relaxation of a polymer in its glassy state. This mechanism is superposed on the usual classical diffusion in such a way that the total diffusion process models the experimental observations that at low concentration (and/or pressure) the process acts as a classical (i.e., Fickian) diffusion process with one (possibly concentration dependent) diffusion coefficient, and at high concentration (and/or pressure) the process acts the same way but with a different diffusion coefficient. These regimes are connected by a nonlinear region in which the dominant behavior is due to adjusting to the changing polymer structure (for example, the process of filling microvoids by the binding or immobilizing of some of the diffusion gas). With this observation it is clear that Crank's diffusion mechanism (2.13), (2.14) has the proper ingredients for describing the evolving dittusivity. In addition, lacking detailed knowledge of the complex physical and chemical processes taking place in the interstitial spaces, we can incorporate all possible processes in a general relation (2.11) of the Tshudy-von Frankenberg type. There is no need at this state to make specific assumptions on the distribution of sites or the process at each site, and we incorporate the observations that these complex processes depend on the rate of change and the local flux of the concentration. 
We seek nonnegative solutions of (3. Figure 3 a connector does not exist since u and w do not go to zero as c does.
Near (0, 0, 0) the linearized equations are (3.9) ft c au, (i) a =>2. There are two negative .eigenvalues, u/ and u_, and one positive one, uo. Thus, there is a two-dimensional surface of trajectories approaching (0, 0, 0) and a pair of trajectories going away from (0, 0, 0). This is essentially the three-dimensional analogue of a saddle point in the phase-plane.
(ii) -2 > a > 2. There are two complex eigenvalues, u+, and one real one, u0.
This implies that the trajectories approaching or leaving the origin spiral around it.
Furthermore, since the eigenvectors Y+ are not in the c 0 plane, these trajectories must enter the (unphysical) region c < 0.
(iii) a _<--2. There are two positive eigenvalues, u+, and one negative one, u0. Thus, there is a two-dimensional surface of trajectories leaving the origin and a pair of trajectories approaching it.
Note that (3 15) c=0, u=0, W=woe (3.20) u=c(1-c), 0<c<l, -3"<=w<=g(c)-f(c). We will show that/ > 0 can be chosen to contradict (3.20) . Since W ---{(c, u, w)' 0-<c -< 1, 0_-< u _-< txc (1 -c), -3' <-w <-g(c)-f(c)}. A sketch of the region W is given in Fig. 5 . A study of the derivatives of c, u, and w given by (3.7) shows that at some points on the boundary of W trajectories are We can take y small enough so that the two-dimensional manifold U of (3.17) intersects the plane w =-3' near (1, 0, 0) in a curve F. Since the trajectory c 1, u 0 is on U and is represented by taking n 0 in (3.17), a circle of sufficiently small radius on U about (1, 0, 0) will intersect both the curve. F and the line c 1, u 0. Define E as the part of this circle which lies in W and has one endpoint on F and the other endpoint on a trajectory with c < 1 which exits W through the face w g(c)-f(c).
We shall show that there is a solution of (3.7) starting on E which stays inside W until c 0 and thus terminates in the critical point at (0, 0, 0) Then, the mapping y(T(y0); y0) from E to its image on W-is one-to-one, continuous, and has a continuous inverse.
This version of Wazewski's theorem is due to Dunbar [18] who used it in a similar way. Roughly speaking, the theorem says that, if hypotheses (i) and (ii) are satisfied, and if all trajectories through exit W in finite time, then the image E-of these trajectories on the exit set W-is a continuous curve. From the definition of E we know that the trajectory through one endpoint exits W through the face w g(c)-f(c) while the trajectory through the other endpoint exits W through the face w =-3". Since these two faces are disjoint in the exit set W-, the curve E-cannot be continuous. Thus, if we show that hypotheses (i) and (ii) are satisfied, we can conclude that there must exist a trajectory through E on which it takes infinite time to reach the boundary. Since c is monotonically decreasing, this curve must approach the other critical point at (0, 0, 0) as Since W is closed, condition (i) is satisfied trivially. To show that condition (ii) is satisfied we must show that no trajectory crossing E can reach that part of the boundary of W which is not in W-in finite time. Referring to Table 1 , we see that the part of the boundary of W which is not in W-contains (i) both critical points, (0, 0, 0) and (1, 0, 0), (ii) the trajectories along c 1, u 0 and along c 0, u 0, (iii) the faces u 0 and u c (1 c) .
No trajectory can reach a critical point in finite time, nor do trajectories intersect away from critical points. This implies that, since E does not contain any point on the lines c 1, u 0 and c 0, u 0, no trajectory crossing E can reach these lines in finite time. Trajectories are entering W on the faces u 0 and u =/zc(1-c) so that no trajectory can approach them from inside. Thus, a solution of (3.7) with initial value on E is in the interior of W until it reaches W-, and condition (ii) holds.
We have shown that the conclusion of Wazewski's theorem does not hold, yet conditions (i) and (ii) do hold. It must be, therefore, that condition (iii) does not hold.
Since is compact, and trajectories intersect it at most once, then # o. Thus, there is at least one trajectory crossing which never leaves W. From the previous paragraph, this trajectory remains in the interior of W for all finite time. So u > 0 and (3.7) imply that c is monotonically decreasing, and this trajectory must approach the origin.
We conclude that for large enough values of the wavespeed a, there is always at least one trajectory of (3.7) going from the critical point at (1, 0, 0) to the critical point at the origin. This connecting trajectory is a traveling wave front solution of (3.2)-(3.3). 4 . A constructive approximation. In the case where k is small we can construct and prove the convergence of an interative approximation which exhibits the analytic structure of the traveling wave solutions. Furthermore, we need not assume that the wave speed is large. We shall follow the method of Kopell and Howard [19] who also constructed a three-dimensional connector for a similar problem.
Thus, we again consider (2.15), (2.16) with R (x, t, C, C,, Cx) given by (3.1). Define 
We seek nonnegative traveling wave solutions of (4.2), (4.3) assuming only that a(0) >0 and F(0) G(0). Thus, assume that ' where we have chosen the constant of integration so that ZI(0)=1/2. The vector (Z1, Z2, Z3) of (4.11) is the lowest order approximation to the trajectory we are seeking; it has the typical hyperbolic tangent structure describing the transition between two states.
Define r/(t) by (4.12) ) Za= tanh-I +err(t). We will show that as n az, the iterates (r/(")(t), Z(z")(t), Z3")(t)) converge to a In'(t)l <--, IZ2 (t)l < 2L, IZ(3 ") (t)l < 2M, so that the iterates are uniformly bounded.
Using the uniform bounds, we next show that each iterate tends to zero as +o0.
We present only the calculation for t--oo; the case +o0 is similar. We need the preliminary result that if (t) is bounded for all t, and if -(t)---bt b is a constant and k > 0, then as -oo (4.24) I o e-a :(t + eO) dO In a similar manner we obtain that these iterates tend to the other critical point (1, 0, 0) as +oo. Finally, we show that the iterates converge to a solution of (4.13) [20] . An excellent more modern account of the method together with extensive references and applications to problems in heat transfer is given by Goodman [21] .
We introduce the quantity 6(t) called the penetration distance (or propagating concentration front). For x >g(t) the polymer is at its equilibrium (i.e., initial) concentration, and there is no flux transferred beyond x 6(t). Thus, (5.1) C=0 atx=6(t), (5.2) DC,, 0 at x 6(t).
It is important to note that for our problem the "signal speed" is infinite. That is, solutions have a finite value for all x for all positive for any initial or boundary data. This is a consequence of the fact that he characteristic surfaces for parabolic equations are parallel to the spatial axes. For practical purposes and often as a basis for sophisticated approximation techniques one defines a diffusion front as the locus of points moving with a given concentration. Clearly, on our problem we proceed in the standard way to take the concentration field C(x,t) to be zero for x >t(t) to within the accuracy of the approximation or equivalently we define the front to be the locus of a given (presumably small) concentration.
To assess the effect of our diffusive operator we consider x>0, t>0, Here Co is a prescribed constant. The kinetic term R and variable boundary data can be incorporated, but this complicates the algebra without adding anything essential to our study. We will comment on this later. Upon integrating (5.3) with respect to x from 0 to 6(t), and making use of (5. ACo ACo (5.17) a2(t)'--Fot for small t, (5.18) 82(t)'---Got +(Fo-Go) for large t.
Thus, (5.15) 
