Constraint qualification in a general class of nondifferentiable mathematical programming problems  by Zheng, Xiaojin et al.
Computers and Mathematics with Applications 53 (2007) 21–27
www.elsevier.com/locate/camwa
Constraint qualification in a general class of nondifferentiable
mathematical programming problems
Xiaojin Zhenga,∗, Zengkun Xua, Cheng Lib
a School of Mathematics, Physics and Information Engineering, Zhejiang Normal University, Jinhua Zhejiang 321004, People’s Republic of China
bNormal School of Jinhua College of Profession and Technology, Jinhua Zhejiang 321017, People’s Republic of China
Received 21 December 2005; received in revised form 12 May 2006; accepted 16 May 2006
Abstract
The Kuhn–Tucker type necessary optimality conditions are given for the problem of minimizing a local Lipschitzian function
subject to a set of differentiable nonlinear inequalities on a convex subset C of Rn , under the conditions of the generalized
Kuhn–Tucker constraint qualification or the generalized Arrow–Hurwicz–Uzawa constraint qualification. The case when the set C
is open is shown to be a special one of our results, which helps us to improve some of the existing results in the literature. What’s
more, the case when the object function is the sum of a differentiable function and a convex function is also the special case of our
results. Finally, the case when the object function is the quotient of two Lipschitz functions is the special case of our results too.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In this paper, we consider the following Lipschitzian mathematical programming problem:
(P) min f (x), s.t. g(x) 6 0, x ∈ C, (1)
where f : Rn → R, g = (g1, g2, . . . , gm) : Rn → Rm , g is assumed to be differentiable, f is locally Lipschitzian
continuous on C (see the definition in [1]) and C is a convex subset of Rn . Generally we do not care about the
differentiability of f , so problem (P) is a nondifferentiable mathematical programming problem.
A class of nondifferentiable problems, which has been studied extensively, is as follows:
(P1) min f (x)+ φ(x), s.t. g(x) 6 0, x ∈ C
where C and g are as above and f, φ : Rn → R, f is assumed to be differentiable, and φ is a proper convex function
on Rn .
When φ(x) = (xT Bx)1/2 and C = Rn , Mond [2] proposed the problems and got a necessary optimality
condition under a certain complicated constraint qualification. Later, the problem was generalized by Aggarwal and
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Saxena [3] to fractional programming, and then by Singh [4] and Lai et al. [5] to minimax fractional programming.
Corresponding necessary conditions were obtained under the constraint qualifications of the same type as given
in [2]. Based on the necessary conditions, sufficient conditions or Wolfe-type duals were considered in the above-
mentioned papers. Of course, if in the problem proposed in Mond [2] both f and g are convex functions (not
necessarily differentiable), then a necessary and sufficient optimality condition can be obtained under the Slater
constraint qualification; see Schechter [6], for example. Recently, Xu [7] obtained the Kuhn–Tucker type necessary
optimality conditions for problem (P1) under the conditions of the generalized Kuhn–Tucker constraint qualification
or the generalized Arrow–Hurwicz–Uzawa constraint qualification.
It is of interest to find more practical constraint qualifications under which a local minimizer x¯ of problem (P) is a
(generalized) Kuhn–Tucker point of the problem; i.e., there is λ¯ ∈ Rm+ such that
0 ∈ ∂ f (x¯)+∇g(x¯)λ¯+ NC (x¯),
g(x¯)λ¯ = 0,
where ∂ , NC (x¯) denote the generalized gradient operator in the sense of Clarke [1] and the normal cone to C at x¯
respectively, and
∇g(x¯) = (∇g1(x¯), . . . ,∇gm(x¯)) ∈ Rn×m .
The remainder of this paper is organized as follows. In Section 2, we present some useful lemmas by which
our main results can be proved easily. In Section 3 we establish the main result: a necessary optimality condition
for problem (P) (Theorem 3.1). In Section 4 some special cases of problem (P) were introduced, which helps us to
improve some of the existing results in the literature.
2. A preliminary lemma
In order to derive the Kuhn–Tucker type necessary optimality conditions, we need the following important lemmas:
Lemma 2.1 ([7]). Let C be a nonempty convex set of Rn . Then, for any x◦ ∈ clC \ riC, one has
(riC − x◦) ∩ TaffC\riC (x◦) = ∅,
where TaffC\riC (x◦) denotes the tangent cone to affC \ riC at x◦ in the sense of Clarke [1].
Lemma 2.2. Let f be a locally Lipschitzian function on a convex set C and let x¯ ∈ C. If for any x ∈ C, there is a
ξx ∈ ∂ f (x¯) such that 〈ξx , x − x¯〉 > 0. Then there is a ξ¯ ∈ ∂ f (x¯) such that
〈ξ¯ , x − x¯〉 > 0, for all x ∈ C.
Proof. By Proposition 2.1.2 in [1], we have
f ◦(x¯; v) = max{〈ξ, v〉 : ξ ∈ ∂ f (x¯)}, for all v ∈ Rn .
By Theorem 4.2 in [8], we know that f ◦(x¯; v) is a convex function of v. Hence by the hypothesis of the lemma
min
y∈C f
◦(x¯; y − x¯) = min
y∈C max{〈ξ, y − x¯〉 : ξ ∈ ∂ f (x¯)} = 0.
Without loss of generality, we can reduce the argument to the case where x¯ = 0, f ◦(0; 0) = 0, and consequently
min
y∈C f
◦(x¯; y − x¯) = f ◦(0; 0) = 0.
Let us consider now the convex sets
C1 = {(v, µ) ∈ Rn+1|µ > f ◦(0; v)},
C2 = {(v, µ) ∈ Rn+1|v ∈ C, µ 6 0}.
According to Lemma 7.3 in [6],
riC1 = {(v, µ) ∈ Rn+1|µ > f ◦(0; v)},
riC2 = {(v, µ) ∈ Rn+1|v ∈ riC, µ < 0}.
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Since the minimum of f ◦(0; ·) is 0, it follows that (riC1) ∩ (riC2) = ∅. Hence C1 and C2 can be separated properly
by some hyperplane in Rn+1 (Theorem 11.3 in [8]). The separating hyperplane cannot be vertical, for if it were its
image under the projection (x, µ) → x would be a hyperplane in Rn separating Rn and riC properly, and this is
impossible because riC ∩ Rn 6= ∅. The separating hyperplane must therefore be the graph of an affine function on
Rn , in fact a linear function since C1 and C2 have the origin of Rn+1 in common. Thus there is an ξ¯ ∈ Rn such that
µ > 〈ξ¯ , v〉, for all (v, µ) ∈ C1,
µ 6 〈ξ¯ , v〉, for all (v, µ) ∈ C2.
The latter conditions can be expressed respectively as
f ◦(0; v) > f ◦(0; 0)+ 〈ξ¯ , v − 0〉, for all v ∈ Rn,
0 > 〈−ξ¯ , v − 0〉, for all v ∈ C.
It follows that
ξ¯ ∈ ∂ f (0), 〈ξ¯ , v〉 > 0, for all v ∈ C,
and the proof is complete. 
Lemma 2.3. Let C be a convex set and let x¯ ∈ C, then N{x¯}∪riC (x¯) = NC (x¯).
Proof. First we have N{x¯}∪riC (x¯) ⊇ NC (x¯) by definition. If y ∈ N{x¯}∪riC (x¯), then
yT (x − x¯) 6 0, for all x ∈ {x¯} ∪ riC.
If x¯ ∈ riC ,
λx¯ + (1− λ)z ∈ riC, for all z ∈ C, for all λ ∈ (0, 1),
yT [λx¯ + (1− λ)z − x¯] = (1− λ)yT (z − x¯) 6 0.
If x¯ ∈ C \ riC ⊆ clC \ riC , then
λx + (1− λ)x¯ ∈ riC, for all x ∈ riC.
Hence
yT [λx + (1− λ)x¯ − x¯] = λyT (x − x¯) 6 0.
Consequently y ∈ NC (x¯), N{x¯}∪riC (x¯) ⊆ NC (x¯). So N{x¯}∪riC (x¯) = NC (x¯). The proof is completed. 
Lemma 2.4 ([8]). Let f be a proper convex function on Rn , and let S be an any bounded closed subset of ri (dom f ),
then f is Lipschitz on S.
3. Main results
For the reader’s convenience, we write the problem defined in Section 1.
(P) min f (x), s.t. g(x) 6 0, x ∈ C.
Denote
X = {x ∈ Rn|g(x) 6 0},
I = I (x¯) = {i |gi (x) = 0, i = 1, 2, . . . ,m}.
Let gI be the row vector whose components are gi , i ∈ I and let ∇gI be the matrix whose i th column is ∇gi for
i ∈ I . Denote
Z(x¯) = {x ∈ Rn|∇gI (x¯)(x − x¯) 6 0},
with the convention that if I = ∅ then Z(x¯) = Rn .
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Definition 3.1 ([8]). g is said to satisfy the generalized Kuhn–Tucker constraint qualification at x¯ ∈ X ∩C if for each
x ∈ riC ∩ Z(x¯), there exists a differentiable function α defined on [0, 1] with range in Rn such that
α(0) = x¯, α(t) ∈ X ∩ affC, t ∈ [0, 1], (2)
and for some δ > 0
dα(0)
dt
= δ(x − x¯). (3)
Definition 3.2 ([8]). g is said to satisfy the generalized Arrow–Hurwicz–Uzawa constraint qualification at x¯ ∈ X ∩C
if
∇gW (x¯)T (x − x¯) < 0, ∇gV (x¯)T (x − x¯) 6 0 (4)
has a solution
x ∈ affC, (5)
where
V = {i : gi (x¯) = 0, gi is concave},
W = {i : gi (x¯) = 0, gi is not concave}.
Theorem 3.1. Let x¯ solve problem (P), and let g satisfy
(i) the generalized Kuhn–Tucker constraint qualification at x¯ in Definition 3.1, or
(ii) the generalized Arrow–Hurwicz–Uzawa constraint qualification at x¯ in Definition 3.2.
If riC ∩ Z(x¯) 6= ∅, then there exists λ¯ ∈ Rm+ such that
0 ∈ ∂ f (x¯)+∇g(x¯)λ¯+ Nc(x¯), (6)
g(x¯)λ¯ = 0. (7)
Proof. (i) Take x∗ ∈ riC ∩ Z(x¯). First, as in Definition 3.1 we have
α(t) ∈ X ∩ affC, t ∈ [0, 1]. (8)
Next, we show that there exists ε : 0 < ε < 1 such that
α(t) ∈ riC, t ∈ (0, ε]. (9)
If x¯ ∈ riC , there exists ε¯ > 0 such that
(x¯ + ε¯K ) ∩ affC ⊆ riC, (10)
where K is the Euclidean unit ball in Rn . Combining (8) and (10) we can conclude that (9) holds true.
If x¯ ∈ C \ riC ⊆ clC \ riC , also (9) is verified. Suppose that it is not true, then there exists {tk} with tk > 0, tk → 0
such that α(tk) ∈ affC \ riC . Therefore, it follows from (3) that
1
tk
(α(tk)− α(0)) → δ(x∗ − x¯)
or
1
δtk
(α(tk)− α(0)) → x∗ − x¯,
this implies
x∗ − x¯ ∈ (riC − x¯) ∩ TaffC\riC (x¯),
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and by Lemma 2.1 we have x∗ 6∈ riC , which contradicts with x∗ ∈ riC . The combination of (8) and (9) gives that
there exists ε : 0 < ε < 1 such that
α(t) ∈ X ∩ C, t ∈ [0, ε]. (11)
Since x¯ solves problem (P) and α(0) = x¯ , it follows from (11) that t = 0 is a solution of the following problem:
min
t∈[0,ε]ω(t) = f (α(t)). (12)
Then, by the corollary of Proposition 2.4.3 in [1], we have η > 0 for some η ∈ ∂ω(0). Using Theorem 2.3.10 in [1]
and (3) to compute the generalized gradient of ω(t) at t = 0, there exists ξ = ξ(x¯, x∗) ∈ ∂ f (x¯) such that
ξ T (x∗ − x¯) > 0. (13)
Obviously both riC and Z(x¯) are both convex sets, then riC ∩ Z(x¯)is a nonempty convex set. By Lemma 2.2 there
exists ξ¯ ∈ ∂ f (x¯) such that
ξ¯ T (x∗ − x¯) > 0. (14)
Since x∗ ∈ riC ∩ Z(x¯) is arbitrarily chosen, we also have
ξ¯ T (x − x¯) > 0, for all x ∈ riC ∩ Z(x¯). (15)
Hence, the system
ξ¯ T (x − x¯) < 0, ∇gI (x¯)T (x − x¯) 6 0 (16)
has no solution x ∈ riC .
By riC ∩ Z(x¯) 6= ∅ and alternative Theorem 21.2 in [8], there exists a vector λ¯I > 0 such that
ξ¯ T (x − x¯)+ (λ¯I )T∇gI (x¯)T (x − x¯) > 0, x ∈ riC.
Denote F(x) = ξ¯ T (x − x¯) + (λ¯I )T∇gI (x¯)T (x − x¯). Then F(x) has a global minimum point x¯ on the convex set
{x¯} ∪ riC , then by the corollary of Proposition 2.4.3 in [1], we have
0 ∈ ξ¯ +∇gI (x¯)λ¯I + N{x¯}∪riC (x¯).
By Lemma 2.3 and ξ¯ ∈ ∂ f (x¯),
0 ∈ ∂ f (x¯)+∇gI (x¯)λ¯I + NC (x¯).
If i 6∈ I (x¯), take λ¯i = 0, then there exists λ¯ ∈ Rm+ such that (6) and (7) hold true.
(ii) Take x∗ ∈ riC ∩ Z(x¯). Choose some xˆ ∈ affC satisfying (4). Define
αs(t) = x¯ + t[(x∗ − x¯)+ s(xˆ − x¯)], (17)
where s and t are scalars. Clearly, αs(0) = x¯ .
αs(t) ⊆ affC, for all t ∈ R, for all s ∈ R. (18)
So x∗, x¯, xˆ belong to affC , and
dαs(0)
dt
= (x∗ − x¯)+ s(xˆ − x¯). (19)
We are going to show that for any s > 0 there exists ε1 = ε1(s) > 0 such that
αs(t) ∈ X, t ∈ [0, ε1]. (20)
For each i ∈ V
gi (αs(t)) = gi (αs(t))− gi (αs(0)) 6 ∇gi (x¯)T [t (x∗ − x¯)+ ts(xˆ − x¯)] 6 0.
For each i ∈ W , since
dgi (αs(0))
dt
= ∇gi (x¯)T [(x∗ − x¯)+ s(xˆ − x¯)] < 0.
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Hence
gi (αs(t)) < 0, for small t > 0. (21)
Finally, for each i ∈ {1, . . . ,m} \ (W ∪V ), it is clear that (21) holds true since gi (x¯) < 0 and αs(t) is continuous with
respect to t . Hence, (20) is true. The combination of (18) and (20) gives
αs(t) ∈ X ∩ affC, t ∈ [0, ε1]. (22)
Similarly to the arguments in the first two paragraphs in the proof of (i), there exist ε2 and ε3 such that
αs(t) ∈ riC, t ∈ (0, ε2], s ∈ (0, ε3]. (23)
Set ε4 = min(ε1, ε2), we have that, for any fixed s ∈ (0, ε3],
αs(t) ∈ X ∩ C, t ∈ [0, ε4]. (24)
Similarly to (13), there exists ξ = ξ(x∗, x¯, xˆ, s) ∈ ∂ f (x¯) such that
ξ T [(x∗ − x¯)+ s(xˆ − x¯)] > 0, s ∈ (0, ε3], (25)
and then, by letting s → 0 in (25),
ξ T (x∗ − x¯) > 0.
This is exactly inequality (13). The rest of the proof is similar, and the proof is complete. 
4. Special cases
Suppose now that the set C on problem (P) is open (not necessarily convex). Then riC = intC , equation
riC ∩ Z(x¯) 6= ∅ is automatically satisfied and NC (x¯) = 0. Choose an open ball C1 included in C with center x¯ .
Replacing C by C1 in problem (P) to get a new problem, denoted by (P2). We see that, via writing a theorem for
problem (P2) similarly to Theorem 3.1, the constraint qualification reduces to the corresponding classical ones.
For problem (P1), replacing C by riC ∪ x¯ to get a new problem denoted (P3), that x¯ solves problem (P1) implies
it solves problem (P3). By Lemma 2.4 f (x) + φ(x) is a locally Lipschitzian function on riC ∪ x¯ . If g satisfies the
hypotheses of Theorem 3.1, then there exists λ ∈ Rm+ such that
0 ∈ ∇ f (x¯)+ ∂φ(x)+∇g(x¯)λ¯+ NriC∪x¯ (x¯)
g(x¯)λ¯ = 0.
By Lemma 2.3 we obtain
0 ∈ ∇ f (x¯)+ ∂φ(x)+∇g(x¯)λ¯+ NC (x¯)
g(x¯)λ¯ = 0.
Hence problem (P1) is a special case of problem (P).
Suppose now C = Rn in problem (P), hence the corresponding programming will include the problem proposed
in [2] as a special case. The constraint qualifications in this paper obviously are the extension of the classical
Kuhn–Tucker constraint qualification and Arrow–Hurwicz–Uzawa constraint qualification to nondifferentiable
programming, which is more practical and simpler than the constraint qualification in [2,4].
Now we point out that Theorem 3.1 applies in order to derive the necessary conditions for the factional
programming as follows:
(P4) min
f1(x)
f2(x)
s.t. g(x) 6 0 x ∈ C
where g,C are as (P), f1(x), f2(x) are locally Lipschitzian functions on C , and for all x ∈ C , f2(x) > 0. It is easy
to see that f1(x)/ f2(x) is locally Lipschitz on C . If x¯ solves (P4) and g satisfies the hypothesis of Theorem 3.1, then
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there exists λ¯ ∈ Rm+ such that
0 ∈ ∂ f1(x¯)
f2(x¯)
+∇g(x¯)λ¯+ NC (x¯), (26)
g(x¯)λ¯ = 0. (27)
Denote θ(x¯) = f1(x¯)/ f2(x¯). By Proposition 2.3.14 in [1]
0 ∈ ∂ f1(x¯)− θ(x¯)∂ f2(x¯)+∇g(x¯)λ¯+ NC (x¯), (28)
g(x¯)λ¯ = 0. (29)
Either (26) and (27) or (28) and (29) are the necessary conditions of fractional programming problem (P4).
Obviously for the fractional programming as follows:
(P5) min
f1(x)+ φ1(x)
f2(x)+ φ2(x) s.t. g(x) 6 0 x ∈ C
where g,C are as (P), f1(x), f2(x) are assumed differentiable, φ1(x), φ2(x) are Lipschitzian functions on Rn , and for
all x ∈ C , f2(x) + φ2(x) > 0. It is easy to see that ( f1(x) + φ1(x))/( f2(x) + φ2(x)) is locally Lipschitz on C . If
x¯ solves (P5) and g satisfies the hypothesis of Theorem 3.1, denote ϑ(x¯) = ( f1(x¯) + φ1(x¯))/( f2(x¯) + φ2(x¯)), then
there exists λ¯ ∈ Rm+ such that
0 ∈ ∇ f1(x¯)+ ∂φ1(x)− ϑ(x¯)[∇ f2(x¯)+ ∂φ2(x)] + ∇g(x¯)λ¯+ NC (x¯)
g(x¯)λ¯ = 0
which include corresponding necessary conditions in [4].
Though in this paper we consider the programming with inequality constraint, in principle we can transform
equality constraint h(x) = 0 to inequality constraint h(x) 6 0 and −h(x) 6 0. Hence our results in this paper
can also be applied in the corresponding program with equality constraint.
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