In fMRI, the issues involved in the control of type I error are fairly well understood. In contrast, the control of type II error has received less formal attention. This is perhaps due to the fact that the consideration of type II error requires the specification of an alternative hypothesis/experimental effect. In this paper, we present a method for expressing experimental effects in fMRI in a manner relative to a reference effect. A reference effect is chosen based on its neurophysiological significance to the researcher. This method provides a means to quantitatively express alternative hypotheses for fMRI, thus allowing type II error assessment prior to the collection of fMRI data. The simultaneous control of both type I and type II error should make meaningful interpretations possible from both positive and negative fMRI results.
INTRODUCTION
The control of type I (i.e., false positive) error rate ␣ is generally considered to be a critical aspect of the statistical analysis of functional magnetic resonance imaging data (fMRI; Kwong et al., 1992; Ogawa et al., 1993) , and much work has been devoted to this end (Weisskoff et al., 1993; Friston et al., 1994; Worsley and Friston, 1995; Bullmore et al., 1996; Zarahn et al., 1997; Purdon and Weisskoff, 1998) . The P value is often taken as a measure of the tenability of the null hypothesis (Fisher, 1956 ). The P value has a clear relationship to the control of type I error: one will control type I error at a level ␣ if and only if one rejects the null hypothesis only when the P value is less than ␣. Many researchers are also concerned about the control of type II error (i.e., false negative) rate ␤. One typically refers to power, which equals 1-␤. The specification of a quantitative alternative hypothesis is necessary for the determination of power in parametric tests (Neyman and Pearson, 1933) .
fMRI data are usually modeled as sums of experimental effects and noise Worsley and Friston, 1995) . The (true) weights on the various experimental effects are called parameters. Hypotheses in fMRI often concern linear combinations of parameters called contrasts. Contrasts can, for example, represent any comparison between the responses evoked by two or more event types or conditions. In this paper, we will consider a method for expressing alternative hypotheses for fMRI experiments so as to allow the determination of power for specified contrasts.
We will refer to the contrast magnitude as the alternative hypothesis, as is common in other fields. For example, in an agricultural study comparing the crop yield obtained with fertilizers A and B, the alternative hypothesis concerns [crop yield from fertilizer A] Ϫ [crop yield from fertilizer B]. Unfortunately, in fMRI a seeming difficulty is the determination of meaningful units in which to express the alternative hypothesis. 1 Since fMRI experiments ideally aim to measure neural responses, one might want alternative hypotheses to be expressible in units of neural activity. However, that fMRI signal units and neural activity units do not have a well defined transform seems to present an incipient difficulty. As a recourse, one might consider the appropriateness of observed raw fMRI signal units, or perhaps percentage signal change, as a metric for the alternative hypothesis. However, such approaches are shown to be lacking in consistency from a neural perspective when one realizes that simply changing the temporal structure of the design (e.g., changing the switching rate of a "blocked design") can drastically change either fMRI measure (due to the hemodynamic transformation of neural activity), while possibly leaving the neural effect size unchanged (Bandettini, 1993; Friston et al., 1994; Boynton et al., 1996) . To surmount these related problems, the approach taken in this paper involves the utilization of an fMRI reference effect, which establishes a neural standard with which to express the alternative hypothesis.
fMRI datasets typically comprise many voxels. In this paper, we make the distinction between univariate power (the probability of detecting an effect in a given voxel) and mass univariate power (the probability of detecting an effect in one or more voxels). Though the main focus of the presented method is on univariate power, we will show how univariate power and mass univariate power are related for statistically independent voxels. When the voxels are not independent (as when they are considered samples from a Gaussian random field; Worsley, 1994) , their correlation structure should be taken into account in threshold determination. The relative power of different tests in multivariate data modeled as a Gaussian random field has been considered previously (Friston et al., 1996) .
The power analysis to be developed will consider the unexplained variability of the fMRI time series as the relevant noise. This corresponds to an analysis where the effects in each subject are considered as fixed (Kirk, 1982) . Many results have been reported which concern the relative efficiencies 2 of particular contrasts across various fixed effect fMRI designs (Burock et al., 1998; Dale, 1999; Bandettini and Cox, 2000) . These results are useful when trying to choose the most powerful design for a given contrast (in the presence of other constraints), but they do not provide for actual power calculations. A critical piece of information needed for actual power calculations, in addition to relative efficiency, is an alternative hypothesis scaled to (time series) noise (Larsen and Marx, 1986; Cohen, 1988) .
Below, we provide a brief review of the relevant concepts regarding estimation, statistical inference, and power analysis. We then proceed to develop a reference effect approach for the expression of alternative hypotheses in fMRI.
THEORY

Ordinary Least-Squares Estimation
In the following material, vectors are printed in lowercase boldface, and matrices are in capital boldface.
Taking after others Worsley and Friston, 1995) we model an fMRI time series y as a linear combination of experimental effects G␤ and multivariate Gaussian error U⑀ (Watson, 1955 ; Worsley and Friston, 1995)
A linear filter K may be applied to y in order to make variance estimation more robust to the specification of UU T . Then we obtain
Subsequent expressions are greatly simplified by letting G* ϭ KG, U* ϭ KU, and y* ϭ Ky (this convention will be followed for the rest of the paper). ␤ can be estimated with the ordinary least squares solution ␤
If we adopt the decision rule reject H 0 if t v Ͼ t reject (where t reject can be chosen arbitrarily), then the falsepositive rate
where f tv (t,v) is the central t density with v degrees of freedom, and
where g tv (t,␦,v) is the noncentral t density (Bagui, 1993) with v degrees of freedom and noncentrality parameter ␦
␦ ϭ
From Eq. (12), we see that in order to compute power, we need only specify t reject , ␦ and v. While v (Eq. (10)) depends only on the experimental design and temporal autocorrelation structure, Eq. (13) shows that ␦ depends on other factors as well. Heuristically speaking, ␦ is the magnitude of the experimental effect of interest as compared to the variability of the estimate of that effect.
It might be argued that it is the lack of a principled method for selecting a value for ␦ that makes power analysis an unpleasant experience for researchers. Of course, it is valid from a purely mathematical perspective to compute a power probability based on an arbitrarily chosen ␦. A more scientifically motivated approach is to define "meaningful" 3 small, medium, and large effect sizes, to assume that the effect size under study corresponds to one of these, and to then determine power for that effect size given the proposed experimental design (Cohen, 1988) . However, this approach would not explicitly consider the expression of neural responses in fMRI data. We now develop a method of computing ␦ which takes this transformation into account, and in particular allows one to consider experimental effects in a manner relative to a neuroscientifically meaningful reference effect.
Reference Paradigm
In this method, one chooses a reference paradigm (i.e., reference experimental design) and reference brain region which will be used to characterize a reference effect. In the context of Eq. (1), specifying a reference paradigm is equivalent to choosing a design matrix G R . This is because G R embodies all of the relevant experimental design information from the perspective of fMRI time series analysis .
We now introduce the concept of a reference neural signal vector n R . Conceptually, n R represents a neural activity waveform (with arbitrary units) corresponding to the reference paradigm expected in the reference region. n R is not estimated from any data, but is instead an assumption of the method. To generate n R , one uses primarily the design of the reference paradigm, though prior knowledge about neural responses to the reference paradigm in the reference region can also be incorporated. n R can be specified at an arbitrarily high temporal resolution, and the units used to specify n R are arbitrary. That the units of n R are arbitrary (and therefore, that one need not assume the magnitude of n R in an absolute physical sense) is relevant. It is the ability to express n R in such arbitrary units that will allow the designation of an alternative hypothesis for a paradigm of interest in a fashion relative to how we specify n R .
After choosing n R , we then determine the fMRI signal that would be evoked by it. In order to do so, we need to adopt a model of the transformation H of neural activity to fMRI signal (though, as will be explained, the scaling of H need not be assumed). Linear time-invariant (LTI) approximations have sometimes been appropriate in this regard (Boynton et al., 1996; Dale and Buckner, 1997) , though significant nonlinearities have been suggested (Friston et al., 1998; Vazquez and Noll, 1998 ). Presently, we take H to be LTI with finite duration temporal impulse response function h, with the understanding that in certain cases this might be unreasonable. Thus, H takes the form of a convolution matrix, with the columns of H comprising shifted versions of h. Though the shape of h is assumed to be predominantly determined by physiological factors, its overall scaling will also depend on MR scanner electronics, field strength, and pulse sequence (Haacke, 1999) . Formally speaking, the units of h are implicitly determined by the arbitrary units chosen for n R . That is, the units of h must be such that Hn R is in fMRI signal units. Fortunately, the units of n R and H need not be explicitly specified in this method, as they "fall out" of the ultimate computation. So, all that needs to be assumed is the shape of h. We can define H normed
where ͉.͉ indicates taking the Euclidean norm. Thus H normal is known given a shape for h, even though we do not know ͉h͉. Downsampling from the arbitrarily high temporal resolution of n R to the TR is formally represented by premultiplication with a downsampling matrix M R . The fMRI signal evoked by n R is then M R Hn R .
We then choose a (column) contrast vector c R that will designate the component of M R Hn R contributing to the reference effect c R T ␤ R . c R T should be chosen so that c R T ␤ R has scientific meaning for the researcher. In this context, this means that the researcher would feel comfortable expressing alternative hypotheses for other experiments in a manner relative to the aspect of n R to which c R T ␤ R is sensitive. Several things have now been specified by the researcher: all of the the predictor variables corresponding to the reference paradigm (G R ), the shape of the neural response evoked by the reference paradigm in the reference brain region (n R in arbitrary units), the shape of the impulse response function which defines the transform between neural activity and fMRI signal (h/͉h͉, allowing us to determine H normed ), and the component of the functional response that one wishes to use to define the reference effect (determined by c R T ). Additionally, the kernels representing imposed autocorrelation (K R ) and net autocorrelation (U * R ) should be specified . Now, we will describe how empirical information obtained from the reference paradigm is incorporated in the power analysis. From Eq. (13), the noncentrality parameter ␦ R corresponding to the reference effect c R T ␤ R is
Observe that ␦ R depends on certain things which are assumed (all the variables contained in the rightward set of parentheses) and the ratio ͉h͉/, which is not. This latter quantity is assumed to be the same in the reference paradigm and the paradigm of interest, and will cancel out in the computation of the noncentrality parameter ␦ I corresponding to the paradigm of interest. The paradigm of interest is the experiment for which one desires to perform power calculations. The next step is to specify a vector of neural activity n I corresponding to the paradigm of interest. n I is exactly a time series (at the same temporal resolution as n R ) that represents what the researcher wants to define as the neural response during the paradigm of interest. Though not formally the effect of interest (which will be c I T ␤ I ), the specification of n I is critical for its determination. The units of n I are taken to be the same as those of n R and this forms the conceptual core of the use of a reference effect. A contrast vector c I , which specifies the effect of interest c I T ␤ I is then chosen. c I thus represents the comparison in the paradigm of interest to which the power calculation corresponds.
Applying the same steps to the paradigm of interest as we did to the reference paradigm, we obtain
Recalling Eq. (15), we have
which, when substituted into Eq. (16) yields
Equation (18) assumes that fMRI data from both the reference paradigm and the paradigm of interest are acquired with the same pulse sequence parameters. A more comprehensive expression accounting for different TRs, flip angles, echo times, and static field strengths could be a topic of future work. Now we have an expression for ␦ I whose only unknown ␦ R can be empirically estimated from the reference region during the reference paradigm. Note that in this derivation we have assumed ͉h͉/ is the same in the reference paradigm and the paradigm of interest. Moreover, if the power calculation is being performed for a region other than the reference region, then the assumption that ͉h͉/ is common across brain regions is additionally invoked. However, if prior knowledge exists about the relative values of ͉h͉/ in different parts of the brain, then it can be appropriately incorporated and that assumption waived.
To illustrate the method, it is applied to a hypothetical paradigm of interest using real data from a reference paradigm to estimate ␦ R .
METHODS
Reference Paradigm
The reference paradigm was chosen to be a simple reaction time task. Subjects (n ϭ 8; a randomly chosen subset of those reported by Aguirre et al., 1998) viewed a back-lit projection screen from within the magnet bore via a mirror mounted on the head coil. In brief, a white fixation cross was constantly illuminated in the center of a black background. Every 16 s the cross would briefly (500 ms) change to a white circle. The subject was instructed to monitor for this change, and to make a bilateral button press (i.e., with both thumbs) on a fiberoptic game pad. A total of 20 such trials were presented to each subject during the scanning session.
Imaging was carried out on a 1.5T SIGNA scanner (GE Medical Systems) equipped with a fast gradient system for echoplanar imaging. A standard radiofrequency head coil was used with foam padding to comfortably restrict head motion. High resolution sagittal T1-weighted images were also obtained in every subject. A gradient-echo, echoplanar sequence was used to acquire data sensitive to the BOLD signal (TR ϭ 2000 ms, TE ϭ 50 ms, FA ϭ 90°). Resolution was 3.75 ϫ 3.75 mm in plane, and 5 mm through plane, with no skip between planes (16 or 18 axial slices acquired). A total of 160 gradient-echo echoplanar images in time were obtained in each 320-s run. Twenty seconds of gradient and RF pulses preceded the actual data acquisition to allow tissue to reach steady-state magnetization. Image preprocessing was performed as described in Aguirre and colleagues (1998) .
U R (representing intrinsic temporal autocorrelation) was constructed separately for each subject based on a fit of the voxel-averaged power spectrum to a 1/frequency ϩ white noise spectral model (Zarahn et al., 1997) . K R was a bandpass filter with passband 0.05 Hz Ͻ f Ͻ 0.2406 Hz.
n R was specified at a temporal resolution of 100 ms. The structure of n R comprised a train of 500 ms duration, unit amplitude pulses spaced 16 s apart. The columns of G R comprised the convolutions of n R with each of three basis functions. These basis functions were derived by principal components analysis of the hemodynamic responses observed across subjects by Aguirre and colleagues (1998; methodology is provided in that report). The first basis function looks like the typical fMRI impulse response waveform reported by several laboratories, with a peak response at approximately 5 s.
h (to within a multiplicative constant) was assumed to be the first basis function. M R downsampled to a TR of 2 s. c R had a unit entry corresponding to the column of G R representing the first basis function and had zeroes everywhere else.
The central sulcus and bordering parenchyma (i.e., sensorimotor cortex) were designated as the reference region. This region was anatomically defined on the T1 images of each of the subjects. ␦ R was empirically estimated in this region in each subject. In order to do this, a model for the behavior of the voxels (with respect to the null and alternative hypotheses) in the reference region had to be specified. The model used here was based upon the following assumptions:
1. The null hypothesis (c R T ␤ R ϭ 0) was true in some proportion of the voxels.
2. The alternative hypothesis (c R T ␤ R Ͼ 0) was true in some proportion of the voxels, and the specific value taken on by c R T ␤ R could vary across these voxels. The form of this variation was assumed to follow a gamma pdf.
3. Degrees of freedom were large enough such that t pdfs could be approximated as standard normal pdfs.
From these assumptions the model for the probability density function (up to an overall scaling constant) of the voxels in the reference region was the mixture model
where * indicates convolution, and C 1 through C 4 are free parameters. To understand Eq. (19) (and in particular the role of the convolution), consider assumption 2 in which the real effects vary across (some proportion of) the voxels. In addition to this variability we must also account for the noise associated with the estimation of these real effects. This leads to a random variable which is the sum of a standard normal (representing the noise associated with the estimation of the real effect in each voxel) and a gamma (representing the variability in real effects across voxels), and so a random variable whose pdf is the convolution of a standard normal and a gamma (Larsen and (19) . The constants of Eq. (19) were estimated in each subject by nonlinear least squares fitting of the voxelwise t statistic frequency histogram in the reference region using a Levenberg/Marquart algorithm (Marquardt, 1963) as implemented in MATLAB (Mathworks, South Natick, MA). The first moment of the estimated gamma component (C 3 /C 4 ) was used as an estimate of the mean ␦ R in the reference region of that subject.
Sample Size Calculations
A typical use of power calculations is to determine the sample size for a particular design sufficient to obtain a desired power (Cohen, 1988) . Given the temporally autocorrelated noise and smooth signal structure of fMRI data, it is not possible to make a one-toone correspondence between acquired images and an equivalent sample size which would be valid for every comparison of interest. However, assuming the data collected from different sessions are independent, one can determine how many repetitions of a core design would be needed to provide the desired power. Here, a core design is defined as a collection of trials and/or epochs (corresponding to the paradigm of interest) of a given duration and structure. The minimum number of repetitions yielding the desired power is minimum number of repetitions of core design ϭ ͩ ␦ I,desired
where ⅐ is the ceiling operator (i.e., smallest integer Ն argument), and ␦ I,desired is such that the area to the right of the rejection threshold under a unit variance Gaussian 4 with mean ␦ I,desired equals the desired power.
Paradigm of Interest
The paradigm of interest was a stationary stochastic event related design (Friston et al., 1999b ) comprising a single event type. The duration of the core design was set to 320 s, and the TR ϭ 2 s. Every ITI min seconds, the event type could occur (with a probability of 0.5) or not. ITI min was varied across designs (taking values over the range of 1 to 20 s). For each value of ITI min , n I (at a temporal resolution of 100 ms) comprised a randomly generated sequence of the single event type, each event with a duration of 500 ms. Note that for the purposes of the ensuing calculations, the correspondence of the paradigm of interest to some specific sort of task is not necessary. However, when choosing n I in practice, the researcher should take the actual task as well as the relevant theoretical context into account. The amplitude of the neural events was set at either 0.1, 0.5, 1, or 2. Recall that these are amplitudes in the scale chosen arbitrarily for n R . The columns of G I comprised the convolutions of n I with each of the three basis function (described above). c I had a unit entry corresponding to the column of G I corresponding to the first basis function and had zeroes elsewhere. For every value of ITI min , 1000 design realizations were computed (it was not necessary to compute design realizations separately for the different amplitudes as they simply scale ␦ I ), yielding standard errors on each ␦ I of Ͻ5% (and typically less than 0.5%). U I and K I were set equal to U R and K R , respectively.
RESULTS
Empirical Estimation of ␦ for Reference Paradigm
The constants of Eq. (19) were estimated for the central sulcus reference region of each subject from the voxel-wise t statistic frequency histogram from that region. A representative fit is shown in Fig. 1A . This fit is to a mixture of null and alternative hypothesis populations, the latter encompassing a range of positive values for c R T ␤ R . The estimates of the two component pdfs of this mixture model (a standard normal and a gamma convolved with a standard normal) are shown separately in Fig. 1B . The first moment of the estimated gamma component was used as an estimate of the mean ␦ R in the reference region of that subject. The sample mean (ϮSD) ␦ R across subjects was 2.1 (Ϯ0.6). This sample mean was used as ␦ R in subsequent calculations.
It should be stressed that the definition of ␦ R used here (the average ␦ value in those voxels within the search region that have a nonzero effect) is not intrinsic to the main theory of the paper. The critical point is that the manner in which ␦ R is defined should be meaningful to the researcher, just as the choice of the reference effect c R T ␤ R should be meaningful. In the example, we felt it was meaningful to define ␦ R as we did, a spatial average of the voxelwise ␦ values in that population of voxels that was deemed to have a non-zero effect, but others might feel differently. For example, another option would have been a simple spatial average of voxelwise ␦ values, without consideration of the possibility that two distinct populations of voxels might exist. This latitude should not be a problem in practice if researchers report not only the power for their paradigms of interest, but also the way in which ␦ R was defined.
Core Design Univariate Power
The relevant information concerning the reference paradigm, the core design of the paradigm of interest, and the empirically determined ␦ R were substituted into Eq. (18) to determine a ␦ I for the core designs at every combination of neural event amplitude and ITI min . The results shown in Fig. 2 illustrate that ␦ I simply scales with neural event amplitude.
From each of the ␦ I values plotted in Fig. 2 , power probabilities were obtained via Eq. (12) (by a numerical integration routine written in Interactive Data Language, Boulder, CO). In Figs. 3A-3C, power is plotted as a function of ITI min separately for each neural event amplitude. Figure 3A corresponds to an uncorrected ␣ ϭ 0.05 false-positive rate. Figure 3B corresponds to a Bonferroni corrected false positive rate of ␣ ϭ 0.05 for 400 voxels, which is approximately the size of the reference region. Finally, Fig. 3C corresponds to a Bonferroni corrected false-positive rate of ␣ ϭ 0.05 for 15,000 voxels, which is a typical size for a whole brain fMRI data set. Therefore, the statistical threshold (i.e., t reject , from Eq. (12)), increases from Figs. 3A to 3C.
One basic property of power, illustrated by the plots, is that as t reject increases, power decreases (for a given ITI min and neural event amplitude). However, this decrease in power is not the same for every combination of design assumptions. For example, for ITI min ϭ 1 s and amplitude ϭ 2, power varies little over the range of statistical thresholds investigated. In contrast, for ITI min ϭ 4 s and amplitude ϭ 2, power varies impressively with threshold (dropping from 0.94 in Fig. 3A to 0.07 in Fig. 3C ). This sort of behavior illustrates the fact that power is a nonlinear transformation of t reject .
Power also varies markedly as a function of neural amplitude. ␦ I will scale with assumed neural amplitude. However, power does not scale with neural am-
FIG. 2.
Plotted are the values of ␦ I for a stationary stochastic event-related design (Friston et al., 1999b) as a function of ITI min (the smallest possible duration of time in between adjacent event onsets) and amplitude of neural response (relative to the reference effect). If desired, full ROC curves could be generated for each value of ␦ I .
FIG. 1. (A)
A frequency histogram of the voxel-wise t statistics from the reference region from a representative subject is shown. The t statistics correspond to the reference effect of the reference paradigm, as described in the main text. The least-squares fit to the histogram is that of Eq. (19) , which represents a mixture of two populations of voxels: one in which the null hypothesis is true, and another in which a range of non-zero alternatives are true. The fits corresponding to these two populations are plotted separately in (B). plitude since power is not a linear function of ␦ I . This behavior is evident in all of the plots.
The dependence of power on ITI min is seen to interact with neural amplitude. For example, in Fig. 3A , the largest effect of varying ITI min is seen with neural amplitude ϭ 1. However, the relationship of power with ITI min will have the same local extrema for every level of neural amplitude.
Up until this point, we have considered how power varies in a relative way with assumed neural amplitude, ITI min , and t reject . But, type II error control depends on absolute power values. The desired level of power for an experiment, like the desired false positive rate, is chosen arbitrarily (by the researcher). By convention (as convention is to choose ␣ ϭ 0.05), a minimum power of 0.8 is often desired. If we adopt this criterion for univariate power (which is indicated by the horizontal lines in Figs. 3A-3C ), then we see that very few of the investigated alternative hypotheses satisfy it. In particular, the use of a typical mapwise corrected threshold (Fig. 3C ) has only such point (ITI min ϭ 1 s and amplitude ϭ 2), with all the remaining points possessing power Ӷ0.8.
Univariate Power Sample Size
As seen, most of the investigated designs did not reach the traditional criterion of 0.8 for univariate power when a typical mapwise threshold was applied. Based on Eq. (20), we investigated how many repetitions of the core designs would be required to yield a univariate power of 0.8. For high degrees of freedom, ␦ I,desired was approximately 5.4. The results are shown in Fig. 4 . As can be seen, only a small fraction of the ITI min /amplitude combinations obtain a univariate power of 0.8 with a reasonable number of core design repetitions.
Mass Univariate Power
The power probabilities considered in the previous section are univariate. That is, they are the probabilities of detecting the assumed effect in a given voxel when applying the specified statistical threshold. A different type of power is the probability of detecting one or more voxels when simultaneously testing a set of many. If we call the former probability power univariate and the latter power mass univariate , then for voxels with independent noise
where power univariate,j is power univariate for voxel j, and the product is over all N voxels in the dataset. To further simplify the problem, if we say that a proportion p of the N voxels has a nonzero effect size corresponding to power univariate , with the remaining voxels having a zero effect size, then
where a univariate is the false positive rate at each voxel (not to be confused with the corrected false positive rate). As a consequence of this relationship, power mass univariate Ͼ 0.95 even when power univariate ϭ 0.02, P ϭ 0.01 (i.e., only 1% of the voxels in the dataset are assumed to have a true effect), N ϭ 15,000, and a univariate is 0.05/N (i.e., the corrected false positive rate is controlled at 0.05 by Bonferroni correction). This perhaps surprising consequence of Eq. (22) is informative because it shows that (for independent voxels) we would expect to detect voxelwise effects somewhere in the dataset even when the percentage of voxels with nonzero effects and the effect sizes themselves are relatively small. Nevertheless, the expected proportion of truly activated voxels that would be detected in this case would still be very small; in fact this proportion would be exactly power univariate ϭ 0.02 (corresponding to 3 of the 150 voxels with true effects).
DISCUSSION
A Reference Effect Approach
The specification of a quantitative alternative hypothesis is necessary for formal power calculations. In this paper, we presented a conceptual framework for specifying alternative hypotheses for fMRI experiments in terms of neural responses. The conceptual crux of this method is the use of a neural activity vector n R (associated with a reference paradigm and brain region) to implicitly specify the units of neural activity in which the alternative hypothesis will be expressed. A prerequisite for the utility of such an approach is that there exists a reference paradigm/region combination that a researcher considers meaningful, in that context, as a standard.
The use of this reference approach does not relieve the researcher of the onus of specifying the alternative hypothesis. Indeed, it necessitates its careful consideration. This is because the choice of reference, again,
FIG. 4.
The minimum number of repetitions of the example core design required to obtain univariate power ϭ 0.8 is shown as a function of ITI min and amplitude of neural response. For a given experiment, the type of information shown in this plot can be used to control univariate type II error rate at the desired level.
only specifies the units with which the alternative hypothesis is to be expressed. The information still wanting is a neural activity vector for the paradigm of interest n I expressed in these units of n R . The task of choosing this vector could be quite interesting and compelling, and may force the researcher to think about the implications of the models he is testing more carefully then he might have otherwise. Of course, due to the smoothness of the hemodynamic response (Friston et al., 1994; Boynton et al., 1996) , the power analysis will be robust to certain types of choices in the specification of the neural activity vectors (for example, whether a neural response is 600 ms in duration with an amplitude of 1, or 300 ms in duration with an amplitude of 2).
The ultimate specification of the alternative hypothesis depends on the contrast vector c I . Therefore, each distinct comparison requires its own power analysis (Friston et al., 1999b) , even though each of these power analyses might share a common neural activity vector n I .
There are at least two scenarios when the use of reference effects to estimate power is simply conceptualized. The first is when one wants to compare event (or condition) types which vary along some experimental factor (such as the luminance of a visual stimulus, the loudness of an auditory stimulus, the number of items held in working memory, etc.). From a cognitive neuroscientific perspective, it might make sense to have as an alternative hypothesis that the difference in response between the levels of a factor is some specified fraction of the average response. In this case, the reference paradigm and the paradigm of interest can be the same (but c R is not the same as c I ). The reference effect (whose corresponding ␦ R would be estimated from the data) would be defined as the average response amplitude across the event types relative to some "baseline" condition, and the effect of interest would be a weighted difference between them. Note that in this scenario, one determines power in a post hoc sense, and therefore this approach precludes doing a sample size calculation to obtain a desired power.
The second scenario is when one performs a pilot experiment to estimate ␦ R . The reference paradigm is now considered to be the core design of the paradigm of interest, but additionally c R is the same as c I . This pilot study might have quite low univariate power, and yet still provide a good estimate of ␦ R in a given brain region (using methods such as those presented in this paper). This information can then be used to do a sample size calculation for a subsequent experiment such that a desired univariate power is achieved.
What Should Specify the Alternative?
A power analysis issue distinct from the use of a reference paradigm and region per se is the very need to specify an alternative hypothesis. Indeed, some might be inherently uncomfortable with the specification of a quantitative neuroimaging alternative hypothesis, whether one uses a reference effect to do so or not. Perhaps the most frank question that might arise is "How can one know the actual neural or fMRI response before doing the experiment?" The appropriate answer is preemptive, in that one does not need to know the actual effect (i.e., the effect that exists in reality) in order to do a power analysis. 5 Rather, one needs to be able to specify a minimal neural response predicted by the theory the experiment aims to test. Said in another way, to effect a power analysis the researcher must be able to answer the question "What is the minimum effect that my colleagues and I would consider scientifically meaningful?" The reference approach is meant to make this task more conceptually tractable, but it cannot obviate it.
Fixed vs Random Effects Designs
The presented power analysis method considered the unexplained variability of the fMRI time series to be the relevant error. This corresponds to an analysis where the effects in each subject are considered as fixed (Kirk, 1982) . Random effects tests, which in the context of fMRI would concern the average response over a population of subjects (Friston et al., , 1999c or the average effect over a population of sessions within a subject (McGonigle et al., 2000) , use different error terms. An extension of the reference effect approach to random effects tests was beyond the scope of this paper, but could be developed using a similar framework.
Univariate Power for a Stochastic Event-Related Design
As an example, univariate power was computed for the comparison of a single event type (probability of occurrence ϭ 0.5) vs "baseline" for a type of eventrelated design that Friston and colleagues referred to as stationary stochastic (Friston et al., 1999b) . The specified duration (320 s) of the core design for the paradigm of interest in the example is similar to what many laboratories consider to be a single session (or "run"). The field strength (1.5 Tesla) and pulse sequence parameters are also typical. The univariate power associated with a single session of this type of fMRI design is below 0.8 (with typical mapwise thresholds) for neural responses equal to those associated with a motor response in sensorimotor cortex. Moreover, for more subtle neural effects the univariate power for such a design can be very close to nil. For example, with the neural response amplitude being half that associated with a motor response in sensorimotor cortex, univariate power (with mapwise thresholds) for every ITI min investigated was Ͻ0.02.
Sample Sizes
To achieve a desired univariate power, a core design can be repeated. We found that for the event-related design considered in the example, only a few of the ITI min /amplitude combinations would yield a power of 0.8 with a reasonable (say 5-10) repeats of the core design. In particular, a neural effect which might still be in the range of what is important theoretically (amplitude ϭ 0.1, or 10% of that associated in sensorimotor cortex during a button press) would apparently require hundreds of sessions to achieve criterion univariate power. These results suggest that fMRI is actually limited in its ability to detect, in a univariate sense, neurobiologically meaningful effects within single subjects. But, it was also shown that such subtle effects might still be detected with a high probability in a mass univariate sense.
Univariate Power and Mass Univariate Power
Though univariate power was generally quite low for the designs and alternative hypotheses investigated, the mass univariate power more often satisfied the traditional criterion of 0.8. The important point is that for a broad range of reasonable alternative hypotheses (that include an assumption regarding the proportion of voxels with a given effect size), we can expect to detect at least some voxelwise effects with a probability much greater than the corresponding univariate power.
Which is most relevant, univariate power or mass univariate power (which will always be at least as large as the former)? It would seem to depend on the purpose of the experiment. If the purpose is solely to test for the existence of a population of voxels in a given search region with some predicted behavior, then mass univariate power is appropriate. This might be apt when testing predictions made by certain types of cognitive neuroscientific theories. In contrast, if the scientific purpose is to make a decision about an effect in each and every voxel, then univariate power is the correct choice. A salient example of the latter situation would be presurgical planning using fMRI (Desmond et al., 1995; Atlas et al., 1996; Bookheimer, 1996; Detre et al., 1998; Sunaert et al., 1998) . In such a case, one would presumably want to identify as much of the truly involved tissue as possible so that it can be spared during subsequent surgical intervention. In this context, it is certainly univariate power, not mass univariate power, that is of critical importance.
Generalizability across Scanners, Pulse Sequences, and Brain Regions
If one determines ␦ R using the same scanner, pulse sequence, and brain region as one plans on using for the paradigm of interest, then the method should be valid. However, as MR scanner electronics, main field strengths, pulse sequence parameters, and brain region-specific physiology can be expected to change ͉h͉/ and U, it would not seem tenable to use a ␦ R estimated using a different scanner and/or pulse sequence. However, if the designs only differed in TR with both ӷT1, Eq. (18) would still seem to be a good approximation.
Even if one uses the same scanner and pulse sequence for the reference paradigm and the paradigm of interest, one could easily imagine a dependence of ͉h͉/ and U on brain region. This is because of the variation in magnetic susceptibility (Ojemann et al., 1997) , as well as possibly hemodynamic coupling, across the brain. Systematic spatial differences in noise could be accounted for by computing spatial maps of . Then, the relative error magnitudes between the reference region and any given location of interest could be incorporated into Eq. (18) . In the same manner, parameters of U can be spatially mapped, and similarly incorporated. Moreover, bandpass filtering should make estimation of ␦ I less sensitive to U (Friston et al., 2000) .
Finally, spatial variation in the physiological component of ͉h͉ is not easily tested, as to correctly do so would require quantitative measurement of both neural and fMRI responses. Until such experiments are performed, the power calculations described above would seem most defensible for the reference region itself (i.e., the region where ␦ R was estimated). The application to other regions should include possible spatial variation in ͉h͉ as a caveat. Of course, another option that would implicitly account for spatial variation in ͉h͉ would be to use regionally specific estimates of ␦ R (i.e., use several reference regions, and estimate a ␦ R for each). Then, the alternative hypothesis for a given region would be expressed relative to the regionally specific reference effect. Again, this approach only has methodological value if the reference effect in each region has scientific meaning to the researcher.
