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Abstract
The application of Gaussian processes (GPs) to large data sets is limited due to
heavy memory and computational requirements. A variety of methods has been pro-
posed to enable scalability, one of which is to exploit structure in the kernel matrix.
Previous methods, however, cannot easily deal with non-stationary processes. This
paper presents an efficient GP framework, that extends structured kernel interpola-
tion methods to GPs with a non-stationary phase. We particularly treat mixtures of
non-stationary processes, which are commonly used in the context of separation
problems e.g. in biomedical signal processing. Our approach employs multiple
sets of non-equidistant inducing points to account for the non-stationarity and
retrieve Toeplitz and Kronecker structure in the kernel matrix allowing for efficient
inference. Kernel learning is done by optimizing the marginal likelihood, which
can be approximated efficiently using stochastic trace estimation methods. Our
approach is demonstrated on numerical examples and large biomedical datasets.
1 Introduction
Gaussian processes (GPs) provide interpretable models for solving regression, classification and
prediction problems in a huge number of scientific domains [17]. GP regression originates from
early work in geostatistics, where the technique was known under the name of kriging [17]. Since
then, its great potential of discovering intricate structure in data has been shown empirically in
numerous problems. Still, due to O(n3) computational and O(n2) storage cost in the number of
training points n, scalability to large datasets remains as the main limiting factor in many practical
applications and restricts GPs to datasets containing at most a few thousand observations [26].
Different approaches to scalable GP regression have been proposed [11], one of which is based on
computing low-rank approximations of the kernel matrix by using sparse inducing point sets [21, 16].
Inducing point methods are particularly useful when the data are densely sampled compared to the
characteristic length-scale of the underlying process. However, short-scale variability requires a large
amount of inducing points, which in such cases diminishes the performance. Also, these methods
scale poorly on long time-series data (and spatio-temporal data) as the extending domain has to be
filled up with inducing points [22].
Another orthogonal line of research deals with the exploitation of structure in the kernel matrix: among
the most promising approaches are (1) state-space representation methods [5, 23] and (2) methods
exploiting Toeplitz and Kronecker matrix structure [2, 19]. The state-space approach enables highly
scalableO(n) inference and marginal likelihood evaluation for stationary time-series data (dimension
D = 1) – though, it might become slow if the gaps between the data points are very uneven. We
focus on the second structure exploiting approach, namely Toeplitz/Kronecker matrix structure
for fast matrix-vector multiplications (MVMs) which requires that samples are distributed on a
multidimensional lattice and that the kernel is stationary/separable. The restriction to lattice structures
was later lifted through an approach called structured kernel interpolation (SKI, [26]). It employs
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a structured set of inducing points and a sparse interpolation matrix enabling fast MVMs with the
kernel matrix without requiring any special structure in the data.
In this paper we are concerned with solving the inference and model learning problem for additive
mixtures of non-stationary processes. We show, that SKI can be naturally extended for non-stationary
kernels, more specifically kernels with a non-stationary phase in an approach we call warpSKI.
We propose to use multiple non-equispaced sets of inducing points to recover structure in the
kernel matrix. This permits us to solve new classes of important problems via GPs, in particular
temporal/spatio-temporal source separation and regression problems on large biomedical datasets.
We also show that the marginal likelihood of non-stationary phase kernels can be efficiently evaluated
using recently introduced stochastic trace estimation methods [3]. The methods in this work are in line
with a recent trend in the GP literature to access the kernel matrix only through matrix multiplications,
see for instance [4, 24]. We demonstrate scalability of our proposed method to n ≥ 105 points on a
numerical example and on openly available biomedical datasets, where the non-stationarity of the
process stems from natural fluctuations in the respiratory rate and the heart rate. As in standard
SKI, storage complexity is reduced to O(n + m) and computational complexity to O(n + g(m))
for inference/learning, where g(m) ≤ m logm with m being the number of inducing points. Code
implementations of the proposed warpSKI in MATLAB was implemented as an extension to the
GPML 4.2 toolbox [18] and is available upon request.
2 Background
2.1 Gaussian Process Regression
This section provides a brief overview of Gaussian processes and the basic computations involved
in inference and model learning. The interested reader is referred e.g. to [17] for more details. A
Gaussian process f(x) ∼ GP(0, kf (x,x′)) with x ∈ RD encodes the prior belief in the distribution
of the function values f(x) and is fully specified by a kernel function kf (x,x′), which is parame-
terized in a (usually low) number of hyperparameters θ. The choice of the kernel allows to define
the properties of the function f , e.g. its noise color or periodicity. A GP can formally be understood
as an infinite-dimensional generalization of the normal distribution. For any finite set of points
X = {x1, . . . ,xn} ⊂ RD, the function f(xi) evaluated at those points has a multivariate Gaussian
distribution
f = [f(x1), . . . f(xn)]
> ∼ N (0,Kf,XX),
where the entries of the kernel matrix (Kf,XX)i,j are formed by evaluating the covariance function
for all pairs of inputs xi and xj . In most GP applications it is assumed, that only noisy measurements
of the latent function values are available, which we denote as a vector of targets y = (y1, . . . , yn)> ∈
Rn. Here we assume that the measurements are subject to additive noise y = f(x) + (x) which is
in turn a Gaussian process  ∼ GP(0, k(x,x′)). In this specific case, the predictive distribution at
n∗ test points X∗ has a closed form solution given by
f∗|X,X∗,y,θ, σ2 ∼ N (f∗, cov(f∗)),
f∗ = Kf,X∗X [Kf,XX +K,XX ]
−1y,
cov(f∗) = Kf,X∗X∗ −Kf,X∗X [Kf,XX +K,XX ]−1Kf,XX∗ ,
(1)
where f∗ is the vector of function values evaluated at the test points and matrices of the form KXiXj
denote cross-covariances between respectively two sets of points Xi and Xj . In the standard GP
regression setting,  is assumed to be a Gaussian white noise process with variance σ2, which
corresponds to choosing K,XX = σ2I .
The hyperparameters θ of the kernel are usually learned directly from the data by optimizing the
negative log marginal likelihood
−logL(θ|y) ∝ y>(Kf,XX +K,XX)−1y + log |Kf,XX +K,XX |, (2)
which can be done e.g. by gradient-based minimization or sampling. Computing the inverse and the
log determinant of Kf,XX +K,XX are the main bottlenecks for GP inference and model learning.
Both involve computing the Cholesky factorization which leads to an overall complexity of O(n3).
The storage complexity is determined by the need to store the full kernel matrix, leading to O(n2).
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2.2 Kronecker and Toeplitz Methods
There is a growing line of research investigating the exploitation of structure in the kernel matrix to
achieve scalable GP inference and model learning. When input points are on a multidimensional
rectilinear lattice (not necessarily equispaced) and the kernel is separable along input dimensions,
k(x,x′) =
∏D
d=1 k
(d)(x(d),x′(d)), the kernel matrix has Kronecker structure, i.e. it can be written as
K = K1⊗· · ·⊗KD. This enables fast MVMs (inO(DnD+1D ) time [27]) and the eigendecomposition
of the full matrix can be efficiently calculated by separately taking the eigendecompositions of the
smaller matrices Ki. Thus, in the GP regression setting subject to Gaussian white noise, the solution
to the linear system (KXX + σ2I)−1y and the log determinant log |KXX + σ2I| can be evaluated
efficiently. Given the eigendecomosition K = QV Q>, one can use (KXX + σ2I)−1y = Q(V +
σ2I)−1Q>y, where the inversion is trivial and Q can be written as a Kronecker product [26]. Also,
the log determinant can be determined based on the eigendecomposition, using log |KXX + σ2I| =∑
i log(Vii + σ
2) [26].
In [2] another, orthogonal method is proposed to exploit Toeplitz structure (constant diagonals of
the kernel matrix), which arises when the input points are placed equidistantly in R and the kernel
is stationary (that is, ki(x, x′) = ki(τ), with τ = x− x′). Toeplitz structure allows for fast MVMs
using Fourier transforms [2, 26], thus the matrix inverse can be computed by conjugate gradients in
O(n log n). Kronecker and Toeplitz methods complement each other in the sense that they exploit
multidimensional and 1D structure, respectively. The Appendix contains a comprehensive overview
of fast Kronecker/Toeplitz methods in the GP setting.
2.3 Structured Kernel Interpolation
Kronecker and Toeplitz methods are restricted to a few highly specialized problems due to the
requirement, that input points are either equispaced or on a multidimensional lattice. The highest
performance gains are reached when both of these requirements are met. Wilson et al. [26] presented
a general purpose inference framework, that exploits structure even for partial-grid/unstructured data
by placing inducing points on a multidimensional equispaced lattice. Inducing point methods have
long been used throughout the literature for large-scale GP applications and reduce runtime cost to
O(m3 + m2n) and storage cost to O(mn + m2) [16], where m is the number of inducing points.
Usually inducing point methods perform best when the data are densely sampled and few inducing
points suffice, i.e. m n. One of the most prominent methods is the subset of regressors (SoR) [20],
which uses the following low-rank kernel approximation:
kSoR(x,x
′) = KxUK−1UUKUx′ , (3)
where U is a set of inducing points and KxU , KUU and KUx′ are the exact kernel matrices with
dimensions 1 × m, m × m and m × 1. Still, inducing point methods suffer from the possibly
high amount of inducing points m and the need to sample the full input domain, which is in
particular detrimental in temporal/spatio-temporal regression tasks. Wilson et al. [26] introduced
an approximation called structured kernel interpolation (SKI) of the form K˜XU = WKUU using
an interpolation weight matrix W ∈ Rn×m. The interpolation matrix can be made very sparse,
consisting of only four non-zero entries per row determined by local cubic interpolation. The full
approximate kernel matrix can thus be written as
KXX ≈WKUUW> := KSKI, (4)
which becomes clear by insertion of K˜XU in (3). MVMs with W can be computed in O(n) time
and, when placing the inducing points on a lattice, MVMs with KUU can exploit Kronecker and
Toeplitz structure, with worst-case cost of O(m logm) for only Toeplitz structure – the total runtime
for MVMs is thus O(n + m logm) [26]. When both Toeplitz structure and Kronecker structure
are exploited, the total runtime for MVMs becomes O(n+ g(m)), where g(m) < m logm and in
many cases we can assume a quasi-linear complexity g(m) ≈ m, [24]. Storage costs are reduced to
O(n+m). Thus, SKI significantly relaxes restrictions on the number of inducing points, allowing
even for m ≈ n.
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Figure 1: Illustrative example of warpSKI for squared exponential kernel kSE(φ(x), φ(x′)) with
φ(x) = 2x3 + x. In (a), the warping function φ and the equidistant inducing points U as well as the
non-equidistant inducing points Uˆ are depicted. The approximate warping function induced by U and
Uˆ closely reflects the true function within the support domain of U and Uˆ . In (b), some samples from
the warped kernel are depicted. Figures (c) to (f) show the different matrices involved in warpSKI.
3 Scalable GPs with a Non-Stationary Phase
In this work, we are concerned with mixtures of non-stationary Gaussian processes of the form
fm(x) =
∑
i
fi,warp(x) with fi,warp ∼ GP(0, ki(φi(x), φi(x′)), (5)
where ki are product separable along input dimensions and stationary (that is, ki(x,x′) = ki(τ ), with
τ = x− x′). The functions φi : Din → Di are invertible space warping functions with Din ⊆ RD,
Di ⊆ RD and do not have singularities in the input domain Din. The full kernel corresponding to (5)
is given by km(x,x′) =
∑
i ki,warp(x,x
′) =
∑
i ki(φi(x), φi(x
′)). The kernel property would be
preserved also for non-invertible space warping functions, but for reasons that will become clear later,
we focus on invertible functions. One of the main difficulties in using (5) in GP regression is that
product separability of the kernel is lost due to the warping function.
A particularly important use case of this model is the separation of non-stationary processes. In
the GP framework, source separation can be achieved by extracting the function corresponding to
the jth source of the mixture via the posterior f j,warp|y. Again, this posterior has a closed form
solution [12], which is given by equation (1) replacing kf with kj,warp, k with
∑
i 6=j ki,warp and
choosing X = X∗.
3.1 WarpSKI
We wish to reduce the time and storage costs for marginal likelihood evaluations and for the re-
gression/source separation problem when the GP is a mixture of processes with a non-stationary
phase as in (5). We do not want to introduce any restrictions on the structure of input points, in
particular partial grid structures or missing values must be supported. Note, that structure in kernels
with a non-stationary phase cannot easily be exploited: previously proposed methods fail in this case
because they either assume stationarity of the kernel [5, 22, 2] or rely on its separability [19, 26]. To
make things worse, the summation structure in (5) alone leads to the loss of the Kronecker product
property for the whole kernel km even when all φi are linear functions.
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In the following we apply structured kernel interpolation to mixtures of non-stationary functions in
an extension we call warpSKI. We propose to employ multiple sets of inducing points to recover
structure in the kernel of the GP in (5) and enable scalable GP regression.
As a first step we consider a single warped kernel kwarp(x,x′) = k(φ(x), φ(x′)), corresponding
to one of the summands in (5). It is easily verified, that SKI can be applied to the stationary and
separable kernel k when using the warped input points z = φ(x). This leads to an approximate form
for the warped kernel matrix
Kwarp,XX ≈WZKUUW>Z , (6)
where we have used K˜ZU = WZKUU and WZ interpolates between the inducing points and
the warped points Z = {φ(x1), . . . , φ(xn)} := Φ(X). The matrix KUU now only depends on
the stationary/separable kernel k and thus structure (Kronecker and Toeplitz) can be imposed by
placement of U . Interestingly, the non-stationarity of the warped kernel kwarp is now fully embedded
in the sparse matrix WZ .
We propose a reinterpretation for the case that φ is invertible: Instead of using interpolation between
the warped points Z = Φ(X) and the inducing points U (placed on an equispaced rectilinear grid),
one can equivalently interpolate between the original input points X and a set of inducing points
formed as Uˆ = Φ−1(U). This leads to the approximation
Kwarp,XX ≈WXKwarp,UˆUˆW>X = WXKUUW>X = (6) := KwarpSKI, (7)
where we have used K˜XUˆ = WXKwarp,UˆUˆ and WX interpolates between the inducing points Uˆ
and the input points X . Here, in contrast to standard SKI, the inducing point set Uˆ does have a
warped (non-equidistant) lattice structure and thereby accounts for the warping function. Using this
consideration, we now have an approximate form WXKUUW>X for the warped kernel kwarp, that
is fully specified in the structure of an inducing point set Uˆ and a stationary and separable kernel k.
This can be seen as an extension to SKI, that is able to generate rich kernel structure by placing
non-equidistant/warped inducing points Uˆ . See Figure 1 as an illustrative example for all matrices
involved in warpSKI.
We continue by specifying the approximate form for the full non-stationary kernel in (5):
Km,XX ≈
∑
i
Ki,warpSKI =
∑
i
Wi,XKi,UiUiW
>
i,X , (8)
where we use multiple sets of non-equispaced/warped inducing point sets Uˆi and Wi,X interpolating
between those points and the input points X . Note, that the space warping functions are now fully
embedded in the matrices Wi,X through placement of Uˆi and structure (Toeplitz/Kronecker) is
imposed on Ki,UiUi by placing Ui. Fast MVMs are possible and the inference problem can be solved
by linear conjugate gradients requiring j  n steps for convergence up to machine precision leading
to O(n+ g(m)) runtime with g(m) ≤ m logm.
3.2 Spatio-Temporal Gaussian Processes
Next, we consider the case, that the space warping function φ is an elementwise function, which
means that it can be written as a vector of one dimensional functions
φ(x) =
[
φ(1)(x(1)), . . . , φ(D)(x(D))
]>
. (9)
When the space warping functions φi in (5) are elementwise functions, the summands ki,warp become
product separable and the whole kernel can be written as
km(x, z) =
∑
i
∏
d
k
(d)
i
(
φ
(d)
i (x
(d)), φ
(d)
i (z
(d))
)
. (10)
An important special case of (10) is given by the spatio-temporal covariance function
km(s, s
′, t, t′) =
∑
i
ki,s(s, s
′)ki,t(φi(t), φi(t′)), (11)
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where non-stationarity is only assumed for the temporal domain – in this case φi(t) is called a time
warping function [13]. When ki,t is a periodic kernel, φi(t) can be considered to be a ‘phase warping
function’ and maps from the time domain to multiples of 2pi, thus specifying the period length. Such
models often arise in biomedical applications due to superposition of physiological processes such
as cardiac or respiratory activity, which are inherently non-stationary in time. In many practical
large-scale biomedical problems, this necessitates efficient solutions to the corresponding inference
and model learning task.
Note, that the kernel in (10) enables Kronecker structure MVMs also for standard SKI (with equidis-
tant lattice inducing points), but Toeplitz structure is lost. In contrast, warpSKI (with non-equidistant
lattice inducing points) does recover Kronecker and Toeplitz structure. We argue, that Toeplitz
structure is particularly important in temporal and spatio-temporal regression problems due to the
possibly long time axis and that Kronecker structure exploitation can quickly become prohibitive
with respect to the temporal domain. Therefore, warpSKI offers important advantages and poses no
restrictions on the amount of inducing points placed over the temporal axis. A comparison between
SKI and warpSKI can be found in the Appendix.
3.3 Fast Source Separation
Having approximated the solution to the linear problem α ≈ α˜ = [∑iKi,warpSKI + σ2I]−1 y via
conjugate gradients, we continue to consider the source separation problem [12], i.e. our goal is to
approximate the mean of the posterior f j,warp|y corresponding to the jth source in the mixture. The
standard GP solution to the posterior mean is given by Kj,warp,X∗Xα˜ and would require O(n2) time
for n test points X∗ = X . For the source separation problem we can again exploit kernel structure
using the approximation
E [f j,warp|y] ≈ Kj,warpSKIα˜ = Wj,XKj,UjUjW
>
j,Xα˜. (12)
The complexity for source separation, once α˜ was obtained, isO(n+m logm) for Toeplitz structure
in Kj,UjUj and quasi-linear O(n+ g(m)) (with g(m) ≈ m) for Kronecker/Toeplitz structure.
3.4 Fast Model Learning
The hyperparameters of all kernels in the sum can be learned by jointly optimizing the marginal
likelihood. Different structure exploiting approximations have been proposed. Unfortunately, the
model specified in (5) does not allow to use the highly efficient scaled eigenvalue method [27] due
to its summation structure. Therefore, we will consider the recently introduced stochastic trace
estimation approach [3], which approximates the log determinant log |KXX + σ2I| and its derivative
w.r.t. the hyperparameters also via an iterative MVM scheme. In its core, the method uses log|Kˆ| =
trace(log(Kˆ)) = E[z>log(Kˆ)z], where z is commonly chosen to be a vector with Rademacher
random variables as entries. Usually, few probe vectors suffice to get a good approximation – leaving
us with the task of calculating log(Kˆ)z. For this task, a Lanczos decomposition approach has been
proposed in [3]. The stochastic trace estimation approach accesses the kernel matrix only through
MVMs and is thus compatible with the proposed approximate form in (8).
4 Experiments
We evaluate the proposed non-stationary GP framework on a numerical dataset and then we aim
to motivate the usefulness of the method in relevant large-scale biomedical applications. One of
the examples concerns the extraction of fetal ECG signals from abdominal recordings – GPs were
suggested in the literature before in this context but large datasets could not be processed so far
[14]. Another example treats the separation of perfusion and ventilation related effects in electrical
impedance tomography (EIT) images of the lung, which is a long-standing problem with important
implications in mechanical ventilation [15]. Many previous approaches to perfusion/ventilation
separation are not satisfactory. To the best of our knowledge, GPs were not considered in this context
before – the corresponding problem becomes solvable through the methods proposed in this paper.
WarpSKI was implemented in MATLAB as an extension to the GPML 4.2 library, all experi-
ments were carried out on a workstation with an INTEL Core i7-6700K CPU. In all experiments,
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L-BFGS [10] was used for hyperparameter learning, respectively with a maximum of 100 optimiza-
tion steps.
4.1 Numerical Data
As a first test, we apply warpSKI to a mildly non-linear separable warping function on a numer-
ical 2D example. Samples are generated from a warped squared exponential kernel of the form
kSE(φ(x), φ(x)
′), where φ is given by φ([x1, x2]>) = [2x31 + x1, x2]
> and the hyperparameters
were set to `SE = 0.4 and σSE = 1.5. The input point positions are sampled from a uniform
distribution within a rectangular area (spanning [−1.2, 0.75] × [−2.5, 2.5] ⊂ R2). To account for
the non-stationarity of the kernel, one non-equidistant inducing point set Uˆ is used, as described in
Section (3.1).
The generation of high-dimensional GP samples is itself a non-trivial task as it requires Cholesky
decomposition of the full kernel matrix. Therefore, to generate samples with up to 105 input points,
we exploit the Kronecker structure of the inducing point kernel matrix and use a high number of
inducing points to warp the samples with high accuracy. We then apply additive Gaussian white noise
 ∼ N (0, σ2) with σ = 0.5 to form the final regression targets y. In Figure 2, we show the inference
and model optimization times (here, σ, σSE and `SE were learned from the simulated data) as well as
the root-mean-square-error (RMSE) for different input and inducing point sizes. The tolerance for
conjugate gradients was set to 10−1, and marginal likelihood evaluations were done using 20 probe
vectors in the stochastic trace estimation. A maximum of 100 steps was allowed for L-BFGS during
the hyperparameter learning.
As this example does not include mixtures of non-stationary warping functions, it enables direct
comparison of the proposed method to previous publications because it could be transformed back
to an equivalent standard SKI task as discussed in Section 3.1. Therefore the results obtained for
this space-warped GP match earlier results, compare for instance to [26]. In particular, note that
warpSKI/SKI is inexpensive with respect to the number of inducing points.
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Figure 2: Results of warpSKI for numerical data with variable numbers of inducing/input points:
Inference time is in (a), time for marginal likelihood evaluations is in (b), hyperparameter learning
runtime in (c) and RMSE against true GP sample in (d). The number of inducing points is m =
9933 ( ), m = 20 020 (+), m = 49 824 ( ) and m = 99 960 ( ).
4.2 Fetal ECG Data
Next, we test the proposed fast source separation algorithm based on warpSKI on large biomedical
datasets. The application of GPs to biomedical data has been proposed by many authors, but
scalability to large datasets has been lacking. In this example we apply GP models to ECG data,
specifically we treat the separation of fetal ECG and maternal ECG signals in baseline-free abdominal
recordings. This was previously demonstrated on small datasets in [14], where a model as in (5)
with two nonlinear warping functions was used and the source separation was solved via the batch
GP formulation. We first validate the proposed warpSKI on a short segment of data taken from
the Physionet fetal ECG database [9] (using the 4th channel of subject R01) and then demonstrate
scalability of warpSKI to signals consisting of up to 105 datapoints on a longer segment of the same
data.
Similar to [14], the kernel is chosen as a mixture of two phase-warped processes, i.e. km(t, t′) =
kmaternal(φ1(t), φ1(t
′)) + kfetal(φ2(t), φ2(t′)), where both kmaternal and kfetal are quasi-periodic
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Figure 3: Results of fetal ECG extraction. In (a), an excerpt from the large-scale (100 s) source
separation is depicted. In (b), a comparison between exact and approximate warpSKI marginal
likelihoods is shown on the smaller dataset (10 s) for different values of σmaternal.
kernels as defined in [17]. Note, that standard SKI cannot be applied in this example as it does not
recover Toeplitz structure.
Following [14], the optimization of hyperparameters in the ECG separation problem should be
guided by prior knowledge by either fixing hyperparameters to reasonable estimates or by using
strong hyperpriors. In this experiment, we used fixed values for the length scales of the two quasi-
periodic kernel functions (which appears to be beneficial for ECG signals and is in line with [14])
and optimize for the variance hyperparameters σmaternal and σfetal. In the considered dataset, the
nonlinear warping functions can be extracted directly from the data by detecting fetal and maternal
R peaks in the provided reference signals and assuming a constant phase between respectively two
R peaks. In [14], it was also proposed to learn the full warping function by optimization of the model
likelihood, which however is difficult due to the high number of local minima. The optimization of
non-stationary warping functions was discussed in more detail in e.g. [6] but shall not be the focus of
this work. Generally, we recommend to use reference signals for the phase whenever possible or at
least use strong priors on the phase function.
As a first step, we apply the proposed warp-SKI method to a subset of the data consisting of n = 5000
points (corresponding to 10 seconds of data sampled at 500 Hz) and validate it against the batch
GP solution. We then do a large-scale stress test using 105 input points (corresponding to 100
seconds of data sampled at 1000 Hz). As a measure for the separation success we use the SNR
improvement metric that was proposed in the context of ECG denoising in [1]. For the stresstest,
again 20 probe vectors were used for stochastic trace estimation and a maximum of 100 L-BFGS
steps. LCG tolerance was set to 10−1 and 5 · 10−3 for parameter learning and source separation,
respectively. In Figure 3, an excerpt of the large-scale source separation as well as a comparison of
exact/approximate marginal likelihood evaluations is depicted.
Table 1: Performance comparison of fetal ECG extraction for different input sizes and methods.
Input
points
Inducing
points
Time for
Inference
Time for
Learning σfetal σmaternal
SNR
Improvement
full GP 5000 – 2.60 s 28.5 s 5.08 21.48 18.6 dB
warpSKI 5000 3400 (m)+4800 (f) 0.27 s 47.4 s 5.95 21.42 18.1 dB
warpSKI 100 000 14 300 (m)+21 600 (f) 4.14 s 462.3 s 5.11 32.11 18.2 dB
4.3 Electrical Impedance Tomography Data
As a last example we consider a non-stationary spatio-temporal signal separation problem given by
electrical impedance tomography (EIT) images of the chest. In this example EIT is used to measure
regional changes in the impedance of the lung, which are caused either by changes in the ventilation or
perfusion of the lung tissue. The separation of these two effects is a long-standing problem, previous
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Figure 4: Result of EIT perfusion-ventilation separation. Time traces correspond to the marked pixels
and include measured signals (black), the posterior mean of perfusion related signals (green) and the
posterior mean of ventilation related signals (orange).
approaches applied pixel-wise Fourier filtering, which however omits the spatial structure of pixels
and cannot fully separate the two effects due to significant overlap in the spectrum [15]. We show
that the separation of the two pulsatile components in EIT images can be posed as a spatio-temporal
GP regression problem using a mixture of non-stationary kernels. Inference and model learning can
then be solved efficiently via the methods proposed in this paper.
As a model for the two superposed effects we use the spatio-temporal kernel km(s, s′, t, t′) =
kvent,SE(s, s
′)kvent,QP(φ1(t), φ1(t′)) + kperf,SE(s, s′)kperf,QP(φ2(t), φ2(t′)), where a squared ex-
ponential kernel is assumed for the spatial domain and quasi-periodicity for the temporal domain in
both signal components (ventilation and perfusion).
The considered dataset of a spontaneously breathing neonate is taken from [7]. Note, that the EIT
problem has ‘partial-grid’ structure, consisting only of pixels within a circular area. We use the first
215 frames to train our model and as a measure of training success we predict the next frame and
evaluate the prediction error (using normalized root-mean-square error). As in the previous example,
the phase warping function is determined directly from the data – the respiratory phase was extracted
from a pixel belonging to the left lung, the cardiac phase was extracted from a pixel between the two
lungs. The total number of input points is n = 699 825, for warpSKI, two sets of non-equidistant
inducing points with respectively 3 million and 2 million points are used. The problem is thus among
the largest problems ever considered in the GP literature. Note, that standard SKI could also be
applied for each of the kernels in the sum but, in contrast to warpSKI, would not recover Toeplitz
structure and thus does not enable scalability to longer recordings.
As in the previous example, it is beneficial to use hyperpriors and fix some of the hyperparameters
(based on prior knowledge about the data) to guide the optimization. Here, we optimize for the
variances σvent, σperf , the length-scales of the spatial kernel `vent,SE, `perf,SE and the length scales
of the time domain `vent,SE-QP, `perf,SE-QP with regularizing lognormal hyperpriors on all of the
length-scales. The remaining hyperparameters σ, `vent,PE-QP and `perf,PE-QP were fixed based on
features we already found in the data a priori. For this experiment only 15 probe vectors were used
for stochastic trace estimation to speed up the optimization. The LCG tolerance was set to 0.25 and
10−2 for optimization and source separation, respectively. Figure 4 shows the result of the source
separation on the considered dataset.
Table 2: Runtime and performance of warpSKI for the EIT ventilation/perfusion separation.
Input
points
Inducing
points
Time for
Inference
Time for
Learning
nRMSE
on test frame
warpSKI 699 825 ~3 million (perf)+ ~2 million (vent) 159.1 s ~9 h 0.176
5 Discussion
We have extended Gaussian process structured kernel interpolation to kernels with a non-stationary
phase in an approach we call warpSKI. Our approach exploits matrix structure using multiple sets
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of non-equidistant/warped inducing point sets. We have shown, that this allows to solve large-scale
regression and source separation problems, which often arise in biomedical applications due to
superposition of non-stationary physiological processes (such as respiratory/cardiac activity). In
many biomedical modalities, where GPs could not by applied so far, the proposed method has a high
potential of uncovering new and relevant structure in the data.
Beyond that, we argue that the placement of non-equidistant inducing points could be generally used
as a tool to account for non-stationarity and build rich kernel structure – this idea might also be
extended to other GP frameworks that are compatible with SKI/warpSKI such as [8].
We see our work as part of a larger push in the recent GP literature that aims to access the kernel matrix
only through matrix multiplications [4, 24] thus enabling highly scalable inference and learning.
Exploiting intricate matrix structure for fast matrix multiplications will be key to solving large-scale
problems via GPs in the future.
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A Appendix
A.1 Overview of Kronecker and Toeplitz Methods
Table 3: Structure exploiting inference and learning methods. All kernels are assumed to be stationary
and Kˆ = K + σ2I .
Kernel and Inputs Matrix Linear Solve Log Determinant
Kernel is separable: K =
⊗D
d=1Kd noise-free: noise-free:
k(x, z′) =
∏D
d=1 kd(x
(d), z(d)) and K−1y =
⊗D
d=1K
−1
d y log |K| =
∑
i Vi,i
Inputs on a rectilinear grid: K = QV Q> noisy: noisy:
X = X1 × · · · × XD Kˆ−1y = Q(V + σ2I)−1Q>y log |Kˆ| =
∑
i
(
Vi,i + σ
2
)
Kernel: k(x, x′) K is Toeplitz LCG with fast MVMs (1) circulant approx. [25]
Inputs: x ∈ R and equispaced (2) stoch. trace estim. [3]
Kernel is separable K ≈WKUUW> LCG with fast MVMs (1) scaled eigenvalues [25]
Inputs unstructured [26] (2) stoch. trace estim. [3]
A.2 Structure Exploitation for Kernels with a Non-Stationary Phase
Table 4: Comparison of SKI [26] and warpSKI. Inputs may be unstructured (or have partial grid
structure). The kernels k (and ki) are assumed to be stationary and separable. The functions
φi : D → Di and φ : D → D1 with Din ⊆ RD, Di ⊆ RD are invertible functions. The linear solve
Kˆ−1y is done by conjugate gradients and the log determinant is approximated using stochastic trace
estimation.
Kernel SKI [26] recovers... warpSKI recovers...
k(φ(x), φ(x′)) – Toeplitz structure
with x ∈ R∑
i ki(φi(x), φi(x
′)) – sum over Toeplitz structures
with x ∈ R
k(φ(x), φ(x′)), – Kronecker and Toeplitz structure
x ∈ RD and φ is not an elementwise fnc.
k(φ(x), φ(x′)) Kronecker structure Kronecker and Toeplitz structure
x ∈ RD and φ is an elementwise fnc.∑
i ki(φi(x), φi(x
′)) sum over sum over Kronecker and Toeplitz
x ∈ RD and φi are elementwise fnc. Kronecker structures structures
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