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ON HOMOLOGY OF FINITE TOPOLOGICAL SPACES
NICOLA´S CIANCI AND MIGUEL OTTINA
Abstract. We develop a new method to compute the homology groups of finite topolog-
ical spaces (or equivalently of finite partially ordered sets) by means of spectral sequences
giving a complete and simple description of the corresponding differentials. Our method
proves to be powerful and involves far fewer computations than the standard one. We
derive many applications of our technique which include a generalization of Hurewicz
theorem for regular CW-complexes, results in homological Morse theory and formulas to
compute the Mo¨bius function of posets.
1. Introduction
The interaction between topology and combinatorics has proved to be very fruitful.
Examples of this interaction are simplicial homology, discrete Morse theory [8, 12], the
celebrated proof of Kneser’s conjecture given by Lova´sz [10], the subsequent developments
in the study of graph properties by means of topological methods [9] and the theory of
finite topological spaces, which has grown considerably in the last years from works by
Barmak and Minian [2, 3, 4, 5, 6].
The theory of finite topological spaces is based in the well-known correspondence be-
tween finite posets and finite T0–spaces given by Alexandroff [1] and in the works of Stong
[14] and McCord [11] who study finite spaces from totally different perspectives. Stong
studies the homotopy types of finite topological spaces by means of an elementary move
which consists of removing a single point of a finite space. Surprisingly, a sequence of
these simple moves is enough to determine whether two given finite spaces have the same
homotopy type. On the other hand, McCord establishes a correspondence that assigns to
each finite T0–space X a simplicial complex K(X) together with a weak homotopy equiv-
alence K(X)→ X and proves that the weak homotopy types of compact polyhedra are in
one to one correspondence with the weak homotopy types of finite topological spaces.
Barmak and Minian delve deeply into this theory and obtain many interesting results,
among which we mention the introduction of an elementary move in finite T0–spaces which
corresponds exactly with the elementary collapses of simple homotopy theory of compact
polyhedra [3] and a generalization of McCord’s result on the weak equivalence between
a compact polyhedron and its order complex [4]. Moreover, they use the theory of finite
spaces to study Quillen’s conjecture on the poset of non-trivial p–subgroups of a group
and Andrews–Curtis’ conjecture (see [2]).
As it is shown by the recent works of Barmak and Minian, finite topological spaces
can be used in several different situations to develop new tools and techniques to study
topological and combinatorial problems. Moreover, in many of them the finite space
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approach is simpler, more adequate or more tractable than the one given by simplicial
complexes and polyhedra. In a similar way, problems regarding homotopy invariants of
finite topological spaces, which can be tackled by the simplicial complex approach, can be
dealt with in a more direct and natural way in their own context.
It is this idea which is exploited in this article, where we develop a new method to
compute the homology groups of finite topological spaces by means of spectral sequences.
Not only do we give spectral sequences which converge to the homology groups of a
given finite space but also we describe completely the differentials of all the pages of those
spectral sequences. Our method proves to be powerful and involves far fewer computations
than the standard one of computing the simplicial homology groups of the order complex
of the finite space. Moreover, it can be applied to Alexandroff spaces provided that a
suitable filtration exists.
As an application of this result, we give a spectral sequence which converges to the
homology groups of the universal cover of a locally finite T0–space which gives a method
to compute the second homotopy group of such spaces. With this result we obtain a
generalization of Hurewicz’s theorem for a class of regular CW-complexes which are not
necessarily simply-connected.
Moreover, we apply our results to generalize a result of Minian on homological Morse
theory for posets [12], largely extending the class of posets for which it is valid, with a very
nice and conceptual proof. And we also apply our techniques to obtain different formulas
to compute the Mo¨bius function of posets which include an alternative proof to a result
of Bjo¨rner and Walker [7].
2. Preliminaries
If X is a finite T0 topological space and x ∈ X, Ux denotes the minimal open set which
contains x, that is, the intersection of all the open sets of X which contain x. In a similar
way, Fx denotes the minimal closed set which contains x, that is, Fx = {x}.
An order relation can be defined in a finite T0–space X as follows: x ≤ y if and only
if Ux ⊆ Uy. Conversely, if P is a finite poset then the subsets {x ∈ P / x ≤ a}, a ∈ P ,
form a basis for a topology on P . These applications are mutually inverse and give a one-
to-one correspondence between finite T0–spaces and finite posets [1] (see also [2]). This
correspondence extends to a one-to-one correspondence between Alexandroff T0–spaces
and posets [11].
Hence, from now on, we will see any Alexandroff T0–space as a poset and any poset as
an Alexandroff T0–space without further notice. Note that locally finite topological spaces
are Alexandroff spaces.
If X is an Alexandroff T0–space then Ux = {a ∈ X / a ≤ x} and Fx = {a ∈ X / a ≥ x}.
It is standard to define Uˆx = {a ∈ X / a < x}, Fˆx = {a ∈ X / a > x}, Cx = Ux ∪ Fx and
Cˆx = Cx−{x}. In case several topological spaces are considered at the same time, we will
denote Ux by U
X
x to indicate the space in which the minimal open set is considered. We
will use similar notations for Fx, Cx, Uˆx, Fˆx and Cˆx.
Let X be a finite T0–space and let x ∈ X. The point x is an up beat point of X if the
subposet Fˆx has a minimum. The point x is a down beat point of X if the subposet Uˆx
has a maximum. The point x is a beat point of X if it is either an up beat point or a
down beat point. Stong proves in [14] that if x is a beat point of X then X − {x} is a
strong deformation retract of X. Moreover, he gives a simple criterion to decide whether
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two given finite topological spaces are homotopy equivalent. Using the results of Stong it
is easy to prove that if X is a finite T0–space and x ∈ X then Cx is contractible.
The order complex of an Alexandroff T0–space X is the simplicial complex K(X) of the
finite non-empty chains of X. McCord proves in [11] that there exists a weak homotopy
equivalence |K(X)| → X (|K(X)| denotes the geometric realization of K(X)). He also
proves in [11] that there exists a correspondence that assigns to each Alexandroff space Z
an Alexandroff T0–space Zˆ which is a quotient of Z and which satisfies that the quotient
map Z → Zˆ is a homotopy equivalence.
Also, the face poset of a simplicial complex K is the poset X (K) of simplices of K
ordered by inclusion. Clearly, K(X (K)) is the barycentric subdivision of K. This leads
to the definition of the barycentric subdivision of a poset X as X ′ = X (K(X)). There
is a weak homotopy equivalence X ′ → X which takes each nonempty chain of X to its
maximum [15].
The non-Hausdorff suspension of a topological space X is the space S(X) whose under-
lying set is X∪{+,−} and whose open sets are those of X together with X∪{+}, X∪{−}
and X ∪ {+,−}. This definition was introduced by McCord in [11], where he proves that
for every space X there exists a weak homotopy equivalence between the suspension of X
and S(X).
A finite model of a topological space Z is a finite space which is weak homotopy equiv-
alent to Z. For example, if D2 is the discrete space of two points and n ∈ N then S
nD2 is
a finite model of the n–sphere Sn.
If X is a poset Xop will denote the poset X with the inverse order.
Recall that a poset is homogeneous of dimension n if all its maximal chains have cardi-
nality n+ 1.
A poset X is graded if Ux is homogeneous for all x ∈ X. In this case, the degree of x is
the dimension of Ux and is denoted by deg(x).
The following definitions were introduced by Minian in [12].
• A finite poset X is called h–regular if for every x ∈ X, the order complex of Uˆx
is homotopy equivalent to Sn−1 where n is the maximum of the cardinality of the
chains in Uˆx.
• A cellular poset is a graded poset X such that for every x ∈ X, Uˆx has the
homology of a (p− 1)–sphere, where p = deg(x).
In a similar way we will say that a finite T0–space is cellular if its associated poset is
cellular. Note that the barycentric subdivision of a poset is a cellular poset.
If n ∈ N0, an n–chain of P is a chain of P of cardinality n+1. The empty chain will be
regarded as a (−1)–chain. We will use the notation [v0, . . . , vn] for an n–chain {v0, . . . , vn}
of P with vj−1 < vj for all j ∈ {1, 2, . . . , n}. Also, if n ∈ N0 and s = [v0, . . . , vn] is an
n–chain and k ∈ {0, . . . , n} then s
kˆ
will denote the (n− 1)–chain [v0, . . . , vˆk, . . . , vn].
Notation. If X is a poset, Ch(X) will denote the set of chains of X and, for n ∈ N0,
Chn(X) will denote the set of n–chains of X.
From McCord’s theorem it is clear that Hn(X) = Hn(|K(X)|). Hence, the homology
groups of a finite topological space can be computed from the simplicial chain complex
associated to K(X). This fact can be expressed entirely in terms of the finite space X
since the simplices of K(X) are the chains of X. Thus, making the translation to the
context of posets, we can introduce the following definition which will be useful for our
work.
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Definition 2.1. Let X be a finite T0–space. The f–chain complex associated to X is the
chain complex Cf (X) = (Cfn(X), d
f
n)n∈Z defined by
Cfn(X) =
{ ⊕
Chn(X)
Z if n ≥ 0
0 if n < 0
and where, for n ∈ N, the morphisms dfn : C
f
n(X) −→ C
f
n−1(X) are defined by
dfn([v0, . . . , vn]) =
n∑
i=0
(−1)i[v0, . . . , vˆi, . . . , vn]
for all [v0, . . . , vn] ∈ Chn(X).
It is clear that the chain complex Cf (X) is isomorphic to the simplicial chain complex
of K(X).
Definition 2.2. Let X be a finite T0–space. For n ∈ Z we define H
f
n(X) as the n–th
homology group of the chain complex Cf (X). The group Hfn(X) will be called the n–th
f–homology group of X.
It follows that if X is a finite T0–space then Hn(X) = H
f
n(X) for all n ∈ Z.
A similar translation can be made for the relative case. We include below the notations
and definitions for this case so as to set the terminology that we will use.
Definition 2.3. Let X be a finite T0–space and let A ⊆ X. An n–chain of (X,A) is an
n–chain of X which is not included in A. The set of n–chains of (X,A) will be denoted
by Chn(X,A).
Definition 2.4. Let X be a finite T0–space and let A ⊆ X. We define the f–relative chain
complex associated to (X,A) as the chain complex Cf(X,A) = Cf(X)/Cf (A). We also
define, for n ∈ Z, Hfn(X,A) as the n–th homology group of the chain complex Cf (X,A).
Note that, for n ∈ N0, C
f
n(X,A) ∼=
⊕
Chn(X,A)
Z.
Clearly, the chain complex Cf(X,A) is isomorphic to the relative simplicial chain com-
plex of (K(X),K(A)) and hence Hfn(X,A) = Hn(X,A) for all n ∈ Z.
In a similar way, one can define reduced f–homology groups. In this case, the group in
degree −1 of the corresponding chain complex will be the free abelian group generated by
the empty chain.
3. First main theorem
In this section we will develop a spectral sequence which converges to the homology
groups of a given finite space and we will provide an explicit description of the differentials
of all the pages of this spectral sequence. Moreover, we will prove that our result generalizes
a cellular-type method of Minian [12].
Notation. Let X be a finite T0–space, let A ⊆ X and let n ∈ N0. If σ ∈ C
f
n(X) then we
will write σA (or simply σ) for the class of σ in Cfn(X,A).
If x ∈ X and σ ∈ Cfn(Cx), we will write σ
x for the class of σ in Cfn(Cx, Cˆx).
The class of the n–cycle σ in Hfn(X) will be denoted by [σ], and the class of the n–
relative cycle σA in Hfn(X,A) will be denoted by [σA].
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If I is a set, H is a group, {Gi}i∈I is a collection of groups and {fi : Gi −→ H}i∈I is a
collection of group homomorphisms, we define
⊎
i∈I
fi :
⊕
i∈I
Gi −→ H by
(⊎
i∈I
fi
)
((xi)i∈I) =
∑
i∈I
fi(xi).
The following lemma, which will be used to prove proposition 3.2, contains a simple
idea which will be very important in our method.
Lemma 3.1. Let X be a finite T0–space and let D ⊆ X be an antichain. For x ∈ D and
n ∈ N0 we define:
• ixn : C
f
n(Cx, Cˆx) −→ C
f
n(X,X −D) by ixn(σ
x) = σX−D for every σ ∈ Cfn(Cx).
• ρxn : C
f
n(X,X −D) −→ C
f
n(Cx, Cˆx) as the group homomorphism that satisfies
ρxn(s
X−D) =
{
sx if x ∈ s
0 if x 6∈ s
for every n–chain s in X.
• φn : C
f
n(X,X −D) −→
⊕
x∈D
Cfn(Cx, Cˆx) as the group homomorphism that satisfies
φn(s
X−D) = (ρxn(s
X−D))x∈D
for every n–chain s in X.
Then φn is a group isomorphism and φ
−1
n =
⊎
x∈D
ixn for every n ∈ N0.
Proof. It is easy to check that the morphisms above are well-defined.
For each n ∈ N0 and for each x0 ∈ D, let in
x0
n : C
f
n(Cx0 , Cˆx0) −→
⊕
x∈D
Cfn(Cx, Cˆx) be
the canonical inclusion.
Let n ∈ N0. It is clear that
⊎
x∈D
ixn is an epimorphism since every n–chain of (X,X −D)
is an n–chain of (Cx, Cˆx) for some x ∈ D. Besides, φni
x
n(s) = in
x
n(s) for every x ∈ D and
for every n–chain s in (Cx, Cˆx) since every n–chain of (X,X −D) must have exactly one
element of D, as D is an antichain. Therefore, φni
x
n = in
x
n.
Then, φn ◦
⊎
x∈D
ixn =
⊎
x∈D
(φni
x
n) =
⊎
x∈D
inxn = Id. Hence,
⊎
x∈D
ixn is a monomorphism.
Thus,
⊎
x∈D
ixn is an isomorphism with inverse φn. 
Proposition 3.2. Let X be a finite T0–space and let D be an antichain in X. Then
Hn(X,X −D) ∼=
⊕
x∈D
H˜n−1(Cˆx) for every n ∈ Z.
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Proof. For each n ∈ Z we have a commutative diagram
Cfn(X,X −D)
d
f
n // Cfn−1(X,X −D)
⊕
x∈D
Cfn(Cx, Cˆx)
⊎
x∈D
ixn
OO
⊕
x∈D
(d
f
n)x
//
⊕
x∈D
Cfn−1(Cx, Cˆx)
⊎
x∈D
ixn−1
OO
where for every x ∈ D the morphism (d
f
n)x is the restriction of d
f
n to C
f
n(Cx, Cˆx).
Then, the chain complexes Cf (X,X−D) and
⊕
x∈D
Cf (Cx, Cˆx) are isomorphic and there-
fore
Hn(X,X −D) ∼= H
f
n(X,X −D)
∼=
⊕
x∈D
Hfn(Cx, Cˆx)
∼=
⊕
x∈D
Hn(Cx, Cˆx)
for every n ∈ Z.
Now, since Cx is contractible, Hn(Cx, Cˆx) ∼= H˜n−1(Cˆx). The result follows. 
Remark 3.3. In the previous lemma we allow Cˆx to be empty, in which case H˜−1(Cˆx) = Z
and H˜n(Cˆx) = 0 for n 6= −1.
Definition 3.4. LetX be a finite T0–space. Let n ∈ N0 and let x ∈ X. Let s = [y0, . . . , yn]
be an n–chain in (Cx, Cˆx). Let k
s
x denote the only integer i ∈ {0, . . . , n} such that yi = x.
We define the sign of x in s by sgns(x) = (−1)
ksx .
Lemma 3.5. Let X be a finite T0–space, let x ∈ X and let n ∈ N0.
Let ∂ : Hn(Cx, Cˆx) −→ H˜n−1(Cˆx) be the connection homomorphism of the long exact
sequence associated to the finite chain complex of (Cx, Cˆx).
Let σ =
l∑
i=1
αisi +
m∑
j=1
βjtj ∈ C
f
n(Cx), where l,m ∈ N, αi ∈ Z for every i = 1, . . . , l,
βi ∈ Z for every j = 1, . . . ,m and where for every i = 1, . . . , l, si is an n–chain in Cx
such that x ∈ si, and for every j = 1, . . . ,m, tj is an n–chain of Cx such that x 6∈ tj.
If σ ∈ ker d
f
n, then ∂([σ]) =
[
l∑
i=1
αisgnsi(x)(si − {x})
]
.
Proof. Let τ =
l∑
i=1
αisi. Note that
σ =
l∑
i=1
αisi +
m∑
j=1
βjtj =
l∑
i=1
αisi = τ
in Cfn(Cx, Cˆx) since
m∑
j=1
βjtj ∈ C
f
n(Cˆx).
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By the proof of the Snake Lemma, dfn(τ) ∈ C
f
n−1(Cˆx) and ∂([σ]) = ∂([τ ]) is the class of
dfn(τ) in H
f
n−1(Cˆx). On the other hand
dfn(τ) =
l∑
i=1
αi
(
n∑
k=0
(−1)k(si)kˆ
)
=
l∑
i=1
αisgnsi(x)(si − {x}) +
l∑
i=1
αi
∑
k 6=k
si
x
(−1)k(si)kˆ
 .
Now, note that
l∑
i=1
αisgnsi(x)(si − {x}) ∈ C
f
n−1(Cˆx), since it is a sum of (n− 1)–chains
in Cx that do not contain x. Since d
f
n(τ) ∈ C
f
n−1(Cˆx), then
l∑
i=1
αi
∑
k 6=k
si
x
(−1)k(si)kˆ
 ∈ Cfn−1(Cˆx)
But for every i = 1, . . . , l, k 6= ksix implies that x ∈ (si)kˆ. Then,
∑
k 6=k
si
x
(−1)k(si)kˆ is a sum of
chains that contain x. Since Cfn−1(Cx) is a free abelian group,
l∑
i=1
αi
( ∑
k 6=k
si
x
(−1)k(si)kˆ
)
=
0. Hence,
dfn(τ) =
l∑
i=1
αisgnsi(x)(si − {x}),
and therefore,
∂([σ]) = [dfn(τ)] =
[
l∑
i=1
αisgnsi(x)(si − {x})
]
.

Definition 3.6. Let X be a finite T0–space and let F = {Xp : p ∈ Z} be a filtration of
X. We say that the filtration F is induced by antichains if X−1 = ∅ and Xn −Xn−1 is
an antichain for every n ∈ N.
Note that the subposet X0 needs not be an antichain.
The following is one of the main theorems of this article.
Theorem 3.7. Let X be a finite T0–space and let {Xp : p ∈ Z} be a filtration of X which
is induced by antichains. For each p ∈ N, let Dp = Xp −Xp−1.
Then there is a spectral sequence {(Erp,q)p,q∈Z, (d
r
p,q)p,q∈Z}r∈N that converges to H∗(X)
such that:
• E1p,q = 0 for every p ≤ −1.
• E10,q = Hq(X0).
• E1p,q =
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) for p ≥ 1.
• The morphisms d1p,q : E
1
p,q −→ E
1
p−1,q are defined in the following way:
– If p ≤ 0 and q ∈ Z, then d1p,q is the trivial homomorphism.
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– If p = 1 and q ∈ N0, then d
1
p,q :
⊕
x∈D1
H˜q(Cˆ
X1
x ) −→ Hq(X0) is defined by
d11,q(([σx])x∈D1) =
∑
x∈D1
[σx]
.
– If p ≥ 1 and q ≤ −p, then d1p,q is the trivial homomorphism.
– If p ≥ 2 and q ≥ 1−p, then d1p,q :
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) −→
⊕
y∈Dp−1
H˜p+q−2(Cˆ
Xp−1
y )
is defined by
d1p,q
([ lx∑
i=1
axi s
x
i
])
x∈Dp
 =
∑
x∈Dp
∑
sxi ∋y
axi sgnsxi (y)(s
x
i − {y})

y∈Dp−1
where for every x ∈ Dp, lx ∈ N, and for every i = {1, . . . , lx}, a
x
i ∈ Z and
sxi ∈ C˜p+q−1(Cˆ
Xp
x ).
Proof. Let {(E˜rp,q)p,q∈Z, (d˜
r
p,q)p,q∈Z}r∈N be the bigraded spectral sequence associated to the
filtration {Xp}p∈Z of X, that is,
• E˜1p,q = Hp+q(Xp,Xp−1) for every p, q ∈ Z
• d˜1p,q = j∗∂
where j∗ is the homomorphism induced in the homology groups by the projection j :
Cfp+q−1(Xp−1) −→ C
f
p+q−1(Xp−1,Xp−2) and where ∂ : Hp+q(Xp,Xp−1) −→ H˜p+q−1(Xp−1)
is the connection homomorphism of the long exact sequence associated to the pair (Xp,Xp−1).
Since X is finite and Xp = ∅ for every p ≤ −1, it follows that the spectral sequence
{(E˜rp,q)p,q∈Z, (d˜
r
p,q)p,q∈Z}r∈N converges to H∗(X).
For p, q ∈ Z we define:
• E1p,q = 0 if p ≤ −1.
• E10,q = Hq(X0).
• E1p,q =
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) if p ≥ 1.
Since the filtration {Xp : p ∈ Z} is induced by antichains, Dp is an antichain for every
p ∈ N. Thus, by the proof of 3.2, for each p ≥ 1 and for all q ∈ Z we have isomorphisms ⊎
x∈Dp
ixn

∗
◦
⊕
x∈Dp
∂x
−1 : ⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) −→ Hp+q(Xp,Xp−1)
where ∂x : Hp+q(C
Xp
x , Cˆ
Xp
x ) → H˜p+q−1(Cˆ
Xp
x ) is the connection homomorphism of the
corresponding long exact sequence.
On the other hand, we have that E1p,q = E˜
1
p,q for p ≤ 0. So we have group isomorphisms
θp,q : E
1
p,q −→ E˜
1
p,q for every p, q ∈ Z. We define d
1
p,q = θ
−1
p−1,q ◦ d˜
1
p,q ◦ θp,q for all p, q ∈ Z.
ON HOMOLOGY OF FINITE TOPOLOGICAL SPACES 9
Let n ∈ Z. We have a diagram
Hn(X1,X0)
d˜11,n−1
++
∂ // Hn−1(X0)
j∗ // Hn−1(X0,X−1)
(j∗)−1
⊕
x∈D1
Hn(C
X1
x , Cˆ
X1
x )
( ⊎
x∈D1
ixn
)
∗
OO
⊕
x∈D1
H˜n−1(Cˆ
X1
x )( ⊕
x∈D1
∂x
)
−1
oo
( ⊎
x∈D1
τxn−1
)
∗
OO
d11,n−1
// Hn−1(X0)
where the maps (ixn)∗ are defined as in 3.1 and where τ
x
n−1 : C
f
n−1(Cˆ
X1
x )→ C
f
n−1(X0) are
the inclusion homomorphisms.
It is clear that ∂(ixn)∗ = (τ
x
n−1)∗∂
x for every x ∈ D1 whenever n 6= 1 by the naturality
of the long exact sequence. Moreover, since ∂ : H1(X1,X0) −→ H˜0(X0) is the (range)
restriction of ∂ : H1(X1,X0) −→ H0(X0), then we have that ∂(i
x
1)∗ = (τ
x
0 )∗∂
x for every
x ∈ D1 as well. Thus the left square in the last diagram commutes and therefore d
1
1,n−1 =( ⊎
x∈D1
τxn−1
)
∗
.
Now, let [σ] ∈
⊕
x∈D1
H˜n−1(Cˆ
X1
x ). Then [σ] = ([σx])x∈D1 with [σx] ∈ H˜n−1(Cˆ
X1
x ) for each
x ∈ D1, and therefore d
1
1,n−1([σ]) =
∑
x∈D1
[σx].
Let p ≥ 2 and let n ∈ N. Consider the following diagram
Hn(Xp,Xp−1)
d˜1p,n−p
++
∂ // Hn−1(Xp−1)
j∗ // Hn−1(Xp−1,Xp−2)
(φn−1)∗
⊕
x∈Dp
Hn(C
Xp
x , Cˆ
Xp
x )
( ⊎
x∈Dp
ixn
)
∗
OO
⊕
x∈Dp
H˜n−1(Cˆ
Xp
x )( ⊕
x∈Dp
∂x
)
−1
oo
d1p,n−p
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼
( ⊎
x∈Dp
τxn−1
)
∗
OO
⊕
y∈Dp−1
Hn−1(C
Xp−1
y , Cˆ
Xp−1
y )
⊕
y∈Dp−1
∂y
⊕
y∈Dp−1
H˜n−2(Cˆ
Xp−1
y )
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where, as above, the maps (ixn)∗ are defined as in 3.1 and where τ
x
n−1 : C
f
n−1(Cˆ
Xp
x ) →
Cfn−1(Xp−1) are the inclusion homomorphisms.
We have that
d1p,n−p =
 ⊕
y∈Dp−1
∂y
 (φn−1)∗j∗∂
 ⊎
x∈Dp
ixn

∗
⊕
x∈Dp
∂x
−1
As before, the left square of the diagram commutes for every n ∈ N. Therefore,
d1p,n−p =
 ⊕
y∈Dp−1
∂y
 (φn−1)∗j∗
 ⊎
x∈Dp
τxn−1

∗
=
 ⊕
y∈Dp−1
∂y
 ⊎
x∈Dp
φn−1jτ
x
n−1

∗
Now we will find an explicit formula for d1p,n−p. Let σ = (σx)x∈Dp with σx ∈ C
f
n−1(Cˆ
Xp
x )
for each x ∈ Dp. Then ⊎
x∈Dp
φn−1jτ
x
n−1
 (σ) = ∑
x∈Dp
φn−1jσx =
∑
x∈Dp
φn−1(σx
Xp−2) =
∑
x∈Dp
ρyn−1(σx
Xp−2)

y∈Dp−1
Now, for each x ∈ Dp we write σx =
lx∑
i=1
axi s
x
i with lx ∈ N, a
x
i ∈ Z and s
x
i an (n−1)–chain
in Cˆ
Xp
x for every i ∈ {1, . . . , lx}. Then we have that
ρyn−1(σ
Xp−2
x ) =
lx∑
i=1
axi ρ
y
n−1(s
x
i
Xp−2) =
∑
sxi ∋y
axi s
x
i
y
for every x ∈ Dp.
Then,  ⊎
x∈Dp
φn−1jτ
x
n−1
 (σ) =
∑
x∈Dp
∑
sxi ∋y
axi s
x
i
y

y∈Dp−1
Finally, by lemma 3.5, we see that
d1p,n−p([σ]) =
 ⊕
y∈Dp−1
∂y



∑
x∈Dp
∑
sxi ∋y
axi s
x
i
y

y∈Dp−1

 =
=
∂y
∑
x∈Dp
∑
sxi ∋y
axi s
x
i
y

y∈Dp−1
=
=
∑
x∈Dp
∑
sxi ∋y
axi sgnsxi (y)(s
x
i − {y})

y∈Dp−1

Remark 3.8. It is not difficult to prove that the morphisms of all the pages of the spectral
sequence of the previous theorem can be computed in the same way as those of the first
page, since for all p, q ∈ Z the groups Erp,q, r ∈ N, are subquotients of the group E
1
p,q and
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the morphisms of the r–th page of the spectral sequence are induced by the exact couple
obtained from the long exact sequences in homology associated to the topological pairs
(Xp,Xp−1).
Note also that one can develop a similar spectral sequence to compute relative homology
groups.
The spectral sequence of the previous theorem will get a much simpler form in the case
that the homology of Uˆx is concentrated in some degree for all x ∈ X. This leads to the
following definition.
Definition 3.9. Let X be a finite T0–space. We say that X is quasicellular if there exists
an order preserving map ρ : X −→ N0, which will be called quasicellular morphism for X,
such that
(1) The set {x ∈ X : ρ(x) = n} is an antichain for every n ∈ N0.
(2) For every x ∈ X, the reduced homology of Uˆx is concentrated in degree ρ(x)− 1.
Note that if X is a quasicellular finite T0–space, ρ is a quasicellular morphism for X
and x, y ∈ X, then x < y implies that ρ(x) < ρ(y).
Note also that cellular spaces are quasicellular and that h–regular posets are quasicel-
lular. But both inclusions are strict since the non-Hausdorff suspension of the discrete
space of three points is quasicellular but neither cellular nor h–regular.
Also, since an h–regular poset is not necessarily graded (see [12, example 2.4]) we
conclude that a poset might be quasicellular and non-graded.
Corollary 3.10. Let X be a quasicellular finite space and let ρ be a quasicellular morphism
for X. Let C(X) = (Cn(X), dn)n∈Z be the chain complex defined by
• Cn(X) =
⊕
ρ(x)=n
H˜n−1(Uˆx) for each n ∈ N0 and Cn(X) = 0 for n < 0.
• For each n ∈ Z, dn is the group homomorphism d
1
n+1,−1 of theorem 3.7 (applied
for the filtration defined by Xp = {x ∈ X : ρ(x) ≤ p− 1} for all p ∈ Z).
Then, Hn(X) = Hn(C(X)) for all n ∈ N0.
Proof. Consider the filtration {Xp}p∈Z given by
Xp = {x ∈ X : ρ(x) ≤ p− 1}
for each p ∈ Z. Clearly, the filtration {Xp}p∈Z is induced by antichains, and thus theorem
3.7 applies. Since ρ is a quasicellular morphism for X, Cˆ
Xp
x = Uˆx and hence it follows that
q = −1 is the only non-trivial row of the first page of the spectral sequence, and therefore,
the homology groups of X are the homology groups of the chain complex determined by
the groups and group homomorphisms on this row. By theorem 3.7, this chain complex
is precisely C(X). 
As a corollary of 3.10, we obtain theorem 3.7 of [12]:
Theorem 3.11 (Minian). Let X be a cellular space and let C(X) be its cellular chain
complex [12, definition 3.6]. Then Hp(X) = Hp(C(X)) for each p ∈ Z.
12 N. CIANCI AND M. OTTINA
4. Applications
Computation of homology groups of posets.
Just as a first and simple example consider the following:
Example 4.1 (Non-Hausdorff suspension). Let X be a finite T0–space.
Consider the filtration {Xp}p∈Z of SX given by X0 = U+ and X1 = SX. Note that this
filtration is induced by antichains. Since U+ is contractible and Uˆ+ = X, by theorem 3.7
we have a bigraded spectral sequence (E, d) that converges to H∗(SX) whose first page is
...
...
...
0 H˜2(X) 0
0 H˜1(X) 0
Z
p
//
q OO
H˜0(X) 0
...
...
...
It is not hard to see that d11,0 : H˜0(X) −→ Z is trivial. Hence, H0(SX) = Z and
Hn(SX) = H˜n−1(X) for all n ∈ N.
In the next example we will apply theorem 3.7 to compute the homology groups of a
more complicated finite space, which turns out to be a finite model of the real projective
plane. This finite space was constructed by Barmak and Minian in [4].
Example 4.2 (Finite model of the real projective plane). Let X be the finite T0–space
whose Hasse diagram is
j•
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙ k•
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗ l•
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶ m•
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
d•
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲
e•
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇ f•
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
g•
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈ h•
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷ i•
rr
rr
rr
rr
rr
rr
rrr
rr
rr
rr
rr
rr
r
a• b• c•
Consider the filtration {Xp}p∈Z of X given by X0 = Fa, X1 = Fa ∪ {h, i} and X2 = X.
Note that this filtration is induced by antichains.
By 3.7 there exists a bigraded spectral sequence {Er, dr}r∈N that converges to H∗(X).
Let Za = E
1
0,0 = H0(Fa)
∼= Z. Note that Za is generated by [a].
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Observe that E11,0 = H˜0(Fˆh) ⊕ H˜0(Fˆi) = Zh ⊕ Zi, where Zh = H˜0(Fˆh)
∼= Z and
Zi = H˜0(Fˆi) ∼= Z. Also note that Zh is generated by [l] − [j] and Zi is generated by
[m]− [k]
Similarly, since Fˆb and Fˆc are finite models for S
1, we have that E12,0 = H˜1(Fˆb) ⊕
H˜1(Fˆc) = Zb⊕Zc, where Zb = H˜1(Fˆb) ∼= Z and Zc = H˜1(Fˆc) ∼= Z. In this case we see that
Zb and Zc are generated by
g0 = [d, j] + [j, h] + [h, l] + [l, e] + [e, k] + [k, i] + [i,m] + [m,d]
and
g1 = [f, j] + [j, h] + [h, l] + [l, g] + [g,m] + [m, i] + [i, k] + [k, f ]
respectively. Now, it is easy to see that the first page of our spectral sequence is, in fact,
a chain complex:
· · · 0oo Zaoo Zh ⊕ Zi
d11,0=αoo Zb ⊕ Zc
d12,0=βoo 0oo · · ·oo
Using theorem 3.7 it is clear that α = 0. On the other hand, a quick calculation shows
that β(g0) = ([l]− [j], [m] − [k]) and β(g1) = ([l]− [j], [k] − [m]). It follows that
E21,0 = Zh ⊕ Zi/Im β
∼= Z2.
Thus, H0(X) = Z, H1(X) = Z2 and Hn(X) = 0 for n ≥ 2.
It is interesting to observe that the chain complex above is much simpler than the
simplicial chain complex of K(X).
Homological morse theory of posets.
G. Minian introduced in [12] a discrete version of Morse theory for posets and developed
a homological variant of this theory showing that given a homologically admissible Morse
matching on a cellular poset X, the homology groups of X can be computed from a chain
complex which in degree p consists of the free abelian group generated by the critical
points of X of degree p. Using our techniques we will give here a generalization of his
result with a completely different and more conceptual proof.
We begin by recalling some definitions from [12].
Let X be a finite poset and let H(X) be its Hasse diagram.
Let M be a matching on H(X) and let HM (X) be the graph obtained from H(X) by
reversing the orientations of the edges which are not in M . We say that M is a Morse
matching if the graph HM (X) is acyclic.
Given a Morse matching M on H(X) we define the critical points of X as the points of
X which are not incident to any edge of M .
We say that an edge (a, b) of the Hasse diagram of X is homologically admissible if the
space Uˆb − {a} is acyclic.
We say that a matching M on H(X) is homologically admissible if every edge of M is
homologically admissible.
For our proof we need some lemmas. The first of them is one of the keys of our proof.
Lemma 4.3. Let X be a poset. Let b be a maximal point of X. Suppose there exists
a ∈ X such that Fˆa = {x ∈ X / a < x} = {b} and such that the edge (a, b) of the Hasse
diagram of X is homologically admissible. Then Hn(X,X − {a, b}) = 0 for all n ∈ Z.
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Proof. Clearly, a is upbeat point of X an hence X − {a} is a strong deformation retract
of X. Thus, Hn(X,X − {a}) = 0 for all n ∈ Z.
On the other hand, applying 3.2 we obtain that
Hn(X − {a},X − {a, b}) = Hn−1(Cˆ
X−{a}
b ) = H˜n−1(Uˆb − {a}) = 0
for all n ∈ Z since the edge (a, b) is homologically admissible.
Then the result follows from the long exact sequence in homology of the triple (X,X −
{a},X − {a, b}). 
Lemma 4.4. Let X be a quasicellular poset and let ρ : X → N0 be its quasicellular
morphism. Let (a, b) be an homologically admissible edge of the Hasse diagram of X.
Then ρ(b) = ρ(a) + 1.
Proof. We have that H˜n(Uˆb − {a}) = 0 for all n ∈ Z since the edge (a, b) is homologically
admissible and Hn(Uˆb, Uˆb − {a}) = H˜n−1(Uˆa) by 3.2. Then the result follows from the
long exact sequence in homology of the pair (Uˆb, Uˆb − {a}). 
Now, we will prove that the homology groups of a quasicellular poset X can be com-
puted from a chain complex constructed from a homologically admissible Morse matching,
generalizing theorem 3.14 of [12]. The idea of the proof is that, by lemma 4.3, under certain
hypotheses a homologically admissible edge of a poset can be removed without altering
the homology groups of the poset. Thus, we will prove that the edges of a homologically
admissible Morse matching can be arranged in such a way that the hypotheses of lemma
4.3 are satisfied and hence we will be able to remove all the edges of the matching to
obtain that the homology groups of X can be computed from the set of critical points.
To put this idea into work, we consider a suitable filtration of the poset X and construct
a spectral sequence which converges to the homology groups of X.
Theorem 4.5. Let X be a quasicellular poset and let p : X → N0 be its quasicellular
morphism. Let M be a homologically admissible Morse matching on H(X). For n ∈ N0
let An = {x ∈ X / x is a critical point of X and ρ(x) = n}. Let (Cn, dn)n∈N0 be the chain
complex defined by Cn =
⊕
x∈An
H˜n−1(Uˆx) and where the differentials dn are defined as in
theorem 3.7. Then the homology of X coincides with the homology of (Cn, dn)n∈N0 .
Proof. For n ∈ N0 let
Xn = {x ∈ X / ρ(x) ≤ n} ∪ {z / (y, z) ∈M and ρ(y) = n}.
By 4.4, Xn−1 ⊆ Xn for all n ∈ N and since X is a finite space it follows that (Xn)n∈N0 is
a filtration of X.
Let X−1 = ∅. We will compute now Hi(Xn,Xn−1) for all i ∈ Z and for all n ∈ N0. Fix
n ∈ N0. Let S = {(y, z) ∈ M / ρ(y) = n}. Suppose S 6= ∅. We define a relation  in S
as follows: (a, b)  (a′, b′) if and only if there exist l ∈ N and (a0, b0), . . . , (al, bl) ∈ S such
that (a0, b0) = (a, b), (al, bl) = (a
′, b′) and aj ∈ Uˆbj+1 for all j ∈ {0, . . . , l − 1}.
This relation is clearly reflexive and transitive. We will prove now that it is also
antisymmetric. Suppose that (a, b) and (a′, b′) are distinct elements of S such that
(a, b)  (a′, b′) and (a′, b′)  (a, b). Then there exist l,m ∈ N, (a0, b0), . . . , (al, bl) ∈ S and
(a′0, b
′
0), . . . , (a
′
m, b
′
m) ∈ S such that (a0, b0) = (a, b) = (a
′
m, b
′
m), (al, bl) = (a
′, b′) = (a′0, b
′
0),
aj ∈ Uˆbj+1 for all j ∈ {0, . . . , l − 1} and a
′
k ∈ Uˆb′k+1 for all k ∈ {0, . . . ,m − 1}. In ad-
dition, we may suppose that (aj , bj) 6= (aj+1, bj+1) for all j ∈ {0, . . . , l − 1} and that
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(a′k, b
′
k) 6= (a
′
k+1, b
′
k+1) for all k ∈ {0, . . . ,m − 1}. And since M is a matching, we obtain
that aj 6= aj+1 for all j ∈ {0, . . . , l−1} and a
′
k 6= a
′
k+1 for all k ∈ {0, . . . ,m−1}. Now, note
that (aj , bj+1) ∈ H(X) −M for all j ∈ {0, . . . , l − 1} since aj < bj+1, X is quasicellular,
ρ(aj) = n = ρ(bj+1)− 1 (by the previous lemma) and M is a matching. In a similar way
(a′k, b
′
k+1) ∈ H(X)−M for all k ∈ {0, . . . ,m− 1}. Thus,
(a′m, b
′
m), (b
′
m, a
′
m−1), (a
′
m−1, b
′
m−1), . . . , (a
′
0, b
′
0), (bl, al−1), (al−1, bl−1), . . . , (a1, b1), (b1, a0)
is a cycle in HM (X) which entails a contradiction since M is a Morse matching.
Then the relation  is antisymmetric and hence it is a partial order.
Let N = #S. Extending the partial order in S to a linear order we obtain that we may
label the elements of S as (y1, z1), . . . , (yN , zN ) in such a way that if (yj, zj)  (yk, zk)
then j ≤ k.
Note that
Xn = Xn−1 ∪An ∪
N⋃
j=1
{yj , zj}
(recall that An was defined as An = {x ∈ X / x is a critical point of X and ρ(x) = n }).
For k ∈ {0, 1, . . . , N} let
Bk = Xn−1 ∪An ∪
k⋃
j=1
{yj, zj} .
Hence, B0 = Xn−1 ∪An and BN = Xn.
Let r ∈ {1, . . . , N}. We claim that UˆXzr = Uˆ
Br
zr . Indeed, let x ∈ Uˆ
X
zr . Then x < zr and
thus ρ(x) < ρ(zr) = n + 1 by the previous lemma. If x ∈ Xn−1 ∪ An then x ∈ Br. If
x /∈ Xn−1 ∪An then there exists s ∈ {1, . . . , N} such that x = ys. Thus, (ys, zs)  (yr, zr)
and hence s ≤ r. Then, x = ys ∈ Br. Thus, Uˆ
X
zr ⊆ Uˆ
Br
zr . The other inclusion is trivial.
Hence, the edge (yr, zr) is homologically admissible in Br.
On the other hand, we claim that FˆBryr = {zr}. Indeed, suppose that x ∈ Br satisfies
that x > yr. Hence, ρ(x) > ρ(yr) = n and thus x = zs for some s ∈ {1, . . . , r}. But this
implies that yr ∈ Uˆzs and hence (yr, zr)  (ys, zs). Then r ≤ s and thus s = r and x = zr.
Hence, FˆBryr ⊆ {zr} while the other inclusion is trivial.
Now, since ρ(zr) = n + 1 and Br ⊆ Xn ⊆ {x ∈ X / ρ(x) ≤ n + 1} (by 4.4) it follows
that zr is a maximal point of Br. Hence, we are under the hypotheses of lemma 4.3 and
thus we obtain that Hi(Br, Br−1) = 0 for all i ∈ Z.
Hence, we have proved that Hi(Br, Br−1) = 0 for all i ∈ Z and for all r ∈ {1, . . . , N}.
It follows that Hi(BN , B0) = 0 for all i ∈ Z. Note that this was done under the hypotesis
S 6= ∅, but holds trivially if S = ∅.
Thus, by 3.2,
Hi(Xn,Xn−1) = Hi(BN ,Xn−1) ∼= Hi(B0,Xn−1) ∼=

⊕
x∈An
H˜n−1(Uˆx) if i = n
0 if i 6= n
since X is quasicellular.
From the filtration (Xn)n∈N0 of X we can contruct a spectral sequence in a similar way
to the one in the proof of theorem 3.7, which will have in its first page a single nontrivial
row and whose differentials can be computed in the same way as in 3.7 by naturality of
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the long exact sequences since the isomorphisms Hi(Xn,Xn−1) ∼= Hi(B0,Xn−1) are given
by the inclusion maps. Thus, the result follows. 
Remark 4.6. The previous theorem might not hold if the space X is not quasicellular even
if for all x ∈ X the homology of Uˆx is concentrated in some degree. For example, let X
be defined by the following Hasse diagram
h •
g •
✈✈✈✈✈✈✈✈✈✈
e • f •
c •
✇✇✇✇✇✇✇✇✇
d •
●●●●●●●●●
✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏
a •
✈✈✈✈✈✈✈✈✈✈
b •
❍❍❍❍❍❍❍❍❍
and letM = {(c, e), (d, h), (f, g)}. It is easy to verify thatM is a homologically admissible
Morse matching. On the other hand f and g are beat points ofX and henceX is homotopy
equivalent to X − {f, g} which is a finite model for S2. But the set of critical points is
{a, b} an thus if (Cn, dn)n∈N0 is the chain complex of the previous theorem we obtain that
C0 = Z ⊕ Z and Cn = 0 for all n ∈ N. Clearly, the homology groups of (Cn, dn)n∈N0 do
not coincide with those of X.
Mo¨bius function.
Now, we will apply our methods to obtain different formulas to compute the Mo¨bius
function of a poset. Recall that the Mo¨bius function of a poset P equals the number of
chains of P of odd cardinality minus the number of chains of P of even cardinality (where
the empty chain counts as a chain of even cardinality) and is denoted by µ(P ). Clearly,
µ(P ) coincides with the reduced Euler characteristic of the order complex of P and thus
with the reduced Euler characteristic of P (viewed as a topological space).
Recall also that the Euler characteristic of a finitely generated graded abelian group
G = (Gn)n∈Z is defined as
χ(G) =
∑
n∈Z
(−1)nrg(Gn)
and that the Euler characteristic of a finitely generated bigraded abelian group E =
(Ep,q)p,q∈Z is defined as
χ(E) =
∑
p,q
(−1)p+qrg(Ep,q).
Clearly, if {(Erp,q)p,q∈Z}r∈N is a bigraded spectral sequence such that E
1 is finitely gen-
erated then χ(Er) = χ(Er+1) for all r ∈ N. Therefore, it follows that if {(Erp,q)p,q∈Z}r∈N
converges to a graded abelian group (Gn)n∈Z then χ(E
1) = χ(G).
This simple idea suggests that our methods can be effectively applied to compute the
Mo¨bius function of a finite poset in several different ways.
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If P is a finite poset, h(P ) will denote the height of P , that is the maximum of the
cardinalities of the chains of P minus one.
Proposition 4.7. Let X be a finite T0–space (or equivalently a finite poset) and let V ⊆ X
be an open subset. Then
µ(X) = µ(V )−
∑
x∈X−V
µ(Uˆx).
Proof. Let X0 = V . For p ∈ N, let Xp = {x ∈ X − X0 / h(Ux) < p} and let Dp =
Xp −Xp−1. Clearly (Xp)p∈N0 is a filtration of X which is induced by antichains. Hence,
theorem 3.7 applies and we obtain a spectral sequence {(Erp,q)p,q∈Z}r∈N that converges to
H∗(X) such that
• E1p,q = 0 for every p ≤ −1.
• E10,q = Hq(X0).
• E1p,q =
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) for p ≥ 1.
Note that, if p ∈ N and x ∈ Dp then Cˆ
Xp
x = Uˆx since V is an open set. Thus,
µ(X) = χ˜(X) = χ(X)− 1 = −1 + χ(E1) = −1 +
∑
p∈Z
∑
q∈Z
(−1)p+qrg(E1p,q) =
= −1 +
∑
q∈Z
(−1)qrg(Hq(X0)) +
∑
p∈N
∑
q∈Z
(−1)p+qrg
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x )
 =
= −1 + χ(X0) +
∑
p∈N
∑
q∈Z
(−1)p+q
∑
x∈Dp
rg(H˜p+q−1(Uˆx)) =
= −1 + χ(X0) +
∑
p∈N
∑
x∈Dp
∑
q∈Z
(−1)p+qrg(H˜p+q−1(Uˆx)) =
= χ˜(X0)−
∑
p∈N
∑
x∈Dp
χ˜(Uˆx) = µ(V )−
∑
p∈N
∑
x∈Dp
µ(Uˆx) =
= µ(V )−
∑
x∈X−V
µ(Uˆx).

Corollary 4.8. Let X be a finite T0–space (or equivalently a finite poset).
(1) Let A ⊆ X be a contractible open subspace. Then
µ(X) = −
∑
x∈X−A
µ(Uˆx).
(2) Let X0 be the set of minimal points of X. Then
µ(X) = #X0 − 1−
∑
x∈X−X0
µ(Uˆx).
Note that the second formula of this corollary can also be deduced by partitioning the
set of chains of X according to the maximum element of each chain and noting that the
chains of cardinality n of Uˆx are in bijection with the chains of cardinality n+ 1 of Ux.
Now we will apply the previous results to give a different proof of theorem 6.1 of [7].
To this end we need a couple of lemmas.
Recall that a subset C of a poset P is convex if x < y < z and x, z ∈ C imply y ∈ C.
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Lemma 4.9. Let P be a finite poset and let C be a convex subset of P . Let a ∈ C. Then
µ(Fˆa − C) =
∑
y∈C
y≥a
µ(Fˆy).
Proof. Applying 4.7 with X = (Fˆa)
op and V = (Fˆa − C)
op yields
µ((Fˆa)
op) = µ((Fˆa − C)
op)−
∑
x∈(Fˆa)op∩C
µ(UˆXx ).
(note that V is an open subset of X since given z ∈ V and w ≤ z we get that w ≤ z < a,
a ∈ C and z /∈ C, and thus w /∈ C since C is convex). Hence,
µ(Fˆa − C) = µ(Fˆa) +
∑
y∈Fˆa∩C
µ(Fˆ Fˆay ) = µ(Fˆa) +
∑
y∈C
y>a
µ(Fˆy) =
∑
y∈C
y≥a
µ(Fˆy).

If X and Y are posets, the non-Hausdorff join X ⊕Y is the poset whose underlying set
is the disjoint union X ⊔ Y and whose ordering is defined keeping the ordering within X
and Y and setting x ≤ y for every x ∈ X and y ∈ Y (cf. [2]).
Lemma 4.10. Let X and Y be posets. Then µ(X ⊕ Y ) = −µ(X)µ(Y ).
Proof. Let µo(X) and µo(Y ) denote the number of chains of odd cardinality of X and Y
respectively and let µe(X) and µe(Y ) denote the number of chains of even cardinality of
X and Y respectively. Then
−µ(X)µ(Y ) = −(µo(X) − µe(X))(µo(Y )− µe(Y )) =
= (µo(X)µe(Y ) + µe(X)µo(Y ))− (µe(X)µe(Y ) + µo(X)µo(Y )) =
= µo(X ⊕ Y )− µe(X ⊕ Y ) = µ(X ⊕ Y ).

Now we state theorem 6.1 of [7] and apply our methods to give an alternative proof of
it.
Theorem 4.11 (Bjo¨rner–Walker). Let P be a finite poset and let C be a convex subset of
P . Then
µ(P ) = µ(P − C) +
∑
x,y∈C
x≤y
µ(Uˆx)µ(Fˆy).
Proof. We consider P as a finite T0–space. Let X0 = P−C. For p ∈ N, let Xp = X0∪{x ∈
C / h(Ux) < p} and let Dp = Xp − Xp−1. Clearly (Xp)p∈N0 is a filtration of P which
is induced by antichains. Hence, theorem 3.7 applies and we obtain a spectral sequence
{(Erp,q)p,q∈Z}r∈N that converges to H∗(P ) such that
• E1p,q = 0 for every p ≤ −1.
• E10,q = Hq(X0).
• E1p,q =
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) for p ≥ 1.
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Then, proceeding as in the proof of 4.7 we obtain that
µ(P ) = µ(P − C)−
∑
p∈N
∑
x∈Dp
µ(Cˆ
Xp
x ).
Note that Cˆ
Xp
x = Uˆx ⊕ Fˆ
P−C
x for x ∈ Dp. Hence, from 4.9 and 4.10 we obtain that
µ(Cˆ
Xp
x ) = −µ(Uˆx)µ(Fˆ
P−C
x ) = −µ(Uˆx)
∑
y∈C
y≥x
µ(Fˆy).
Thus,
µ(P ) = µ(P − C)−
∑
p∈N
∑
x∈Dp
µ(Cˆ
Xp
x ) = µ(P − C) +
∑
p∈N
∑
x∈Dp
µ(Uˆx)∑
y∈C
y≥x
µ(Fˆy)
 =
= µ(P − C) +
∑
x∈C
µ(Uˆx)∑
y∈C
y≥x
µ(Fˆy)
 = µ(P − C) + ∑
x,y∈C
x≤y
µ(Uˆx)µ(Fˆy).

Clearly, this technique can be applied to obtain and prove many different formulas of
this type for computing the Mo¨bius function of posets.
5. Further generalizations and applications
In this section we will analyse some generalizations of the results of section 3 and we
will show how these generalizations are useful in applications.
First of all, it is easy to see that the definitions of f–chain complex and f–homology
groups given in section 2 and their relative and reduced versions can be generalized to
Alexandroff T0–spaces. Clearly, the f–homology groups will be isomorphic to the singular
homology groups in this more general setting as well [11].
Secondly, lemmas 3.1 and 3.5 and proposition 3.2 remain true for Alexandroff T0–spaces.
Moreover, theorem 3.7 also holds for Alexandroff T0–spaces provided that the filtration
F = {Xp : p ∈ Z} of X is induced by antichains and satisfies the following condition
(∗) For all n ∈ N there exists m ∈ N such that H˜n(Cˆ
Xp
x ) = 0 for all p ≥ m and
for all x ∈ Dp = Xp −Xp−1.
This condition guarantees that the spectral sequence will converge and is satisfied, for
example, if the filtration F consists of only a finite number of distinct spaces (this is
applied in 5.5), but is also valid in a broad range of situations (such as that of 5.3).
Also, the following relative version of 3.7 holds.
Theorem 5.1. Let X be an Alexandroff T0–space and let A ⊆ X be a subspace. Let
F = {Xp : p ∈ Z} be a filtration of X with X0 = A such that F is induced by antichains.
For each p ∈ N, let Dp = Xp −Xp−1. Suppose that the filtration F satisfies condition (∗)
above.
Then there is a spectral sequence {(Erp,q)p,q∈Z, (d
r
p,q)p,q∈Z}r∈N that converges to H∗(X,A)
such that:
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• E1p,q = 0 for every p ≤ 0.
• E1p,q =
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) for p ≥ 1.
• The morphisms d1p,q : E
1
p,q −→ E
1
p−1,q are defined in the following way:
– If p ≤ 1 and q ∈ Z, then d1p,q is the trivial homomorphism.
– If p ≥ 2 and q ≤ −p, then d1p,q is the trivial homomorphism.
– If p ≥ 2 and q ≥ 1−p, then d1p,q :
⊕
x∈Dp
H˜p+q−1(Cˆ
Xp
x ) −→
⊕
y∈Dp−1
H˜p+q−2(Cˆ
Xp−1
y )
is defined by
d1p,q
([ lx∑
i=1
axi s
x
i
])
x∈Dp
 =
∑
x∈Dp
∑
sx
i
∋y
axi sgnsxi (y)(s
x
i − {y})

y∈Dp−1
where for every x ∈ Dp, lx ∈ N, and for every i = {1, . . . , lx}, a
x
i ∈ Z and
sxi ∈ C˜p+q−1(Cˆ
Xp
x ).
The proof of this theorem is similar to that of 3.7 and will be omitted.
Also, the definition of quasicellular space (3.9) can be generalized as follows.
Definition 5.2. Let X be a locally finite T0–space and let A ⊆ X be a subspace. We
say that (X,A) is a relative quasicellular pair if A is open in X and there exists an order
preserving map ρ : X −A −→ N0, which will be called quasicellular morphism for (X,A),
such that
(1) The set {x ∈ X −A : ρ(x) = n} is an antichain for every n ∈ N0.
(2) For every x ∈ X −A, the reduced homology of UˆXx is concentrated in degree ρ(x)− 1.
And corollary 3.10 can be generalized accordingly.
Corollary 5.3. Let (X,A) be a relative quasicellular pair and let ρ be a quasicellular
morphism for (X,A). For each n ∈ N0, let Jn = {x ∈ X −A : ρ(x) = n}.
Let C(X,A) = (Cn(X,A), dn)n∈Z be the chain complex defined by
• Cn(X,A) =
⊕
x∈Jn
H˜n−1(Uˆx) for each n ∈ N0 and Cn(X,A) = 0 for n < 0.
• For each n ∈ Z, dn is the group homomorphism d
1
n+1,−1 of theorem 5.1 (applied
for the filtration defined by X0 = A and Xn = Xn−1 ∪ Jn−1 for all n ∈ N).
Then, Hn(X,A) = Hn(C(X,A)) for all n ∈ N0.
If, in addition, A is contractible, then H˜n(X) = Hn(C(X,A)) for all n ∈ N0.
Example 5.4. Consider the poset Z defined by the following Hasse diagram.
b •
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
a •
  
  
  
  
  
  
❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼▼
c •
✾✾
✾✾
✾✾
✾✾
✾✾
✾
•
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
•
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
• •
• •
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Note that Z is not a cellular poset since Uˆa does not have the homology of any sphere.
Hence, theorem 3.7 of [12] does not apply. Indeed, Z is not even a quasicellular poset
since Uˆa does not have homology concentrated in any degree.
However, (Z,Ua) is a relative quasicellular pair with quasicellular morphism ρ : Z−Ua →
N0 defined by ρ(b) = 2 and ρ(c) = 1.
Hence, by 5.3, the homology groups of (Z,Ua) can be computed with the following chain
complex
· · · // 0 // Z
d2 // Z // 0 // · · ·
Applying the formulas for the differentials stated in 3.7, it is easy to check that d2 = 0.
Thus, H2(Z,Ua) ∼= H1(Z,Ua) ∼= Z and Hn(Z,Ua) = 0 for all n ∈ Z−{1, 2}. And since Ua
is contractible we obtain that H˜2(Z) ∼= H˜1(Z) ∼= Z and H˜n(Z) = 0 for all n ∈ Z− {1, 2}.
Indeed, K(Z) is homeomorphic to S2 ∨ S1.
We turn now to a different generalization of our results which concerns group actions
on locally finite T0–spaces. From now on let G be a group and let Y be a locally finite
and T0 G–space. Clearly, for all n ∈ Z the group G acts on C
f
n(Y ) since for every chain
C of Y the set gC is a chain in Y . Thus, the action of G on Y induces a Z[G]–module
structure in Cfn(Y ) for all n ∈ Z. Moreover, with this structure the differentials d
f
n turn
out to be morphisms of Z[G]–modules.
We are particularly interested in coverings of locally finite T0–spaces. Barmak and
Minian gave in [5] a simple description of the regular coverings of locally finite T0–spaces
in terms of colorings. We will recall briefly the basic points of this description from a
categorical perspective. For the original and comprehensive exposition we refer the reader
to [5].
A locally finite T0–space (or equivalently a locally finite poset) X can be regarded as
a category in the standard way, that is, the objects of this category are the elements of
X and every relation x ≤ y in X gives a unique arrow from x to y. Also, if G is a
group, we can think of G as a category with a unique object in the usual way. With
these interpretations, if G is a group and X is a locally finite T0–space, an admissible
G–coloring of X is simply a functor from X to G. We say that an admissible G–coloring
c of X is connected if the induced functor c : X[Mor(X)−1] → G is a full functor (here
X[Mor(X)−1] denotes the localization of the category X with respect to the set of all the
arrows of X). Note that an admissible G–coloring of a poset X induces a labelling of the
edges of the Hasse diagram of X with elements of G.
If c is an admissible connected G–coloring of X the poset E(c) is defined in [5] as
E(c) = {(x, g) / x ∈ X and g ∈ G} with the relations (x, g)  (y, g. c(x ≤ y)) whenever
x ≤ y in X. In this case the projection p : E(c) → X is a regular covering of X with
Deck transformation group isomorphic to G. Also, the universal cover of a locally finite
T0–space X can be constructed as E(c) where c is a suitable admissible and connected
pi1(X)–coloring of X [5].
Now, we will combine these results of Barmak and Minian with the techniques developed
in this article to obtain more applications together with generalizations and improvements
on some results of [6].
Let X be a locally finite T0–space, let c be an admissible connected pi1(X)–coloring of
X corresponding to the universal cover and let E = E(c) be the universal cover of X. Let
G = pi1(X). Note that E is a locally finite T0 G–space with action given by h. (x, g) =
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(x, hg) for h ∈ G and (x, g) ∈ E. Let F = {Xp : p ∈ Z} be a filtration of X which is
induced by antichains. Clearly, the filtration F induces a filtration FE = {Xp×G / p ∈ Z}
of E which is also induced by antichains.
Note that if A ⊆ X and we give to A×G the subspace topology with respect to E then
UA×G(x,g) is isomorphic to U
A
x for all x ∈ A and g ∈ G. Also, for all x ∈ A and g, h ∈ G, if
g 6= h then UA×G(x,g) ∩ U
A×G
(x,h) = ∅. Similar results hold for Uˆ
A×G
(x,g) , F
A×G
(x,g) , Fˆ
A×G
(x,g) , C
A×G
(x,g) and
CˆA×G(x,g) .
Thus, if the filtration F satisfies condition (∗) above then the filtration FE also satisfies
that condition. Hence, we can construct a spectral sequence which converges to the ho-
mology groups of E. Not surprisingly, the groups and morphisms of this spectral sequence
will be determined by those of the spectral sequence corresponding to the filtration F of
X.
To sum up, applying the locally finite version of theorem 3.7 to the filtration FE of
E one obtains the following result which gives a spectral sequence that converges to the
homology groups of the universal cover of a finite T0–space.
Theorem 5.5. Let X be a locally finite T0–space and let {Xp : p ∈ Z} be a filtration of
X which is induced by antichains and which satisfies condition (∗). For each p ∈ N, let
Dp = Xp −Xp−1.
Let c : X → pi1(X) be an admissible and connected pi1(X)–coloring of X corresponding
to the universal cover and let X˜ be the universal cover of X.
Then there is a spectral sequence {(Erp,q)p,q∈Z, (d
r
p,q)p,q∈Z}r∈N that converges to H∗(X˜)
such that:
• E1p,q = 0 for every p ≤ −1.
• E10,q = Hq(X0 × pi1(X)) (X0 × pi1(X) is given the subspace topology with respect
to E(c)).
• E1p,q =
⊕
x∈Dp
⊕
g∈pi1(X)
H˜p+q−1(Cˆ
Xp
x ) for p ≥ 1.
• The morphisms d1p,q : E
1
p,q −→ E
1
p−1,q are defined in the following way:
– If p ≤ 0 and q ∈ Z, then d1p,q is the trivial homomorphism.
– If p = 1 and q ∈ N0, then d
1
p,q :
⊕
x∈D1
⊕
g∈pi1(X)
H˜q(Cˆ
X1
x ) −→ Hq(X0 × pi1(X)) is
induced by the inclusion maps CˆX1x × pi1(X) −→ X0 × pi1(X), with x ∈ D1.
– If p ≥ 1 and q ≤ −p, then d1p,q is the trivial homomorphism.
– If p ≥ 2 and q ≥ 1− p, then the differential
d1p,q :
⊕
x∈Dp
⊕
g∈pi1(X)
H˜p+q−1(Cˆ
Xp
x ) −→
⊕
y∈Dp−1
⊕
g∈pi1(X)
H˜p+q−2(Cˆ
Xp−1
y )
is defined as follows. For each x′ ∈ Dp and g
′ ∈ pi1(X) let
incx′,g′ : H˜p+q−1(Cˆ
Xp
x′ ) −→
⊕
x∈Dp
⊕
g∈pi1(X)
H˜p+q−1(Cˆ
Xp
x )
denote the canonical inclusion in the corresponding coordinate of the direct
sum. In a similar way, for each y′ ∈ Dp−1 and h
′ ∈ pi1(X) let
inc′y′,h′ : H˜p+q−2(Cˆ
Xp−1
y′ ) −→
⊕
y∈Dp−1
⊕
g∈pi1(X)
H˜p+q−2(Cˆ
Xp−1
y )
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denote the canonical inclusion. Also, if a ≤ b we will denote c(a ≤ b)−1 by
c(b ≤ a).
With this notations, the differential d1p,q is the group homomorphism defined
by
d1p,q
(
incx,g
([
l∑
i=1
aisi
]))
=
∑
y∈Dp−1∩Cx
inc′y,g.c(x≤y)
([∑
si∋y
aisgnsi(y)(si − {y})
])
for all x ∈ Dp and g ∈ pi1(X), where l ∈ N and where for every i = {1, . . . , l},
ai ∈ Z and si ∈ C˜p+q−1(Cˆ
Xp
x ).
Example 5.6. Consider the poset X of example 4.2 which is a finite model of the projec-
tive plane. In examples 3.7 and 4.5 of [5], Barmak and Minian computed its fundamental
group by means of the following Z2–coloring
j•
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙ k•
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗ l•
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
✶
✶
✶
✶
✶
✶
✶
✶ m•
✤
✤
✤
✤
✤
✤
✤
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
d•
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲ e•
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌✌
✌
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇ f•
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
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where the dashed edges are labelled with the generator of Z2 and where the remaining
edges are labelled with the identity element of Z2.
We will apply the techniques we developed in this article to compute the second homo-
topy group of this space (and hence that of the real projective plane). Let {Xp}p∈Z be
the filtration of X defined in example 4.2 and let X˜ be the universal cover of X.
By theorem 5.5 and by the computations of 4.2 we obtain a spectral sequence which
converges to the homology groups of X˜. The first page of this spectral sequence is, in fact,
a chain complex which, using the same notations as in example 4.2, turns out to be the
following
· · · 0oo Za ⊕ Zaoo Zh ⊕ Zh ⊕ Zi ⊕ Zi
d11,0=αoo Zb ⊕ Zb ⊕ Zc ⊕ Zc
d12,0=βoo 0oo · · ·oo
By the previous theorem we obtain that
α([l]− [j], 0, 0, 0) = (−[a], [a])
α(0, [l] − [j], 0, 0) = ([a],−[a])
α(0, 0, [m] − [k], 0) = (−[a], [a])
α(0, 0, 0, [m] − [k]) = ([a],−[a])
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and that
β(g0, 0, 0, 0) = (0, [l] − [j], [m] − [k], 0)
β(0, g0, 0, 0) = ([l]− [j], 0, 0, [m] − [k])
β(0, 0, g1, 0) = ([l]− [j], 0, [k] − [m], 0)
β(0, 0, 0, g1) = (0, [l] − [j], 0, [k] − [m])
A simple computation shows that E22,0 = ker β
∼= Z. Thus, pi2(X) ∼= pi2(X˜) ∼= H2(X˜) ∼= Z.
With the techniques developed above we will give a generalization of Hurewicz’s theorem
for which we need some previous results.
Lemma 5.7. Let X be a finite T0–space and let A be a subspace of X. Then
(1) A′ is an open subset of X ′ and (X −A)′ ⊆ X ′ −A′.
(2) The inclusion i : (X −A)′ → X ′ −A′ is a weak homotopy equivalence.
Proof. (1) Follows easily from the definition of barycentric subdivision of a poset.
(2) Let σ ∈ X ′ −A′ and let η = σ ∩ (X −A). Then η ∈ (X −A)′ and
i−1(Uσ) = {τ / τ is a chain of X −A and τ ⊆ σ} = Uη
which is contractible. Hence, by McCord’s theorem ([11, theorem 6]), i is a weak homotopy
equivalence. 
The following result is a generalization of Hurewicz’s theorem for locally finite T0–spaces
which will be applied to obtain a similar generalization for regular CW-complexes.
Theorem 5.8. Let X be a locally finite and connected T0–space. Suppose that there exist
a nonempty subset A ( X and n ∈ N with n ≥ 2 such that all the connected components
of A are n–connected and such that the inclusion of each connected component of X −A
in X induces the trivial morphism between the fundamental groups.
If l ∈ N is such that 2 ≤ l ≤ n and Hj(X) = 0 for all 2 ≤ j ≤ l−1 then pij(X) = 0 for all
2 ≤ j ≤ l− 1 and pil(X) = Hl(X)⊗Z[pi1(X)]. In particular, pi2(X) = H2(X)⊗ Z[pi1(X)].
Proof. By the previous lemma, taking the barycentric subdivisions of the posets X and
A we may suppose that A is an open subspace of X and that X is a cellular poset and
hence that (X,A) is a relative quasicellular pair.
Let ρ be a quasicellular morphism for (X,A). Consider the filtration {Xp}p∈Z of X
given by
Xp =
{
∅ if p ≤ −1
A ∪ {x ∈ X −A : ρ(x) ≤ p} if p ≥ 0
Now, by remark 4.2 of [5] there exists a pi1(X)–coloring c of X corresponding to the
universal cover such that c(a, b) is the identity element of pi1(X) for all a, b ∈ X −A with
a ≤ b. Note that A and {x ∈ X − A : ρ(x) = 0} are disjoint open subsets and that
{x ∈ X −A : ρ(x) = 0} is a discrete subspace.
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Applying 5.5 yields a spectral sequence that converges to H∗(X˜) whose first page is
...
...
...
⊕
g∈pi1(X)
H2(A) 0 0
⊕
g∈pi1(X)
H1(A) 0 0
⊕
g∈pi1(X)
H0(X0)
p
//
q OO
⊕
x∈D1
⊕
g∈pi1(X)
H˜0(Cˆ
X1
x )
d11,0oo
⊕
x∈D2
⊕
g∈pi1(X)
H˜1(Cˆ
X2
x )
d12,0oo . . .
d13,0oo
0 0 0
...
...
...
Since c(a, b) is the identity element of pi1(X) for all a, b ∈ X − A with a ≤ b, by 5.5, we
obtain that d1j,0 =
⊕
g∈pi1(X)
dj for all j ≥ 2, where dj is the differential defined in corollary
5.3 for the relative quasicellular pair (X,A). Hence E2p,0
∼= Hp(X,A) for all p ≥ 2.
And since A is n–connected, from the spectral sequence above we get that Hk(X˜) ∼=⊕
g∈pi1(X)
Hk(X,A) ∼=
⊕
g∈pi1(X)
Hk(X) ∼= Hk(X) ⊗ Z[pi1(X)] for all 2 ≤ k ≤ n. The result
follows. 
The following remark analyses the hypothesis on the existence of the subspace A of the
previous theorem giving a necessary condition for it to hold.
Remark 5.9. If X is a locally finite and connected T0–space which satisfies the hypotheses
of theorem 5.8 then the fundamental group of X is free.
Indeed, let X be a locally finite T0–space such that there exist A ( X and n ∈ N
with n ≥ 2 such that all the connected components of A are n–connected and such that
the inclusion of each connected component of X − A in X induces the trivial morphism
between the fundamental groups. For simplicity, assume that X is a finite T0–space and
that A is connected. With some technical considerations, the proof of this case can be
extended to the general case.
By lemma 5.7, taking the barycentric subdivisions of the posets X and A we may
suppose that A is an open subspace of X. Let {B1, . . . , Br} be the set of connected
components of X − A. Note that Bj is closed in X for all j ∈ {1, . . . , r}. Since X is
connected, the subsets Bj can not be open in X and thus, for each j ∈ {1, . . . , r} there
exist aj ∈ X − Bj and bj ∈ Bj such that aj < bj . But if aj belongs to some Bk with
k 6= j then bj ∈ Bk (since Bk is closed in X) and thus Bk ∩ Bj 6= ∅ which can not be
possible. Hence, aj ∈ A for all j ∈ {1, . . . , r}. Moreover, we may suppose that (aj, bj) is
an edge of the Hasse diagram of X. Now let D be the subdiagram of the Hasse diagram
of X defined as the union of the Hasse diagram of A with the Hasse diagrams of all the
subsets Bj for j ∈ {1, . . . , r} together with the edges (aj , bj) for all j. Let Z be the finite
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T0–space whose Hasse diagram is D. Applying the description of the fundamental group
of finite spaces given in [2, section 2.4] it is easy to prove that the inclusion of D in the
Hasse diagram of X induces the trivial map between the fundamental groups of Z and X
(for any choice of the basepoint of Z).
Now, applying the proof of theorem 4.4 of [5] we get a description of pi1(X) by generators
and relations, where the set of generators is the set of edges of the Hasse diagram of X
which are not in D. But since A is an open subset of X, every monotonic edge-path in X
has at most one of such edges. Hence, the relations of the aforementioned description of
pi1(X) either identify two generators or identify a generator with the identity element of
pi1(X) (cf. [5, corollary 4.9]). Thus, pi1(X) is a free group.
Note that the converse of the implication stated in the previous remark does not hold.
Indeed, take X as a finite model of S1×S2. Then pi1(X) ∼= Z, pi2(X) ∼= Z and H2(X) ∼= Z.
Hence pi2(X) 6∼= H2(X)⊗Z[pi1(X)] and thus X does not satisfy the hypotheses of theorem
5.8.
The following is a simple example of application of 5.8.
Example 5.10. Consider the poset Z defined in example 5.4. We wish to compute pi2(Z).
Clearly, the inclusion of each connected component of Z − Ua in Z induces the trivial
morphism between the fundamental groups, and since Ua is contractible, the previous
theorem applies and yields
pi2(Z) = H2(Z)⊗ Z[pi1(Z)].
Now, in example 5.4 we obtained that H2(Z) ∼= Z.
On the other hand, the fundamental group of Z is easy to compute. Considering the
open sets Ua ∪ Uc and Ub and applying the van Kampen theorem yields
pi1(Z) ∼= pi1(Ua ∪ Uc) ∼= pi1(Uc ∪ {a}) ∼= Z .
Here, the first isomorphism holds since the map pi1(Ub∩(Ua∪Uc))→ pi1(Ua∪Uc) induced by
the inclusion is trivial as it can be factorized through pi1(Ua). And the second isomorphism
holds since Uc ∪ {a} can be obtained from Ua ∪ Uc by removing beat points.
Thus, pi2(Z) = Z[Z] (indeed, as we mentioned in 5.4, K(Z) is homeomorphic to S
2∨S1).
Finally, we will apply 5.8 to obtain a generalization of Hurewicz theorem for regular
CW-complexes.
Theorem 5.11. Let X be a connected regular CW-complex. Suppose that there exist a
nonempty subcomplex A ( X and n ∈ N with n ≥ 2 such that all the connected components
of A are n–connected and such that the inclusion of each connected component of X −A
in X induces the trivial morphism between the fundamental groups.
If l ∈ N is such that 2 ≤ l ≤ n and Hj(X) = 0 for all 2 ≤ j ≤ l−1 then pij(X) = 0 for all
2 ≤ j ≤ l− 1 and pil(X) = Hl(X)⊗Z[pi1(X)]. In particular, pi2(X) = H2(X)⊗ Z[pi1(X)].
Proof. Taking barycentric subdivision we may suppose that X is the geometric realization
of a simplicial complex K and that A is the geometric realization of a full subcomplex B
of K. Then X (K) is a connected and locally finite T0–space and X (B) is n–connected.
We will prove now that the inclusion j : X (K) − X (B) → X (K) induces the trivial
morphism between the fundamental groups for any choice of the basepoint of X (K)−X (B).
Let L be the subcomplex of K defined by VL = VK − VB and SL = {σ ∈ SK / σ ⊆ VL}.
Note that X −A = |K| − |B| =
⋃
v∈VL
st(v) (here st(v) denotes the open star of the vertex
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v) and since L is a full subcomplex of K we obtain that |L| is a strong deformation retract
of |K| − |B| [13, p. 124].
Let i : L → K be the inclusion. Since the inclusion of each connected component of
X −A in X induces the trivial morphism between the fundamental groups we obtain that
|i| : |L| → |K| induces the trivial morphism between the fundamental groups for any choice
of the basepoint of |L|. Hence, (X (i))∗ : pi1(X (L)) → pi1(X (K)) is the trivial morphism
for any choice of the basepoint of X (L). Let i′ : X (L) → X (K) − X (B) be the inclusion
map. Consider the following commutative diagram
pi1(X (K)− X (B))
j∗ // pi1(X (K))
pi1(X (L))
i′
∗
OO
(X (i))∗=0
66♠♠♠♠♠♠♠♠♠♠♠♠♠
Let r : X (K)−X (B)→ X (L) be defined by r(σ) = σ∩VL for all σ ∈ X (K)−X (B). Note
that r is well defined since B is a full subcomplex of K. And since r is order-preserving,
it is continuous. Clearly, ri′ = IdX (L). Also, i
′r(σ) ≤ σ for all σ ∈ X (K)− X (B) and the
equality holds for all σ ∈ X (L). Hence i′r ≃ IdX (K)−X (B) rel X (L). Thus, the map r is a
strong deformation retract.
Hence, i′∗ is an isomorphism and thus j∗ : pi1(X (K) − X (B)) → pi1(X (K)) is the
trivial morphism if we choose a basepoint which belongs to X (L). But since r is a strong
deformation retract, any point of X (K)−X (B) belongs to the same connected component
of some point of X (L). Hence, the inclusion j : X (K)−X (B)→ X (K) induces the trivial
morphism between the fundamental groups for any choice of the basepoint of X (K)−X (B).
Therefore, theorem 5.8 applies and the result follows. 
Remark 5.12. With these ideas into consideration, one can provide a proof of the previous
theorem without the use of finite spaces. Indeed, let X be a connected CW-complex and
let C ⊆ X be a connected subcomplex such that the morphism i∗ : pi1(C) → pi1(X)
induced by the inclusion is trivial. Let p : X˜ → X be the universal cover of X and let
C˜ be a connected component of p−1(C). Let p′ = p|
C˜
: C˜ → C. Then p′ is a covering
and (p′)∗(pi1(C˜)) = ker(i∗) = pi1(C). Thus, (p
′)∗ : pi1(C˜) → pi1(C) is an isomorphism
and therefore p′ : C˜ → C is a homeomorphism. Applying this result to each connected
component ofX−A and computing cellular homology one can verify thatHk(X˜, p
−1(A)) =⊕
g∈pi1(X)
Hk(X,A) for all k. Since A is n-connected, each connected component of p
−1(A)
is n-connected and the result follows.
Note that this proof is essentially the same as the proof of 5.8. Clearly, the finite
space approach shows explicitly the key ideas of the result which were also needed for its
formulation.
References
[1] Alexandroff, P. S. Diskrete Ra¨ume. Mathematiceskii Sbornik (N.S.) 2 (1937) 501–518.
[2] Barmak, J. Algebraic Topology of Finite Topological Spaces and Applications. Lecture Notes in Math-
ematics Vol. 2032. Springer. 2011. xviii+170 pp.
[3] Barmak, J., Minian, G. Simple homotopy types and finite spaces. Advances in Mathematics 218 (2008)
87–104.
28 N. CIANCI AND M. OTTINA
[4] Barmak, J., Minian, G. One-point reductions of finite spaces, h-regular CW-complexes and collapsi-
bility. Algebraic and Geometric Topology 8 (2008) 1763–1780.
[5] Barmak, J., Minian, G. G-colorings of posets, coverings and presentations of the fundamental group.
Submitted (2014). arXiv:1212.6442v2
[6] Barmak, J., Minian, G. The second homotopy group in terms of colorings of locally finite models and
new results on asphericity. Submitted (2014). arXiv:1412.4835
[7] Bjo¨rner, A., Walker, J. A homotopy complementation formula for partially ordered sets. European
Journal of Combinatorics 4 (1983) 11–19.
[8] Forman, R. Morse theory for cell complexes. Advances in mathematics 134 (1998) 90–145.
[9] Kozlov, D. Combinatorial Algebraic Topology. Springer. 2008. xix+389 pp.
[10] Lo´vasz, L. Kneser’s conjecture, chromatic number and homotopy. Journal of Combinatorial Theory,
series A, 25 (1978) 319–324.
[11] McCord, M. C. Singular homology groups and homotopy groups of finite topological spaces. Duke
Mathematical Journal 33 (1966) 465–474.
[12] Minian, G. Some remarks on Morse theory for posets, homological Morse theory and finite manifolds.
Topology and its applications 159 (2012) 2860–2869
[13] Spanier, E. Algebraic Topology. Springer. 1966. xiv+528 pp.
[14] Stong, R. Finite topological spaces. Transactions of the American Mathematical Society 123 (1966)
325–340.
[15] Walker, J. Homotopy type and Euler characteristic of partially ordered sets. European Journal of
Combinatorics 2 (1981) 373–384.
E-mail address: nicocian@gmail.com
E-mail address: emottina@uncu.edu.ar
Facultad de Ciencias Exactas y Naturales, Universidad Nacional de Cuyo, Mendoza, Ar-
gentina.
