Abstract As we enter the "Post Genome-wide Association Study" era, there is a widespread desire to move towards sequencing study samples, often after an initial genomewide association analysis that has found some loci associated with a phenotype of interest in a given population. The rationale is clear: the initial study is highly unlikely to have found all, or even most, associated loci. Indeed, in terms of heritable variation, for virtually every phenotype, much remains to be explained. The details of how such a sequence-based study should be designed are unclear. In this article we review the rationale for such a sequence-based approach, such as the desire to find new (likely rare) variants that are also associated with the phenotype, and the wish to explain the "missing heritability". We go on to review simulation-based and databased ways of developing guidelines for the design of such next-generation sequence-based studies. Finally, we discuss the desirability of using biological prior information to help lessen the problems caused by "the curse of dimensionality" in this context.
Introduction
Good data are catalysts for good science. Good data are themselves generally a consequence of good (and frequently new) technology. Indeed, in his best seller "The Scientists", John Gribbin asserts that "It is the luck of the draw, or historical accident, who gets remembered as the discoverer of a new phenomenon. What is more important than human genius is the development of technology […] ". In the biological sciences we are lucky enough to live in a period in which a wide variety of technological revolutions are occurring. These are allowing us to collect data that are far richer than those that have been available in the past. For example, it is now possible to collect large quantities of sequence data for thousands of individuals. Data of this sort are a gold mine in our efforts to understand the relationship between our genetic and phenotypic makeups, and they will likely allow for the nomination of more "accidental geniuses."
A recent focus of these technological advances has been genome-wide association studies [GWAS] . We have collected data on hundreds of thousands of common genetic polymorphisms for large samples of individuals in relation to diseases of interest. The hope has been that these data may hold the key to understanding the genetic basis of common human diseases. This hope was reflected, and rewarded, by a number of early success stories, [e.g., [1] [2] [3] [4] [5] [6] [7] [8] , and ultimately we have found many hundreds of loci associated with a variety of diseases. So far, so good. However, for a number of reasons it has become clear that the picture is rather more nuanced than we anticipated. While finding large numbers of associated variants is clearly a significant advance in our knowledge, the usefulness of that advance is dependent upon how much of the phenotypic variation is explained by the detected associated variants.
The "poster child" for this issue is the search for loci associated with human height. Here, sample sizes are unusually large compared to traditional GWAS (since such analyses of height are generally meta-studies), which leads to unusually high power and uncovering unusually large numbers of associated loci. For example, Lango Allen et al. [9] , reports that there are over 180 loci associated with height. However, the concern is that variation in human height is known to be about 75-80 % heritable [10] [11] [12] , whereas Lango Allen et al., estimate the proportion of variation in height explained by all discovered loci, in toto, to be about 10 %. Thus, much of the heritable variation has yet to be explained. This phenomenon is known as missing heritability, and it has led to some soul searching regarding the future of GWAS.
A variety of possible explanations have been proposed for missing heritability [13•] . We summarize a number of these below:
Rare Variants
GWAS exploit a variety of platforms that allow the interrogation of large numbers of single nucleotide polymorphism [SNPs] for large numbers of individuals. Because of constraints such as cost, and technological restrictions on the hardware involved, just a subset of all known variants can be included on such platforms. Therefore, for good reason, it has been typical to populate these platforms with common SNPs (greater than 1 % population frequency, say). This provides more "bang for the buck", since the inclusion of rare variants would lead to many SNPs that appeared to be nonpolymorphic in any given study sample. However, if rare variants explain a substantial amount of phenotypic variation, this choice in a GWAS platform design means that we have been deliberately excluding the very SNPs that explain much phenotypic variation. There has been some discussion of the extent to which we can expect common SNPs to "tag" rare variants, and, thereby, hope to see associations in such tagging common SNPs even when the truly causative SNP is rare [e.g., 14, 15] . The overwhelming reaction to this realization, however, has been to want to interrogate rare variants directly. This is made possible due to another recent technological revolution: our ability to collect sequence-level data.
Aggregations of Variants of Small Effect
Various analyses of psychiatric diseases [16] and analyses of height including those discussed above [9, 17] , have suggested that very many variants may be contributing to the variation in these traits. For example, Purcell et al.'s analysis of polygenic variation in schizophrenia and bipolar disorder [1] showed that adding more and more weakly associated SNPs to a polygenic model continued to improve risk prediction even up to a significance threshold of p<0.50! As noted above, Lango Allen et al., found 180 associated loci that collectively explained 10 % of the phenotypic variation in height and, extrapolating from the available sample size of 183,000 individuals, predicted that increasing the sample size to about 500,000 would allow detection of additional loci that would increase the explained variance to 15 %. Using a random effects model, however, Yang et al. found that using all 300,000 common variants, and not just those that were individually significantly associated, could explain as much as 45 % of the variance in height. This is part of a growing view that it may be aggregations of common variants of small effect, rather than rare variants, that explain most of missing heritability [e.g. 18 
The work of [16, 17] illustrates the two main approaches that have been taken recently for the aggregation analysis of rare variants, for which conventional logistic models are inadequate because of the twin problems of extreme sparseness and multiple comparisons. The first of these is burden testing (e.g., [20] ) based on a 1-degree of freedom test of association with some form of weighted sum of allele counts. The second is variance components tests (equivalently, random effects models) that test for overdispersion of risks across a group of variants rather than a systematic departure from the null in the same direction. The first of this class of methods is Neyman's [21] C α test of overdispersion, first proposed for rare variants by Neale [22] . The most popular of the random effects tests, however, is based on relating the similarity of phenotypes to the similarity of genotype vectors across pairs of apparently unrelated individuals, the so-called Sequence Kernel Association Test (SKAT) [23, 24] , or across family members [25•, 26, 27] . Hierarchical modeling [28] provides yet a third approach, based on treating the relative risk coefficients from a conventional logistic regression on individual SNPs or rare variants as random variables in a second level model, where the focus is on their overall distribution or associations with external annotation information. We defer further discussion of this approach to later.
Heritability Definitions
When comparing the phenotypic variation explained by known genetic polymorphisms to the total phenotypic variation believed to be heritable, it is important to make sure we are not comparing "apples" to "oranges". Specifically, GWAS analyses typically look for marginal associations, and explore the extent to which additive effects can explain phenotypic variation. In other words, they try to explain "narrow sense" heritability. However, heritability is often quantified in the "broad sense", which also includes epistatic effects. In a recent paper, Zuk et al. [29••] explored this issue, arguing that much of the purported missing heritability might be due to so-called "phantom heritability", caused by a component of heritability attributable to epistatic interactions. They then proposed a method for estimating additive heritability that was not subject to inflation due to genetic interactions, and would, therefore, allow a fairer comparison between actual and explained heritability.
Disease is Complex and GWAS is Difficult: The use of Biological Priors
Much disease is complex, and will obviously have many underlying factors and causes. These may be captured in epistatic effects, for example, as discussed above. Traditional GWAS users are not ignorant of the likelihood of epistasis, but choose to focus on marginal effects. This is an implicit recognition of the lack of power that results in this context if one searches for interactions in addition to marginal effects. The multiple comparison penalty becomes a much more significant obstacle if we search all interactions. Furthermore, perhaps it is not reasonable to treat all possible interactions, or even marginal effects, equally. As George Orwell might say "All effects are possible, but some are more possible than others".
As one approach to dealing with the extremely high dimensionality of an exhaustive search for epistatic interactions (of the order of a trillion comparisons for all possible 2-way interactions just among common SNPs), Lewinger et al. [30] adapted earlier 2-step approaches for gene-environment interactions. They used a preliminary screening step, that is statistically independent of the case-control test for interaction, to identify potential interactions and reduce the multiple testing penalty. They showed that this approach can be considerably more powerful than exhaustive testing. Other approaches have aimed at using various network methods to explore higher order interactions [31] [32] [33] . For rare sequence variants, testing for individual variants, let alone their interactions, is likely to be under-powered, so the focus has shifted to various forms of regional associations (e.g., the burden or SKAT tests discussed above). Adding region-by-region interactions seems like a logical extension, but to our knowledge has not yet been explored.
One can also use biological information to inform analyses of sequence level data, in which the curse of dimensionality is likely to be substantially worse than in GWAS data in several ways. We discuss this more fully later.
Design of Next-Generation Sequencing Follow-up to GWAS
One strategy for follow-up to GWAS is complete genome sequencing of all members of a study population. As costs fall, this may become the default strategy but, for now, more subtlety of thought is required. Should we sequence just the exomes? Should we perform targeted follow-up rather than genome-wide sequencing? The issue now becomes one of study design. For many groups, data from GWAS have already been collected, and several SNPs have been implicated as being associated with phenotype. The desire is to refine that signal, by hunting in regions around those "index" SNPs. However, exactly how should such a study be designed? Assuming we can't sequence everybody everywhere, which sample members should be sequenced, and where? How should the targeted sequencing regions be defined? Should we just sequence the LD block containing the index SNP? Should we include an additional few hundred kb to either side of the index SNP? Should some more principled procedure be used to define regions?
These questions of study design are key, but good guidance is hard to find. Two possible strategies present themselves for deciding between study designs: simulation-based, or databased.
Simulation-Based Exploration of Study Design
Here, we imagine simulating data under a range of possible scenarios that will provide intuition regarding the study design issues outlined above. Such a strategy involves many steps:
Generate a population of genotypes, G. (Here one might use a coalescent model or re-sampled observed data, such as from the 1000 Genomes Project.) ii)
Generate disease phenotypes conditional on one or more SNPs within the region of interest. (Here, one has to decide what disease model to simulate.) iii) Model the first-stage association study (including the choice of subset G 1 to act as the sample, choice of tagSNPs, and calculation of test stats; here, we also have to condition on finding associated SNPs when test statistics are calculated.) iv) Define the regions and depth of sequencing.
v)
Select individuals, G 2 , to include in the second-stage sequence analysis. vi) Simulate the generation of sequence data for G 2 , including generation of sequence "reads", subsequent genotyping, alignment, and incorporated errors. vii) Impute data, both within G 2 where sites in the target region were not sequenced with adequate coverage for genotyping and for individuals in G 1 not chosen to be in G 2 . viii) Conduct an analysis of the resulting data.
The advantage of using a simulation-based scheme is that we can explore a wide range of scenarios for disease model and study design. Thus, replication is not a problem, and this will aid the ability to draw broader conclusions from the study. However, there are also significant drawbacks. As seen above, simulation studies involve many, non-trivial steps, and are, therefore, not straightforward to undertake. Secondly, we are forced to take a number of views regarding the models to use for the genotype-phenotype map, generation of sequence data, genotyping and mapping, etc. As George Box famously said, "All models are wrong; some are useful." The usefulness of these models is likely to be a function of how close they are to reality, and the state of reality is unknown. Nonetheless, despite these caveats, simulation-based studies clearly offer potential insights, and a number of papers have begun to appear. This is the approach taken by Thomas et al. [34] to explore two-phase and family-based designs for sequencing studies. Taking the WECARE study of second breast cancers in relation to radiotherapy and DNA damage response genes [35] as an example of the former, and the Colorectal Cancer Family Study [36] as an example of the latter, we generated a virtual population of 10,000 250 kb haplotypes by coalescent simulation (step i above). We then sampled individuals from this population and assigned them phenotypes (dropping genes through pedigrees for the family-based design) to generate replicate study samples (steps ii and iii in the above). First stage samples that met the ascertainment criteria (e.g., an association with a common variant for the two-phase design, multiple affected members for the family-based design) were then retained and a subsample of individuals were selected in various ways for the second stage (steps iv and v of the above). For example, for the two-phase design, individuals were selected by stratified sampling conditional on both disease status and carrier status of the associated SNP; for the family-based design, two or more affected relatives with various degrees of relationship to the proband, and possibly one or more unaffected relatives, were selected. Analyses then combined the data from the main and substudies (step viii) and results were compared across replicates. These analyses demonstrated the improvement in power that is possible by informative sampling jointly on disease and genotype, and (for family-based designs) by incorporating phenotype information from the entire pedigree, and not just those with sequence data (essentially using familial relationships to obtain additional "free" sequence data). In another example of the simulation-based approach applied to sequencing studies using DNA pooling, Liang et al. [37] explored the optimal trade-offs between sample size, numbers of pools, and depth of sequencing under realistic cost constraints.
Data-Based Exploration of Study Design
A second strategy is to examine existing data, in which samples have been sequenced as a follow-up to GWAS, and learn the appropriate lessons regarding the efficiency of study design. The National Institutes of Health decided to follow this approach in 2009 and released HG-09-014, "Comparing Design Approaches for Sequencing Disease-Associated Regions found in GWAS". This resulted in a consortium, GWASeq, in which a number of groups were funded to generate targeted sequence-level data in a follow-up to existing GWAS hits. Those groups were based at the Broad Institute, Harvard University, University of Iowa, University of Michigan, and the University of Southern California (USC). The phenotypes studied included two cancers (breast and colon), cleft-lip/palate, psoriasis, and inflammatory bowel disease. All studies included population-based GWAS data, but two (those from University of Iowa and USC) also contained family-based data. Each group provided sample material for sequencing, and those samples were sequenced in a number of regions. In our own (USC) study, for example, we sequenced ten regions, resulting in a total of 5 MB of sequenced genome per sample. Typical sequencing depths were of the order of 60-80x, and around 4,000 samples were sequenced [manuscript in preparation]. Loosely speaking, the strategy (in the case of the USC study, at least) is to generate data that are richer than might ordinarily be the case, in the sense of sequencing wider regions, at greater depth, and for more samples, and to then explore possible subsets of that design and determine how much of the signal resulting from the full data is lost. For example, we are currently subsampling the raw read data from the USC GWASeq project to assess the optimal trade-off between sample size and depth of sequencing.
All GWASeq consortium members are committed to uploading the resulting sequence data to dbGaP. As such, their projects promise to provide an excellent resource for groups wishing to use existing experimental data to explore the efficacy of differing possible study designs.
Use of Biological Information
One way of using external biological information to improve analyses of GWAS and/or sequence-level data is to use it to describe the genetic networks that underpin the phenotypes. Another is to use it to inform underlying prior information within the analysis. We describe these below.
Modeling of Genetic Networks
Genetic polymorphisms, such as SNPs, do not typically affect phenotype directly. Rather, a SNP might affect the rate at which a gene is expressed, which will have a downstream effect on phenotype. In other words, a SNP might more reasonably be expected to affect parameters of the underlying Gene Regulatory Networks [GRNs] that result in a given phenotype. Alternatively, the SNP might affect the actual structure of that network.
By analyzing the effect of genetic polymorphism on GRN parameters, rather than directly on the resulting clinical phenotype, we bring the study phenotype closer to the polymorphism itself. As such, the signal is likely to be stronger, and power will be gained. For a discussion of this approach see [38] , for example. As an example of the potential gains of such an approach, Wang et al., simulated data relating to two GRNs in a mouse heart cell model [39] . Crucially, besides measuring the final phenotypes, they also assumed that one could directly measure the parameters of the underling GRNs. They then conducted two GWAS-style analyses: one in which they tested for SNPs associated with resulting cellular phenotype; and another in which they tested for SNPs associated with changes to underlying parameter values. (In the simulation model, SNPs were assumed to affect network parameters directly.) They found that when testing for association with network parameters, the mean detection rate for associated SNPs was approximately two orders of magnitude higher than when testing for association with cellular phenotypes. Furthermore, the amount of phenotypic variation explained was 30-40 % when using the set of SNPs identified as associated with underlying network parameters, compared to 5-20 % when using SNPs identified as associated with cellular phenotype.
The caveat with the assumptions of Wang et al. [39] , of course, is that one is not typically able to measure directly GRN parameters. This suggests that some future effort might be well spent in estimating the underlying GRNs, inferring (or, ideally, observing) the changes to parameters between cases and controls, and then conducting association tests on the network parameters directly.
A growing literature is appearing in which attempts are made to reconstruct underlying genetic networks. These approaches take either a "top-down" or "bottom-up" approach. Top-down approaches attempt to infer the GRN from data such as gene expression levels. A popular such approach involves the use of Dynamic Bayesian Networks [DBNs] [e.g., 40•, 41] ; it can flexibly and easily deal with real-life complications such as noise and missing data, is hierarchical in nature, and provides a framework for formal inference [e.g., 42, 43] . In contrast, bottom-up approaches attempt to build models using detailed descriptions of underlying biochemical processes. An example of this approach can be found in Kholodenko et al. [44] .
One problem that arises in this context is that networks might be of sufficient complexity to make explicit calculation of downstream phenotype intractable. This is an illustration of a phenomenon that is becoming common, that is, as the size and complexity of modern datasets grow, analytic tractability is often lost. A common response to this is the use of "approximate Bayesian computation" [ABC] . In these methods, calculation of likelihoods is replaced by a simulation step in which, loosely speaking, one constructs empirical estimates of the likelihood. For a nice survey of ABC methods see [45] .
An example of the ABC approach to GRN analysis appeared in a recent paper by Rau et al. [46] . They used timecourse gene expression data to infer the structure and parameters of a GRN relating to a well-characterized pathway involving the Raf signaling protein in the human immune system. They also applied their method to the S.O.S. DNA repair system in E. coli. They showed that their method could infer GRN structure with some success, although currently only for small networks. Related work from the research group of Stumpf, et al. [e.g., 47] has also explored the application of ABC analysis to GRNs, and has resulted in the release of the software package ABC-SysBio, which allows ABC analysis of GRNs described using the SysBio Markup language of Liepe et al. [48] .
Use of Biological Information to Inform Priors
The idea of using hierarchical models to stabilize the estimates of many genetic risk parameters that are individually based on sparse data was mentioned earlier. The real power of hierarchical modeling, however, derives from its ability to incorporate external information, such as genomic or pathway annotations, into the analysis of the data at hand in a principled manner. For example, one might take the log relative risk β v for each variant v as the dependent variable in a second-level regression on a vector of explanatory variables, such as whether they are coding or regulatory variants, their evolutionary conservation or predicted effects on protein conformation [49] . Used in this manner, the external information does not provide a specific prior distribution for the RR parameters but allows the ensemble of all the data to determine whether this information is useful and allows for the uncertainty about its magnitude to be properly accounted for in assessing the posterior distribution of the RRs. While the obvious way to do this is through a simple linear regression of the expectation of lnRR on these prior covariates, this assumes these secondlevel associations are in a consistent direction. Other possibilities might put these prior covariates in a model for the variance (in the spirit of the C α test) or use prior gene-gene connection information (such as from gene co-expression networks) in a model for the covariances of the lnRRs [50] . Yet another possibility, in the spirit of burden tests, is to assign each variant a weight of +1, −1, or 0 in an index that simply sums the allele counts, with probabilities that depend upon these prior covariates, thereby allowing for uncertainty about the direction of effect for any given variant or if the variant has any effect at all [51, 52•, 53] .
However they are to be used, there are many sources of such prior information. Various databases such as the Gene Ontology provide expert-curated information about single variants, genes, or pathways [54] . Various programs are available to provide predictions of functional significance, such as SIFT [55] , PolyPhen [56] , and FunciSNP [57] . Actual measurement of biological activity of specific variants may be obtained from in vitro assays, such as expression data from the GTEx project [58] .
Conclusions
Sequence-based follow-up to GWAS is clearly a strategy that has many appealing features. However, it is also clear that we are very much in the early stages of learning how to deal with such sequence data. Methods of analysis for rare variants are rapidly evolving, and we can expect to see many publications emerging soon that will provide evidence about the relative contribution of rare variants to the missing heritability. Nevertheless, the enthusiasm for this new technology, coupled with the considerable investments that have already been made, implies that more thought is warranted regarding the most efficient use of limited resources (samples and money). While there have been some developments in study design for next-generation sequencing studies, reviewed above, there remain many open questions: what are the relative merits of family-based vs. population-based designs? What is the appropriate trade-off between sample size and depth of sequencing? Who should be selected for sequencing based on already available phenotype and genotype information (and for family studies, familial relationships)? How can we best exploit external information? What should we do about replication? These kinds of questions are rich fodder for methodological research, using either the simulation-based approach or subsampling from real data as we've described.
