In this work we show some multiplicity results for the anisotropic equation
Introduction
In this paper we are concerned with the multiplicity of nontrivial solutions for the following classes of nonlinear anisotropic problems where Ω is a bounded smooth domain in R N , N ≥ 3, λ is a positive parameter, Throughout all the paper, we assume that
Observe that the anisotropic operator is a generalization of the Laplacian one. Indeed, when p i = 2 for all i = 1, ..., N, then A considerable effort has been devoted during the last years to the study anisotropic problems. With no hope to be thorough, let us mention, for example, [1] , [8] , [9] , [10] , [15] , [16] , [17] , [19] , [20] , [21] , [23] , [24] , [25] , [26] , [27] and references given there. This is greatly justified in view of two basic aspects of mathematical research. The first one is that this class of problems has a rich physical motivation. It appears, for instance, in biology, see [6] and [7] , as a model describing the spread of an epidemic disease in heterogeneous environments. It also emerges, see [3] and [5] , from the mathematical description of the dynamics of fluids with different conductivities in different directions and from the application in image processing, see [28] .
The second aspect of the relevance of anisotropic problems is related to the mathematical techniques used to approach it. Sometimes, some refined estimates are needed due to different orders of derivation of the operator in different directions.
In this paper we are interested in giving some multiplicity results, which complete the existing in the literature. With respect to (P1 λ ), the main results are: Theorem 1.1 Assume that q ∈ (1, p 1 ). Then, problem (P1 λ ) has infinitely many solutions, for all λ ∈ (0, +∞).
With respect to (P2 λ ) we have:
In some sense our paper is a natural continuation of the studies initiated in [1] , [10] and [17] and it completes the results obtained there. Indeed, in [17] , the authors studied important properties on the Banach space D 1, − → p 0 (Ω) and they showed that problem (P1 λ ) with q ∈ (p N , p * ) has one solution for all λ > 0. For the case q ∈ (p 1 , p N ), it was proved in [10] that problem (P1 λ ) possesses at least one solution for large λ and no solution when λ is small.
In [1] , the authors showed that problem (P2 λ ) has one solution when q ∈ (1, p 1 ) and λ small and when q ∈ (p N , p * ) and λ is large. In order to prove our results, we have mainly used variational methods. Thus, for Theorems 1.1 and 1.2 we utilize notions on the Krasnoleskii genus and Clark's Theorem. The proof of the Theorem 1.3 is more complicated. We have used a similar idea to that of [4] , where the authors showed a multiplicity result for problem
see also [14] , where a nonlocal operator is considered. However, due to the anisotropic operator, we need to prove new bounds for the truncated functional, see Section 5 for details. The plan of this paper is as follows. In Section 2, we write our problem in a variational framework. In Section 3, we recall some properties of genus theory and Clarke's Theorem. We study in Section 4 the subcritical case. Finally, in the Section 5, we analyze the critical case.
Variational framework
It is well known that We will look for solutions of (Pi λ ), i = 1, 2 by finding critical points of the C 1 -
where
Note that
Hence critical points of I are weak solutions for (Pi λ ), i = 1, 2. In order to use variational methods, we first derive some results related to the PalaisSmale compactness condition.
We say that a sequence ( 
Known results
We will start by considering some basic notions on the Krasnoselskii genus which we will use in the proofs of our main results.
Let E be a real Banach space. Let us denote by A the class of all closed subsets A ⊂ E \ {0} that are symmetric with respect to the origin, that is, u ∈ A implies −u ∈ A.
Definition 3.1 Let A ∈ A. The Krasnoselskii genus γ(A) of A is defined as being the least positive integer k such that there is an odd mapping
In the sequel we will establish only the properties of the genus that will be used through this work. More information on this subject may be found in the references [2] , [11] , [13] and [18] .
Proposition 3.1 Let A and B be sets in A.
(
i) If there exists an odd application ϕ ∈ C(A, B) then γ(A) ≤ γ(B). (ii) If there exists an odd homeomorphism
, then A has infinitely many points. The proofs of these results can be found, for example, in Proposition 7.5, Remark 7.6 and Proposition 7.7 from [22] . We now establish a result due to Clark [12] . 
Subcritical case
In this section we study some properties related to the C 1 functional I :
The next two lemmas are true for q ∈ (1, p N ). In [10] the authors showed that I is coercive when q ∈ (p 1 , p N ), by using the boundedness of levels sets
In the following lemma we will show this same fact for q ∈ (1, p N ) with simpler arguments.
Lemma 4.1 I is bounded from below.
Proof. We will show that I is coercive. In fact, suppose that u → ∞. Unfortunately, we can not to assure that ∂u ∂x i p i → ∞ for all i ∈ {1, . . . , N}. Hence, we will consider two cases.
If |u| q is bounded, then we have already I(u) → ∞. On the other hand, if |u| q → ∞ then, by using Holder's inequality and (2.1), we conclude that
Moreover, since q < p N , we have
It follows from (4.1) that I(u) → ∞. In any case, I is coercive and, therefore, I is bounded from below.
Lemma 4.2 I satisfies the (PS ) condition.
Proof. Let (u n ) be a sequence in
Since I is coercive, we conclude that (u n ) is bounded in D 1, − → p 0 (Ω). Thus, passing to a subsequence, if necessary, we have
Thus, from convergence in L σ (Ω) we get
and from weak convergence
Hence, from (4.3) we obtain
where C p is a constant which appears in the standard inequality in R given by
Thus, we conclude that
(Ω) and the proof is complete.
Proof of Theorem 1.1
Let X k = span{e 1 , e 2 , ..., e k } be a subspace of
(Ω) and L q (Ω) are equivalent on X k and there exists a positive constant C(k) which depends on k, such that
Thus we conclude that
Since q < p 1 , choosing 0 < R < min 1,
for all u ∈ K = {u ∈ X k : u = R}. This inequality implies
Since X k and R k are isomorphic and K and S k−1 are homeomorphic, we conclude that γ(K) = k. Moreover, I is even. By Clarke's Theorem (Theorem 3.1), I has at least k pairs of different critical points. Since k is arbitrary, we found infinitely many critical points of I.
We point out that in order to apply the Clarke's Theorem in the previous proof, we use Lemmas 4.1 and 4.2, which hold for any q ∈ (1, p N ).
Proof of Theorem 1.2
Before of the proof, we will need the following lemma.
Lemma 4.3 Let A be the set defined by
Proof. We define functions h i : 
(Ω) and j ∈ {1, . . . , N}, says us that h i is a continuous function for i ∈ {1, . . . , N − 1}. Since K is compact, there exists 
Finally, we are ready to prove Theorem 1.2 .
Proof of Theorem 1.2. In a similar way to the previous theorem, for each k ∈ N, we consider a k-dimensional subspace
. This is, there exists a positive constant C(k) which depends on k, such that
So,
where we are using the same notation C(k) to denote different constants. Denoting by S k the unit sphere of X k and noting that
is a compact set, it follows from previous lemma that there exists t k > 0 such that tS k ⊂ A, for all t ≥ t k . Thus, for each u ∈ t k S k , we have
From (4.4), we get
and so
From (2.1) we conclude that α := min
Arguing as in the proof of Theorem 1.1, the result follows from Clarke's Theorem (Theorem 3.1).
Critical case
Since I is not bounded from below, in the critical case, to apply genus theory, we will need to make a truncation in the functional I. In fact, the idea is to get a truncated functional J such that critical points u of J with J(u) < 0 are also critical points of I. However, the anisotropy of (P2 λ ) becomes our job somewhat more complicated. To overcome the difficulties , we need to consider separately the cases u ≤ 1 and u > 1 in the building of J.
In this case, we have ∂u ∂x i p i ≤ 1 for all i ∈ {1, . . . , N}, and consequently
From continuous embedding,
From previous inequality we obtain
So, there exists λ * > 0 such that, if λ ∈ (0, λ * ), then g attains its positive maximum. We denote by 0 < R 0 (λ) < R 1 (λ) the unique two roots of g. The next lemma is essential to construct the truncated functional.
Proof. Indeed, from g(R 0 (λ)) = 0 and g (R 0 (λ)) > 0, we have
and
Now we consider the following truncation in the functional I: From Lemma 5.1, we have R 0 (λ) < 1 for small λ. So R 0 (λ) < min{R 1 (λ), 1} and we can take φ ∈ C ∞ 0 ([0, +∞)), 0 ≤ φ(t) ≤ 1, for all t ∈ [0, +∞), such that
We define the functional
. Once we will obtain critical points u of J with J(u) < 0, to show that these critical points verify u < R 0 (λ) is important to ensure that J(u) ≥ 0 when u > 1. Case 2: u > 1.
Note that in this case we have φ( u ) = 0, and there exists
which has a global minimum point at t i = (Cλ)
Observe that g i (t) ≥ 0 if, and only if, t ≥ (
Moreover, we conclude that the functional J is coercive and bounded from below. Now, we will show that J satisfies the local Palais-Smale condition. For this, we need the following technical result. 
in the weak * -sense of measures, where
for all j ∈ Λ and δ x j is the Dirac mass at x j ∈ Ω. Now, for every > 0, we set ψ (
Arguing as [4] , we can prove that
Moreover, since u n → u in L q (Ω), ψ has compact support and (5.6), (5.7) and (5.8) hold, we can let n → ∞ in the above expression to obtain
Letting → 0 and using the definition of ψ ρ we conclude that b k ≤ a k . Since Thus,
We can argue exactly as proof of Theorem 1.1 to conclude there exists R ∈ (0, 1) small enough, such that defining K = {u ∈ X k : u = R}, we get
for some > 0. Since γ(K) = k and K ⊂ J − , it follows from (i) in the Proposition 3.1, that γ(J − ) ≥ k.
We define now, for each k ∈ N, the sets for λ ∈ (0, λ * ).
Proof of Theorem 1.3
If −∞ < c 1 < c 2 < ... < c k < ... < 0 with c i c j , since each c k is critical value of J, the we obtain infinitely many critical points of J and, hence problem (P2 λ ) has infinitely many solutions.
On the other hand, if there are two constants c k = c k+r , then c = c k = c k+1 = ... = c k+r and from Lemma 5.6, there exists λ * > 0 such that
for all λ ∈ (0, λ * ). From Proposition 3.1, K c has infinitely many points, that is, problem (P2 λ ) has infinitely many solutions.
