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The q-analogue of a formula of Frobenius relating the Stirling numbers of the 
second kind to the Eulerian polynomials is given here a combinatorial inter- 
pretation. This leads to a number of results and conjectures concerning certain 
polynomials which may be viewed as q-analogues of the classical rook numbers. 
The latter count configurations of non-taking rooks in a given chess board. ( 1986 
Academic Press. Inc. 
Let fzr = (0i, u?,..., a,) be a permutation of I, 2,..., n. We recall that an 
index i such that ci > (T;+ I is said to be a descent of CJ. We set 
D(0) = (i: CT, > o;+, 1, 
rr ~ I 
d(o)= c x(o,>a,+:)r 
,= 1 
II ~ I 
maj(o)= C ix(~,>~,+,), 
i= I 
where here and in the following we adopt the convention that if A is a 
statement then 
x(A)= 1 if A is true, 
=o if A is false. 
D(a), d(a) and major maj(a) are usually referred to as the descent set, the 
number of descents and the major index of C. 
In [4] it was shown by algebraic manipulations that the following iden- 
tities hold true for all n 2 1: 
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(1.1) 
c (i E S” X40) + I maj(u) 
=(l -x)(l-xq)...q(* -xq”)’ u.2) 
Here, the S,,(q) denote polynomials that may be viewed as q-analogues of 
the Stirling numbers of the second kind. We also adopt the convention that 
[k] and [k]! denote the q-analogues of k and k!, respectively, that is, 
[k] = 1 +q+ .” +qk-1 
[k]!= fj (1 +q+ ... +q;y. 
,=l 
For q = 1 (1.2) reduces to a formula which apparently (see [3]) goes back 
to Frobenius. Indeed, the polynomials S,,(q) can be defined as the 
solutions of the recurrences 
s n+l,k(9)=Sn,k~Iqk-1+CklSn.k(q) (0 < k 6 n), (1.3) 
with the initial conditions S,,(q) = 1 and Sn,k = 0 for k < 0 or k > n. 
The S,,(q) themselves are not new, they have been considered by Milne 
in [ 151, who gave them a combinatorial interpretation in terms of par- 
titions. They are also closely related to the q-Stirling numbers of second 
kind introduced by Gould in [ 121. 
In this paper we give a new combinatorial interpretation for the S,,(q) 
as polynomials q-counting (by an inversion-type statistic) the con- 
figurations of n-k nontaking rooks in the staircase Ferrers’ board (for 
definition see [lo]). More precisely, for a given Ferrers’ board A we set 
&(A, q) = c qiny 
‘ E CL(A) 
(1.4) 
where C,(A) denotes the collection of all configurations of k non-taking 
rooks in A, and inv(C) denotes a statistic whose construction is best 
introduced by an example. 
All the boards considered in this paper will be Ferrers’ boards, and we 
shall always draw them right justified. Thus the board A = (1,2,2,4,4) will 
be represented by the figure below: 
I I 
I I 1 4 
(I.51 
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Here the numbers 1, 2, 2,4,4 represent the successive heights of the 
columns of A. If we use the symbol x to denote a rook, then a con- 
figuration of three non-taking rooks in A may be represented by a figure 
such as 
(1.6) 
Let us now place a dot in every square that is below or to the right of a 
rook and a circle in the remaining squares. This gives the final figure: 
(1.7) 
Let us now denote by C(A), the collection of all configurations of non-tak- 
ing rooks in A including the empty configuration. This given, for each 
C E C(A) we shall let inv(C) denote the total number of circles in the final 
figure obtained from C by the construction illustrated above. Thus for the 
configuration C given in (1.7) we have inv( C) = 4. We shall also agree that 
if C is the empty configuration then inv(C) gives the total number of 
squares in A. 
The statistic inv(C) may be viewed as a generalization of the number of 
inversions of a permutation. Indeed, if A is an n x n square board, 
rJ = (a, )...) (T,) is a permutation in the symmetric group S, and C, is the 
configuration obtained by placing the ith took at the intersection of row ci 
and column i then a simple argument gives that 
inv( C,) = 1 ~(0~ > aj). 
i-ci 
(I.8 1 
Now, it develops that we have 
&,(q)=R-,(~,~ 4) (1.9) 
where S, denotes the “staircase” board with i- 1 squares in the ith column. 
This leads to a remarkable combinatorial interpretation of (1.1). To state 
it we need some further notation. 
For a given board A let us denote by A” the Ferrers’ board obtained by 
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appending below A the infinite strip of squares of the same width as A. For 
instance, if A is given as in (1.6) then the first 12 rows of A” are 
For convenience we shall denote by g the line separating A from the rest of 
A”‘. We shall refer to it as the ground. For a configuration C in A” we let 
max(C) denote the number of lines below the ground in which the lowest 
rook of C is located, with the convention that max(C) = 0 if there are no 
rooks below g. For instance, if C is the configuration 
then max( C) = 5, inv( C) = 9. 
It will be shown that for any board A we have the identity 
1 
----YE Xmax(C) inv(C) = l-x 4 c E C”(Arn) kc0 (1 ~~;~;~;q;!!kjj x*xq.). W0) 
Furthermore, if A is the board with cli squares in the ith column then we 
have as well that 
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1 
-1 q l-x 
Xmax(C) inv(C) 
c E C”(AC) 
=r~ux~[k+a,][k+aZ-l]...[k+u,,-n+l]. (1.11) 
We can see that (1.10) and (1.11) reduce to (1.1) when A is the staircase 
board. Thus we get in this manner a completely combinatorial proof of 
(1.1). 
This view of formula (1.1) leads to a number of interesting questions. 
First of all, we can see that the polynomials R,(A, q) defined in (1.4) can 
be thought as q-analogues of the classical rook numbers. It was shown by 
Heilmann and Lieb [14] and independently by Nijenhuis [16] that the 
classical rook numbers (that is the integers R,(A) = R,(A, 1)) form a 
unimodal sequence. We have run some tests on the computer and 
calculated a few of the polynomials R,(A, q), some tables are included at 
the end of the paper. We can observe there the intriguing fact that all of 
those polynomials have unimodal coefficient sequences. Indeed, we can 
observe there all kinds of unimodalities, including the Heilmann-Lieb 
result mentioned above. This fact reminds us of what happens in the case of 
binomial coefficients. The latter form a unimodal sequence and each q- 
binomial coefficient itself has unimodal coefficients. 
It seems very unlikely that the evidence we have gathered is purely 
accidental, and we are led to conjecture that every polynomial R, (A, q) has 
unimodal coefficients. 
Another interesting problem comes about as follows. We note that when 
A is a staircase board we have the identity (1.2) relating the q-rook num- 
bers R,(A, q) to permutation statistics (see [6] for a proof). Our results 
strongly suggest that a similar result holds in general. Indeed, we show that 
for every board A of width n and height no larger than IZ there is a 
polynomial QA (x, q) with non-negative coefficients such that 
~~~~~~,.~max(~)qi.“C1=(* -x)(l y;.:!,, -xq”)’ (1.12) 
Moreover, we have 
Q/,(1, l)=n!. (1.13) 
We also show that if A is thought of as a subset of the II x n board B,, and 
a permutation c is identified with the set of squares as previously indicated, 
then we do have that 
QA (x, 1) = 1 .xylVnLA’, (1.14) 
0 t s, 
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where ‘A denotes the complement of A in B,. Thus in 
the identity 
n R,~*(A)k!Xk=~,tS,.~‘on’A’ 
,c, (1 -Xlk+’ (1 -X)“+’ ’ 
251 
particular we have 
(1.15) 
which can be shown to reduce to (1.2) (for q = 1) when A is the staircase 
board. 
This evidence strongly suggests that, for a Ferrers’ board contained in 
the n x IZ square, some very natural statistics d, and maj, can be found, 
(generalizing the descent and major index statistics), for which we have 
QA tx, q) = C .xdA(0)qmajA(~). 
t7 E S” 
(1.16) 
It should be mentioned in this connection that our proof of the non- 
negativity of the coefficients of QA (x, q) gives an efficient recursive 
algorithm for constructing these polynomials. This algorithm implicitly 
leads to a recursive definition of such a pair of statistics. Whether or not 
the resulting statistics may be given a more direct definition in full 
generality is a problem we will have to leave to further research. 
There is another development worth mentioning here. We have the iden- 
tity 
i s,~,(q)CxI[x- 11 “. [x-n+ 11 = [xl”, (1.17) 
k-1 
where for any x we set 
q;- 1 
Cxl =-q. 
This may be viewed as a q-analogue of the identity expressing the ordinary 
powers in terms of the lower factorial polynomials. Following Stirling, we 
may define the ~,,~(q) (q-analogues of the 
setting 
k=l 
Now, recall that for the classical Stirling 
Stirling numbers of first kind) by 
l]... [x-n+ 11. 
numbers we have 
(1.18) 
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with F(U) = e” - 1 and f(u) = log( 1 + a). The fact that these two functions 
happen to be compositional inverses of each other is a consequence of the 
fact that the matrices of the Snk and .s,~ are rational inverses of each other. 
It is temping then to ask what kind of q-analogue of functional com- 
position is associated with our pair S,,(q) and ~,,~(q). Now it develops that 
this question leads to a new type of q-Lagrange inversion problem, quite 
different, and rather more closely related to the classical theory of basic 
hypergeometric series than the one studied in [ 1, $93. The reader is 
referred to [S] for further details on this matter. 
We should acknowledge that we have benefited immeasurably here from 
the imagery introduced in the study of rook polynomials by Goldman, 
Joichi and White in [lo, 11). Our proof of the identity (1.1) is entirely 
based on a q-extension of this imagery. As we shall see many of the results 
in [lo] remain true in this more refined setting. Perhaps one of the most 
surprising consequences we obtain by combining the results of [lo] with 
those of the present paper is that two rook boards that have identical rook 
numbers have identical q-rook numbers. It would be interesting to obtain a 
purely combinatorial derivation of this fact. 
A preliminary version of this paper was presented at the International 
Seminar on Algorithms and Combinatorics held in Antibes (September 
1979). 
1. PROOF OF THE q-FROBENIUS FORMULA 
We shall prove the more general identities (I. 10) and (I. 11). We start 
with (I.1 1). Our argument is a q-analogue of the proof of Theorem 2 in 
[lo]. Let us consider the rook configurations in C,(A”) whose maximum 
is no larger than k. We can construct such a configuration by placing the 
rooks one in each column from left to right. Let then a,, a*,..., a, denote 
the successive heights of the columns of A. This given, we can easily see 
that the total number of these configurations is 
(k+a,)(k+a,- l)...(k+a,-n+ 1). 
It turns out that q-counting these configurations by the inv statistic leads 
to the q-analogue of this expression. More precisely we have 
c 4 in’~c~~(max(C)<k)=[k+u,][k+a,- l]... [k+u,-n+ 11. 
c E C”(PJ) 
(1.1) 
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This is easily verified by induction on n. The formula is trivially true for 
n = 1. Assume then (1.1) to be true. Let B be the board obtained by adding 
to A a column of length a, + 1. A configuration C, E C, + 1 (B”) can be con- 
structed by adjoining to a configuration C E C, (A “) an (n + 1)st rook in 
the last column of B”. The number of rows in which this rook can be 
placed, to avoid the n rooks in C, is precisely k + a, + 1 - n. Now, we see 
that, starting from the highest position and ending in the lowest, this rook 
increases the circle count of C respectively by 
0, 1, 2 ,..., k + a, + 1 - n - 1. 
This implies that the contribution to the final sum for B coming from C is 
given by the polynomial 
4 
invCc)(l+q+q2+ . . . +qk+~~~~~I)=qlnv(C)[k+an+l-n]. 
Summing over all choices of C yields that 
c q i”v’cl’X(max(C,) < k) 
(‘I Ecn+I(Bm) 
= c 4 inv(c’X(max(C) 6 k)[k + a,,, 1 - nl 
(‘E C”IA”) 
which combined with (1.1) completes the induction. 
Now we multiply (1.1) by xk and sum to get 
k~oxk[k+a,l...[k+a,-n+ l]= 1 xk 1 qi”V(c)X(max(C)<k) 
k>O (.ECn(A=) 
= C qinvfC) C xk 
L’E C,(,4”) k > max( C) 
and this is our desired formula. 
The proof of (1.10) is only slightly more elaborate. 
The idea is to count separately, for each k = 0, l,..., n, the contributions 
to the lefthand side of (1.10) coming from the configurations with k rooks 
below the ground. It will help our understanding to look at a special exam- 
ple. We have depicted below a configuration for the board 
A = (0, 2, 2, 3, 3,4). Here we have n = 6, k = 4. 
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(1.2) 
Note that we can construct such a conliguraton by making the following 
three independent choices: 
(1) We pick a configuration C of n -k non-taking rooks in A. 
(2) We pick k integers that will give the distances between the rows 
in which we are to place the rooks below the ground. Let these be 
pi, pz,..., pk from bottom to top as indicated in the figure above. 
(3) Finally we pick a permutation CJ in a k x k board that will give 
the relative positions of the k rooks below the ground. 
Thus, for instance, the configuration in (1.2) may be dissected into the 
following choices: 
0 
E&a 
p1 =3 
00x 
p2 = 2 
x... . p3 = 2 
c=.ooo. p4 = 2 ; u= 
The last pattern here represents what remains of (1.2) after we erase all the 
columns and rows that do not contain the four rooks below the ground. 
It will help us if we distinguish our circles by colors. Let us imagine then 
that we color the circles above the ground blue, those in the k rows below 
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the ground that contain rooks red, and the remaining ones green. Clearly 
the total number of blue circles is inv(C). A moment’s thought should 
reveal that the total number of red circles is precisely inv(o). Finally, we 
can easily see that the total number of green circles is 
PI +2p,+ ... +kp,. 
Now, the distance from the ground of the lowest rook of the resulting con- 
figuration is 
PI +p2+ ... +pk+k. 
We must then conclude that the contribution to the left-hand side of (1.10) 
coming from the conligurations with k rooks below ground can be written 
in the form 
1 q’“v(c)~~ ...Cq/‘1+2p2+--- fkpkXpt+p?+ +pk+k 1 qinv(c). 
(.ECn-k(A) PI P2 Pk 0 t Sk 
and this evaluates to 
[k]! xk 
Rn-k(A’q+l -xq)(l -xq2)...(1 -Xqk)’ 
Summing for k = 0, l,..., n and dividing by 1 - .Y we obtain (1.10) as asser- 
ted. 
We should note that this model yields a rather simple derivation of for- 
mula (1.17) as well. Indeed, we can just as easily proceed in full generality 
and derive that for a board A with column heights a,, al,..., a, we have 
identity 
k.&R.,-,(~, q)[xl[.x- Il... [x-k+ 11 
= [x+a,][x+a,- l]... [x+a,-n+ 11. (1.3) 
The argument here is the same as the one we have just given, and we shall 
not repeat ourselves. Basically, both sides represent, at least for x an 
integer, different ways of organizing the terms in the q-count 
c q i”“C’~(max( C) < k). 
CECn(A”)) 
We have already seen that the right-hand side of (1.3) is an evolution of 
this sum. As for the left-hand side it suffices to say that we must again con- 
256 GARSIAANDREMMEL 
sider separately the contributions coming from configurations with k rooks 
below ground, then sum over k. 
We are left to show that the S,,,(q) defined by the recursions in (1.3) are 
indeed the q-rook numbers of the staircase board. Equivalently, we can 
define the S,,,(q) by means of (1.9) and then show that the equations in 
(1.3) hold true. Now this is an immediate consequence of the following: 
THEOREM 1.1. Let A be a board of height at most m and let A v m denote 
the board obtained by adding a column of length m to A. Then for any k we 
have 
Rk(Avm,q)=R,(A)q”pk+Rk-l(A)[m-k+l]. (1.4) 
Proof: A configuration in Ck (A u m) is obtained by placing either all 
the k rooks in A or only k - 1 of them in A and one in the last column. In 
the first case we shall have m -k additional circles in the last column (since 
only k squares are to the right of a rook there). Thus the condition to the 
left-hand side of (1.4) coming from a configuration C E C,(A) is 
4 
inv(C) m-k 
4 . 
This clearly sums to the first term in the right-hand side of (1.4). 
In the second case, for a given C E C,& , (A) the contribution is 
inv(C) i-l 
4 9 
if the rook in the last column is placed in the ith available square (counting 
from the top). Since there is a total of m-k + 1 such squares, the con- 
tribution coming from any given C, is the polynomial 
qinvcC)[k-m+ l] 
Summing over all C E Ck _ 1 (A) yields the second term in ( 1.4). This com- 
pletes our proof. 
Formula (1.4) yields a fast recursive algorithm for calculating the 
polynomials R,(A, q). A computer implementation of this algorithm 
yielded us the tables at the end of the paper. 
Formula (1.3) has a rather surprising consequence. Note that the coef- 
ficients ck in the expansion 
P(X)= i C,[X][X-l]..'[X-k+l] 
k=O 
are uniquely determind by P(x). One can see this in two different ways. 
That is, one can either appeal to the fact that the collection 
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([xl- [x-k+ 1 Jlk=O,..., n} forms a basis for an appropriately chosen 
vector space or more explicitly, we have the formula 
1 
“= [k]! 
- Lo A’%‘(x) 
where L, denotes evaluation at zero and 
A@‘=(& l)(E-q)...(E-qk-‘) (1.6) 
with E the l-shift operation, i.e., E P(x) = P(x+ 1). We note that (1.5) is 
easily established by expanding (1.6) via the q-binomial theorem 
(x+y)(x+qJp~(xfq~-‘y)= i q(S) I” V’Xk-4 11 (1.7) j=O 
This implies, through formula (1.3), that the polynomials R,(A, q) are uni- 
quely determined by the sequence of adjusted column lengths 
a,, a*- l,..., an-n+ 1. (1.8) 
Conversely, the R,(A, q) determine the above sequence uniquely, up to 
rearrangement. On the other hand, Goldman, Joichi and White observed 
in [IO] that two boards have the same rook numbers if and only if their 
sequences of adjusted column lengths are rearrangements of each other. 
Putting all this together we must conclude that two boards that have the 
same rook numbers must also have the same q-rook numbers. This fact 
does not appear to be combinatorially obvious. 
2. A CALCULUS FOR THE POLYNOMIALS Q?(x, q) 
Let &(x, q) be defined by (1.12) for any board A. By our results of Sec- 
tion 1, we have that if n > width of A, then 
QA (x, q) 
(1 -x).*.(1 -xq”) 
= .f R,-&4q)~~Ckl! 
k=, (1 -x)*..(l-.$) 
so that 
Q,(x, q)= f R,-,(A,q)xk[k]! (1 -xqk+l)..*(l -xq”). (2.1) 
k=O 
is always a polynomial. The main purpose of this section is to develop a 
type of calculus for calculating the polynomials Q(,4, q). In particular, this 
calculus will allow us to give a simple proof of the following. 
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THEOREM 2.1. If A is any board and n is greater than or equal to the 
width and the height of A, then Q.(x, q) has non-negative coefficients. 
We should remark that in Section 3, we shall strengthen Theorem 2.1 by 
giving a combinatorial interpretation to the coefficients of QA (x, q) under 
the hypothesis of Theorem 2.1. That is, we shall see that the results of this 
section will allow us to define recursively a pair of statistics d,(a) and 
mA(g) depending on the board A such that 
QA (x, q) = C xd~(o’qma? 
L7 ES” 
Before proceeding with our arguments we need to make some conven- 
tions. First of all our boards will be allowed to have any number of 
columns of zero length. The parameter n will usually refer to the total num- 
ber of columns, while the width will always refer to the number of non-zero 
columns. The height refers to the length of the highest column. 
Note that adding a zero column does not change the q-rook numbers of 
a board. However, we can see that the polynomial in (2.1) will be affected. 
Thus Theorem 2.1 may be viewed as saying that starting with any board 
and adding zero columns, the polynomial QA (x, q) will have non-negative 
coefftcients as soon as the number of columns becomes greater or equal to 
the height. 
The reader may easily verify that one of the coefficients of the 
polynomial corresponding to the board with column heights 2, 3 for n = 2 
is negative. Thus our result is best possible. We shall then restrict ourselves 
to boards whose sequences of heights satisfy the inequalities 
(2.2) 
We shall refer to these as admissible boards. The sum 
a, +a,+ ‘.. +a,, 
which represents the total number of squares, will be called the size of the 
board. 
Finally, if A is a board, we shall denote by A* the conjugate board. 
More precisely, if ai and a? respectively, denote the lengths of the ith 
columns of A and A* we have 
a,*=#{j:aj3n+1-i}. 
Our arguments will essentially proceed by double induction on the size and 
the number of columns. We introduce three very simple geometric 
operations, preserving positivity, which can be combined to increase these 
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two parameters. We then show that each board may be obtained from a 
trivial board by a sequence of these operations. 
The three operations are FLIP, RAISE and ADD. They are defined as 
follows: 
FLIP: Replaces A by A*. 
ADD: Adds a column of zero length. 
RAISE: Increases by one the length of each column. 
For convenience let us set 
@(x; a,, a2 )..., a,) = Q/l (4 q) 
(1 -x)(1-xq)...(l -xq”)’ 
(2.3) 
In view of formulas (I. 10) and (I.1 1 ), we shall also have that 
@(xi a,, a,,..., a,)= 1 [k+u,][k+a,- l]... [k+u,-n+ 11. (2.4) 
kZ0 
Now it develops that each of the above geometric operations has an 
analytic counterpart which may be viewed as an operator acting on 
@(x; a,, u2,..., a,). This is expressed in the following lemmas. 
LEMMA 2.1 (FLIP). Zf a, and a,* are the column lengths of A and A*, 
then 
qx; a,, u2 ,...) a,) = @(x; a:, a; ,...) a,*). (2.5) 
Proof Geometrically the transformation that sends A into A* is the 
reflection with respect to the main diagonal of the n x n square containing 
A. The same reflection sends a non-taking rook configuration in A into one 
in A*. It is easy to see that this reflection also sends circles into circles. In 
other words we have a bijection between rook configurations that preserves 
the inu statistic. Thus A and A* have the same q-rook numbers. Using (2.3) 
and the definition (2.1) the identity in (2.5) follows at once. 
Let now 6 denote the q-derivative operator. That is for any formal power 
series F(x) 
6F(xl = F(xq) - F(x) 
xq-x . 
We can easily verify that 
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This given, we have: 
LEMMA 2.2 (ADD). 
@(x; 0, a,, a2 ,..., a,) =x6x @(x; a,, a, ,..., a,). 
Proof. Using (2.4) we see that 
(2.6) 
W; 0, 4, a2,..., a,)= C xk[k][k+al-l]...[k+a,-n]. 
k>l 
Now the right-hand side may be rewritten in the form 
x 1 xkP1[k][k+aI-l]...[k+a,-n] 
k>l 
=x8 1 xk[k+a,--l]... [k+a,-n]. 
k>l 
and reparametrizing the sum we finally obtain the identity. 
@(x;O,a,,a,,...,a,)=x6 1 xk+l[/r+al].~.[k+a,-n+l]. 
k>O 
But this is (2.6). 
Remark 2.1. Note that, if k 2 0 and 0 < a, < a2 < ’ . . < a,, the sequence 
k + a,, k + a2 - l,..., k + a, - n + 1 
decreases at most by one from one term to the next. Since k + a, is non- 
negative, there cannot be a negative term without some other term being 
zero. This implies that the product 
[k+a,][k+a,-l]...[+a,-n+l] 
is different from zero if and only if all the indices are positive. We can thus 
conclude that the highest power of x that can be factored out of the right- 
hand side of (2.4) is equal to 
max (i-uai)+, 
l<i<?i 
where for an integer a we set a+ = max(O, a). This conclusion may also be 
drawn geometrically by observing that for any i, we must have i rooks in 
the first i columns. Since we cannot place more than ai of them above the 
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ground, then (i - ai) + will have to be placed below the ground. This forces 
the inequalities 
max(C)> (i-uJ+ 
for all i And the desired conclusion follows then from (I.1 1). 
This observation leads to one of our operations, namely: 
LEMMA 2.3 (RAISE). ~“‘a, Q n - 1 then 
cD(x; a, + l)...) U” + 1) =; @(x; a, )...) a,). (2.7) 
Proof: The condition a, < n - 1 by the previous remark forces the 
product 
to be zero. Thus we can write 
=x c x k~l[k+u,J[k+u,-l]~~~[k+u,-n+l] 
=x c ~k[k+u,+l][k+u,+l-l]~~~[k+u,+l-n+l] 
k>O 
and this is (2.7). 
To get set up for our induction argument we need to show that positivity 
holds for trivial boards. This is done by the following lemma, which may 
be viewed as a new combinatorial proof of the q-binomial identity. 
LEMMA 2.4. If a, = u2 = . .. = a, = then 
@(x;u,,...,u,)= C xk[k][k- l]... [k-n+ l] 
k>O 
x”[n]! 
=(l -x)(1 -xq)...(l -xq”)’ (2.8) 
Proof This is immediate from (I.1 1) and (1.12) since for the trivial 
board the only non-vanishing rook number is R,(x, q) which is equal to 1. 
We need to show that all our operations preserve positivity. Now clearly 
there is no problem with FLIP since it does not even change the 
582a/41/2-8 
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polynomial QA (x, q). Multiplication or division by x trivially preserves 
positivity. We are left to check that the same is true for the b-operator. 
Now this is a consequence of the following identity: 
LEMMA 2.5. Zf 
QA (x> 4) = 1 uk (4) xk 
k 
then 
QA (A 4) 
6(1-x)(l-xq)...(I-xq”)= 
Ck ak (dtXk- ’ [k] +xk[n-k+ l] qk) 
(l-x)(1 -xq)...(l -xq”+‘) . 
(2.9) 
Proof: An easy calculation yields that for k < n 
Xk xkp’[k] +xk[n-k+ l] qk 
6(1-x)(l-xq)~~.(1-xq”)=(1-x)(l-xq)...(1-xq”+’)~ 
Since the definition (2.1) implies that QA (x, q) is of degree at most n in x, 
the assertion follows by linearity. 
It should be noted that we can RAISE and ADD in a single step. 
Namely we have 
LEMMA 2.6. 
qx; 0, a, + l,...) a, + 1) =x 6 @(x; a, ),.., a,). (2.10) 
Prooj Trivially we have 
@(x;~,u,+~,...,u,+~)=x 1 xkpl[k][k+u,]...[k+u,-n] 
k20 
and this is (2.10). 
Finally we should point out that we have also an analytic way of 
expressing the removal of one column. 
LEMMA 2.7. Zf a, d m < n then 
c&(x; a,, u2 ,..., a,, m) = x”-~+ ‘6 x”-“@(x; a,, u2 ,..., a,). (2.11) 
ProoJ From the Remark 2.1 we deduce that the product 
[k+u,][k+u,- l].*. [k+u,-n+ l][k+m-n] 
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Thus we can write 
@k al, a2,..., a,, ml 
=x 
n-m+1 
c xk-n+m-l[k+a,]*~~[k+a,-n+l][k+m-n] 
k>n-m+l 
=x n-m+1 c 6xk-n+m[k+al].~.[k+a,-n+1] 
km-m 
and this is (2.11). 
We are now finally in a position to complete our argument. 
Proof of Theorem 2.1. In view of Lemma 2.5 the theorem is true for 
boards of size zero and any number of columns. Assume then that the 
theorem is true for all boards of size less than N and any number of 
columns. Let A have size N and n columns and let s denote the bigger of 
the height and the width. There are three cases to be considered. 
(1) l=a,<a,< ... <a, (width=n). 
In this case A can obtained from an admissible board of size N - n < N 
by means of the RAISE operation. 
(2) O=a,<a,< .*+ <a,=n (height=n). 
This case is reduced to the previous case by the FLIP operation. 
(3) O=a,<a,< ... <a,<n-1. 
Then A can be obtained from an admissible board to which case (1) or 
case (2) applies by at most n - s ADD operations. 
Thus we see that in any case our board can be obtained from an 
admissible board, to which our induction hypothese applies, by at most 
n -s + 2 of our operations. This completes the induction and the proof of 
the theorem. 
Remark 2.2. We should note that Lemma 2.3 may be viewed as telling 
us when we can remove a row. On the other hand, Lemma 2.7 tells us 
when we can remove a column. Combining these two operations we can 
obtain a very efficient algorithm for computing the polynomial QA (x, q). 
We illustrate the algorithm on the board with column heights 1, 2,4,4. 
We have 
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@(x;1,2,4,4)=x-‘@(x;O,1,3,3) (Lemma 2.3) 
=x -lxd@(x;o, 1,3) (Lemma 2.7) 
=6 @(x; 1, 1,2) (Lemma 2.1) 
=Gx-l@(x;o,o, 1) (Lemma 2.3) 
=6x-1x26x-1@(x;o,o) (Lemma 2.7) 
x2[2]! 
=6x6x-‘(1-x)(l-xq)(l-xq2) 
(Lemma 2.4) 
1 + ~d21 
=~2’sx(l-x)(l-xq)(l-xq2)(1-xq’) 
(Lemma 2.5) 
1 +x131 q+d21(xC21 +x2q2C21) 
=c21 (1 -x)(1 -xq)(l -x42)(1 -x43)(1-xq4) 
(Lemma 2.5). 
3. BOARD STATISTICS AND FURTHER IDENTITIES 
The main purpose of this section is to give our interpretation for the pair 
of statistics d,(a) and mA (a) promised in Section 2. Moreover, we shall 
end this section by developing several other interesting identities which 
arise in our theory. We shall start by establishing the identity (1.14), which 
provides for a direct combinatorial interpretation of the coefficients of 
QA (x, 1). Although there is a purely combinatorial argument, we shall give 
the shortest path which is mostly algebraic. 
Note that for q = 1 (2.1) can be written in the form 
Q,(-T 1) Xk = f lrk(A)k!- 
(1-x)” k=O (1 -X)k’ 
(3.1) 
We then observe that since a configuration C of n-k non-taking rooks 
can be extended to a permutation diagram in k! ways, we can write 
R,-,(A) k! = C 1 idCza)* 
csCnm!J.4) aes. 
Substituting in (3.1) we get 
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where 1 Cl denotes the cardinality of C as a set of squares. Reversing sum- 
mation we then obtain 
and this is (1.14). 
Here and after let us set 
d,(o)=lon’AI. (3.2) 
Remark 3.1. We should point out that dA(o) can be thought as a 
generalization of the rise statistic. Indeed, when A is the staircase board 
and o is the permutation corresponding to the placement of the ith rook in 
the intersection of column i with row ci (counting from the bottom) then 
This is usually referred to as the number of rises and denoted by r(o). Now 
it is well known [2] that rises and descents + 1 have the same distribution. 
We can thus conclude that (3.1) in this case reduces to 
which is the case q = 1 of (1.2). 
However, the analogy goes further. Let us recall that a permutation 
statistic m(a) is called Mahonian (see [2]) if 
14 m(a) = [n] !. 
oes, 
Now we have the following remarkable fact: 
THEOREM 3.1. For each admissible board A we have a Mahonian statistic 
mA(a) such that 
Q, (x, q) = 1 xdA(rr)qmA(o) 
u E sn 
(Recall that dA (a) is given by (3.2).) 
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Proof. We give a recursive construction of mA (a) based on our 
operations FLIP, RAISE and ADD. Let A be an admissible board for 
which we have mA and let A # be obtained from A by one of these 
operations 
Case 1. A# = FLIP A. 
In this case for each (T let g# be the permutation obtained by applying to 
o the same reflection that gives A# from A. We set 
m,+(a)=m.(o#) 
and the theorem will be valid for A # as well by Lemma 2.1. 
Case 2. A# = RAISE A. 
In this case for each o we let (T# be the permutation obtained by moving 
the bottom rook of cr up to the top of its column and lowering all the other 
rooks down by one square. We can easily see that we have 
dAX(6)=dA(cT#)- 1. 
We then set 
and Lemma 2.3 yields that the theorem is valid for A# as well. 
Case 3. A# = ADD A. 
This case is slightly more elaborate. Note first that by Lemma 2.2 and 
formula (2.9) we have 
QA# (x, q) = c qmA(“‘Xda(o’ {x[d,(a)+ l] +x’[n-dA((T)] qda@‘+‘}. (3.3) 
acs, 
This suggests the following definition of mAr (G). A permutation diagram 
(r# in the n x n square generates n + 1 different diagrams in the 
(n + 1) x (n + 1) square by insertion of an extra row and an extra rook in 
the left most square of that row. For example, let n = 6 and 
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We have also outlined here the 6 x 6 square and the boundary of A#. We 
place the extra rook in one of the seven squares of the first column. Except 
for the topmost position there will be a conflict of two rooks in the same 
row. We thus displace the old rook that is in conflict to the topmost 
position in its column, and this is the resulting permutation 0 E S, + 1. For 
instance, placing the new rook in the fourth square from the bottom yields 
the diagram. 
Here we have indicated the motion of the “old” rook. We have two cases to 
consider. 
(a) The displaced rook was not in A. 
In this case 
dAsz(cr)=dA(o#)+ 1 
and we set 
where 
r = #old rooks in ‘A and higher than the new rook. 
We include here the case in which the new rook is placed in the top row 
and set then r = 0. 
(b) The displaced rook was in A. 
In this case 
d,x(a)=d,(a”)+2 
and we set 
m,w(o)=m,(o#)+d,(a#)+s+l 
where 
s = #old rooks in A and higher than the new rook. 
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We can see that we have 
c XdAYfdq4(d = xd.d~+)+ lqw(o’)(l + q  + . . . + gdA(o+)) 
d in case (a) 
c xdP%)qw%) = XdA(o*)+2qmA(oX)(qdA(u#)+ 1 + . . . + qz). 
CT in case (b) 
Comparing with formula (3.3) we derive that 
&# (x, q) = c xdA#(,)q,A#@). 
aeS.+I 
We need to make sure now that mAw is also Mahonian. But this is 
immediate since in view of (3.3) we have 
QAx(l,q)=Q~!l,q)(1+q+q’+ ... +q’% 
and thus if mA is Mahonian so will be mA#. 
Our recursion starts always with a trivial board for which the theorem is 
automatically true by Lemma 2.4. Indeed, in the case of a trivial board with 
n columns, formula (2.8) shows that we can set 
d,(a)=4 mA (u) = inv(a). 
Thus our proof is complete. 
3.1. More on the Staircase Boards 
For the special case of the staircase boards there is another proof of 
Theorem 3.1 which leads to an interesting Mahonian statistic. The point of 
departure is the fact that for A = S, we can use Lemma 2.6 and obtain the 
recursion 
Qs.+l (x2 4) Qs.(x, 4) 
(1-x)(l-xq)...(1-xq”+‘)=x6(1-x)(l-xq)*..(1-xq”)~ 
(3.4) 
(Incidentally, this should set formula (1.15) of [4] into a new light.) 
Let then (T = (ei, e2 ,..., en + ,) be a permutation of (1,2 ,..., n + 1) and sup- 
pose that ci = n + 1. Let 
g* = (0 I,..., bi- 1, u,+ 1, oi+ I,..., Q,). 
In other words cr# is the permutation consisting of the first n entries in 0 
after n + 1 is replaced by g,+ i. 
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This given, we recursively set 
naj(a) = naj(o” ) + n 
if a n+l = n + 1 and otherwise 
naj(a) = naj(a”) + s 
where s is defined as follows 
(4 Ifa,+, is a rise of a# then s is the number of rises in a# that are 
less than a,, + 1. 
(b) Ifan+l is a fall (non-rise) of a# then s is taken to be r(a#) plus 
the number of falls of a* that are less than a, + , . 
A couple of examples should make this clearer. Let 
a=(7241635) 
then 
(3.5) 
where we have underlined the rises. Since 5 is a rise of a# and the rises of 
a # that are less than 5 are 2 and 4 we get 
naj(a) = naj(a”) + 2. 
On the other hand if 
a=(5241673) 
then a# is again given by (3.5), and 3 is a fall of a#. Thus since there is 
only one fall in a# that is less than 3 we shall have 
naj(a) = naj(a” ) + 4 + 1. 
It develops that the recurence in (3.4) leads to the following interesting 
fact. 
THEOREM 3.2. The pair (r(a), naj(a)) has the same joint distribution as 
the pair (d(a) + 1, maj(a)). That is we have 
401 cx q naj(u) _ x40) + I
oe.s. -zs q maj(o) n (3.6) 
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Proof. Clearly, in view of formula (1.2) we need only show that we have 
Q, (x, q) = c xr(u)qn~‘u! (3.7) 
ocs, 
Now this can be considered trivially true for n = 1 by letting r(c) = 1 and 
naj(c) = 0. To prove it in general we use the same idea as in the proof of 
Theorem 3.1. We assume by induction that (3.7) holds true for n. Formula 
(3.4) yields then that 
Q,+,k q)= 1 xr(a)q”aj(o’{ [r(a)] + x[n - r(a) + l] qrca)}. 
0 E S” 
This given, it is not difficult to see that our recursive definition of nut’ is 
precisely what is needed to make this identity into (3.7) for n + 1. This 
completes the induction and the proof of the theorem. 
3.2. A Combinatorial Interpretation of the Gould Stirling Numbers 
The q-Stirling numbers of first and second kind introduced by Gould in 
[ 121 are essentially the polynomials g,, (q) and Gnk (q) respectively defined 
by the recursions 
gn+l.k(q)=gn.k-I(q)-Enls,,k(s) (3.8) 
G n+l,ktq)= Gn,k-l(q)+ Ckl gn,k(q). (3.9) 
Here the initial conditions are the same as for the S,,,(q). It easy to see 
from these recursions that we must have 
Sn,k (4) = &)G,,, (91, (3.10) 
hhk(4) = s-%“.ktq). (3.11) 
It develops that both Gn,k(q) and gn,*(q) can be obtained by appropriately 
q-counting rook placements in staircase boards. We give a brief indication 
of how this is done. 
For Gn,k(q) we use the same configurations as for the S,,(q) however, 
the ino statistic is replaced by one which only counts circles in columns that 
have a rook. It is easy to see that this simple change leads to the recursion 
in (3.9) rather than those in (1.3). 
Using this idea it is then easy to put together a purely combinatorial 
proof of the identity 
CGn,ktq)xt-= CllNx- Cn+ll)= [xl” 
k 
which is what (1.17) reduces to in the Gould case, 
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For gn,k(q) the changes are a bit more extensive. First of all let us set 
C,.klq)=(-l)n-kg,.*(q) 
so that (3.8) is replaced by 
C n+l,k= cn.k - l(q) + Cnl %k(q). (3.12) 
This given, we consider now rook placements in S, with at most one rook 
in each column but possibly more than one rook in the same row. As for 
the inu statistic, we again count circles, however here we place dots only 
below (and not to the right of) each rook. If we use this new statistic and 
let c,,k (q) denote the result of q-counting in this manner such placements of 
n-k rooks in S, we get precisely the recursions in (3.12). 
The reader may find it amusing to extend this model and obtain a com- 
binatorial proof of the formula 
which is essentially the point of departure in Gould’s paper. 
3.3. The Laguerre Boards 
By choosing the board A appropriately we can obtain a number of 
interesting q-identities, in particular we can derive q-analogues of several of 
the results of Goldman, Joichi, White in [ 111. However, we shall limit our- 
selves to showing that the q-Laguerre polynomials introduced by Hahn in 
[13] and studied [7] may also be obtained by q-counting rook con- 
figurations. 
An rectangular board will be referred to here as a Laguerre board. The 
Laguerre board of width n and height n - 1 will be denoted by L,. We shall 
set 
Ln,k(q) = Rn-k(Lm 4). 
These polynomials are q-analogues of the signless Lah numbers. They have 
been studied in [7] under a different combinatorial interpretation. We can 
now give a very simple derivation of their expression in terms of q-binomial 
coefficients. 
THEOREM 3.3. For 1 <k 6 n we have 
&k (9) = 4 kckp1)[~~~][~][n-k7! (3.13) 
212 GARSIA AND REMMEL 
Proof Given a configuration of n-k non-taking rooks in L, let us 
color code its circles as follows: 
BLUE: Those at the intersection of a row without rook and a column 
without rook 
GREEN: Those at the intersection of a row without rook and a 
column with rook 
YELLOW: Those at the intersection of a row with rook and a 
column without rook 
RED: Those at the intersection of a row with rook and a column 
with rook 
Such a configuration can be obtained by selecting: 
(1) A word w1 which is a rearrangment of lkO”-k to indicate the 
columns that are to be with rooks. (The ones indicating the positions of 
those without.) 
(2) A word w2 which is a rearrangment of lk- ‘OnPk to indicate the 
rows that are to be with rooks. (The ones indicating the positions of those 
without.) 
(3) A permutation diagram CJ on the (n - k) x (n - k) board to 
indicate the relative positions of the II -k rooks. 
Now we can easily see where the four factors in (3.13) come from. 
Indeed, there will be k(k - 1) blue circles, and this accounts for the first 
factor. The number of green circles is given by inv(w,) (the number of 
inversions in w2). The number of yellow circles is given by inv(w,). Finally, 
the number of red circles is given by inv(a). 
Summing over all such choices of wl, w2 and (T yields our formula (3.13) 
as desired. 
It should be noted that our formula (1.3) in this case reduces to 
which is a q-analogue of the formula expressing the fact the Lah numbers 
are the connection coefficients relating lower and upper factorial 
polynomials. 
Further identities involving q-analogues of the generalized Laguerre 
polynomials (see [ 71) 
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may also be obtained by considering general Laguerre boards of arbitrary 
height. 
In particular, all the identities stated in [7] may be given a very lucid 
combinatorial proof using the present model. 
TABLES OF q-ROOK NUMBERS 
Each of the tables below gives the successive polynomials Rk(A, q) for a 
given board A. The board itself is given by the vector of column lengths 
listed at the beginning of each table (below ,,for”). The entry at the inter- 
section of the row indexed by i and the column indexed by j gives the coef- 
ficient of d in R,(A, q). The dots represent zero coefficients. The last 
column of each table gives the row sums and the last row gives the column 
sums. We should note that these sums are also unimodal. Of course, the 
unimodality of the vector of row sums is the Heilmann-Lieb result. 
‘0, 
233 
Xl”“S =) 0 1 2 3 4 5 6 7 8 
“rook 
0;) , , 
,Z) ..232,. 8 
2 =, ,14531.‘. 14 
3 =, ,2,...... 4 
135554211 
Y ,nYIl=, 
” r0c.k 
0 =) 
1 =) 
a =) 
3 =, 
‘Or 
1223 
rmvs=, 0 1 2 3 4 5 6 7 8 
*rDclt*: 
#J=> , , 
,=, ..2321. 8 
2 =, (14531’. 14 
3 =, ,2,...... 4 
135554211 
for 
133 
xms=, 0 1 2 3 4 5 8 7 
*  rook.: 
IJq , , 
,=f .1321. 7 
2 =, ,243l”’ 10 
3 =, , , *  
13444211 
rim%=) 0 1 2 3 4 5 6 7 8 9 101112 
*mdu: 
0 =, , , 
1;) ‘~222321~ 12 
2 =) ~123676531~.- 34 
3 =, 1234321.....- 16 
274 
ior 
2233 
“I”vs=) 0 1 2 3 4 5 6 7 6 9 
#rook.: 
0 =, , , 
1;) .12321. 9 
*  =, ‘135531’.~ 16 
3 =, 1221...... 4 
1356654211 
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1 =, 
2 =, 
3 =, 
4 -1 
‘or 
2344 
x i”“S =, 
woolu: 
0 =, 
1 =, 
2=, 
3:) 
4 =, 
0 1 2 3 4 5 6 7 6 9,01112,3 
. . . . . . . . . . . . . . , 
.34321. 13 
3 912117 3 1 46 
‘16121394,~~~~~~ 46 
.,33,......... 8 
AND REMMEL 
0 1 2 3 4 5 6 7 6 9 ,0,1,213,4,5,6,718,920 
1.x 
,245 
Il”“s=) 0 1 2 3 4 5 6 7 6 9 101,12 
#rwksz 
0 =, , , 
, ;) .24321. 12 
2;) 1 6,010 7 3 1 38 
3 =, 2710841. ‘. 32 
4 =, ,2 ,.......... 4 
for 
333 
wmvs=, 0 1 2 3 4 5 6 7 6 9 
frOOk% 
0 ;, , , 
,=) ..1232,. 9 
2 =, .135531~‘. 18 
3 =) ,22,...... 6 
135655421, 
for 
2222 
Il”“s=, 0 1 2 3 4 5 6 7 8 
woolls: 
0;) , , 
,=) ~12221~ 8 
*  =, 123321.~~ 12 
12344321, 
#ml=) 0 1 2 3 4 5 6 7 8 9 10111213141516 
*WOk*: 
#J ;, .................... , , 0 ;, ................ , , 
li) ............. .55432,. 20 1=) ...... ...123432.. 16 
29 ........ 102025252113 7 3 1 125 *=, 1 3 7 1114,411 7 3 1 72 
33 .... 103050805540241, 4 1 ...... 285 3 =, 1 4 9 151919159 4 1 ...... 96 
4 Z) .. 52040504530155 1 .......... 21, 4 =, 135653,. ......... 24 
5 =, ,f,,o,os,. .............. 32 
1 4 9 152,25272623191410 7 4 2 1 1 
1 5 1530456175607570614936251912 7 4 2 1 1 
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