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vSOMMAIRE
Dans cette the`se, nous proposons de nouveaux re´sultats de syste`mes super-
inte´grables se´parables en coordonne´es polaires. Dans un premier temps, nous
pre´sentons une classification comple`te de tous les syste`mes superinte´grables
se´parables en coordonne´es polaires qui admettent une inte´grale du mouve-
ment d’ordre trois. Des potentiels s’exprimant en terme de la sixie`me trans-
cendante de Painleve´ et de la fonction elliptique de Weierstrass sont pre´sente´s.
Ensuite, nous introduisons une famille infinie de syste`mes classiques et quan-
tiques inte´grables et exactement re´solubles en coordonne´es polaires. Cette fa-
mille s’exprime en terme d’un parame`tre k. Le spectre d’e´nergie et les fonctions
d’onde des syste`mes quantiques sont pre´sente´s. Une conjecture postulant la
superinte´grabilite´ de ces syste`mes est formule´e et est ve´rifie´e pour k = 1, 2, 3, 4.
L’ordre des inte´grales du mouvement propose´es est 2k ou` k ∈ N. La struc-
ture alge´brique de la famille de syste`mes quantiques est formule´e en terme
d’une alge`bre cache´e ou` le nombre de ge´ne´rateurs de´pend du parame`tre k.
Une ge´ne´ralisation quasi-exactement re´soluble et inte´grable de la famille de
potentiels est propose´e. Finalement, les trajectoires classiques de la famille
de syste`mes sont calcule´es pour tous les cas rationnels k ∈ Q. Celles-ci s’ex-
priment en terme des polynoˆmes de Chebyshev. Les courbes associe´es aux tra-
jectoires sont pre´sente´es pour les premiers cas k=1, 2, 3, 4, 1/2, 1/3 et 3/2 et
les trajectoires borne´es sont ferme´es et pe´riodiques dans l’espace des phases.
Ainsi, les re´sultats obtenus viennent renforcer la possible ve´racite´ de la conjec-
ture.
vi
mots cle´s : inte´grabilite´, superinte´grabilite´, exactement re´soluble, proprie´te´ de
Painleve´, transcendantes de Painleve´, se´paration de variables.
vii
SUMMARY
In this thesis, we propose new superintegrable systems separable in polar
coordinates. After the introduction, in chapter 2, we present a complete classi-
fication of all separable systems in polar coordinates which admit a third order
integral in addtion to the second order one responsible for the separation of va-
riables. New potentials expressed in terms of the sixth Painleve´ transcendent
and of the Weierstrass elliptic function are obtained. In chapter 3 we introduce
an infinite family of integrable and exactly sovable classical and quantum sys-
tems separable in polar coordinates. This family is described in term of a para-
meter k. The energy spectrum and the wave functions of the quantum systems
are obtained. A conjecture postulating the superintegrability of these systems
is formulated and is verified for the first cases k = 1, 2, 3, 4. The order of the
integrals is 2k where k ∈ N. The algebraic structure of the family of quantum
systems is formulated in term of a hidden algebra where the number of ge-
nerators depends on the parameter k. A quasi-exactly solvable and integrable
generalization of the family of potentials is proposed. Finally in chapter 4, the
classical trajectories of the family of systems are calculated for all the rational
cases k ∈ Q. Those are expressed in term of Chebyshev polynomials. We plot
the curves associated with the trajectories for k = 1, 2, 3, 4, 1/2, 1/3 and 3/2.
The bounded curves are closed and periodic in the two dimensional phase
space. Those results obtained reinforce the possible veracity of the conjecture.
keywords : integrability, superintegrability, exactly solvable, Painleve´ property,
Painleve´ transcendents, separation of variables.
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INTRODUCTION
Avec le de´veloppement de la physique moderne au de´but du 20e`me sie`cle,
plusieurs e´tudes et travaux ont mis en e´vidence la richesse des syste`mes dy-
namiques qui posse`dent des syme´tries pre´cises. Le de´veloppement et l’avan-
cement du formalisme mathe´matique de la physique moderne nous permet
d’e´tendre et d’e´claircir les proprie´te´s intrinse`ques de syste`mes fondamentale-
ment importants a` l’e´laboration de tous les de´tails the´oriques des me´caniques
classique et quantique et de la jonction de ces deux the´ories. Or, plusieurs as-
pects the´oriques reposent essentiellement sur la caracte´risation des syme´tries
qui interviennent dans la de´finition de syste`mes physiques.
Plus pre´cise´ment, on a qu’a` penser aux syste`mes posse´dant un nombre
de degre´s de liberte´ finis associe´s a` un potentiel harmonique ou un poten-
tiel de Kepler-Coulomb. Ces syste`mes sont pre´sente´s dans les contextes clas-
sique et quantique comme des syste`mes physiques posse´dant des proprie´te´s
remarquables [1, 19, 42, 107]. En me´canique classique, les trajectoires borne´es
de ces syste`mes sont ferme´es, pe´riodiques et bien de´finies dans l’espace des
phases. En me´canique quantique, le spectre d’e´nergie est de´ge´ne´re´ et exacte-
ment obtenu et les e´tats propres (e´tats lie´s) sont des fonctions de carre´ som-
mable qui s’expriment en terme de polynoˆmes orthogonaux. Or, il advient que
ces proprie´te´s sont directement relie´es a` l’existence de quantite´s conserve´es qui
proviennent de l’existence des syme´tries ge´ome´triques et dynamiques de ces
syste`mes [2, 3, 58].
Or, ce type de syste`mes est pre´sent dans plusieurs domaines de la physique.
Depuis les anne´es 60, plusieurs travaux ont mis de l’avant des re´sultats mettant
4en e´vidence l’existence de nombreux syste`mes posse´dant des proprie´te´s sem-
blables a` celles de l’oscillateur harmonique et du potentiel de Coulomb. Ces
re´sultats ont pave´ la voie a` l’e´laboration de la the´orie des syste`mes inte´grables
et superinte´grables pour des syste`mes posse´dant un nombre fini de degre´s de
liberte´.
Dans cette the`se, nous pre´sentons des re´sultats re´cents obtenus dans le
contexte de l’inte´grabilite´ et de la superinte´grabilite´ classique et quantique
d’un syste`me hamiltonien qui admet la se´paration de variables en coordonne´es
polaires dans un espace euclidien a` deux dimensions. Les re´sultats pre´sente´s
sont sous forme de trois articles [127]-[130] ayant e´te´ publie´s dans le journal
Journal of Physics A : Mathematical and Theoretical, dont un dans la section Fast
Track Communication [127].
Dans le premier chapitre de la the`se, nous de´taillons le formalisme des
syste`mes inte´grables et superinte´grables dans les contextes classique et quan-
tique tout en donnant de multiples re´fe´rences sur les re´sultats connus et utiles
a` l’e´laboration des principaux re´sultats des chapitres suivants. Dans le chapitre
2, nous pre´sentons une classification des syste`mes superinte´grables se´parables
en coordonne´es polaires avec une constante du mouvement d’ordre trois don-
nant suite aux re´sultats obtenus en coordonne´es carte´siennes [46, 48] et nous
mettons en e´vidence l’existence de nouveaux potentiels superinte´grables s’ex-
primant en terme de fonctions transcendantes telles la sixie`me transcendante
de Painleve´ et la fonction elliptique de Weierstrass. Dans les chapitres 3 et 4,
nous proposons l’introduction d’une famille infinie de potentiels classiques
et quantiques inte´grables de´pendant d’un parame`tre re´el k. La conjecture de
superinte´grabilite´ a e´te´ formule´e bien que tous les re´sultats propose´s n’ont
fait que mettre tre`s fortement en e´vidence une ve´rification possible de celle-
ci. Nous pre´sentons les inte´grales du mouvement pour les cas k = 1, 2, 3, 4. Les
inte´grales pour les cas k = 3, 4 sont pre´sente´es dans les annexes A et B. L’ordre
de l’inte´grale supple´mentaire est 2k ou` k ∈ N. Les trajectoires classiques sont
obtenues pour tous les cas rationnels dans le troisie`me article et sont pre´sente´es
dans le chapitre 4. Celles-ci s’expriment en terme de polynoˆmes de Chebyshev.
5Le fait que dans l’espace des phases les trajectoires borne´es sont pe´riodiques
pour tous les cas rationnels k ∈ Q vient ame´liorer l’e´nonce´ de la conjecture
propose´e dans le deuxie`me article [127]. De cette fac¸on, nous pouvons refor-
muler la conjecture pour k ∈ Q. Les deux derniers articles ont motive´ beau-
coup de nouveaux re´sultats dont la preuve de superinte´grabilite´ de la famille
de syste`mes. Ainsi dans la section 5, nous recensons les nouveaux re´sultats
ayant e´te´ propose´s depuis la publication des articles pre´sente´s dans cette the`se
et proposons quelques perspectives futures de de´veloppement.
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1La nume´rotation des e´quations et des sections dans les chapitres correspondant aux ar-
ticles a e´te´ adapte´e aux conventions de pre´sentation de cette the`se. Toutefois, le contenu des
articles demeure inchange´ et identique aux versions publie´es.

Chapitre 1
PRE´LE´MINAIRES : DE´FINITIONS ET THE´ORIE
L’e´tude des syste`mes inte´grables est depuis longtemps une branche tre`s im-
portante de la physique-mathe´matique. De ce point de vue, l’essence meˆme de
ces conside´rations repose justement dans la recherche de quantite´s conserve´es
pour des syste`mes dynamiques.
Afin de caracte´riser l’inte´grabilite´ d’un syste`me, nous conside´rons un Ha-
miltonien conservatif a` n degre´s de liberte´ dans un espace euclidien En a` n
dimensions de la forme :
H =
p21 + p
2
2 + ...+ p
2
n
2m
+ V(q1, q2, ..., qn) (1.0.1)
ou` V : Rn → R est une fonction scalaire raisonnablement bien de´finie, c’est a`
dire continue et de´rivable continuˆment un certain nombre de fois dans un ou-
vert D ⊆ En. L’e´nergie du syste`me e´tant repre´sente´e par (1.0.1) est conserve´e.
1.0.1. Me´canique Classique
1.0.1.1. E´quations de base
Dans le contexte de la formulation hamiltonienne de la me´canique clas-
sique, les e´quations du mouvement associe´es a` (1.0.1) sont les e´quations de
Hamilton :
∂H
∂pi
= q˙i,
∂H
∂qi
= −p˙i (1.0.2)
ou` le point “ ˙” repre´sente la de´rive´e par rapport au temps.
8Les solutions de ces e´quations sont repre´sente´es dans un espace des phases
a` 2n dimensions engendre´ par les coordonne´es (q1, q2, ..., qn) et impulsions
(p1, p2, ..., pn) ge´ne´ralise´es.
La me´canique classique peut aussi eˆtre reformule´e en terme de l’e´quation
de Hamilton-Jacobi
H
(
q1, ..., qn,
∂S
∂q1
, ...,
∂S
∂qn
)
+
∂S
∂t
= 0 (1.0.3)
ou` S = S(q1, ..., qn, p1, ..., pn, t) est la fonction principale de Hamilton i.e. l’ac-
tion classique associe´e au syste`me en un temps et une position initiale fixe´s
(soit l’inte´grale inde´finie du Lagrangien du syste`me par rapport au temps)
[42]. La formulation de Hamilton-Jacobi est particulie`rement utile lorsqu’on
veut caracte´riser un syste`me dynamique selon des quantite´s conserve´es. Ceci
se justifie clairement par le fait que l’on cherche a` reformuler le syste`me selon
un ensemble de quantite´s conserve´es obtenu d’une transformation des coor-
donne´es (q1, ..., qn, p1, ..., pn) propose´e par S. Dans ce cas, S est une fonction
ge´ne´ratrice d’une transformation dite canonique qui transforme (1.0.1) en un
Hamiltonien identiquement nul K
K = H+
∂S
∂t
= 0 (1.0.4)
qui n’est rien d’autre que la justification de (1.0.3) [1, 42, 107].
1.0.1.2. Syste`mes inte´grables et superinte´grables classiques
Une quantite´ physique X caracte´rise´e par une fonction diffe´rentiable dans
l’espace des phases X = X(q1, ..., qn, p1, ..., pn, t) est dite conserve´e, si elle de-
meure constante selon une variation du temps. Nous nommons ce type de
quantite´ inte´grale ou constante du mouvement. Formellement, on a
0 =
dX
dt
=
n∑
k=1
∂pk
∂t
∂X
∂pk
+
∂qk
∂t
∂X
∂qk
+
∂X
∂t
=
n∑
k=1
∂H
∂qk
∂X
∂pk
−
∂H
∂pk
∂X
∂qk
+
∂X
∂t
(1.0.5)
9Nous de´finissons le crochet de Poisson :
{H,X}CP =
n∑
k=1
∂H
∂qk
∂X
∂pk
−
∂H
∂pk
∂X
∂qk
Dans ce qui suit, nous conside´rons des fonctions qui ne de´pendent pas ex-
plicitement du temps, ce qui implique que la conservation d’une inte´grale du
mouvement est comple`tement caracte´rise´e par le crochet de Poisson
dX
dt
= {H,X} = 0
De´finition 1.0.1. Un syste`me hamiltonien a`n degre´s de liberte´ (1.0.1) est dit Liouville-
inte´grable s’il posse`de n constantes du mouvement {Xi(q1, ..., qn, p1, ..., pn)}ni=1 bien
de´finies dans l’espace des phases, incluant le Hamiltonien :
dXi
dt
= {Xi, H} = 0 (1.0.6)
{Xi, Xj} = 0 (1.0.7)
rang
∂(X1, ..., Xn)
∂(q1, ..., qn, p1, ..., pn)
= n (1.0.8)
L’e´quation (1.0.7) nous indique que les constantes du mouvement sont en
involution et (1.0.8) que l’ensemble {Xi(q1, ..., qn, p1, ..., pn)}ni=1 est fonctionnel-
lement inde´pendant.
Les syste`mes inte´grables posse`dent des proprie´te´s inte´ressantes et rares.
En fait, le caracte`re dynamique provenant de leur de´finition se de´taille dans
l’e´nonce´ du the´ore`me de Liouville [1, 107] :
The´ore`me (Liouville). Soient X1, ..., Xn, n fonctions bien de´finies qui respectent
(1.0.6) a` (1.0.8) ∀i, j = 1, ..., n dans un espace des phases a` 2n dimensionsM. Alors :
(1) L’ensemble des courbes de niveauMa = {(q1, ..., qn, p1, ..., pn) ∈M|Xi = ci}
est une varie´te´ invariante sous le flot induit par le Hamiltonien H = X1 ;
(2) le flot induit par le Hamiltonien H de´termine des trajectoires conditionnelle-
ment pe´riodiques surMa ;
(3) les e´quations (1.0.2) ou (1.0.3) peuvent eˆtre solutionne´es par quadrature ;
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(4) si Ma est compacte et connexe, alors celle-ci est diffe´omorphe a` un tore de
dimension n.
Ce the´ore`me nous affirme que tout syste`me inte´grable de´fini sur un espace
des phases a` 2n dimensions est inte´grable par quadrature. En d’autres mots, les
e´quations canoniques du mouvement associe´es a` un syste`me inte´grable sont
comple`tement re´ductibles a` des e´quations alge´briques qui relient les variables
canoniques, (qi, pi), de fac¸on implicite ou explicite.
De ces e´quations, nous obtenons les trajectoires du syste`me dans l’espace
de configuration. Dans le cas des syste`mes inte´grables, ces trajectoires sont
comprises sur un tore a` n dimensions Tn.
Or, il advient que dans l’e´tude des syste`mes inte´grables de dimension finie,
que l’on rencontre des syste`mes qui posse`dent plus de constantes du mouve-
ment que de degre´s de liberte´. Deux exemples fameux sont l’oscillateur harmo-
nique V(r) = ω2r2 et le syste`me associe´ a` un potentiel dit de Kepler-Coulomb
V(r) = a
r
pour r =
√
x21 + x
2
2 + ...+ x
2
n. Par exemple, dans un espace euclidien
a` deux dimensions, en plus de la troisie`me composante du moment augulaire
L3 = xpy−ypx, ces deux syste`mes admettent comme constante du mouvement
Xharmomique =
p21
2
−
p22
2
−ω2x2 +ω2y2
XCoulomb = L3p1 −
2ay
r
Ce type de syste`me se caracte´rise selon la de´finition suivante :
De´finition 1.0.2. Un syste`me superinte´grable est un syste`me hamiltonien (1.0.1)
Liouville-inte´grable qui posse`de plus de constantes de mouvement que de degre´s de
liberte´. Plus spe´cifiquement, soient {Xi}ni=1 et {Yj}kj=1 deux ensembles d’inte´grales du
mouvement. Alors, nous avons
(1) {H,Xi, } = {H, Yi} = 0
(2) {Xi(q1, ..., qn, p1, ..., pn)}ni=1 en involution ;
(3) {Yj(q1, ..., qn, p1, ..., pn)}ki=1 qui ne sont pas ne´cessairement en involution de
telle sorte que 1 ≤ k ≤ n− 1 ;
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(4) Les Xi et Yj sont fonctionnellement inde´pendantes :
rang
∂(X1, ..., Xn, Y1, ..., Yk)
∂(q1, ..., qn, p1, ..., pn)
= n+ k
Nous e´tablissons qu’un syste`me est dit maximalement superinte´grable si
k = n − 1 et minimalement superinte´grable si k = 1. De cette fac¸on, tous les
syste`mes superinte´grables dans un espace euclidien a` deux dimensions sont
maximalement superinte´grables.
Nous constatons que nous ne pouvons pas avoir plus de 2n − 1 inte´grales
du mouvement fonctionnellement inde´pendantes bien de´finies dans un espace
des phases a` 2n dimensions. Par le the´ore`me des fonctions implicites, il en
re´sulterait que chacune des 2n coordonne´es canoniques (q1, ..., qn, p1, ..., pn)
seraient exprimables localement en termes des 2n − 1 constantes du mouve-
ment et du temps. En conse´quence, l’espace des phases serait confine´ a` un
ensemble de points fixes.
Comme nous l’avons de´ja` mis en e´vidence, les potentiels harmonique et de
Coulomb sont des exemples de syste`mes qui posse`dent plus de constantes de
mouvement que de degre´s de liberte´. Comme nous le constatons pour l’oscilla-
teur harmonique et le syste`me de Coulomb, ces syste`mes sont maximalement
superinte´grables dans l’espace euclidien a` deux dimensions E(2,R). Or, il ad-
vient que ces syste`mes sont aussi maximalement superinte´grables en n dimen-
sions. Il a e´te´ de´montre´ ([4]) que ceux-ci sont les seuls syste`mes invariants sous
rotation pour lesquels toutes les trajectoires finies sont ferme´es dans l’espace
de configuration.
Un troisie`me syste`me superinte´grable tre`s connu est le syste`me de Calogero-
Moser-Sutherland [7]-[10],[88, 102]. Celui-ci est un syste`me non-relativiste a`
une dimension qui de´crit l’inte´raction de N particules identiques deux a` deux
selon une force re´pulsive
H(q1, ..., qn, p1, ..., pn) =
1
2
N∑
n=1
(p2n +ω
2q2n) + g
2
N∑
m,n=1,m6=n
(qn − qm)
−2 (1.0.9)
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La constante g2 est une constante de couplage positive qui caracte´rise la force
d’interaction entre deux corps et ω2 est une constante non-ne´gative qui ca-
racte´rise la force d’interaction avec un potentiel harmonique. Ce syste`me est
maximalement superinte´grable [115, 144]. De plus, ce syste`me est dit ”iso-
chrone” i.e. toutes les trajectoires associe´es a` (1.0.9) sont pe´riodiques et ont
la meˆme pe´riode en tout temps [12].
Plus ge´ne´ralement, nous avons que les syste`mes superinte´grables classiques
ont des proprie´te´s encore plus rares que celles des syste`mes inte´grables. Par
exemple, les syste`mes maximalement superinte´grables posse`dent des trajec-
toires qui sont pe´riodiques et comple`tement de´termine´es dans l’espace de confi-
guration [104]. De plus, les concepts de superinte´grabilite´ et d’isochronocite´
sont souvent relie´s e´tant donne´ que les trajectoires obtenues sont pe´riodiques
[11, 12, 47]. La question se pose de savoir si tous les syste`mes isochrones sont
superinte´grables.
Finalement, d’un point de vue alge´brique, l’alge`bre des inte´grales du mou-
vement d’un syste`me superinte´grable posse`de d’inte´ressantes proprie´te´s sous
le crochet de Poisson. De fait, l’alge`bre est non-abe´lienne et exhibe une struc-
ture d’alge`bre de dimension finie ou infinie. La structure des alge`bres de di-
mension infinie prend des formes particulie`res et il est parfois plus raisonnable
de les conside´rer comme des alge`bres polynomiales [25, 49, 86, 89].
1.0.2. Me´canique Quantique
1.0.2.1. E´quations de base
La dynamique de tout syste`me physique non-relativiste e´voluant dans le
temps dans un espace euclidien est de´crite par l’e´quation de Schro¨dinger :
ih¯
∂
∂t
ψ(q1, ..., qn, t) = Hψ(q1, ..., qn, t) (1.0.10)
ou` H prend la forme de (1.0.1) selon la de´finition de l’ope´rateur d’impulsion :
pk = ih¯
∂
∂qk
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Lorsqu’on s’inte´resse a` des e´tats stationnaires d’un syste`me quantique, (1.0.10)
se re´duit a` l’e´quation aux valeurs propres
Hψ(q1, ..., qn) = Eψ(q1, ..., qn) (1.0.11)
ou` H correspond a` (1.0.1) et se re´e´crit dans le formalisme quantique selon le
Laplacien :
H = −
h¯2
2m
∇2 + V(q1, q2, ..., qn)
E est la valeur propre de H et caracte´rise le spectre d’e´nergie du syste`me
quantique.
En ce qui nous concerne, nous nous inte´ressons aux e´tats lie´s stationnaires
Ψ(q1, ..., qn) qui sont associe´s au spectre discret de l’e´nergie.
1.0.2.2. Syste`mes inte´grables et superinte´grables quantiques
Nous sommes maintenant en mesure de de´finir les versions d’inte´grabilite´
et de superinte´grabilite´ pour des syste`mes quantiques. En fait, celles-ci sont
semblables a` celles donne´es aux de´finitions 1.0.1. et 1.0.2.
Dans le contexte de la me´canique quantique, le crochet de Poisson devient
le commutateur
[A,B] = AB− BA
et les constantes du mouvement sont maintenant des ope´rateurs line´aires her-
mitiens qui commutent avec l’Hamiltonien. Cette affirmation se justifie par un
re´sultat e´le´mentaire d’alge`bre line´aire qui stipule que deux ope´rateurs line´aires
hermitiens qui commutent posse`dent le meˆme ensemble de vecteurs ou de fonctions
propres [138]. En d’autres mots, deux ope´rateurs line´aires hermitiens qui com-
mutent et qui se repre´sentent matriciellement se diagonalisent simultane´ment.
En ce qui a trait a` la notion d’inde´pendance entre les constantes du mouve-
ment, en ce qui nous concerne, nous nous inte´ressons aux ope´rateurs qui sont
dits alge´briquement inde´pendants. En d’autres mots, les constantes du mou-
vement sont dites inde´pendantes si elles ne sont pas relie´es alge´briquement.
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Le concept d’inde´pendance entre les ope´rateurs line´aires associe´s a` des
observables quantiques n’est toujours pas de´fini rigoureusement et formel-
lement. Une de´finition pre´cise nous permettrait d’e´tablir une de´finition du
concept d’inte´grabilite´ quantique claire [18, 118, 143].
Tout comme les syste`mes superinte´grables classiques, les syste`mes super-
inte´grables quantiques posse`dent des proprie´te´s tre`s inte´ressantes et remar-
quables. Il advient que tous les syste`mes quantiques maximalement super-
inte´grables connus sont associe´s a` une e´quation de Schro¨dinger exactement
re´soluble. Une conjecture stipule que tout syste`me superinte´grable est exacte-
ment re´soluble [126]. En d’autres mots, le spectre d’e´nergie de l’Hamiltonien
est comple`tement de´termine´ alge´briquement. De plus, les niveaux d’e´nergie
proposent des de´ge´ne´rescences dites accidentelles, c’est-a`-dire qu’elles sont
relie´es a` l’existence de syme´tries d’ordre dynamiques plutoˆt que ge´ome´triques
[37, 87, 139]. Aussi, les alge`bres d’ope´rateurs qui caracte´risent les inte´grales
du mouvement posse`dent des structures semblables a` celles des alge`bres clas-
siques [25, 49, 86, 90, 95].
Des exemples fameux de syste`mes superinte´grables en me´canique quan-
tique sont l’oscillateur harmonique, le syste`me de Coulomb et le mode`le de
Calogero-Sutherland-Moser [43, 44, 85], [123]-[125].
1.1. E´TUDE SYSTE´MATIQUE DE SUPERINTE´GRABILITE´ DANS UN
ESPACE EUCLIDIEN A` DEUX DIMENSIONS
Suite aux re´sultats obtenus concernant les potentiels harmonique et de Cou-
lomb, les premiers travaux d’e´tudes syste´matiques de syste`mes inte´grables
et superinte´grables dans un espace euclidien a` deux et trois dimensions ont
e´te´ mis de l’avant [37, 87, 139]. Ces travaux proposent des classifications de
syste`mes superinte´grables qui posse´dent des constantes du mouvement parti-
culie`res.
De fait, on a cherche´ a` dresser l’inventaire des syste`mes superinte´grables
associe´s a` un hamiltonien de la forme (1.0.1) en deux dimensions qui posse`dent
des constantes du mouvement qui sont des polynoˆmes dans les impulsions de
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la forme :
X =
n∑
i+j=0
{f(x, y)ij, p
i
1p
j
2} (1.1.1)
Dans (1.1.1), {·, ·} est un anticommutateur. En me´canique quantique, celui-
ci nous assure de l’hermiticite´ de la constante du mouvement. En me´canique
classique celui-ci se re´duit a` 2f(x, y)pi1p
j
2 et donc n’a pas vraiment d’influence
sur la valeur de l’inte´grale du mouvement.
Ces travaux ont e´te´ les instigateurs d’une vague importante de plusieurs
articles et re´sultats qui jusqu’a` maintenant nous ont permis d’identifier des
exemples nouveaux de superinte´grabilite´ en plus de nous permettre de ca-
racte´riser un peu plus ces syste`mes.
Dans ce qui suit, nous pre´sentons les re´sultats connus en ce qui concerne
la superinte´grabilite´ dite quadratique et cubique dans un espace euclidien a`
deux dimensions. Respectivement, dans chacun des cas, les inte´grales du mou-
vement sont des polynoˆmes d’ordre deux et trois dans les impulsions.
1.2. INTE´GRABILITE´ ET SUPERINTE´GRABILITE´ QUADRATIQUE
Dans ce cas, on se positionne dans un espace euclidien a` deux dimensions
et on se restreint a` n = 2 dans (1.0.1)
H =
p21 + p
2
2
2
+ V(x, y) (1.2.1)
ou` on a pose´ la massem = 1 sans perte de ge´ne´ralite´s.
En nous basant sur [37, 87, 139], nous proposons les re´sultats en me´canique
quantique uniquement, e´tant donne´ que les re´sultats en me´canique classique
sont identiques.
D’abord, nous pre´sentons le cas dans lequel (1.2.1) est inte´grable i.e. qu’il
posse`de une inte´grale d’ordre deux en les impulsions. Ensuite, nous pre´sentons
les re´sultats dans lesquels (1.2.1) est maximalement superinte´grable i.e. la si-
tuation ou` (1.2.1) posse`de deux inte´grales du mouvement d’ordre deux.
Conside´rons une inte´grale du mouvement d’ordre deux sous sa forme la
plus ge´ne´rale en posant n = 2 dans (1.1.1). Dans ce cas, les termes d’ordres pair
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et impair commutent inde´pendamment les uns des autres avec (1.2.1) de telle
sorte que nous conside´rons seulement les termes d’ordres pairs dans (1.1.1)
X =
∑
i+j=2
{fij(x, y), p
i
1p
j
2}+ g(x, y) (1.2.2)
Sous commutation [H,X] = 0, on fixe les fij(x, y) et on obtient finalement
que les termes d’ordre deux de l’inte´grale du mouvement sont dans l’alge`bre
enveloppante de l’alge`bre du groupe euclidien de R2, soit celui des rotations
et translations dans le plan
x→ x cos θ− y sin θ+ x0 (1.2.3)
y→ x sin θ+ y cos θ+ y0 (1.2.4)
de telle sorte que
X = aL23 + b{L3, p1}+ c{L3, p2}+ d(p
2
1 − p
2
2) + 2ep1p2 + g(x, y) (1.2.5)
De plus, de [H,X] = 0, on obtient des e´quations qui joignent V(x, y) et
g(x, y). Or, de la compatibilite´ de ces e´quations, on obtient une e´quation qui
caracte´rise comple`tement le potentiel :
(−axy− bx+ cy+ e)(Vxx − Vyy)
+ (a(x2 − y2) − 2by− 2cx− 2d)Vxy − 3(ay+ b)Vx + 3(ax− c)Vy = 0 (1.2.6)
Sous l’action de (1.2.3) et (1.2.4), on peut simplifier (1.2.5) selon 4 diffe´rentes
formes stantards possibles d’inte´grales du deuxie`me ordre tout en solution-
nant (1.2.6) selon les diffe´rentes possiblite´s. Autrement dit, sous l’action du
groupe euclidien dans le plan, on distingue quatre orbites d’inte´grales d’ordre
deux associe´es a` une forme pre´cise de potentiel V(x, y) :
(1) Xc = −12(p
2
1 − p
2
2) + F(x) −G(y), V(x, y) = F(x) +G(y)
(2) Xpo = L23 + 2S(θ), V(r, θ) = R(r) +
S(θ)
r2
x = r cos θ, y = r sin θ
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(3) Xpa = {L3, p2}+
G(η)ξ2−F(ξ)η2
ξ2+η2
, V(ξ, η) = F(ξ)+G(η)
ξ2+η2
x = 1
2
(ξ2 − η2), y = ξη
(4) Xell = L23 +
l2
2
(p21 − p
2
2) − l
2
(
cosh2 ρF(σ)+cos 2σG(ρ)
cos2 σ−cosh2 ρ
)
, V(σ, ρ) = F(σ)+G(ρ)
cos2 σ−cosh2 ρ
x = l cosh ρ cosσ, y = l sinh ρ sinσ ou` l > 0
Ainsi, le fait d’imposer l’existence d’une inte´grale d’ordre deux, donc d’un
ope´rateur (1.1.1) pour n = 2 qui commute avec (1.2.1) pousse le potentiel a`
prendre une forme tre`s explicite. Essentiellement, on remarque que l’existence
d’une inte´grale d’ordre deux impose au potentiel de se se´parer dans un des
quatre syste`mes de coordonne´es dans le plan. Selon ces re´sultats, l’Hamil-
tonien se se´pare selon un des quatre syste`mes de coordonne´es suivants : 1.
carte´sien, 2. polaire, 3. parabolique et 4. elliptique.
L’effet de l’existence d’un ope´rateur du deuxie`me ordre qui commute avec
l’Hamiltonien ayant e´te´ comple´tement e´lucide´, les auteurs dans [37, 87, 139] se
sont penche´s sur la situation ou` (1.2.1) admet deux inte´grales du mouvement
qui prennent une des formes de 1. a` 4.
Ainsi, on a montre´, en solutionnant la compatibilite´ de (1.2.6) selon les
diffe´rentes possibilite´s, que les seuls potentiels qui posse´dent deux inte´grales
d’ordre deux sont se´parables dans au moins deux des syste`mes de coordonne´es
mentionne´s pre´ce´demment et sont de la forme :
(1) V1(x, y) = ω2(x2 + y2) + αx2 +
β
y2
X11 = L
2
3 + 2(
α
cos2 θ +
β
sin2 θ),
X12 = p
2
1 − p
2
2 +ω
2(x2 − y2) + 2α
x2
− 2β
y2
(2) V2(x, y) = ω2(4x2 + y2) + αy2 + βx
X21 = p
2
1 − p
2
2 +ω
2(4x2 − y2) − 2α
y2
+ 2βx,
X22 = {L3, p2}+
2αx
y2
− 2ω2xy2 − βy
2
2
(3) V3(r, θ) = ar +
b+c cosθ
r2 sin2 θ
X31 = L
2
3 + 2
b+c cosθ
sinθ
X32 = {L3, p2}+ 2a cos θ+ 2
(cos2 θ+1)+2b cosθ
r sin2 θ
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(4) V4(ξ, η) = 2b+bξ+cηξ2+η2
X41 = {L3, p1}+
bη(η2−ξ2)+cξ(ξ2−η2)−4aηξ
ξ2+η2
X42 = {L3, p2}+ 2
a(ξ2−η2)+ηξ(cξ−bη)
ξ2+η2
Dans chacun des cas, les potentiels se se´parent dans les syste`mes de coor-
donne´es
– V1(x, y) : carte´sien, polaire et elliptique
– V2(x, y) : carte´sien et parabolique
– V3(x, y) : polaire, parabolique et elliptique
– V4(x, y) : deux syste`mes paraboliques avec des axes mutuellement ortho-
gonaux
Les pre´ce´dents re´sultats sont identiques en me´canique classique et me´canique
quantique.
Une e´tude semblable a e´te´ accomplie dans un espace euclidien a` trois di-
mensions [33, 34, 87]. Dans ces travaux, de fac¸on analogue au cas bidimen-
sionnel, on obtient qu’un Hamiltonien maximalement superinte´grable, donc
qui posse`de 5 constantes de mouvement fonctionnellement inde´pendantes, est
multise´parable, c’est-a`-dire se´parable dans plus d’un syste`me de coordonne´es.
Plus spe´cifiquement, il existe 11 syste`mes de coordonne´es dans lesquels le
syste`me se se´pare, selon les diffe´rentes possibilite´s de constantes quadratiques
admissibles.
Depuis, une quantite´ conside´rable de travaux ont e´te´ accomplis concer-
nant la se´paration de variables et la superinte´grabilite´ quadratique dans un
espace euclidien [24]-[26],[35, 60, 63],[69]-[76],[114, 122, 126]. On mentionne
que plusieurs travaux ont e´te´ faits dans des espaces un peu plus exotiques
qu’un simple espace euclidien tel que des espaces a` courbure constante, non-
constante et complexe [60, 61, 62, 64, 65, 66, 67, 116].
D’autres travaux ont relie´ la superinte´grabilite´ et le fait qu’un syste`me quan-
tique soit exactement re´soluble [53, 119, 126]. Tout porte a` croire, de tous les
cas connus de superinte´grabilite´ de syste`mes a` potentiel scalaire, que la super-
inte´grabilite´ implique la re´solubilite´ d’un syste`me superinte´grable. La meˆme
situation semble se reproduire dans le cas des potentiels non-scalaire [5, 17, 30,
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99, 110, 140, 142], malgre´ le fait que dans ces cas, l’existence d’une inte´grale
d’ordre deux n’induit pas la se´paration de variables dans le Hamiltonien.
Dans ce qui suit, nous allons conside´rer des syste`mes qui posse`dent des
inte´grales du mouvement polynomiales d’ordre trois dans les impulsions. Les
diffe´rences entre l’inte´grabilite´ classique et quantique sont cette fois-ci non-
ne´gligeables. Contrairement a` l’inte´grabilite´ quadratique, l’inte´grabiltie´ dite
cubique n’impose pas la se´paration du Hamiltonien dans des syste`mes de
coordonne´es pre´cis. Par contre, comme il e´te´ admis depuis un certain temps
[52, 53, 54], il existe des syste`mes quantiques qui sont inte´grables, mais qui
n’ont pas d’analogue classique autre que le syste`me libre.
1.3. SUPERINTE´GRABILITE´ CUBIQUE
En 1935, Jules Drach a publie´ un article traitant de syste`mes hamiltoniens
qui posse`dent des inte´grales d’ordre trois [31]. Essentiellement, l’auteur pro-
pose une liste de dix potentiels classiques inte´grables dans un espace euclidien
complexe a` deux dimensions de´pendant de trois constantes arbitraires. Or,
avec les maigres de´tails offerts par Drach, il nous est tre`s difficile de pouvoir
justifier ses re´sultats. D’une certaine fac¸on, en mettant de l’avant une e´tude
de´taille´e de l’inte´grabilite´ cubique, il est parfaitement concevable de pouvoir
espe´rer retrouver la fameuse liste des dix potentiels de Drach.
En conse´quence, il a e´te´ de´montre´ re´cemment, que sept des dix potentiels
de Drach correspondent a` des syste`mes superinte´grales qui posse`dent deux
inte´grales d’ordre deux [114, 117, 131]. L’inte´grale d’ordre trois est obtenue en
poisson-commutant les deux constantes d’ordre deux.
La queˆte de syste`mes qui posse`dent des inte´grales d’ordre supe´rieur a` deux
a propose´ plusieurs exemples de syste`mes inte´grables et superinte´grables en
me´canique classique et quantique [15, 16, 27, 28, 36, 38, 46, 48, 52, 53, 54, 55, 76,
77, 78, 79, 80, 81, 82],[89]-[97],[109, 112, 127, 129, 130, 137].
Dans cette section, on conside`re (1.1.1) pour n = 3. Par contre, avant de
conside´rer la forme explicite de cette inte´grale du mouvement, nous prenons le
temps de mettre en e´vidence un re´sultat important, qui a` nos yeux caracte´rise
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de fac¸on pre´cise la forme ge´ne´rale que doit prendre une constante du mou-
vement selon son ordre, i.e. selon qu’elle est polynomiale d’ordre impaire ou
paire en les impulsions.
De [46], on a en me´canique quantique
Proposition. Pour toute inte´grale du mouvement de la forme (1.1.1) d’ordre n, il
existe une inte´grale d’ordre n avec une parite´ bien de´finie, i.e.
Y =
[n
2
]∑
j=0
n−2j∑
k=0
{fn−2j,k(x, y), p
k
1p
n−2j−k
2 }
pour f(x, y) une fonction re´elle.
Ainsi, les termes d’ordres impair et pair d’une inte´grale du mouvement
commutent inde´pendamment les uns des autres avec l’Hamiltonien. Alors,
lorsqu’on conside`re une constante du mouvement d’ordre pair (ou impair),
les termes d’ordre infe´rieur sont aussi d’ordre pair (ou impair). Dans le cas
d’une inte´grale classique, le re´sultat demeure valide [46].
Ainsi, en ce qui concerne une inte´grale d’ordre trois, on conside´re donc une
constante du mouvement de la forme :
Y =
∑
i+j=3
{fij(x, y), p
i
1p
j
2}+ {g1(x, y), p2}+ {g2(x, y), p2} (1.3.1)
En imposant la commutation avec l’Hamiltonien de (1.3.1), on obtient en-
core que les termes d’ordre supe´rieur, donc d’ordre trois, sont dans l’alge`bre
enveloppante du groupe euclidien de R2 de telle sorte que (1.3.1) se re´duit a`
X =
∑
i+j+k=3
Aijk{L
i
3, p
j
1p
k
2}+ {g1(x, y), p1}+ {g2(x, y), p2} (1.3.2)
ou` Aijk ∈ R. De plus, nous obtenons que les fonctions g1, g2 et V sont relie´es :
g1Vx + g2Vy =
h¯2
4
(
f1Vxxx + f2Vxxy + f3Vxyy + f4Vyyy
+ 8A300(xVy − yVx) + (A210Vx +A201Vy)
) (1.3.3)
(g1)x = 3f1Vx + f2Vy (1.3.4)
(g2)y = f3Vx + 3f4Vy (1.3.5)
(g1)y + (g2)x = 2(f2Vx + f3Vy) (1.3.6)
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ou`
f1(y) = −A300y
3 +A210y
2 −A120y+A030, (1.3.7)
f2(x, y) = 3A300xy
2 − 2A210xy+A201y
2 +A120x−A111y+A021, (1.3.8)
f3(x, y) = −3A300x
2y+A210x
2 − 2A201xy+A111x−A102y+A012, (1.3.9)
f4(x) = A300x
3 +A201x
2 +A102x+A003 (1.3.10)
Nous constatons la pre´sence d’un terme associe´ a`h¯ dans (1.3.3). Dans ce cas,
ce terme met en e´vidence une importante diffe´rence entre les contextes clas-
sique et quantique. Les e´quations classiques sont simplement obtenues dans la
limite h¯→ 0. Cette diffe´rence avait de´ja` e´te´ remarque´e dans [52, 53, 54].
1.3.1. Superinte´grabilite´ cubique avec inte´grale d’ordre un
Dans [46], on a comple`tement classifie´ les syste`mes maximalement super-
inte´grables qui admettent une inte´grale d’ordre trois et une autre d’ordre un.
Dans ce cas, en plus d’une inte´grale de la forme (1.3.2), on exige l’existence
d’une constante de la forme :
X = aL3 + bp1 + cp2
De la meˆme fac¸on que pour les inte´grales d’ordre deux, on peut simplifier
cette constante d’ordre un sous diffe´rentes conditions :
(1) pour a 6= 0, on a X = L3
(2) sinon pour a = 0, on a X = p2 ou p1
ce qui caracte´rise les syste`mes invariants sous rotations et sous translations
respectivement.
Dans le cas des potentiels superinte´grables invariants sous rotation dans
les cas classique et quantique, les seuls syste`mes qui de´coulent de (1.3.3) a`
(1.3.6) sont les potentiels harmonique et de Coulomb ce qui s’explique par le
the´ore`me de Bertrand [4].
Par contre, en ce qui concerne les potentiels invariants sous translations,
donc qui posse`dent p2 comme inte´grale d’ordre un, on obtient en me´caniques
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classique et quantique les potentiels :
V = ax ou V =
a
x2
Or, par la section pre´ce´dente, on remarque que ces potentiels posse`dent
aussi des inte´grales d’ordre deux. En fait les constantes d’ordre trois associe´es
a` ces syste`mes sont obtenues trivialement en prenant un produit de p2 et leur
inte´grale d’ordre deux. Ainsi, ces syste`mes ne sont pas, d’une certaine fac¸on,
de vrais cas de superinte´grabilite´ cubique.
Par contre, ce qui diffe´rencie le cas quantique du cas classique est qu’il
existe en me´canique quantique un syste`me supple´mentaire qui ne posse`de pas
d’analogue classique :
V(x) = h¯2℘(x)
associe´ a` une constante du mouvement de la forme :
Y = {L3, p
2
1}+ {α− 3h¯
2℘(x), p1}+ {−αx+ 2xh¯
2℘(x) +
∫
h¯2℘(x)dx, p2}
ou` ℘(x) est la fonction elliptique de Weierstrass qui est solution de l’e´quation :
h¯2℘(x)2 = 4℘(x)3 + α℘(x)2 + β℘(x) + γ
et α,β et γ des constantes d’inte´gration.
Ce syste`me est un exemple de potentiel superinte´grable purement quan-
tique.
1.3.2. Superinte´grabilite´ cubique avec se´paration de variables en coor-
donne´es carte´siennes
Dans cette sous-section, pour donner suite aux re´sultats pre´sente´s dans la
section pre´ce´dente, nous conside´rons le cas ou` un Hamiltonien de la forme
(1.2.1) admet une inte´grale d’ordre trois et la se´paration de variables en coor-
donne´es carte´siennes. Ainsi le syste`me posse`de une inte´grale d’ordre deux de
la forme
X =
1
2
(p21 − p
2
2) + F(x) −G(y)
pour un potentiel se´parable V(x, y) = F(x) +G(y).
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E´tant donne´ la se´paration de variables, (1.3.3) a` (1.3.6) se simplifient gran-
dement. Dans [48], selon toutes les possibilite´s, on propose toutes les solu-
tions possibles de (1.3.3) a` (1.3.6) et on e´tablit une liste comple`te de tous les
syste`mes superinte´grables classiques et quantiques se´parables en coordonne´es
carte´siennes dansR2 qui admettent l’existence d’une constante du mouvement
d’ordre trois.
Or, dans cette classification, les auteurs obtiennent de nouveaux syste`mes
superinte´grables purement quantique i.e. qu’ils n’ont pas d’analogue classique
ou qu’ils ne se re´duisent pas a` un unique potentiel commun ou que leur inte´grale
d’ordre trois n’est pas de´finie a` partir des constantes d’ordre infe´rieur. Prin-
cipalement, les nouveaux potentiels purement quantiques obtenus dans [48]
sont :
(Q1) VQ1(x, y) = h¯2
(
1
8α4
(x2 + y2) + 1
(x−α)2
+ 1
(x+α)2
)
(Q2) VQ2(x, y) = h¯2
(
1
8α4
(x2 + y2) + 1
y2
+ 1
(x−α)2
+ 1
(x+α)2
)
(Q3) VQ3(x, y) = h¯2
(
1
8α4
(x2 + y2) + 1
(y−α)2
+ 1
(y+α)2
+ 1
(x−α)2
+ 1
(x+α)2
)
(Q4) VQ4(x, y) = h¯2
(
1
8α4
(9x2 + y2) + 1
(y−α)2
+ 1
(y+α)2
)
(Q5) VQ5(x, y) = h¯2℘(y) + V(x)
(Q6) VQ6(x, y) = h¯2℘(x) + h¯2℘(x)
(Q7) VQ7(x, y) = h¯2ω21P1(ω1x) + h¯
2ω22P1(ω2y)
(Q8) VQ8(x, y) = a(x2 + y2) + h¯2b1P
′
4(x,
−8a
h¯2
) + 4aP24(x,
−8a
h¯2
) + 4axP4(x,
−8a
h¯2
) +
1
6
(−h¯2K1 + h¯b1)
(Q9) VQ9(x, y) = ay+ h¯2ω2P1(ωx)
(Q10) VQ10(x, y) = bx+ ay+ (2h¯b)
2
3P22
((
2b
h¯2
)1
3
x, 0
)
(Q11) VQ11(x, y) = ay+ (2h¯2b2)
1
3
(
P ′2(−(4b/h¯
2)x, κ) + P22(−(4b/h¯
2)x, κ)
)
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ou` P1(x), P2(x) et P4(x) sont la premie`re, la deuxie`me et la quatrie`me transcen-
dente de Painleve´. Ces fonctions ve´rifient les e´quations :
P ′′1 = 6P
2
1 + x
P ′′2 = 2P
3
2 + xP2 + a
P ′′4 =
P ′24
2P4
+
3
2
P34 + 4xP
2
4 + 2(x− a)P4 +
b
P4
ou` a, b sont les parame`tres arbitraires [56].
Dans la limite classique (h¯ 7→ 0), les potentiels se re´duisent au potentiel
libre, au potentiel harmonique ou dans le cas de VQ6(x, y), VQ8, VQ9 et VQ11 a`
(C1) VC1(x, y) = β21
√
|x|+ β22
√
|y|
(C2) VC2(x, y) = a2|y|+ b2
√
|x|
(C3) VC3(x, y) = ω
2
2
y2 + V(x)
(C4) VC4(x, y) = a|y|+ f(x)
ou` dans (C3) V(x) ve´rifie l’e´quation alge´brique
−9V4 + 14ω2x2V3 +
(
6d−
15
2
ω4x4
)
V2 +
(
3
2
ω6x6 − 2dw2x2
)
V
+cx2 − d2 − d
ω2
2
x4 −
1
16
ω8x8
et f(x) dans (C4) ve´rifie l’e´quation alge´brique
f3 − 2bxf2 + b2x4f− d = 0
On remarque des diffe´rences importantes entre les syste`mes classiques et
quantiques. Tous les potentiels superinte´grables VQ1 a` VQ11 sont de nouveaux
syste`mes dans la litte´rature associe´e au domaine de la superinte´grabilite´. En
ce qui concerne VQ8, ce potentiel a e´te´ obtenu dans le contexte de la super-
syme´trie comme e´tant un potentiel factorisable qui posse`de un ope´rateur de
charge d’ordre de trois [93]. Par contre, les potentiels s’exprimant en terme de
la fonction elliptique de Weierstrass ont e´te´ obtenus dans [27] et les potentiels
classiques VC1 a` VC4 sont connus de [81].
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Les trajectoires des quatre nouveaux potentiels classiques ont e´te´ obtenues
en terme d’alge`bre polynomiale d’inte´grales du mouvement. Une fois de plus,
ces trajectoires sont ferme´es dans l’espace de configuration [89, 91].
En ce qui concerne VQ1 a` VQ11, pour certains d’entre eux, on a calcule´ leur
spectre d’e´nergie a` l’aide de la structure d’alge`bre cubique des inte´grales du
mouvement ce qui a de´montre´ que ces syste`mes sont exactement re´solubles
[90, 92, 93] ce qui apporte de nouveaux re´sultats pour renforcer la conjecture
que tout syste`me superinte´grable est exactement re´soluble.
Depuis, plusieurs nouveaux syste`mes superinte´grables provenant de VQ1
a` VQ11 et VC1 a` VC4 ont e´te´ obtenus [94]-[97]. Utilisant la se´paration de va-
riables en coordonne´es carte´siennes, on utilisait les proce´dures de factorisation
de l’Hamiltonien [57, 100] et la de´finition d’ope´rateurs de cre´ation et d’annihi-
lation de ces syste`mes afin de produire de nouveaux syste`mes superinte´grables
avec des inte´grales d’ordre trois et d’ordres supe´rieurs.
Dans les prochaines sections, nous pre´sentons des re´sultats re´cents concer-
nant la de´couverte de nouveaux syste`mes superinte´grables se´parables en co-
ordonne´es polaires dans un espace euclidien a` deux dimensions. Des re´sultats
remarquables sont obtenus dans le contexte de la superinte´grabilite´ cubique
avec se´paration de variables en coordonne´es polaires [130] et dans la de´finition
d’une famille de syste`mes superinte´grables et exactement re´solubles posse´dant
des inte´grales du mouvement d’ordre supe´rieurs [127, 129].

Chapitre 2
THIRD ORDER SUPERINTEGRABLE SYSTEMS
SEPARATING IN POLAR COORDINATES
Re´fe´rence comple`te : F. Tremblay and P. Winternitz, Third-order superin-
tegrable systems separating in polar coordinates, J. Phys. A : Math. Theor. 43,
175206 (2010).
Abstract
A complete classification is presented of quantum and classical superintegrable
systems in E2 that allow the separation of variables in polar coordinates and
admit an additional integral of motion of order three in the momentum. New
quantum superintegrable systems are discovered for which the potential is ex-
pressed in terms of the sixth Painleve´ transcendent or in terms of the Weiers-
trass elliptic function.
2.1. INTRODUCTION
The purpose of this article is to obtain and classify all classical and quan-
tum HamiltoniansH that allow the separation of variables in polar coordinates
and admit a third order integral of motion Y. The system under study is cha-
racterized by three conserved quantities :
H =
p21 + p
2
2
2
+ V(r, θ) (2.1.1)
X = L23 + 2S(θ) (2.1.2)
Y =
∑
i+j+k=3
Aijk{L
i
3, p
j
1p
k
2}+ {g1(x, y), p1}+ {g2(x, y), p2} (2.1.3)
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where
V(r, θ) = R(r) +
S(θ)
r2
(2.1.4)
Here R(r) and S(θ) are arbitrary functions andAijk are real constants. The polar
coordinates are defined as usual : x = r cos θ and y = r sin θ.
In classical mechanics p1, p2 are the cartesian components of linear momen-
tum and L3 is the two-dimensional angular momentum. In quantum mecha-
nics we have
p1 = −ih¯
∂
∂x
, p2 = −ih¯
∂
∂y
, L3 = −ih¯
∂
∂θ
(2.1.5)
The curly brackets, {·, ·}, in (2.1.3) denote an anticommutator in quantum me-
chanics. In classical mechanics we have {Li3, p
j
1p
k
2} = 2L
i
3p
j
1p
k
2 .
This study is part of a general program devoted to superintegrable systems
in classical and quantum mechanics. Roughly speaking, an integrable system is
superintegrable if it allows more integrals of motion than degrees of freedom.
For more precise definitions and an extensive bibliography see e.g. [91, 141]. A
system in n dimensions is maximally superintegrable if it allows 2n − 1 inte-
grals. In classical mechanics the integrals of motion must be well defined and
functionally independent functions on phase space and typically at least one
subset of n integrals (including the Hamiltonian) is in involution. In quantum
mechanics the integrals should be well-defined linear operators in the envelo-
ping algebra of the Heisenberg algebra with basis {xi, pi,h¯} for i = 1, ..., n and
they should be algebraically independent (within the Jordan algebra generated
by their anticommutators).
The majority of publications on superintegrability is devoted to the quadra-
tic case when the integral of motion is quadratic in the momenta (see e.g.[26],
[37],[74],[75],[87],[122],[126],[139]). Quadratic superintegrability for one par-
ticle in a scalar potential is related to multiseparability in the Schro¨dinger equa-
tion or the Hamilton-Jacobi equation, in quantum or classical mechanics, res-
pectively.
More recently some of the interest has shifted to higher order integrability.
An infinite family of superintegrable and exactly solvable systems in a Eu-
clidean plane has been proposed [127, 129]. The potential depends on a real
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number k > 0. It has been conjectured that this sytem is superintegrable in
quantum mechanics for all integer values of kwith one integral of order 2 and
the other of order 2k. For brevity we will call it the TTW model. The super-
integrability of the TTW model has been so far confirmed for odd values of
k ≥ 3 [112]. In the classical case all bounded trajectories are periodic [129] for
all integer and rational values of k and superintegrability has been proven for
such values of k [78]. Both the trajectories and the higher order integral of mo-
tion can be expressed in terms of Chebyshev polynomials. The generalisation
of the TTW model in a three dimensional Euclidean space has been recently
proposed [77].
A systematic study of integrable systems in classical mechanics with one
third order integral of motion was initiated by Drach in a remarkable paper
published in 1935 [31]. He considered classical Hamiltonian mechanics in a
two dimensional complex Euclidean plane and found 10 potentials allowing
a third order integral. More recently it was shown that 7 of these systems are
actually quadratically superintegrable and that the third order integral of mo-
tion is a Poisson commutator of two independent second order ones [114, 131].
Quadratically integrable (and superintegrable) potentials coincide in classical
and quantum mechanics. This is not necessarily the case when higher order
integrals are involved [52, 53].
A systematic search for quantum and classical superintegrable systems in a
real Euclidean plane with one third order integral of motion and one first order
or second order one was started in [46, 48]. In [48] the second order integral of
motion was chosen so as to assure separation of variables in cartesian coordi-
nates. This lead to several new classical superintegrable systems but mainly to
completely new quantum ones, in which the potential is expressed in terms of
Painleve´ transcendents. The integrals of motion generate polynomial algebras
[26], [49],[86],[89], [92]-[95]. Their representation theory was used to calculate
the energy spectra and a relation with supersymmetric quantum mechanics
was used to calculate wave functions [92]-[95].
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The existence of a third order integral of motion in quantum mechanics was
investigated earlier [27] and potentials expressed in terms of the Weierstrass
function were obtained.
In this article we continue with the classification of superintegrable systems
and impose the conditions (2.1.1) to (2.1.4), i.e. separation of variables in polar
coordinates.
The determining equations for the existence of a third order integral are
presented in Section 2.2 in polar coordinates. The possible form of the radial
part of the potential is established in Section 2.3 and summed up in Theorem
2.3.1. The angular part is discussed in Section 2.4. Genuinely new superinte-
grable potentials are obtained when the radial part of the potential vanishes.
The angular parts of the potential are expressed in terms of the sixth Painleve´
transcendent P6 or in terms of the Weierstrass elliptic function. The main re-
sults are summed up as theorems in Section 2.5.
2.2. DETERMINING EQUATIONS OF A THIRD ORDER INTEGRAL OF
MOTION IN POLAR COORDINATES
The quantitiesX andH commute in quantum mechanics and Poisson-commute
in the classical case. The form of (2.1.3) assures that all terms of order 4 and 3
in the (Poisson) commutator [H, Y] = 0 vanish. The vanishing of lower order
terms provides the following determining equations for the functions g1, g2
and V in (2.1.1) and (2.1.3) :
G1Vr +G2Vθ =
h¯2
4
[
F1Vrrr + F2Vrrθ + F3Vrθθ + F4Vθθθ + rF3Vrr +
(
3rF4
−
2
r
F2
)
Vrθ −
2
r
F3Vθθ + (−F3 + 2C1 cos θ+ 2C2 sin θ)Vr
+
(
− 2F4 +
2
r2
F2 + 8D0 +
(−2C1 sin θ+ 2C2 cos θ)
r
)
Vθ
]
(2.2.1)
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(G1)r = 3F1Vr + F2Vθ (2.2.2)
(G2)θ
r2
= F3Vr + 3F4Vθ −
G1
r3
(2.2.3)
(G2)r = 2(F2Vr + F3Vθ) −
(G1)θ
r2
(2.2.4)
with :
F1(θ) = A1 cos 3θ+A2 sin 3θ+A3 cos θ+A4 sin θ, (2.2.5)
F2(r, θ) =
1
r
(−3A1 sin 3θ+ 3A2 cos 3θ−A3 sin θ+A4 cos θ)
+ B1 cos 2θ+ B2 sin 2θ+ B0, (2.2.6)
F3(r, θ) =
1
r2
(−3A1 cos 3θ− 3A2 sin 3θ+A3 cos θ+A4 sin θ)
+
1
r
(−2B1 sin 2θ+ 2B2 cos 2θ)
+ C1 cos θ+ C2 sin θ, (2.2.7)
F4(r, θ) =
1
r3
(A1 sin 3θ−A2 cos 3θ−A3 sin θ+A4 cos θ)
+
1
r2
(−B1 cos 2θ− B2 sin 2θ+ B0)
+
1
r
(−C1 sin θ+ C2 cos θ) +D0, (2.2.8)
and
G1(r, θ) = g1 cos θ+ g2 sin θ, G2(r, θ) =
−g1 sin θ+ g2 cos θ
r
The constants Ai, Bi, Ci et D0 are related to Aijk of (2.1.3) :
A1 =
A030 −A012
4
, A2 =
A021 −A003
4
, A3 =
3A030 +A012
4
A4 =
3A003 +A021
4
, B1 =
A120 −A102
2
, B2 =
A111
2
,
B0 =
A120 +A102
2
, C1 = A210, C2 = A201, D0 = A300
The constants Ai, Bi, Ci et D0 are real. Relations equivalent to (2.2.1)-(2.2.4)
were already obtained in [46] in cartesian coordinates.
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The third order constant of motion can be written in terms of Ai, Bi, Ci and
D0 as
Y = D0L
3
3 + C1{L
2
3, p1}+ C2{L
2
3, p2}+ B0L3(p
2
1 + p
2
2) + B1{L3, p
2
1 − p
2
2}
+ 2B2{L3, p1p2}+A1p1(p
2
1 − 3p
2
2) +A2p2(3p
2
1 − p
2
2) + (A3p1 +A4p2)(p
2
1 + p
2
2)
+ {g1(x, y), p1}+ {g2(x, y), p2} (2.2.9)
Under rotations the Hamiltonian (2.1.1) and the integral X (2.1.2) remain
invariant but the third order integral Y (2.1.3) or (2.2.9) transforms into a new
integral of the same form with new coefficients and new functions g1, g2. The
constants D0 and B0 are singlets under rotations and hence invariants. The
expressions {B1, B2}, {A1, A2} and {A3, A4} are doublets under rotations.
The existence of the third order integral Y depends on the compatibility of
(2.2.1)-(2.2.4). Equation (2.2.1) establishes the difference between the quantum
and the classical cases. We obtain the classical analog of (2.2.1) by settingh¯ 7→ 0.
From (2.2.2)-(2.2.4) we can deduce a compatibility condition for the poten-
tial V(r, θ), namely the third order linear differential equation :
0 = r4F3Vrrr +
(
3r4F4 − 2r
2F2
)
Vrrθ +
(
3F1 − 2r
2F3
)
Vrθθ + F2Vθθθ
+
(
2r4F3r + 6r
3F3 − 2r
2F2θ − 3rF1
)
Vrr +
(
2F2θ − 4rF3 − 2r
2F3r
)
Vθθ
+
(
6r4F4r + 18r
3F4 − 2r
2(F2r + F3θ) − 5rF2 + 6F1θ
)
Vrθ
+
(
r4F3rr + 6r
3F3r + r
2(6F3 − 2F2rθ) − 4rF2θ + 3F1θθ
)
Vr
+
(
3r4F4rr + 18r
3F4r + r
2(18F4 − 2F3rθ) − r(F2r + 4F3θ) + F2θθ
)
Vθ (2.2.10)
Compatibility of (2.2.2)-(2.2.4) and (2.2.1) imposes further conditions onV(r, θ),
they are however nonlinear [46].
Our aim is to find all solutions of (2.2.1)-(2.2.4) and thereby find all superin-
tegrable classical and quantum systems that separate in polar coordinates and
allow a third order integral Y. The existence of X (2.1.2) is guaranteed by the
form (2.1.4) of the potential and is directly related to the separation of variables
in polar coordinates.
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Specifying the radial dependance of (2.2.6) to (2.2.8) :
F2(r, θ) =
1
r
F21(θ) + F20(θ) (2.2.11)
F3(r, θ) =
1
r2
F32(θ) +
1
r
F31(θ) + F30(θ) (2.2.12)
F4(r, θ) =
1
r3
F43(θ) +
1
r2
F42(θ) +
1
r
F41(θ) +D0 (2.2.13)
we can deduce :
G1(r, θ) = 3F1
(
R+
1
r2
S
)
−
(F21
2r2
+
F20
r
)
S˙+ β(θ) (2.2.14)
where S˙(θ) =
d
dθ
S(θ). The derivative with respect to r will be denoted by a
prime so that R ′(r) =
d
dr
R(r).
2.3. RADIAL TERM IN THE POTENTIAL
With the separation of the potential in polar coordinates (2.1.4), (2.2.10) can
be expressed as :
m3R
(3) +m2R
′′ +m1R ′ + n3S(3) + n2S¨+ n1S˙+ n0S = 0 (2.3.1)
for mi = mi(r, θ) and ni = ni(r, θ) in terms of the functions Fi(r, θ) and their
derivatives. The ni = ni(r, θ) are linear in r : ni = ni0(θ) + ni1(θ)r. In this
way, by differentiating (2.3.1) two times with respect to r, we obtain a linear
ordinary differential equation for R(r) :
m3R
(5) + (2m3r +m2)R
(4) + (m3rr + 2m2r +m1)R
(3)
+ (m2rr + 2m1r)R
′′ +m1rrR ′ = 0 (2.3.2)
In this expression, by using the form of the Fi(r, θ), the coefficients associa-
ted to the derivatives of different orders of R(r) can be expressed as combina-
tions of trigonometric functions and different powers of r. Thus, by separating
(2.3.2), according to the different linearly independent trigonometric functions,
we obtain six differential equations for R(r) that have to vanish independently
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of each other :
A1(r
4R(5) + 7r3R(4) − r2R(3) − 18rR ′′ + 18R ′) = 0 (2.3.3)
A2(r
4R(5) + 7r3R(4) − r2R(3) − 18rR ′′ + 18R ′) = 0 (2.3.4)
B1(r
4R(5) + 14r3R(4) + 48r2R(3) + 24rR ′′ − 24R ′) = 0 (2.3.5)
B2(r
4R(5) + 14r3R(4) + 48r2R(3) + 24rR ′′ − 24R ′) = 0 (2.3.6)(
C1r
6 +A3r
4
)
R(5) +
(
20C1r
5 + 11A3r
3
)
R(4) +
(
120C1r
4 + 27A3r
2
)
R(3)
+
(
240C1r
3 + 6A3r
)
R ′′ +
(
120C1r
2 − 6A3r
)
R ′ = 0 (2.3.7)(
C2r
6 +A4r
4
)
R(5) +
(
20C2r
5 + 11A4r
3
)
R(4) +
(
120C2r
4 + 27A4r
2
)
R(3)
+
(
240C2r
3 + 6A4r
)
R ′′ +
(
120C2r
2 − 6A4r
)
R ′ = 0 (2.3.8)
The solutions of these equations are :
(1) A21 +A
2
2 6= 0
R(r) =
a3
r
+ a4r
2 + a5r
4 (2.3.9)
(2) B21 + B
2
2 6= 0
R(r) =
a2
r3
+
a3
r
+ a4r
2 (2.3.10)
(3) C21 + C
2
2 6= 0
R(r) =
a1
r4
+
a2
r3
+
a3
r
(2.3.11)
(4) A23 +A
2
4 6= 0
R(r) =
a3
r
+ a4r
2 + a6 log r (2.3.12)
(5) (C1A3) 6= 0
R(r) =
a3
r
+
a7√
A3 + C1r2
+
a8√
A3 + C1r2
log
(√
A3 +
√
A3 + C1r2
r
)
(2.3.13)
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(6) (C2A4) 6= 0
R(r) =
a3
r
+
a7√
A4 + C2r2
+
a8√
A4 + C2r2
log
(√
A4 +
√
A4 + C2r2
r
)
(2.3.14)
We omit 1
r2
and the constant terms since they can be absorbed into the angular
part.
Theorem 2.3.1. A third order integral of motion for a potential of the form (2.1.4)
must have the form (2.1.3) and can exist only if one of the following situations occurs :
(i) The constants in (2.2.9) satisfy
A1 = A2 = A3 = A4 = B1 = B2 = C1 = C2 = 0 (2.3.15)
Then the radial equations (2.3.3) to (2.3.8) impose no restriction on R(r).
(ii) R(r) = a
r
for a 6= 0.
(iii) R(r) = ar2 for a 6= 0 and C1 = C2 = 0.
(iv) R(r) = 0.
In cases (ii) and (iv) equations (2.3.3) to (2.3.8) are satisfied identically for all
values of the constants in (2.1.3) or (2.2.9).
Before prooving Theorem 2.3.1. let us stress that it gives only necessary
conditions for the existence of the integral Y, not sufficient ones. Those will be
obtained when integrating the equations for the angular part S(θ)
r2
.
Proof: (i) Let us start with Case (i) of the theorem. The condition (2.3.15) im-
plies that (2.3.3) to (2.3.8) are satisfied identically for all R(r). Then (2.2.5) to
(2.2.8) simplify to
F1 = F3 = 0, F2 = B0, F4 =
B0
r2
+D0
and we can integrate (2.2.2)-(2.2.4) to obtain
G1(r, θ) = −
B0S˙
r
+ β(θ) (2.3.16)
G2(r, θ) = 2B0
(
R+
S
r2
)
−
B0
2r2
S¨+
β˙
r
+ ξ(θ) (2.3.17)
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whereβ(θ)was introduced in (2.2.14) and ξ(θ) appears as an integration constant
(an arbitrary function of θ). Equations (2.2.2) to (2.2.4) further imply
β¨+ β = 0, ξ˙− 3D0S˙ = 0, B0(S
(3) − 4S˙) = 0 (2.3.18)
and the integral (2.2.9) reduces to
Y = D0L
3
3 + B0L3(p
2
1 + p
2
2) + {g1(x, y), p1}+ {g2(x, y), p2} (2.3.19)
(ii) From now on we assume that at least one of the constantsAi, Bj, Cj does
not vanish. From (2.3.9)-(2.3.14) we see that the most general form of the radial
term R(r) is
R(r) =
a1
r4
+
a2
r3
+
a3
r
+ a4r
2 + a5r
4 + a6 log r
+
a7√
A+ Cr2
+
a8√
A+ Cr2
log
(√
A+
√
A+ Cr2
r
)
(2.3.20)
where (A,C) = (A3, C1) or (A4, C2).
Let us show that the “exotic” terms a1, a2, a5, a6, a7 and a8 are actually ab-
sent, i.e. their presence is not allowed by the original determining equations
(2.2.1)-(2.2.4). We proceed systematically by assuming the contrary.
(ii.1) a1 6= 0.
The function R(r)must have the form (2.3.11) and the only possible nonzero
constants are C1 and C2 (and as always B0 and D0).
From (2.2.5) to (2.2.8), we find
F1 = 0, F2 = B0, F3 = C1 cos θ+ C2 sin θ,
F4 =
B0
r2
+
1
r
(−C1 sin θ+ C2 cos θ) +D0 (2.3.21)
The r0 term in the compatibility condition (2.2.10) is
a1(C1 cos θ+ C2 sin θ) = 0 (2.3.22)
The condition C21 + C
2
2 6= 0 implies a1 = 0.
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(ii.2) a1 = 0, a2 6= 0.
The function R(r) must have the form (2.3.10) and the possible nonzero
constants in Y are B1, B2, C1, C2 (in addition to B0 and D0).
The coefficient of r0 in (2.2.10) is
a2(B1 cos 2θ+ B2 sin 2θ) = 0 (2.3.23)
We can keep a2 6= 0 only if we impose B1 = B2 = 0.
The coefficient of r0 in (2.2.1) is
a2B0S˙ = 0 (2.3.24)
For B0 = 0 or S˙ = 0, the term in r1 in (2.2.10) implies
a2(C1 cos θ+ C2 sin θ) = 0 (2.3.25)
a contradiction with the assumption C21 + C
2
2 6= 0 (since we already have
B1 = B2 = 0). Thus we have a2 = 0.
(ii.3) a1 = a2 = 0, a5 6= 0.
The function R(r) satisfies (2.3.9) and we impose A21 + A
2
2 6= 0. (2.2.14) and
(2.2.4) give the explicit form of the functions G1 and G2 and from the term r12
in (2.2.1) we obtain
a25(A1 cos 3θ+A2 sin 3θ) = 0 (2.3.26)
a contradiction. Hence we have a5 = 0.
(ii.4) a1 = a2 = a5 = 0, a6 6= 0.
The function R(r) must have the form (2.3.12) and we request A23 +A
2
4 6= 0.
We obtain from (2.2.14) and (2.2.4) the functions G1 and G2 and (2.2.1) in this
case contains an r4 log r term with coefficient
a26(A3 cos θ+A4 sin θ) = 0
and hence a6 = 0.
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(ii.5) a1 = a2 = a5 = a6 = 0, a8 6= 0.
The function R(r) must have the form (2.3.13) or (2.3.14) and we request
A3C1 6= 0 or A4C2 6= 0. Inserting G1 and G2 obtained from (2.2.14) and (2.2.4)
in (2.2.1) we have the term r12 log2
(√
A+
√
A+ Cr2
r
)
with coefficient
a28AC
4 cos θ = 0 (2.3.27)
Since we impose AC 6= 0, we find a8 = 0.
(ii.6) a1 = a2 = a5 = a6 = a8 = 0, a7 6= 0.
The radial part is
R(r) =
a3
r
+
a7√
A+ Cr2
(2.3.28)
and we must request that AC 6= 0. From the coefficients of r9 and r7 in (2.2.1)
we have that :
a7C
3(B0S˙− 2a3A cos θ) = 0 (2.3.29)
a7AC
2(8B0S˙− 15a3A cos θ) = 0 (2.3.30)
Then for any values of B0, we have
a3A cos θ = 0
Since A 6= 0we have a3 = 0. In (2.2.1) we have an r2 term with coefficient
a7A
4(sin θS˙+ 2 cos θS) = 0 (2.3.31)
and hence S˙ = −2 cot θS. Substituting S˙ into (2.2.1) we use the coefficient of r10
to obtain
β(θ) =
C cos θ
4
(−h¯2 + 8S) (2.3.32)
Then the coefficient of r8 gives
a7AC
2 cos θ = 0 (2.3.33)
Since AC 6= 0 it follows that a7 = 0.
(iii) So far we have shown that the function R(r) must have the form
R(r) =
a3
r
+ a4r
2 (2.3.34)
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To complete the proof of the theorem we must show that either a3 or a4 must
vanish. From (2.3.9)-(2.3.14) we see that the constants in Y that can survive
(in addition to D0 and B0) are A1, A2, A3, A4, B1, B2. From (2.2.1) we obtain the
coefficient of r8 to be
a24(A1 cos 3θ+A2 sin 3θ+A3 cos θ+A4 sin θ) = 0 (2.3.35)
and hence for a4 6= 0, we have A1 = A2 = A3 = A4 = 0.
The coefficient of r6 yields
a4β = 0 (2.3.36)
and hence β = 0. Taking this into account we return to (2.2.10) and find the
coefficient of r2 :
a3(B1 sin 2θ− B2 cos 2θ) = 0 (2.3.37)
For a3 6= 0 this implies B1 = B2 = 0 and we are back in the generic case where
the integral is (2.3.19).
Thus either a3 or a4 in (2.3.34) must vanish and this completes the proof of
the theorem.

We see that a third order integral Y of (2.1.1) with at least one nonzero
constant Ai, Bj, Cj with i = 1, 2, 3, 4, j = 1, 2 can only exist if the radial part
of the potential is a harmonic oscillator R(r) = ar2, a Coulomb-Kepler poten-
tial R(r) = a/r or R = 0.
2.4. ANGULAR TERM S(θ)
r2
IN THE POTENTIAL
Let us return to the problem of solving the determining equations (2.2.1) to
(2.2.4) and concentrate on the angular part, once the radial part is known. We
shall consider each of the four cases of Theorem 2.3.1 separately.
2.4.1. Radial equations satisfied for all R(r)
According to Theorem 2.3.1., the constants in the third order integral Y sa-
tisfy (2.3.15) and Y itself is as in (2.3.19). In this case the functions G1(r, θ) and
G2(r, θ) are as in (2.3.16) and (2.3.17) where β(θ), ξ(θ) and S(θ) satisfy (2.3.18).
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Two cases must be considered separately :
1. B0 6= 0
From (2.3.18) we obtain
ξ(θ) = 3D0S+ ξ0
β(θ) = β1 cos θ+ β2 sin θ
S(θ) = s1 cos 2θ+ s2 sin 2θ+ s0 (2.4.1)
where ξ0, β1, β2, s0, s1, s2 are constants (we can put s0 = 0).
Substituing (2.4.1) in (2.2.1) we obtain s1 = s2 = 0, and we have a purely
radial potential. In the integral (2.3.19) we have g1 = g2 = 0 and the result is
trivial. Namely, since L3 is an integral, L33 and L3H are also integrals. In general
this potential is not superintegrable but first order integrable.
2) B0 = 0, D0 = 1
The third equation in (2.3.18) is satisfied trivially so S(θ) in (2.4.1) is arbi-
trary. Putting β(θ) and ξ(θ) in (2.2.1) we obtain
(β1 cos θ+ β2 sin θ)r3R ′ =r(
h¯2
4
S(3) − 3SS˙− ξ0S˙)
+
(
(β1 sin θ− β2 cos θ)S˙+ 2(β1 cos θ+ β2 sin θ)S
)
(2.4.2)
We distinguish two subcases :
2.a) β1 = β2 = 0
We have
h¯2S(3) = 12SS˙+ 4ξ0S˙
This can be integrated to :
h¯2S˙2 = 4S3 + 4ξ0S
2 + bS+ c (2.4.3)
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where b and c are integration constants. We can set ξ0 = 0 by a suitable change
of variables S(θ) 7→ T(θ) − ξ0
3
and (2.4.3) is simplified to
h¯2T˙ 2 = 4T 3 − t2T − t3
where t2 and t3 are constants.
The potential is expressed in terms of the Weierstrass elliptic function :
V(r, θ) = R(r) +
h¯2℘(θ, t2, t3)
r2
(2.4.4)
for an arbitrary radial part R(r).
This potential has a third and a second order constant of motion of the
form :
Y = 2L33 + {L3, 3h¯
2℘(θ)} (2.4.5)
X = L23 + 2h¯
2℘(θ) (2.4.6)
The second order constant of motion is known as the one-dimensional Lame´
operator. Y and X are algebraically related [54] :(
Y
2
)2
= 8
(
X
2
)3
−
1
4
h¯4t2X+
1
4
h¯6t3 (2.4.7)
This is a good example of what is called algebraic integrability [53, 54].
Since we are looking for hamiltonians with algebraically independent second
and third order integrals of motion, this result is not a real superintegrable
system.
The classical potential corresponding to (2.4.4) is a purely radial potential
V(r) = R(r). This result is directly obtained from (2.4.2) in the limit h¯ 7→ 0.
2.b) β21 + β
2
2 6= 0
Differentiating (2.4.2) two times with respect to r, we obtain :(
r3R ′
) ′′
= 0
and hence
R(r) =
a
r
+
b
r2
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The 1
r2
term can be included in the angular part of the general form of the
potential. So without loss of generality, we can set b = 0. This case will be
studied in section 2.4.2 since the radial part of the potential is of the form of
case (ii) of Theorem 2.3.1.
2.4.2. Potential of the form V(r, θ) =
a
r
+
S(θ)
r2
with a 6= 0
We consider (2.2.2) and (2.2.4) separate different powers of r and obtain
equations relating β(θ) in (2.2.14) with the angular part S(θ) of the potential :
β¨+ β− 2(C1 cos θ+ C2 sin θ)S¨+ 5(C1 sin θ− C2 cos θ)S˙
+ 2(C1 cos θ+ C2 sin θ)S = 6a(B1 sin 2θ− B2 cos 2θ) (2.4.8)
(B1 cos 2θ+ B2 sin 2θ+ B0)S(3) + 8(−B1 sin 2θ+ B2 cos 2θ)S¨
+ 4(−5B1 cos 2θ− 5B2 sin 2θ+ B0)S˙+ 16(B1 sin 2θ− B2 cos 2θ)S
= 3a(−15A1 cos 3θ− 15A2 sin 3θ+A3 cos θ+A4 sin θ) (2.4.9)
(3A1 sin 3θ− 3A2 cos 3θ+A3 sin θ−A4 cos θ)S(3)
+ (36A1 cos 3θ+ 36A2 sin 3θ+ 4A3 cos θ+ 4A4 sin θ)S¨
− (132A1 sin 3θ− 132A2 cos 3θ− 4A3 sin θ+ 4A4 cos θ)S˙
− (144A1 cos 3θ+ 144A2 sin 3θ− 16A3 cos θ− 16A4 sin θ)S = 0 (2.4.10)
Integrating (2.2.4) for G2 we obtain the function
ξ(θ) = 3D0S(θ) − a(C1 sin θ− C2 cos θ) + ξ0
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From (2.2.1), it follows that S(θ) and β(θ) verify :
h¯2
(
D0S
(3) + aC1 cos θ+ aC2 sin θ
)
− 4ξS˙+ 4aβ = 0 (2.4.11)
h¯2
(
(−C1 sin θ+ C2 cos θ)S(3) − 4(C1 cos θ+ C2 sin θ)S¨
+ 6(C1 sin θ− C2 cos θ)S˙+ 4(C1 cos θ+ C2 sin θ)S
+ 6a(−B1 sin 2θ+ B2 cos 2θ)
)
= 4S˙β˙− 8Sβ
− 8(C1 cos θ+ C2 sin θ)S˙2 + 12a(B1 cos 2θ+ B2 sin 2θ+ B0)S˙
− 12a2(A1 cos 3θ+A2 sin 3θ+A3 cos θ+A4 sin θ) (2.4.12)
h¯2
(
(B1 cos 2θ+ B2 sin 2θ− B0)S(3) + 8(−B1 sin 2θ+ B2 cos 2θ)S¨
− 4(5B1 cos 2θ+ 5B2 sin 2θ+ B0)S˙+ 16(B1 sin 2θ− B2 cos 2θ)S
)
= −3ah¯2(5A1 cos 3θ+ 5A2 sin 3θ+A3 cos θ+A4 sin θ)
+ 12a(3A1 sin 3θ− 3A2 cos 3θ+A3 sin θ−A4 cos θ)S˙
+ 36a(A1 cos 3θ+A2 sin 3θ+A3 cos θ+A4 sin θ)S
+ 2(B1 cos 2θ+ B2 sin 2θ+ B0)S˙S¨− 12(B1 sin 2θ− B2 cos 2θ)S˙2
− 16(B1 cos 2θ+ B2 sin 2θ+ B0)SS˙ (2.4.13)
h¯2
(
(3A1 sin 3θ− 3A2 cos 3θ− 3A3 sin θ+ 3A4 cos θ)S(3)
+ (36A1 cos 3θ+ 36A2 sin 3θ− 12A3 cos θ− 12A4 sin θ)S¨
(−132A1 sin 3θ+ 132A2 cos 3θ− 12A3 sin θ+ 12A4 cos θ)S˙
(−144A1 cos 3θ− 144A2 sin 3θ− 48A3 cos θ− 48A4 sin θ)S
)
=
− 72(A1 cos 3θ+A2 sin 3θ+A3 cos θ+A4 sin θ)S2
+ (−120A1 sin 3θ+ 120A2 cos 3θ− 40A3 sin θ+ 40A4 cos θ)SS˙
+ (54A1 cos 3θ+ 54A2 sin 3θ+ 6A3 cos θ+ 6A3 sin θ)S˙2
+ (6A1 sin 3θ− 6A2 cos 3θ+ 2A3 sin θ− 2A4 cos θ)S˙S¨ (2.4.14)
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The principal result that follows from the compatibility of the preceding
determining equations is that the only potential that satisfies (2.4.8) to (2.4.14)
is
V(r, θ) =
a
r
+
α1 + α2 sin θ
r2 cos2 θ
(2.4.15)
or potentials that can be rotated to (2.4.15).
The potential (2.4.15) is a well known quadratically superintegrable one
[37, 139] with the Coulomb potential as a special case. The third order integral
is the commutator (or Poisson commutator) of the two second order ones. For
more recent discussions of the potential (2.4.15) see e.g. [49, 86, 122, 126].
2.4.3. Potential of the form V(r, θ) = ar2 +
S(θ)
r2
with a 6= 0
Here, from Theorem 2.3.1, the third order constant of motion is of the form :
Y = D0L
3
3 + B0L3(p
2
1 + p
2
2) + B1{L3, p
2
1 − p
2
2}+ B2{L3, p1p2}
+ {g1, p1}+ {g2, p2} (2.4.16)
As in the preceding case, we obtain from (2.2.2) to (2.2.4) that the angular part
of the potential has to be a solution of :
(B1 cos 2θ+ B2 sin 2θ+ B0)S(3) + 8(−B1 sin 2θ+ B2 cos 2θ)S¨
+ 4(−5B1 cos 2θ− 5B2 sin 2θ+ B0)S˙+ 16(B1 sin 2θ− B2 cos 2θ)S = 0 (2.4.17)
for ξ(θ) = 3D0S+ ξ0 and from (2.2.1) :
h¯2D0S
(3) − 12D0SS˙− 4ξ0S˙ = 0 (2.4.18)
h¯2
(
(B1 cos 2θ+ B2 sin 2θ− B0)S(3) + 8(−B1 sin 2θ+ B2 cos 2θ)S¨
− 4(5B1 cos 2θ+ 5B2 sin 2θ+ B0)S˙+ 16(B1 sin 2θ− B2 cos 2θ)S
)
= 2(B1 cos 2θ+ B2 sin 2θ+ B0)S˙S¨− 12(B1 sin 2θ− B2 cos 2θ)S˙2
− 16(B1 cos 2θ+ B2 sin 2θ+ B0)SS˙ (2.4.19)
for β(θ) = 0.
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We can solve the compatibility between all those determining equations for
S to obtain the following potential :
V(r, θ) = ar2 +
2(b+ c) + 2(c− b) cos 2θ
r2 sin2 2θ
= ar2 +
b
x2
+
c
y2
(2.4.20)
or potentials that can be rotated to (2.4.20).
The potential (2.4.20) is also a well known quadratically superintegrable
potential having the harmonic oscillator as a special case [37, 139]. The third
order integral can be obtained as a commutator of the second order ones.
2.4.4. Potential of the form V(r, θ) =
S(θ)
r2
From (2.2.1) to (2.2.4), we again obtain the determining equations (2.4.8) to
(2.4.14) with a = 0. The third order constant of motion is in its most general
form (2.2.9).
Solving the determining equations for S(θ) and β(θ) (with a = 0), we reob-
tain special cases of results derived in sections 2.4.2 and 2.4.3 (without the Cou-
lomb or the harmonic radial parts). In addition to these known cases we obtain
three additional ones. The first is
V(r, θ) =
α
r2 sin2 3θ
(2.4.21)
This potential is a special case of the rational three-body Calogero system in
two dimensions and is already known to be superintegrable [144].
The third order constant of motion associated to (2.4.21) is :
Y = p31 − 3p1p
2
2 + 2α
{
p1,
−3x4 + 6x2y2 + y4
y2(−3x2 + y2)2
}
+ α
{
p2,
16xy
(−3x2 + y2)2
}
The potential is obtained both in classical and quantum mechanics.
The two others cases occur when the third order integral of motion takes
the form
Y = C1{L
2
3, p1}+ 2D0L
3
3 + {g1, p1}+ {g2, p2} (2.4.22)
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i.e. A1 = A2 = A3 = A4 = B0 = B1 = B2 = C2 = 0. In this case, (2.2.1) to (2.2.4)
are reduced to the system for S(θ) and β(θ) :
β¨+ β+ C1(−2 cos θS¨+ 5 sin θS˙+ 2 cos θS) = 0 (2.4.23)
h¯2D0S
(3) − 4ξS˙ = 0 (2.4.24)
h¯2C1
(
− sin θS(3) − 4 cos θS¨+ 6 sin θS˙+ 4 cos θS
)
= 4S˙β˙− 8Sβ− 8C1 cos θS˙2
(2.4.25)
with ξ(θ) = 3D0S+ ξ0.
We distinguish two subcases :
4.4.a) D0 = 0 and C1 = 1.
In this case, we have ξ = 0 or S = 0. If we set ξ = 0 and S = T˙ , (2.4.23) is
solved directly for β
β(θ) = β1 cos θ+ β2 sin θ− sin θ+ 2 cos θT˙ (2.4.26)
Inserting (2.4.26) in (2.4.25) we obtain a fourth order ODE for T :
h¯2
(
sin θT (4) + 4 cos θT (3) − 6 sin θT¨ − 4 cos θT˙
)
− 12 sin θT˙ T¨
− 4 cos θTT¨ − 4
(
β1 sin θ− β2 cos θ
)
T¨ − 16 cos θT˙ 2
+ 8 sin θTT˙ − 8
(
β1 cos θ+ β2 sin θ
)
T˙ = 0 (2.4.27)
Under the transformation (θ, T(θ)) 7→ (z, T(z)), where z = tan θ, (2.4.27)
becomes :
h¯2z(1+ z2)2T ′′′′ + 4h¯2(1+ z2)(1+ 3z2)T ′′′ +
[
2h¯2z(13+ 18z2) − 4β1z+ 4β2
− 4T − 12z(1+ z2)T ′)
]
T ′′ − 8(2+ 3z2)T ′2 − 8β1T ′ + 4h¯2(1+ 6z2)T ′ = 0
(2.4.28)
This equation can be integrated twice. The first integral is :
h¯2z2(1+ z2)2T ′′′ + 2h¯2z(1+ z2)(1+ 3z2)T ′′ − 6z2(1+ z2)T ′2 + 2(−h¯2 + h¯2z2
+ 3h¯2z4 − 2β1z
2 + 2β2z− 2zT)T
′ + 2T 2 − 4β2T = K1 (2.4.29)
for an arbitrary constant of integration K1.
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The second integral is :[
T ′′ +
z(2z2 + 1)T ′ − T + β2
z2(z2 + 1)
]2
=
1
h¯2z4(z2 + 1)3
[
4z4(z2 + 1)2(T ′)3
+ z2(z2 + 1)
[
4zT + h¯2(2z2 + 1) + 4β1z
2 − 4β2z
]
(T ′)2 − 2z(z2 + 1)
[
2zT 2
− (4β2z+ h¯
2)T − (K1z− β2h¯
2)
]
T ′ −
[
4zT 3 +
(
h¯2(z2 − 1) + 4β1z
2 − 12β2z
)
T 2
− 2
(
K1z+ β2(4β1 + h¯
2)z2 − 4β22z− β2h¯
2
)
T − (h¯2K2z
2 − 2β2K1z+ β
2
2h¯
2)
]]
(2.4.30)
for a second arbitrary constant of integration K2.
The transformation (z, T(z)) 7→ (x,W(x)) :
z =
2
√
x
√
1− x
1− 2x
, T =
8h¯2W + (h¯2 + 4β1)(1− 2x)
8
√
x
√
1− x
+ β2 (2.4.31)
maps (2.4.28), (2.4.29) and (2.4.30) to equations contained in a series of pa-
pers by C. Cosgrove on higher order Painleve´ equations. Specifically, (2.4.28)
is mapped into the fourth order equation F-VII [23] (see also [22]). Equation
(2.4.29) is mapped into the third order differential equation Chazy-I.a of [21]
and (2.4.30) into the second order differential equation of second degree SD-I.a
of [20] with parameters
c1 = c4 = c5 = c6 = c8 = 0, c2 = −c3 = 1, c7 =
h¯2 + 8β1
16h¯2
(2.4.32)
c9 =
h¯4 − 16β21 − 16β
2
2 − 8K1
64h¯4
(2.4.33)
c10 = −
16h¯2K2 − 8(4β1 + h¯
2)K1 + h¯
2(4β1 + h¯
2)2
256h¯6
(2.4.34)
SD-I.a is the first canonical subcase of the more general equation that Cos-
grove called the ”master Painleve´ equation“, SD-I [20]. SD-I.a is solved by the
Backlund correspondence
W(x) =
x2(x− 1)2
4P6(P6 − 1)(P6 − x)
[
P ′6 −
P6(P6 − 1)
x(x− 1)
]2
+
1
8
(1−
√
2γ1)
2(1− 2P6)
−
1
4
γ2
(
1−
2x
P6
)
−
1
4
γ3
(
1−
2(x− 1)
P6 − 1
)
+
(
1
8
−
γ4
4
)(
1−
2x(P6 − 1)
P6 − x
)
(2.4.35)
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and
W ′(x) = −
x(x− 1)
4P6(P6 − 1)
[
P ′6 −
√
2γ1
P6(P6 − 1)
x(x− 1)
]2
−
γ2(P6 − x)
2(x− 1)P6
−
γ3(P6 − x)
2x(P6 − 1)
(2.4.36)
where
√
2γ1 can take either sign and γ1, γ2, γ3 and γ4 are the arbitrary para-
meters that define the sixth Painleve´ transcendent P6 obtained from the well
known second order differential equation :
P ′′6 =
1
2
[
1
P6
+
1
P6 − 1
+
1
P6 − x
]
(P ′6)
2 −
[
1
x
+
1
x− 1
+
1
P6 − x
]
P ′6
+
P6(P6 − 1)(P6 − x)
x2(x− 1)2
[
γ1 +
γ2x
P26
+
γ3(x− 1)
(P6 − 1)2
+
γ4x(x− 1)
(P6 − x)2
]
(2.4.37)
The parameters γ1, γ2, γ3 and γ4 are related to the arbitrary constants of
integration β1, β2, K1 and K2
− 4c7 = γ1 − γ2 + γ3 − γ4 −
√
2γ1 + 1, (2.4.38)
− 4c8 = 0 = (γ2 + γ3)(γ1 + γ4 −
√
2γ1), (2.4.39)
− 4c9 = (γ3 − γ2)(γ1 − γ4 −
√
2γ1 + 1) +
1
4
(γ1 − γ2 − γ3 + γ4 −
√
2γ1)
2,
(2.4.40)
− 4c10 =
1
4
(γ3 − γ2)(γ1 + γ4 −
√
2γ1)
2 +
1
4
(γ2 + γ3)
2(γ1 − γ4 −
√
2γ1 + 1)
(2.4.41)
Only three parameters of (2.4.37) are arbitrary in our case. From (2.4.39), we
see that one of the following relations must hold
γ2 = −γ3, γ4 = −γ1 +
√
2γ1. (2.4.42)
From the inverse transformation x→ z = tan θ
x± =
1
2
± 1
2
√
1+ z2
=
{ sin2 (θ
2
)
cos2
(
θ
2
) (2.4.43)
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we obtain two solutions for S. By taking the derivative of T in (2.4.31) we obtain
the quantum potentials
V(r, θ) =
1
r2
(
h¯2W ′(x±) −
±8h¯2 cos θW(x±) + 4β1 + h¯2
4 sin2 θ
)
(2.4.44)
In the limit h¯ 7→ 0, (2.4.29) is reduced to a first order differential equation of
second degree in T ′ :
3z2(1+ z2)T ′2 + 2zTT ′ − T 2 + 2(β1z2 − β2z)T ′ + 2β2T +
K1
2
= 0 (2.4.45)
(2.4.45) is a special case of the more general equation :
A(z)T ′2 + 2B(z)TT ′ + C(z)T 2 + 2D(z)T ′ + 2E(z)T + F(z) = 0 (2.4.46)
A number of papers has been devoted to the integration of (2.4.46). For
example in [101] a method is suggested for its integration.
Special solutions can be obtained under the condition that∣∣∣∣∣∣∣∣∣
A B D
B C E
D E F
∣∣∣∣∣∣∣∣∣ = 0 (2.4.47)
This condition implies that β1 = 0 and K1 = −2β22 in (2.4.45). In this case
(2.4.45) can be factorized
((
z+ z
√
4+ 3z2
)
T ′ − T + β2
)((
z− z
√
4+ 3z2
)
T ′ − T + β2
)
= 0 (2.4.48)
We obtain two solutions :
T1 = β2 + α
z
1
3 (5+ 3z2 + 2
√
4+ 3z2)
1
6
(2+
√
4+ 3z2)
2
3
(2.4.49)
T2 = β2 + α
(1+ z2)
1
3 (2+
√
4+ 3z2)
2
3
z(5+ 3z2 + 2
√
4+ 3z2)
1
6
(2.4.50)
where α is an integration constant. The angular part of the potential is obtai-
ned by differentiating the preceding results with respect to θ and the resulting
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classical potentials are
V =
3α sec4 θ
[
7+3
√
4+3 tan2 θ+cos 2θ
(
1+
√
4+3 tan2 θ
)]
r2 tan
2
3 θ
√
4+3 tan2 θ
(
2+
√
4+3 tan2 θ
)5
3
(
5+3 tan2 θ+2
√
4+3 tan2 θ
)5
6
(2.4.51)
and
V = −
α sec
2
3 θ
[
47+17
√
4+3 tan2 θ+18 cot2 θ(2+
√
4+3 tan2 θ)+3 tan2 θ(5+
√
4+3 tan2 θ)
]
2r2
√
4+3 tan2 θ
(
2+
√
4+3 tan2 θ
)1
3
(
5+3 tan2 θ+2
√
4+3 tan2 θ
)7
6
(2.4.52)
If condition (2.4.47) is not satisfied, the general solution of (2.4.46) is related
to the general solution of the equation
dw
dz
=
M(z)w3 +N(z)w2 + P(z)w
w2 +Q(z)
(2.4.53)
where
T(z) =
w2 +mw+ n
pw
(2.4.54)
andM,N, P and Q are complicated algebraic expressions depending on z and
m =
2(BD−AE)
A
√
B2 −AC
, n =
−1
A(B2 −AC)
∣∣∣∣∣∣∣∣∣
A B D
B C E
D E F
∣∣∣∣∣∣∣∣∣ , p =
2
√
B2 −AC
A
4.4b) D0 = 1 (D0 6= 0).
Equation (2.4.24) can be integrated to (2.4.3) so the angular part of the po-
tential is expressed in terms of the Weierstrass elliptic function S(θ) = h¯2℘(θ).
The corresponding potential is
V(r, θ) =
h¯2℘(θ)
r2
(2.4.55)
From the compatibility of (2.4.23) and (2.4.25) we obtain
β(θ) =
−C1
4(h2 + ξ0)℘2 + 4b℘+ 6c
[
(b2 + 5c(h¯2 − 2ξ0)) cos θ− 2(3b− h¯4 + h¯2ξ0
+ 2ξ20) cos θ℘
2 − 8(h¯2 + ξ0) cos θ℘3 + b(h¯2 + ξ0) sin θ℘˙+ (−2(9c+ b(−h¯2
+ ξ0)) cos θ+ (3b+ 2h¯2(h¯2 + ξ0)) sin θ℘˙)℘
]
(2.4.56)
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The potential (2.4.55) thus allows two third order integrals of motion (see
(2.4.22))
Y1 = 2L
3
3 + {L3, 3h¯
2℘(θ)}, (2.4.57)
Y2 = {L
2
3, p1}+ {β cos θ+ (2 cos θ℘˙− β˙) sin θ, p1}
+ {β sin θ− (2 cos θ℘˙− β˙) cos θ, p2} (2.4.58)
where β is the expression in (2.4.56).
The integral (2.4.57) coincides with (2.4.5) for the more general potential
(2.4.4). As noted above (2.4.4) is not really superintegrable because of relation
(2.4.7). The potential (2.4.55) is superintegrable since Y2 (2.4.58), the second
order integral of motion X (2.4.6) and the Hamiltonian H are algebraically in-
dependent.
In the classical limit h¯ 7→ 0, the system reduces to free motion.
2.5. SUMMARY AND CONCLUSION
The main results of this study can be summed up in two theorems.
Theorem 2.5.1. In classical mechanics in the Euclidean plane precisely 4 classes of
Hamiltonian systems separating in polar coordinates and allowing a third order inte-
gral of motion exist. The corresponding potentials are (2.4.15), (2.4.20), (2.4.21) and
V(r, θ) =
T˙(θ)
r2
(2.5.1)
where T(z) satisfies equation (2.4.45) for z = tan θ. The third order integral of motion
is
Y = {L23, p1}+{β cos θ+(2 cos θT¨−β˙) sin θ, p1}+{β sin θ−(2 cos θT¨−β˙) cos θ, p2}
(2.5.2)
The potential (2.4.15) and (2.4.20) are quadratically superintegrable and
well-known. The third order integral is functionally dependent on the quadra-
tic ones. The potential (2.4.21) is the three body Calogero system with no cen-
tral term. Thus the genuinely new superintegrable classical potential is (2.5.1).
We have not obtained the general solution of equation (2.4.45), but particular
solutions led to the superintegrable potentials (2.4.51) and (2.4.52).
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Theorem 2.5.2. In quantum mechanics the superintegrable systems correspond to
the three known potentials (2.4.15), (2.4.20) and (2.4.21) plus two new ones. One new
one is given by (2.4.44) where W and W ′ are expressed in terms of the sixth Painleve´
transcendent P6 in (2.4.35) and (2.4.36). The other new one is given by the Weierstrass
elliptic functions ℘(θ) in (2.4.55).
The Painleve´ transcendents were first introduced in a study of movable
singularities of second order nonlinear ordinary differential equations. They
play an important role in the theory of classical infinite dimensional integrable
systems.
The transcendent P6 that was obtained as a superintegrable quantum po-
tential in this article depends on 3 free parameters (see (2.4.42)). The Painleve´
trancendents P1, P2 and P4 have already appeared for potentials separable in
cartesian coordinates [48]. A remarkable relation between quantum superinte-
grability and supersymmetry in quantum mechanics was discovered and used
to solve the Schro¨dinger equation with potentials expressed in term of Painleve´
transcendents [92]-[95].
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Chapitre 3
AN INFINITE FAMILY OF SOLVABLE AND
INTEGRABLE QUANTUM SYSTEMS ON A
PLANE
Re´fe´rence comple`te : F. Tremblay, A. V. Turbiner and P. Winternitz, An infi-
nite family of solvable and integrable quantum systems on a plane, J. Phys. A :
Math. Theor. 42, 242001 (2009). (FAST TRACK COMMUNICATION)
Abstract
An infinite family of exactly-solvable and integrable potentials on a plane is in-
troduced. It is shown that all already known rational potentials with the above
properties allowing separation of variables in polar coordinates are particular
cases of this family. The underlying algebraic structure of the new potentials is
revealed as well as its hidden algebra. We conjecture that all members of the
family are also superintegrable and demonstrate this for the first few cases. A
quasi-exactly-solvable and integrable generalization of the family is found.
3.1. INTRODUCTION
Some quantum mechanical systems can be characterized by two differently
defined global properties. The first has been called exact solvability and it
means that all energy levels can be calculated algebraically and the corres-
ponding wave functions can be obtained as polynomials in the appropriate
variables, multiplied by some overall gauge factor. The other property is that
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of integrability, namely the existence of n integrals of motion that are well de-
fined quantum mechanical operators, commuting with the Hamiltonian and
amongst each other.
A more restrictive property than integrability is superintegrability : the
existence of more integrals of motion than degrees of freedom. A maximally
superintegrable system has 2n− 1 integrals of motion, including the Hamilto-
nian. Only subsets of n of them can commute amongst each other.
Any one-dimensional system is integrable and also maximally superinte-
grable by definition. In this article we concentrate on the two-dimensional case
where the situation is quite different. A two-dimensional system is integrable
if it allows two integrals of motion and maximally superintegrable if it allows
three. Some time ago, it was conjectured that all maximally superintegrable
systems for n = 2 are exactly solvable [126]. Here we will show that several
exactly-solvable systems are in fact maximally superintegrable. Though they
seem very different, they are particular cases of a parametric family of Hamil-
tonians.
Let us consider the following Hamiltonian in R2 written in polar coordi-
nates
Hk(r,ϕ;ω,α,β) = −∂
2
r −
1
r
∂r −
1
r2
∂2ϕ +ω
2r2 +
αk2
r2 cos2 kϕ
+
βk2
r2 sin2 kϕ
(3.1.1)
where α,β > − 1
4k2
, ω and k 6= 0 are parameters. For k = 1 this system was
introduced in [37, 139] and has been called the Smorodinsky-Winternitz system
[35]. For k = 2 the Hamiltonian (3.1.1) corresponds to the so-called rationalBC2
model [105, 135]. For k = 3 it describes the Wolfes model [145] (it is the rational
G2 model in the Hamiltonian reduction method nomenclature [105, 135]) ; if
α = 0 it reduces to the Calogero model [8]. The configuration space of (3.1.1) is
given by the sector pi
2k
≥ ϕ ≥ 0 , r ∈ [0,∞) which is the Weyl chamber for BC2
if k = 2 and G2 if k = 3, respectively.
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There is an interesting feature of the Hamiltonian (3.1.1) connecting dif-
ferent values of k, namely,
H2`(r,ϕ;ω, 0, β) = H`(r,ϕ;ω,β,β) , (3.1.2)
H2`(r,ϕ;ω,α, 0) = H`(r,ϕ−
pi
4`
;ω,α, α) . (3.1.3)
The Hamiltonian (3.1.1) to our knowledge includes all published superin-
tegrable systems in a Euclidian plane E2 that allow the separation of variables
in polar coordinates.
3.2. EXACT-SOLVABILITY
It is well-known that the model (3.1.1) for k = 1, 2, 3 is exactly-solvable (the
energies and eigenfunctions can be found explicitly). For α = 0 and k integer
the exact solvability of the Hamiltonian (3.1.1) was mentioned in [83]. It can be
immediately checked by a direct calculation that the ground state of (3.1.1) is
given by
Ψ0 = r
(a+b)k cosa kϕ sinb kϕ e−
ωr2
2 , E0 = 2ω[(a+ b)k+ 1] , (3.2.1)
where α = a(a − 1) and β = b(b − 1) . If we make a gauge rotation of the
Hamiltonian (3.1.1),
hk = Ψ
−1
0 (Hk − E0)Ψ0 , (3.2.2)
we obtain the operator
hk = −∂
2
r + (2ωr−
2k(a+ b) + 1
r
)∂r −
1
r2
∂2ϕ −
2k
r2
(−a tankϕ+ b cotkϕ)∂ϕ ,
(3.2.3)
for which the lowest eigenfunction is a constant with zero eigenvalue.
The original eigenfunctions Ψ(r,ϕ) of the Hamiltonian (3.1.1) are related to
those of the transformed Hamiltonian hk as follows Ψ(r,ϕ) = Ψ0(r,ϕ)Ξ(r,ϕ).
Let us solve the original problem (3.1.1) in a traditional way by a separation of
variables in hk. Thus we assume Ξ(r,ϕ) = R(r)Φ(ϕ) and write
hk = hr +
1
r2
hϕ . (3.2.4)
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The operator hϕ written in the new coordinate z = sin2kϕ reads
hϕ = 4k
2z(z− 1)∂2z + 4k
2[(a+ b+ 1)z− b−
1
2
]∂z . (3.2.5)
The eigenvalue problem hϕΦ = ΛnΦwhereΛn is the separation constant has
polynomial eigenfunctions
Φn(z) = P
(a−1/2,b−1/2)
n (2z− 1) , Λn = 4k
2n(n+ a+ b) , n = 0, 1, 2, . . . (3.2.6)
where P(a−1/2,b−1/2)n (2z−1) is a Jacobi polynomial. Now the eigenvalue problem
for the operator
hk = −∂
2
r + (2ωr−
2ak+ 2bk+ 1
r
)∂r +
Λn
r2
, (3.2.7)
appears. Let us perform a further gauge rotation of hr,
h˜k = r
−γhkr
γ = −∂2r+(2ωr−
2ak+ 2bk+ 2γ+ 1
r
)∂r+
Λn − 2(a+ b)kγ− γ
2
r2
+2ωγ .
(3.2.8)
We absorb the term 2ωγ in the energy and choose γ = 2kn so as to remove the
1/r2 term,
γ2 + 2(a+ b)kγ−Λn = 0 .
The resulting radial operator in the t = r2 variable
h˜r = −4t∂
2
t + 4[ωt− k(2n+ a+ b) − 1]∂t , (3.2.9)
has the eigenstates
RN(t) = L
(k(2n+a+b))
N (ωt) , EN = 4ωN , (3.2.10)
where L(k(2n+a+b))N (ωt) is a Laguerre polynomial. Finally, the eigenstates of
(3.1.1) are
ΨN,n = r
2nkRN(r
2)P(a−1/2,b−1/2)n (2sin
2kϕ−1)Ψ0 , EN,n = 2ω[2N+(2n+a+b)k+1] .
(3.2.11)
All formulas remain valid for any real k 6= 0. In particular, both RN(r2) and
P
(α,β)
n (z) remain polynomials. The eigenvalues are linear in the quantum num-
bers N,n. For integer (and rational) k there is a degeneracy of states, which is
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determined by the number of solutions of the equation
N+ kn = integer .
Varying kwe can change degeneracy leaving the spectra linear in the quantum
numbers N,n.
If k in (3.1.1) takes integer values we have a Lie-algebraic interpretation of
the problem (3.1.1). In order to reveal it let us make the following change of
variables,
t = r2 , u = r2k sin2 kϕ . (3.2.12)
The resulting gauge-transformed Hamiltonian (3.2.3) in these coordinates takes
an algebraic form :
hk = −4t∂
2
t − 8ku∂
2
tu − 4k
2tk−1u∂2u
+4[ωt− (a+ b)k− 1]∂t + [4ωku− 2k
2(2b+ 1)tk−1]∂u . (3.2.13)
It coincides with already known expressions for the Hamiltonian for k = 1, 2, 3
in appropriate variables (see [126, 135]). What is its underlying hidden algebra
if any ?
The Hamiltonian hk preserves the space of polynomials
P (s)N = (tpuq|0 ≤ (p+ sq) ≤ N ) , N = 0, 1, 2, . . . , (3.2.14)
for s ≥ k−1 and any integerN . Hence, it has infinitely many finite-dimensional
invariant subspaces P (s)N . These spaces can be ordered forming an infinite flag,
P (s)0 ⊂ P (s)1 ⊂ P (s)2 . . .P (s)N . . . (3.2.15)
for fixed s. We call this flag P (s). The space P (s)N is a finite-dimensional irre-
ducible representation space of the infinite-dimensional finitely-generated Lie
algebra g(s) ⊃ gl(2,R)nRs+1 ⊕ Ts of monomials in (s+ 6)− generating opera-
tors. These generating operators are [39, 40] (see also [134] and [41]),
J1 = ∂t ,
J2N = t∂t −
N
3
, J3N = su∂u −
N
3
,
J4N = t
2∂t + stu∂u − N t ,
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Ri = t
i∂u , i = 0, 1, . . . , s , (3.2.16)
and
Ts = u∂
s
t , (3.2.17)
(see [135]). The generator J3N is the central generator of the gl(2,R)-algebra. The
generators (3.2.16) of the non-semi-simple Lie algebra gl(2) n Rs+1 are vector
fields on line bundles over a s-Hirzebruch surface [41]. The meaning of the
generator (3.2.17) for s > 1 is unclear.
For s = 1 the algebra g(1) coincides with the algebra sl(3). It has the space
(3.2.14) for s = 1 as an invariant subspace and acts irreducibly there. It is im-
portant to note that the space P (s)N is a finite-dimensional (reducible) represen-
tation space of the finite-dimensional non-semisimple Lie algebra gl(2,R) n
Rs+1 (see [135]),
P˜ (s)N ,p = 〈tn1un2 |0 ≤ (n1 + sn2) ≤ N and 0 ≤ n2 ≤ p〉 (3.2.18)
For fixed s and p these spaces form the flag P˜ (s)p . Each such a flag for s ≥
k − 1 is preserved by the Hamiltonian hk. This gives information about the
structure of the eigenfunctions. In particular, it implies the existence of a family
of eigenfunctions which depend on the variable t only.
It can be immediately checked that hk for fixed integer k preserves the flag
P (s) for s = k − 1, s = k, or s > k assuming the hidden algebras g(k−1), g(k),
g(s), respectively. It is worth mentioning that the first case s = k − 1 supports
the already known hidden algebras of the trigonometric BC2 for k = 2 and G2
for k = 3 models, respectively, contrary to the second or third case. However,
later on we will see that the case s = k− 1 is excluded (see Section 3.3).
The fact that s can take any values s ≥ k − 1 reflects a degeneracy of ei-
genstates of the original problem (3.1.1). For particular cases k = 2, 3 it was
already mentioned in the paper [135]. This degeneracy is removed by the al-
gebraic form of the integrals of motion (see below). Hence, for any integer k
the algebraic Hamiltonian (3.2.13) can be rewritten in terms of the generators
(3.2.16) (without the operator J4N ) (see Theorem 4.3 from [134]) :
hk = −4J
2J1 − 8J3J1 − 4kRk−1J
3
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+4ωJ2 − 4[(a+ b)k− 1]J1 + 4ωJ3 − 2k2(2b+ 1)Rk−1 . (3.2.19)
where Ji ≡ Ji0.
3.3. COMPLETE INTEGRABILITY.
It is obvious that
Xk(α,β) = −L23 +
αk2
cos2 kϕ
+
βk2
sin2 kϕ
, (3.3.1)
where L3 = ∂ϕ is the 2D angular momentum, is an integral of motion [37, 139].
Its existence is directly related to the separation of variables in polar coordi-
nates in the Schroedinger equation for (3.1.1). Therefore the Hamiltonian (3.1.1)
defines a completely-integrable system for any real k 6= 0which is also exactly-
solvable.
After a gauge rotation xk = Ψ−10 (Xk−ck)Ψ0 this integral takes the algebraic
form
xk = −4k
2u(tk − u)∂2u − 4k
2[(b+
1
2
)tk − (a+ b+ 1)u]∂u , (3.3.2)
where ck = k2(a+b)2 is the lowest eigenvalue of the integralXk. It can be easily
checked that xk has infinitely-many finite-dimensional invariant subspaces : it
preserves the flag P (s) for any s ≥ k. The integral xk can be rewritten in the
generators (3.2.16) as
xk = −4kJ
3Rk + 4J
3J3 − 4k2(b+
1
2
)Rk + 4k(a+ b)J
3 . (3.3.3)
The presence of the generator Rk excludes the algebra (3.2.16)-(3.2.17) for s =
k− 1 as hidden algebra (see the discussion above). It indicates that the hidden
algebra of (3.3.1) is g(s) for s ≥ k. Hence, the hidden algebra of the quantum
system (3.1.1) with the integral (3.3.1) is g(s) with s ≥ k.
3.4. SUPERINTEGRABILITY.
The next question is the existence of an additional integral of motion Y2k
(presumably of order 2k) for all integer values of k. If such an integral exists
then the system (3.1.1) is (maximally) superintegrable. For k = 1, the Smorodin-
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sky-Winternitz system this integral Y2 was found long ago (see [37, 139] and
[126]). It turned to be a second order differential operator. For k = 2 and
ω = 0, which is the case of the so-called singular rational BC2 model, the
integral Y4 was found by Olshanetsky-Perelomov in the representation theory
approach [105]. This integral is a fourth order differential operator. For k = 3
andω = α = 0 (the so-called singular Calogero model) the corresponding inte-
gral is a third order differential operator [105]. For α 6= 0 (the so-called singular
Wolfes model) it was mentioned in [105] that it has to be of the sixth order. For
the general Wolfes model ω 6= 0 (the rational G2 model in the Hamiltonian
reduction method nomenclature) C.Quesne [111] found this integral explicitly
in the Dunkl operator formalism. The integral Y6 is a sixth order differential
operator.
If the integral Y2k exists it should have the same eigenfunctions as Hk.
Hence by a gauge rotation and change of variables (3.2.12) we can obtain an
operator y2k
y2k = Ψ
−1
0 (Y2k − C2k)Ψ0|t,u , (3.4.1)
such that y2k is a differential operator of some order in t and uwith polynomial
coefficients ; C2k is the lowest eigenvalue of the integral Y2k. The described
algebraic form y2k would be a consequence of the fact that both hk (3.2.13) and
y2k should preserve the same flag of polynomials.
For the case k = 1 the integral Y2 was found in [139]. In Cartesian coordi-
nates Y2 is of 2nd order and it can be written as
Y2 = ∂2x −ω2x2 −
α
x2
, (3.4.2)
The algebraic form of the integral was calculated in [126]. In the coordinates
(3.2.12) the integral (3.4.2) is
y2
4
= (t− u)∂2t + [ω(u− t) + a+
1
2
]∂t , (3.4.3)
where the constant C2 = −ω(2a + 1). The integral y2 (3.4.3) contains the term
u∂t which is present in the algebra g(1), see (3.2.17). It indicates unambiguously
that for the case k = 1 the hidden algebra should correspond to s = 1. Hence,
there is no ambiguity for the k = 1 case. The hidden algebra is fixed and it is
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g(1) ≡ sl(3) which is generated by gl(2) n R2 ⊕ T1 ⊂ gl(3). The Lie algebraic
form of y2 is the following
y2
4
= J2J1 − T1J
1 +ωT1 −ωJ
2 + (a+
1
2
)J1 . (3.4.4)
We stress that the generator T1 (see (3.2.17)) appears explicitly in (3.4.4).
For the case k = 2 (the rational BC2 model) we find the higher integral Y4
explicitly,
Y4 = (∂2x −ω2x2 − ∂2y +ω2y2)2 +
{
∂2x,
(x2 − y2)β
x2y2
−
4(x2 + y2)α
(x2 − y2)2
}
+
{
∂x∂y,−
16xyα
(x2 − y2)2
}
+
{
∂2y,−
(x2 − y2)β
x2y2
−
4(x2 + y2)α
(x2 − y2)2
}
+
16α2
(x2 − y2)2
+
(x2 − y2)2β2
x4y4
+
8αβ
x2y2
−
2(x4 + y4)βω2
x2y2
, (3.4.5)
where {, } denotes an anticommutator. Making the gauge rotation Ψ−10 (Y4 −
C4)Ψ0 and the change of variables (3.2.12), we arrive at the algebraic form of
the integral
y4
16
= (t2 − u)∂4t − 8(t
2 − u)u∂2t∂
2
u + 16(t
2 − u)u2∂4u − 2[ωt
2 − (2a+ 1)t−ωu]∂3t
− 4[(2b+ 1)t2 − 2(a+ b+ 1)u]∂2t∂u + 8u[ωt
2 − (2a+ 1)t−ωu]∂t∂
2
u
+ 16u[(2b+ 3)t2 − 2(a+ b+ 2)u]∂3u + 16[ω
2t2 − 3(2a+ 1)ωt−ω2u
+ (2a+ 1)(2a+ 2b+ 1)]∂2t − 4[(2b+ 1)ωt
2 − (2a+ 1)(2b+ 1)t
− 2(a+ b+ 1)ωu]∂t∂u + 4[(2b+ 1)(2b+ 3)t
2 + (2a+ 1)ωtu
− 2(2a2 + 6ab+ 2b2 + 8a+ 7b+ 5)u]∂2u
+ω(2a+ 1)(ωt− 2a− 2b− 1)∂t + 2(2a+ 1)(2b+ 1)(ωt− 2a− 2b− 1)∂u
(3.4.6)
where C4 = 4ω2[2a(a+ 1) −b(b− 1)]. The two terms t2∂u and u∂2t in y4 imply
s = 2. Hence, the hidden algebra for k = 2 is g(2). The Lie-algebraic form of y4
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is the following
y4
16
= J2J2J1J1 − J1J1T2 + 2J
1J1J3J3 + 4J3J3R2R0 − 4J
2J2J3R0 − 2J
3J3J3R0
−2ωJ2J2J1 − 2ωJ3J3J1 + 2(2a+ 1)J2J1J1 − 4(2b+ 1)J2J2R0
+4ωJ3R2J
1 − 4(2a+ 1)J3R1J
1 + 8(2b+ 3)J3R1R1 − 8(a+ b+ 2)J
3J3R0
+(2a+ 1)(2a+ 2b+ 1)J1J1 − 3ω(2a+ 1)J2J1 +ω2J2J2 + 4ω(a+ b+ 1)J3J1
−4ω(2b+ 1)R2J
1 + 64(2a+ 1)(2b+ 1)J2R0 + 2ω(2a+ 1)J
3R1
−4(2a2 + 6ab+ 2b2 + 8a+ 7b+ 5)J3R0
+4(2b+ 1)(2b+ 3)R2R0 + 2ωT2J
1 + 8(a+ b+ 1)T2R0
−(2a+ 1)(2a+ 2b+ 1)J1 +ω2(2a+ 1)J2
+2ω(2a+ 1)(2b+ 1)R1 − 2(2a+ 1)(2b+ 1)(2a+ 2b+ 1)R0 −ω
2T2 . (3.4.7)
The generator T2 (see (3.2.17)) again appears explicitly in (3.4.7).
For the case k = 3 (the rational G2 model) we find the higher integral Y6
explicitly by a straightforward (brute force) calculation. It is of 6th order (see
[128], App. A). Its lowest eigenvalue is
C6 = 4ω
3(3a+ 3b+ 1)(5a2 + 36ab− 27b2 + a+ 45b+ 4) . (3.4.8)
Making the gauge rotation Ψ−10 (Y6−C6)Ψ0 and the change of variables (3.2.12)
we arrive at the algebraic form of the integral y6 (see [128], App. A). The two
elements R3 = t3∂u and T3 = u∂3t are present in y6 and unambiguously point
to s = 3. Hence, the hidden algebra of the model at k = 3 is g(3).
For the case k = 4we again find the higher integral Y8 explicitly by a brute
force calculation as an eight order differential operator (see [128], App. B). Ma-
king the gauge rotation Ψ−10 (Y8 − C8)Ψ0 and the change of variables with
C8 = 4ω
4
[
3200a4 + 512a3(31b+ 10) + 16a2(206b+ 159)(2b− 3)
+16a(310b3−187b2−443b+105)+1133b4+150b3−176b2+493b+4
]
, (3.4.9)
we arrive at the algebraic form of the integral, y8 (see [128], App. B). The ele-
ments R4 = t4∂u and T4 = u∂4t in y8 imply s = 4. The hidden algebra of the
model for k = 4 is g(4) which contains the generator T4.
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We were unable to prove the existence of the higher order integrals Y2k for
integer k with k > 4 due to the fast growing complexity of the brute force cal-
culations. However, we feel justified in formulating the following conjecture.
Conjecture. An integral of motion Y2k of the order 2k exists for the Hamiltonian
(3.1.1) for all positive integer values of k. In Cartesian coordinates Y2k is a differential
operator of the order 2k with rational coefficients. The gauge transformation (3.4.1) to-
gether with the change of variables (3.2.12) transforms Y2k into the algebraic operator
y2k that has polynomial coefficients. The integral y2k is an element of the order 2k in
the enveloping algebra of the hidden algebra g(k). In particular, y2k contains the terms
4k[(J1)k−Tk](J
1)k which fix k = s in the hidden algebra (3.2.16), (3.2.17). In the limit
ω = α = 0, the operator Y2k(0, 0, β) is reduced to the square of an operator of order
k.
Our conjecture is based on the fact that the gauge rotated Hamiltonian hk
(3.2.2) preserves the flag of polynomials (3.2.14), as do all the elements of the
underlying hidden algebra g(k) (3.2.16), (3.2.17). All aspects of this Conjecture
have been confirmed for k = 1, 2, 3 and 4 for general ω,α,β as well as for
k = 1, . . . , 6, 8 for ω = α = 0, β 6= 0. The consideration of k > 4 for general
ω,α,β requires a different approach, other than the brute force one. A proof of
the conjecture could be based on a direct analysis of the commutation relations
of the hidden algebra (3.2.16)-(3.2.17).
Any operator preserving this flag must lie in the enveloping algebra of g(k)
for given k. The gauge rotated integrals y2k must hence have an algebraic form
for all k, as exemplified by k = 1, 2, 3 and 4.
The form of the integrals Y2k is not unique since we can modify it by adding
polynomials in the Hamiltonian (3.1.1) and integral Xk (3.3.1). Our convention
is to require that the highest order terms in Y2k should have the form[
Re(∂1 + i∂2)k
]2
. (3.4.10)
The lower order terms in Y2k could be further simplified by linear com-
binations with lower order polynomials in (3.1.1) and (3.3.1). We also require
that Y2k be a hermitian operator and this implies that it will contain only even
powers of the derivatives (∂m1 ∂
n
2 ,m+ n = 0, 2, 4, . . . , 2k).
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3.5. A QUASI-EXACTLY SOLVABLE EXTENSION.
Some years ago a new class of the Schroedinger equations was discove-
red for which a finite number of eigenstates can be calculated by purely alge-
braic means. They were called quasi-exactly-solvable [132, 133]. These problems
occupy an intermediate place between exactly-solvable problems and non-
solvable ones. A large body of articles dedicated to these problems was publi-
shed during the last 20 years. The articles have ranged from various branches
of physics to pure mathematics.
Surprisingly, there exists a quasi-exactly solvable generalization of the Ha-
miltonian (3.1.1)
H
(qes)
k,N (r,ϕ;ω,α,β) = −∂
2
r −
1
r
∂r −
1
r2
∂2ϕ + λ
2r6 + 2λωr4
+ [ω2 − 2λ(2N + 2+ k(a+ b))]r2
+
αk2
r2 cos2 kϕ
+
βk2
r2 sin2 kϕ
,
(3.5.1)
(cf. [132, 133, 136]), where dimP (k)N ≈ N
2
2k
+1 eigenstates can be found explicitly
(algebraically). These algebraic eigenfunctions have the form of a polynomial
p(t, u) from the space P (k)N (3.2.14) multiplied by a factor Ψ(qes)0 :
Ψ
(qes)
0 = r
(a+b)k cosa kϕ sinb kϕ e−
ωr2
2
−λr
4
4 , (3.5.2)
namely,
Ψ
(qes)
alg = p(t, u)Ψ
(qes)
0 . (3.5.3)
Hence, the number of algebraic states is equal to the dimension of the space
P (k)N .
The gauge-rotated Hamiltonian (3.5.1),
h
(qes)
k,N = −(Ψ
(qes)
0 )
−1(H
(qes)
k,N − E0)Ψ
(qes)
0 ,
where E0 is some parameter, in the variables (3.2.12) has the algebraic form :
h
(qes)
k,N = 4t∂
2
t + 8ku∂
2
tu + 4k
2tk−1u∂2u
+4[λt2−ωt+(a+b)k+1]∂t+[4λktu−4ωku+2k
2(2b+1)tk−1]∂u−4λN t . (3.5.4)
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It is easy to check that (3.5.4) preserves the space P (k)N (3.2.14). Hence, it can be
rewritten in generators of the algebra (3.2.16), gl(2)nRk+1 [134] and indeed we
have
h
(qes)
k,N /4 = (J
2
N + 2J
3
N )J
1 + kJ3NRk−1
+[(a+ b)k+ 1+N ]J1 −ω(J2N + J3N ) − λJ4N +
k
6
[2N + 3k(2b+ 1)]Rk−1 . (3.5.5)
Evidently, the QES problem is completely-integrable : Xk (see (3.3.1)) com-
mutes with (3.5.1). The algebraic form of Xk after a gauge rotation with (3.5.2)
in variables (t, u) remains the same (3.3.2). The Lie-algebraic form (3.3.3) is
slightly modified
xk = −4kJ
3
NRk+4J
3
N J
3
N−4k[k(b+
1
2
)+
N
3
]Rk+4[k(a+b)+
2N
3
]J3N+
4N 2
9
. (3.5.6)
The question of the existence of a second integral and thus of the superin-
tegrability of the Hamiltonian (3.5.1) remains open.
3.6. CONCLUSIONS.
We have restricted to the case of a Schroedinger equation in a two dimen-
sional Euclidean space E2 and to the Hamiltonians allowing separation of va-
riables in polar coordinates. The feature underlying the exact solvability, the
complete integrability and the conjecture of maximal superintegrability is the
existence of a hidden Lie algebra of differential operators. All elements of the
hidden algebra and hence also of its enveloping algebra preserve an infinite
flag of finite dimensional subspaces of the space of wave functions.
The Hamiltonians and the integrals of motion of the entire family (3.1.1)
considered in this article are also elements of the enveloping algebra of g(k).
The family contains all currently known superintegrable systems in E2 that are
separable in polar coordinates. It would be important to clarify whether the
Hamiltonian (3.1.1) can be obtained by a Hamiltonian reduction procedure.
This is the case for k = 1, 2, 3.
The first problem that remains open is to prove our conjecture, namely that
the Hamiltonian (3.1.1) is superintegrable for all integers values of k. Another
important question is that of the classical limit of the system with Hamiltonian
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(3.1.1). For k = 1, 2 and 3 these systems are all superintegrable. Chanu et al.
[15] have considered the classical case for ω = α = 0 and k = 2n + 1 and
have conjectured that it is superintegrable for all integer n. We think that the
classical limit of (3.1.1) is actually superintegrable for all values of ω,α and
k. We plan to verify this conjecture directly by calculating the trajectories for
the classical systems. If the systems are (maximally) superintegrable then all
bounded trajectories must be closed and the motion must be periodic [104].
The direct construction of the higher order integrals Y2k for k ≥ 5 seems in-
tractable. More promising approaches would either involve an efficient use of
the hidden algebra g(k) or possibly the use of Dunkl operators [32] as suggested
for the Calogero model in [108] and for the Wolfes model in [111].
The close relation between exact solvability and maximal superintegrability
has also been exemplified in n dimensions [119, 120, 36]. A very complete re-
view of quantum completely-integrable systems in n dimensions was recently
given by Oshima [106]. For some cases these systems are known to be exactly-
solvable. It would be of great interest to investigate their possible (maximal)
superintegrability.
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Chapitre 4
PERIODIC ORBITS FOR AN INFINITE FAMILY
OF CLASSICAL SUPERINTEGRABLE SYSTEMS
Re´fe´rence comple`te : F. Tremblay, A. V. Turbiner and P. Winternitz, Periodic
orbits for an infinite family of classical superintegrable systems, J. Phys. A :
Math. Theor. 43, 015202 (2010).
Abstract
We show that all bounded trajectories in the two dimensional classical system
with the potential V(r,ϕ) = ω2r2 + αk
2
r2 cos2 kϕ +
βk2
r2 sin2 kϕ are closed for all integer
and rational values of k. The period is T = pi
2ω
and does not depend on k. This
agrees with our earlier conjecture suggesting that the quantum version of this
system is superintegrable.
4.1. INTRODUCTION
A recent article was devoted to an infinite family of quantum systems on a
plane described by the Hamiltonian :
Hk = −∂
2
r −
1
r
∂r −
1
r2
∂2ϕ +ω
2r2 +
αk2
r2 cos2 kϕ
+
βk2
r2 sin2 kϕ
, (4.1.1)
where k is an arbitrary real number and (r,ϕ) are polar coordinates [127].
These systems were shown to be exactly solvable and integrable for all va-
lues of k. Integrability is assured by the existence of a second order integral of
motion
Xk = L
2
3 +
αk2
cos2 kϕ
+
βk2
sin2 kϕ
, L3 = −i∂ϕ (4.1.2)
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where L3 is the two-dimensional angular momentum.
The existence of the integral Xk implies the separation of variables in polar
coordinates in the Schrodinger equation in quantum mechanics and also in the
Hamilton-Jacobi equation in classical mechanics.
Superintegrability in a two-dimensional system means that one further in-
tegral of motion exists. Let us call it Yk.
It was conjectured in our previous article [127] that the system (4.1.1) is
superintegrable for all integer values of k and that the additional integral of
motion is of order 2k. This conjecture was proven for k = 1, 2, 3 and 4. If α = 0
or β = 0, it was proven for k = 1 to 6 and 8. For k = 1, 2 and 3, the system
(4.1.1) reduces to known superintegrable systems. For k = 1, this is one of the
4 systems found in [37, 139], for k = 2 it was found in [105] and for k = 3 in
[145].
In all cases (k = 1, 2, 3 and 4) the quantum Hamiltonian and the other quan-
tum integrals of motion lie in the enveloping algebra of an underlying hidden
Lie algebra [135] and this is presumably true for all integer values of k [127].
The purpose of this article is to analyze the corresponding classical system
with Hamiltonian :
Hk = p
2
r +
p2ϕ
r2
+ω2r2 +
αk2
r2 cos2 kϕ
+
βk2
r2 sin2 kϕ
, (4.1.3)
We show that all bounded trajectories for this system are closed and that the
motion is periodic for all integer and rational values of k.
We recall that in general, in an n-dimensional space, maximal superinte-
grability means that the classical Hamiltonian allows 2n− 1 functionally inde-
pendant integrals of motion (including the Hamiltonian) that are well defined
functions on phase space. In classical mechanics maximal superintegrability
implies that all bounded trajectories are closed and the motion is periodic [104].
The corresponding statement in quantum mechanics is that the existence of a
non-abelian algebra of integrals of motion implies that the energy levels of the
system are degenerate. In the two dimensional case that means that the energy
depends on one quantum number, the wave function on two. This is indeed
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the case for the Hamiltonian (4.1.1) for all integer values of k and is part of the
justification of our conjecture [127].
In Section 4.2 we integrate the Hamilton-Jacobi equation for arbitrary va-
lues of k in polar coordinates, restricting to the case of bounded trajectories.
In Section 4.3 we obtain an explicit expression for the bounded trajectories in
terms of Chebyshev polynomials and show that they are all closed for integer
and rational values of k. The period in time is T = pi
2ω
. For integer kwith k ≥ 2,
up to k − 1 singular points can occur on the trajectories in with the tangent
vector is not defined. The special case k = 1 is discussed in detail in Section
4.4. This is the only case in which the Hamilton-Jacobi equation separates in a
second coordinate system, namely in cartesian coordinates. Section 4.5 is devo-
ted to examples of trajectories illustrating all features presented in the earlier
sections.
4.2. INTEGRATION OF THE HAMILTON-JACOBI EQUATION
4.2.1. The basic equations
The Hamilton-Jacobi equation for the considered system in polar coordi-
nates has the form
Hk =
(
∂S
∂r
)2
+
1
r2
(
∂S
∂ϕ
)2
+ω2r2 +
1
r2
(
αk2
cos2 kϕ
+
βk2
sin2 kϕ
)
= E (4.2.1)
We set the integral of motion (4.1.2) equal to a constant A. Since coordinates in
(4.2.1) separate we look for a solution in which the classical action has the form
S(r,ϕ, t) = S1(r) + S2(ϕ) − Et (4.2.2)
and obtain
r2
(
∂S1
∂r
)2
+ω2r4 − Er2 = −A (4.2.3)
Xk =
(
∂S2
∂ϕ
)2
+
αk2
cos2 kϕ
+
βk2
sin2 kϕ
= A (4.2.4)
Since we are interested in the trajectories we do not need to solve for S1 and
S2, though that is obviously possible. Instead we follow the usual procedure
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[42] and calculate the derivatives of Swith respect to E and A. We have
S1 =
∫ √
−A+ Er2 −ω2r4
r
dr (4.2.5)
S2 =
∫ √
A cos2 kϕ sin2 kϕ− αk2 sin2 kϕ− βk2 cos2 kϕ
coskϕ sinkϕ
dϕ (4.2.6)
and hence
∂S
∂E
=
∂S1
∂E
− t = δ1 (4.2.7)
∂S
∂A
=
∂S1
∂A
+
∂S2
∂A
= δ2 (4.2.8)
where δ1 and δ2 are constants.
4.2.2. Integration of the radial part
From (4.2.5) and (4.2.7) we have
t+ δ1 =
1
2
∫
r dr√
−A+ Er2 −ω2r4
(4.2.9)
The roots of the denominator are
(r1,2)
2 =
1
2ω2
(E±
√
E2 − 4ω2A) (4.2.10)
Bounded motion r1 ≤ r ≤ r2 is obtained for
E2 − 4ω2A ≥ 0 and A ≥ 0 (4.2.11)
Performing the integration in (4.2.9) we obtain
r2 =
1
2ω2
(
E+
√
E2 − 4ω2A sin
[
4ω(t+ δ1)
])
(4.2.12)
Thus for ω > 0, r2 is indeed bounded and periodic with period T = pi
2ω
for all
values of α and β as long as (4.2.11) is satisfied.
Forω = 0 the integral (4.2.9) must be evaluated differently and we obtain
r2 =
A+ 4E2(t+ δ1)
2
E
(4.2.13)
We see that the trajectories for ω = 0 are not bounded, independently of the
values of alpha and beta.
The limiting caseA = 0 corresponds to the harmonic oscillator for which all
trajectories are bounded and periodic. In the other limiting case E2−4ω2A = 0
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the integral (4.2.9) is not defined. Directly from (4.2.3) we obtain
∂S1
∂r
= 0,
r =
1
ω
√
E
2
i.e. the trajectories are circles.
4.2.3. Integration of the angular part
From (4.2.5) and (4.2.6) we obtain
∂S1
∂A
= −
1
2
∫
dr
r
√
−A+ Er2 −ω2r4
(4.2.14)
∂S2
∂A
=
1
2
∫
sinkϕ coskϕ dϕ√
A cos2 kϕ sin2 kϕ− αk2 sin2 kϕ− βk2 cos2 kϕ
(4.2.15)
The integrals are readily evaluated to give
∂S1
∂A
= −
1
4
√
A
arcsin
[
−2A+ Er2
r2
√
E2 − 4ω2A
]
(4.2.16)
∂S2
∂A
= −
1
4k
√
A
arcsin
[
−2A sin2 kϕ+A− (α− β)k2√
(A− αk2 + βk2)2 − 4k2βA
]
(4.2.17)
In addition to (4.2.11) we require
(A− αk2 + βk2)2 − 4k2βA > 0 ¬†and β > 0 (4.2.18)
A more symmetric way of writing this condition is
[A− (α+ β)k2]2 − 4αβk2 ≥ 0 (4.2.19)
From the form of the Hamiltonian (4.1.3) we expect the trajectories to be res-
tricted to sectors
npi
2k
< ϕ <
(n+ 1)pi
2k
, n ∈ R (4.2.20)
The integral (4.2.15) was evaluated using the substitution z = sin2 kϕ. The
denominator in the integral vanishes for the values
z1,2 =
(A− αk2 + βk2)∓√(A− αk2 + βk2)2 − 4Aβk2
2A
(4.2.21)
Condition (4.2.18) is necessary to assure z1 < z < z2 which is equivalent to
(4.2.19). A final condition is 0 ≤ z1,2 ≤ 1which implies
A+ k2(β− α) ≥ 0 ¬†and α > 0 (4.2.22)
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4.3. THE BOUNDED TRAJECTORIES
4.3.1. Equation for trajectories for integer values of k
So far we have established that bounded trajectories for the Hamiltonian
(4.1.3) are obtained if the constants of the system satisfy
A > 0, α > 0, β > 0, ω > 0, A > k2|β− α|,
[A− (α+ β)k2]2 − 4αβk2 > 0, E2 − 4ω2A > 0
(4.3.1)
Now let us obtain an equation for the trajectories. From (4.2.8), (4.2.16) and
(4.2.17) we have
k arcsinR+ arcsinUk = −4k
√
Aδ2 (4.3.2)
where we have introduced
R =
−2A+ Er2
r2
√
E2 − 4ω2A
and Uk =
−2A sin2 kϕ+A− (α− β)k2√
[A− (α+ β)k2]2 − 4αβk2
(4.3.3)
for r2 and z = sin2 kϕ in the intervals
1
2ω2
(E−
√
E2 − 4ω2A) ≤ r2 ≤ 1
2ω2
(E+
√
E2 − 4ω2A) (4.3.4)
z1 ≤ z ≤ z2 (4.3.5)
where z1,2 are as in (4.2.21).
We have
−1 ≤ R ≤ 1, −1 ≤ Uk ≤ 1 (4.3.6)
Once R is known as a function of ϕwe obtain r(ϕ) as
r(ϕ) =
√
2A
E− R
√
E2 − 4ω2A
We rewrite (4.3.2) as
k arccosR = − arccosUk + C (4.3.7)
with
C =
(k+ 1)pi
2
+ 4k
√
Aδ2, 0 ≤ C ≤ 2pi (4.3.8)
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Equation (4.3.7) can be converted into an algebraic equation for R in term of
sin2 kϕ. We use the well-known formula [45] for the Chebyshev polynomials
Tk(x) = cos(k arccos x) =
(x+ i
√
1− x2)k + (x− i
√
1− x2)k
2
(4.3.9)
for k ≥ 1 and obtain
Tk(R) =
(R+ i
√
1− R2)k + (R− i
√
1− R2)k
2
= Uk cosC±
√
1−U2k sinC
(4.3.10)
We see that we can restrict the values of C to 0 ≤ C ≤ pi since the interval
pi ≤ C ≤ 2piwill give the same trajectories.
Let us write (4.3.10) as a polynomial equation with real coefficients for R
(and thus for r2). We do this separatly for even and odd values of k and obtain
k = 2m :
T2m =
m∑
l=0
(
2m
2l
) l∑
j=0
(−1)j
(
l
j
)
R2(m−j) = U2m cosC±
√
1−U22m sinC
k = 2m+ 1 :
T2m+1 =
m∑
l=0
(
2m+ 1
2l
) l∑
j=0
(−1)j
(
l
j
)
R2(m−j)+1 = U2m+1 cosC±
√
1−U22m+1 sinC
(4.3.11)
The crucial point is that (4.3.11) does not contain any multivalued func-
tions. It follows that R(ϕ) and ultimately r(ϕ) is a periodic function with the
same period τ as sin2 kϕ namely τ =
pi
k
and
r(ϕ) = r(ϕ+
pi
k
) (4.3.12)
Hence all bounded trajectories are closed and the motion is periodic.
We stress that τ =
pi
k
is the period of r as a function of ϕ. Both r and ϕ are
periodic in time t with the same period, namely T =
pi
2ω
(see (4.2.12)) and this
period does not depend on k and coincides with that of the harmonic oscillator.
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Alternative (and equivalent) equations for the trajectories can be obtained.
If we solve (4.3.10) for Uk we obtain
Uk(ϕ) = Tk(R) cosC±
√
1− Tk(R)2 sinC (4.3.13)
Since we have |Uk| ≤ 1we can define ηk by putting
cos(ηk ± C) = Uk (4.3.14)
and rewrite (4.3.10) as
Tk(R) = cosηk (4.3.15)
In section 4.5 we shall plot the bounded trajectories for low values of k. The
equation for the trajectories then simplify and we have
k = 1 : R = U1 cosC±
√
1−U21 sinC (4.3.16)
k = 2 : 2R2 − 1 = U2 cosC±
√
1−U22 sinC (4.3.17)
k = 3 : 4R3 − 3R = U3 cosC±
√
1−U23 sinC (4.3.18)
k = 4 : 8R4 − 8R2 + 1 = U4 cosC±
√
1−U24 sinC (4.3.19)
The trajectories are always closed curves within the sectors (4.2.20). They
can never actually reach the boundaries of the sectors, unless we have α = 0
or β = 0 (or both). The trajectories degenerate into line segments for U2k = 1
(see (4.3.10)). The length of the segment is determined by the limits (4.3.4) and
(4.3.5) which must be imposed.
4.3.2. Singular points on the trajectories for k integer
Let us consider a curve given in polar coordinates. Singular points on the
curve are those where the derivative
dr
dϕ
is not defined. They satisfy the over-
determined system of equations :
F(r,ϕ) = 0,
∂F
∂r
= 0,
∂F
∂ϕ
= 0 (4.3.20)
In our case the equation of the curve is
Fk(r,ϕ) = Tk(R) −Uk cosC∓
√
1−U2k = 0 (4.3.21)
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and the derivatives satisfy
∂F2m
∂r
=
∂T2m
∂R
dR
dr
= 2
m∑
l=0
(
2m
2l
) l∑
j=0
(−1)j
(
l
j
)
(m− j)R2(m−j)−1
dR
dr
∂F2m+1
∂r
=
∂T2m+1
∂R
dR
dr
=
m∑
l=0
(
2m+ 1
2l
) l∑
j=0
(−1)j
(
l
j
)[
2(m− j) + 1
]
R2(m−j)
dR
dr
(4.3.22)
∂Fk
∂ϕ
=
cosC
√
1−U2k ±Uk sinC√
1−U2k
dUk
dϕ
(4.3.23)
From equation (4.3.3) we see that
dR
dr
vanishes only for r → ∞ and dUk
dϕ
only for ϕ =
npi
2k
, n = 0,±1,±2, .... These values correspond to points that do
not lie on a trajectory.
The singular points satisfy Uk = ± cosC that is
sin2 kϕ =
A+ k2(β− α)±√(A+ k2(β− α))2 − 4Aβk2 cosC
2A
(4.3.24)
and one of equations (4.3.23) for k even or odd respectively.
From (4.3.23) we see that
∂Fk
∂r
is a polynomial of order k− 1 and will hence
have k − 1 zeros, all of them real. These zeros are actually singular points if
the corresponding values of r and ϕ lie on the trajectories (see (4.3.21)). This in
turn depends on the constantsA, C and E i.e. on the initial conditions (forω,α
and β given). The statement thus is : the number n0 of singular points on the
trajectories satisfies
0 ≤ n0 ≤ k− 1 (4.3.25)
For small values of k these formulas give :
for k = 1 :
∂F1
∂r
=
dR
dr
6= 0 r1 ≤ r ≤ r2
There are no singular points.
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For k = 2 :
∂F2
∂r
= 4R
dR
dr
= 0
The possible singular point corresponds to r =
√
2A
E
.
For k = 3 :
∂F3
∂r
= 3(4R2 − 1)
dR
dr
= 0
The two possible singular points are R = ±1
2
i.e.
r2 =
4A
2E±√E2 − 4ω2A
For k = 4 :
∂F3
∂r
= 16R(2R2 − 1)
dR
dr
= 0
The three possible singular points are R1 = 0 and R2,3 = ± 1√
2
i.e.
r =
√
2A
E
, r2 =
2
√
2A√
2E∓√E2 − 4ω2A
4.3.3. Equation for trajectories for rational values of k = m/n
In the last subsection, we obtained the equation for the trajectories for inte-
ger values of k. We have established that those trajectories for the Hamiltonian
(4.1.3) are bounded if the constants of the system satisfy condtions (4.3.1). Now
let us obtain the trajectories when k is rational.
Here we set k = m/n for m,n integers. The bounded trajectories in this
case are obtained under the same conditions on the constants of the system as
those specified in the preceding subsection (4.3.1).
Equation (4.3.7) becomes
m arccosR = n arccosUk + C˜ (4.3.26)
Using identity (4.3.9) we obtain
Tm(R) = Tn(Uk) cos C˜±
√
1− Tn(Uk)2 sin C˜ (4.3.27)
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Following the same arguments as in subsection 4.3.1, we see that R(ϕ) and
r(ϕ) are periodic functions of the angle ϕ of period τ =
pi
k
=
npi
m
. Again all
bounded trajectories are closed and the motion is periodic.
In Section 4.5 we will present the trajectories for the rational values k =
1/2, 1/3, 3/2.
4.3.4. Comments on the range of the parameters
The trajectories given by (4.3.10) or (4.3.11) (see also (4.3.16)-(4.3.19)) and
(4.3.27) depend on three quantities E,A andC. E andA are values of the energy
Hk (4.2.1) and the integral of motion Xk (4.2.4). The third integral Yk, respon-
sible for superintegrability has so far not figured explicitly and is related to the
constant C. The quantities A and E are restricted by relations (4.3.1) in order
for the trajectories to be bounded. We allow C to take values 0 ≤ C ≤ pi. The
trajectories could also be calculated differently, using all three integrals of mo-
tion and just one of the Newton equations of motion. This may impose further
conditions on the parameters involved. We discuss this in detail for k = 1 in
section 4.4.
4.4. THE SPECIAL CASE k = 1
The bounded trajectories for k = 1 are given by (4.3.16) with R(r) andU1(ϕ)
defined in (4.3.3). The case k = 1 differs from that of all other values of k by the
fact that the additional integral of motion Yk for k = 1 is second order in the
momenta and hence also leads to the separation of variables in the Hamilton-
Jacobi equation. Explicitly we have [37, 139]
Y1 = E1 = P
2
1 +ω
2x2 +
α
x2
(4.4.1)
so Y1 is the energy related to motion in the x direction (equally well we could
have put Y1 = E2 = E − E1 or Y1 = E1 − E2 where E2 is the energy related to
motion in y direction). The Hamilton-Jacobi equation in this case is multisepa-
rable. Namely it separates in polar coordinates (for any k) and cartesian ones
(for k = 1). For k = 1 it also separates in elliptic coordinates with an arbitrary
focal distance of 0 < f <∞.
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The equations of motion were solved in cartesian coordinates [37, 139] and
the solution corrresponding to bounded trajectories in the notations of the
present article are
x2 =
E1
2ω2
+
1
2ω2
√
E21 − 4αω
2 sin[4ω(t+ C1)] (4.4.2)
y2 =
E2
2ω2
+
1
2ω2
√
E22 − 4βω
2 sin[4ω(t+ C2)] (4.4.3)
Above we have E1 + E2 = E and C1, C2 are integration constants. From (4.4.2)
and (4.4.3) we see that the trajectories are bounded and closed. They lie inside
a rectangle
E1 −
√
E1 − 4αω2
2ω2
≤ x2 ≤ E1 +
√
E1 − 4αω2
2ω2
(4.4.4)
E2 −
√
E2 − 4βω2
2ω2
≤ y2 ≤ E2 +
√
E2 − 4βω2
2ω2
(4.4.5)
We see that
2ω
√
α ≤ E1 ≤ E− 2ω
√
β (4.4.6)
Eliminating t from (4.4.2) and (4.4.3) we obtain an equation for the trajecto-
ries, namely
y2 =
E2
2ω2
+
√
E22 − 4βω
2
2ω2
√
E21 − 4αω
2
[
cosS(−E1 + 2ω2x2)
± 2ω sinS
√
−α+ E1x2 −ω2x4
] (4.4.7)
for 0 ≤ S = C1 − C2 ≤ pi.
This equation is a fourth order polynomial equation involving the coordi-
nates x and y. Viewing x as a parameter for the curve we note that it must
satisfy (4.4.5). The curve (4.4.7) has four branches, each lying entirely within
one quadrant of the (x, y) plane. For α > 0 and β > 0 it can never reach the
coordinate axes (see (4.4.4) and (4.4.5)).
In the limiting cases when sinS = 0 the closed curve (4.4.7) collapses into a
segment of a quadric. For S = 0 this is a segment of a hyperbola and for S = pi
a segment of an ellipse (always inside the rectangle (4.4.4) and (4.4.5)).
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The trajectory (4.3.16) in polar coordinates can be made more explicit na-
mely
r2 =
2A
E−
√
E2 − 4ω2A
(
U cosC±√1−U2 sinC
) (4.4.8)
Again this is a fourth order polynomial curve (in r and sinϕ) that degene-
rates into a segment of a quadric for sinC = 0. Considering z = sin2ϕ as a
parameter of the curve we must restrict to the interval (4.3.4).
The trajectories given by (4.4.7) and (4.4.8) must coincide. This gives a rela-
tionship between cartesian constants {E1, E, S} and the polar constants {A,E,C}.
We calculate r(t) andϕ(t) from (4.4.2) and (4.4.3) and compare r(t) from (4.2.12)
and ϕ(t) from (4.3.16). For given total energy E (and α,β,ω) we obtain
A =
E1E2 + 2(α+ β)ω
2 −
√
(E21 − 4αω
2)(E22 − 4βω
2) cosS
2ω2
(4.4.9)
and
cosC =
A(2E1 − E) − E(α− β)√
(A2 + (α− β)2 − 2A(α+ β))(E2 − 4ω2A)
(4.4.10)
The condition | cosC| ≤ 1 is not necessarily automatically satisfied by the
right hand side of (4.4.10) and imposes further conditions. First of all, the deno-
minator in (4.4.10) must be the square root of a positive number which implies
A ≥ (√α+
√
β)2 (4.4.11)
Secondly, the equation cos2C = 1 is a quadratic polynomial in A and E1
ω2A2+A(E21−E1E−2(α+β)ω
2)+E2α+E1E(−α+β)+(α−β)
2ω2 = 0 (4.4.12)
An example of the corresponding curve in the (E1, A) plane is given on Fig.
4.1. We have choosen E = 20, ω = 2, α = 3 and β = 2. The curve cos2C = 1
lies inside the rectangle
(
√
α+
√
β)2 ≤ A ≤ E
4ω2
2ω
√
α ≤ E1 ≤ E− 2α
√
ω
We have 0 < cosC < 1 in region I, −1 < cosC < 0 in II, cosC < −1 III and
IV, cosC > 1 in V and VI.
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FIG. 4.1. Region of bounded trajectories in (E1, A) plane
The dashed curve represents cosC = 0. At the intersection points of this
curve and (4.4.12), we have cosC = 0
0
.
4.5. EXAMPLES OF TRAJECTORIES
In this section we present curves showing trajectories for specific choices
of parameters ω, α and β and the integrals of motion E, A and C. We choose
k = 1, 2, 3, 4, 1/2, 1/3, 3/2.
From all of the figures we see that the trajectories do indeed lie within the
sectors (4.2.20) and never reach the sector boundaries. From formulas in Sec-
tions 4.2 and 4.3 and from the figures we see that we can actually restrict to
one sector only e.g. the one with n = 0 in (4.2.20). The trajectories in all others
sectors are obtained by reflections in the sector boundaries.
The figures illustrate all features discussed in the previous sections. For k =
1, the trajectories have no singular points. The dependance on the constant C
is quite spectacular. For all values of C the trajectories are fourth order curves.
For C = pi
2
they resemble ellipses. For C = 0 or C = pi the trajectories flatten out
and finally degenerate into line segments (see Fig. 4.2-4.7). This happens for all
values of k. For k = 2, (4.3.17) has two real roots. For each of them we present
the trajectories in all 8 sectors for just one value of C (see Fig. 4.8 and 4.9). We
see that the chosen trajectories have one singular point. For k = 3, (4.3.18) has
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three roots but only one is real. A typical set of trajectories is on Fig. 4.10. For
k = 4, (4.3.19) has 4 real roots. We choose just one of them and present the
trajectories in the first quadrant of the (x, y) plane (see Fig. 4.11).
Trajectories for rational values of k, namely k = 1/2, 1/3, 3/2 are given on
Fig. 4.12, 4.13 and 4.14 respectively. They somewhat resemble Lissajous curves
for an anisotropic oscillator. The symmetry with respect to reflection in the
boundaries is obvious in Fig. 4.7-4.11.
4.5.1. k=1
We set E = 20, A = 12, ω = 2, α = 3 and β = 2. The trajectories are given
on Fig. 4.2 to 4.7.
FIG. 4.2. C = pi FIG. 4.3. C = 95pi100
FIG. 4.4. C = pi
2
FIG. 4.5. C = pi
20
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FIG. 4.6. C = 0
FIG. 4.7. Trajectories in the
four sectors of the (x, y)
plane for C = pi
2
.
4.5.2. k=2
We set E = 50, A = 60,ω = 2, α = 3 and β = 2. The trajectories in the eight
sectors for C = pi
2
are shown on Fig. 4.8 and 4.9.
FIG. 4.8. Trajectories for
the first root
FIG. 4.9. Trajectories for
the second root
4.5.3. k = 3 and 4
For k = 3 we set E = 50, A = 100, ω = 2, α = 3 and β = 2 and for k = 4,
E = 16, A = 15, ω = 2, α = 1
4
and β = 1
8
. The trajectories are shown on Fig.
4.10 and 4.11.
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FIG. 4.10. Trajectories for
the real root for k = 3
FIG. 4.11. Trajectories for
the first real root in the first
quadrant for k = 4
4.5.4. k = 1/2 and 1/3
In (4.3.28), we set E = 20, A = 24,ω = 2, α = 3 and β = 2. So for C = pi
2
, the
trajectories are given on Fig. 4.12 and 4.13. There are no singular points.
FIG. 4.12. Trajectories for
k =
1
2 FIG. 4.13. Trajectories for
k =
1
3
4.5.5. k =
3
2
From (4.3.28), we set E = 15, A = 10, ω = 2, α = 1
4
and β = 1
8
. We
obtain three roots for r2. Two of them are complex conjugate to each other.
The trajectories are corresponding to the real root are for C = pi
2
are shown on
Fig. 4.14. We observe two singular points.
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FIG. 4.14. Trajectories for k =
3
2
4.6. CONCLUSION
The present article, together with our previous one [127], provides a very
strong indication that the Hamiltonian (4.1.3) is superintegrable for all integer
values of k in classical and in quantum mechanics. In classical mechanics, the
results of section 4.3.3 show that this is also true for rational values of k. In-
deed we have shown in [127] that the system (4.1.1) is exactly solvable for all
values of k thus supporting a previous conjecture [126] that all superintegrable
systems are exactly solvable. A spectacular result is that the period T = pi
2ω
is
not only independent of k but is the same as for the pure harmonic oscillator.
We mention that the Hamiltonian (4.1.3) can be interpreted as representing
a three body system on a line, once the motion of the center-of-mass is factored
out. The same classical system was studied in [15] for ω = 0 and α = 0. In
this case the trajectories are never bounded (see (4.3.1)) and the motion cannot
be periodic. A third integral of motion can still exist and the authors suggest a
possible form of the additional integral [15].
A rigorous proof of superintegrability requires the explicit construction of
the third integral of motion for all integer and rational values of k and possibly
even for any k > 0, k ∈ R. This is left for a future study.
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Chapitre 5
RE´SULTATS RE´CENTS ET PERPECTIVES
FUTURES
5.1. PREUVE DE LA CONJECTURE
La publication des articles pre´sente´s dans les chapitres 3 et 4 a suscite´ beau-
coup d’attention. La pre´sentation de la conjecture de superinte´grabilite´ pro-
pose un proble`me qui demeure sans re´ponse. Dans l’article du chapitre 3,
nous mentionnons que la me´thode employe´e pour produire les inte´grales dans
les cas k = 1, 2, 3, 4 devient inutilisable pour les cas k ≥ 5 e´tant donne´ la
lourdeur des calculs (voir Annexe A et Annexe B). A` l’exception de la forme
des termes d’ordre supe´rieur (ordre 2k) dans les inte´grales du mouvement,
les termes d’ordre infe´rieur ne pre´sentent aucune pre´sence de re´currences ou
de re´pe´titions nous permettant de ge´ne´raliser a` une inte´grale du mouvement
pour le cas ge´ne´ral de la famille de syste`me lorsque k est arbitraire. Ainsi,
de nouvelles me´thodes plus syste´matiques doivent eˆtre de´veloppe´es afin de
de´montrer la conjecture [127].
D’abord, la conjecture a e´te´ de´montre´e pour des valeurs de k impaires [112].
L’approche utilise´e dans ce travail est base´e sur une ge´ne´ralisation du for-
malisme d’ope´rateurs d’e´change ou ope´rateurs de Dunkl en coordonne´es po-
laires. Ce formalisme ayant e´te´ adapte´ au potentiel de Calogero (cas ou` k = 3
dans les coordonne´es du centre de masse) [111] propose une repre´sentation du
syste`me selon une re´alisation des e´le´ments du groupe dihe´dral D2k en terme
d’ope´rateurs agissant sur le plan selon les coordonne´es polaires. Les calculs se
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re´sument aux cas impairs et laissent la preuve de la conjecture toujours ou-
verte pour les cas pairs. Par la suite, le meˆme auteur a pre´sente´ une extension
supersyme´trique de la famille de syste`mes qui ge´ne´ralise une fois de plus les
re´sultats connus pour le mode`le de Calogero [113]. Ces nouveaux re´sultats
ne peuvent qu’apporter encore plus d’inte´reˆts mathe´matiques et physiques a`
notre famille de syste`mes.
Par la suite, des travaux ont de´taille´ une preuve comple`te de la conjecture
en me´canique classique [78] et en me´canique quantique [79]. En me´canique
classique le preuve se construit selon le fait que la se´paration de variables dans
l’Hamiltonien nous permet de ge´ne´rer une base canonique de constantes du
mouvement incluant l’Hamiltonien qui respecte une forme pre´cise d’alge`bre
[68]. En me´canique quantique, les auteurs contruisent une forme canonique
d’inte´grale du mouvement qui commute avec le hamiltonien
Y2k(Hk, Xk, r, ϕ) =
∑
i,j
(
Ai,j(r,ϕ)∂r,ϕ+B
i,j(r,ϕ)∂r+C
i,j(r,ϕ))∂ϕ+D
i,j(r,ϕ
)
)HikX
j
k
ou` Hk et Xk sont de´finis selon (3.1.1) et (3.3.1). Miraculeusement les auteurs
ont pu montrer la conjecture ∀k ∈ Q. Dans [79], les auteurs mentionnent que
l’inte´grale classique s’obtient de fac¸on semblable selon l’expression pre´ce´dente
et le crochet de Poisson.
5.2. NOUVELLE FAMILLE DE SYSTE`MES SUPERINTE´GRABLES
La famille de syste`mes superinte´grables propose´e dans les chapitres 3 et 4
contient le potentiel de Smorodinsky-Winternitz (k = 1 dans (3.1.1)) :
V(x, y) = ω2(x2 + y2) +
α
x2
+
β
y2
Comme on l’a vu dans l’introduction du pre´sent travail, ce potentiel ap-
partient a` une classe de potentiels multi-se´parables dans un espace euclidien a`
deux dimensions (voir section 1.2). Or, il a e´te´ montre´ dans [126] que les quatre
potentiels de la section 1.2 sont alge´briquement relie´s selon l’alge`bre cache´e
pre´sente´e dans le chapitre trois. En fait, chacun de ces syste`mes sont relie´s l’un
a` l’autre selon diffe´rents syste`mes de coordonne´es [126]. Inde´pendamment de
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ce travail, dans [109] on conside`re la famille de syste`mes inte´grables et exacte-
ment re´solubles
H = −∂2r −
1
r
∂r −
1
r2
∂2ϕ −
Q
r
+
αk2
4r2 cos2 k
2
ϕ
+
βk2
4r2 sin2 k
2
ϕ
, (5.2.1)
Les familles (3.1.1) et (5.2.1) sont vues comme des de´formations du poten-
tiel harmonique et de Coulomb. Remarquons que (5.2.1), tout comme (3.1.1),
contient un potentiel de la famille de la section 1.2 en k=1 tel que
V(r,ϕ) = −
Q
r
+
α
4r2 cos2 1
2
ϕ
+
β
4r2 sin2 1
2
ϕ
= −
Q
r
+
α+β
2
+ (β−α)
2
cosϕ
r2 sin2ϕ
Le re´sultat remarquable de [109] est que l’on de´montre que les familles
(3.1.1) et (5.2.1) sont relie´es entre elles. En fait (3.1.1) se transforme en (5.2.1)
(et vice versa) selon une tranforme´e de Sta¨ckel [6, 51]. De cette fac¸on, la super-
inte´grabilite´ de (5.2.1) est directement ve´rifie´e. Dans ce cas, il serait inte´ressant
de ve´rifier si les deux derniers potentiels multi-se´prables de la section 1.2 ap-
partiennent a` des familles de syste`mes superinte´grables du meˆme genre et
dans le cas ou` la ge´ne´ralisation est possible de ve´rifier si ces familles sont
relie´es a` (3.1.1) et (5.2.1) comme dans [109, 126].
5.3. PERSPECTIVES FUTURES
Dans ce qui suit, nous proposons quelques avenues possibles pour des tra-
vaux futurs qui permettraient de mettre en e´vidence des re´sultats importants
dans le contexte de la superinte´grabilite´ dans un espace euclidien.
5.3.1. Classification des syste`mes superinte´grables et se´parables dans le
plan avec une inte´grale d’ordre trois
Dans l’article pre´sente´ dans le chapitre deux, nous poursuivons la clas-
sification des syste`mes superinte´grables et se´parables dans le plan avec une
inte´grale d’ordre trois. Le travail accompli nous a permis de produire une liste
comple`te de tous les syste`mes qui sont se´parables dans les coordonne´es po-
laires donnant suite a` la classification produite en coordonne´es carte´siennes[48].
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L’e´tape suivante serait de s’inte´resser aux syste`mes qui posse`dent des inte´grales
du mouvement d’ordre trois qui sont se´parables en coordonne´es paraboliques
et elliptiques. En comparant avec les re´sultats obtenus dans [48, 130], de telles
classifications nous permettraient possiblement de ge´ne´rer de nouveaux po-
tentiels superinte´grables s’exprimant selon des fonctions transcendantes telles
les transcendantes de Painleve´ et la fonction elliptique de Weierstrass. Une
classification a e´te´ amorce´e re´cemment en coordonne´es paraboliques.
Afin de caracte´riser comple`tement les syste`mes superinte´grables se´parables
en coordonne´es polaires avec une inte´grale du mouvement d’ordre trois, on se
doit de calculer les trajectoires classiques des nouveaux syste`mes classiques et
d’obtenir le spectre d’e´nergie et les fonctions d’ondes des nouveaux syste`mes
quantiques. Ceci peut s’accomplir en appliquant le formalisme pre´sente´ dans
[89]-[93]. En ce qui concerne le potentiel s’exprimant en terme de la sixie`me
transcendante de Painleve´, les calculs devront se faire selon les diffe´rentes
formes rationnelles admissibles par P6 [50] afin de bien expliciter le caracte`re
de ce potentiel dans le but d’obtenir des re´sultats ge´ne´raux.
5.3.2. Nouveaux syste`mes superinte´grables et se´parables avec inte´grales
d’ordre trois en 3 dimensions
Dans [87], on a montre´ qu’un syste`me hamiltonien qui posse`de une inte´grale
du mouvement polynomiale d’ordre 2 dans un espace euclidien a` 3 dimensions
est se´parable dans 11 syste`mes de coordonne´es. Dans ce sens, de re´cents tra-
vaux ont e´te´ mis de l’avant afin de mettre en relation les re´sultats obtenus dans
[48] et [130].
Or, les coordonne´es polaires peuvent eˆtre obtenues selon une projection des
coordonne´es cylindriques en 3 dimensions dans le plan. Donc, en conside´rant
un hamiltonien quantique se´parable en coordonne´es cylindriques de la forme
H = −∂2r −
1
r
∂r −
1
r2
∂2ϕ + f(r) +
1
r2
g(ϕ) + h(z)
ou` (r,ϕ) sont les coordonne´es polaires standards et z la troisie`me composante
spatiale, il serait probablement possible de construire un syste`me ou` f(r) = 0,
g(ϕ) prend la forme de (2.4.44) et h(z) prend la forme de la partie non-triviale
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d’un des potentiels (Q1) a` (Q11) pre´sente´s dans la section 1.3.2 et obtenus dans
[48]. L’Hamiltonien posse`de ne´cessairement deux inte´grales du mouvement
d’ordre deux
X1 = L
2
3 − 2g(ϕ)
X2 = p
2
3 − 2h(z)
Il ne resterait plus qu’a` obtenir les inte´grales d’ordre trois∑
i+j+k=3
{aijk(x, y, z), p
j
xp
j
yp
k
z }+ {b(x, y, z), px}+ {c(x, y, z), py}+ {d(x, y, z), pz}
associe´es a` g(ϕ) et h(z). Une inte´grale d’ordre trois serait de la forme (2.5.2)
pour T˙ = V dans (2.4.44) et l’autre serait a` de´terminer mais possiblement d’une
forme semblable aux formes obtenues dans [48].
Il serait aussi inte´ressant de ve´rifier si d’autres cas sont possibles, autres que
(Q1) a` (Q11). De plus une e´tude semblable serait envisageable en coordonne´es
sphe´riques pour un Hamiltonien de la forme
H = −
1
r2
∂r(r
2∂r) +
1
r2 sinϕ
∂ϕ(sinϕ∂ϕ) +
1
r2 sin2ϕ
∂2θ + f(r) +
g(ϕ)
r2
+
h(θ)
r2 sin2ϕ
ou` (r,ϕ, θ) sont les coordonne´es sphe´riques.
Ces travaux nous permettraient d’obtenir de nouveaux syste`mes super-
inte´grables plus ge´ne´raux.
5.3.3. Obtention de nouvelles familles infinies de syste`mes superinte´grables
dans le plan
5.3.3.1. Familles rationnelles de potentiels
Comme nous l’avons mentionne´ dans la section 5.2, il serait inte´ressant de
ve´rifier si les deux potentiels multi-se´parables restant de la section 1.2 appar-
tiennent a` des familles plus ge´ne´rales de syste`mes superinte´grables dans le
plan. Si tel est le cas, l’application du formalisme de Stacke¨l nous informerait
de l’e´quivalence entre les syste`mes et nous permettrait de confirmer la super-
inte´grabilite´ de nouvelles classes de syste`mes se´parables dans le plan eucli-
dien.
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A` l’oppose´, l’application d’une tranforme´e de Stacke¨l pre´cise sur (3.1.1)
et/ou (5.2.1) pourrait sans doute nous permettre d’obtenir de nouvelles fa-
milles de syste`mes superinte´grables dans le plan. Suivant les de´marches de
[126], il serait inte´ressant de caracte´riser ces syste`mes selon l’alge`bre cache´e
pre´sente´e dans [134] et le chapitre trois de cette the`se. Cette repre´sentation de
ces syste`mes nous permet d’e´laborer un langage dans lequel les syste`mes su-
perinte´grables sont intimement relie´s.
Le mode`le rationnel de Calogero appartient a` la famille (3.1.1) lorsqu’on se
positionne dans les coordonne´es du centre de masse pour k = 3 et α = 0 (3
particules sur une droite). Il a e´te´ de´montre´ que la version hyperbolique du
mode`le de Calogero
H(q1, ..., qn, p1, ..., pn) =
1
2
N∑
n=1
p2n + a
2g2
N∑
m,n=1,m6=n
1
sinh2 a(qn − qm)
(5.3.1)
pour a ∈ R, a > 0 est maximalement superinte´grable [44]. La ge´ne´ralisation
de ce syste`me a` une famille de syste`mes plus ge´ne´raux devrait eˆtre mise en
oeuvre.
5.3.3.2. Familles non-rationnelles de potentiels
Dans l’article pre´sente´ dans le chapitre trois de cette the`se, nous mention-
nons que la famille de syste`mes que nous proposons contient tous les poten-
tiels superinte´grables se´parables en coordonne´es polaires publie´s a` ce jour. Or,
comme l’article pre´sente´ dans le chapitre deux n’e´tait pas encore publie´, cette
affirmation s’est ave´re´e vraie jusqu’a` la publication de [130]. Ainsi, mainte-
nant, nous savons qu’il existe d’autres syste`mes quantiques se´parables en coor-
donne´es polaires qui n’appartiennent pas a` cette famille comme les potentiels
s’exprimant en terme de la sixie`me transcendante de Painleve´ et de la fonction
elliptique de Weierstrass.
Tous les potentiels s’exprimant en terme des transcendants de Painleve´ et
de la fonction elliptique de Weierstrass re´fle`tent un contenu riche en me´canique
quantique. Il serait tre`s inte´ressant de comprendre et de justifier leur prove-
nance et de pouvoir les associer a` un ensemble de potentiels superinte´grables
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e´tant solution d’e´quations diffe´rentielles qui posse`dent la proprie´te´ de Pain-
leve´. Naturellement, cet ensemble de potentiels serait purement quantique. Il
serait remarquable de pouvoir ge´ne´rer des familles de syste`mes encore plus
ge´ne´rales que (3.1.1) et (5.2.1) qui inclut les potentiels obtenus dans [48, 130]
de fac¸on a` pouvoir peut-eˆtre les relier entre elles comme (3.1.1) et (5.2.1).
Des avenues possibles pour ces proble`mes re´sident peut-eˆtre a` l’inte´rieur
de la structure alge´brique de l’alge`bre des inte´grales du mouvement [13, 14,
29, 84], [94]-[97] ou de l’application de la me´thode de re´duction hamiltonienne
[120, 121] ou dans la me´thode de factorisation de syste`mes se´parables [57, 92,
93, 94, 98, 100, 103].
5.3.4. Me´thode de factorisation en coordonne´es polaires
La me´thode de factorisation d’un Hamiltonien est bien connue dans le
contexte de la supersyme´trie. Re´cemment, on a applique´ ce formalisme dans
le contexte de la superinte´grabilite´ afin de mettre en e´vidence d’inte´ressantes
relations entre des syste`mes qui admettent une re´alisation supersyme´trique
et des syste`mes superinte´grables [92]-[97]. Utilisant la se´parabilite´ de l’Ha-
miltonien quantique en coordonne´es carte´siennes, il est possible de construire
une factorisation de l’ope´rateur diffe´rentiel pour en ge´ne´rer des ope´rateurs de
cre´ation et annihilation. Selon la de´finition de ces ope´rateurs, la construction
des inte´grales du mouvement est directe. Or, a` la suite des articles [127, 129],
nous nous sommes applique´s a` tenter de reproduire ce formalisme sur la fa-
mille de syste`mes superinte´grables se´parables en coordonne´es polaires. Mal-
heureusement, le formalisme ne s’adapte pas aussi bien dans le contexte des
coordonne´es polaires pour des raisons qui nous e´chappent. Nous avons trouve´
tre`s peu de re´fe´rences sur le sujet en coordonne´es polaires. Par contre, selon
[98, 103] nous tentons de produire une preuve simple reposant sur la de´finition
des ope´rateurs de cre´ation et annihilation que l’on peut obtenir de la factorisa-
tion de notre famille d’Hamiltoniens qui s’accomplit selon les re´sultats que l’on
trouve dans [59, 98]. Le travail est amorce´ et nous espe´rons pouvoir de´montrer
la superinte´grabilite´ de (3.1.1) de fac¸on simple tout en mettant en relation une
92
fois de plus les contextes des syste`mes superinte´grables se´parables et la super-
syme´trie, sachant que (3.1.1) admet une formulation supersyme´trique [113].
CONCLUSION
Cette the`se est constitue´e principalement de trois articles publie´s dans la
revue Journal of Physics A : Mathematical and Theoretical. Ceux-ci proposent de
nouveaux re´sultats dans le domaine de la superinte´grabilite´ dans un espace
euclidien a` deux dimensions.
Dans [127], la de´finition de la famille infinie de syste`mes superinte´grables
se´parables en coordonne´es polaires a mis en e´vidence une fois de plus l’intime
relation qui existe entre les concepts de re´solubilite´ et de superinte´grabilite´ en
me´canique quantique. La conjecture propose´e dans [127] a suscite´ e´norme´ment
d’inte´reˆts. Plusieurs travaux ont suivi la publication de [127, 129] et ont pro-
pose´ des re´sultats qui mettent en e´vidence la richesse et les proprie´te´s re-
marquables des syste`mes superinte´grables. Les re´sultats proposent de nou-
velles indications sur la structure alge´brique des syste`mes superinte´grables
et indiquent de multiples voies et des directions de recherche qui peuvent
permettre de mieux caracte´riser la the´orie des syste`mes superinte´grables en
me´canique classique et quantique.
La continuite´ de ce travail en me´canique classique [129], nous a permis
d’e´tablir une forte indication de la ve´racite´ de la conjecture propose´e dans
[127] par l’obtention des trajectoires classiques de la famille d’Hamiltoniens as-
socie´s. Toutes les trajectoires borne´es sont pe´riodiques dans l’espace de phase.
En fait, il a e´te´ de´montre´ que tout syste`me superinte´grable classique posse`de
des trajectoires borne´es qui sont pe´riodiques. Nos re´sultats ont de´montre´ la
re´ciproque de ce re´sultat ce qui a apporte´ beaucoup de cre´dibilite´ a` la conjec-
ture de superinte´grabilite´. Selon nos travaux, la preuve de superinte´grabilite´
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de (3.1.1) a e´te´ propose´e peu de temps apre`s la publication de [127, 129] et plu-
sieurs autres re´sultats concomitants ont e´te´ obtenus de´montrant la richesse du
proble`me que nous avions propose´.
De plus, dans [130], nous proposons de nouveaux re´sultats de potentiels
superinte´grables se´parables en coordonne´es polaires qui n’appartiennent pas
a` (3.1.1). Une fois de plus, les potentiels quantiques s’ave`rent d’une richesse
surprenante par leur expression en terme de fonctions transcendantes non-
triviales ce qui permet de mettre encore plus en e´vidence les diffe´rences ma-
jeures qui existent entre les contextes classique et quantique.
Tre`s peu de travaux existent sur la superinte´grabilite´ avec des inte´grales
du mouvement d’ordre supe´rieur ou e´gal a` 3. Par nos travaux, nous propo-
sons de nombreuses raisons qui poussent a` e´claircir encore plus les re´sultats
obtenus dernie`rement. Malgre´ les multiples de´veloppements et re´sultats des
dix dernie`res anne´es dans le domaine de la superinte´grabilite´, de nombreuses
questions demeurent sans re´ponse. La relation entre les syste`mes exactement
re´solubles et les syste`mes superinte´grables, la provenance des syste`mes super-
inte´grables et les relations qui semblent subsister entre eux, l’utilite´ du forma-
lisme supersyme´trique et la caracte´risation des syste`mes susperinte´grables en
terme d’alge`bres polynomiales, la de´finition de familles de syste`mes super-
inte´grables demeurent tous des sujets qui doivent eˆtre encore plus e´tudie´s et
analyse´s afin de mettre en e´vidence l’implication de l’existence de syme´tries
dans la de´finition d’un syste`me physique.
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Annexe A
INTE´GRALE DU MOUVEMENT LORSQUE K = 3
Dans cet annexe, nous pre´sentons l’inte´grale du mouvement pour l’Hamil-
tonien (3.1.1) lorsque k = 3. Ensuite, nous pre´sentons la forme Lie-alge´brique
de cette inte´grale.
L’inte´grale d’ordre six est est
Y6 = (∂2x −ω2x2)3 − 6(∂2x −ω2x2)2(∂2y −ω2y2) + 9(∂2x −ω2x2)(∂2y −ω2y2)2
+
{
∂4x,−
9(−3x4 + 6y2x2 + y4)β
y2(y2 − 3x2)2
−
27(x2 + y2)2α
2x2(x2 − 3y2)2
}
+
{
∂3x∂y −
72xyβ
(y2 − 3x2)2
−
216xyα
(x2 − 3y2)2
}
+
{
∂2x∂
2
y,
27(−3x4 + 6x2y2 + y4)β
(y3 − 3x2y)2
−
54(x4 + 4x2y2 − y4)α
(x3 − 3xy2)2
+ 6y2ω2
}
+
{
∂x∂
3
y,
216xyβ
(y2 − 3x2)2
+
72xyα
(x2 − 3y2)2
− 12xyω2
}
+
{
∂4y,−
9α
2x2
+ 6x2ω2
}
+
{
∂2x,
18(3x8 + 44y2x6 + 42y4x4 − 36y6x2 + 27y8)α
x4(x2 − 3y2)4
+
81(3x4 − 6y2x2 − y4)2β2
2y4(3x2 − y2)4
+
81(3x8 − 52y2x6 + 18y4x4 + 12y6x2 + 3y8)α2
2x4(x2 − 3y2)4
+
2(2x6 + 15y2x4 + 18y4x2 − 27y6)αω2
x2(x2 − 3y2)2
−
54x2(x− y)(x+ y)(x2 − 7y2)βω2
y2(3x2 − y2)2
+
162(x− y)(x+ y)(3x6 − 19y2x4 − 7y4x2 − y6)αβ
x2y2(x2 − 3y2)2(3x2 − y2)2
− 6y4ω4
}
+
{
∂x∂y,−
1152xy(x2 + 3y2)α
(x2 − 3y2)4
−
648x(3x4 − 6y2x2 − y4)β2
y(y2 − 3x2)4
−
648y(x4 + 6y2x2 − 3y4)α2
x(x2 − 3y2)4
−
648(x− y)(x+ y)(x4 + 10y2x2 + y4)αβ
xy(3x4 − 10y2x2 + 3y4)2
A-ii
+
108x(x− y)(x+ y)(x2 + y2)βω2
y(y2 − 3x2)2
+
216xy(x2 + y2)αω2
(x2 − 3y2)2
+ 12xy3ω4
}
+
{
∂2y,
81(x8 − 6y4x4 + 24y6x2 − 3y8)α2
x4(x2 − 3y2)4
+
144(x4 + 18y2x2 + 9y4)α
(x2 − 3y2)4
+
2592x2y2β2
(3x2 − y2)4
−
(23x6 + 159y2x4 + 45y4x2 − 27y6)αω2
x2(x2 − 3y2)2
+
81(x8 − 6y4x4 + 56y6x2 − 3y8)αβ
x2y2(x2 − 3y2)2(3x2 − y2)2
−
27(x6 − 11y2x4 + 19y4x2 − y6)βω2
y2(3x2 − y2)2
+ 2ω2 − 6x2y2ω4
}
−
180(43x12 + 1914y2x10 + 5805y4x8 + 972y6x6 + 405y8x4 − 486y10x2 + 243y12)α
x6(x2 − 3y2)6
+
1296β2
(y3 − 3x2y)2
+
1296(x6 + 21y2x4 − 9y4x2 + 3y6)αβ
x2y2(x2 − 3y2)2(3x2 − y2)2
−
729α3(x2 + y2)6
x6(x2 − 3y2)6
−
324(5x12 + 30y2x10 + 399y4x8 − 332y6x6 + 291y8x4 − 18y10x2 + 9y12)α2
x6(x2 − 3y2)6
−
1458α2β(x2 + y2)6
x4y2(x2 − 3y2)4(3x2 − y2)2
−
729αβ2(x2 + y2)6
x2y4(x2 − 3y2)2(3x2 − y2)4
+
72(x2 + y2)2αω2
(x3 − 3xy2)2
+
243(x2 + y2)2(x6 − 24y2x4 + 21y4x2 − 2y6)β2ω2
9x4(x2 − 3y2)4
+
414(x2 + y2)2αβω2
y2(3x2 − y2)2
+
9(x2 + y2)2(19x6 + 372y2x4 − 153y4x2 + 54y6)α2ω2
x4(x2 − 3y2)4
+
180(x2 + y2)2βω2
y2(3x2 − y2)2
+
54(x− y)(x+ y)(x2 + y2)(x2 − 4yx+ y2)(x2 + 4yx+ y2)βω4
y2(3x2 − y2)2
+
(x2 + y2)(19x6 + 129y2x4 + 9y4x2 + 27y6)αω4
x2(x2 − 3y2)2
− 4y2ω4
La forme Lie-algebrique y6 = Ψ−10 (Y6 − C6)Ψ0 apre`s le changement de va-
riables t = r2 and u = r6 sin2 3ϕ est
y6 = 64(t
3 − u)∂6t − 3456(t
3 − u)tu∂4t∂
2
u − 6912(t
3 − u)u2∂3t∂
3
u + 46656(t
3 − u)t2u2∂2t∂
4
u
+ 186624(t3 − u)tu3∂t∂
5
u + 186624(t
3 − u)u4∂6u
+ 96[−2ωt3 + (6a+ 3)t2 + 2uω]∂5t + 1728[(−2b− 1)t
3 + 2(a+ b+ 1)u] t ∂4t∂u
− 1728[−4ωt4 + (12a+ 6b+ 19)t3 + 4uωt− 2(3a+ 3b+ 8)u]u∂3t∂
2
u − 5184
[
− 9(2b+ 3)t5
− 2uωt3 + 3(8a+ 6b+ 13)ut2 + 2u2ω
]
u∂2t∂
3
u + 23328[−2ωt
4 + (6a+ 20b+ 57)t3
+ 2uωt− 4(5a+ 5b+ 16)u] tu2 ∂t∂
4
u + 46656[−2ωt
4 + (6a+ 12b+ 47)t3 + 2uωt
A-iii
− 2(6a+ 6b+ 25)u]u3 ∂5u + 48
[
4ω2t3 − 15(2aω+ω)t2 + 6(2a+ 1)(3a+ 3b+ 2)t
− 4uω2
]
∂4t + 864
[
4(2bω+ω)t4 + (−2b− 1)(12a+ 2b+ 13)t3 − 8(a+ b+ 1)uωt
+ 2(4a2 + (6b+ 9)a+ 2b2 + 11b+ 7)u
]
∂3t∂u − 432
[
− 27(4b2 + 8b+ 3)t5
+ 8uω2t4 − 6(12a+ 6b+ 19)uωt3 + 9(16a2 + 16(3b+ 5)a+ 12b2 + 48b+ 45)ut2
− 8u2ω2t+ 12(3a+ 3b+ 8)u2ω
]
∂2t∂
2
u − 7776
[
6(2b+ 3)ωt4 − 3(2b+ 3)(6a
+ 8b+ 27)t3 − 2(8a+ 6b+ 13)uωt+ 2(24a2 + 2(30b+ 71)a+ 24b2 + 138b
+ 173)u
]
tu∂t∂
3
u + 3888
[
4ω2t5 − 3(6a+ 20b+ 57)ωt4 + 6(4a2 + (30b+ 83)a
+ 26b2 + 179b+ 288)t3 − 4uω2t2 + 12(5a+ 5b+ 16)uωt− 12(13a2 + (30b+ 97)a
+ 13b2 + 97b+ 169)u
]
u2∂4u +
[
− 64t3ω3 + 32t(−108ωa2 − 108bωa− 126ωa
− 54bω− 36ω) + 32t2(36aω2 + 18ω2) + 32(54a3 + 108ba2 + 81a2 + 54b2a
+ 108ba+ 39a+ 2uω3 + 27b2 + 27b+ 6
]
∂3t +
[
− 1728(2b+ 1)ω2t4
+ 1296(2b+ 1)(12a+ 2b+ 13)ωt3 − 7776(2a+ 1)(2b+ 1)(2a+ 2b+ 3)t2
+ 3456(a+ b+ 1)uω2t− 2592(4a2 + (6b+ 9)a+ 2b2 + 11b+ 7)uω
]
∂2t∂u
+
[
− 11664(4b2 + 8b+ 3)ωt5 + 5832(6a+ 4b+ 17)(4b2 + 8b+ 3)t4
ou`
C6 = 4ω
3(15a3 + (123b+ 8)a2 +
(
27b2 + 174b+ 13
)
a− 81b3
+ 108b2 + 57b+ 4)
est la plus petite valeur propre de Y6.

Annexe B
INTE´GRALE DU MOUVEMENT LORSQUE K = 4
Dans cet annexe, nous pre´sentons l’inte´grale du mouvement pour l’Hamil-
tonien (3.1.1) lorsque k = 4. Ensuite, nous pre´sentons la forme Lie-alge´brique
de cette inte´grale.
L’inte´grale d’ordre huit est
Y8 =
(
(∂2x −ω
2x2)2 − 6(∂2x −ω
2x2)(∂2y −ω
2y2) + (∂2y −ω
2y2)2
)2
+
{
∂6x,−
32(x2 + y2)3α
(x4 − 6x2y2 + y4)2
+
2(3x6 − 11y2x4 + y4x2 − y6)β
x2y2(x2 − y2)2
}
+
{
∂5x∂y,−
64xyβ
(x2 − y2)2
−
256xy(5x4 − 2x2y2 + y4)α
(x4 − 6x2y2 + y4)2
}
+
{
∂4x∂
2
y,
−
32(11x6 + 81x4y2 − 63x2y4 − 5y6)
(x4 − 6x2y2 + y4)2
−
2(19x6 − 67y2x4 + 17y4x2 − 9y6)β
x2y2(x2 − y2)2
+ 32ω2y2
}
+
{
∂3x∂
3
y,
512xy(3x4 − 2x2y2 + 3y4)α
(x4 − 6x2y2 + y4)2
+
384xyβ
(x2 − y2)2
− 64ω2xy
}
+
{
∂2x∂
4
y,
32(5x6 + 63x4y2 − 81x2y4 − 11y6)α
(x4 − 6x2y2 + y4)2
+ 32ω2x2
+
2(9x6 − 17y2x4 + 67y4x2 − 19y6)β
x2y2(x2 − y2)2
}
+
{
∂x∂
5
y,−
256xy(x4 − 2x2y2 + 5y4)α
(x4 − 6x2y2 + y4)2
−
64xyβ
(x2 − y2)2
}
+
{
∂6y,−
2(x6 − y2x4 + 11y4x2 − 3y6)β
x2y2(x2 − y2)2
−
32(x2 + y2)3α
(x4 − 6x2y2 + y4)2
}
+
{
∂4x,
384(x2 + y2)2(3x8 + 92y2x6 − 142y4x4 + 92y6x2 + 3y8)α
(x4 − 6y2x2 + y4)4
−
24(3x8 + 28y2x6 − 2y4x4 + 4y6x2 − y8)β
(x3 − xy2)4
B-ii
+
256(x8 − 10y2x6 + 37y4x4 − 16y6x2)αω2
(x4 − 6y2x2 + y4)2
+
256(3x12 − 182y2x10 + 205y4x8 − 52y6x6 + 77y8x4 + 10y10x2 + 3y12)α2
(x4 − 6y2x2 + y4)4
+
32(11x12 − 158y2x10 + 221y4x8 − 68y6x6 + 53y8x4 + 2y10x2 + 3y12)αβ
x2y2(x6 − 7y2x4 + 7y4x2 − y6)2
+
(19x12 − 134y2x10 + 237y4x8 − 84y6x6 + 29y8x4 − 6y10x2 + 3y12)β2
x4y4(x2 − y2)4
−
2(9x8 − 50y2x6 + 98y4x4 − 18y6x2 + 9y8)βω2
x2y2(x2 − y2)2
}
+
{
∂3x∂y,
6144x(7y11 + 37x2y9 − 34x4y7 + 34x6y5 − 37x8y3 − 7x10y)α
(x4 − 6y2x2 + y4)4
−
768xy(x2 + y2)β
(x2 − y2)4
−
8192x(−y11 − 5x2y9 + 10x4y7 − 30x6y5 + 23x8y3 + 3x10y)α2
(x4 − 6y2x2 + y4)4
+
64xy(x2 − 3y2)βω2
(x2 − y2)2
−
128(3x6 − 11y2x4 + y4x2 − y6)β2
xy(x2 − y2)4
+
512x(−y7 − x2y5 + 5x4y3 + 5x6y)αω2
(x4 − 6y2x2 + y4)2
−
512(3x10 + 35y2x8 − 74y4x6 + 14y6x4 − 9y8x2 − y10)αβ
xy(x6 − 7y2x4 + 7y4x2 − y6)2
− 64ω4xy3
}
+
{
∂2x∂
2
y,
768(x2 + y2)2(3x8 + 92y2x6 − 142y4x4 + 92y6x2 + 3y8)α
(x4 − 6y2x2 + y4)4
−
72(x12 − 4y2x10 − y4x8 − 56y6x6 − y8x4 − 4y10x2 + y12)β
x4y4(x2 − y2)4
−
512(x12 + 14y2x10 + 303y4x8 − 956y6x6 + 303y8x4 + 14y10x2 + y12)α2
(x4 − 6y2x2 + y4)4
−
2(9x12 − 34y2x10 + 39y4x8 − 1372y6x6 + 39y8x4 − 34y10x2 + 9y12)β2
x4y4(x2 − y2)4
−
64(5x12 − 10y2x10 + 171y4x8 − 1164y6x6 + 171y8x4 − 10y10x2 + 5y12)αβ
x2y2(x6 − 7y2x4 + 7y4x2 − y6)2
+
4(3x8 − 14y2x6 − 218y4x4 − 14y6x2 + 3y8)βω2
x2y2(x2 − y2)2
+ 64ω2 + 128x2y2ω4
+
512(x8 − 15x6y2 − 32x4y4 − 15x2y2 + y8)αω2
(x4 − 6y2x2 + y4)2
}
+
{
∂x∂
3
y,
6144(7yx11 + 37y3x9 − 34y5x7 + 34y7x5 − 37y9x3 − 7y11x)α
(x4 − 6y2x2 + y4)4
−
768xy(x2 + y2)β
(x2 − y2)4
+
8192xy(x10 + 5y2x8 − 10y4x6 + 30y6x4 − 23y8x2 − 3y10)α2
(x4 − 6y2x2 + y4)4
B-iii
+
128(x6 − y2x4 + 11y4x2 − 3y6)β2
xy(x2 − y2)4
−
512xy(x6 + x4y2 − 5x2y4 − 5y6)αω2
(x4 − 6y2x2 + y4)2
+
512(x10 + 9y2x8 − 14y4x6 + 74y6x4 − 35y8x2 − 3y10)αβ
xy(x6 − 7y2x4 + 7y4x2 − y6)2
−
64y(x2 + y2)βω2
x(x2 − y2)
− 64ω4x3y
}
+
{
∂4y,
384(x2 + y2)2(3x8 + 92y2x6 − 142y4x4 + 92y6x2 + 3y8)α
(x4 − 6y2x2 + y4)4
+
24(x8 − 4y2x6 + 2y4x4 − 28y6x2 − 3y8)β
(y3 − x2y)4
−
256y2(16x6 − 37y2x4 + 10y4x2 − y6)αω2
(x4 − 6y2x2 + y4)2
+
256(3x12 + 10y2x10 + 77y4x8 − 52y6x6 + 205y8x4 − 182y10x2 + 3y12)α2
(x4 − 6y2x2 + y4)4
+
32(3x12 + 2y2x10 + 53y4x8 − 68y6x6 + 221y8x4 − 158y10x2 + 11y12)αβ
x2y2(x6 − 7y2x4 + 7y4x2 − y6)2
+
(3x12 − 6y2x10 + 29y4x8 − 84y6x6 + 237y8x4 − 134y10x2 + 19y12)β2
x4y4(x2 − y2)4
−
2(9x8 − 18y2x6 + 98y4x4 − 50y6x2 + 9y8)βω2
x2y2(x2 − y2)2
}
+
{
∂2x,−
15360(17x18 + 1467y2x16 + 7140y4x14 − 4932y6x12 + 318y8x10 + 666y10x8)α
(x4 − 6y2x2 + y4)6
−
15360(−1068y12x6 + 1260y14x4 + 249y16x2 + 3y18)α
(x4 − 6y2x2 + y4)6
−
120(165y8x10 + 333y10x8 − 87y12x6 + 75y14x4 − 30y16x2 + 5y18)β
x6y6(x2 − y2)6
+
120(3x18 − 18y2x16 + 45y4x14 − 81y6x12)β
x6y6(x2 − y2)6
−
2048x2(31x16 + 264y2x14 − 7380y4x12)α2
(x4 − 6y2x2 + y4)6
−
2048x2(−17256y6x10 + 26538y8x8 − 16392y10x6 + 8628y12x4 − 1560y14x2)α2
(x4 − 6y2x2 + y4)6
+
620544x2y16α2
(x4 − 6y2x2 + y4)6
−
128(33x20 − 714y2x18 + 7551y4x16 − 17856y6x14)αβ
y2(x3 − xy2)4(x4 − 6y2x2 + y4)3
−
128(21866y8x12 − 19604y10x10 + 7470y12x8)αβ
y2(x3 − xy2)4(x4 − 6y2x2 + y4)3
B-iv
−
128(−2160y14x6 + 453y16x4 − 114y18x2 + 3y20)αβ
y2(x3 − xy2)4(x4 − 6y2x2 + y4)3
+
8(3x18 − 18y2x16 + 354y4x14)β2
x6y6(x2 − y2)6
+
8(−1281y6x12 + 1242y8x10 − 1551y10x8 + 282y12x6 − 87y14x4 + 39y16x2 − 7y18)β2
x6y6(x2 − y2)6
−
8192(x2 + y2)4(x10 + 45y2x8 − 46y4x6 + 34y6x4 − 3y8x2 + y10)α3
(x4 − 6y2x2 + y4)6
+
2(x2 + y2)4(3x10 − 29y2x8 + 70y4x6 − 18y6x4 + 7y8x2 − y10)β3
x6y6(x2 − y2)6
+
512(x2 + y2)4(x10 − 119y2x8 + 162y4x6 − 86y6x4 + 13y8x2 − 3y10)α2β
x2y2(x2 − y2)2(x4 − 6y2x2 + y4)4
+
32(x2 + y2)4(5x10 − 103y2x8 + 186y4x6 − 70y6x4 + 17y8x2 − 3y10)αβ2
x4y4(x2 − y2)4(x4 − 6y2x2 + y4)2
−
256(4x14 + 9y2x12 − 1030y4x10 + 775y6x8 − 512y8x6 + 167y10x4 − 3y14)αω2
(x4 − 6y2x2 + y4)4
+
8(13x12 + 16y2x10 + 367y4x8 + 112y6x6 + 91y8x4 − 32y10x2 + 9y12)βω2
x4y2(x2 − y2)4
−
512(x2 + y2)2(13x10 − 315y2x8 + 506y4x6 + 354y6x4 − 215y8x2 + 9y10)α2ω2
(x4 − 6y2x2 + y4)4
−
2(x2 + y2)2(3x10 − 25y2x8 + 26y4x6 − 142y6x4 + 51y8x2 − 9y10)β2ω2
x4y4(x2 − y2)4
−
128(x2 + y2)2(37x8 − 25y2x6 + 55y4x4 − 7y6x2 + 4y8)αβω2
(x7 − 7y2x5 + 7y4x3 − y6x)2
− 96x2ω4 −
32(13x10 − 156y2x8 + 630y4x6 + 76y6x4 + 5y8x2 + 24y10)αω4
(x4 − 6y2x2 + y4)2
+
2(9x10 − 99y2x8 + 171y4x6 − 212y6x4 − 10y8x2 − 19y10)βω4
x2y2(x2 − y2)2
+ 32x2y4ω6
}
+
{
∂x∂y,−
61440x(51y17 + 936x2y15 + 756x4y13 − 1512x6y11 + 1330x8y9)α
(x4 − 6y2x2 + y4)6
−
61440x(−1512x10y7 + 756x12y5 + 936x14y3 + 51x16y)α
(x4 − 6y2x2 + y4)6
+
30720xy(3x4 + 10y2x2 + 3y4)β
(x2 − y2)6
−
4096x(39y17 + 888x2y15 + 3396x4y13 − 18360x6y11 + 36010x8y9 − 18360x10y7)α2
(x4 − 6y2x2 + y4)6
−
4096x(3396x12y5 + 888x14y3 + 39x16y)α2
(x4 − 6y2x2 + y4)6
+
16(9x12 + 258y2x10 − 585y4x8 + 3196y6x6)β2
x3y3(x2 − y2)6
+
16(−585y8x4 + 258y10x2 + 9y12)β2
x3y3(x2 − y2)6
−
65536xy(x2 − y2)2(x2 + y2)4(x4 + 10y2x2 + y4)α3
(x4 − 6y2x2 + y4)6
B-v
+
256(7x20 + 104y2x18 + 243y4x16 − 3792y6x14 + 18438y8x12 − 33072y10x10)αβ
x3y3(x2 − y2)4(x4 − 6y2x2 + y4)3
+
256(18438y12x8 − 3792y14x6 + 243y16x4 + 104y18x2 + 7y20)αβ
x3y3(x2 − y2)4(x4 − 6y2x2 + y4)3
−
64(x2 + y2)4(x4 − 6y2x2 + y4)β3
x3y3(x2 − y2)6
−
256(x2 + y2)4(x8 + 16y2x6 − 66y4x4)αβ2
x3y3(x2 − y2)4(x4 − 6y2x2 + y4)2
−
256(x2 + y2)4(16y6x2 + y8)αβ2
x3y3(x2 − y2)4(x4 − 6y2x2 + y4)2
−
8192(x2 + y2)4(x8 + 10y2x6 − 30y4x4)α2β
xy(x2 − y2)2(x4 − 6y2x2 + y4)4
−
8192(10y6x2 + y8)
xy(x2 − y2)2(x4 − 6y2x2 + y4)4
−
1536xy(5y12 + 158x2y10 + 395x4y8 − 540x6y6 + 395x8y4 + 158x10y2 + 5x12)αω2
(x4 − 6y2x2 + y4)4
+
48(x12 − 4y2x10 − 17y4x8 − 152y6x6 − 17y8x4 − 4y10x2 + y12)βω2
x3y3(x2 − y2)4
+
8192xy(x2 + y2)2(x8 + 6y2x6 − 22y4x4 + 6y6x2 + y8)α2ω2
(x4 − 6y2x2 + y4)4
+
64(x2 + y2)2(x4 − 14y2x2 + y4)β2ω2
xy(x2 − y2)4
−
64xy(y8 − 220x2y6 + 262x4y4 − 220x6y2 + x8)αω4
(x4 − 6y2x2 + y4)2
+
512(x2 + y2)2(x8 + 8y2x6 − 50y4x4 + 8y6x2 + y8)αβω2
xy(x6 − 7y2x4 + 7y4x2 − y6)2
− 64xyω4 − 64x3y3ω6
+
4(16x8 − 13y2x6 + 442y4x4 − 13y6x2 + 16y8)βω4
xy(x2 − y2)2
}
+
{
∂2y,−
15360(3x18 + 249y2x16 + 1260y4x14 − 1068y6x12 + 666y8x10 + 318y10x8)α
(x4 − 6y2x2 + y4)6
−
15360(−4932y12x6 + 7140y14x4 + 1467y16x2 + 17y18)α
(x4 − 6y2x2 + y4)6
−
120(5x18 − 30y2x16)β
x6y6(x2 − y2)6
−
120(−87y6x12 + 333y8x10 + 165y10x8 + 81y12x6 − 45y14x4 + 18y16x2 − 3y18)β
x6y6(x2 − y2)6
−
9000βy4x14
x6y6(x2 − y2)6
−
2048y2(303x16 − 1560y2x14 + 8628y4x12 − 16392y6x10)α2
(x4 − 6y2x2 + y4)6
−
2048y2(26538y8x8 − 17256y10x6)α2
(x4 − 6y2x2 + y4)6
−
2048y2(7380y12x4 + 264y14x2 + 31y16)α2
(x4 − 6y2x2 + y4)6
−
8(7x18 − 39y2x16 + 87y4x14 − 282y6x12)β2
x6y6(x2 − y2)6
B-vi
−
8(1551y8x10 − 1242y10x8 + 1281y12x6 − 354y14x4 + 18y16x2 − 3y18)β2
x6y6(x2 − y2)6
−
128(3x20 − 114y2x18 + 453y4x16 − 2160y6x14 + 7470y8x12 − 19604y10x10)αβ
x2y4(x2 − y2)4(x4 − 6y2x2 + y4)3
−
128(21866y12x8 − 17856y14x6 + 7551y16x4 − 714y18x2 + 33y20)αβ
x2y4(x2 − y2)4(x4 − 6y2x2 + y4)3
−
8192(x2 + y2)4(x10 − 3y2x8 + 34y4x6 − 46y6x4 + 45y8x2 + y10)α3
(x4 − 6y2x2 + y4)6
−
2(x2 + y2)4(x10 − 7y2x8 + 18y4x6 − 70y6x4 + 29y8x2 − 3y10)β3
x6y6(x2 − y2)6
−
512(x2 + y2)4(3x10 − 13y2x8 + 86y4x6 − 162y6x4 + 119y8x2 − y10)α2β
x2y2(x2 − y2)2(x4 − 6y2x2 + y4)4
−
32(x2 + y2)4(3x10 − 17y2x8 + 70y4x6 − 186y6x4 + 103y8x2 − 5y10)αβ2
x4y4(x2 − y2)4(x4 − 6y2x2 + y4)2
+
256(23x14 + 606y2x12 − 167y4x10 + 512y6x8 − 775y8x6 + 1030y10x4 − 9x2y12− 4y14)αω2
(x4 − 6y2x2 + y4)4
+
8(9x12 − 32y2x10 + 91y4x8 + 112y6x6 + 367y8x4 + 16y10x2 + 13y12)βω2
x2y4(x2 − y2)4
−
512(x2 + y2)2(9x10 − 215y2x8 + 354y4x6 + 506y6x4 − 315y8x2 + 13y10)α2ω2
(x4 − 6y2x2 + y4)4
+
2(x2 + y2)2(9x10 − 51y2x8 + 142y4x6 − 26y6x4 + 25y8x2 − 3y10)β2ω2
x4y4(x2 − y2)4
+
128(x2 + y2)2(41x8 − 53y2x6 − 133y4x4 − 85y6x2 − 4y8)αβω2
(y7 − 7x2y5 + 7x4y3 − x6y)2
−
32(24x10 + 5y2x8 + 76y4x6 + 630y6x4 − 156y8x2 + 13y10)αω4
(x4 − 6y2x2 + y4)2
−
2(19x10 + 10y2x8 + 212y4x6 − 171y6x4 + 99y8x2 − 9y10)βω4
x2(x− y)2y2(x+ y)2
− 96y2ω4 + 32x4y2ω6
}
+
10080(x24 − 8y2x22 + 28y4x20 − 56y6x18 + 103y8x16 + 832y10x14 + 2296y12x12)β
x8y8 (x2 − y2)
8
+
10080(832y14x10 + 103y16x8 − 56y18x6 + 28y20x4 − 8y22x2 + y24)β
x8y8 (x2 − y2)
8
+
768
(
5x32 − 165y2x30 + 2490y4x28 − 16359y6x26 + 74944y8x24 − 219501y10x22
)
αβ
x6(x− y)6y6(x+ y)6 (x2 − 2yx− y2)
4
(x2 + 2yx− y2)
4
+
256
(
x2 + y2
)4 (
x16 − 31y2x14 + 190y4x12 − 865y6x10 + 1666y8x8 − 865y10x6+
)
αβ2
x6y6 (x2 − y2)
6
(x4 − 6y2x2 + y4)
2
B-vii
+
256(190y12x4 − 31y14x2 + y16)αβ2
x6y6 (x2 − y2)
6
(x4 − 6y2x2 + y4)
2
−
6144
(
x2 + y2
)2 (
47x16 + 4184y2x14
)
αω2
(x2 − 2yx− y2)
6
(x2 + 2yx− y2)
6
−
6144(17892y4x12 − 37016y6x10 + 41818y8x8 − 37016y10x6 + 17892y12x4)αω2
(x2 − 2yx− y2)
6
(x2 + 2yx− y2)
6
−
6144(4184y14x2 + 47y16)αω2
(x2 − 2yx− y2)
6
(x2 + 2yx− y2)
6
−
48
(
x2 + y2
)2 (
15x16 − 121y2x14 + 458y4x12
)
βω2
x6(x− y)6y6(x+ y)6
+
768(584486y12x20 − 1582599y14x18 + 2641078y16x16 − 1582599y18x14)αβ
x6(x− y)6y6(x+ y)6 (x2 − 2yx− y2)
4
(x2 + 2yx− y2)
4
+
768
(
2490x4y28 − 16359x6y26 + 74944x8y24 − 219501x10y22 + 584486x12y20
)
αβ
x6(x− y)6y6(x+ y)6 (x2 − 2yx− y2)
4
(x2 + 2yx− y2)
4
+
768(5y32 − 165x2y30)αβ
x6(x− y)6y6(x+ y)6 (x2 − 2yx− y2)
4
(x2 + 2yx− y2)
4
−
65536
(
x2 + y2
)4 (
x8 − 76y2x6 + 166y4x4 − 76y6x2 + y8
)
α3
(x4 − 6y2x2 + y4)
6
+
24576
(
61x16 + 1608y2x14 + 11372y4x12 − 27400y6x10 + 44334y8x8 − 27400y10x6
)
α2
(x4 − 6y2x2 + y4)
6
+
24576(11372y12x4 + 1608y14x2 + 61y16)α2
(x4 − 6y2x2 + y4)
6
+
12
(
87x24 − 676y2x22 + 2246y4x20
)
β2
x8y8 (x2 − y2)
8
+
12(−6932y6x18 + 24281y8x16 + 37304y10x14 + 243732y12x12 + 37304y14x10)β2
x8y8 (x2 − y2)
8
+
12(+24281y16x8 − 6932y18x6 + 2246y20x4 − 676y22x2 + 87y24)β2
x8y8 (x2 − y2)
8
+
16
(
x2 + y2
)4 (
x16 − 11y2x14 + 70y4x12 − 245y6x10 + 626y8x8 − 245y10x6 + 70y12x4
)
β3
x8y8 (x2 − y2)
8
+
16(−11y14x2 + y16)β3
x8y8 (x2 − y2)
8
−
12288
(
x2 + y2
)4 (
7x8 − 52y2x6 + 202y4x4 − 52y6x2 + 7y8
)
α2β
x2y2 (x2 − y2)
2
(x4 − 6y2x2 + y4)
4
+
65536
(
x2 + y2
)8
α4
(x4 − 6y2x2 + y4)
6
+
16384
(
x2 + y2
)8
α3β
x2y2 (x2 − y2)
2
(x4 − 6y2x2 + y4)
4
−
48(−999y6x10 + 5134y8x8 − 999y10x6 + 458y12x4 − 121y14x2 + 15y16)βω2
x6(x− y)6y6(x+ y)6
+
1536
(
x2 + y2
)8
α2β2
x4y4 (x2 − y2)
4
(x4 − 6y2x2 + y4)
2
+
147456x2(x− y)2y2(x+ y)2αω4
(x2 − 2yx− y2)
2
(x2 + 2yx− y2)
2
+
64
(
x2 + y2
)8
αβ3
x6y6 (x2 − y2)
6
+
512
(
x2 + y2
)2 (
39x8 + 92y2x6 + 362y4x4 + 92y6x2 + 39y8
)
αβω2
x2y2 (x6 − 7y2x4 + 7y4x2 − y6)
2
B-viii
+
(
x2 + y2
)8 (
x4 − 6y2x2 + y4
)2
β4
x8y8 (x2 − y2)
8
−
16
(
x2 + y2
)2 (
3x16 − 23y2x14 + 54y4x12
)
β2ω2
x6(x− y)6y6(x+ y)6
−
16(−41y6x10 + 782y8x8 − 41y10x6 + 54y12x4 − 23y14x2 + 3y16)β2ω2
x6(x− y)6y6(x+ y)6
−
4096
(
x2 + y2
)2 (
x16 + 568y2x14 + 124y4x12 + 3592y6x10 − 8314y8x8
)
α2ω2
(x2 − 2yx− y2)
6
(x2 + 2yx− y2)
6
−
4096(x2 + y2)2(3592y10x6 + 124y12x4 + 568y14x2 + y16)α2ω2
(x2 − 2yx− y2)
6
(x2 + 2yx− y2)
6
+
432
(
x8 − 2y2x6 + 18y4x4 − 2y6x2 + y8
)
βω4
x2(x− y)2y2(x+ y)2
−
2304
(
x2 + y2
)6
αβ2ω2
x2y2 (x6 − 7y2x4 + 7y4x2 − y6)
2
+
3072
(
x2 + y2
)6 (
3x8 − 58y2x6 + 158y4x4 − 58y6x2 + 3y8
)
α2βω2
x2y2 (x2 − y2)
2
(x4 − 6y2x2 + y4)
4
+
32768
(
x2 + y2
)6 (
3x8 − 52y2x6 + 146y4x4 − 52y6x2 + 3y8
)
α3ω2
(x4 − 6y2x2 + y4)
6
−
4
(
x2 + y2
)6 (
3x8 − 34y2x6 + 110y4x4 − 34y6x2 + 3y8
)
β3ω2
x6y6 (x2 − y2)
6
+
8192x2y2
(
x2 − y2
)2 (
45x8 − 284y2x6 + 1198y4x4 − 284y6x2 + 45y8
)
α2ω4
(x4 − 6y2x2 + y4)
4
+
38
(
x16 + 2y2x14 − 18y4x12 + 198y6x10 − 110y8x8 + 198y10x6 − 18y12x4 + 2y14x2 + y16
)
β2ω4
x4y4 (x2 − y2)
4
−
4
(
x2 + y2
)2 (
3x8 − 34y2x6 + 110y4x4 − 34y6x2 + 3y8
)
βω6
x2y2 (x2 − y2)
2
+
512
(
3x16 − 42y2x14 + 686y4x12 − 2702y6x10 + 4878y8x8 − 2702y10x6 + 686y12x4
)
αβω2
x2y2 (x6 − 7y2x4 + 7y4x2 − y6)
2
+
512(−42y14x2 + 3y16)αβω2
x2y2 (x6 − 7y2x4 + 7y4x2 − y6)
2
+ 128x2y2ω6
+
128
(
x2 + y2
)2 (
3x8 − 52y2x6 + 146y4x4 − 52y6x2 + 3y8
)
αω6
(x4 − 6y2x2 + y4)
2
.
La forme Lie-algebrique y8 = Ψ−10 (Y8 − C8)Ψ0 apre`s le changement de va-
riables t = r2 and u = r8 sin2 4ϕ est
y8 = 256(t
4 − u)∂8t − 49152(t
4 − u)t2u ∂6t∂
2
u − 262144(t
4 − u)tu2 ∂5t∂
3
u
B-ix
+ 131072(19t8 − 23t4u+ 4u2)u2∂4t∂
4
u + 25165824(t
4 − u)t3u3 ∂3t∂
5
u
− 4194304(3t8 − 31t4u+ 28u2)t2u3 ∂2t∂
6
u − 67108864(t
8 − 5t4u+ 4u2)tu4 ∂t∂
7
u
+ 16777216(t4 − 4u)2(t4 − u)u4 ∂8u
+ 1024
[
−ωt4 + (4a+ 2)t3 + uω
]
∂7t + 24576
[
(−2b− 1)t4 + 2(a+ b+ 1)u
]
t2∂6t∂u
+ 49152
[
3ωt5 − 4(3a+ 2b+ 6)t4 − 3uωt+ 2(4a+ 4b+ 11)u
]
tu∂5t∂
2
u
+ 131072
[
19(2b+ 3)t8 + 5uωt5 − (58a+ 46b+ 111)ut4 − 5u2ωt
+ (8a+ 8b+ 29)u2
]
u∂4t∂
3
u + 262144
[
− 19ωt8 + (76a+ 240b+ 714)t7
+ 23uωt4 − 4(64a+ 60b+ 201)ut3 − 4u2ω
]
u2∂3t∂
4
u
− 6291456
[
3(2b+ 5)t8 + 6uωt5 − 2(15a+ 31b+ 122)ut4 − 6u2ωt
+ 2(28a+ 28b+ 121)u2
]
t2u2∂2t∂
5
u
− 4194304
[
− 3ωt9 + 4(3a+ 14b+ 55)t8 + 31uωt5 − 2(84a+ 140b+ 681)ut4
− 28u2ωt+ 56(4a+ 4b+ 21)u2
]
tu3∂t∂
6
u
+ 33554432
[
(2b+ 7)t12 + uωt9 − 3(2a+ 6b+ 29)ut8 − 5u2ωt5 + (32a+ 48b
+ 273)u2t4 + 4u3ωt− 4(8a+ 8b+ 49)u3
]
u3∂7u
+ 512
[
3ω2t4 − 14(2aω+ω)t3 + 6(2a+ 1)(4a+ 4b+ 3)t2 − 3uω2
]
∂6t
+ 8192
[
9(2bω+ω)t5 − 4(2b+ 1)(9a+ 2(b+ 6))t4 − 18(a+ b+ 1)uωt
+ 4(8a2 + (12b+ 19)a+ 4b2 + 23b+ 15u
]
t∂5t∂u
+ 8192
[
76(4b2 + 8b+ 3)t8 − 18ω2t6u+ 60(3a+ 2b+ 6)ωt5u
− (448a2 + 4(348b+ 635)a+ 3(128b2 + 576b+ 631))ut4 + 18ω2t2u2
− 30(4a+ 4b+ 11)ωtu2 + (112a2 + 8(24b+ 61)a+ 80b2 + 520b+ 723)u2
]
∂4t∂
2
u
− 131072
[
38(2b+ 3)ωt8 − 4(2b+ 3)(38a+ 48b+ 177)t7 + 3ω2t5u− 2(58a+ 46b
+ 111)ωt4u+ 8(52a2 + 2(64b+ 163)a+ 48b2 + 294b+ 387)ut3 − 3ω2tu2
+ 2(8a+ 8b+ 29)ωu2
]
u∂3t∂
3
u
B-x
− 131072
[
72(4b2 + 16b+ 15)t8 − 27ω2t6u+ 6(38a+ 120b+ 357)ωt5u− 4(124a2
+ 25(36b+ 101)a+ 800b2 + 5590b+ 9156)ut4 + 27ω2t2u2 − 12(64a+ 60b
+ 201)ωtu2 + 2(1456a2 + 32(105b+ 358)a+ 1456b2 + 11384b+ 20673)u2
]
t2u∂2t∂
4
u
+ 2097152
[
9(2b+ 5)ωt9
− 36(2b+ 5)(a+ 2b+ 9)t8 + 9ω2t6u− 6(15a+ 31b+ 122)ωt5u+ 2(112a2 + 2(252b+ 961)a
+ 376b2 + 3290b+ 6939)ut4 − 9ω2t2u2 + 6(28a+ 28b+ 121)ωtu2 − 2(304a2 + 8(84b+ 361)a
+ 304b2 + 2888b+ 6609)u2
]
tu2∂t∂
5
u
+ 2097152
[
12(4b2 + 24b+ 35)t12 + 4(3a+ 14b+ 55)ωt9u− (32a2 + 4(84b+ 313)a+ 448b2
+ 3920b+ 8313ω)ut8 + 12ω2t6u2 − 2(84a+ 140b+ 681)ωt5u2 + (496a2 + 8(224b+ 1051)a
+ 1232b2 + 12712b+ 32223)u2t4 − 12ω2t2u3 + 56(4a+ 4b+ 21)ωtu3 − 4(208a2
+ 8(56b+ 289)a+ 208b2 + 2312b+ 6321)u3
]
u2∂6u
+ 1024
[
−ω3t4 + 9(2a+ 1)ω2t3 − 9(2a+ 1)(4a+ 4b+ 3)ωt2 + 4(2a+ 1)(8a2
+ 2(8b+ 5)a+ 8b2 + 10b+ 3)t+ω3u
]
∂5t
+ 4096
[
− 18(2b+ 1)ω2t6
+ 20(2b+ 1)(9a+ 2(b+ 6))ωt5 + (−2b− 1)(448a2 + 4(116b+ 287)a+ 16b2 + 320b+ 609)t4
+ 36(a+ b+ 1)ω2
+ 36(a+ b+ 1)ω2t2u− 20(8a2 + (12b+ 19)a+ 4b2 + 23b+ 15)ωtu+ 2(48a3 + 16(7b+ 11)a2
+ (80b2 + 312b+ 247)a+ 16b3 + 136b2 + 319b+ 159)u
]
∂4t∂u
− 16384
[
76(4b2 + 8b+ 3)ωt8 − 8(38a+ 24b+ 117)(4b2 + 8b+ 3)t7 − 3uω3t6 + 18(4a+ 2b
+ 7)uω2t5 − (448a2 + 4(348b+ 635)a+ 3(128b2 + 576b+ 631))uωt4 + 2(416a3
+ 16(156b+ 251)a2 + 2(1232b2 + 5056b+ 4813)a+ 384b3 + 3568b2 + 7856b+ 5037)ut3
+ 3u2ω3t2 − 36(a+ b+ 3)u2ω2t+ (112a2 + 8(24b+ 61)a+ 80b2 + 520b+ 723)ωu2
]
∂3t∂
2
u
− 65536
[
24(8b3 + 36b2 + 46b+ 15)t10 − 54(2b+ 3)uω2t8 + 12(2b+ 3)(38a+ 48b
+ 177)uωt7 − 8(2b+ 3)(124a2 + 5(72b+ 235)a+ 4(45b2 + 346b+ 629))ut6 + u2ω3t5
+ 9(16a+ 12b+ 27)u2ω2t4 − 24(52a2 + 2(64b+ 163)a+ 48b2 + 294b+ 387)u2ωt3
B-xi
+ 4(672a3 + 8(364b+ 901)a2 + 4(728b2 + 4160b+ 5701)a+ 672b3 + 7136b2 + 22378b
+ 21351)u2t2 − u3ω3t− 9u3ω2
]
∂2t∂
3
u
+ 262144u(36(4b2 + 16b+ 15)ωt10 − 16(9a+ 10b+ 53)(4b2 + 16b+ 15)t9 − 4uω3t8
+ 9(6a+ 20b+ 59)uω2t7 − 2(124a2 + 25(36b+ 101)a+ 800b2
+ 5590b+ 9156)uωt6 + 4(96a3 + 4(280b+ 757)a2 + (2176b2 + 14524b+ 22919)a
+ 960b3 + 11152b2 + 41048b+ 47997)ut5 + 2u2ω3t4 − 18(10a+ 10b+ 33)u2ω2t3
+ (1456a2 + 32(105b+ 358)a+ 1456b2 + 11384b+ 20673)u2ωt2 − 2(1600a3
+ 16(380b+ 1271)a2 + (6080b2 + 44960b+ 81732)a+ 1600b3 + 20336b2
+ 81684b+ 104727)u2t+ 2u3ω3
]
∂t∂
4
u + 1048576
[
8(8b3 + 60b2 + 142b+ 105)t12
+ 36(2b+ 5)(a+ 2b+ 9)uωt9 − 3(2b+ 5)(32a2 + 4(36b+ 145)a+ 112b2
+ 1040b+ 2349)ut8 − 3u2ω3t7 + 9(4a+ 8b+ 33)u2ω2t6 − 2(112a2
+ 2(252b+ 961)a+ 376b2 + 3290b+ 6939)u2ωt5 + 2(208a3 + 496(3b+ 11)a2
+ (2416b2 + 20120b+ 40965)a+ 3(336b3 + 4648b2 + 20939b+ 30720))u2t4
+ 3u3ω3t3 − 9(8a+ 8b+ 35)u3ω2t2 + 2(304a2 + 8(84b+ 361)a+ 304b2
+ 2888b+ 6609)u3ωt− 2(704a3 + 16(156b+ 655)a2 + 12(208b2 + 1880b+ 4241)a
+ 704b3 + 10480b2 + 50892b+ 80847)u3
]
∂5u +
[
256t4ω4 − 256uω4
− 5120(2a+ 1)t3ω3 + 128(664a2 + 64(9b+ 11)a− b2 + 289b+ 227)t2ω2
− 10240(2a+ 1)(8a2 + 2(8b+ 5)a+ 8b2 + 10b+ 3)tω+ 1024(2a+ 1)(32a3
+ 48(2b+ 1)a2 + (96b2 + 96b+ 22)a+ 32b3 + 48b2 + 22b+ 3)
]
∂4t
− 2048
[
− 12(2b+ 1)ω3t6 + 24(2b+ 1)(12a+ 2b+ 15)ω2t5 − 4(2b+ 1)(448a2
+ 4(116b+ 287)a+ 16b2 + 320b+ 609)ωt4 + 8(2a+ 1)(2b+ 1)(208a2
+ 16(26b+ 41)a+ 208b2 + 656b+ 501)t3 + 24(a+ b+ 1)uω3t2 − (280a2
+ 8(36b+ 55)a+ 95b2 + 625b+ 407)uω2t+ 8(48a3 + 16(7b+ 11)a2
+ (80b2 + 312b+ 247)a+ 16b3 + 136b2 + 319b+ 159)uω
]
∂3t∂u
B-xii
+ 4096
[
216(4b2 + 8b+ 3)ω2t8 − 48(38a+ 24b+ 117)(4b2 + 8b+ 3)ωt7 + 32(4b2 + 8b+ 3)(124a2
+ 5(36b+ 145)a+ 56b2 + 478b+ 1026)t6 + 12(6a− 2b+ 3)uω3t5 − (1064a2 + 8(432b+ 785)a
+ 865b2 + 3671b+ 3931)uω2t4 + 12(416a3 + 16(156b+ 251)a2 + 2(1232b2 + 5056b+ 4813)a
+ 384b3 + 3568b2 + 7856b+ 5037)uωt3 − 4(1792a4 + 32(504b+ 761)a3 + 16(1792b2 + 6836b
+ 6163)a2 + 2(8064b3 + 54544b2 + 113888b+ 75225)a+ 1792b4 + 24064b3 + 95776b2 + 142320b
+ 70173)ut2 + 12(2a+ 2b+ 1)u2ω3t+ 2(88a2 + 20a− b2 + 109b+ 254)u2ω2
]
∂2t∂
2
u
− 32768
[
− 48(8b3 + 36b2 + 46b+ 15)ωt10 + 64(3a+ 2b+ 13)(8b3 + 36b2 + 46b+ 15)t9
+ 32(2b+ 3)uω3t8 − 72(2b+ 3)(6a+ 8b+ 29)uω2t7 + 16(2b+ 3)(124a2 + 5(72b+ 235)a
+ 4(45b2 + 346b+ 629))uωt6 − 2u(4608b4 + 61568b3 + 288064b2 + 557184b+ uω4
+ 1536a3(2b+ 3) + 64a2(224b2 + 1010b+ 1011) + 16a(992b3 + 8480b2 + 22186b+ 17547)
+ 372096)t5 − 2(28a+ 16b+ 21)u2ω3t4 + (1064a2 + 8(360b+ 911)a+ 1153b2 + 6911b
+ 8953)u2ω2t3 − 8(672a3 + 8(364b+ 901)a2 + 4(728b2 + 4160b+ 5701)a+ 672b3 + 7136b2
+ 22378b+ 21351)u2ωt2 + 2u2(4096a4 + 256(100b+ 239)a3 + 256(168b2 + 913b+ 1227)a2
+ 32(800b3 + 7304b2 + 21682b+ 20973)a+ 4096b4 + uω4 + 61184b3 + 313728b2 + 669264b
+ 506232)t− 2(16a+ 16b+ 49)u3ω3
]
∂t∂
3
u
+ 32768
[
32(16b4 + 128b3 + 344b2 + 352b+ 105)t12 + 64(9a+ 10b+ 53)(4b2 + 16b+ 15)uωt9
+ 8u2ω4t8 + 8(−960b4 − 13440b3 − 65784b2 − 131136b− 192a2(4b2 + 16b+ 15) − 24a(80b3
+ 676b2 + 1724b+ 1335) − 89190)ut8 − 8(8a+ 30b+ 87)u2ω3t7 + (472a2 + 80(36b+ 103)a
+ 2495b2 + 18385b+ 31043)u2ω2t6 − 16(96a3 + 4(280b+ 757)a2 + (2176b2 + 14524b+ 22919)a
+ 960b3 + 11152b2 + 41048b+ 47997)u2ωt5 − 10u3ω4t4 + 2(1024a4 + 128(130b+ 339)a3
+ 16(3216b2 + 20344b+ 30887)a2 + 8(6240b3 + 67568b2 + 236602b+ 266769)a+ 14080b4
+ 227200b3 + 1332928b2 + 3363192b+ 3077145)u2t4 + 16(13a+ 15b+ 48)u3ω3t3
− 48(52a2 + (120b+ 413)a+ 52b2 + 413b+ 756)u3ω2t2 + 8(1600a3 + 16(380b+ 1271)a2
B-xiii
+ (6080b2 + 44960b+ 81732)a+ 1600b3 + 20336b2 + 81684b+ 104727)u3ωt
+ 2u4ω4 − 2(10496a4 + 256(220b+ 713)a3 + 32(2864b2 + 20216b+ 35941)a2
+ 16(3520b3 + 40432b2 + 154588b+ 196185)a+ 10496b4 + 182528b3
+ 1150112b2 + 3138864b+ 3138489)u3
]
∂4u +
[
1024(2a+ 1)t3ω4 − 256(184a2
+ 8(12b+ 13)a− b2 + 49b+ 47)t2ω3 + 512(368a3 + 56(10b+ 7)a2 + 2(95b2
+ 201b+ 99)a− 2b3 + 97b2 + 143b+ 47)tω2 − 2048(2a+ 1)(32a3
+ 48(2b+ 1)a2 + (96b2 + 96b+ 22)a+ 32b3 + 48b2 + 22b+ 3)ω
]
∂3t
− 1024
[
− 8(18a− 2b+ 15)(2b+ 1)ω3t5 + 2(2b+ 1)(1064a2 + 8(144b+ 353)a
+ b2 + 647b+ 1339)ω2t4 − 24(2a+ 1)(2b+ 1)(208a2 + 16(26b+ 41)a+ 208b2
+ 656b+ 501)ωt3 + 8(2a+ 1)(2b+ 1)(896a3 + 16(168b+ 229)a2 + 16(168b2
+ 458b+ 291)a+ 896b3 + 3664b2 + 4656b+ 1809)t2 + (200a2 − 8(12b+ 25)a
+ 7(−5b2 + 5b+ 3))uω3t− (704a3 + 8(88b+ 105)a2 − 8(b2 − 21b− 7)a− 8b3
+ 285b2 + 1323b+ 661)uω2
]
∂2t∂u + 4096
[
− 64(4b2 + 8b+ 3)ω3t8 + 144(6a+ 4b
+ 19)(4b2 + 8b+ 3)ω2t7 − 32(4b2 + 8b+ 3)(124a2 + 5(36b+ 145)a+ 56b2
+ 478b+ 1026)ωt6 + 4(2b+ 3)(1024b4 + 12544b3 + 52096b2 + 81504b+ 3uω4
+ 1536a3(2b+ 1) + 64a2(112b2 + 450b+ 197) + 16a(320b3 + 2488b2 + 5402b
+ 2119) + 29232)t5 + (168a2 + 48(14b+ 25)a+ 97b2 + 215b+ 145)uω3t4
− 4(488a3 + 8(399b+ 640)a2 + (3457b2 + 14087b+ 13335)a+ 579b3 + 5186b2
+ 11158b+ 6992)uω2t3 + 4(1792a4 + 32(504b+ 761)a3 + 16(1792b2 + 6836b
+ 6163)a2 + 2(8064b3 + 54544b2 + 113888b+ 75225)a+ 1792b4 + 24064b3
+ 95776b2 + 142320b+ 70173)uωt2 − 8u(1024a5 + 768(16b
+ 23)a4 + 128(248b2 + 886b+ 765)a3 + 128(248b3 + 1496b2 + 2945b
+ 1891)a2 + (12288b4 + 113408b3 + 376768b2 + 532416b+ 3uω4 + 271632)a
+ 1024b5 + 17664b4 + 3buω4 + 6uω4 + 97728b3 + 240560b2 + 268272b+ 109332)t
B-xiv
+ 2(24a2 + 12(16b+ 39)a+ 81b2 ++411b+ 469)u2ω3
]
∂t∂
2
u
− 16384
[
− 64(3a+ 2b+ 13)(8b3 + 36b2 + 46b+ 15)ωt9 + 16(2b+ 3)(64b4 + 896b3 + 4196b2
+ 6892b− uω4 + 32a2(4b2 + 12b+ 5) + 4a(48b3 + 388b2 + 792b+ 305) + 2505)t8
+ 32(2b+ 3)(4a+ 6b+ 21)uω3t7 − 2(2b+ 3)(472a2 + 16(72b+ 245)a+ 575b2 + 4705b
+ 8843)uω2t6 + 32(2b+ 3)(96a3 + 4(112b+ 337)a2 + (496b2 + 3496b+ 5849)a+ 4(36b3
+ 427b2 + 1610b+ 1938))uωt5 + 2u(−6144b5 − 104960b4 − 686912b3 − 2143328b2 + 4(5uω4
− 793449)b+ 39uω4 − 2048a4(2b+ 3) − 1024a3(26b2 + 111b+ 108) − 32a2(1472b3 + 11648b2
+ 28814b+ 21981) − 4a(7680b4 + 92544b3 + 401504b2 + 733984b− 3uω4 + 471048)
− 1771830)t4 − (232a2 + 8(104b+ 259)a+ 385b2 + 2207b+ 2761)u2ω3t3 + 3(768a3 + 8(416b
+ 1029)a2 + 32(104b2 + 602b+ 831)a+ 768b3 + 8321b2 + 26335b+ 25213)u2ω2t2 − 16(512a4
+ 32(100b+ 239)a3 + 32(168b2 + 913b+ 1227)a2 + 4(800b3 + 7304b2 + 21682b+ 20973)a
+ 512b4 + 7648b3 + 39216b2 + 83658b+ 63279)u2ωt+ 2u2(5120a5 + 1024(41b+ 94)a4
+ 128(784b2 + 4040b+ 5255)a3 + 64(1568b3 + 13152b2 + 37202b+ 35213)a2 + 4(10496b4
+ 129280b3 + 595232b2 + 1209232b− uω4 + 911949)a+ 5120b5 + 96256b4 − 11uω4 + 672640b3
+ 2253440b2 − 4b(uω4 − 911745) + 2284416)
]
∂3u
+
[
128(88a2 − 16a− b2 + b+ 11)t2ω4 − 256(464a3 + 8(50b+ 7)a2 − 2(35b2 + 117b+ 23)a
− 6b3 − 29b2 + 29b+ 21)tω3 + 256(704a4 + 16(88b+ 25)a3 + 8(87b2 + 35b+ 10)a2 − 2(8b3
+ 59b2 − 43b− 25)a− 8b4 + 2b3 + 93b2 + 67b+ 11)ω2
]
∂2t
− 1024
[
− 8(4b2 + 8b+ 3)ω4t5 − 2(2b+ 1)(168a2 + 16(14b+ 33)a− 31b2 + 7b+ 121)ω3t4
+ 8(2b+ 1)(488a3 + 8(133b+ 241)a2 + (577b2 + 2391b+ 2271)a+ b3 + 289b2 + 887b
+ 653)ω2t3 − 8(2a+ 1)(2b+ 1)(896a3 + 16(168b+ 229)a2 + 16(168b2 + 458b+ 291)a
+ 896b3 + 3664b2 + 4656b+ 1809)ωt2 + (16384(2b+ 1)a5 + 4096(32b2 + 58b+ 21)a4
+ 2048(96b3 + 308b2 + 292b+ 81)a3 + 8(16384b4 + 78848b3 + 128000b2 + 82944b− 3uω4
+ 18304)a2 + 8(4096b5 + 29696b4 + 74752b3 + 82944b2 + 4(3uω4 + 10304)b+ 21uω4 + 7488)a
B-xv
+ 16384b5 + 86016b4 + 73uω4 + 165888b3 + 11b2(3uω4 + 13312)
+ 3b(37uω4 + 19968) + 9216)t+ (320a3 − 8(24b+ 71)a2 − 24(27b2 + 97b+ 80)a
− 136b3 − 803b2 − 1229b− 611)uω3
]
∂t∂u
+ 256
[
256(4b2 + 8b+ 3)ω4t8 − 256(8a+ 6b+ 27)(4b2 + 8b+ 3)ω3t7
+ 32(4b2 + 8b+ 3)(472a2 + 16(36b+ 155)a+ 191b2 + 1681b+ 3683)ω2t6
− 512(4b2 + 8b+ 3)(96a3 + 4(56b+ 197)a2 + (160b2 + 1164b+ 2119)a+ 32b3
+ 376b2 + 1440b+ 1827)ωt5 + (65536b6 + 1081344b5
+ 6905856b4 + 21886976b3 + (35698944− 1443uω4)b2 + (27362304− 4125uω4)b
− 3184uω4 + 65536a4(4b2 + 8b+ 3) + 8192a3(104b3 + 524b2 + 710b+ 237)
+ 16a2(61440b4 + 505856b3 + 1417984b2 + 1499136b− 19uω4 + 454464)
+ 16a(28672b5 + 337920b4 + 1498368b3 + 3033728b2 − 48(3uω4 − 55636)b
− 197uω4 + 743904) + 7093440)t4 + 32(72a3 + 24(29b+ 46)a2
+ (993b2 + 3975b+ 3709)a+ 195b3 + 1618b2 + 3302b+ 1955)uω3t3 − 24(1024a4
+ 96(96b+ 143)a3 + 8(2048b2 + 7804b+ 7051)a2 + 4(2304b3 + 15873b2 + 33471b
+ 22213)a+ 1024b4 + 14092b3 + 56707b2 + 84429b+ 41523)uω2t2 + 256(256a5
+ 192(16b+ 23)a4 + 32(248b2 + 886b+ 765)a3 + 32(248b3 + 1496b2
+ 2945b+ 1891)a2 + 4(768b4 + 7088b3 + 23548b2 + 33276b+ 16977)a+ 256b5
+ 4416b4 + 24432b3 + 60140b2 + 67068b+ 27333)uωt
+ u(−65536a6 − 32768(30b+ 41)a5 − 24576(136b2 + 452b+ 373)a4 − 2048(2368b3
+ 12992b2 + 24036b+ 14839)a3 − 16(208896b4 + 1662976b3 + 5007360b2
+ 6692864b− 47uω4 + 3328016)a2 − 16(61440b5 + 694272b4 + 3076608b3
+ 6692480b2 + (7104112− 48uω4)b− 61uω4 + 2932896)a− 65536b6 − 1343488b5
− 9166848b4 + 411b2uω4 + 1317buω4 + 1544uω4
− 30384128b3 − 53208320b2 − 46851456b− 16147584)
]
∂2u
B-xvi
+
[
256(112a3 + 8(6b− 7)a2 − 2(33b2 + 87b+ 29)a− 2b3 − 31b2 − 17b− 1)tω4
− 256(4a+ 4b+ 1)(112a3 + 8(6b− 7)a2 − 2(33b2 + 87b+ 29)a− 2b3 − 31b2 − 17b− 1)ω3
]
∂t
+
[
− 128(2b+ 1)(304a2 + 16(48b+ 53)a+ 163b2 + 413b+ 496)t4ω4 + 256(496a3
+ 16(47b+ 27)a2 + (411b2 + 181b− 56)a+ 155b3 + 318b2 + 399b+ 246)uω4
+ 4096(2b+ 1)(72a3 + 8(29b+ 51)a2 + (161b2 + 663b+ 613)a+ b3 + 81b2 + 231b+ 152)t3ω3
− 3072(2b+ 1)(1024a4 + 96(32b+ 47)a3 + 8(384b2 + 1236b+ 943)a2 + 4(256b3 + 1473b2
+ 2495b+ 1237)a+ 516b3 + 2175b2 + 2737b+ 1047)t2ω2 + 262144(2a+ 1)(2b+ 1)(16a4
+ (64b+ 76)a3 + 4(24b2 + 57b+ 31)a2 + (64b3 + 228b2 + 248b+ 81)a+ 16b4 + 76b3 + 124b2
+ 81b+ 18)tω− 256(32768(2b+ 1)a6 + 16384(20b2 + 32b+ 11)a5 + 4096(160b3 + 440b2
+ 366b+ 93)a4 + 655360b4a3 + 2621440b3a3 + 3596288b2a3 + 2000896ba3 + 388096a3
+ 327680b5a2 + 1802240b4a2 + 3596288b3a2 + 3239936b2a2 + 1329408ba2 + 201856a2
+ 65536b6a+ 524288b5a+ 1499136b4a+ 2000896b3a+ 1329408b2a+ 423296ba+ 51072a
+ 32768b6 + 180224b5 + 380928b4 + 388096b3 + 201856b2 + 51072b+ 4896)
]
∂u
ou`
C8 = 4ω
4
(
3200a4 + 512(31b+ 10)a3 + 16(412b2 − 300b− 477)a2 + 16(310b3 − 187b2
− 443b+ 105)a+ 1133b4 + 150b3 − 176b2 + 493b+ 4
)
est la plus petite valeur propre de Y8.
