A parallel algorithm is proposed for a fundamental problem of machine learning, that of multicategory discrimination. The algorithm is based on minimizing an error function associated with a set of highly structured linear inequalities. These inequalities characterize piecewiselinear separation of k sets by the maximum of k a ne functions. The error function has a Lipschitz continuous gradient that allows the use of fast serial and parallel unconstrained minimization algorithms. A serial quasi-Newton algorithm is considerably faster than previous linear programming formulations. A parallel gradient distribution algorithm is used to parallelize the error-minimization problem. Preliminary computational results are given for both a DECstation 5000/125 and a Thinking Machines Corporation CM-5 multiprocessor.
Introduction
We consider a fundamental problem of machine learning and pattern recognition, that of discriminating between k sets. Given k disjoint sets, A i ; i = 1; : : :; k; in the n-dimensional real space R n , the problem is to construct a function that discriminates between these k sets. The function can then be used to classify future points that belong to one of the sets. We propose a piecewise-linear convex function which is the maximum of k linear (a ne) functions. This function has proven to be very useful in decision-tree learning methods 5]. In 2], a linear programming approach was proposed for constructing the function by minimizing the average classi cation error. In the present work we formulate a 2-norm approach that involves the minimization of an unconstrained piecewisequadratic convex function with a Lipschitz-continuous gradient. The two principal advantages of the new formulation over the linear programming approach are that (i) the serial version of the new approach is much faster than the linear programming formulation, and (ii) the new approach is much easier to parallelize via an iterative parallel gradient distribution algorithm 15]. Nilsson 19] , Duda-Fossum 6], , and Fukunaga 11] considered iterative methods that are extensions of the perceptron algorithm or the Motzkin-Schoenberg algorithm 16] for determining a piecewise-linear separator provided one exists. Unlike our proposed approach, convergence of these iterative methods is not known if a separating piecewise-linear surface does not exist 11, p. 374].
We give now an outline of the paper. In Section 2 we review the linear-programming formulation (5) for piecewise-linear separation using the 1-norm error formulation, and then give the 2-norm formulation (6) . We establish a new simple condition (9) for the occurrence of the null solution for the 2-norm problem (6) , which turns out to be equivalent to that for the 1-norm formulation (5) 2].
In Section 3, we discuss both serial and parallel algorithms for solving the optimization problem and compare this formulation with previous approaches. The pertinent theorem (Theorem 3.1) of the parallel gradient distribution method 15] is given and an algorithm based on it is described (Theorem 3.2). Details of the algorithms and implementation are given in Section 3. Section 4 gives a serial computational comparison of the linear-programming 1-norm approach and the new 2-norm approach, as well as the results of the proposed parallel algorithm implemented serially and in parallel on the Thinking Machines CM-5 parallel processor.
Our notation is described now. For a vector x in the h-dimensional real space R h ; x + will denote the vector in R h with components (x + ) i := max fx i ; 0g; i = 1; : : :; h: The notation A 2 R m h will signify a real m h matrix. For such a matrix, A T will denote the transpose while A i will denote the ith row. A vector of ones in the real space R m
m i ; will be denoted by e i : norm is denoted by k:k 2 , while the 1-norm is denoted by k:k 1 . The sequence fx i g; i = 0; 1; : : :; will represent iterates in the h-dimensional real space R h generated by some algorithm. For`= 1; : : :; k; xì 2 R h`w ill represent an h`-dimensional subset of components of x i ; where
h`= h: The complement of`in f1; : : :; kg will be denoted by `and we write x i = (xì; x `i );`= 1; : : :; k: For a di erentiable function f: R h ! R; rf will denote the h-dimensional vector of partial derivatives with respect to x; and r`f will denote the h`-dimensional vector of partial derivatives with respect to x`2 R h`;`= 1; : : :; k: For k points y j ; j = 1; : : :; k in R h ; the point Figure 1 depicts the piecewise-linear classi er found by the LP (5) for a typical piecewise-linear separable case with k = 4 and n = 2.
As shown in 2], the linear program (5) is quite e ective on real-world problems. In practice such problems are rarely piecewise-linear separable and thus a multivariate decision tree must be used.
A multivariate decision tree works by applying the linear program or another algorithm to a k-class classi cation problem. The resulting piecewise-linear surface divides the space into k regions. If each of these k regions contains mostly points of one class, then we are done. If any region contains an unacceptable mixture of points then the linear program (5) or the other algorithm is used again to divide that region into k or fewer regions. The resulting discriminant function can be thought of as a decision tree. Figure 2 illustrates a decision surface found by a multivariate decision tree algorithm and Figure 3 depicts the corresponding decision tree. Although the LP (5) is e ective for use in such an algorithm, it can be very slow because the LP problem size can get quite large.
Speci cally for a problem with m points in R n that belong to k classes, there are m (k ? 1) constraints and m (k ? 1) + k (n + 1) variables (not counting slacks). Since many such LPs may be needed to nd a single decision tree, a fast method is desired. Ideally, an iterative method is also desirable in case new points are added and the tree needs to be adjusted 21]. Previous iterative approaches based on extensions to the perceptron algorithm 19, 6, 7] do not have stable performance for the inseparable case and as a result heuristic methods 12, 5] have been developed to get around this de ciency. Ideally we would like to have a fast parallelizable algorithm that can be shown to converge for both separable and the more common inseparable problems. By starting from De nition 2.1 and reformulating the problem we can accomplish this.
Consider the 2-norm formulation of minimizing of the average violation: Figure  2 that are not piecewise-linear separable. Note that the piecewise-linear separation (1) is achieved by a special pairwise linear separation between the sets A i ; i = 1; : : :; k; that is determined by (w i ? w j ; i ? i ) 2 R n R 1 ; i 6 = j; i; j = 1; : : :; k;. It is therefore the nonzeroness of w i ? w j ; i 6 = j; i; j = 1; : : :; k that matters. Nonzeroness of w i ?w j ; i 6 = j; i; j = 1; : : :; k; is an important issue when one is trying to generate an approximate piecewise-linear separation (i.e. allow some errors in the separation) for sets that are not piecewise-linear separable. Zero w i ? w j ; i 6 = j; i; j = 1; : : :; k will yield no information and hence no approximate separation for this case is obtained.
We now give a result that provides a necessary and su cient condition for the occurrence of Equation (12) is automatically satis ed. Obviously, (9) implies (11) . To show the converse, suppose that condition (9) 
Hence (11) does not hold and the proof is complete.
It is also true for the LP (5) , that the null solution occurs if and only if condition (9) holds 2]. However, condition (9) was written in a slightly more complex form in 2, Equation (10)]. For real-world classi cation problems, all k classes rarely have the same mean. Thus the null solution does not pose a computational di culty from a practical standpoint.
PQM and Partial Gradient Distribution
In this section we examine serial and parallel methods for solving the piecewise quadratic minimization (6) . This problem may be solved serially by any unconstrained rst-order optimization method. Our computational results, presented in Section 4, indicate that a quasi-Newton method 18, p.2] was considerably faster than solving the corresponding linear program (5). Parallel approaches are attractive for machine learning problems because the problem size may be quite large and the problem may need to be solved many times in the course of a decision-tree construction. We took advantage of the structure of the problem, and applied the parallel gradient distribution (MCD-PGD) method 15] that is described below. We refer the reader to 15] for more details of MCD-PGD.
The parallel gradient distribution algorithm theorem is based on forcing function arguments. The de nition of a forcing function is provided below. Some typical forcing functions are , 
Then, either fx i g terminates at a stationary point x i of min x f(x), or for each accumulation point ( x; d) of fx i ; d i g, x is a stationary point of min x f(x).
In 15] a number of implementations of Theorem 3.1 were proposed including gradient descent and quasi-Newton directions and stepsizes such as the Armijo and minimization stepsizes. We shall use another implementation of Theorem 3.1 based on the following simple remarks. Instead of choosing y`;`= 1; : : :; k, so as to satisfy the realizable inequalities (14) and (15), we take the best possible yì, that is: f(yì; x `i ) = min x`f (x`; x `i );`= 1; : : :; k: (17) Hence conditions (14) and (15) The unconstrained convex minimization subproblems, (20) and (21), were solved by using the quasi-Newton algorithm in the MINOS 18] optimization package.
Many variations of the direction and synchronization steps of Algorithm 3.1 are possible under Theorem 3.1. The algorithm presented was the best we found computationally. The algorithm is easily parallelized by distributing each of the subproblems (20) among k processors. The processors then synchronize once to share the results of the`subproblems and the result of the synchronization step. We limited the number of iterations within the subproblems to the number of variables in the problem. This prevented one processor from spending too much time on one subproblem thus causing the other processors to be idle. We also relaxed the termination criteria slightly. The algorithm was halted if the gradient was su ciently small (10 ?3 ) or if the change in the objective function between major iterations was too small. Computational results in Section 4.2 show that the relaxation of the optimality condition did not adversely e ect the quality of the solution found in terms of the number of points misclassi ed in the training and test sets.
We experimented with variations of the direction and synchronization steps. For example, the synchronization step (21) was replaced with a strong convex combination of the k points found in step (20) such as the average of the k points. This synchronization step was too conservative. The time per iteration was reduced but the number of iterations greatly increased. The nal approach described above was adopted after a number of trials.
Computational Results
We conducted a series of computational experiments to investigate three questions: How does the LP formulation (5) compare with the PQM formulation (6)? How does the serial MCD-PGD algorithm compare with a purely serial quasi-Newton algorithm? And how well does the MCD-PGD algorithm perform on a parallel machine? The serial experiments were performed on a DECstation 5000/125. The parallel experiments were performed on a Thinking Machines CM-5 parallel processor. The linear programming and quadratic subproblems were solved using the MINOS 18] package. Actual discrimination problems were used to compare the algorithms. These data sets are available via anonymous ftp ( le transfer protocol) from the University of CaliforniaIrvine Repository of Machine Learning Databases and Domain Theories 17] . The wine recognition data 1], referred to as wine, uses the chemical analysis of wine to determine the cultivar. This wine set is piecewise-linear separable. Fisher's classical Iris identi cation problem 10], referred to as Iris, used physical attributes of Iris blossoms to determine the type of Iris. The Iris data is almost piecewise-linear separable. In the forensic glass identi cation data 8], referred to as glass, the chemical analysis of forensic glass is used to determine the origin of the glass. The glass data is not piecewise-linear separable. In the image segmentation problem 5], low-level real-valued image features are used to determine the image segment: sky, cement, window, brick, grass, foliage, or path. This image data was generated by the Vision Group at the University of Massachusetts. The image data is divided into two parts: a training set consisting of 210 points and a testing set consisting 2310 points. We refer to the set of 210 points as image-s since it is piecewise-linear separable, and the set of 2310 points as image-n since it is not piecewise-linear separable. Table 1 lists the number of points, attributes, and classes contained in each of the data sets.
Comparison of Serial Implementation of LP and PQM
We compared the linear programming formulation (5) and the new piecewise-quadratic minimization formulation (6) on the machine learning problems: wine, Iris, glass, and image-s described above. The LP (5) was solved serially using MINOS 18] , and PQM (6) was solved serially by a quasi-Newton method employed by MINOS. Note that the goal of these problems is to construct a function for classifying future unseen points. Thus we used three criteria to evaluate the algorithms: the time to construct the function (the training time), the percent correctness on the training set, and the percent correctness on unseen points. We used 10-fold cross-validation 13] to estimate these criteria. In 10-fold cross-validation, 9 10 of the points were used for training and 1 10 of the points were held out and tested on the resulting function. This is repeated 10 times, once for each 1 10 used as the testing set. The results of the training time, testing set accuracy, and training set accuracy were averaged over the 10 trials. This was performed on each of the above data sets. The training set accuracies, testing set accuracies, and training times are given in Table 2 The results indicate that the PQM formulation is considerably superior with respect to training time, sometimes by an much as an order of magnitude. The training set accuracies for the LP and PQM formulations were virtually the same. However, the testing set accuracy for PQM was better than the LP results. Further investigation is needed to determine the best choice of error formulation for good generalization (testing set accuracy). The training time was clearly faster for PQM. Thus PQM achieved a signi cant improvement in run-time performance even before parallelization was introduced.
Comparison of Serially Implemented MCD-PGD and Quasi-Newton
In the second set of experiments, we compared the computational results of solving PQM (6) with a quasi-Newton method versus solving PQM with the MCD-PGD Algorithm 3.1 implemented on the DECstation/125 serial machine. In addition to the wine, Iris, glass, and image-s problems, the large image-n problem was added. Table 3 gives the training set accuracies, the testing set accuracies, and the training times for both algorithms on the ve datasets.
The average training set and testing set accuracies were not signi cantly di erent on any dataset. The relaxation of the optimality criterion discussed in Section 3 does not adversely a ect the testing set accuracy of the solution on these problems. In practice, stopping before the objective function is exactly optimal (i.e. rf(x i ) = 0) may improve generalization as well as as training time. In machine learning applications, requiring exact optimality can cause over-tting. For the backpropagation (6) algorithm 20], one successful stopping criteria is to reserve part of the training set as a tuning set, and to stop the algorithm when the accuracy on the tuning set decreases 14, p. 41-42]. We plan to investigate in the future the use of such tuning sets to halt the algorithm.
The training times for the MCD-PGD and quasi-Newton algorithms were competitive. For small problems the quasi-Newton algorithm is clearly a better choice. However, for larger problems such as glass, image-s and image-n, MCD-PGD did as well as and even better than quasi-Newton. Ignoring communication costs and idle time, this indicates that for large problems 100% speedup e ciency may be achieved using parallel computation. The next section investigates the actual speedup e ciency achieved by MCD-PGD on the CM-5 parallel machine.
Comparison of Parallel Implementation of MCD-PGD and Quasi-Newton
For the nal set of comparisons, we implemented Algorithm 3.1 on the CM-5 parallel processor.
For a k-class discrimination problem, we used a parallel version of MCD-PGD on k nodes. For comparison we ran the quasi-Newton method on 1 node. We limited the investigation to the three datasets (glass, image-s, and image-n), that exhibited promising theoretical speedup in the above serial experiment. The average computation time over the 10 cross-validation runs is reported in Table 4 . There was a signi cant decrease in computation time using MCD-PGD over quasi-Newton.
The speedup e ciency, that is the ratio of time on 1-node divided by k times the time on k nodes, was 50-91%. The lower e ciency is primarily caused by segments of the algorithm that create idle time. The subproblems (20) solved in the parallelization step may take di erent amounts of computational time. The other processors remain idle until the last processor nishes. We tried to minimize this e ect by limiting the number of iterations in the subproblems. The synchronization step (21) in Algorithm 3.1 causes processors to remain idle thus decreasing the e ciency. Two possible approaches to improve e ciency are: use of a cheaper synchronization step, and allowing each processor to do its own synchronization as soon as it nishes. The latter approach is suitable for a shared memory machine and would result in an asynchronous algorithm. These are directions for future work.
Conclusion
We have proposed an easily parallelizable formulation for the multicategory discrimination problem that consists of minimizing a piecewise-quadratic function. This formulation is comparable in accuracy to previous linear programming formulations, but is considerably faster when implemented serially. We developed a parallel gradient distribution algorithm to minimize a piecewise-quadratic error function on both serial and parallel machines. The serial implementation holds the promise of a fast parallel implementation once idle and communication costs are minimized. The parallel implementation e ciencies of 50% to 91% are good and can be further improved via an asynchronous algorithm. Actual computation time was reduced on average by a factor of 4.5. 
