ABSTRACT When traditional 3D reconstruction techniques were used to reconstruct a scene with hidden and disguised heat source targets, the reconstructed scene could not contain these targets; thus, we could not recognize them. The disadvantages of such problems are particularly acute in the military and remote-sensing areas. For this application problem, the authors proposed a visible/infrared combined 3D reconstruction scheme. The 3D scene containing thermal radiation information could be reconstructed by fusing the data from RGB optical and infrared images combined with computer vision passive optical 3D scene reconstruction technique. Meanwhile, the authors proposed the nonrigid registration of multi-modality images with mixed features to solve the problem that the registration algorithm, which is widely used in traditional passive reconstruction technology, cannot accurately match visible and infrared images. Registration accuracy was improved by approximately 40%, experimental results showed that the visible/infrared combined 3D reconstruction scenes retain the visual reality of the traditional 3D reconstruction, and the hidden targets are highlighted in the scenes, which is conducive to the detection and recognition of interesting targets.
I. INTRODUCTION
3D reconstruction is a momentous technique that aims to establish a mathematical model suitable for computer representation and processing of 3D objects to dispose, operate, and analyze the properties of these objects in a computer environment. 3D reconstruction is also a key technology for establishing virtual reality to express the objective world in the computer [1] , [2] . With the development of science and technology, using images captured by a single sensor for 3D reconstruction cannot satisfy application requirements. In the application fields, such as military battlefield decision and remote sensing observation, hidden and camouflaged heat source targets in the scenes require reconstruction [3] , [4] . These targets blend in the surrounding environment similar
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to chameleons, such as enemies in combat fatigues and hidden engines. They are not highlighted in the reconstruction scenario when we use the traditional pure optical 3D reconstruction technology. We cannot locate the specific spatial location of these hidden or camouflaged targets; thus, detecting and identifying them is impossible.
We propose a visible/infrared combined 3D reconstruction scheme to overcome these issues, considering that infrared imaging characterizes the thermal radiation of an object. This scheme can efficiently highlight targets that have relatively high temperatures and are less affected by illumination or weather changes; thus, it works effectively under different conditions. Initially, we use visible light and infrared camera to collect images. Then, we extract features from these two types of images and match them. Matched feature point pairs are used to solve 3D coordinates. Subsequently, we add images from different perspectives frame by frame and use this incremental method to reconstruct sparse point cloud. Then, we use bundle adjustment (BA) method to correct and optimize the sparse point cloud and build a dense point cloud by using patch-based multi view stereo (PMVS). Finally, surface reconstruction and rendering are acted on the dense point cloud to complete the construction of the 3D model. We test our scheme on two complicated scenes, which contain several hidden or camouflaged heat source targets. Results demonstrate that our system can yield great performance in retaining reality sensation and highlighting targets.
However, another key problem in this scheme is the registration of visible and infrared images [5] . In traditional 3D reconstruction technology, registration methods merely aim at visible images. Thus, they generally use appearance features, such as gray scale, color, texture, and gradient histogram for matching. However, infrared and visible images are manifestations of two different phenomena. The use of apparent characteristics in traditional matching cannot easily achieve a good match in the registration of visible and infrared images. We select these types of features for matching, considering that considerable structural characteristics can be saved by different band images, such as straight line intersection, strong edge, and structural outline. We adopt edge and corner point features to reflect the outline of the object and main structural features further. Therefore, a nonrigid registration of multimodality images with mixed features is proposed to solve the matching problem of visible and infrared images. Specifically, we extract edge and Harris corner points and apply the probability model under a nonrigid transformation constraint by introducing a Gaussian mixture model (GMM) assisted by multi-features [6] . This approach is applicable to nonrigid registration. Moreover, the cross matching inhibition is adopted to avoid mismatches of different features. We combine the domain structure of feature points when using Expectation-Maximum (EM) to solve the problem. Four pairs of visible and infrared images in actual dataset and 10 pairs of images in manually collected data are tested to verify the effectiveness of the proposed method.
The remainder of the paper is organized as follows. In Section II, we describe the background material and related work. In Section III, we present the specific framework of the system. In Section IV, we describe the registration method in detail, including multi-feature-assisted GMM and model solution. In Section V, we evaluate our proposed registration approach on various actual infrared/visible image data with comparisons to other methods. We also provide the reconstruction results of our system and compare it with the traditional reconstruction method. In Section VI, we present the concluding remarks.
II. RELATED WORK
In this section, we introduce the current situation of 3D reconstruction technology and relevant registration algorithms.
A. 3D RECONSTRUCTION TECHNOLOGY
3D reconstruction has been widely used in numerous fields, including clinical medicine, remote sensing, military maneuver, urban reconstruction and cultural relic research [7] - [10] . Correspondingly, several 3D reconstruction technologies have been proposed [11] - [13] . 3D reconstruction can be simply divided into two categories, namely, active and passive visions, depending on the approach used to obtain the object information. 3D reconstruction based on active vision scans the scene or object directly by using optical principle. Although this method can obtain abundant detailed information and reconstruct an accurate surface model, managing a large-scale complex scene is impossible due to its operating inconvenience and environment limitation. At present, mature active methods mainly include laser scanning and structuredlight range scanning etc. [14] . The application of this method is limited due to its high cost. Moreover, the use of active acquisition renders the application impractical in military and aviation. Thus, other methods are mainly discussed in the subsequent section.
3D reconstruction based on passive vision is used for the reverse engineering of object modeling by analyzing all types of information in the image sequence to obtain the 3D model or scene. This method has the advantages of low illumination requirement, low cost, simple operation, and easy implementation, and it is suitable for the 3D reconstruction of complex scenes. This technique can be divided into monocular and stereo vision methods, on the basis of the number of cameras used in image collection. The monocular vision methods involve two categories: (i) Single or multiple images of a single viewpoint are used to derive the depth information through the 2D features of the image to achieve 3D reconstruction. Typical methods include shape from texture (SFT) and shadow from shading (SFS) [15] . (ii) Multiple images of multiple viewpoints are used to obtain 3D point coordinate information by matching feature points in different images and using constraints of matching feature points to achieve 3D reconstruction [16] , [17] . Typical methods include structure from motion (SFM).
SFT determines the direction and depth of object surface by analyzing the size and shape of repeated texture elements on different objects to reconstruct the corresponding 3D surface. Wiktin [15] first proposed an SFT method based on posterior probability distribution under orthogonal projection condition, but this method is merely applicable to objects with isodirectional texture. Lobay and Forsyth [18] solved the drawback of traditional methods, which can barely play a role under constraint of invariant texture element structure. They proposed a reconstruction method based on orthogonal projection and perspective projection when the texture element structure changes. Although the SFT method has high accuracy and speed in reconstruction, it barely applies to the reconstruction of objects with certain texture characteristics. The practical application, such as military battlefield decision-making, medical treatment, and remote sensing observation, has numerous complex objects without regular texture on the surface and cannot be reconstructed.
The SFS method applies reflectance illumination model to recover the normal information of the object surface for 3D reconstruction by analyzing the brightness and shadow of the image under different lighting conditions. It defines a nonlinear partial differential equation, namely, shading equation. This equation represents the relationship between the brightness of each pixel in a 2D image and the normal, reflectivity, and illumination direction of its corresponding 3D point. However, this under-constraint problem can be solved merely on the basis of three assumptions: (i) the reflection model is a Lambert model; (ii) the light source is a point light source at an infinite distance; (iii) the imaging relationship is an orthogonal projection. Therefore, Vogel et al. [19] proposed to use the PSFS method based on the non-Lambert model for reconstruction and achieved good results. The SFS method can obtain a relatively accurate 3D model from a single image, but it has several disadvantages. The brightness of image pixels is restricted by numerous factors, such as light source index, camera parameter, and surface material of the target object. The method is highly dependent on mathematical calculation and accurate source parameters. The position and direction information are required when calculating. Therefore, the model is difficult to apply to an open-air scene with complex light in 3D reconstruction.
The SFM uses numerical methods to manage feature points, which are detected and matched in multiple uncalibrated image sequences to restore camera parameters and 3D information, for reconstruction. The strategy initially requires extracting and matching the feature points of the image to determine the position relation between the cameras when shooting different images. Tomasi and Kanade [20] proposed the use of factorizatio to achieve photographic hierarchical reconstruction, which does not require camera calibration but has serious distortion. Faugeras [21] achieved the reconstruction of objects with geometric constraints by introducing geometric constraints, but the reconstruction of general objects still requires camera calibration. Hartley [22] proposed using Kurppa equation combined with SVD decomposition to achieve a self-calibration method under constant internal parameters of the camera. This method is currently widely used to restore camera parameters. After determining the position relationship between cameras via SFM, further optimization is still required. At present, the most commonly used method is BA. We can only obtain the sparse point cloud because the SFM model merely calculates the 3D coordinates of spatial points corresponding to the feature points. Therefore, the interpolation and gridding steps were required for surface reconstruction and rendering based on the dense point cloud to obtain the final 3D reconstruction model.
The stereo vision method recovers the depth information for 3D reconstruction by calculating the disparity from images obtained by a binocular camera. The binocular or trinocular camera is often used to acquire image pair sequences. The basic principle of triangulation is applied to calculate the deviation between image pixels in the image pair of the same scene from different viewing angles, generate the disparity image, obtain the 3D depth information of the scene, and then reconstruct. The stereo vision method includes numerous steps, a large amount of calculation, slow reconstruction, and poor reconstruction effect in the case of a large baseline. Therefore, this method is unsuitable for the reconstruction of actual large scenes and has poor practicability.
The traditional passive 3D reconstruction technology uses a single camera to capture images for 3D reconstruction. Thus, the effect of scene reconstruction lies on the visible image. The hidden and disguised objects, which cannot be revealed in visible images, cannot be manifested in the 3D reconstruction scene. Thus, they cannot be detected or recognized. As a result, the traditional 3D reconstruction technology can barely be applied effectively in the fields, such as military maneuver and remote sensing. Therefore, visible/infrared combined 3D reconstruction technology is proposed. The information from visible images provided by one-fold CCD sensor is no longer reconstructed. We add thermal infrared imaging sensor to provide infrared information to help reconstruct acute scene containing hidden or disguised targets.
B. REGISTRATION ALGORITHM
In the traditional 3D reconstruction technology, the SFM method has been widely used because it can realize camera self-calibration and has low requirements on image quality. This method can be effectively applied to reconstruct largescale scenes and has excellent results on complex environments, such as natural terrain and urban landscape. However, the reconstruction results strongly depend on the density of accurately matched feature point pairs, namely, the registration precision. Therefore, extracting and matching feature points are crucial steps when using SFM for 3D reconstruction. Excellent matching method can greatly improve the reconstruction effect.
In the study of the registration method in SFM, Harris and Stephens [23] introduced the definition of corner, which Jianbo and Tomasi [24] improved. Recently, the most popular method for feature extraction and matching is SIFT (Scale-Invariant Feature Transform), which was proposed by Lowe [25] . As the most classic algorithm, it is used to extract feature points with image rotation and expansion invariance for feature matching. PCA-SIFT proposed by Yan and Sukthankar [26] applies principal component analysis (PCA) in statistics to the dimension reduction of a descriptor. Generally, the variance of effective signals is large, and the variance of noise is small. Consequently, the matching efficiency can be improved by using PCA to eliminate noise and retain signal. In SURF (Speed Up Robust Features) proposed by Bay et al. [27] , the descriptor of SIFT was improved, and Haar features and integral images were adopted, thereby greatly reducing the running time of the program. These enhanced algorithms greatly improved the calculation speed, VOLUME 7, 2019 but their stability and accuracy decreased. Therefore, SIFT is currently the optimum selection for feature extraction and matching in the SFM method.
Image registration in traditional 3D reconstruction technology is aimed at the registration between visible images [28] - [31] . Thus, they generally use appearance features, such as gray scale, color, texture, and gradient histogram to match SIFT and SURF. However, infrared and visible images are manifestations of two different phenomena. The use of apparent characteristics in traditional matching cannot easily achieve a good match in the registration of visible and infrared images. Therefore, a nonrigid registration of multimodality images with mixed features, which include edge and corner point features, is proposed to solve the problem on different traditional matching methods.
III. THE OVERALL SCHEME OF VISIBLE/INFRARED COMBINED 3D RECONSTRUCTION TECHNOLOGY
As mentioned in Section 1, considering that the thermal infrared image is unaffected by illumination change or disguise, we add infrared camera in our scheme for capturing infrared images, which contain thermal radiation information, to achieve the contour structure of the object further and find hidden heat source targets. Infrared images and visible images captured using a visible light camera are sent to the PC. After algorithm processing, a 3D reconstruction scene containing thermal radiation information is obtained. Our reconstruction scene retains the advantages of traditional 3D reconstruction technology, such as high accuracy and strong sense of reality, owing to the retention of texture details from visible images. Therefore, the hidden and camouflaged targets are highlighted due to the extra thermal radiation information. The top plot of Fig. 1 presents the scheme block diagram.
As shown in Fig. 1 , the hardware architecture of our scheme includes data acquisition, data processing, and data display. In the data acquisition layer, visible light and infrared cameras independently capture images at the same frame rate and transfer them to the PC. The data processing layer is the most important layer in the hardware architecture of the scheme; it realizes image information reading and performs algorithm processing to complete 3D reconstruction. The data display layer can display three reconstruction scenes, set data, and other visible system functions.
The bottom of Fig. 1 displays the algorithm flow. We introduce the new algorithm of the feature extraction and registration of infrared and visible images to improve and optimize the algorithm of the entire system, which is based on the SFM method in accordance with our visible/infrared combined 3D reconstruction system. The first step of the algorithm flow is to extract robust common features from images and establish accurate correspondences between them by using our nonrigid registration method. After matching visible and infrared image pairs, the corresponding matching points are used for camera self-calibration, and the calibrated external parameters are used to solve the 3D coordinates. Then, the sparse point cloud can be obtained by adding captured images frame by frame. Moreover, to eliminate the error in the previous step, the BA method is adopted to correct and optimize the sparse point cloud. Then, the dense point cloud is constructed on the basis of PMVS. After reconstructing the surface, texture rendering is performed. Finally, we obtain the 3D reconstruction scene.
IV. NONRIGID REGISTRATION OF MULTI-MODALITY IMAGES WITH MIXED FEATURES
The quality of 3D reconstruction results depends on the number of feature points that are accurately matched. Therefore, the matching precision primarily influences the reconstruction results. Moreover, nonrigid registration of visible and infrared images is the most critical step in the system as a whole. The methods used in the traditional reconstruction technology, such as SIFT and SURF, cannot be easily performed on multimodality image registration. To address this problem, we propose a nonrigid registration of multimodality images with mixed features. The method can obtain further accurately matched points, thereby not only increasing the amount of feature points but also improving precision. The following is a detailed introduction of the algorithm. In this section, we initially introduce GMM, next we amply narrate the problem modeling based on mixed features and then put forward the solving method. Subsequently, we summarize our algorithm.
A. GAUSSIAN MIXTURE MODEL
Suppose we are given two sets of point candidates X = {x l } L l=1 and Y = {y k } K k=1 extracted from two images, respectively. {x l } L l=1 indicates the template set while
denotes the target set. The goal is to solve the transformation f between the two sets and find the correspondence matches S. GMM can formulate these two variables into one objective function.
We introduce a set of latent variables to show the correspondences:
where
and z k = L + 1 shows that y k is an outlier. The probability density function of the GMM is as follows:
We set the GMM components to satisfy the same isotropic covariance σ 2 I and enable the outliers to conform to the uniform distribution of probability 1/a with a being the area of the image. θ = {f , σ 2 , } denotes the unknown parameters in the model, and indicates the probability of outliers corresponding to the marginal distribution over the latent variable, i.e. P(z k = L + 1) = . π kl represents the mixing coefficient of each component of GMM. So, we obtain the mixture model as follows:
We give a maximum-likelihood estimation solution of the parameter set θ, θ * = argmax θ P(Y |θ), which is equivalent to solving the following minimization problem:
Since we make the independent and identically distributed (i.i.d.) assumption on the data, the spatial transformation will be obtained from the optimal solution θ * .
B. PROBLEM MODELING
Infrared image characteristics are mainly determined by temperature. These visible image characteristics are mainly determined by the reflection on the surface of objects. In addition, lens and other optical devices adopted by infrared thermal imaging systems are relatively different from visible imaging equipment, which introduces diverse nonrigid deformation, such as lens and perspective distortions. For infrared and visible images manifesting two different phenomena, the appearance features with global statistical dependence including gray levels, colors, and textures do not match. Instead, the features representing salient structures are preferred, such as corner points and edge maps. So we adopt edge and corner point features to reflect the outline of the object and main structural features better. Thus, the mixed features are introduced into GMM, X e = {x e a } A a=1 and Y e = {y e b } B b=1 denotes two sets of edge point candidates extracted from visible and infrared images [32] respectively, in addition, X Then, the probability that y k belongs to the gaussian density center f (x l ) should be discussed, that is to say, we need to assign the coefficient π kl , which is a priori. Thus far, we normally assume that all GMM components have the same mixing coefficient
and
L l=1 π kl = 1. We consider the following two points to propose some improvements. First, assuming that all components have the same mixing coefficient only takes global structural features into account. However, the local structure characteristics of point sets are also relatively stable, so we integrate the local neighborhood structure information to help in the distribution of member probability. We calculate the local feature descriptor of each point, and initialize π kl based on matching feature descriptors. Particularly, we consider shape context as feature descriptor and Hungary χ 2 algorithm as a matching approach [32] , then we can obtain the rough correspondences T. Second, it is possible for edge points to correspond to corner points in the initial rough matching. Nevertheless, the possibility of cross matching similar to this between different feature points is obviously low and also unreliable, so we inhibit the cross matching in the process of initializing π kl by setting the initial values to zero. After obtaining T, we initialize π kl through the following principles: If y k has the corresponding point x l in T, there are four settings:
If y k has no corresponding point x l in T, there are two settings:
(ii) k ∈ [B + 1, k]
where τ denotes the reliability of correspondences, 0 ≤ τ ≤ 1.
In the framework of this algorithm, π kl is no longer assigned according to the prior, but depends on specific data which indicates that we consider both local and global structural characteristics of point sets.
C. SOLUTION
The EM algorithm is general technique for solving the problem with latent variables. It alternates between two steps such as an expectation step (E-step) and an maximization step (M-step). We follow the standard notations and omit the terms that are independent of θ, and then Eq. (4) has the following form:
E-
Step: We denote P the K ×L posterior probability matrix, and p kl = P(z k = l|y k , θ old ) is the (k, l) element in it, which indicates the degree of the sample (x l , y k ) as an inlier. It can be calculated accordance with the Bayes rule:
M-
Step: We update the parameter set on the basis of the current posterior probabilities: θ new = arg max θ Q(θ, θ old ). The optimal solutions of σ 2 and can be obtained by taking the derivatives of Q in Eq. (11) and setting the results to zero. Thus we have:
To estimate the transformation f in the M-step, we need first to model it. For an infrared and visible image pair, the two images are typically acquired simultaneously with only a slightly viewpoint change. Therefore, the spatial transformation could be characterized by a linear model. This can also avoid over-fitting caused by those more sophisticated complex nonlinear model. In this situation, the transformation f is defined as: f (X) = X + v(X), where v is an offset function. We can model v in reproducing kernel Hilbert space (RKHS) H, which can be defined by the diagonal Gaussian kernel [32] : R 2 × R 2 → R 2×2 , and
}I. Considering the complete-data log likelihood in Eq. (11) and omitting the terms that are independent of f , we have the following objective function: (15) In order to preserve the adjacent relationship between image feature points in the process of transformation and increase the accuracy of matching, we add neighborhood information of feature points as constraint conditions in model solution. For each point in X, we search t nearest neighbors and use D to represent the weights, where D is a N × N matrix. If x j is not in the set of nearest neighbors of x i , then we set D ij = 0 and ∀ L j=1 D ij = 1. So we can obtain the reconstruction errors by using the following cost function:
D can be obtained by least square method.
Combining Eq. (15) and Eq. (16), we have the following objective function:
Maximizing Q is equivalent to minimizing , where λ is used to control the weight of the two cost functions. Hence, on the basis of the representation theorem [33] , the optimal solution of Eq. (17) has the following form:
We substitute Eq. (18) into Eq. (17), take the derivative of with respect to C and set result to zero, then obtain a linear system. r b is determined by this linear system:
where R = (r 1 , ..., r L ) T and ∈ R L×L is Gram matrix consisting of ij .
So far, all the parameters have been solved in the M-step. The correspondence matches S between feature points is determined through the following formula when the iterative solution is convergent, and µ is the threshold:
We summarize the algorithm in Alg. 1. Note that we have to initialize the parameter , which denotes an initial guess of the outlier ratio in the correspondence. We initialize it to 0.1 and then update it adaptively during the EM iteration. 15 The match set S determined by Eq. (20) and f is determined by obtained parameters.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our proposed registration method and compare the 3D reconstruction result obtained by our system with traditional passive 3D reconstruction technology. To this end, for the registration method, we experiment on the dataset to demonstrate the importance of adopting a method, which is aimed at multi-modality image. We compare the performance of our algorithm and another representative method, namely, RANSAC [34] . The matching precision and the number of accurate matches are reported in detail. To verify the algorithm effectiveness further in actual application, we experiment on manually collected data. We compare the performance of different point detectors, such as SIFT [25] , Harris corner detector [23] , SIFT mixed with edge, and Harris corner mixed with edge, in the registration to verify the importance of adopting mixed features. Then, we compare the performance of our strategy with four state-of-the-art methods, including RANSAC [34] , VFC [35] , GLMDTPS [36] and GAIM [37] . These four methods are combined with SIFT.
For 3D reconstruction, we select two representative complex scenes for the experiment to demonstrate the superiority of our method in a complex scene reconstruction with hidden and disguised heat source targets. One scene has a hidden target, and the other has a disguised target. The reconstruction results of the proposed and traditional technologies are compared. VOLUME 7, 2019 All experiments are conducted on a laptop with 2.7 GHz CPU, 4 GB RAM, and MATLAB codes. The parameters are set on the basis of those in the previous section, and we exert best efforts in tuning them to achieve their best performance.
A. NON-RIGID REGISTRATION EXPERIMENT 1) DATASET AND EVALUATION
The actual dataset is released from the University of Toronto IRData'. 1 We select four pairs of infrared and visible images from the dataset. The resolution of infrared image in this dataset is 384 × 288, and that of the visible image is 1388 × 1038. We down-sample the visible image to the same resolution as the infrared image for subsequent testing experiment. Moreover, to test the practical application environment in terms of the effect of registration model, we collect 10 visible and infrared image pairs of complex scene as the actual scene test data. The infrared and visible images have a resolution of 384 × 288. To establish the ground truth transformations for these two datasets, we manually select at least 10 control point pairs, and then estimate the transformation f accordingly using least squares.
The number of accurate matches in the image pair can not only represent the effectiveness of the algorithm but also greatly affect the subsequent reconstruction effect. Thus, the number of accurate matches and matching precision can be adopted as reliable and fair criteria for measuring algorithm performance. The accurate matches are defined as those matches consistent with the ground truth transformation. The specific implementation is calculated as follows: (i) Perform the ground truth on the feature points retained in the image to be registered. (ii) The Euclidean distance between the transformed and corresponding points in the target image is calculated. If the distance falls in 5 pixels, then we consider it as an accurate match. Note that the ground truth transformations are given in our dataset and the matches are generated by our method or compared methods. Once we obtain the number of accurate matches, we can calculate the precision which denotes the proportion of accurate matches.
Furthermore, for the 3D reconstruction, if the image pair has a small quantity of accurate matches, then it may not be used for camera self-calibration. Thereupon, calculating and solving the 3D coordinates of the corresponding points are impossible. Therefore, the corresponding image pair will be discarded and cannot be used for subsequent 3D reconstruction. In image registration, accurate registration indicates that the method can generate sufficient accurate matches, which means the image pair will not be abandoned in the 3D reconstruction. Thus, we also use a strategy to directly characterize the overall registration performance on manually collected data. Once the distance of each match in match set S is obtained, we calculate the median error (MEE) and maximum error (MAE) accordingly. Then, the registration results are classified into three categories, i.e., incorrect (MAE > 10 pixels), inaccuracy (MAE ≤ 10 pixels and 1 Available at: http://www.dgp.toronto.edu MEE 1.5 pixels), and acceptable (MAE ≤ 10 and MEE ≤ 1.5 pixels). As for manually collected data, we consider all the inaccuracy and acceptable registration to be the successful registration, and calculate the successful registration rate in the testing of these pairs of images.
2) RESULTS ON DATASET
We conduct experiments on the dataset to demonstrate the advantage of our method. RANSAC using SIFT feature points is used for the purpose of comparison. RANSAC is a classical and commonly used algorithm in multi-modality image registration, and SIFT as a popularity feature is widely used in traditional 3D reconstruction technology. Fig. 2 intuitively demonstrates the representative registration results of the proposed algorithm on the actual dataset. The first row presents the source images, the second and third rows respectively present edge map and corner points extracted from source images and the remaining two rows show the matches produced by RANSAC and our method. In addition, the blue lines indicate accurate matches, and the red lines represent inaccurate matches. The RANSAC fails to generate sufficient accurate matches. On the contrary, in our method, the number and proportion of accurate matches are high, and the distribution in the image is uniform, which is helpful for the accuracy of coordinate point calculation in subsequent 3D reconstruction. The RANSAC produces a small number of accurate matches with approximately 80% outliers. On the one hand, this condition is caused by the low resolution and multimodality of data; on the other hand, it is due to the gradient information between the infrared and visible images that often have large differences. Thus, the SIFT, which is widely used in traditional 3D reconstruction cannot extract sufficient features, thereby decreasing accurate matches. However, our method generate sufficient accurate matches. On the one hand, we introduce Harris corner and edge mixed feature, which pays further attention on considerable structural characteristics to extract additional features, thereby demonstrating the importance of adopting mixed features. On the other hand, the local and global structure are equally considered to obtain further accurate matches.
To evaluate the performance further intuitively, the number of accurate matches and matching precision are calculated, Fig. 3 and Fig. 4 display the statistical results. Fig. 3 shows the number of accurate matches. Fig. 4 exhibits the matching precision of four image pairs. Our method can produce better results on test dataset than RANSAC. The number of accurate matches is more than and the matching precision is 60% higher than those of RANSAC.
3) RESULTS ON MANUALLY COLLECTED DATA
To demonstrate the effectiveness of mixed features, we test the performance of single and mixed features in the registration. To use Harris corner point detector exclusively, all parameters and variables associated with edge feature is removed (or set to zero), and the cross matching inhibition is skipped. Meanwhile, as a comparison, we test the effect of SIFT and mixed features of edge and SIFT. The success of image registration can reflect the performance. Therefore, we use successful registration rate as criterion to characterize the performance. The statistical result is reported in Table 1 , where the acceptable and successful registration rates are presented. The table shows that SIFT, when used as single feature, behaves worse than Harris corner. The successful registration rates of these two methods are lower than that of the mixed features. Both mixed features perform effectively, and the corner and edge features are outstanding. The acceptable FIGURE 3. Quantitative comparison on the performance of our method and RANSAC [34] . Number of accurate matches.
FIGURE 4.
Quantitative comparison on the performance of our method and RANSAC [34] . Matching precision. and successful registration rates are the highest, confirming the effectiveness of the proposed mixed feature.
Then, we compare the performance of our strategy with those of four state-of-the-art methods, namely, RANSAC [34] , VFC [35] , GLMDTPS [36] and GAIM [37] . These four methods are combined with SIFT. Fig. 5 qualitatively displays a representative image registration effect. The first row presents the original infrared and visible images, and the second and third rows respectively present the edge map and corner points. The fourth and fifth rows exhibit the feature matching results of our method and RANSAC and the bottom row present the warped visible image.The warped visible image display of the two algorithms shows that the proposed algorithm accurately registers the two images. The nonrigid deformation effectively fits the distortion between images, and the overlapped parts of the two images are accurately aligned. However, RANSAC fails to complete the registration, thereby obtaining completely inaccurate matches and geometric deformation of the image. The image is completely misaligned. This example can clearly illustrate that the method cannot be used in traditional 3D reconstruction to complete the registration in our visible/infrared combined 3D reconstruction system. The statistic results of our method and four other methods are reported in Table 2 where the successful registration rate is presented. Results show that the registration of these manually collected data is difficult, but our method can perform efficiently in several registration scenes. [34] , VFC [35] , GLMDTPS [36] , GAIM [37] and our method on manually collected data.
B. 3D RECONSTRUCTION EXPERIMENT
To simulate system application in practical field, two complex scenes that contain hidden and camouflaged heat source targets are selected as the test set. We conduct reconstruction by using our visible/infrared combined system and the traditional reconstruction system. In our system, one visible camera and one infrared camera are used. Fig. 6 qualitatively displays the results, where the first and second rows present the reconstruction results of our system and the traditional approach, respectively.
We select a window with a camouflaged sunscreen, which is surrounded by sundries, such as umbrellas and books, as the first test scene. The experiments dressed in the same camouflaged clothes hide behind the sunscreen and act as camouflaged heat target. The left plot of Fig. 6 shows the reconstruction results of this scene. The figure above shows the scene reconstructed by the proposed visible/infrared combined 3D reconstruction system, whereas the following figure presents the scene reconstructed by the traditional reconstruction system. The texture details of the camouflaged target are similar to the surrounding environment, and the color is the same; it has a good concealment effect in the traditional reconstruction scene. The contour is blurred and not highlighted; thus, the location of the camouflaged target cannot be accurately determined. However, the scene reconstructed by our system does not suffer from this problem because the image acquired by the infrared camera is not affected by camouflage. The thermal radiation information of the target object can be obtained. Thus, the contour information can be retained in images, thereby completing the structure and contour of the disguised object in the reconstruction scene. After final texture rendering, the highlighted thermal radiation information of the camouflaged target is mapped to the scene. Thus, the camouflaged target is highlighted in FIGURE 5. Qualitative illustration of image registration on one of representative image pairs in our manually collected data. The first row presents the original infrared and visible images, the second and third rows respectively present the edge map and corner points. The fourth and fifth rows respectively present feature matching result by our method and RANSAC. The bottom row present the warped visible image. In feature matching results, blue lines denote correct matches and red lines denote the opposite.
the reconstruction scene, and its contour and specific position in the scene are reflected. In addition, our system uses the new registration algorithm to extract additional feature points, achieve a high matching accuracy, and obtain further accurate camera attitude estimation. As a result, additional point clouds are generated. Thus, the difference between the 3D and actual scene structures recovered by this system is small and further realistic and accurate.
In the second test scenario, we stack substantial paper bags and cartons, one of which contains a bottle filled with hot water as a hidden heat source target. The right plot of Fig. 6 shows the reconstruction results. The above figure displays the scene reconstructed by the proposed visible/infrared combined 3D reconstruction system, whereas the following figure exhibits the scene reconstructed by the traditional reconstruction system. The figure shows that the visible camera cannot obtain its texture information because the water cup is hidden in the paper bag. Thus, the visible image alone cannot be used for reconstruction. We cannot observe whether hidden targets are found in the actual scene through reconstruction of the scene. Only the specific spatial position of the object can be assessed. Nevertheless, in a visible/infrared combined 3D reconstruction scenario, the outline and structure information can be retained in the images as a result of the infrared camera obtaining the thermal radiation information of the bottle. We can use this information for extracting feature points to solve the 3D coordinates of this bottle. Thus, the bottle can be rebuilt in the 3D reconstruction scene. After texture mapping, the bottle can be highlighted in the scene, and the accurate location has been reflected. The bottle is placed on the right front side of the paper bag.
VI. CONCLUSION
To address the problem of traditional 3D reconstruction technology, which cannot highlight and locate the hidden or disguised heat source target in the scene, the idea of combining visible/infrared information to reconstruct 3D scene is proposed. The corresponding system is designed to realize the reconstruction function. Furthermore, to solve the problem of the widely used registration algorithm in the traditional passive reconstruction technology, which cannot accurately match the visible and infrared images captured by our new system, we propose a new nonrigid registration algorithm based on mixed features to solve the registration of multimodality images. The validity and reliability of the algorithm are verified by conducting experiments on actual dataset and manually collected data. Our proposed method can produce further accurate matches and high precision and obtain a high successful registration rate, thereby ensuring the accuracy and authenticity of subsequent 3D reconstruction results. Moreover, the 3D reconstruction scene produced by our system extraordinarily highlights the hidden and disguised heat source target and obtains a high sense of reality and further accurate detail, as shown in the qualitative display. The qualitative and quantitative comparisons reveal the superiority of our 3D reconstruction system over the traditional system. 
