The Laser Interferometer Space Antenna (LISA) denes new demands on data analysis eorts in its all-sky gravitational wave survey, recording simultaneously thousands of galactic compact object binary foreground sources and tens to hundreds of background sources like binary black hole mergers and extreme mass ratio inspirals. We approach this problem with an adaptive and fully automatic 
which is interesting in itself as a new analysis problem, and of vital importance for the full science exploitation of this new mission. The total number of sources is unknown, the number of parameters that need to be estimated is very large and the instrument noise is not readily estimated from the data stream. This is an analysis problem for which Bayesian inference with a known model on the dataset could well provide a very powerful tool. One of the key issues is that the variety of possible sources is very considerable white-dwarf binaries, massive black holes, extreme-mass ratio inspirals and bursts from cosmic strings all produce distinct signals and it is therefore appealing to develop an analysis method which is as robust as possible, in the sense that it does not require specic tuning for the signal template on which it is applied.
Although the theoretical set-up is straightforward, the practical implementation of Bayesian inference can be challenging due to the diculty in computing multi-dimensional integrals on large dimensional spaces. In contrast to the approach outlined here, these approaches all required some manual tuning of the parameters, whereas the adaptive nature of the RJ-MCMC algorithm we present makes this unnecessary. trans-dimensional that is the total number of parameters of the model is one of the unknowns that needs to be determined and it assumes that the noise aecting the observations is unknown. This technique has been successfully applied, in full or in part, to a number of (simplied) problems in a wide range of data analysis contexts:
observations of kludge waveforms for massive black holes and extreme-mass ratio inspirals in LISA (10), spinningbinary systems in a network of ground-based laser interferometers (5), and single source white dwarf binary data sets in the rst round of the Mock LISA Data Challenges (MLDC) (11) . In this paper we provide for the rst time a detailed description of the method and discuss its eciency. We do so by applying it to the data sets distributed by the MLDC Task Force in the context of the MLDC round 1 and 2 as restricted to White Dwarf binary systems. For this specic LISA application we simultaneously estimate the noise level along with the parameters of the model. This paper focuses on the case in which the total number of sources contained in the data set is unknown, but will also consider specic examples with known total number of signals to verify individual parts of the full RJ-MCMC application. (12; 13; 14; 15) ; however, the analysis approach that we present here is completely general and can be applied to any waveform and TDI read-out.
Throughout this paper we will concentrate on GWs generated by Double White Dwarf binary systems (DWD) whose frequency is assumed to be monochromatic in the source reference frame. The two independent gravitational waves (as dierentiated by their polarization states + and ×) are then described by a 7-dimensional parameter vector λ λ = {A, ι, ψ, θ, φ, f 0 , φ 0 } ,
displaying the overall amplitude A, four parameters that describe the binary system's geometry the position in the sky identied by the polar latitude θ and polar longitude φ, and the (xed) orientation of the orbital angular momentum vector that we parametrize by the inclination angle ι and the polarization angle ψ the initial frequency f 0 in the source reference frame and an arbitrary constant phase φ 0 at some reference time. We intend to infer these signal parameters, and a parametrisation of the noise oor, by means of a goodness of t measure, described later in this paper.
In the source reference frame the two polarization states of the GWs read
From Eqs. (2) and (3) one can derive the waveforms in the Solar System Barycenter(32): 
In the applications of our analysis approach we will concentrate on signals at frequencies smaller than ≈ 3 mHz.
In fact, in this regime the wavelength of GWs is longer than the LISA arm-length and one can introduce approximations to the LISA response (the so-called longwavelength approximation ), while preserving the delity of the signal recorded at the detector. In our numerical implementation we follow the strategy implemented in the LISA Simulator (23) and particular in Crowder and
Cornish (3) in which h + and h × as wrapped within the TDI stream are modelled directly in the Fourier domain.
The choice of working in the long-wavelength approximation is entirely driven by computational reasons: it has no impact on the generality of our approach, but allows us to perform the analysis much faster and therefore explore a larger number of cases. In the low-frequency regime, T is essentially insensitive to GWs (24) , and therefore only
A and E carry astrophysical information. Those are the TDI variables on which we will perform the analysis.
In summary, the data set that we are considering can formally be described as:
where d a represent the data of the a−th TDI output and n a the relevant noise contribution; h a,k is the GW signal at the a-th TDI output produced by the k−th DWD characterized by the unknown parameter vector λ k , see Eq. (1), with an unknown total number K of DWDs in the data (k = 1, . . . , K). The instrumental noise is modelled as a Gaussian and stationary random process with mean and variance given by:
ñ a (f ) = 0 ; (10) in Eq. (9) S(f ) is the one-sided noise spectral density of the TDI variables A and E , which is identical, and T the duration of the observation (this should not be confused with the TDI variables T and/or T , which we will not need to consider in the rest of paper). In the following we will use the notation {d a } to indicate the joint data set A and E . 
Both these frequency shifts are much smaller than the range over which S(f ) varies; we will therefore assume the noise to be constant over the relevant restricted frequency band of the white dwarf, so that S(f ) ≈ const = S 0 . In the analysis presented here we will assume S 0 to be unknown. The parameter vector that we need to determine is therefore:
with K usually referred to as the model indicator/selector ; and we will indicate with M = 7 × K + 1 the number of dimensions of this vector.
III. BAYES' THEOREM
Bayes' theorem follows directly from the product rule in probability theory and provides a rigorous mathematical prescription to assign the probability density function (PDF) to a model m given a data set d within some world view W, which represents all relevant prior information (e.g. Bretthorst (25) ):
In the previous expression, p(m|d, W) is the posterior probability density function of the model given the data;
L(d|m, W) is the likelihood function of the data given the model, which quanties how the degree of belief in the model is aected by the observations; p(m|W) is the prior probability of the model, which quanties our state of belief prior to (new) observations, and p(d|W) is the evidence (or marginal likelihood), the probability of the data given only the background information.
For the problem at hand the model is represented by the unknown parameter vector Λ and the data set is given by {d a }. In the following we will drop, to simplify notation the explicit reference to the background information W. By applying Bayes' theorem (12) to this specic problem, we aim at computing the joint posterior density function (PDF) p( Λ|{d a } ) of Λ given the data sets d A and d E , which is given by
Due to the fact that the TDI observables A and E are independent, the likelihood function is simply:
One important feature of the LISA data set both at the conceptual and practical level is that the number of signals present in any given data stretch is not known a priori. As a consequence, the dimensionality M , see Eq. (11), of the parameter vector Λ is itself one of the unknowns in the analysis. Such problems are usually called, in the Bayesian literature, trans-dimensional ;
the automatic approach that we provide here to tackle such a scenario represents the main novelty of the paper.
We will start by considering the`standard' scenario in which M is xed and known; we will then generalize our approach to the case where M is unknown.
A. Known number of signals
In this Section we consider the case in which the total number of signals present in the data set, K, is known, though in general we still assume that the noise spectral level S 0 is unknown, and one of the parameters that we want to determine.
Due to the large dimensionality of the problem, one is interested in the PDF of a given parameter or the joint PDF of two parameters, say p(Λ i |{d a }) out of the (many) that constitute the unknown parameter vector; the PDF is obtained by integrating the joint PDF over the parameters other than Λ i , to obtain what is often referred to as the marginalized PDF
in the complex domain; we denoted with subscript j the discrete nature of the data and consecutively model, with each data point separated from the other by a constant sampling frequency interval ∆f as found in ∆f = 1/T with T the sampling time of the data.
B. Unknown number of signals
When the number of signals present in the data set is not know as it is the general case for LISA the joint posterior PDF that one wants to compute is not simply restricted to the parameter vector Λ, but also includes K, the total number of GW signals present in the data set. It is clear that in this case the dimensionality of
and Eq. (14) becomes now
The joint posterior PDF, Eq. (17) can be separated into a posterior PDF for the model indicator K and the parameter vector Λ(k)
and the same marginalized PDF may be applied for each individual posterior for the parameter vectors of each model:
IV. AN ANALYSIS PIPELINE
The goal of our analysis pipeline is to construct a We construct a transition probability or kernel by introducing proposal density functions g y,y (·) that control the transition from the current state y to the new state y . The quality of proposal density functions can directly be measured in their performance in guiding the chain to full the above convergence criteria in the shortest amount of time (called "burn-in" time of the sampler).
The choice of g y,y (·) is then clearly motivated by the problem at hand: as a consequence, for each class of signals on which one wants to apply the method some (usually non-negligible) tuning of the algorithm is necessary. The methods that we propose here are aimed at addressing this issue in an automated way accordingly.
Our sampler uses two dierent kinds of proposal densities, both subject to adaptation schemes. The rst proposal density suggests a transition from one state y to a new state y with explicit dependence on the old state,
i.e.
A random number u ∈ U [0, 1] selects the actual value from the proposal density with which the new state is formed. The width of the proposal distribution is an important factor in the performance of the sampling algorithm, and thus the subject of adaptation. If it is too great, proposals will fall mostly outside the mode of the underlying target distribution and be rejected; too small and the chain will not explore the full range of the mode eciently. Such types of proposed jumps are here labelled "dependent". Their advantages include ease of implementation, however there is evidently auto-correlation within the chain which must be eliminated by appropriate thinning (keeping only every n-th member of the chain).
Alternatively, proposal densities can be constructed independently of the old state,
In this case the proposal distribution is static and not relative to the old state. In order to probe adequately the whole posterior PDF, the proposal should envelop the PDF itself and, in order to achieve highest eciency, 
A. Adaptation of dependent proposals: MCMC preruns
Assume the present state of the chain, say its n−th element, is y. A new state y (the n + 1 element of the chain) is proposed according to a proposal density probability g y,y (u); we indicate with g y ,y (u ) the proposal density function for the inverse transition, from y to y.
The algorithm is based on the Metropolis acceptance ratio α to control the transition from the present to the new state with acceptance probability
If α y,y ≥ 1 the n + 1 element of the chain becomes y . If α y,y < 1, the n + 1 element is y with probability α y,y . This is in practice achieved by comparing π(y )/π(y) to a random number drawn from a uniform distribution in the range U [0, 1]: if this number is smaller than π(y )/π(y), then the next element of the chain is indeed y ; if this number is greater than π(y )/π(y), than the n+1 element of the chain remains y. g y,y (·) is set to a multi-variate Gaussian distribution of rank M given by
where
The index n in Eq. (24) 
y,y (·)π(y) . (27) This means that the average acceptance of new states should be given by τ (σ k ); in case of higher or lower acceptance rate the sampler ne-tunes itself towards τ (σ k ).
The value for the target acceptance probability is set to τ t = 0.25, close to the asymptotically optimal acceptance probability for RWM sampler at 0.239 under specic conditions of the target (28) and rounded up to yield a conservative measure for generic targets.
The way in which the variance in each dimension is updated follows the following scheme. If the chain makes the transition to y , then at the n + 1 state the variance gets updated according to
(τ t − 1) , (28) otherwise the chain remains at state y and we set
We note, that this approach does not equal the original AAP algorithm from Atchade and Rosenthal (27) , but states an alternative formalism rst developed by Hastie it is questioned in its reversibility. Andrieu et al. (29) and Hastie (9) showed convergence of the AAP, thus reversibility and following the fullment of convergence criteria for the underlying MCMC chain for a wide class of "well-behaved" target distributions, e.g. steady and continuos targets; we therefore feel it safe to apply the AAP to our motivated problem at hand. Nevertheless the word of caution of non-convergence has to be taken seriously, which leads us to apply the AAP for dependent proposal adaptations only in the burn-in stage of the sampler, which is discarded after the run nishes.
B. Adaptation of independent proposals: the RJMCMC main run We rst rewrite the Metropolis-Hastings ratio in its trans-dimensional formalism, and denote by g y,y (u) the independent proposal density for the model specic RWM parameter
States y and y no longer need to have the same dimension, with the dierence in dimension accounted by the inclusion of the Jacobian determinant for a move from state y to state y (34).
We introduce K models which are numbered with k (k ∈ 1 . . . K), and initially assign to each model the same probability (prob(k) = 1/K); the sampler tries to jump to each individual model with the same probability. (1 − prob(k)) (31) prob(k ) = prob(k ) + 1 n 2/3 (0 − prob(k )) , (32) with n stating the current number of MCMC state.
In order to ensure that adaptation is performed according to the intrinsic posterior distribution of the model selector, we reset the proposal densities to a uniform spread each time one model is adapted towards a probability
, with r the total number of resets; reset thus less often the longer we sample.
C. Block updates
A very important feature of our sampler is its ability to eciently block update parameters of a given model. 
V. RESULTS
In this section we demonstrate the analysis approach that we have described in the previous section, by applying this technique on selected data sets as distributed in the context of the Mock LISA Data Challenges (MLDCs).
In particular we apply the method on a single source data set in Gaussian and stationary noise (using the training data sets from MLDC-1) (hereafter Scenario A), a single source data set in which the noise is Gaussian and stationary plus non Gaussian contributions from a DWD galactic population (hereafter Scenario B1) and additionally from binary black hole merger signals and extreme mass ratio inspirals (hereafter Scenario B2), with the model not accounting for the latter non Gaussian contributions; and to a data set with three (but we leave the total number of parameters as unknown) signals well separated in parameter space. These test examples allow us to show the power of the approach and at the same time highlight some of the limitations in the current model implementation that have to be addressed in order to apply the method to data sets of much higher complexity (hereafter Scenario C).
When using a Bayesian approach to data analysis, the end result is a full joint posterior probability distribution over all parameters of the model. We wish to clarify the distinction between this kind of result which contains all the information which has been inferred about the model, and the more traditional "frequentist" approach, which typically quotes maximum likelihood values of the parameters along with a condence interval. Nevertheless, in order to test the robustness of the approach we calculate the 90% probability interval around the mode of the distribution in order to derive a counterpart to the frequentist's condence interval and test if the true parameter value lies within this regime. To accommodate multimodal distributions we integrate the density along the probabilities starting from the highest probability, the mode, towards lower probabilities until the 90% mark is reached, not along the parameter value. In this sense it is possible to derive an interval that breaks up over the parameter regime with multiple start and end points. Although we use the mode to start integrating over the probability distribution, the mode in itself will not be used as information carrier or as counterpart to a frequentist's maximum likelihood point. In particular, there is no intrinsic reason why the PDF on certain parameters should follow a distribution which can be prop- Although frequencies and positions in the sky are given, we searched for all the seven parameters of the signal. We use the information given about the frequency and sky position of the binaries solely as a starting point for our Markov chain.
As we limit our analysis to verication binaries below or equal to 3 mHz, we found in AM CVn (Veri- will return only approximates to the PDF, never the true PDF. The largest inuence on the bias is found in sampling lengths, since convergence to the intrinsic PDFs is found to be asymptotically in time; sampling would thus be optimal for an innitely long sampling run, but since we have to stop the code at some point bias is introduced (31). Current adaptive methods therefore target in general to speed up the asymptotic convergence. Furthermore the noise level is suciently large to confuse the likelihood, and is found responsible to add to the bias (5).
We show in Tab. I the 90% probability interval for the marginalized posterior distribution and compare it to the true parameter value. We nd the true parameter to always lie within the 90% probability interval. The bimodal distribution in Φ 0 yields a probability interval that is broken into two parts. We therefore give two start Table I : We show the 90% probability interval for the marginalized posterior distribution and the true parameter value for the DWD in the MCMC on scenario A. We nd the true parameter to always lie within the 90% probability interval. The bimodal distribution in Φ0 yields a probability interval that is broken into two parts. We therefore give two start points and two end points for the actual 90% interval and note the true value to lie within the second part of the interval. Here we see the standard deviations of the noise level essentially underestimated all the time. This leads to almost always accepted states as the chain does not move strongly enough. Nevertheless the trend slowly points toward the optimal acceptance, therefore does not show a runaway eect but a very slow convergence, a condition sucient for stable sampling of the posterior. Fig. 6 shows the standard deviations of our proposal densities.
The stochastic foreground seems to add signicantly to the instrumental noise level, a starting value close to the instrumental noise level has to be adapted continuously towards a higher level to account for this confusion.
We present in Fig. 7 Tab. II were we quote the 90% probability interval of the marginalized posterior distributions for each individual MLDC. We highlight that once again every true parameter value of the source lies within the 90% probability interval.
We highlight, that an extraction of the source was successful without prior analysis and/or extraction/subtraction of the massive black hole and the EMRI.
We were able to directly apply our adaptive approach to this dicult data set. We further note that the marginalized posterior distributions for the amplitude never display the possibility of a zero amplitude, thus the possibility that the signal may not be in the data. This may be seen as the verication that we also unambiguously conrmed a detection of the signal in the data set.
Nevertheless, the sub-optimal adaptation statistics of the noise level could indicate that we might have assigned background noise power to the signal. has to be noted that the inclination angle determines the contribution of h + and h × to the nal detected strain (and thus amplitude), with 50% weighting in case of a system at which we look face on, and full weighting for h + if we look at the system edge on. respect to the source reference frame which is however unmeasurable.
[33] Notice that the actual expression of A , E and T as a function of X, Y and Z is not unique because the covariance matrix has two degenerate eigenvalues. We have also used a prime to identify the TDI variables used in the analysis to distinguish them from the TDI A, E and T that are usually described in the literature and are constructed not from X, Y and Z, but from α, β and γ (22) [34] It has to be noted that the Jacobian is essential to the acceptance ratio denition, not introduced for the transdimensional problem. In fact the Jacobian is formally present in the xed dimension denition of the acceptance ratio Eq. 23, but cancels to 1 all the time. In the case of certain trans-dimensional moves it no longer equals unity.
