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Abstract: In this paper, we use probabilistic approach to prove that there exists a unique
weak solution to the Dirichlet boundary value problem for second order elliptic equations
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1 Introduction
Suppose D is a bounded domain in Rd. Let µi, ν, ρ be signed measures on R
d for each
1 ≤ i ≤ d. In this paper, we are concerned with the following boundary value problem:{
Au = −ρ, ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D,
(1.1)
where
Au :=
1
2
∆u+∇u · µ+ uν. (1.2)
Let b = (bi)1≤i≤d : D → R
d and q, f : D → R are measurable functions in D such that
|b|2, q and f belong to the Kato class Kd,2 (See the Definition 2.1 for the precise definition
of Kd,2) and ϕ is a continuous function on ∂D. W.D.Gerhard in [9] proved the following
result that there exists a unique continuous weak solution to the Dirichlet boundary value
∗yangss@mail.ustc.edu.cn
†Tusheng.Zhang@manchester.ac.uk
1
problem: 
1
2
∆u(x) +∇u(x) · b(x) + u(x)q(x) = −f(x), ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D,
under the condition that there exists a x0 ∈ D such that
Ex0 [e
∫ τD
0 q(Xs)ds] <∞,
where X = (Ω,Ft, Xt, Px, x ∈ R
d) is the diffusion process associated with the generator
Lu := 1
2
∆u+∇u · b, τD is the first exit time of X from D and Ex0 is the expectation under
Px0 . Precisely speaking, there exists a unique u ∈ W
1,2(D)
⋂
C(D) such that u = ϕ on ∂D
and
1
2
d∑
i=1
∫
Rd
∂u(x)
∂xi
∂φ(x)
∂xi
dx−
d∑
i=1
∫
Rd
∂u(x)
∂xi
φ(x)bi(x)dx−
∫
D
u(x)φ(x)q(x)dx
=
∫
D
φ(x)f(x)dx, ∀ φ ∈ C∞0 (D).
In this paper, we will show that there exists a unique solution to the boundary value
problem (1.1) under the conditions that for each 1 ≤ i ≤ d, the signed measures µi, ν and ρ
belong to Kd,α for some α < 1, and we will obtain a global C
1,α-estimates in this case.
Using probabilistic approaches to solve boundary value problems has a long history. The
pioneering work goes back to Kukutani [12] who used Brownian motion to represent the
solution of the classical Laplace’s equations. In Chen and Zhang [4], they used the Girsanov
transformation and the Dirichlet forms methods to obtain the solution to the following
problem: 
1
2
d∑
i,j=1
∂
∂xi
(aij(x)
∂u
∂xj
) +
d∑
i=1
bi(x)
∂u
∂xi
+ q(x)u(x) = 0, ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D,
(1.3)
under some conditions, including that |b|2, q belong to the Kato class Kd,2.
Note that for any f ∈ Kd,2 and ǫ > 0, there exists a δ > 0 such that∫
Rd
φ(x)2f(x)dx ≤ ǫ
∫
Rd
|∇φ(x)|2dx+ δ
∫
Rd
|φ(x)|2dx, ∀φ ∈ C∞0 (R
d). (1.4)
The property (1.4) plays an important role in [4] and [5]. As far as we know, all the previous
works about the weak solutions to elliptic PDEs (1.3) were considered under the condition
that |b|2 satisfies the property (1.4). However, there exist functions which are belong to Kd,α
such that the square of them are not locally integrable with regard to (w.r.t.) the Lebesgue
measure dx, hence they fail to hold the property (1.4). For example: let 1
2
< α < 1,
1−α < γ < 1
2
and g : Rd−1 → R, then f(x1, x2, ..., xd) := (xd− g(x1, x2, ..., xd−1))
γ−1 ∈ Kd,α
following form the arguments in the proof of Proposition 2.1 and Example 2.4 in [2]. But f 2
is not locally integrable obviously. Hence the results in the previous works do not cover our
case.
2
Let Wt be a standard Brownian motion in R
d w.r.t. Px. Following from Remark 2.1 (i)
in the next section, |b|2 ∈ Kd,2 is equivalent to
lim
t→0
sup
x∈Rd
Ex[
∫ t
0
|b(Ws)|
2ds] = 0, (1.5)
which implies that Mt := e
∫ t
0
b(Ws)dWs−
1
2
∫ t
0
|b(Ws)|2ds is a martingale. Hence the Girsanov
transformation can be applied in this case (e.g. see [5] and [9]). However we have seen that
(1.5) may fail when f ∈ Kd,α. Even for π ∈ Kd,α is absolutely continuous w.r.t. dx, it have
enormous difficulties to prove that |π|(dx) satisfies the Kato-type inequality, thus it is not
clear whether the quadratic form associated with the generator A defined in (1.2) is a closed
form, i.e. it is lower bounded, closable and satisfies the sector condition (see [16]). Hence
the Girsanov transformation and the Dirichlet form methods can not be used in this paper
immediately.
On the other hand, we stress also that the maximum principle plays a key role in showing
the uniqueness of the solutions to the elliptic PDEs. However, the Trudinger’s criterion about
the maximum principle in [17] is not met even when ν = 0.
Hence all the previous known methods in solving the existence and uniqueness about the
solutions to the elliptic boundary value problems such as those in [4], [5], [9] and [15] ceased
to work.
In this paper, we will give the definition of the weak solution (see the definition 2.2 in
the next section) to the problem (1.1). And we will show that there exists a unique weak
solution to the Dirichlet value problem under some general conditions. When ν = 0, we will
use the heat kernel estimates in [14] to obtain the existence of the solution to the problem
(1.1). when ν 6= 0, note that −ν may not be a positive measure, thus there will not exists
a Markov process correspond to the generator A. The proposition of continuous additive
functionals (CAFs) associated with ν and ρ (see the definition 2.3 in the next section) will
play an important role to show the existence and uniqueness of the solutions to the problem
(1.1).
The rest of the paper is organized as follows. In Section 2, we set up the precise frame-
work. And we will first establish some estimates in Section 3. Section 4 is devoted to
obtaining the existence and uniqueness of solutions to problem (1.1) under the case that
ν = 0. The boundary value problem (1.1) will be completely solved in Section 5.
2 Framework
Assume that d ≥ 3. We first recall the following notion.
Definition 2.1 Let π be a Radon signed measure on Rd. For 0 < α ≤ 2, set
Mαpi (r) := sup
x∈Rd
∫
Br(x)
|x− y|α−d|π|(dy),
where |π| is the total variation of the signed measure π and Br(x) is the ball in R
d centered
at x with radius r. We say that π is in the Kato class Kd,α, if limr→0M
α
pi (r) = 0. And we
say a function f ∈ Kd,α if the measure f(x)dx ∈ Kd,α.
3
Remark 2.1 (i) Set Nα,cpi (t) := supx∈Rd
∫ t
0
∫
Rd
s−
d+2−α
2 e−
c|x−y|2
2 |π|(dy)ds. It was proved in
[14] that for any 0 < α ≤ 2 and c > 0, π ∈ Kd,α if and only if limt→0N
α,c
pi (t) = 0.
(ii) From the definition of the Kato class, it is easy to see that if 0 < α < β ≤ 2,
Kd,α ⊂ Kd,β. And for π ∈ Kd,2, |π|(D) <∞.
Let D be a bounded, connected C1,1-domain and ϕ ∈ C(∂D). Hereafter we fix some
0 < α0 < 1 and let µi, ν, ρ ∈ Kd,1 for each 1 ≤ i ≤ d. Without loss of generality, we
assume the measures above vanish on Dc. We will use · to denote the inner product of the
Euclidean space Rd. | · | and || · ||C(D) denote the norm in R
d and the supremum norm in
C(D) respectively. Let R0 be the diameter of D, i.e. R0 = supx,y∈D |x − y|. For a signed
measure π on Rd, denote by π+ and π− the positive and negative parts of π respectively.
Let 0 < α < 1, recall that the Ho¨lder space C1,α(D) is defined as the subset of C1(D) with
the norm || · ||C1,α(D), where
||f ||C1,α(D) := ||f ||C(D) + sup
1≤i≤d
|||∂xif ||C(D) + sup
1≤i≤d
sup
x,y∈D,x 6=y
|∂xif(x)− ∂xif(y)|
|x− y|α
<∞.
For f ∈ C1,α(∂D), define ||f ||C1,α(∂D) := infΦ ||Φ||C1,α(D), where the infimum is taken over
the set of all global extensions Φ of f to D.
Let Au := 1
2
∆u+∇u · µ+ uν. For u, v ∈ C∞0 (D), define the quadratic form
Q(u, v) :=
1
2
d∑
i=1
∫
D
∂u(x)
∂xi
∂v(x)
∂xi
dx−
d∑
i=1
∫
D
∂u(x)
∂xi
v(x)µi(dx)−
∫
D
u(x)v(x)ν(dx).
Definition 2.2 A function u ∈ C1(D)
⋂
C(D) is called a weak solution to the boundary
value problem {
Au = −ρ, ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D,
(2.1)
if u satisfies
Q(u, φ) =
∫
D
φ(x)ρ(dx) for any φ ∈ C∞0 (D),
and u(x) = ϕ(x) when x ∈ ∂D.
Remark 2.2 Since for each 1 ≤ i ≤ d, the measures µi, ν, ρ are not absolutely continuous
w.r.t. dx, the classical notion of weak solution in the Sobolev space W 1,2(D) is not suitable
anymore.
Fix a nonnegative smooth radial function ψ ∈ C∞0 (B1(0)) with
∫
Rd
ψ(x)dx = 1. Let
ψn(x) = 2
ndψ(2nx) and Gn(x) := (G
1
n(x), G
2
n(x), ..., G
d
n(x)), where
Gin(x) :=
∫
Rd
ψn(x− y)µi(dy), ∀1 ≤ i ≤ d.
It was shown in [2] that there exists a unique strong Markov process {Ω,Ft, Xt, Px, x ∈
R
d} such that
Xt = X0 +Wt + At,
4
where Wt is a Ft- standard Brownian motion in R
d and At = limn→∞
∫ t
0
Gn(Xs)ds uniformly
in t over finite intervals, where the convergence is in probability. By Theorem 3.14 in [14], we
know that Xt has a continuous transition density function p(t, x, y) which admits a two-sided
Gaussian type estimate, i.e. there exist positive constants Mi, 1 ≤ i ≤ 5, such that for any
(t, x, y) ∈ (0,∞)× Rd × Rd,
M1e
−M2tt−
d
2 e−
M3|x−y|
2
2t ≤ p(t, x, y) ≤M4e
M5tt−
d
2 e−
M6|x−y|
2
2t . (2.2)
Definition 2.3 Fix a constant c > M5. For any signed measure π in R
d, we say that a
CAF Bt of X is associated with π, if
Bt = B
+
t − B
−
t , ∀t > 0,
where B+t and B
−
t are positive CAFs satisfy that for any x ∈ R
d,
Ex[
∫ ∞
0
e−ctdB+t ] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt,
Ex[
∫ ∞
0
e−ctdB−t ] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π−(dy)dt.
Remark 2.3 By Proposition 3.2 in the next section, we know that for any π ∈ Kd,2 with
compact support, there exists a unique CAF Bt associated with π. Moreover Bt is independent
of the choice of the constant c.
3 Preliminary results
As a preparation of solving the boundary value problem (2.1), in this section, we prove
a number of results on the regularity of the heat kernel and establish the existence and
properties of the CAFs associated with Kato class measures.
We firstly give the following result concerns general Feller processes.
Lemma 3.1 Assume that a Feller process {Yt, Qx, x ∈ R
d} has a continuous transition
density function w.r.t. the Lebesgue measure, which admits a Gaussian type lower estimate.
Let τD be the first exit time of Yt from D. Then we have
Qx(τD = 0) = 1, ∀x ∈ ∂D. (3.1)
and
Qx(τD <∞) = 1, ∀x ∈ D. (3.2)
Proof: First we show (3.1). By Theorem IV.2.19 in [13] we know that for any x ∈ ∂D,
there exists a ball Br(x) such that Qx(τBr(x)∩D = 0) > 0. By Blumenthal’s zero-or-one law
for Feller processes (see Theorem 2.3.6 in [6]), we deduce that Qx(τBr(x)∩D = 0) = 1. Since
regularity is a local condition, we have Qx(τD = 0) = 1.
Now we proof (3.2). There exists constants c1, c2 > 0 such that the transition density
function g(t, x, y) of Y satisfies
g(t, x, y) ≥ c1t
− d
2 e−
c2|x−y|
2
2t , ∀(t, x, y) ∈ (0, 1]× Rd × Rd.
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Thus, we have
sup
x∈D
Qx[Y1 ∈ D] = 1− inf
x∈D
Qx(Y1 ∈ D
c
)
≤ 1− inf
x∈D
∫
D
c
c1e
−
c2|x−y|
2
2 dy
≤ 1−
∫
{z:|z|>R0}
c1e
−
c2|z|
2
2 dz := β < 1,
(3.3)
where R0 is the diameter of D. Hence
sup
x∈D
Qx(τD > 1) ≤ sup
x∈D
Qx[Y1 ∈ D] ≤ β. (3.4)
By (3.3), (3.4) and the Markov property of Y , we have
sup
x∈D
Qx(τD > 2) = sup
x∈D
Qx(Y1 ∈ D; τD > 2)
= sup
x∈D
EQx [Y1 ∈ D;QY1 [τD > 1]]
≤ β sup
x∈D
Qx[Y1 ∈ D] ≤ β
2,
where EQx is the expectation under Px0.
By inductions, we have supx∈DQx(τD > n) ≤ β
n. Letting n→∞, we obtain (3.2). 
Given a signed measure π in Rd, set
Hn(x) :=
∫
Rd
ψn(x− y)π(dy). (3.5)
Lemma 3.2 Assume π ∈ Kd,α for some 0 < α ≤ 2. Then for any n ≥ 1, r, c > 0, we have
MαHn(r) ≤M
α
pi (r), (3.6)
and
lim
t→0
sup
n≥1
Nα,cHn (t) = 0, (3.7)
where MαHn(r) :=M
α
Hn(x)dx
(r) and Nα,cHn (t) := N
α,c
Hn(x)dx
(t).
Proof: For any r > 0, by Fubini’s theorem,
MαHn(r) = sup
x∈Rd
∫
Br(x)
|x− y|α−d|Hn(y)|dy
≤ sup
x∈Rd
∫
Br(x)
|x− y|α−d
∫
Rd
ψn(y − z)|π|(dz)dy
= sup
x∈Rd
∫
Rd
∫
Br(x)
ψn(y − z)|x− y|
α−ddy|π|(dz)
= sup
x∈Rd
∫
Rd
∫
Br(x−z)
ψn(y
′)|x− z − y′|α−ddy′|π|(dz)
= sup
x∈Rd
∫
Rd
ψn(y
′)
∫
Br(x−y′)
|x− y′ − z|α−d|π|(dz)dy′
≤Mαpi (r).
6
This together with the proof of Proposition 2.2 in [14], we deduce that for any c > 0,
limt→0 supn≥1N
α,c
Hn
(t) = 0. 
Following the arguments of Lemma 3.1 in [18] we can also show:
Lemma 3.3 For any 0 ≤ α < 1 and T > 0, there exists a δ(T ) > 0 such that for any
positive measure π ∈ Kd,1−α, c > 0 and (t, x, y) ∈ (0, T ]× R
d × Rd,∫ t
0
∫
Rd
s−
d+1+α
2 e−
c|x−z|2
4s (t− s)−
d+1
2 e−
c|z−y|2
2(t−s) π(dz)ds ≤ δ(T )t−
d+1+α
2 e−
c|x−z|2
4t N
1−α, c
2
pi (t).
Let Xnt be the solution of the following stochastic differential equation:
Xnt = x+Wt +
∫ t
0
Gn(X
n
s )ds, Px − a.e.. (3.8)
Denote by pD(t, x, y) the transition density function of the killed process XD of X upon
leaving the domain D, i.e. for any Borel set A ⊂ D and t > 0, Px(X
D
t ∈ A) = Px(Xt ∈
A; t < τD) =
∫
A
pD(t, x, y)dy. Similar denote by pn,D(t, x, y) the transition density function
of the corresponding killed process Xn,D of Xn.
It follows from Theorem 4.2, Theorem 4.6 and Lemma 6.1 in [14] that for t > 0, y ∈
D, pD(t, ·, y), pn,D(t, ·, y) ∈ C1(D), and moreover, for any T > 0 there exist constants
M7(T ),M8(T ) > 0, and M9,M10 > 0, such that for any n ≥ 1,
pD(t, x, y) ∧ pn,D(t, x, y) ≤M7(T )e
−M8(T )t, ∀(t, x, y) ∈ [T,∞)×D ×D, (3.9)
|∇xp
D(t, x, y)| ∧ |∇xp
n,D(t, x, y)| ≤ M9t
− d+1
2 e−
M10|x−y|
2
2t , ∀(t, x, y) ∈ (0, 2]×D ×D,(3.10)
pD(t, x, y) ∧ pn,D(t, x, y) ≤M9t
− d
2 e−
M10|x−y|
2
2t , ∀(t, x, y) ∈ (0, 2]×D ×D. (3.11)
Thus, for any (t, x, y) ∈ [2,∞)×D ×D,
|∇xp
D(t, x, y)| ∧ |∇xp
n,D(t, x, y)|
= |
∫
D
∇xp
D(1, x, z)pD(t− 1, z, y)dz| ∧ |
∫
D
∇xp
n,D(1, x, z)pn,D(t− 1, z, y)dz|
≤
∫
D
M9M7(1)e
−M8(1)(t−1)dz
= M9M7(1)e
M8(1)m(D)e−M8(1)t := M11e
−M8(1)t,
(3.12)
for some M11 > 0. Together with (3.10), we see that there exists a constant M12 > 0 such
that for any n ≥ 1,
|∇xp
D(t, x, y)| ∧ |∇xp
n,D(t, x, y)| ≤ M12t
− d+1
2 e−
M10|x−y|
2
2t , ∀(t, x, y) ∈ (0,∞)×D ×D.(3.13)
Similarly there exists a constant M13 > 0 such that for any n ≥ 1,
pD(t, x, y) ∧ pn,D(t, x, y) ≤ M13t
− d
2 e−
M10|x−y|
2
2t , ∀(t, x, y) ∈ (0,∞)×D ×D. (3.14)
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Note that following the same arguments in [14], if µi ∈ Kd,1−α0 for each 1 ≤ i ≤ d, we
can choose the constants M7−M13 depending on µ only via the function max1≤i≤dM
1−α0
µi
(·).
It means that if µ˜i ∈ Kd,1−α0 for each 1 ≤ i ≤ d and
max
1≤i≤d
M1−α0µ˜i (r) ≤ max1≤i≤d
M1−α0µi (r), ∀r > 0.
Then (3.9)-(3.14) are still valid with the same constants M7−M13 if µi is replaced by µ˜i for
each 1 ≤ i ≤ d.
For (t, x, y) ∈ (0,∞)×D×D, set pD(t, x, y) := 0 when x or y is on ∂D. Then pD(t, x, y)
is continuous on (0,∞)×D ×D by Theorem 4.6 in [14].
Proposition 3.1 Assume for each 1 ≤ i ≤ d, µi ∈ Kd,1−α0. Then for t > 0, y ∈ D,
pD(t, ·, y) ∈ C1,α0(D). Moreover there exist constants M14,M15 > 0, depending on µ only via
the function max1≤i≤dM
1−α0
µi
(·), such that for any convex subset D′ ⊂ D, (t, x, y), (t, x′, y) ∈
(0,∞)×D′ ×D and 1 ≤ j ≤ d,
|∂xjp
D(t, x, y)− ∂xjp
D(t, x′, y)| ≤M14|x− x
′|α0t−
d+1+α0
2 (e−
M15|x−y|
2
2t + e−
M15|x
′−y|2
2t ). (3.15)
Proof: Let qD(s, x, y) be the transition density function of the killed Brownian motion
WD. It is known from Theorem VI.2.1 in [8] that there exist c1, c2 > 0 such that for any
(t, x, y) ∈ (0, 1]×D ×D and 1 ≤ i, j ≤ d,
|∂xiq
D(t, x, y)| ≤ c1t
− d+1
2 e−
c2|x−y|
2
2t , (3.16)
|∂xi,xjq
D(t, x, y)| ≤ c1t
− d+2
2 e−
c2|x−y|
2
2t . (3.17)
For any convex subset D′ ⊂ D, we define the function Jk(t, x, y) recursively for k ≥ 0 on
(0, 1]×D′ ×D:
J0(t, x, y) := q
D(t, x, y),
Jk+1(t, x, y) :=
∫ t
0
∫
D
Jk(s, x, z)∇zq
D(t− s, z, y) ·Gn(z)dzds.
We first show that for any k ≥ 0, (t, x, y), (t, x′, y) ∈ (0, 1]×D′ ×D and 1 ≤ j ≤ d,
|∂xjJk(t, x, y)− ∂xjJk(t, x
′, y)|
≤ 21−α0d
α0
2 c1(c1δ(1)
∑
1≤i≤d
N
1−α0,
c2(1−α0)
2
Gin
(t))k|x− x′|α0
× t−
d+1+α0
2 (e−
c2(1−α0)|x−y|
2
4t + e−
c2(1−α0)|x
′−y|2
4t ),
(3.18)
where δ(1) is defined in Lemma 3.3.
If k = 0, by (3.17), |∂xjq
D(t, x, y) − ∂xjq
D(t, x′, y)| ≤ d
1
2 c1t
− d+2
2 |x − x′|. Hence together
with (3.16), we have
|∂xjJ0(t, x, y)− ∂xjJ0(t, x
′, y)|
≤ (|∂xjq
D(t, x, y)|+ |∂xjq
D(t, x′, y)|)1−α0|∂xjq
D(t, x, y)− ∂xjq
D(t, x′, y)|α0
≤ (c1t
− d+1
2 (e−
c2|x−y|
2
2t + e−
c2|x
′−y|2
2t ))1−α0(d
1
2 c1t
− d+2
2 |x− x′|)α0
≤ 21−α0d
α0
2 c1|x− x
′|α0t
d+1+α0
2 (e−
c2(1−α0)|x−y|
2
2t + e−
c2(1−α0)|x
′−y|2
2t ),
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which implies (3.18) for k = 0.
Suppose (3.18) is valid for k. Then by Lemma 3.3,
|∂xjJk+1(t, x, y)− ∂xjJk+1(t, x
′, y)|
≤ 21−α0d
α0
2 c1(c1δ(1)
∑
1≤i≤d
N
1−α0,
c2(1−α0)
2
Gin
(t))k|x− x′|α0
·
∑
1≤i≤d
∫ t
0
∫
D
s−
d+1+α0
2 (e−
c2(1−α0)|x−z|
2
4s + e−
c2(1−α0)|x
′−z|2
4s )c1(t− s)
− d+1
2 e−
c2(1−α0)|z−y|
2
2(t−s) |Gin(z)|dzds
≤ 21−α0d
α0
2 c1(c1δ(1)
∑
1≤i≤d
N
1−α0,
c2(1−α0)
2
Gin
(t))k+1|x− x′|α0t−
d+1+α0
2 (e−
c2(1−α0)|x−y|
2
4t + e−
c2(1−α0)|x
′−y|2
4t ),
which is (3.18).
By Lemma 3.2, there exists a T0 ∈ (0, 1] such that c3 := supn≥1 c1δ(1)
∑
1≤i≤dN
1−α0,
c2(1−α0)
2
Gin
(T0)
< 1. By Proposition 2.2 in [14] and (3.6) we know that T0 and c3 are dependent on µ only
via the function max1≤i≤dM
1−α0
µi
(·). Set c4 := 2
1−α0d
α0
2 c1(1− c3)
−1.
Now we are going to prove that for any (t, x, y), (t, x′, y) ∈ (0, T0]×D′×D and 1 ≤ j ≤ d,
|∂xjp
D(t, x, y)− ∂xjp
D(t, x′, y)|
≤ c4|x− x
′|α0t−
d+1+α0
2 (e−
c2(1−α0)|x−y|
2
4t + e−
c2(1−α0)|x
′−y|2
4t ).
(3.19)
Recall the following expansion proved in [14] (see (4.17))
∂xjp
n,D(t, x, y) =
∑
k≥0
∂xjJk+1(t, x, y), ∀(t, x, y) ∈ (0, 1]×D ×D.
Using (3.18), for any (t, x, y), (t, x′, y) ∈ (0, T0]×D
′ ×D, we have
|∂xjp
n,D(t, x, y)− ∂xjp
n,D(t, x′, y)| = |
∑
k≥0
(∂xjJk+1(t, x, y)− ∂xjJk+1(t, x
′, y))|
≤ c4|x− x
′|α0t−
d+1+α0
2 (e−
c2(1−α0)|x−y|
2
4t + e−
c2(1−α0)|x
′−y|2
4t ).
(3.20)
Note that c4 is independent of n, and that ∇xp
n,D(t, x, y) converges to ∇xp
D(t, x, y) by
Theorem 4.5 in [14]. Thus letting n → ∞ in (3.20), we obtain that (3.19) is valid for
(t, x, y), (t, x′, y) ∈ (0, T0] × D
′ × D. Hence together with the continuity of pD(t, x, y) on
(0,∞)×D×D, we have pD(t, ·, y) ∈ C1(D) for (t, y) ∈ (0, T0]×D, which deduce that (3.19)
is also valid for (t, x, y), (t, x′, y) ∈ (0, T0]×D′ ×D.
Finally we prove (3.15). Following from pD(t, ·, y) ∈ C1(D) for (t, y) ∈ (0, T0] × D
and Chapman-Kolmogorov equation, it is easy to see that pD(t, ·, y) ∈ C1(D) for (t, y) ∈
(0,∞)×D.
Moreover, by (3.9) and (3.19), for any (t, x, y), (t, x′, y) ∈ [T0,∞)×D′×D and 1 ≤ j ≤ d,
|∂xjp
D(t, x, y)− ∂xjp
D(t, x′, y)|
= |
∫
D
(∂xjp
D(
T0
2
, x, z)− ∂xjp
D(
T0
2
, x′, z))pD(t−
T0
2
, z, y)dz|
≤
∫
D
c4|x− x
′|α0(
T0
2
)−
d+1+α0
2 (e
−
c2(1−α0)|x−z|
2
4T0 + e
−
c2(1−α0)|x
′−z|2
4T0 )M7(
T0
2
)e−M8(
T0
2
)(t−
T0
2
)dz
≤ c4(
T0
2
)−
d+1+α0
2 M7(
T0
2
)e−M8(
T0
2
)(t−
T0
2
)m(D)|x− x′|α0 .
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Hence together with (3.19), we obtain (3.15). 
Lemma 3.4 Assume π ∈ Kd,α for some 0 < α ≤ 2, then for any x, x1 ∈ R
d and r > 0,∫
Br(x1)
|x− y|α−d|π|(dy) ≤ 2Mαpi (r).
Proof: Without loss of generality, we may assume x1 = 0.
If r ≤ |x|
2
, then for any y ∈ Br(0), |x− y|
α−d ≤ |y|α−d. Hence∫
Br(0)
|x− y|α−d|π|(dy) ≤
∫
Br(0)
|y|α−d|π|(dy) ≤Mαpi (r).
If r > |x|
2
and y ∈ Br(0)
⋂
Br(x)
c, then |x− y|α−d ≤ |y|α−d. Hence∫
Br(0)
|x− y|α−d|π|(dy) ≤
∫
Br(0)
⋂
Br(x)c
|y|α−d|π|(dy) +
∫
Br(0)
⋂
Br(x)
|x− y|α−d|π|(dy)
≤
∫
Br(0)
|y|α−d|π|(dy) +
∫
Br(x)
|x− y|α−d|π|(dy) ≤ 2Mαpi (r).

Recall that Hn is denfined in (3.5) and we have the following proposition:
Proposition 3.2 Fix a constant c > M5, where M5 is the constant appeared in (2.2). Then
for any signed measure π ∈ Kd,2 with compact support, there exists a unique CAF Bt =
B+t − B
−
t associated with the measure π in the sense that, B
+
t and B
−
t are positive CAFs
such that for any x ∈ Rd,
Ex[
∫ ∞
0
e−ctdB+t ] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt, (3.21)
Ex[
∫ ∞
0
e−ctdB−t ] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π−(dy)dt. (3.22)
Moreover, for any x ∈ Rd and constant T > 0,
lim
n→∞
sup
t≤T
|Bt −
∫ t
0
Hn(Xs)ds| = 0, in Px, (3.23)
and if x ∈ D, then BτD is integrable w.r.t. Px and
Ex[BτD ] =
∫ ∞
0
∫
D
pD(t, x, y)π(dy)dt. (3.24)
Proof: Suppose that supp π ⊂ Br(0) for some r > 0. Set H
+
n (x) :=
∫
Rd
ψn(x − y)π
+(dy)
and H−n (x) :=
∫
Rd
ψn(x− y)π
−(dy).
We will first show that
lim
n→∞
sup
x∈Rd
|
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt−
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt| = 0. (3.25)
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Note that
∫∞
0
t−
d
2 e−
M6|x−y|
2
2t dt ≤ c1|x− y|
2−d for some c1 > 0 and π
+ ∈ Kd,2. Using (2.2)
and Lemma 3.4, we have that for any T > 0,
sup
x∈Rd
∫ ∞
T
e−ct
∫
Rd
p(t, x, y)π+(dy)dt
≤ sup
x∈Rd
∫ ∞
T
∫
Rd
M4e
(M5−c)T t−
d
2 e−
M6|x−y|
2
2t π+(dy)dt
≤M4e
(M5−c)T sup
x∈Rd
∫
Rd
∫ ∞
0
t−
d
2 e−
M6|x−y|
2
2t dtπ+(dy)
≤M4e
(M5−c)T c1 sup
x∈Rd
∫
Br(0)
|x− y|2−dπ+(dy)
≤ 2M4e
(M5−c)T c1M
2
pi+(r).
Since supp H+n ⊂ Br+1(0) and M
2
H+n
(r + 1) ≤M2
pi+
(r + 1) by (3.6), we similarly have
sup
n≥1
sup
x∈Rd
∫ ∞
T
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt ≤ 2M4e
(M5−c)T c1M
2
pi+(r + 1).
It follows that
lim
T→∞
sup
x∈Rd
∫ ∞
T
e−ct
∫
Rd
p(t, x, y)π+(dy)dt = 0,
lim
T→∞
sup
n≥1
sup
x∈Rd
∫ ∞
T
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt = 0.
(3.26)
On the other hand, taking into account Remark 2.1 (i), (2.2) and (3.7), we can show that
lim
δ→0
sup
x∈Rd
∫ δ
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt = 0,
lim
δ→0
sup
n≥1
sup
x∈Rd
∫ δ
0
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt = 0.
(3.27)
Fix δ < T . For any R > 1, note that if x ∈ Br+4R(0)
c, then supp π+
⋃
supp H+n ⊂ {y :
|x− y| ≥ 3R}. Then similar to the proof of Lemma 3.5 in [14], we have
lim
R→∞
sup
n≥1
sup
x∈Br+4R(0)c
{
∫ T
δ
e−ct
∫
Rd
p(t, x, y)π+(dy)dt+
∫ T
δ
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt}
≤ lim
R→∞
sup
n≥1
sup
x∈Br+4R(0)c
{
∫ T
δ
∫
{y:|x−y|≥3R}
M4t
− d
2 e−
M6|x−y|
2
2t π+(dy)dt
+
∫ T
δ
∫
{y:|x−y|≥3R}
M4t
− d
2 e−
M6|x−y|
2
2t H+n (y)dydt}
≤ c2M4T lim
R→∞
sup
x∈Rd
∫
{y:|x−y|≥R}
e−
M6|x−y|
2
2T π+(dy) = 0,
where c2 > 0 is some constant, and the last equality follows from Proposition 2.2 in [14].
Thus, for any given ε > 0, we can choose R sufficiently large so that
sup
n≥1
sup
x∈Br+4R(0)c
{
∫ T
δ
e−ct
∫
Rd
p(t, x, y)π+(dy)dt+
∫ T
δ
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt} ≤ ε.(3.28)
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Since f(x, y) :=
∫ T
δ
e−ctp(t, x, y)dt is continuous in Br+4R(0) × Br+1(0), by Lemma 3.3
in [14] we have
lim
n→∞
sup
x∈Br+4R(0)
|
∫ T
δ
e−ct
∫
Rd
p(t, x, y)π+(dy)dt−
∫ T
δ
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt|
= lim
n→∞
sup
x∈Br+4R(0)
|
∫
Br+1(0)
f(x, y)π+(dy)−
∫
Br+1(0)
f(x, y)H+n (y)dy| = 0.
(3.29)
Since ε is arbitrary, combining (3.26)-(3.29), we obtain
lim
n→∞
sup
x∈Rd
|
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt−
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt| = 0,
which is the desired claim (3.25).
Obviously,
∫∞
0
e−ct
∫
Rd
p(t, x, y)H+n (y)dydt = Ex[
∫∞
0
e−ctH+n (Xt)dt] is a bounded contin-
uous c-excessive function. Hence by (3.25), Theorem IV.2.13 and Theorem IV.3.13 in [3],
there exists a unique positive CAF B+t such that for any x ∈ R
d, (3.21) holds. Similarly
there exists a unique positive CAF B−t satisfying (3.22). Hence there exists a unique CAF
Bt := B
+
t −B
−
t is associated with π.
Next we prove (3.23).
Note that (3.21) and (3.25) imply
lim
n→∞
sup
x∈Rd
|Ex[
∫ ∞
0
e−ctdB+t ]−Ex[
∫ ∞
0
e−ctH+n (Xt)dt]| = 0. (3.30)
Similarly, we have
lim
n→∞
sup
x∈Rd
|Ex[
∫ ∞
0
e−ctdB−t ]−Ex[
∫ ∞
0
e−ctH−n (Xt)dt]| = 0. (3.31)
Combining (3.30), (3.31) with Lemma 3.10 in [2] we deduce that
lim
n→∞
sup
x∈Rd
Ex[sup
t>0
|
∫ t
0
e−csdBs −
∫ t
0
e−csHn(Xs)ds|
2] = 0.
Consequently (3.23) holds.
Finally we will show (3.24).
Note that by Fubini’s theorem,
sup
n≥1
∫
D
|Hn(y)|dy ≤ sup
n≥1
∫
D
∫
Rd
ψn(y − x)|π|(dx)dy = |π|(Br(0)).
Hence by (3.9), for any T ≥ 1, we have
sup
n≥1
sup
x∈Rd
|
∫ ∞
T
∫
D
pD(t, x, y)π(dy)dt+
∫ ∞
T
∫
D
pD(t, x, y)Hn(y)dydt|
≤M7(1)
∫ ∞
T
e−M8(1)tdt(sup
n≥1
∫
D
|Hn(y)|dy + |π|(Br(0)))
≤ 2M7(1)|π|(Br(0))
e−M8(1)T
M8(1)
.
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Using the above bound and the fact that pD(t, x, y) is continuous on (0,∞)× D × D, and
following the same arguments as in the proof of (3.25), we obtain
lim
n→∞
sup
x∈D
|
∫ ∞
0
∫
D
pD(t, x, y)π(dy)dt−
∫ ∞
0
∫
D
pD(t, x, y)Hn(y)dydt| = 0. (3.32)
Set H¯n(x) := H
+
n (x) +H
−
n (x). By (3.6), (3.14) and Lemma 3.4, we have
sup
n≥1
sup
x∈D
∫ ∞
0
∫
D
pD(t, x, y)H¯n(y)dydt
≤M13 sup
n≥1
sup
x∈Rd
∫
Br+1(0)
∫ ∞
0
t−
d
2 e−
M10|x−y|
2
2 dtH¯n(y)dy
≤M13 sup
n≥1
sup
x∈Rd
∫
Br+1(0)
c3|x− y|
2−dH¯n(y)dy
≤ 2M13c3M
2
pi(r + 1) <∞,
(3.33)
for some c3 > 0.
By (3.32), (3.33) and the strong Markov property of X , we see that
sup
n≥1
sup
{τ : stoping time}
Ex[
∫ ∞
τ
H¯n(X
D
s )ds|Fτ ] <∞,
lim
n,m→∞
sup
{τ : stoping time}
|Ex[
∫ ∞
τ
Hn(X
D
s )ds−
∫ ∞
τ
Hm(X
D
s )ds|Fτ ]| = 0.
Combining this with Proposition I.6.14 in [1], we deduce that for x ∈ D,
lim
n,m→∞
Ex[|
∫ τD
0
Hn(Xs)ds−
∫ τD
0
Hm(Xs)ds|
2]
≤ lim
n,m→∞
Ex[sup
t>0
|
∫ t
0
Hn(X
D
s )ds−
∫ t
0
Hm(X
D
s )ds|
2] = 0.
(3.34)
On the other hand, Px(τD <∞) = 1 follows from Lemma 3.1. Thus by (3.23),
lim
n→∞
∫ τD
0
Hn(Xs)ds = BτD , in Px.
In view of (3.32) and (3.34), we can conclude that BτD is integrable and (3.24) holds. 
Remark 3.1 From the proof of the above proposition, we see that Ait is the CAF associated
with µi for each 1 ≤ i ≤ d, where (A
1
t , A
2
t , ..., A
d
t ) = At.
The proof of the following result is straightforward. We omit it.
Proposition 3.3 Let the signed measure π and CAF Bt be given as in Proposition 3.2. For
any bounded measurable function f in Rd, denote by B˜t the CAF associated with f(x)π(dx).
Then for x ∈ Rd, we have Px-a.e.
B˜t =
∫ t
0
f(Xs)dBs, ∀t > 0.
The following result is a generalization of the Kahamiskii’s inequality.
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Lemma 3.5 Let Ut, t ≥ 0, be a positive CAF of X and τ a constant or a hitting time.
Assume β := supx∈Rd Ex[Uτ ] <∞. Then for any n ≥ 1,
supx∈Rd Ex[U
n
τ ] ≤ n!β
n. (3.35)
Moreover if β < 1, then
sup
x∈Rd
Ex[e
Uτ ] ≤
1
1− β
. (3.36)
Proof: (3.36) immediately follows from (3.35). We will prove (3.35) by inductions.
Obviously, (3.35) holds for n = 1.
Assume now (3.35) holds for n = k. Let U¯t denote the optional projection of the process
(Uτ ◦ θt)
k. Then by the definition of the optional projection and the strong Markov property
of X , for any bounded stoping time σ,
U¯σ = Ex[(Uτ ◦ θσ)
k|Fσ] = EXσ [U
k
τ ] ≤ k!β
k, Px − a.e.. (3.37)
Since U¯t is an optional process, it follows from (3.37) and Theorem 4.10 in [11] that Px-a.e.
U¯t ≤ k!β
k, ∀t ≥ 0. (3.38)
Noting that τ ≤ t+ τ ◦ θt on {t < τ}, we have
Uτ − Ut ≤ Ut+τ◦θt − Ut = Uτ ◦ θt.
By virtue of (3.38) and Theorem 5.13 in [11], we have
Ex[U
k+1
τ ]
= (k + 1)Ex[
∫ τ
0
(Uτ − Ut)
kdUt]
≤ (k + 1)Ex[
∫ τ
0
(Uτ ◦ θt)
kdUt]
= (k + 1)Ex[
∫ τ
0
U¯tdUt]
≤ (k + 1)!βkEx[Uτ ] ≤ (k + 1)!β
k+1.
We have proved (3.35) by induction. 
Proposition 3.4 Let the signed measure π and CAF Bt be given as in Proposition 3.2. |B|t
denotes the total variation of Bt. Then for T, c > 0 and n ≥ 1,
Ex[|B|T ] =
∫ T
0
∫
Rd
p(t, x, y)|π|(dy)dt, (3.39)
supx∈Rd Ex[|B|
n
T ] <∞, (3.40)
supx∈Rd Ex[e
c|B|T ] <∞, (3.41)
limt→0 supx∈Rd Ex[e
c|B|t ] = 1. (3.42)
Proof: Let E := supp π+. B+t and B
−
t denote the CAFs associated with π
+ and π−
respectively. By Proposition 3.3,
Ex[
∫ ∞
0
e−ctIE(Xt)dB
−
t ] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)IE(y)π
−(dy)dt = 0.
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Hence Px-a.e., ∫ t
0
IE(Xs)dB
−
s = 0, ∀t > 0,
which implies
∫ t
0
IE(Xs)dBs is a positive CAF. Combining this with the fact that
Ex[
∫ ∞
0
e−ctIE(Xt)dBt] =
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)IE(y)π
+(dy)dt
=
∫ ∞
0
e−ct
∫
Rd
p(t, x, y)π+(dy)dt,
we have
∫ t
0
IE(Xs)dBs = B
+
t . Similarly we have
∫ t
0
IEc(Xs)dBs = −B
−
t . Hence |B|t =
B+t + B
−
t , which is the CAF associated with |π|. Similar to the proof of (3.24), we have
(3.39).
(3.40)-(3.42) follow from Lemma 3.5 and (3.39). 
Let π ∈ Kd,1. For any r > 0 and x0 ∈ R
d, recall that qBr(x0)(t, x, y) is the transition den-
sity of the killed Brownian motionWBr(x0). DefineRBr(x0)π(x) :=
∫∞
0
∫
Br(x0)
qBr(x0)(t, x, y)π(dy)dt
and the measure BBr(x0)π := (∇RBr(x0)π) · µBr(x0), where µBr(x0)(dx) := IBr(x0)(x)µ(dx).
Lemma 3.6 There exist constantsM16 > 0 and r0 < 1, depending on µ only via the function
max1≤i≤dM
1
µi
(·), such that for any π ∈ Kd,1, r ≤ r0 and x0 ∈ R
d,
supx∈Br(x0) |∇RBr(x0)π(x)| ≤ M16M
1
pi(r),
M1
BBr(x0)
pi(r) ≤
1
2
M1pi(r).
Proof: By Theorem VI.2.1 in [8] and Lemma 6.1 in [14], there exist constants ci > 0,
1 ≤ i ≤ 3, such that
|∇xq
B1(0)(t, x, y)| ≤ c1t
− d+1
2 e−
c2|x−y|
2
2t , ∀(t, x, y) ∈ (0, 2]× B1(0)×B1(0),
qB1(0)(t, x, y) ≤ c1e
−c3t, ∀(t, x, y) ∈ [1,∞)× B1(0)×B1(0).
Similar to (3.13), we can find a c4 > 0 such that
|∇xq
B1(0)(t, x, y)| ≤ c4t
− d+1
2 e−
c2|x−y|
2
2t , ∀(t, x, y) ∈ (0,∞)×B1(0)×B1(0). (3.43)
For x0 ∈ R
d and r < 1, set Br := Br(x0). By the scaling property of the Brownian
motion, it is known that qBr(t, x, y) = r−dqB1(0)( t
r2
, x−x0
r
, y−x0
r
). Hence (3.43) yields
|∇xq
Br(t, x, y)| ≤ c4t
− d+1
2 e−
c2|x−y|
2
2t , ∀(t, x, y) ∈ (0,∞)×Br ×Br.
Hence by Lemma 3.4, we have
sup
x∈Br
|∇RBrπ(x)| ≤ sup
x∈Br
∫ ∞
0
∫
Br
|∇xq
Br(t, x, y)||π|(dy)dt
≤ sup
x∈Rd
∫
Br
∫ ∞
0
c4t
− d+1
2 e−
c2|x−y|
2
2t dt|π|(dy)
≤ sup
x∈Rd
∫
Br
c4c5|x− y|
1−d|π|(dy)
≤ 2c4c5M
1
pi(r).
for some c5 > 0.
Take r0 > 0, such that
∑
1≤i≤dM
1
µi
(r0) ≤
1
4c4c5
. Then for any r ≤ r0,
M1
BBrpi
(r) ≤ sup
x∈Br
|∇RBrπ(x)|
∑
1≤i≤d
M1µi(r)
≤ 2c4c5M
1
pi(r)
∑
1≤i≤d
M1µi(r)
≤
1
2
M1pi(r).

4 Case for ν=0
In this section, we will establish the existence and uniqueness of solution to the following
boundary problem: 
1
2
∆u+∇u · µ = −ρ, ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D.
(4.1)
Recall that ϕ ∈ C(∂D). Set u˜(x) := Ex[ϕ(XτD)]. We have the following result.
Lemma 4.1 For any x0 ∈ ∂D, we have
lim
D∋x→x0
u˜(x) = u˜(x0) = ϕ(x0).
Proof: Set u˜0(x) := Ex[ϕ(WτD)]. It is well known that u˜0 is continuous on D and u˜0(x0) =
ϕ(x0) for x0 ∈ ∂D. For any δ > 0 and x ∈ D, we have
u˜(x)− u˜0(x)
= Ex[u˜0(XτD)]− u˜0(x)
= Ex[u˜0(XτD); τD > δ] + Ex[u˜0(XτD)− u˜0(x); τD ≤ δ]− u˜0(x)Px(τD > δ)
≤ 2||u˜0||C(D)Px(τD > δ) + Ex[sup
s≤δ
|u˜0(Xs)− u˜0(x)|; τD ≤ δ].
(4.2)
Fix x0 ∈ ∂D. Since (Xt, Px) is strong Feller and x0 is regular for D
c, similar to the proof
of Proposition 4.4.1 in [6] we can show that x 7→ Px(τD > δ) is upper semi-continuous in R
d.
Hence
lim
D∋x→x0
Px(τD > δ) = 0. (4.3)
For any ε > 0, since u˜0 is uniformly continuous on D, there exists a β > 0 such that for
any x, y ∈ D with |x− y| < β, we have
|u˜0(x)− u˜0(y)| ≤ ε. (4.4)
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By Remark 3.1, (3.39) and the Doob’s inequality,
lim
δ→0
sup
x∈Rd
Px[sup
t≤δ
|Xt − x| ≥ β]
≤ lim
δ→0
sup
x∈Rd
Px[sup
t≤δ
|Wt| ≥
β
2
] + lim
δ→0
sup
x∈Rd
Px[sup
t≤δ
|At| ≥
β
2
]
≤
16
β2
lim
δ→0
sup
x∈Rd
Ex[|Wδ|
2] +
2
β
lim
δ→0
sup
x∈Rd
Ex[|A|δ]
≤
16
β2
lim
δ→0
sup
x∈Rd
Ex[|Wδ|
2] +
2
β
lim
δ→0
sup
x∈Rd
∑
1≤i≤d
∫ δ
0
∫
Rd
p(s, x, y)|µi|(dy)ds = 0.
Thus there exists a constant δ > 0 such that
sup
x∈Rd
Px(sup
t≤δ
|Xt − x| ≥ β) ≤ ε.
Hence, in view of (4.4), for x ∈ D,
Ex[sup
s≤δ
|u˜0(Xs)− u˜0(x)|; τD ≤ δ]
≤ Ex[sup
s≤δ
|u˜0(Xs)− u˜0(x)|; sup
t≤δ
|Xt − x| ≥ β] + Ex[sup
s≤δ
|u˜0(Xs)− u˜0(x)|; sup
t≤δ
|Xt − x| < β]
≤ 2||u˜0||C(D)Px[sup
t≤δ
|Xt − x| ≥ β] + Ex[ sup
|x−y|≤β
|u˜0(y)− u˜0(x)|; sup
t≤δ
|Xt − x| < β]
≤ 2ε||u˜0||C(D) + ε.
(4.5)
Combining (4.2), (4.3) with (4.5), we arrive at
lim
D∋x→x0
|u˜(x)− u˜0(x)| ≤ 2ε||u˜0||C(D) + ε. (4.6)
Since limD∋x→x0 u˜0(x) = ϕ(x0) = u˜(x0) by Lemma 3.1, letting ε → 0 in (4.6), we see that
limD∋x→x0 u˜(x) = u˜(x0) = ϕ(x0). 
Next we will show that u˜ is a weak solution to the problem:
1
2
∆u˜+∇u˜ · µ = 0, ∀x ∈ D,
u˜(x)|∂D = ϕ(x), ∀x ∈ ∂D.
To this end, we will approximate u˜ by approximate smooth functions.
Recall that Xnt is defined in (3.8). Set u˜n(x) := Ex[ϕ(X
n
τn
D
)], where τnD is the first exit
time of Xnt . We are going to show that u˜n → u˜ and ∇u˜n → ∇u˜ uniformly on compact
subsets of D. This will be done in the following two lemmas.
Lemma 4.2 For any x ∈ D, we have
lim
n→∞
u˜n(x) = u˜(x). (4.7)
Proof: It is known from [2] and [14] that Xn· converges in law to X·. Fix x ∈ D. By
Skorokhod’s representation theorem, there exist a probability space (Ω̂, P̂x) and a sequence
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of diffusion processes {X̂n}n≥1 and X̂ , which have the same distributions as {X
n}n≥1 and
X , such that X̂n converges to X̂ in the space C([0,∞),Rd) almost surely w.r.t. P̂x.
We still use τD and τ
n
D to denote the first exit time of X̂ and X̂
n respectively. Since for
any Borel measurable A ⊂ ∂D, {f ∈ C([0,∞),Rd) : f(ef) ∈ A} ∈ B(C([0,∞),R
d)), where
ef := inf{t > 0 : f(t) /∈ D}, we have Ex[ϕ(XτD)] = Êx[ϕ(X̂τD)], where Êx is the expectation
w.r.t. P̂x. The same is true for X
n and X̂n, i.e. Ex[ϕ(X
n
τn
D
)] = Êx[ϕ(X̂
n
τn
D
)]. Hence, to prove
(4.7) is the same as to show that
lim
n→∞
Êx[ϕ(X̂
n
τn
D
)] = Êx[ϕ(X̂τD)]. (4.8)
Since the transition density functions of X̂t and X̂
n
t have Gaussian type two-sided esti-
mates, by Lemma 3.1, we have
P̂x(τD <∞) = P̂x(τ
n
D
<∞) = 1.
For l ≥ 1, set Cl :=
⋃
n≥1{ω ∈ Ω̂ : τ
n
D(ω) > l}. Then⋂
l≥1
Cl = {ω ∈ Ω̂ : ∃ a sequence of nk ↑ ∞, s.t. τ
nk
D (ω) > k}, Px − a.e..
For any ω ∈ {τD < ∞}
⋂
{X̂n → X̂}, there exists a constant T (ω) < ∞ such that
X̂(ω, T (ω)) ∈ D
c
and hence we can find an integerN(ω) > 0, such that X̂n(ω, T (ω)) ∈ D
c
for
any n ≥ N(ω). Thus, we have τnD(ω) < T (ω) for n ≥ N(ω). Therefore {τD <∞}
⋂
{X̂n →
X̂} ⊂ (
⋂
l≥1Cl)
c. Consequently,
P̂x(
⋂
l≥1
Cl) = 0. (4.9)
Set Ω̂l :=
⋂
k≥1{τ
k
D ≤ l}
⋂
{X̂n → X̂}
⋂
{τD = τD < ∞}. Fix ω ∈ Ω̂l. Since X̂
n
converges uniformly to X̂ over [0, l] and X̂nτn
D
∈ ∂D, we have X̂τ ∈ ∂D for any limit point τ
of {τnD}n≥1 and therefore τD ≤ τ . On the other hand, for any c > 0, since τD(ω) = τD(ω),
there exists a t < τD + c such that X̂t ∈ D
c
. Thus, X̂nt ∈ D
c
for any n sufficiently large.
Hence τnD < t < τD + c, which yields τ < τD + c. Let c → 0 to deduce that τ = τD. Thus
we have proven that limn→∞ τ
n
D(ω) = τD(ω) for ω ∈ Ω̂l. Since Ω̂l ⊂
⋂
n≥1{τ
n
D ≤ l}, by the
uniform convergence of X̂n over finite intervals, we deduce that
lim
n→∞
X̂nτn
D
(ω) = X̂τD(ω), ∀ω ∈ Ω̂l.
On the other hand, by the strong Markov property of Xˆ and Lemma 3.1,
P̂x(τD 6= τD) = P̂x(τD > τD) = Êx[P̂X̂τD
(τD > 0)] = 0.
Together with (4.9), we conclude that P̂x(
⋃
l≥1 Ω̂l) = 1. Hence
lim
n→∞
X̂nτn
D
(ω) = X̂τD(ω), P̂x − a.e..
which yields (4.8) due to the continuity of ϕ. 
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It is well known that u˜n is the solution of the following equation:
1
2
∆u˜n(x) +∇u˜n(x) ·Gn(x) = 0, ∀x ∈ D,
u˜n(x)|∂D = ϕ(x), ∀x ∈ ∂D.
(4.10)
From the smoothness of Gn and Theorem 6.17 in [10] we know that u˜n ∈ C
∞(D).
We have the following Lemma.
Lemma 4.3 Assume ϕ ∈ C1,α0(∂D). Then u˜ ∈ C1b (D)
⋂
C(D) and for any compact subset
K ⊂ D,
lim
n→∞
sup
x∈K
|∇u˜n −∇u˜(x)| = 0. (4.11)
Moreover, if µi ∈ Kd,1−α0 for each 1 ≤ i ≤ d, then u˜ ∈ C
1,α0(D) and there exists a c > 0,
depending on µ only via the function max1≤i≤dM
1−α0
µi
(·), such that
||u˜||C1,α0 (D) ≤ c||ϕ||C1,α0(∂D). (4.12)
Proof: Recall that pn,D(t, x, y) is the transition density function of the killed process Xn,D.
Note that u˜0(x) = Ex[ϕ(WτD)] is the solution of the Laplace’s equation:
1
2
∆u˜0(x) = 0, ∀x ∈ D,
u˜(x)0|∂D = ϕ(x), ∀x ∈ ∂D.
Since ϕ ∈ C1,α0(∂D), it follows from Theorem 8.34 in [10] that
||u˜0||C1,α0(D) ≤ c1||ϕ||C1,α0(∂D) <∞. (4.13)
for some constant c1 > 0.
First we prove that for any compact subset K ⊂ D,
lim
n→∞
sup
x∈K
|
∫ ∞
0
∫
D
∂xip
D(s, x, y)∇u˜0(y) · µ(dy)ds
−
∫ ∞
0
∫
D
∂xip
n,D(s, x, y)∇u˜0(y) ·Gn(y)dyds|
= 0.
(4.14)
Hereafter, set |µ| :=
∑
1≤i≤d |µ
i|. For 0 < δ < 2 < T , 1 ≤ i ≤ d and a compact subset
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Dc ⊂ D we have
sup
x∈K
|
∫ ∞
0
∫
D
∂xip
D(s, x, y)∇u˜0(y) · µ(dy)ds−
∫ ∞
0
∫
D
∂xip
n,D(s, x, y)∇u˜0(y) ·Gn(y)dyds|
≤ sup
x∈K
∫ ∞
T
∫
D
|∇u˜0(y)|{|∂xip
D(s, x, y)||µ|(dy) + |∂xip
n,D(s, x, y)||Gn(y)|dy}ds
+ sup
x∈K
∫ δ
0
∫
D
|∇u˜0(y)|{|∂xip
D(s, x, y)||µ|(dy) + |∂xip
n,D(s, x, y)||Gn(y)|dy}ds
+ sup
x∈K
∫ T
δ
∫
D\Dc
|∇u˜0(y)|{|∂xip
D(s, x, y)||µ|(dy) + |∂xip
n,D(s, x, y)||Gn(y)|dy}ds
+ sup
x∈K
|
∫ T
δ
∫
Dc
∂xip
D(s, x, y)∇u˜0(y) · µ(dy)ds−
∫ T
δ
∫
Dc
∂xip
D(s, x, y)∇u˜0(y) ·Gn(y)dyds|
+ sup
x∈K
|
∫ T
δ
∫
Dc
(∂xip
D(s, x, y)− ∂xip
n,D(s, x, y))∇u˜0(y) ·Gn(y)dyds|
:= In1 + I
n
2 + I
n
3 + I
n
4 + I
n
5 .
(4.15)
By (3.12) and Fubini’s theorem, for any ε > 0 there exists a T > 2 such that
sup
n≥1
In1 ≤ sup
y∈D
|∇u˜0(y)|
∫ ∞
T
M11e
−M8(1)sds{|µ|(D) + sup
n≥1
sup
x∈Rd
∫
D
∫
Rd
ψn(y − x)|µ|(dx)dy}
= sup
y∈D
|∇u˜0(y)|2M11M8(1)
−1e−M8(1)T |µ|(D) ≤ ε.
(4.16)
In view of (3.7) and (3.13), there exists a δ < 2 such that
sup
n≥1
In2 ≤ sup
y∈D
|∇u˜0(y)| sup
n≥1
sup
x∈K
∫ δ
0
∫
Rd
M12s
− d+1
2 e−
M10|x−y|
2
2s (|µ|(dy) + |Gn(y)|dy)ds
= sup
y∈D
|∇u˜0(y)|M12{N
1,M10
|µ| (δ) + sup
n≥1
∑
1≤i≤d
N1,M10
Gin
(δ)} ≤ ε.
(4.17)
For fixed T and δ, there exists a compact subset Dc ⊂ D with a smooth boundary such
that (T − δ)M12δ
− d+1
2 |µ|(D \Dc) < ε. Note that |µ|(∂D) = 0 and |µ|(∂Dc) = 0 by Lemma
3.2 in [14], thus,
(T − δ)M12δ
− d+1
2 (|µ|(D \Dc) + lim
n→∞
∫
D\Dc
|Gn(y)|dy)
≤ 2(T − δ)M12δ
− d+1
2 |µ|(D \Dc) < 2ε.
Therefore, there exists a positive integer N such that
sup
n≥N
In3 ≤ sup
y∈D
|∇u˜0(y)|
∫ T
δ
M12s
− d+1
2 e−
M10|x−y|
2
2s ds sup
n≥N
∫
D\Dc
(|µ|(dy) + |Gn(y)|dy)
≤ sup
y∈D
|∇u˜0(y)|(T − δ)M12δ
− d+1
2 sup
n≥N
{|µ|(D \Dc) +
∫
D\Dc
|Gn(y)|dy}
≤ 2ε sup
y∈D
|∇u˜0(y)|.
(4.18)
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Since ∂xip
D(s, x, y) is continuous in [δ, T ] × K × Dc by Theorem 4.6 in [14], g(x, y) :=∫ T
δ
∂xip
D(s, x, y)ds∇u˜0(y) is also continuous in K × Dc. It follows from Lemma 3.3 in [14]
that
lim
n→∞
In4 = lim
n→∞
sup
x∈K
|
∫
Dc
g(x, y) ·Gn(y)dy −
∫
Dc
g(x, y) · µ(dy)| = 0. (4.19)
By Theorem 4.5 in [14], we have
lim
n→∞
In5 ≤ lim
n→∞
sup
(s,x,y)∈[δ,T ]×K×Dc
|∂xip
D(s, x, y)− ∂xip
n,D(s, x, y)|
× (T − δ) sup
y∈Dc
|∇u˜0(y)| sup
n≥1
∫
D
|Gn(y)|dy
= 0.
(4.20)
Since ε is arbitrary, we deduce (4.14) from (4.15)-(4.20).
Next we show that for any compact subset K ⊂ D,
lim
n,m→∞
sup
x∈K
|∇u˜n(x)−∇u˜m(x)| = 0. (4.21)
Applying Ito’s formula to u˜0(X
n
t ), we get that for x ∈ D,
u˜0(X
n
t ) = u˜0(x) +
∫ t
0
∇u˜0(X
n
s ) · dWs +
∫ t
0
∇u˜0(X
n
s ) ·Gn(X
n
s )ds, ∀t < τ
n
D. (4.22)
Remembering that ∇u˜0 is bounded on D (see (4.13)) and u˜0 = ϕ on ∂D, we obtain from
(4.22)
u˜n(x) = Ex[u˜0(X
n
τn
D
)]
= u˜0(x) + Ex[
∫ τnD
0
∇u˜0(X
n
s ) ·Gn(X
n
s )ds]
= u˜0(x) + Ex[
∫ τn
D
0
∇u˜0(X
n
s ) ·Gn(X
n
s )ds]
= u˜0(x) +
∫ ∞
0
∫
D
pn,D(s, x, y)∇u˜0(y) ·Gn(y)dyds.
This implies, in view of (3.13), that for 1 ≤ i ≤ d and n ≥ 1,
∂xi u˜n(x) = ∂xi u˜0(x) +
∫ ∞
0
∫
D
∂xip
n,D(s, x, y)∇u˜0(y) ·Gn(y)dyds, ∀x ∈ D. (4.23)
Combining (4.23) with (4.14) we prove (4.21).
Using Lemma 4.1, Lemma 4.2 and (4.21) we conclude that u ∈ C1(D)
⋂
C(D) and ∇u˜n
uniformly converges to ∇u˜ over compact subsets of D. Taking into accounts (4.14) and
letting n→∞ in (4.23), we obtain
∂xi u˜(x) = ∂xi u˜0(x) +
∫ ∞
0
∫
D
∂xip
D(s, x, y)∇u˜0(y) · µ(dy)ds, ∀x ∈ D. (4.24)
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By (3.13), (4.13) and Lemma 3.4, this in particular implies that ∂xiu˜(x) is bounded in D.
If µi ∈ Kd,1−α0 for each 1 ≤ i ≤ d, by Proposition 3.1, Lemma 3.4, (4.13) and (4.24), it is
easy to see that u ∈ C1,α0(D) and there exists a c2 > 0, depending on µ only via the function
max1≤i≤dM
1−α0
µi
(·), such that for any convex subset D′ ⊂ D, x0 ∈ D and x, x
′ ∈ D′,
|∂xiu˜(x)− ∂xi u˜(x
′)|
≤
∫ ∞
0
∫
D
|∂xip
D(t, x, y)− ∂xip
D(t, x′, y)||∇u˜0(y)||µ|(dy)dt+ |∂xiu˜0(x)− ∂xi u˜0(x
′)|
≤M14|x− x
′|α0 sup
y∈D
|∇u˜0(y)|
∫
BR0 (x0)
∫ ∞
0
t−
d+1+α0
2 (e−
M15|x−y|
2
2t + e−
M15|x
′−y|2
2t )dt|µ|(dy)
+ |∂xi u˜0(x)− ∂xiu˜0(x
′)|
≤M14|x− x
′|α0c1||ϕ||C1,α0(∂D)c3 sup
x∈D
∫
BR0 (x0)
|x− y|1−α0−d|µ|(dy) + c1|x− x
′|α0 ||ϕ||C1,α0(∂D)
≤ c2|x− x
′|α0 ||ϕ||C1,α0(∂D),
where R0 is the diameter of D and c3 > 0 is some constant depending only on d, α0 and M15.
Therefore, combining with (3.13), (3.14) and Lemma 3.4, (4.12) holds. 
Let Vt denote the CAF associated with ρ. Set uˆ(x) := Ex[VτD ], Kn(x) :=
∫
Rd
ψn(x −
y)ρ(dy) and uˆn(x) := Ex[
∫ τn
D
0
Kn(X
n
s )ds]. It is well known that uˆn is the solution of the
following equation:
1
2
∆uˆn(x) +∇uˆn(x) ·Gn(x) = −Kn(x), ∀x ∈ D,
uˆn(x)|∂D = 0, ∀x ∈ ∂D.
(4.25)
Due to the smoothness of Gn, Kn and Theorem 6.17 in [10] we know that uˆn ∈ C
∞(D).
We have the following result.
Lemma 4.4 uˆ ∈ C(D)
⋂
C1b (D) and for any compact subset K ⊂ D,
lim
n→∞
sup
x∈K
|∇uˆn −∇uˆ(x)| = 0. (4.26)
Moreover if for each 1 ≤ i ≤ d, µi, ρ ∈ Kd,1−α0, then uˆ ∈ C
1,α0(D) and there exists a c > 0,
depending on µ only via the function max1≤i≤dM
1−α0
µi
(·), such that
||uˆ||C1,α0(D) ≤ cM
1−α0
ρ (R0). (4.27)
Proof: Fix x0 ∈ ∂D, we have uˆ(x0) = 0 by Lemma 3.1. We now show that
lim
D∋x→x0
uˆ(x) = 0. (4.28)
By (3.24),
uˆ(x) = Ex[VτD ] =
∫ ∞
0
∫
D
pD(s, x, y)ρ(dy)ds. (4.29)
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Using (3.14), it is easy to see that
sup
x∈D
|Ex[VτD ]| = sup
x∈D
|
∫ ∞
0
∫
D
pD(s, x, y)ρ(dy)ds| <∞.
Noting that τD = t+ τD ◦ θt on {ω : t < τD}, for x ∈ D and t > 0, we have
|uˆ(x)| = |Ex[VτD ; t < τD] + Ex[VτD ; t ≥ τD]|
= |Ex[VτD ◦ θt + Vt; t < τD] + Ex[VτD ; t ≥ τD]|
≤ |Ex[Ex[VτD ◦ θt|Ft] + Vt; t < τD]|+ Ex[|V |τD ; t ≥ τD]
≤ |Ex[EXt [VτD ] + Vt; t < τD]|+ Ex[|V |t; t ≥ τD]
≤ |Ex[EXt [VτD ]; t < τD]|+ Ex[|V |t; t < τD] + Ex[|V |t; t ≥ τD]
≤ Px[t < τD] sup
x∈D
|Ex[VτD ]|+ Ex[|V |t].
(4.30)
By (3.14) and (3.39), we have
lim
t→0
sup
x∈D
Ex[|V |t] = lim
t→0
sup
x∈Rd
∫ t
0
∫
D
pD(t, x, y)|ρ|(dy)dt = 0.
This together with (4.3), (4.30) and (4.30) implies (4.28).
On the other hand, similar to (4.14), we have for any compact subset K ⊂ D and
1 ≤ i ≤ d,
lim
n→∞
sup
x∈K
|
∫ ∞
0
∫
D
pD(s, x, y)ρ(dy)ds−
∫ ∞
0
∫
D
pn,D(s, x, y)Kn(y)dyds| = 0,
lim
n→∞
sup
x∈K
|
∫ ∞
0
∫
D
∂xip
D(s, x, y)ρ(dy)ds−
∫ ∞
0
∫
D
∂xip
n,D(s, x, y)Kn(y)dyds| = 0.
(4.31)
Since uˆn(x) =
∫∞
0
∫
D
pn,D(s, x, y)Kn(y)dyds ∈ C
1
b (D), combining (4.29) with (4.31), we
prove both uˆ ∈ C1b (D) and (4.26).
Moreover if for each 1 ≤ i ≤ d, µi, ρ ∈ Kd,1−α0 , then by Proposition 3.1, Lemma 3.4,
(3.13), (3.14) and (4.29), it is easy to see that uˆ ∈ C1,α0(D) and (4.27). 
Now we are ready to give the following existence result.
Theorem 4.1 Assume ϕ ∈ C1,α0(∂D). Let u(x) := Ex[ϕ(XτD) + VτD ]. Then u ∈ C
1
b (D) is
a weak solution to Dirichlet boundary problem (4.1).
Moreover, if for each 1 ≤ i ≤ d, µi, ρ ∈ Kd,1−α0, then u ∈ C
1,α0(D) and there exists a
c > 0, depending on µ only via the function max1≤i≤dM
1−α0
µi
(·), such that
||u||C1,α0(D) ≤ c(||ϕ||C1,α0(∂D) +M
1−α0
ρ (R0)). (4.32)
Proof: It is easy to see that u = u˜+ uˆ ∈ C(D)
⋂
C1b (D) and u(x) = ϕ(x) on ∂D by Lemma
4.3 and Lemma 4.4. Set un(x) := u˜n(x) + uˆn(x), which are the solutions of the Dirichlet
problems (4.10) and (4.25) respectively. Hence for any φ ∈ C∞0 (D),
1
2
d∑
i=1
∫
D
∂un(x)
∂xi
∂φ(x)
∂xi
dx−
d∑
i=1
∫
D
∂un(x)
∂xi
φ(x) ·Gin(x)dx =
∫
D
φ(x)Kn(x)dx. (4.33)
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Since Gn(x)dx and Kn(x)dx converge weakly to µ(dx) and ρ(dx), then combining (4.11) and
(4.26), letting n→∞ in (4.33), we obtain
1
2
d∑
i=1
∫
D
∂u(x)
∂xi
∂φ(x)
∂xi
dx−
d∑
i=1
∫
D
∂u(x)
∂xi
φ(x)µi(dx) =
∫
D
φ(x)ρ(dx),
which implies u is a weak solution to Dirichlet boundary problem (4.1). Moreover by Lemma
4.3 and Lemma 4.4, if for each 1 ≤ i ≤ d, µi, ρ ∈ Kd,1−α0 , then u ∈ C
1,α0(D) and (4.32)
holds. 
Now we turn to the uniqueness of the solution of the problem (4.1).
Lemma 4.5 Let Br := Bx0(r) ⊂ D, where r ≤ r0 and r0 is defined in Lemma 3.6. Assume
ϕ˜ ∈ C1,α0(∂Br). Then there exists a unique weak solution u to the following equation
1
2
∆u(x) +∇u(x) · µ(dx) = −ρ(dx), ∀x ∈ Br,
u(x)|∂Br = ϕ˜(x), ∀x ∈ ∂Br,
(4.34)
satisfying u ∈ C1b (Br). Moreover u is given by
u(x) = Ex[ϕ˜(XτBr ) + VτBr ].
Proof: By Lemma 3.2 in [14] we know that |µ|(∂Br) = 0, hence existence of a solution to
the problem (4.34) was given in Theorem 4.1. We just need to prove the uniqueness of the
solution.
Assume u1, u2 ∈ C
1
b (Br) are two weak solutions to problem (4.34). Let v = u1−u2. Then
1
2
∆v(x) = −∇v(x) · µ(dx), ∀x ∈ Br,
v(x)|∂Br = 0, ∀x ∈ ∂Br.
We aim to prove v = 0.
Set the measure µBr(dx) := IBr(x)µ(dx). By Remark 3.1 and Proposition 3.3, it is seen
that on {t ≤ τBr},
∫ t
0
∇v(Xs) · dAs is the CAF associated with the measure ∇v(x) ·µBr(dx).
Hence by Proposition 3.2 and Theorem 4.1 we know that v1(x) =
∫∞
0
∫
Br
qBr(s, x, y)∇v(y) ·
µBr(dy)ds is the weak solutions to the following equation:
1
2
∆v1(x) = −∇v(x) · µBr(dx), ∀x ∈ Br,
v(x)|∂Br = 0, ∀x ∈ ∂Br,
where qBr(s, x, y) denotes the transition density function of the killed process WBr . Accord-
ing to the uniqueness of the solution to the above equation, we conclude that v(x) = v1(x) =∫∞
0
∫
Br
qBr(s, x, y)∇v(y) · µBr(dy)ds in Br.
For π ∈ Kd,1, define Rπ(x) :=
∫∞
0
∫
Br
qBr(s, x, y)π(dy)dt and Bπ := ∇Rπ · µBr . Then
for x ∈ Br,
v(x) = R(∇v · µBr)(x)
= R(∇R(∇v · µBr) · µBr)(x)
= R(B(∇v · µBr))(x)
= R(B(∇R(∇v · µBr) · µBr))(x)
= R(B2(∇v · µBr))(x).
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By iterating we obtain v(x) = R(Bn(∇v · µBr))(x) for any n ≥ 1. By Lemma 3.6, we have
sup
x∈Br
|∇v(x)| = sup
x∈Br
|∇R(Bn(∇v · µBr))(x)|
≤M16M
1
Bn(∇v·µBr )
(r)
≤ 2−n sup
x∈Br
|∇v(x)|M16M
1
µ(r).
(4.35)
Let n→∞ in (4.35) to obtain
|∇v(x)| = 0, ∀x ∈ Br.
Since v ∈ C(Br) and v = 0 on ∂Br, we conclude that v = 0 in Br, which is the uniqueness
of the solution to the problem (4.34). 
Now we can state the main result in this section.
Theorem 4.2 Assume µ, ρ ∈ Kd,1−α0 and ϕ ∈ C
1,α0(∂D). Then there exists a unique weak
solution u in C1,α0(D) to problem (4.1). Moreover the solution u is given by
u(x) = Ex[ϕ(XτD) + VτD ].
Proof: Existence was proved in Theorem 4.1. It remains to prove the uniqueness.
Suppose u1, u2 ∈ C
1,α0(D) are two weak solutions to problem (4.1). Let v = u1 − u2.
Take a sequence of balls {Brn(xn)}n≥1 that satisfies
⋃
n≥1Brn(xn) = D, Brn(xn) ⊂ D and
rn ≤ r0 for each n ≥ 1, where r0 is defined in Lemma 3.6.
For any n ≥ 1, set Bn := Brn(xn). Note that v satisfies the following equation:
1
2
∆v(x) +∇v(x) · µ(dx) = 0, ∀x ∈ Bn,
v(x)|∂Bn = v(x), ∀x ∈ ∂Bn.
Since v ∈ C1,α0(∂Bn), by Lemma 4.5 we have v(x) = Ex[v(XτBn )] for x ∈ Bn.
Let us now consider B1
⋃
B2. Let x ∈ B1 and define a sequence of stoping times τk
recursively as follows:
τ0 := 0,
τ2k−1 := inf{t > τ2k−2 : Xt ∈ B
c
1},
τ2k := inf{t > τ2k−1 : Xt ∈ B
c
2}.
By the strong Markov property of X , we have
Ex[v(Xτ2)] = Ex[Ex[v(Xτ2)|Fτ1]] = Ex[EXτ1 (v(XτB2 ))] = Ex[v(Xτ1)] = v(x).
Similarly, we get Ex[v(Xτn)] = v(x) for n ≥ 1. On the other hand, since Xt is continuous, we
can show limn→∞ τn = τB1∪B2 < ∞, Px-a.e.. Hence, we have v(x) = limn→∞Ex[v(Xτn)] =
Ex[v(XτB1∪B2 )].
Repeating the same procedure, we have v(x) = Ex[v(Xτ∪1≤i≤nBi )] for all n ≥ 1. Since
limn→∞ τ∪1≤i≤nBi = τD, Px-a.e., it follows that
v(x) = lim
n→∞
Ex[v(Xτ∪1≤i≤nBi )] = Ex[v(XτD)] = 0, ∀x ∈ B1.
The same will be valid for x ∈ Bn for any fixed n ≥ 1. Hence, v(x) = 0 for all x ∈ D. The
desired uniqueness is proved. 
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5 Case for ν 6= 0
We now consider the following problem:
1
2
∆u+∇u · µ+ uν = −ρ, ∀x ∈ D,
u(x)|∂D = ϕ(x), ∀x ∈ ∂D.
(5.1)
Let Lt denote the CAF associated with ν. Recall that Vt is the CAF associated with ρ.
Lemma 5.1 Assume that there exists a x0 ∈ D such that
Ex0 [e
LτD ] <∞.
Then we have
sup
x∈D
Ex[e
LτD ] <∞, (5.2)
sup
x∈D
Ex[
∫ τD
0
eLsd|V |s] <∞. (5.3)
Proof: For any bounded Borel measurable function f on D, define
Qtf(x) := Ex[e
Ltf(Xt); t < τD].
Then Qt, t > 0, is a semigroup. We first show that Qt is strong Feller, i.e. for any bounded
Borel measurable function f on D,
Qtf(x) ∈ Cb(D). (5.4)
By the Markov property of XD, for 0 < s < t,
Qtf(x) = Qs(Qt−sf)(x) = Ex[Qt−sf(X
D
s )] + Ex[(e
Ls − 1)Qt−sf(X
D
s )].
Hence
|Qtf(x)−Ex[Qt−sf(X
D
s )]| ≤ ||f ||L∞Ex[(e
Ls − 1)2]
1
2 sup
x∈D
Ex[e
|L|t ]. (5.5)
By (3.42), we get
lim
s→0
sup
x∈Rd
Ex[(e
Ls − 1)2]
≤ lim
s→0
sup
x∈Rd
Ex[e
2|L|s − 1]
= lim
s→0
sup
x∈Rd
Ex[e
2|L|s]− 1 = 0.
(5.6)
It follows from (3.41), (5.5) and (5.6) that
lim
s→0
sup
x∈D
|Qtf(x)− Ex[Qt−sf(X
D
s )]| = 0. (5.7)
On the other hand, since |Qt−sf(x)| = |Ex[e
Lt−sf(Xt−s); t− s < τD]| ≤ ||f ||L∞|Ex[e
Lt−s ]
is bounded in D by (3.41), the strong Feller property of XD yields Ex[Qt−sf(X
D
s )] ∈ Cb(D).
Together with (5.7) we prove (5.4).
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Now we prove (5.2). For any open subset E ⊂ D and s > 0, by the Markov property of
Xt we have
sup
x∈Rd
Ex[|L|τE ] ≤ sup
x∈Rd
∑
n≥0
Ex[|L|(n+1)s − |L|ns; τE > ns]
≤ sup
x∈Rd
∑
n≥0
Ex[EXns [|L|s]; τE > ns]
≤ sup
x∈Rd
Ex[|L|s] sup
x∈Rd
∑
n≥0
Px[τE > ns].
(5.8)
By (3.39), we have
lim
s→0
sup
x∈Rd
Ex[|L|s] = lim
s→0
sup
x∈Rd
∫ s
0
∫
Rd
p(t, x, y)|ν|(dy)dt = 0. (5.9)
On the other hand, by (3.14), we have
sup
x∈Rd
∑
n≥0
Px[τE > ns]
≤ 1 + sup
x∈D
∑
n≥1
Px[X
D
ns ∈ E]
≤ 1 + sup
x∈D
∑
n≥1
∫
E
M13(ns)
− d
2 e−
M10|x−y|
2
2ns dy
≤ 1 +M13s
− d
2m(E)
∑
n≥1
n−
d
2 .
(5.10)
Hence by (5.8)-(5.10), for any ε > 1, there exists a δ > 0 such that for any open subset
E ⊂ D with m(E) < δ, we have supx∈E Ex[|L|τE ] ≤ 1 −
1
ε
. This together with Lemma 3.5
gives
sup
x∈E
Ex[e
|L|τE ] ≤ ε. (5.11)
Using (5.11) and the strong Feller property of Qt, t > 0, following the same arguments
as in the section 5.6 in [7] we obtain (5.2).
Next we show that
sup
x∈D
Ex[
∫ τD
0
eLsds] <∞. (5.12)
By Lemma 3.1 and (3.24), we have
inf
x∈D
Ex[e
LτD ] ≥ exp(− sup
x∈D
∫ ∞
0
∫
D
pD(t, x, y)|ν|(dy)dt) ≥ c1. (5.13)
for some constant c1 > 0. Combining (5.2), (5.13) with Theorem 4.6 in [7] we obtain (5.12).
Finally we prove (5.3). In view of (3.39), we have
inf
x∈D
Ex[e
infs≤1 Ls] ≥ exp(− sup
x∈D
∫ 1
0
∫
Rd
p(t, x, y)|ν|(dy)dt) ≥ c2, (5.14)
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for some constant c2 > 0. By Cauchy-Schwarz inequality and Proposition 3.4,
sup
x∈Rd
Ex[
∫ 1
0
eLsd|V |s] ≤ sup
x∈Rd
Ex[e
|L|1 |V |1]
≤ sup
x∈Rd
(Ex[e
2|L|1])
1
2 sup
x∈Rd
(Ex[|V |
2
1])
1
2 ≤ c3 <∞,
(5.15)
for some constant c3 > 0. Using (3.41), (5.2), (5.12), (5.14) and (5.15), we get
sup
x∈D
Ex[
∫ τD
0
eLsd|V |s] ≤ sup
x∈D
∑
n≥0
Ex[
∫ n+1
n
eLsd|V |s; τD > n]
= sup
x∈D
∑
n≥0
Ex[e
LnEXn [
∫ 1
0
eLsd|V |s]; τD > n]
≤ c3 sup
x∈D
∑
n≥0
Ex[e
Ln ; τD > n]
≤ c−12 c3 sup
x∈D
∑
n≥0
Ex[e
LnEXn [e
infs≤1 Ls ]; τD > n]
= c−12 c3 sup
x∈D
∑
n≥0
Ex[e
infs≤1 Ln+s; τD > n]
≤ c−12 c3 sup
x∈D
Ex[
∫ τD+1
0
eLsds]
≤ c−12 c3 sup
x∈D
(Ex[
∫ τD
0
eLsds] + Ex[e
LτDEXτD [
∫ 1
0
eLsds]])
≤ c−12 c3{sup
x∈D
Ex[
∫ τD
0
eLsds] + sup
x∈D
Ex[e
LτD ] sup
x∈Rd
Ex[e
|L|1]} <∞.

Remark 5.1 When ν, ρ ∈ Kd,2, Lemma 5.1 is still valid.
Recall that R0 is the diameter of D. Set
u(x) := Ex[e
LτDϕ(XτD) +
∫ τD
0
eLsdVs]. (5.16)
Now we are ready to state the main result in this paper:
Theorem 5.1 Let ϕ ∈ C1,α0(∂D). Assume there exists a x0 ∈ D such that
Ex0 [e
LτD ] <∞.
Then u defined in (5.16) is a weak solution to the Dirichlet boundary value problem (5.1).
If for each 1 ≤ i ≤ d, µi, ν and ρ belong to Kd,1−α0, then u is the unique weak solution to
problem (5.1) in C1,α0(D). Moreover, u ∈ C1,α0(D) and there exists a c > 0, depending on
µ and ν only via the function max1≤i≤dM
1−α0
µi
(·) and M1−α0ν (R0), such that
||u||C1,α0(D) ≤ c(||ϕ||C1,α0(∂D) +M
1−α0
ρ (R0) + ||u||C(D)). (5.17)
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Proof: By theorem 4.1, we know that u1 := Ex[ϕ(XτD) + VτD ] is a weak solution to the
following problem: 
1
2
∆u1(x) +∇u1(x) · µ(dx) = −ρ(dx), ∀x ∈ D,
u1(x)|∂D = ϕ(x), ∀x ∈ ∂D.
(5.18)
Then u defined in (5.16) is a weak solution to problem (5.1) if and only if u2 := u − u1
is a weak solution to the following problem:
1
2
∆u2 +∇u2 · µ = −uν, ∀x ∈ D,
u2(x)|∂D = 0, ∀x ∈ ∂D.
(5.19)
Set u˜2(x) := Ex[
∫ τD
0
u(Xt)dLt]. Then it follows from Proposition 3.3, Theorem 4.1 and
Lemma 5.1 that u˜2 is a weak solution to the problem (5.19). To show that u is a weak
solution to problem (5.1), it is sufficient to prove u˜2 = u2.
By Theorem 5.13 in [11] and the Fubini’s theorem,
u˜2(x)
= Ex[
∫ τD
0
u(Xt)dLt]
= Ex[
∫ τD
0
EXt [e
LτDϕ(XτD) +
∫ τD
0
eLsdVs]dLt]
= Ex[
∫ τD
0
Ex[e
LτD−Lt∧τDϕ(XτD) +
∫ τD−t∧τD
0
eLt∧τD+s−Lt∧τDdVt∧τD+s|Ft∧τD ]dLt]
= Ex[
∫ τD
0
(eLτD−Ltϕ(XτD) +
∫ τD−t
0
eLt+s−LtdVt+s)dLt]
= Ex[ϕ(XτD)(e
LτD − 1)] + Ex[
∫ τD
0
e−Lt
∫ τD
t
eLsdVsdLt]
= Ex[ϕ(XτD)(e
LτD − 1)] + Ex[
∫ τD
0
eLs
∫ s
0
e−LtdLtdVs]
= Ex[ϕ(XτD)(e
LτD − 1)] + Ex[
∫ τD
0
(eLs − 1)dVs]
= Ex[e
LτDϕ(XτD) +
∫ τD
0
eLtdVt]− Ex[ϕ(XτD) + VτD ]
= u(x)− u1(x) = u2(x).
This proves the existence.
Now we assume for each 1 ≤ i ≤ d, µi, ν, ρ ∈ Kd,1−α0 . Then by Lemma 4.3, Lemma 4.4
and the fact that u1, u2 are solutions to the problems (5.18) and (5.19), hence u = u1+ u2 ∈
C1,α0(D) and (5.17) holds.
Next we prove the uniqueness. Assume u1, u2 ∈ C
1,α0(D) are solutions to problem (5.1).
Let v := u1 − u2. Then v satisfies the following equation:
1
2
∆v +∇v · µ = −vν, ∀x ∈ D,
v(x)|∂D = 0, ∀x ∈ ∂D.
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By Proposition 3.3 and Theorem 4.2, we have v(x) = Ex[
∫ τD
0
v(Xs)dLs]. By the strong
Markov property of X , it is easy to see that
v(Xt∧τD) = Ex[
∫ τD
0
v(Xs)dLs|Ft∧τD ]−
∫ t∧τD
0
v(Xs)dLs.
Note that Mt := Ex[
∫ τD
0
v(Xs)dLs|Ft∧τD ] is a martingale. Using the integration by parts
formula, we have
v(Xt∧τD)e
Lt∧τD − v(x) =
∫ t∧τD
0
v(Xs)e
LsdLs +
∫ t∧τD
0
eLsdMs −
∫ t∧τD
0
v(Xs)e
LsdLs
=
∫ t∧τD
0
eLsdMs.
Take expectation to get v(x) = Ex[v(Xt∧τD)e
Lt∧τD ]. Hence, in view of (5.13),
|v(x)| = |Ex[v(Xt∧τD)e
Lt∧τD ]|
≤ Ex[|v|(Xt∧τD)e
Lt∧τD ]
≤ c−11 Ex[|v|(Xt∧τD)e
Lt∧τDEXt∧τD [e
LτD ]]
≤ c−11 Ex[|v|(Xt∧τD)e
LτD ].
(5.20)
Since v ∈ C(D) and v vanishs on ∂D, by (5.2) and the dominated convergence theorem, let
t→∞ in (5.20) to obtain v(x) = 0, proving the uniqueness. 
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