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Abstract
Abstract
With the global concern over climate change in recent years, there has been an increased interest in 
characterizing the sources, sinks and transport of greenhouse gases through the use of satellite data. 
Effective mapping of an atmospheric trace gas such as carbon dioxide (CO2) requires high 
precision (0.3% to 0.5%) measurements of gas concentration. This is usually achieved through 
identifying CO2 by its spectral absorption bands at 1.56 pm - 1.62 pm and 1.92 pm - 2.06 pm 
wavelength (i.e. in the Short-Wave Infrared -  SWIR) and distinguishing this from other greenhouse 
gases e.g. water vapour by using high resolution spectrometers (e.g. 0.27 cm‘* resolution at Full 
Width at Half Maximum (FWHM) at a relative signal-to-noise ratio (SNR) of 300:1).
These requirements impose severe design and technical challenges in terms of size, weight, 
power consumption and cost of instrument needed. Existing spaceborne instruments that meet 
required specifications are generally too large and expensive to consider flying on a microsatellite 
constellation, which if  possible, would enable a much greater temporal resolution to be achieved.
This thesis contributes to the state-of-the-art instrument design by developing a compact spatial 
heterodyne SWIR (COMSSWIR) Fourier Transform Speetrometer (FTS) that utilises the Spatial 
Heterodyne Spectrometer (SHS) technique for atmospheric CO2 monitoring. The SHS is similar to 
a conventional FTS but has the mirrors replaced with fixed reflection gratings. This novel compact 
instrument uses a standard SHS in an echelle-mode SHS configuration to record interferogram on
2-dimensions of the detector for broadband applications. It is designed to cover the wavelength 
range of 1599 nm to 2060 nm at an appropriate spectral resolution.
The implementation makes use of two optical benches each tuned to one of the key CO2 
absorption bands. The first channel covers the 1599 nm to 1611 nm band, while the second channel 
covers 2045 nm to 2060 nm. Both benches share a common receiver three-mirror-telescope which 
splits the incoming signal with the aid of a dichroic beam-splitter for the two channels. With no- 
moving parts, this compact, solid state and robust instrument is designed to achieve a high spectral 
resolution of 0.17 cm'^ and 0.13 cm'^ at FWHM in the 1.6 pm channel (Channel-1) and 2.0 pm 
channel (Channel-2) respectively. It further offers a high resolving power of 21,984 in the 1.6 pm 
and 2.0 pm channels. The spatial resolution for COMSSWIR instrument is 13 km x 13 km. The 
complete payload system with both instrument channels has been successfully modelled and has a 
total size of 0.69 m x 0.74 m x 0.2 m which meets the specification required for microsatellites. A 
prototype of COMSSWIR Channel-1 has been developed, calibrated and tested. It achieves a SNR 
of >220 and a CO2 measurement precision of ~3 ppm. With these system characteristics, high 
quality precision measurements of CO2 concentration becomes possible from a microsatellite 
constellation that gives clear sky spatial resolution coverage with a daily revisit capability if used in 
constellation.
-  Ill -
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Chapter 1. Introduction
Chapter 1 Introduction
1.1 Overview
Over the years, several spaceborne instruments have been developed for monitoring of atmospheric 
trace gases such as carbon dioxide (CO2), water vapour (H2O), methane (CH4) etc for the 
characterization of sources, sinks and transport of these gases. Some of the instruments include the 
Measurements of Pollution in The Troposphere (MOPITT), the SCanning Imaging Absorption 
SpectroMeter for Atmospheric CHartographY (SCIAMACHY), the Atmospheric Infrared Sounder 
(AIRS), the Infrared Atmospheric Sounding Interferometer (IASI), the Thermal And Near-infrared 
Sensor for carbon Observation Fourier Transform Spectrometer (TANSO-FTS) onboard 
Greenhouse gases Observing SATellite (GOSAT) and more recently, the failed Orbiting Carbon 
Observatory (OCO) which would be replaced by OCO-2. These instruments are equipped with 
different types of spectrometers employing various techniques depending on their mission 
objective and system requirements. The spectrometers used include dispersion spectrometers such 
as prism and grating spectrometers and interference-based spectrometers such as Fabry-Perot 
Interferometers (FPI) and Fourier-Transform spectrometers (FTS).
It is obvious that each of these interferometry techniques have their advantages and 
disadvantages. They also fit in successfully to their individual applications, although existing or 
planned satellite instruments for measuring greenhouse gases with high near-surface sensitivity 
such as SCIAMACHY on ENVISAT, OCO or TANSO on GOSAT aim primarily at providing 
additional constraints on natural CO2 sources and sinks [1 ].
For the monitoring of atmospheric CO2, the throughput advantage gained from using an FTS 
instrument makes it an instrument of first choice. No other instrument allows as much throughput 
as the FTS instrument.
Following the Michelson Interferometer that was developed by Albert Abraham Michelson and 
E. W. Morley (Michelson-Morley Experiment) in 1887 [2], Peter Felgett in 1951 took advantage of 
early versions of modern computers to introduce Fourier-Transform Spectroscopy [3]. This is the 
technique of determining a spectrum by Fourier transformation of an interferogram which is the 
recorded data produced by a two-beam interferometer as the path difference between the beams 
varies from zero to some maximum value [2]. This led to the introduction of the Fourier Transform 
Spectrometers which are instruments used for obtaining high spectral resolution and accurate 
photometry so that the measured intensity is an accurate representation of the radiation. It allows 
for the accurate measurement of the absorption spectra of gases, liquids, and solids [4].
A broad review of literature (Sec. 2.8.2) has revealed that efforts have been made to reduce the 
size of the traditional large instruments and most of them offer no mechanical moving parts which
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makes the system most ideal for spaceborne. However, all small instruments without moving parts 
developed for the measurement o f atmospheric CO2 , (such as the second Canadian Advanced 
Nanospace experiment (CANX-2) satellite [5]), do not meet scientific requirements in order to 
understand the changes in our climate or respond to the Kyoto Protocol* which was established 
with the objective of stabilizing atmospheric Greenhouse Gases (GHGs) at a level that will prevent 
dangerous interference with climate change [6 ]. It is worthy to note that most of the large 
instruments such as SCIAMACHY, IASI and AIRS (Sec. 2.9) do not meet the scientific 
requirement either, thereby making some of the compact instruments compete favourably with the 
traditional ones. In making the system smaller, several techniques have been applied ranging from 
grating assemblies, prism assemblies, polarization interferometers to liquid crystal assemblies. All 
of these techniques with their advantages and disadvantages aim at having a highly compact 
system, although none have yet addressed the basic scientific requirements discussed in Sec. 1.4.
In this thesis, a compact instrument based on the Spatial Heterodyne Spectrometer (SHS) 
technique that has no moving parts is exploited in the short-wave infrared (SWIR) region of the 
electromagnetic spectrum. This compact instrument that achieves a high spectral and spatial 
resolution can be mounted on a microsatellite.
1.2 Motivation
The motivation for this research arises from the large uncertainty associated with the global carbon 
fluxes as well as the precise locations of the regional carbon surface sources and sinks. As 
discussed in Secs. 2.2.1 and 2.2.2, studies such as [7, 8 ] have shown that the terrestrial biosphere 
carbon fluxes cannot be fully resolved in North America, Eurasia, and the Southern Oceans. Also, it 
has been difficult to determine the extent of carbon fluxes in the tropics especially in regions 
around the equatorial zone due to the sparseness of in situ networks [9, 10]. The knowledge of 
these regional fluxes and processes can be vastly improved through space-based observations of 
atmospheric CO2 focussing primarily on the tropics where in situ measurements, which are very 
precise and provide accurate and reliable CO2 data, have not covered adequately due to the 
sparseness of these surface networks. With lack o f the needed temporal resolution requirement 
which cannot be provided by either the surface networks or existing space-based atmospheric CO2 
monitoring instruments, it has become increasingly difficult to resolve the “missing carbon sink” 
due to underestimation of CO2 uptake (sink) by the terrestrial biosphere. Therefore, having a
* The Kyoto Protocol to the United Nations Framework Convention on Climate Change (UNFCCC) is a 
legally binding international treaty adopted in Kyoto, Japan, in December 1997 and entered into force in 16 
February 2005. The rules and requirements for the implementation of the Kyoto protocol were further 
elaborated in a package called the Marrakesh Accords which were adopted formally in Montreal, Canada, in 
December 2005. It is tasked with the ultimate objective of stabilizing atmospheric concentrations of GHGs at 
a level that will prevent dangerous interference with the climate system [6].
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compact, low mass, low power, low cost, but efficient CO2 monitoring instrument that fits into a 
microsatellite platform, could enable the feasibility of a constellation, thereby providing frequent 
monitoring and measurements o f relatively precise CO2 flux data. Full details of this discussion can 
be found in Secs. 1.2.1 and 2.2.
1.2.1 Climate Change
Climate change as defined by the Intergovernmental Panel on Climate Change (IPCC) is "the 
statistically significant variations of either the mean state of the climate or of its variability, 
typically persisting for decades or longer”. It is further summarized as the change in climate over 
time, whether due to natural variability or as the result of human activities [11]. Formed in 1988 by 
the World Meteorological Organisation (WMO) and the United Nations Environment Program 
(UNEP) [11], the IPCC has been successful in the identification and clarification of many climate 
change uncertainties with results published in three detailed reports in 1990, 1995 and 2001 [12]. 
However, the Framework Convention on Climate Change (FCCC), which was formed in 1992, is 
tasked with the formulation and implementation of policies to slow or reduce the impacts of 
climate change. The FCCC has established that by stabilizing greenhouse concentrations, with the 
main aim targeted on reducing CO2 emissions, climate change can be slowed [1 2 ].
The global population has continued to increase over the last three centuries and consequently, 
there has been an unknown strain on our planet as we consume its natural resources. The land and 
oceans are intensively harvested in an effort to feed the ever demanding and growing population 
whilst the quality of air we breathe degrades as the atmosphere becomes more polluted due to fossil 
fuel combustion and emissions from biomass burning [12, 13]. As reported by Barkley in [12], it is 
more evident that humans are affecting the climate and environment as fossil fiiels still remain our 
main source of energy even though new alternatives are still being explored, thereby enhancing the 
greenhouse effect and driving global warming^ These have led to changes such as melting glaciers 
in the polar regions, rise in sea level leading to loss of soil and increase in droughts and floods, 
changes in water availability, quality and flow, global increase in temperature (as shown in Figure 
1 - 1 ) and precipitation, serious impact on natural ecosystems, changes in crop patterns, and also 
changes in meteorological and geophysical phenomena [11, 12,14, 15].
 ^Global warming is referred to as the effect on the climate of human activities, in particular the burning 
of fossil fuels (coal, oil and gas) and large scale deforestation, Wiich cause emissions to the atmosphere of 
large amounts of greenhouse gases [14].
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Figure 1-1: Variation o f the Earth’s surface temperature over the last (a) 140 years and (b) 
1000 years, reconstructed from proxy data calibrated against thermometer data [11]
1.3 Absorption Spectroscopy in the SWIR
Absorption spectroscopy is the measurement of the wavelength and intensity of the absorption of 
light by the absorbing sample [16]. In the Short-Wave Infrared (SWIR), the Compact Spatial 
Heterodyne Short-Wave Infrared (COMSSWIR) spectrometer is employed to measure the 
wavelength (or wavenumber, the reciprocal of wavelength, in units of cm ') and absorption of the 
SWIR radiation by the CO2 molecule present in a column of atmosphere. As stated in [17], the 
absorption spectrum of a gas is concentrated in a complex array of lines that correspond to the 
transitions between the discrete electronic, vibrational, and rotational levels of molecules.
1.3.1 Absorption
Absorption is a process in which electromagnetic energy is transferred to the atoms, ions, or 
molecules that composes a sample [18]. It occurs when certain frequencies are selectively removed 
as radiation passes through a layer of solid, liquid, or gas. Svanberg in [19] explains that it also 
occurs when there is a transition to a state with high energy. This means that absorption promotes
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these particles from their normal room temperature state, or ground state, to one or more higher- 
energy states [18]. As pointed out in [20], the incoming radiation from the sun interacts with a gas 
molecule and can alter the electronic state of the molecule, thereby making it to vibrate, rotate or 
involve a combination of both which results in combined absorption energy. It therefore means that 
absorption depends on both the wavelength of incident photon and the type of interacting molecule.
Griffiths in [21] explains that molecules with n atoms have 'in degrees of freedom; three of 
which represents translational motion in mutually perpendicular directions (x, y  and z), and three 
represent rotational motion about the x, y  and z axes. The remaining in-6 degrees of freedom give 
the number of vibrational modes or ways that the atoms in a nonlinear molecule can vibrate. 
However, for a linear molecule, since its rotation about the axis of the bond does not involve the 
displacement of any of the atoms, one of the rotational degrees of freedom is lost, thereby making 
linear molecules to have an additional vibrational mode [21]. Therefore, the number of modes of a 
linear molecule as given in [21] is in-5, where a diatomic molecule has a single vibrational mode. 
Figure 1-2 shows the fundamental vibrational modes of a diatomic molecule such as CO2.
—K)-----O o— Ô A  Ô
Asymmetrical stretching Scissoring (bending in
and out of the board
Symmetrical stretching Scissoring (bending in
the plane of the board
Figure 1-2: Fundamental vibrational modes o f CO2 (3«-5 vibrations for linear molecules)
Absorption cross-section which is a measure of the probability of an absorption process, is the 
primary quantity used in describing a molecule’s tendency to absorb light. It is the characteristic 
property of each species and can be measured in the laboratory in units of area (cm^) [22]. The 
depth to which solar radiation can penetrate the atmosphere depends on its wavelength [20] and 
within the SWIR spectral region of the spectrum, absorption of CO2 generally occurs throughout 
the atmosphere [23] with high absorption at the lower troposphere [17].
1.4 Precision and Scientific Requirements
Existing models and measurements of atmospheric CO2 have added to the difficulty in explaining
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why the atmospheric CO2 accumulation varies from 1 to 7 Gt C/yr (~0.5 ppm to 3.3 ppm) in 
response to steadily increasing emission rates [24], due to the inability to understand the current 
behaviour of these CO2 sinks owing to the large uncertainties predicted for their response to future 
climate or land-use changes [25]. In the TransCom 3 project [26], it was found that random errors 
in the limited CO2 data available can be attributed to the source uncertainty following the use of 
different transport models.
Using synthesis inversion methods, Rayner and O’Brien [27] showed that for a simple measure 
of total uncertainty, monthly averaged column-integrated measurements for use in sources/sinks 
inversions on sub-continental scales requires a precision of 2.5 ppmv (~1%) or better (1.5 ppmv for 
coverage over oceans), on an 8 ° x 1 0 ° footprint for equivalent performance to the existing global 
surface network. Other studies which have appeared in the literature including more recent ones 
(e.g. [1 0 , 28-31]) have confirmed these earlier findings with the consensus that satellite 
measurements yielding the column averaged CO2 dry air mole fraction, Xqoi, with bias-free 
precisions in the range of 1 -  10 ppm (0.3 -  3.0%) will reduce uncertainties in CO2 sources and 
sinks due to uniform and dense global sampling [24].
Based on recent studies carried out by Miller et al [24], it can be stated that the requirements for 
the use of CO2 data can be categorised in the following groups:
1 ) The need to understand the nature, geographic distribution and temporal variability of CO2 
sources and sinks
2) Precision requirements based on spatial (Figure 1-3) and temporal resolution of the data
3) Coverage requirement needed to quantify sources and sinks of CO2 on regional spatial 
scales
4) Characterisation of the variability of CO2 sources and sinks on seasonal to inter-annual 
time scales
From the work carried out by Gurney et al [8 ] in the Northern hemisphere and analyzed by 
Miller et al [24], space-based Xco2 data with a monthly averaged precision of 1 ppm - 2 ppm (0.3% 
to 0.5%) will yield flux uncertainties no greater than ~100 gCm'^yr '. It therefore means that 
inversions using space-based Xcoi should be able to detect the 1 Gt C/yr if confined to areas of 
about 1000 km x 1000 km. The largest flux uncertainties as reported by [24] is seen to occur in 
South America, central Africa and southern Asia.
The spatial resolution requirement stated above for clear sky scenes was drawn from cloud 
studies carried out on MODIS, Geoscience LASER Altimeter System (GLAS), and Cloud-Aerosol 
Lidar and Infrared Pathfinder Satellite Observation (CALIPSO). The studies showed that the 
probability of hitting a cloud increases quickly with footprint size. The footprint size can be 
reduced somewhat by image motion compensation, but, for longer exposures, this approach 
introduces optical path length errors associated with the varying observation angle [32].
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Figure 1-3: Studies using MODIS cloud fields show that the probability o f acquiring cloud 
free soundings increases with decreasing footprint size [24]. Global clear sky frequencies for 
the OCO < 3km^ footprint are compared to those for the GOSAT-TANSO FTS 85km^
footprint for 5 November 2000 [32]
As shown in Figure 1-3, it can be seen that a 3 km^ size of a spacecraft footprint such as the 
OCO indicates that on average, about 24% of these soundings will be sufficiently clear for accurate 
Xco2 retrieval while -10% of the soundings meet GOSAT’s 10.5 km diameter (85 km^) [32]. 
Specifically for OCO, it was stated that as part of the science requirements, the spacecraft shall be 
capable of acquiring data at solar zenith angles as large as 75° in glint mode and at solar zenith 
angles as large as 85° in nadir mode [24]. In a related study, Eguchi and Yokota [33] pointed out 
that on average, clear sky regions covered approximately 11% of the globe annually. So aiming for 
a high spatial resolution is an indication of having clear sky soundings.
In contribution to the above science requirements for the effective monitoring of the subtle 
changes of CO2, a group from the National Institute for Environmental Studies (NIES) has shown 
in studies related to GOSAT, that the recent need to measure the total column amount of 
greenhouse gases requires high spectral resolution and high Signal-to-Noise ratio (SNR) for 
monitoring purpose [34]. It further states that the maximum SNR that can be achieved on orbit with 
passive remote sensing is in the order of 1000. The two primary objectives of the GOSAT project 
were to observe greenhouse gases (GHGs) (CO2 and CH4) with high accuracy and to improve the 
precision of GHGs source or sink intensities from the data obtained by GOSAT in conjunction with 
the ground-based data by using diagnostic models [35].
In summary, the two major scientific requirements in the observation of the subtle changes in
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atmospheric CO2 distribution as stated in [34, 35] are:
1) To meet a spectral resolution of 0.27 cm'^
2) To achieve a SNR of >300 at 13050 cm '\ 6200 cm'^ and 5000 cm'^ wavenumbers
Based on the simulation carried out by NIES as explained in [34], it showed that the two key 
performance requirements that have to be achieved are the SNR and the spectral resolution. The 
SNR was defined under the diffusive reflectivity of 30% and solar zenith angles (SZA) as large as 
60° conditions, while the spectral resolution is defined as the Full Width at Half Maximum 
(FWHM) of the measured instrument line shape (ILS) function. Considering a small footprint size 
of about 5 km^, Kuang et al [36] assumed that a SNR in spectral regions without significant 
gaseous absorption is about 400 for CO2 bands and about 600 for the O2 band in each spectral 
sample and in each footprint when the SZA is 35° (at nadir viewing geometry) and the albedo is 
~6 %. However, the COMSSWIR instrument was modelled with the capability of acquiring data at 
SZA as large as 85° in nadir mode similar to that of the OCO [24].
Although GOSAT TANSO-FTS could not achieve the SNR requirement of >300 in all spectral 
channels, the SNR of >246 was measured for the oxygen (O2) A-band (at 0.76 pm), 1.6 pm and 2.0 
pm bands [34]. Recent studies on GOSAT TANSO-FTS performance have concluded that since 
there is no significant response to degradation, the current SNR is expected to be reasonably similar 
to the previously measured SNR performance [37]. Based on the above stated requirements, it can 
be said that the precision of our instrument should be within these range of requirements in order to 
detect the changes in CO2 levels. Nevertheless, achieving a compact, lightweight, no moving part 
instrument requires trade-offs that will slightly downgrade these sets of requirements but ultimately 
meet the temporal resolution if used in constellation, which the existing spaceborne instruments 
have failed to achieve due to the expensive nature of producing a constellation owing to their large 
size. The rapid turnover of sufficiently accurate data from a constellation of satellites will be of 
immense value to users in the global community.
It is worth noting that although the 1.6 pm waveband is virtually free of water vapour, a 
combination of the 2 . 0  pm waveband with the 1 . 6  pm waveband yields a better estimation than 
having a single 1.6 pm waveband (Sec. 2.5). The CO2 absorption bands near 1.6 pm and 2.0 pm 
are important since absorptions in these bands provide information on near-surface concentrations. 
The absorption band of around 14 pm is used for obtaining information mainly at altitudes above 2 
km [23]. The oxygen A-band in the 0.76 pm will also be used to monitor air mass and identify 
cloud effects. The 1.64 pm waveband could also be used to monitor methane (CH4). Detailed 
discussion on the 3-band retrieval approach is provided in Sec. 2.5.
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1.5 Principles of Observation
The observation principle proposed in this research employs passive atmospheric monitoring 
technique. While an active technique involves the use of artificial and coherent light source such as 
a Laser, a passive technique involves the use of the natural sunlight or its equivalent. The 
absorption of the sun’s radiation by atmospheric constituents such as the CO2, is measured using 
the proposed spectrometer. The observed frequencies of absorption identifies the gas and strengths 
of absorption lines and determine the concentration of absorbing molecules according to Beer- 
Lambert law [19].
Using the diagram presented in Figure 1-4 below, it can be observed that as the sun heats up the 
atmosphere, there are molecular interactions taking place. This causes excitation of the CO2 
molecules and this leads to reflections, scattering and counter reflections, due to the presence of 
aerosols. The satellite is then used to “sound” at a column of the atmosphere (operating in Nadir 
mode) to pick up the CO2 spectral signature that occurs as a result of the molecular interactions.
Sun
satellite
s/c field o f  view
Molecular 
interactions in the 
atmosphere
Column o f  atmosphere
Atmosphere
Earth
Figure 1-4: Principles o f observation showing molecular interactions in the atmosphere
More details of the observation principles is given in Sec. 2.3 below and further explained 
diagrammatically in Figure 2-8. Traditionally, this is observed using a Michelson interferometer to 
record the spectral signature in the form of an interferogram.
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1.6 Instrumentation
1.6.1 Source
The sun is the ultimate light source intended for this research. However, due to limitations of 
having the natural sun light into the laboratory, the quartz halogen lamp was used to provide the 
broad and incoherent light input into the system. The broad spectral light source was then limited 
by the use of S WIR band-pass filters.
1.6.2 The Telescope
The instrument described in this research requires a telescopic aperture to serve as an entrance for 
light entering COMSSWIR instrument in a collimated form. It is a three-mirror telescope design 
with an entrance aperture of 200 mm and total path length of 480 mm. The type of telescope 
chosen is one that limits spherical aberration, coma and astigmatism, but most importantly, avoids 
the central obscuration that is common on conventional telescopes like the Newtonian, which 
significantly alters the dif&action pattern and contrast details. It is also incorporated with a dichroic 
beam-splitter that splits the input beam to the two channels of the COMSSWIR instrument. The 
dichroic beam-splitter also serves as an initial filter that allows only wavelengths within that 
particular channel to pass through to the respective channel. The fold mirrors within the telescope 
guide the split and collimated beam to the instrument channels. More details of the telescope are 
presented in Sec. 4.7.
1.6.3 The Collecting Optics
As the collimated input beam enters each of the instrument channels, it is collected by a pair of 
achromatic doublets whose aim is to perform spatial filtering before allowing the beam to be re­
collimated into the spectrometer. Sections 4.5.1 and 4.6.2 discuss the collecting optics for the 1.6 
pm channel (Channel-1) and 2.0 pm channel (Channel-2) respectively.
1.6.4 The Spectrometer
The spectrometer serves as the heart of the channels and is therefore responsible for the 
performance of the instrument. Generally, it measures the wavelength and intensity o f the input 
light source. Specifically, it measures the wavelength and intensity of absorption of SWIR radiation
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by the CO2 molecules. There are two main categories of spectrometers; the dispersive and the 
interference based spectrometers [38]. While a dispersive spectrometer uses gratings and prisms to 
disperse light onto a detector through a slit, an interference-based spectrometer, such as a classical 
Michelson Interferometer in the form of a Fourier Transform Spectrometer, does not require a slit 
and therefore offers high throughput. The advantages of the two categories of spectrometers are 
discussed in Sec. 2.8. Briefly, in a classical Michelson Interferometer, the interference between the 
lights reflected off the moving and stationary mirrors after passing a beam-splitter generates what is 
known as an interferogram, I(x). This interferogram is a modulated radiation signal which is 
generated as a function of the displacement of the mirror. The modulated radiation signal is then 
recorded on a photo-detector as an analogue signal which encodes the wavelength or wavenumber 
information of the source radiation [38]. The spectrum of the source radiation is then recovered by 
performing a Fourier-transform on the interferogram. As CO2 particles present in the path of the 
light source gets interacted with the beam intensity, the spectrometer detects the strength of the 
absorbing species.
By using the Spatial Heterodyne Spectrometer (SHS) technique, which has both dispersive and 
an interference-based design in an FTS configuration, the high throughput advantage of a classical 
Michelson design is achieved without any moving parts, yet offering a compact design while 
maintaining high resolution, thereby making it suitable for space use. The SHS can be employed 
basically in two configurations. In its first configuration, the conventional design, which is 
commonly regarded as its 1-D (one-dimensional) format, the gratings used are normal reflection 
gratings, hi this configuration the output signal from the exit optics are recorded on one dimension 
of the detector, thereby limiting the resolution to the number of available pixels on the %-axis 
dimension of the detector as Fizeau* fi'inges [39]. In its second configuration, commonly referred to 
as the echelle mode, the SHS employs echelle gratings instead of reflection gratings. This mode 
offers a 2-D format where the output information from the exit optics is recorded on both x and y  
dimensions of the detector. The echelle mode is often utilised where a broadband spectrum is 
involved by using the multiple orders of the echelle gratings. This configuration requires the use of 
field-widening techniques and poses further difficulty in separation of high grating orders and other 
unanticipated effects [39]. This difficulty is resolved by applying a tilt on one of the gratings about 
an axis in the dispersion plane.
For this research, where a broad spectral range is employed on a small size detector, a novel 
approach has been adapted by using the 2-D format on the conventional SHS design by applying 
the tilt needed to separate orders in the Echelle mode to record Fizeau fringe pattern on both
* In the SHS, interference fringes are recorded on the detector in the form of vertical dark and bright lines 
as a result of the interference from a 2-beam dispersive interferometer. This fringe pattern is commonly 
referred to as a Fizeau fringe pattern.
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dimensions of the detector. Full detail of this is given in Sec. 3.5.
1.6.5 The Detector
The main function of the detector is to record the analog signal from the exit optics by collecting 
the photons. The selected detector is expected to first of all, conform to the architectural 
characteristics of the spectrometer and then be applicable to the type of measurement required. It is 
also expected to operate within the spectral region of interest. The detector will also serve as a 
means of estimating the signal-to-noise ratio of the proposed instrument through the processing of 
the recorded signal. The full detail of the detector is presented in Sec. 5.4.1.2 while the signal-to- 
noise ratio analysis is given in Sec. 6.3.2. The theoretical SNR is given in Sec. 3.6.
1.7 Methodology
The methodology applied in this research ranges from a review of various scientific areas and 
methods used in Fourier-transform spectroscopy to the simulation and modelling of various 
methods applied in this research such as modelling of the atmospheric CO2, simulation of concept, 
modelling of instrument and bench testing of a single channel of the proposed instrument. Some of 
the sections describing the methodology used are summarised below.
1.7.1 Modelling of Atmospheric CO2
This section reviews the transmission of greenhouse gases and presents the transmission of 
atmospheric CO2 at the SWIR region of the spectrum. It also explains the reason behind the use of 
the three spectral bands for space-based deployment of atmospheric CO2 measurements and the 
reason of the two channels used in this research. It further offers the simulation the spectral 
radiance in the SWIR region of the spectrum which was used in the initial simulation of the 
spectrometer concept. Detailed reviews of this modelling are given in Secs. 3.5.1 and 3.5.2.
1.7.2 Simulation of Concept
The concept for the proposed instrument which features the technique of a conventional SHS with 
the addition of the echelle mode configuration which offers a 2-D format in the first order is 
simulated and presented in Sec. 3.5. This concept is then modelled in the conventional SHS format
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using ZEMAX® optical design software and presented in Secs 4.5 and 4.6.
1.7.3 Prototype Testing
Although the COMSSWIR instrument consist of two instrument channels, only one channel was 
selected for prototype testing based on cost and Commercial-Off-The-Shelf (COTS) availability of 
components. This prototype was necessary to demonstrate that a compact system without any 
moving parts could be used to achieve results that are relatively comparable to traditional large 
spaceborne CO2 monitoring instruments. By using band-pass filter with bandwidth o f 6  nm ranging 
from 1599 nm to 1605 nm and small scale InGaAs area array detector of 128 x 128 pixels, the 
instrument yields a spectral resolution of 0.27 cm'  ^ at FWHM and high spectral SNR of >220. It 
also achieves a high resolving power of 13,880. Full details of the prototype instrument are 
presented in Sec. 5.4.
1.8 Research Objectives
From the analyses carried out in Secs. 2.2.1 and 2.2.2, evidence was made that the terrestrial 
biosphere especially around the tropics, could account for the “missing carbon sink”. This region 
therefore requires frequent measurement and monitoring of carbon dioxide fluxes. Evidently, this 
can be achieved through a constellation of satellites operating in the Low Earth Orbit (LEO).
Therefore, the objective of this research is to design a compact spectrometer to monitor an 
atmospheric CO2 gas by obtaining and analyzing column CO2 spectral data in the atmosphere. With 
a compact spectrometer, the feasibility of having a constellation of microsatellites in order to 
provide rapid turn-over of sufficiently accurate CO2 data for users becomes possible. This will 
improve of our understanding of the nature and processes that regulate atmospheric CO2 fluxes, 
thereby enabling more reliable and timely forecast of CO2 build-up and its general impact on 
climate change. However, based on the scientific requirements given in Sec. 1.4, such an 
instrument is expected to; have a spectral resolution of 0.27 cm'^ or better at FWHM with a 
precision of ~ 1 %, have a spatial resolution that meets a clear sky coverage of ~ 1 0 % or better, and 
have a coverage of 1000 x 1000 km^. Since the SNR and the spectral resolution are close coupled, 
this requirement of >300 can be trade-off to meet the required spectral resolution.
Hence, primarily, this research is focussed on;
• Designing a compact Short Wave Infrared (SWIR) Fourier-Transform Spectrometer for the 
monitoring of CO2 in the atmosphere
• Operating the spectrometer in the 1.599 pm to 1.611 pm and 2.045 pm to 2.064 pm Short- 
Wave Infrared (SWIR) spectral region of the electromagnetic spectrum
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• Ensuring the instrument incorporates no mechanical moving parts, maintains low power, 
low mass thereby enabling satellite constellation
• Developing a prototype instrument of one of the spectral bands at a reduced bandwidth
• Developing a processing algorithm for CO2 data retrievals
1.9 Research Novelty
The SHS spectrometer has been employed for both ground-based and space-based studies in the 
Far Ultraviolet (FUV) [40], Vacuum Ultraviolet (VUV) [41, 42], Ultraviolet (UV) [43, 44], Visible 
(VIS) [45], Infrared (IR) [46], and Long-Wave Infrared (LWIR) [47] regions of the electromagnetic 
spectrum. However, it has not been exploited in the SWIR region of the electromagnetic spectrum 
and has not been used in studies related to the monitoring of CO2. The main novelty of this research 
centres on the proposal of using a conventional spatial heterodyne spectrometer with standard 
reflection gratings, but apply a cross-tilt on one of the gratings, as in an echelle mode SHS 
configuration, for implementation in SWIR absorption spectroscopy. The specific novelties drawn 
from this research include;
• Novel design of a COMpact Spatial heterodyne Short-Wave InfraRed (COMSSWIR) 
spectrometer with two spectroscopic channels linked together with the aid of a three-mirror 
telescope
• Achieving a compact CO2 monitoring instrument without any moving parts yet fulfilling 
the scientific requirements normally achieved by traditional large and expensive instrument
• The first successful prototype to achieve absorption lines of CO2 (qualitative) and retrieve 
concentration of measured CO2 (quantitative) using the spatial heterodyne spectroscopic 
technique on SWIR absorption spectroscopy where COTS components were utilised to 
assemble, test and calibrate the breadboard set-up
• Recording interferograms in a 2-dimensional format which is peculiar to echelle mode SHS 
configuration using a conventional SHS that records its interferogram in 1-dimension
• The first thesis to systematically present the spatial heterodyne short-wave infrared 
absorption spectroscopy
The ability to have a 2-D format using a standard SHS makes it possible to use the COMSSWIR 
instrument for broadband application and obtaining high resolution measurements using a small 
scale detector, thereby saving cost and reducing complexity. The COMSSWIR instrument therefore 
emulates the conventional FTS without any moving parts, which makes it robust for space use and 
offer the feasibility of a constellation.
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1.10 structure of Thesis
This thesis is outlined as follows;
• Chapter 2 presents a general literature review. It starts with a discussion on the global 
carbon cycle and reviews the global carbon cycle fluxes. It then presents a background 
study of the atmosphere including its constituents and how CO2 can be monitored in the 
short-wave infi*ared band. The reason behind the 3-band retrieval approach is also 
presented. It then discusses the different categories of spectrometers such as the dispersive 
and interference-base spectrometers and proceeds further with a detailed investigation of 
various compact FTS instruments including the state-of-the-art instrument. It finally 
reviews the previous, current and planned space-based CO2 monitoring instruments
• Chapter 3 introduces the SHS technique and some of the areas where it has been applied. It 
then describes the spatial heterodyne spectroscopic technique and its feasibility of 
exploitation for absorption spectroscopy in the Short-Wave Infrared. It also presents a 
model of atmospheric CO2 transmission in the SWIR, a simulation of the concept, and the 
theoretical signal-to-noise ratio
• Chapter 4 is dedicated to the modelling of the compact spatial heterodyne short wave 
infrared instrument starting with the analysis of the instrument parameters to the modelling 
of the instrument channels and finally the combination of the instrument with the telescope. 
The model is presented as an emission instrument due to limitations of modelling in 
absorption spectrum. It also takes an insight into the feasibility of having the COMSSWIR 
spectrometer as a spaceborne instrument operating in constellation by modelling the 
complete optical payload with a scanning mirror for improved swath-width coverage
• Chapter 5 presents an initial breadboard model using visible band spatial heterodyne 
spectroscopy and how the results change with the short wave infrared band. It further 
presents the laboratory prototype testing of a single channel of the COMSSWIR instrument 
following the model that was created and calibration of the instrument
• Chapter 6  discusses the results obtained from the prototype testing and how CO2 detection 
and monitoring is achieved with the instrument. It presents a detailed method of processing 
the measured data and analysing the measured SNR. The quantitative results of retrieval of 
the measured CO2 concentration are also presented
• Chapter 7 provides the final conclusions and presents recommendations for future work
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Chapter 2 Bacl^round and Literature Review
2.1 Introduction
In this chapter, a detailed review of the global carbon cycle and an overview of the terrestrial and 
oceanic sinks as well as the carbon cycle fluxes are presented. These reviews gave rise to the 
motivation of this research. A review of the methods of monitoring of atmospheric CO2 including 
the effects of clouds and aerosol in the retrieval of space-based measurements of atmospheric CO2 
is also discussed as well as the reason behind the use of three spectral bands in space-based 
measurements of atmospheric CO2 . This chapter also looks at the background study of radiative 
transfer including the software used for the radiative transfer modelling and explains the various 
retrieval techniques for atmospheric CO2 concentration. It goes further to present the modelling of 
atmospheric constituents’ transmission and the radiance modelling in the SWIR band and reviews 
the principles of FTS instruments and the various compact FTS instruments including the state-of- 
the-art instrument. A review of previous, current and planned CO2 monitoring instruments is also 
featured.
2.2 The Global Carbon Cycle
As an efficient greenhouse gas with an increasing concentration in the atmosphere (Figure 2-1) 
since the beginning of the industrial age [25], CO2 remains the principal man-made greenhouse gas 
and the primary atmospheric component of the global carbon cycle [48]. Although water vapour is 
the most dominant greenhouse gas, its short residence time of ~ 1 0  days makes it a natural feedback 
rather than a forcing agent [12]. It contributes about 60% of the greenhouse effect [49] and 
increases by about 1.2% decade'* since the Earth Radiation Budget Experiment (ERBE) period 
from 1985 to 1989 when the Top of Atmosphere (TOA) values were approximately balanced [50]. 
In Table 2-1, the major anthropogenic greenhouse gases are presented from the work of Barkley 
[12] where some of the data was taken from IPCC, 2001 [11]. CO2 is seen to generate the largest 
radiative forcing^ followed by CH4, other gases with higher global warming potential** (GWP) 
have lower concentration in the atmosphere thereby making their effects less significant.
 ^Radiative forcing is defined as the change in average net radiation (radiative imbalance) at the top of the 
troposphere that occurs because of a change in the concentration of a greenhouse gas or some other 
constituent or because of some other change in climate system. Using the top of the troposphere avoids 
complications of dealing with the stratospheric effects [15].
The Global Warming Potential (GWP) is an index-based system describing the radiative characteristics 
of well mixed GHGs. It is used to compare the potential future impacts of the different GHGs on the climate 
system [1 1 ].
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Therefore, the increase in atmospheric CO2 concentrations enhances the greenhouse effect which 
drives global warming [1 2 ].
As shown in Figure 1-1, the continuous rise in the earth’s surface temperature is due to the 
increase of CO2 concentrations because CO2 absorbs infrared radiation from the earth’s surface 
[51].
Gas Lifetime
Concentration dC/dt Rad.Fore.
[Wm'^l
GWP GWP
[yrs] 1750s 1990s [1990-99] 20 yrs 100 yrs
CO2 5-200 280 ppmv 365 ppmv 1.5 ppmv/yr 1.46 1 1
CH4 1 2 700 ppbv 1745 ppbv 7.0 ppbv/yr 0.48 62 23
N2O 114 270 ppbv 314 ppbv 0 . 8  ppbv/yr 0.15 275 296
CFC-11 45 zero 268 pptv -1.4 pptv/yr 0.07 6300 4600
CFC-12 1 0 0 zero 533 pptv 4.4 pptv/yr 0.17 1 0 2 0 0 10600
CF4 >50k 40 pptv Opptv 1 . 0  pptv/yr 0.003 3900 5700
C2F6 > 1 0 k zero 3 pptv 0.08 pptv/yr 0 . 0 0 1 8000 11900
SFe 3200 zero 4.2 pptv 0.24 pptv/yr 0 . 0 0 2 15100 2 2 2 0 0
HFC-23 260 zero 14.0 pptv 0.55 pptv/yr 0 . 0 0 2 9400 1 2 0 0 0
Table 2-1: Summary o f  the major anthropogenic greenhouse gases and their approximate 
lifetimes, pre-industrial and 1998 concentrations, rate o f change dC/dt, radiative forcing and 
global warming potentials (GWPs) over 20 and 100 year time-horizons. (Note: ppmv=parts 
per million by volume, ppbv=parts per billion by volume, pptv=parts per trillion by volume) 
[12]
Having identified CO2 as the main anthropogenic greenhouse gas, contributing about 1.46 Wm'^ 
(or 55%) of the radiative forcing by all well-mixed GHGs and ozone since preindustrial times [28] 
(current study shows CO2 contributing 1.66 ± 0.17 Wm'^ to the global radiative forcing [52]), 
atmospheric CO2 has increased from a preindustrial value of about 280 parts per million (ppm)^^ to 
more than 388 ppm as of June 2010 [53] and currently about 395 ppm as of November 2013 as 
shown in Figure 2-1 and Figure 2-2 [54, 55], mainly due to fossil fuel combustion, land use change 
(LUC) and biomass burning [11].
The conversion of the unit of CO2 concentration from Gigatonnes of Carbon (Gt C) to ppm is given in 
Appendix-A.
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Figure 2-1: Monthly mean atmospheric carbon dioxide at Mauna Loa Observatory, Hawaii. 
The red curve represents CO 2 data measured as mole fraction of dry air while the black 
curve represents the seasonally corrected data. © NOAA ESRL GMD [54]
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Figure 2-2: Recent monthly mean values of carbon dioxide globally averaged over marine 
surface sites. The dashed red line with diamond symbols represents the monthly mean values 
centred on the middle of each month while the black line with square symbols represents the 
same, after correction for the average seasonal cycle. © NOAA ESRL GMD [55]
As stated by Sarmiento et al [56], the increase in atmospheric CO2 concentrations between 1960
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and 2007 is equivalent to 56%^^ of the cumulative fossil fuel and cement emissions. The oceanic 
uptake of CO2 as estimated by models (forced with the observed atmospheric CO2) is equivalent to 
-33%. The remaining -11% of the fossil fuel and cement emissions are generally assumed to have 
been taken up by the terrestrial biosphere as the net land carbon sink (NLS), with various sink 
mechanisms presumed to exceed the sources due to land use changes such as tropical deforestation.
The observational foundation of global carbon studies providing our current knowledge about 
the temporal and spatial variability of atmospheric CO2 is mainly based on accurate in situ 
measurements from networks of surface stations such as the National Oceanic and Atmospheric 
Administration (NOAA) Climate Monitoring and Diagnostics Laboratory (CMDL) Carbon Cycle 
Greenhouse Gases (CCGG) Cooperative Air Sampling Network [58, 59]. Since the first monitoring 
station constructed in 1958 by Charles Keeling at Mauna Loa (Hawaii), the network has increased 
to more than 1 2 0  sites complemented by flux tower, balloon, aircraft and ship observations [1 2 , 60] 
(Figure 2-3). Based on recent records from GLOBALVIEW, 2013, measurements from these 
network of stations have very high accuracy to within 0 . 1  pmol mol ' (ppm) and are also 
compatible to within 0.3 pmol mol ' when considered over several years [61].
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Figure 2-3: The current NOAA ESRL GMD observing network © NOAA CMDL [62].
Although in situ measurements of globally-averaged atmospheric CO2 concentration are highly 
accurate, their distribution in space and time is necessarily limited for global studies because of the
Approximately 337 Gigatonnes o f  Carbon (Gt C) from the combustion o f fossil fuels and cement 
production has been released into the atmosphere since 1751 [57].
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sparseness of these stations to constrain accurate carbon budgets on sub-continental or regional 
spatial scales, thus making CO2 sources and sinks to be inferred with significant uncertainties [8 , 
53, 58-60, 63]. Houweling et al [64] specifically pointed out that although these monitoring 
networks continue to expand, they remain limited by the lack of measurements in several parts of 
the world particularly in the tropics, and therefore require remote sensing to step in and offer 
unique contribution of filling the gaps in the surface measurement network. Earlier, Mao and Kawa 
[58] had stated that globally distributed, high-spatial-resolution, and high-fidelity atmospheric CO2 
measurements from space are greatly desired for global and regional carbon-cycle studies. Other 
studies that have extensively discussed the feasibility and characterisation of space-based CO2 
measurements for existing and future missions in the literature include [31, 36, 58, 59, 65] of which 
Kuang et al [36] pointed out that the technique of measurement of reflected sunlight in the near 
infi-ared (NIR) wavelength range are most promising since they can provide accurate column- 
average CO2 dry air-air mole fi-action (^ 6 0 2 )^ ,^ with a high sensitivity near the Earth’s boundary 
layer ( 0  to 2  km) where the carbon sources and sinks are mostly located.
The IPCC, 2001 also identified the terrestrial biosphere to play a central role in the carbon 
cycle, by storing significant amount of carbon from carbon dioxide, as well as in the budgets of 
many other gases, such as methane (CH4) and nitrous oxide (N2O).
Houghton [6 6 ] showed that the physical components of the climate system interact on a wide 
range of space and time. These physical components as detailed in [6 6 ] include the atmosphere, the 
oceans, the sea ice, the land and its features (which includes the vegetation, albedo, biomass and 
ecosystems), snow cover, land ice, and components of the hydrological cycle. Studies, such as 
those from [15, 67-69] have shown that there was a balance exchange of CO2 between the 
atmosphere, the biosphere and the oceans as illustrated in Figure 2-4 (from the white labels in 
parenthesis). As shown in Figure 2-4 [70], the atmosphere consist of a carbon pool of about 800 Gt 
C (Gigatonnes of carbon)*** which is about 376 ppmv, and the terrestrial biosphere holds about 
2,300 Gt C (about 1,082 ppmv) while the oceans hold about 38,000 Gt C (both the surface ocean 
with 1,000 Gt C and the deep ocean with 37,000 Gt C (about 17,880 ppmv)) [67]. Figure 2-4 
further shows (in yellow labels) the natural interaction between these systems. It shows a natural 
flux exchange between the terrestrial biosphere and the atmosphere as 120 Gt C per year (Gt C yr ') 
and 90 Gt C yr"' between the oceans and the atmosphere [72]. The removal of 120 Gt C yr"' from 
the atmosphere by the terrestrial biosphere is due to photosynthesis. However with the introduction 
of human activities starting fi*om the industrial age, an unbalanced situation has been observed over 
the years which has raised the atmospheric concentration. Identified by red labels in Figure 2-4,
Dry air-mole fraction, 2 fco2 can defined as: Xco2=0.2095 x (column C0 2 )/(column O2) [36].
*** Some literature use petagrammes of carbon (Pg C). IPg C=10'^ g C=1 Gt C. Units of gigatonnes of 
CO2 (or billion tonnes of CO2) are commonly used in policy circles and are equal to 3.67 multiplied by the 
value in units of Pg C or Gt C [71].
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human activities emit about 9 Gt C yr"' (~2 Gt C yr ' from iand-use change and ~7 Gt C yr ' from 
fossil fuel use), based on data obtained from surface networks [8 , 53, 58-60, 63]. Out of the 9 Gt C 
emitted yearly due to human activities, nature takes care of about 5 Gt C in which ~2 Gt C goes 
into the ocean yearly, -3  Gt C is taken up by natural terrestrial processes while about 4 Gt C goes 
into the atmosphere [73]. However, current studies by Le Quéré et al [71] based on direct 
measurements have computed the atmospheric CO2 growth rate for the past decade to be 4.3 ±0.1 
Gt C yr‘*. In situ measurements of the amount of carbon that goes into the ocean and the 
atmosphere as a result of anthropogenic emissions provided mainly by the NOAA CMDL CCGG 
Cooperative Air Sampling Network (Figure 2-3) are very accurate; however, the uncertainty lies in 
the amount of carbon taken up by the terrestrial biosphere.
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Figure 2-4: Global Carbon Cycle showing CO% sources and sinks [70]
2.2.1 Overview of the Terrestrial and Oceanic sinks
The rate of change of atmospheric CO2 reflects the balance between anthropogenic carbon 
emissions and the dynamics of a number of terrestrial and ocean processes (natural sinks) that
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remove or emit CO2 [73]. These natural sinks on land and in the ocean that remove almost half of 
the anthropogenic CO2, in turn, make the annual increment in atmospheric CO2 to be substantially 
smaller than the increment in anthropogenic emissions [60, 6 8 , 73].
Analysis of atmospheric transport models and observations suggests that the variability of the 
atmospheric CO2 growth rate which is highly correlated with the El Nino/Southern Oscillation 
(ENSO) [56] results primarily from terrestrial processes [26, 74], with the greater part attributed to 
the tropics split evenly between Asia and the combined Africa/South America land region [26]. 
Climate change due to anthropogenic increase of atmospheric greenhouse gas has an impact on the 
carbon balance of the terrestrial biosphere in several ways [75]. Subsequently, there is strong 
evidence that the terrestrial biosphere has acted as a net carbon sink over the last two and a half 
decades with a highly variable year-to-year strength ranging from 0.3 to 5.0 Gt C yr ' [7]. Although 
the terrestrial carbon sink has been large in recent decades, its size and location remain uncertain 
[7, 76]. More recent global carbon analyses have estimated a terrestrial carbon sink in the range of 
2.0 to 3.4 Gt C y r ' [9, 73, 76] on the basis of atmospheric CO2 observations and inverse modelling 
as well as land observations, giving the land mean uptake rates as 2.6 ± 0.7 Gt C yr'' [9]. Kauppi et 
al [77] noted that forest biomass withholds carbon dioxide that would add to greenhouse gas in the 
atmosphere. Houghton in [67] stated that tropical land-use changes have caused net carbon releases 
in tropical regions by clearing forests for agriculture, pasture and timber, which is second in 
magnitude to fossil fuel emissions. The world’s forest is mostly composed of the boreal forests and 
the tropical forests. Gurney et al [8 ] found a relatively evenly distribution of land carbon sink 
among the continents of the Northern hemisphere, although the results showed some sensitivity to 
transport differences among models, especially in how they respond to seasonal terrestrial 
exchange of CO2 . Also, large between-model uncertainties that were all greater than 0.5 Gt C yr"' 
was found for northern Africa, tropical America, temperate Asia and boreal Asia [8 ]. However, a 
more recent expert uncertainty for decadal mean based on a large scale of published model and 
uncertainty studies is estimated in the order of ±0.5 Gt C yr"' [71, 78]. Similarly, Canadell et al [7] 
pointed out that although there is a relatively evenly distributed Northern Hemisphere terrestrial 
sink across North America, Europe and Asia, large uncertainties still remain for northern Africa, 
tropical America, and temperate Asia. In general, the land biosphere loses carbon to the atmosphere 
during the warm climate El Nino events and increases carbon intake during the cold climate La 
Nina and volcanic eruption events. In addition to anthropogenic disturbances influencing terrestrial 
atmosphere exchanges, emissions associated with nonanthropogenic disturbances such as fires 
caused by lightning have also been reported to influence the flux exchange [79]. Regions such as 
the Brazilian Amazon rainforest witness a decrease in deforestation rates in 2008 [9] whereas forest 
in regions such as Indonesia, Nigeria and the Philippines suffered a shrink in both area and volume 
per area [77].
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The oceanic sink is driven by CO2 fluxes across the air-sea interface. The difference between the 
concentration of CO2 that is dissolved in the water and that in the atmosphere creates a net flux of 
CO2 which crosses the air-sea interface. The amount of CO2 that seawater can hold depends on its 
solubility, which depends on temperature, (more soluble in cold waters), salinity (more soluble in 
more saline waters, though at small effect), and pressure (more soluble in high pressure conditions) 
[12]. It should be noted that the amount that goes into the ocean obeys Henry’s law which states 
that at a constant temperature, the amount of a given gas dissolved in a given type and volume of 
liquid is directly proportional to the partial pressure of that gas in equilibrium with that liquid. 
Relating this law to the natural exchanges, it can be rephrased that when a gas is soluble in water or 
any fluid, and there exist a situation where there is an increase in the concentration of that gas 
above the fluid, then more of it dissolves into the fluid [80]. With regards to the location and 
mechanisms of the reduced oceanic CO2 uptake simulated by models (forced with a climatic 
average of seasonally varying winds and heat and water fluxes), a large portion of it occurs in the 
Southern Ocean, where an intensification of winds over time leads to increased upwelling of waters 
rich with pre-anthropogenic dissolved inorganic carbon (DIG) [56]. The ocean CO2 uptake based 
on model estimates is given as -2.2 ± 0.4 Gt C y f ' for the 1990s and early 2000s [56], although 
there is evidence of a decline o f 0.24 ± 0.1 Gt C yr"' in CO2 uptake in the North Atlantic between 
20°N and 65°N during the period between 1994/1995 and 2002-2005 [81]. However, based on 
recent studies for the last decade available (2002-2011), the mean ocean sink was 2.7±0.5 Gt C yr"' 
(see Table 2-2), thereby, indicating an increase in CO2 uptake [71].
As noted by Bousquet et al [60], conflicting results have been produced from previous 
investigations into which reservoir (land or ocean) and which regions caused the year-to-year 
variations in the rate of atmospheric CO2 accumulation. However, Sarmiento et al [56] suggest that 
the increase in the net land carbon sink after -1988/1989 arises from the fact that the atmosphere 
and ocean in combination are taking up a smaller portion of the fossil fuel emissions than they were 
prior to 1988/1989, which means the land must account for more.
2.2.2 The Global Carbon Cycle Fluxes
Presently, our understanding of the global carbon cycle is limited by the large uncertainty 
associated with carbon fluxes and the precise locations of regional carbon surface sources and sinks 
[12]. For instance, the IPCC, 2001 [11] estimated the average fossil fuel emissions at 6.3 ± 0.4 Gt C 
y r ' between 1990 and 1999, however, the rate of increase of atmospheric CO2 content was 
estimated at only 3.2 ± 0.1 Gt C yr'' thereby implying that the ocean and the terrestrial biosphere 
absorbed about 3.1 ± 0.4 Gt C yr"' combined. Furthermore, the carbon dioxide emissions associated 
with land-use change (LUC), which is currently dominated by tropical deforestation [75], was
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estimated at 1.6 Gt C y r '\  albeit with large uncertainty (see Figure 2-5). Subsequently, the IPCC, 
2007 [82] estimated the armual average fossil fuel emissions at 7.2 ± 0.3 Gt C yr ' between 2000 
and 2005. During this period, the rate of increase in atmospheric CO2 was estimated at 4.1 ±0.1 Gt 
C yr'\ thus indicating that the ocean and the terrestrial biosphere absorbed about 3.1 ± 0.3 Gt C yr ' 
combined. Figure 2-5 shows the global carbon dioxide fluxes for two decades; 1990-2000 and 
2000-2008 [83].
Global carbon dioxide budget
(gigatonnes o f carbon per year) 
1990-2000
2000-2008
Atmospheric
growth
3.1 ± 0.1
4.1 ± 0.1
Fossil fuel &
Land sink
Land-use6.4 ± 0.4 2.6 ±0.9change
7.7 ± 0.5 2.7 ±1.0
G eolog ical
Figure 2-5: The global carbon cycle fluxes showing changes of CO2 reservoirs over the 
last two decades. Arrows show annual fluxes. Values for 1990s are in blue; those for 
2000-2008 are in red. Source [83] with data from [9]
Table 2 - 2  summarizes the decadal mean flux for five components of the anthropogenic CO2 
budget for the periods 1960-1969, 1970-1979, 1980-1989, 1990-1999, 2000-2009 and the last 
decade available [71].
Mean flux (Gt C yr ’)
1960-1969 1970-1979 1980-1989 1990-1999 2000-2009 2002-2011
Emissions
Fossil fuel combustion 
and cement production 3.1 ± 0 .2 4.7 ± 0 .2 5.5 ± 0 .3 6.4 ±0.3 7.8 ± 0.4 8.3 ± 0.4
Land-use Change (LUC) 1.5 ± 0 .5 1.3 ± 0 .5 1.4 ± 0 .5 1.6 ±0 .5 1.0 ± 0 .5 1.0 ± 0 .5
Partitioning
Atmospheric increase 
(growth rate) 1 .7±0.1
2.8 ±0.1 3.4 ±0.1 3.1 ±0.1 4.0 ±0.1 4.3 ±0.1
Ocean sink 1.2 ± 0 .5 1.5 ± 0 .5 1.9 ± 0 .5 2.2 ± 0.4 2.4 ± 0 .5 2.5 ± 0 .5
Residual terrestrial sink 1.7 ± 0 .7 1.7 ± 0 .4 1.6 ± 0 .8 2.7 ± 0 .8 2.4 ± 0 .5 2.6 ± 0 .8
Table 2-2: Decadal mean in the five components o f the anthropogenic CO2 budget for periods 
ranging from I960 to 2011. All values are in Gt C yr ' [71]
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The estimates used in Table 2-2 combine information from bookkeeping methods^^^ [84] 
(mainly to quantify the mean LUC emissions over the time period of the available data), satellite- 
based method (from 1997 to 2011), and independent estimates from Dynamic Global Vegetation 
Models (DGYM) (to help quantify the uncertainty in global LUC emissions) [71]. The CO2 
emissions from fossil fuel combustion and cement production are based on energy statistics, while 
emissions from land-use change, including deforestation, are based on combined evidence from 
land cover change data, fire activity in regions undergoing deforestation, and models. The 
emissions were estimated for 129 countries and regions for the period of 1959 to 2011 [71]. The net 
flux of carbon from land-use and land cover change (LULCC) are significant in the global carbon 
budget just as much as it is the most uncertain term in the carbon budget [78], accounting for 1.4 
(range: 0.4 to 2.3) Gt C yr"' in the 1980s; 1.6 (range: 0.5 to 2.7) Gt C yr"' in the 1990s [82]; 1.0 ± 
0.5 Gt C yr"' between 2000-2009 and between 2002 and 2011 [71]. A similar flux of 1.1 ± 0.7 Gt C 
yr'' was obtained by Friedlingstein et al [85] from 2000 to 2009 (c.f. [78]), although with slightly 
higher uncertainty. Equally, Pan et al [76] achieved the same flux of 1.1 ± 0 .7  Gt C yr"' for the 
period of 2000 to 2007, and noted that the global land-use change emission is approximately equal 
to the tropical land-use change emission, because the net carbon balance o f land-use changes in 
temperate and boreal regions is neutral.
Although studies (e.g. [76], [63, 8 6 ]) have shown a Northern Hemisphere terrestrial sink 
through inverse modelling, it is still limited as it cannot fully resolve the north American, Eurasian 
and Southern Ocean fluxes [8 , 12], nor can it determine the extent of fluxes in the tropics especially 
regions around the equatorial zone. However, knowledge of such regional fluxes and the processes 
that control them can be vastly improved through sampling the atmosphere more comprehensively 
via observations from space [12]. Consequently, studies have noted that although there is a small 
decrease in land sink in response to climate change, there is a great disagreement between models 
[56, 87].
Although balloons, aircrafts and ground-based monitoring techniques, which are expensive and 
very sparse, have been used extensively in the observation of CO2 distribution, [10, 65, 8 8 , 89], 
they lack the spatial resolution and coverage needed to identify CO2 sources and sinks just as the 
existing space-based instruments lack the temporal requirement needed to overcome this challenge. 
Le Quéré et al [9] pointed out that although atmospheric measurements of CO2 concentration are 
highly precise and provide an accurate, reliable measure of the annual increase of CO2 in the 
atmosphere, these measurements cannot at present be used to verify global CO2 emissions 
estimated from energy data, because the uptake of CO2 by land and ocean sinks are not quantified 
with high accuracy. Equally, Enting et al [90] noted that the determination of surface sources and
Bookkeeping model tracks the carbon in living vegetation, dead plat material, wood products and soils 
for each hectare of land cultivated, harvested or reforested [56, 84].
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sinks from observations of surface concentrations is a poorly-determined inverse-problem. 
Houweling et al [28] stated that while less than half of the anthropogenic CO2 accumulates in the 
atmosphere, the remainder is taken up by land biosphere and oceans, however, how and where the 
uptake takes place remains uncertain, especially over land. Kicklighter et al [69] stated that there 
exists a discrepancy or residual, otherwise referred to as the “missing carbon sink”, between the 
atmospheric sources and the land and ocean sinks of carbon due to the underestimation of CO 2 
uptake by terrestrial vegetation. Bousquet et al [60] reported that only when more atmospheric CO2 
measurements become available, will it be possible to better understand carbon fluxes, so that it 
can be possible to separate interannual variations from long-term mean fluxes, which is very 
necessary and determine which regions and processes are responsible for interannual changes in the 
carbon balance of oceans and continents. Studies have further shown that if space-based 
measurements of atmospheric CO2 are acquired globally and bias free with a precision of 1% or 
better, then data that are beneficial in reducing the uncertainties of source/sink inversion will be 
provided [27, 28, 58, 59, 91].
Following the TransCom 3 project [26], it can be summarized that the highest estimation 
uncertainties are obtained for the tropical/southern land regions, primarily due to the lack of 
measurement sites over these regions and also due to the prevalence of convective motions there 
which transport the effect of the fluxes away from the measurement sites, most of which are at the 
surface.
From these analyses, it is evident that the terrestrial biosphere especially around the tropics 
could account for the “missing carbon sink” and thus require frequent measurement and monitoring 
of carbon dioxide flux. This could be achieved using a constellation of spaceborne instruments. 
Therefore, to monitor the spatial and temporal variability of CO2, space-based remote sensing is 
highly recommended [65, 92].
The different estimates obtained from different studies as analysed in this section and noted by 
Peylin et al [93] necessitate the need for carrying out this research. With an instrument that can be 
fitted on a microsatellite such that they operate in constellation, this uncertainty and variation o f 
atmospheric CO2 could be adequately clarified, thereby contributing effectively to the 
understanding of climate change and responding to the Kyoto Protocol.
2.3 Monitoring CO2
The observation and measurement of radiation emitted from or absorbed by atoms and molecules 
provides information about their identity and structure and their physical environment [94] and 
absorption occurs when the radiant energy matches the energy of a specific molecular vibration.
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Following the principle of molecular spectroscopy which explains that the spectroscopic 
observation is performed by detecting the absorption spectra of the atmospheric molecules of 
interest whereby the detected light is converted into electric signals (photoelectric transfer) where 
the radiance per spectrum is calculated and the amount of atmospheric molecules is derived from 
the radiance level.
Ü 0
^  1
10
W aveleng th  (/Lun)
Figure 2-6: The absorption spectrum from top of atmosphere [95]
Figure 2-6 shows the absorption/transmission spectra of major constituent species of the 
atmosphere observed from the top of the atmosphere. The spectra shown are due to the absorption 
of sunlight emissions by the constituent species in different regions of the electromagnetic 
spectrum.
2.3.1 Methods of Observation
Monitoring the atmosphere from a Low Earth Orbit (LEO) orbit can be done in three distinctive 
techniques;
• Using Limb method
• Using Solar or Stellar Occultation method
• Using Nadir viewing method
Figure 2-7 illustrates the viewing techniques listed above and are identified as “ 1” for Nadir
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viewing, “2” for Limb method and “3” for Solar or Stellar Occultation method.
Figure 2-7; Nadir “1”, Limb “2” and Occultation “3” observation modes o f SCIAMACHY
196]
2.3.1.1 Limb Method
In the limb mode as shown in Figure 2-7 and identified by “2” in the figure (Figure 2-7), the 
instrument observes the atmosphere tangentially to the Earth’s surface taking into account effects 
such as the curvature of the Earth’s surface [97]. In this mode, the spectrometer is usually projected 
parallel to the horizon in the spacecraft flight direction.
2.3.1.2 Solar Occultation Method
This method is performed in a similar manner to the limb mode, but using the sun, moon or stars in 
the instrument’s FOV. As shown in Figure 2-7 and identified by “3” in the figure, it allows 
measurements taken during sunrise and sunset about 15 times a day each, thereby making it only 
possible to acquire data two times a day at sunrise and at sunset. Although this method effectively 
allows more light into the system and very good for absorption spectroscopy, it however limits the 
extent to which the system can probe the atmosphere as explained in Sec. 2.3. Using this method 
offers advantages when observing the Top of Atmosphere (TOA) down to the middle Stratosphere; 
however, it does not probe down to the lower troposphere, thereby making this method unsuitable 
for our operational scenario. However, this method has been shown to be a powerful technique for 
monitoring atmospheric constituents by the Halogen Occultation Experiment (HALOE) onboard 
the Upper Atmosphere Research Satellite (UARS) [65].
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2.3.1.3 Nadir Viewing Method
In nadir viewing mode as presented in Figure 2-7 and identified as “ 1” in the figure, the instrument 
probes the atmospheric volume directly under it as the spacecraft orbits in its flight direction. This 
observational mode is used by many spaceborne remote sensing instruments [98]. Previous and 
existing satellites that monitor tropospheric CO2 in nadir mode include SCIAMACHY, AIRS, 
GOSAT, IASI and CANX-2. Although this research is focused on measurements in the SWIR 
spectral region, studies (such as [10, 25]) have shown that measurements in the thermal IR (TIR) 
region have high sensitivities in the middle and upper troposphere while sensitivities in the 
boundary layer is negligible (in the TIR). As stated by Kuze et al [34], high sensitivity 
measurements in the SWIR are recorded in the lower troposphere using nadir mode.
As can be seen in Figure 2-8, most of the Visible (VIS) and SWIR radiation emitted by the sun 
reaches the earth’s surface while some is absorbed and scattered by clouds and aerosols as it 
propagates. Scattering due to clouds and aerosol contribute a major source of error in the retrieval 
of space-based measurements of atmospheric CO2 [58]. A Low Earth Orbit (LEO) observation 
satellite detects light reflected by the ground and returned to the satellite through the atmosphere 
which then provides information from the measured radiation on the concentrations of CO2, CH4 
and water vapour (H2O), whose absorption bands are in the VIS and SWIR. It should be noted that 
each atmospheric constituent has its own absorption bands within the VIS and SWIR or Thermal 
Infrared (TIR) bands.
Sun Satellite
Column trace-gases 
measurement
Stratospheric Aerosol 
Cloud
Tropospheric Aerosol
V / /
Earth Surface
Figure 2-8: Principles o f observation showing the scattering and reflection o f sunlight in the
atmosphere [34]
It has become imperative to determine the natural variability and long-term anthropogenic 
increase of atmospheric CO2, which is caused primarily by fossil fuel combustion and biomass
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burning.
For effective monitoring of CO2, it is essential to observe the surface fluxes that are linked to 
gradients in tropospheric CO2 . Realistically, it is more difficult to monitor or probe into the 
troposphere from space than the stratosphere because scattering by cloud-and-aerosol and the 
height of the Earth surface have to be taken into consideration. Based on this known issues, a limb 
viewing method such as the limb emission sounding and the solar occultation method is not able to 
make lower troposphere measurements [34]. Hence, the nadir viewing mode is selected as the 
observation mode.
2.4 Radiative Transfer
The principle of radiative transfer has been expressed extensively in atmospheric physics literature 
and therefore will be recalled here as a recap for understanding purposes. Radiative transfer is a 
phenomenon that describes the propagation of radiation through a medium. As the radiation 
propagates through the medium such as the atmosphere as shown in Figure 2-9, it is weakened by 
its interaction with matter. In the atmosphere, it interacts in three ways namely; emission, 
absorption and scattering. Figure 2-9 shows the intensity of a pencil of incident {Lo(^ )) and outgoing 
{Ii(L)) radiation as it traverses through a path of length /.
1(A)
0
M(X)+dl(A)
■dl-
m
Figure 2-9: Principle o f radiative transfer [99]).
From Figure 2-9, a change in intensity from Lo(L) to L(À)+dl(À) after passing through a path of 
thickness dl following the work of Liou [99], can be expressed as:
d/(A) — —/(4) + J{X), (2.1)
k { X ) p d l
where 7(2) is the intensity of radiation or radiance, J{X) is the source term representing emission and 
scattering into the beam, p is the mass density of the material (in units of mass per unit volume), 
hLX) is the mass extinction cross-section (in units of area per mass) for radiation of wavelength X. 
k{X) represents absorption and scattering [95]. Equation (2.1) is the general radiative equation
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without any coordinate system imposed.
However, Bradt in [100] defined the extinction cross-section, k, (with same units o f area per 
mass) in terms of opacity as;
k B (2.2)
Unfortunately, Eq. (2.2) ignores scattering and cannot be applied for space-based applications. 
Equation (2.2) can be easily rearranged as k(X)p = a(X)n(l), where n(l) is the number density of the 
material (in units of molecules per unit volume) and a(X) is the absorption cross-section of a trace 
gas at wavelength X (in units of area per molecule). It should be emphasized that the number 
density, n(l), could be replaced with, c(l), the concentration of the species to be measured. By 
substituting the arrangement carried out on Eq. (2.2) into Eq. (2.1), the radiative transfer equation 
then becomes;
I U ) -  /U )  =  -  (2.3)
The negative sign denotes the fact that the number of photons decreases as the beam passes through 
the medium in the positive direction. The product kp or an is simply the inverse of the mean free 
path /m (with units of per unit length) which therefore make the product kpl or anl the number of 
mean free paths in the distance I for a fixed k  and p çyt a and n. This means that the optical depth, x 
= anl (a dimensionless quantity) [1 0 0 ].
In the case of looking directly at the sun (or straight at light source in the laboratory), the 
radiative transfer equations could be simplified using the assumption that the incident radiation and 
absorption is so intense that any source terms are negligible including diffuse radiation produced by 
multiple scattering [99, 101]. Hence, in the absence of any source terms, Eq. (2.3) then becomes:
Expressing Eq. (2.4) in terms of optical depth, the radiation travelling along a path / (Figure 2-9), 
becomes [1 0 1 ]:
/,(A) =  /oW e-^W , (2.5)
where the optical depth, x, is given as:
r m =  { ‘a W n iO d l, (2 .6 )
In terms of concentration c(l), Eq. (2.6) can be written as:
t(A )=  /„'ff(A)c(Od(, (2.7)
This optical depth given in Eq. (2.6) is required for retrieval using the forward or direct model
[101]. Equation (2.5) is known as Beer-Bouguer-Lambert law which is simply referred here as 
Beer-Lambert law. This equation is valid for experiments looking directly at the light source.
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2.4.1 Beer-Lambert law
The Beer-Lambert law defined in Eq. (2.5), can be used to quantitatively analyse electromagnetic 
radiation. It is followed from Lambert’s law which states that the rate of change (reduction) of the 
radiance experienced in passing through matter is proportional to the amount of radiation and 
matter [95]. Rewriting Eq. (2.5) in terms of concentration, Beer-Lambert law becomes [22]:
h U ) =  h U ) exp ( -  /q o-(A)c( 0  d l), (2 .8 )
Considering the fact that the path length, /, could be a column density, then the average 
concentration over a plume of trace gas along the column is given as [2 2 ]:
hiX) =  loiX) exp[-aiX)cl],  (2.9)
where c is the average concentration over the trace-gas plume. In terms of column density, S ,  it can 
be given as [2 2 ]:
7(2.) =  7o(A)exp[-o-(A)5], (2.10)
where S  is the column density.
By knowing the absorption cross-section, a(X ), then the column density, S ,  or the average-gas 
concentration can be calculated from the measured ratio Io(X)II](X). Therefore, a combination of the 
absorption cross-section, the column density, and the average-gas concentration can be said to 
make up the absorbance, A .  With this, the absorbance is then proportional to the concentration of 
the gas. Thus the absorbance. A ,  is achieved using;
4  =  I n ^ .  (2 .1 1 )
Equation (2.5) has been rewritten in terms of absorbance to explain the Beer-Lambert law which 
states that the absorbance is proportional to the concentration as well as the thickness of absorbers 
in the sample [19].
2.4.2 Differential Optical Absorption Spectroscopy
The Differential Optical Absorption Spectroscopy (DOAS) is defined as a powerful analytical 
method used in studying the atmosphere based on principles of classical absorption spectroscopy
[102]. It is primarily used as a technique in the measurement o f concentrations o f atmospheric trace 
gases and is mostly employed in the UV and Msible region of the spectrum. It uses the narrow 
molecular absorption bands to identify trace gases and their absorption strength to retrieve 
tropospheric and stratospheric trace gas concentrations [103]. As the name implies, this method 
considers two points in the absorption spectrum; one in the bottom of the absorption line and the 
other at the top or outside the line. The difference in amplitude between the two points is as a result 
of the absorption of gases whose concentration is measured. As the variation or the depth of the line 
increase, then the concentration increases. The transmittance, T  of the gas can be stated as:
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Following Eq. (2.12), then the absorbance given in Eq. (2.11) can be rewritten as:
A = -log io (T ). (2.13)
Equations (2.12) and (2.13) are mostly applied when the forward model is used for retrieval.
However, the DOAS method is applied in absorption-only techniques where there is no 
atmospheric scattering [104]. This means that the DOAS technique can be used for the analysis of 
laboratory spectra. Several studies e.g. [10, 36, 51, 91, 105, 106] have shown that neglecting 
scattering could lead to unacceptable large retrieval errors due to the presence of optically thin 
clouds and/or aerosols. Bril et al [91] further showed that the traditional DOAS cannot correctly 
remove the bias introduce in the retrieval of the CO2 column, since scattering by cirrus clouds is 
neglected, and the error is mainly due to photon path modification. Therefore, a space-based 
retrieval of column CO2 measurements would need another approach.
It should be noted that the term ct, has been used in Sec. 2.4 to denote absorption cross-section 
and will henceforth be used to represent wavenumber (in units of cm ') unless otherwise defined.
2.4.3 Clouds and Aerosols
The suspensions of solid and liquid particles play important roles in the study of radiative processes 
[17]. Clouds and aerosols can absorb or scatter sunlight back to space before it traverses the entire 
atmospheric column, thereby making it impossible for full-column CO2 measurements [25]. The 
importance of aerosol in atmospheric behaviour cannot be over emphasized as they give rise to 
cloud formations and range in sizes from thousands to several hundreds of microns. Some aerosols, 
such as soot, absorb solar radiation directly, leading to local heating of the atmosphere, or absorb 
and emit infrared radiation, adding to the enhanced greenhouse effect [11]. Due to their 
contribution in energy balance of the earth based on the scattering of solar radiation at visible 
wavelengths and absorption of infrared radiation emitted at the earth’s surface, their influence is 
thought to be as great as that of CO2 [17]. Aben et al [10] pointed out that the error source is also 
due to insufficient knowledge on the distribution of aerosols and thin clouds in the atmosphere, 
which affects the optical path through the atmosphere.
Aerosols in the atmosphere exhibit a variety of shapes ranging from quasispheres to highly 
irregular geometries, and usually appear as a mixed product of different compositions involving 
dustlike, water-soluble, soot, oceanic, sulphate, mineral, water, and organic materials [99]. 
Characteristically, aerosols can be grouped into four types namely: strongly absorbing soot, mineral 
dust, sulphate, and marine [1 0 ].
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Clouds cover roughly half of the earth, and of all types of clouds, the upper-troposphere 
transmissive cirrus cloud, which are normally located in the upper troposphere, has the highest 
probability of occurrence. Cirrus clouds are predominantly composed of columnar ice crystals with 
effective radius of 64 pm [58]. Heidinger and Stephens [107] stated that a set of cloud parameters 
that would impact the atmospheric nadir radiance includes; cloud optical depth, scattering phase 
function, single-scattering albedo, the pressure top of the scattering layer, the pressure thickness of 
the scattering layer, and the surface albedo. The effect of cirrus clouds strongly depends on surface 
albedo, and this effect is largest for low albedos (e.g. 0.05), where cirrus clouds causes a reduction 
of the lightpath for these dark surfaces, due to the fact that a significant fraction of the photons is 
scattered back at - 1 0  km altitude, while the fraction of the light that is transmitted through the 
cirrus cloud is mostly absorbed by the dark surface. Clearly, an underestimation in the CO2 column 
of about 8 % is estimated with cirrus cloud of 0.05 optical thickness. For large surface albedos (e.g. 
0.5) however, the opposite effect occurs, where multiple scattering within the cirrus clouds (with 
0.05 optical thickness) and between the cirrus clouds and aerosols and the Earth’s surface, enhance 
lightpath introducing an overestimation of only 1 % in the CO2 column [1 0 ].
As pointed out in Sec. 2.3.1.3 and explained in further in Sec. 2.5, the major source of error in 
retrieving gas amounts from space-based measurements of reflected sunlight is atmospheric light 
scattering due to the presence of clouds (optically thin cirrus clouds) or aerosols [108, 109]. 
Equally, Mao and Kawa [58] found that contamination by aerosols and cirrus clouds is potentially a 
major hurdle to obtaining high-precision CO2 measurements from space. Studies such as [31, 51, 
58, 64, 106, 108, 110] have shown that even in clear-sky conditions, high altitude sub-visible cirrus 
or aerosols, can introduce large biases in gas retrievals. In their studies, Houweling et al [64] found 
that the largest errors, as a representative of worst case scenarios, are found over deserts (especially 
over the Sahara desert), due to the high surface albedo in combination with relatively large aerosol 
loads. These aerosol-induced-errors are as large as -10%  of the CO2 column, although averaged 
over all continents, the error amounts to -3ppm.
Therefore, with the O2 A-band at 0.76 pm and the 2.0 pm as discussed in Sec. 2.5, constraints 
on the surface pressure and optical path length variations associated with scattering by 
clouds/aerosols (with scattering optical depth, < ~0.3)can be provided [25, 36, 111].
2.4.4 Forward Model
The forward model is inferred from atmospheric radiative transfer calculations. It describes the 
transition of the state vector of atmospheric parameters. It can be said that for a known or given 
atmospheric conditions such as the spectral behaviour of the solar irradiance, instrument 
characteristics, viewing geometry, albedo, topography, aerosols and atmospheric absorption
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constituents, a radiance value can be calculated for the energy reaching the sensor [20]. It therefore 
requires the modelling of radiative transfer in the atmosphere and instrument modelling. The 
modelling of radiative transfer takes into account the concentration of CO2 and other parameters 
such as solar zenith angle, observing angle, albedo, aerosols, latitude, season and spectral range. 
The instrument modelling is obtained by performing the instrumental line shape (ILS) function of 
the instrument.
By understanding how the measuring device works and the quantity measured such as the 
absorption of CO2, then the forward model can be applied. It therefore means that it is possible to 
simulate the at-sensor radiance which is referred to as the backscattered radiance I(X) from the 
original input radiance, Io(X). The forward model was been applied in the retrievals of 
SCIAMACHY [112] and the Tropospheric Emission Spectrometer (TES), following the work of 
Clough et al [113] on forward model and Jacobians for TES retrievals. The model was used to 
calculate accurate spectral radiances equivalent to those measured by the spectral radiometer given 
a forward model state vector including inputs characterising the radiating atmosphere and surface.
Using the PcModWinS.O [114], a windows version of MODTRAN code, the spectral radiance 
and spectral transmission of atmospheric trace gases are modelled with inputs from the instrument 
parameters.
2.4.5 PcModWinS.O
The PcModWinS.O is a graphical user interface environment based on MODTRAN5® for setting 
up, running and manipulating model calculations made by MODTRAN atmospheric code. It is 
basically a Windows version of MODTRAN from ONTAR® [114]. The MODTRAN software is 
used for the calculation of spectral transmittance and radiance for arbitrary atmospheric paths. It 
supports all input and output features of MODTRAN5® with new features such as the improved 
spectral resolution calculations to 0 . 1  cm'* and faster computational speed for multiple scattering 
radiation calculations [114]. In essence, it provides an environment for MODTRAN calculations to 
operate effectively. The steps required for using PcModWinS software are:
1 ) Setting up the model inputs such as the CO2 mixing ratio, the solar zenith angle, 
spectral range, band model, temperature and pressure profiles, profiles of various 
atmospheric constituents, albedo and season for model atmosphere
2) Running the MODTRAN calculations
3) Plotting the model outputs
4) Viewing and analysing the tabular outputs.
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Although various atmospheric constituents can be simulated, only carbon dioxide and water 
vapour will be considered. The essence for the H%0 modelling is to see how it affects CO2 within 
the spectral region of interest but will not be incorporated as a parameter in the retrieval algorithm.
2.4.6 Inverse Model
The inverse model is a remote sensing retrieval process where the atmospheric conditions are 
inferred from the signal received by the detector. It is a retrieval algorithm that inverts the signal 
measured by the detector to the actual amount of the profile. Hence, it is used to derive the desired 
atmospheric state from an indirect measurement of that state.
For this research, the inverse model was used for the retrieval of the concentration of CO2 
measured by the COMSSWIR prototype instrument. The algorithm is based primarily on the work 
of Rodgers [115] on inverse methods for atmospheric sounding which has been used and explained 
practically in the work of Lacan [116] and Nowlan [101]. An in-depth explanation of this model 
can be found in Rodgers [115]. However, the details o f the inverse model are beyond the scope of 
this research and will only therefore be recalled for retrieval purposes. Nevertheless, a brief 
explanation will be given in this section where the terms used are defined.
Considering a remote or any indirect measurement of any kind, y, with m elements 
yi>y2,y3,>'">ym> which has measurement error e with associated elements 6 1 , 6 2 ,^ 3 , — 
explained in [101] using the notations of Rodgers [115]. This error term which can be termed as 
experimental error includes errors from sources such as the set-up process and the detector noise. 
Usually, the parameter in which the measurement vector, y, seeks to address is a continuous 
function such as temperature distribution, trace gas concentrations with altitude, or ozone mapping 
profiles over the world, rather than having discrete values. Therefore, the continuous function 
needs to be discretized into a state x with n elements X2 , X3 , ..., x„, that describes the state of the 
atmosphere. Hence, the measurement quantity, y, is related to the state vector x by some vector 
valued forward function, f, and the forward function parameters b which comprise of quantities 
that influence the measurement such as spectral line strengths, radiative transfer parameters and 
instrument characteristics. In other words, this forward function describes the entire physics of the 
measurement, including for example the radiative transfer parameters required to relate the state to 
the measured signal, as well as a complete description of the measuring instrument. A relation 
comprising of the measurement, the state, the forward function and the forward model, F(x), a 
function similar to the forward function and used in the retrieval with approximations of the true 
physics of the measurement, can be expressed as [1 0 1 ]:
y = f(x, b) + e «  F(x, b) + e. (2.14)
The forward model is modelled with some accuracy and precision based on simplified
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approximations. With the model parameters inherent in the forward model, it can therefore be 
expressed as [1 0 1 ]:
y  =  F(x) +  e. (2.15)
A weighting function, K, is introduced into the forward model given in Eq. (2.15) in order to 
linearise it about some reference state, Xq. This weighting function was used in early application of 
nadir sounding for temperature where the forward model takes the form of a weighted mean of the 
vertical profile of the Plank function. It is represented as partial derivatives of the forward model 
such that its coefficients are given as [115]:
= (2-16)
Equation (2.16) can be referred to as the Jacobian matrix (matrix of derivatives) or the sensitivity 
kernel of the measurement whose rank is an m  x  n  matrix with each of the m rows of K 
corresponding to a coordinate in measurement space and provides the mapping from state space to 
measurement space while the n columns (each row of K) represents a vector k( in state space. 
Therefore, the forward model is then represented in a linear form as [115, 116]:
y  -  yo =  K(x -  Xq) +  e, (2.17)
where (yo,Xo) is the linearization point. It can be seen that the Jacobian matrix, K, is very vital in 
solving an inverse problem.
With the fact that all real measurements are subject to noise or experimental errors, then the 
retrieval algorithm using inverse model must be such that the uncertainty in measurements is 
expressed together with the resulting uncertainty in retrievals. As defined by Rodgers [115], the 
experimental error in terms of probability density function (pdf) is expressed using the Bayesian 
approach with ÿ  the mean value of measurement as:
ÿ  =  J  yF(y) dy, (2.18)
It can be assumed from Eq. (2.18) that P(y) is in the form of Gaussian probability density function 
of the variable y which gives the least information about a measured quantity in the form of mean 
and variance. P(y) also commonly serves as a good approximation for the experimental error and it 
is algebraically convenient for estimations [115]. It can thus be expressed as [115]:
' ’W = ^ e x p [ - i ( 2 ^ ) j ,  (2.19)
where a is the standard deviation such that the variance, is given as [115]:
0 -2  =  j ( y  -  ÿ Y P (y )  dy. (2 .2 0 )
Therefore the Gaussian probability density function of a vector of statistics is of the form [115];
where Sy is called the covariance matrix of y  and must be non-singular, symmetric and non­
negative definite with its diagonal elements representing the variances of the individual elements of
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y. The Gaussian statistics are a good approximation for the errors in real measurements and are 
commonly used to model probability density functions because they are algebraically computable 
and describe many processes conveniently.
However, the inverse model defined using the Bayesian approach requires the incorporation of 
prior knowledge of the state vector x into the solution. This prior knowledge is referred to as the a 
priori of state, x„ and contains the best estimate of the state vector x before the measurements were 
considered. This a priori is used to constrain the inverse problem and its uncertainties are contained 
in the covariance matrix S^.
The aim of the inverse model is to find the posterior (or Maximum likelihood) probability 
density solution of the state x from the measurement y  using the Bayes’ theorem together with 
some assumptions. This posterior pdfis  referred to as a posteriori. Continuing with the method of 
Rodgers, [115] for the application of the Bayes’ theorem, the covariance of the state is expressed 
as;
§ =  (K^’Sj ^^K +  Sâ‘) ' \  (2.22)
where is the covariance matrix of the measurement representing the measurement error e given 
in Eq. (2.17) and is the a priori covariance matrix. The expression for the retrieved state 
according to the criterion of maximum a posteriori (MAP) solution is given in [115] as;
X =  x„ +  SaK^(KSaK^ +  S ,) - i (y  -  K x J , (2.23)
where x^, is the a priori value of the state otherwise called the state a priori. The MAP approach is 
primarily considered for non-linear problems.
Equations (2.22) and (2.23) can be expanded to accommodate other parameters (apart from the 
measurement parameter) in which the measurement is depended upon. As in the case of finding the 
concentration of atmospheric carbon dioxide, a parameter such as water vapour content could be 
considered as it can mix with carbon dioxide. In such a situation, the retrieved a posteriori 
condition can be written as [116]:
X =  x„ +  SaK^(KS„K’’ +  K jS jK Î +  S , ) ' ‘ (y -  Kx J ,  (2.24)
where S^ , and are the covariance matrix and the Jacobians of water vapour. However, for this 
research, the water vapour parameter will not be considered since the spectral region of observation 
is virtually free from the presence o f water vapour. Since most problems are moderately non-linear, 
applying an iterative Gauss-Newton method rather than a straightforward numerical method such 
as a Newtonian iteration provides a solution to the problem. This iterative inversion requires the a 
priori information for each new iteration. From the forward model, the iteration i -F 1 applied to 
calculate the a priori of the retrieved state corresponding to iteration i is expressed as X ;+ i as a 
departure from Xg rather than X/ according to the Gauss-Newton condition as [115]:
Xi+i =  +  (S;1 +  K [S ;iK i) - ‘K j'S j‘ [y -  F(x;) +  K;(x: -  x„)], (2.25)
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=  x„ +  S„K[(K ,S„K [ +  S ,) - * [ y -  F(X i) +  K ,(X i - x „ ) ] .  (2.26)
As shown in Eqs. (2.25) and (2.26) above, the Jacobian matrix together with their covariance
matrices is calculated at each iteration [116].
Other parameters introduced to simplify the inversion algorithm include the gain matrix denoted 
as G and the averaging kernel denoted as A.
The Gain Matrix: The gain matrix, G, which is also referred to as the generalised inverse of K is 
expressed as [115,116]:
G =  +  (2.27)
G =  SaK’'(KS„K^ +  Sg)-i. (2.28)
It is an n  X  m  matrix and is seen as the sensitivity of the retrieved state of the measurement.
The Averaging Kernel Matrix: The averaging kernel matrix, A is equal to the product of the gain 
matrix G and the Jacobian, K. Hence, it can be expressed as [115,116]:
A =  GK. (2.29)
The averaging kernel matrix given in Eq. (2.29) is exploited to calculate the information content of 
the measurement since it relates the expected state to the true state. This term is further exploited to 
measure the information content by a term called degrees of freedom.
Degrees o f Freedom (DOF): This concept enquires the number of degrees of freedom of a 
measurement that are related to the signal, and the number that are related to noise. The DOF 
related to the signal is denoted as dg while that related to noise is denoted as d^. dg is achieved by 
taking the trace of A and =  m — [115].
Following Eqs. (2.27) to (2.29), the covariance matrix can be expressed in terms of the retrieved 
averaging kernel matrix as [116]:
S =  Sfl — ASfl. (2.30)
And likewise, the retrieved state can be expressed in terms of the gain matrix as [116]:
X =  Xa +  G(y -  KXa). (2.31)
Equation (2.31) will be applied in the inversion algorithm for the retrieval of the concentration of 
CO2 measured using the prototype instrument following the steps given by Lacan [116].
The Transition Matrix, The transition matrix is an alternative method of calculating the
measured spectra. It is used in estimating the interferogram a priori of state, 1(0). There are two 
methods of calculating the transition matrix as explained in [116]. The first method is achieved by 
performing a convolution of the instrument function and the measured interferogram while the 
second method is achieved by the calculating the matrix product of a vector of path difference, Ô, at 
infinite resolution with dimension (m x 1 ) and the transpose of a vector of wavenumbers, a, with
dimension (« x i), where n »  m. The two methods yield a transition matrix at infinite resolution.
M L /-
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Considering the latter, the transition matrix at infinite resolution spectrum, is given as:
= cos(2nS X  (2.32)
where Ô, as defined above, is a vector of path difference at infinite resolution with dimension m x \ 
and G, is a vector of wavenumhers with dimension %x l ,  and the superscript, T indicates that it is a 
transpose.
However, for our purpose, the former will be used in the inversion model to address the 
concentration of the measured CO2, using the instrument function and the measured interferogram, 
since zero padding (or filling) will be applied to the raw interferogram. In estimating the 
interferogram a priori of the state, 1(5), the transition matrix at infinite resolution spectrum is 
multiplied with the simulated CO2 transmission spectrum and the expression is given as [116]:
I(S) = ( m ,^„ )^’’ x B(<7), (2.33)
where B((t) is the simulated input spectrum with dimension m x 1 and is the transition 
matrix at infinite resolution spectrum with dimension 772 x
2.5 The 3-band Approach
High resolution spectroscopic observations of SWIR CO2 absorption bands (at selected 
wavelengths) in reflected sunlight are required to provide high sensitivity measurements near the 
surface (where most CO2 sources and sinks are located) fi-om space-based instruments [25]. These 
spectral regions are at wavelengths near the 1.6 pm, 2.0 pm, and the O2 A-band at 0.76 pm [25, 34, 
36, 58].
The CO2 absorption band near 1.6 pm is well suited for retrieving column CO2 because the solar 
flux at this wavelength region is higher than at longer wavelength regions [58], and it is virtually 
free of interfering atmospheric absorbances [36]. It is also sufficiently weak that the continuum 
level can be ascertain between the CO2 lines even at high solar zenith angles, with resolving power, 
R, of about 21,000 at a spectral resolution of about 0.075nm [36]. Intensities around this spectral 
region are less temperature dependent (insensitive to temperature) and not interfered with other
molecules, thereby making accurate CO2 retrieval to be obtained by minimizing temperature
estimation uncertainty [34]. Also, the thermal emission from the atmosphere and instrument are 
negligible at wavelengths around this spectral region [25]. The vibration-rotational CO2 solar 
infrared around this region allows solar radiation to pass through the whole atmosphere and be 
reflected back to space by the Earth’s surface, and thus, the upwelling of the radiance at the top of 
the atmosphere is therefore sensitive to the total column CO2 abundance [58].
In order to perform space-based measurements of CO2 absorption with sufficient precision at the
1 . 6  pm spectral band, measurements of a reference gas whose concentration is uniform, constant
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and well known are also required [34], because space-based measurements of the absorption in this 
band are influenced by a number of factors that contribute errors to the Xcoi- These factors include 
the solar zenith angle, surface pressure, atmospheric temperature and humidity profiles, the 
instrument pointing geometry, clouds, aerosols and surface topographic variations [25, 36]. Studies 
such as [111, 117, 118] have demonstrated that the O2 A-band spectra at 0.76 pm provide 
constraints on both the surface pressure and optical pathlength variations associated with scattering 
by clouds and aerosols and also provide additional information on the altitude of distribution of 
cloud/aerosols. There exist an O2 band at 1.27 pm, however, this O2 hand cannot be used for space- 
based O2 observations because it produces intense, variable dayglow emission [119] (c.f. [36]).
Crisp et al [25] demonstrated that observations of the O2 A-band can also constrain the 
distribution and optical properties of liquid water clouds although not adequate enough to 
characterise the scattering by water ice clouds and aerosols at longer SWIR wavelengths because 
the optical properties of these airborne particles vary with wavelength. Therefore, the spectral band 
around 2.0 pm in conjunction with the O2 A-band is used to constrain the wavelength dependence 
of atmospheric scattering. By combining the simultaneous spectroscopic observations from the O 2 
A-band and the CO2 bands near the 1.6 and 2.0 pm, the effects of ice clouds and aerosols can be 
characterised [1 2 0 ], and their simultaneous retrieval constrains uncertainties in the atmospheric 
photon path and surface pressure, which is crucial for a high precision retrieval of X qoi [59]. Also 
the 2.06 pm band includes weak water vapour lines that can be used to provide direct constraints on 
humidity, and is sufficiently strong to be sensitive to scattering by clouds and aerosols [25, 36].
2.5.1 Carbon Dioxide Signatures and Mixing Ratios
Monitoring of atmospheric trace gases in general from space with particular emphasis on CO2 
entails being able to identify their spectral signatures. This requires measurement of the absorption 
of reflection of sunlight from the earth’s surface. As stated earlier, the spectral regions of 1.6 pm 
and 2.0 pm are capable of monitoring CO2 and H2O with the 1.64 pm used simultaneously to 
monitor methane (CH4) which is the second largest GHG contributor (Figure 2-10).
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Figure 2-10: Spectral transmission o f H 2O, CO2, CH4 and O2 between 1.59 pm and 2.12 pm
From the simulation carried out using PcModWinS.O as shown in Figure 2-10, methane (CH4) is 
observed to be potentially free of H2O around the 1.64 pm and therefore shows that with 
appropriate instrument, it can also be monitored. The figure also shows clearly the presence of CO2 
absorption around the 1 . 6  pm region and 2 . 0  pm regions as well as their individual interaction with 
H2O depending on its abundance around these two regions. This abundance can be seen through the 
absorption lines which occur due to molecular vibration-rotation transitions. Section 2.5 explained 
why these regions are preferred for CO2 monitoring and how they compliment each other as H2O 
abundance leaves some absorption window. However, for this measurement to be taken 
successfully, it further requires the O2 A-band at the spectral region around 0.76 pm as explained in 
Sec. 2.5 and given in Figure 2-11 in order to observe air mass and identify cloud effects [34, 36].
Og A-band spectrum around 760 nm
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Figure 2-11: Spectral transmission o f O2 A-band spectrum around 760 nm
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2.5.2 Irradiance
This is the amount of light illuminating a surface and is given as the average energy per unit area 
per unit time [121]. In order to achieve the irradiance, we use the solar radiance reflected off the 
ground to space in units of W.cm'^.sr'*.cm * and this is obtained using the simulation from 
PcModWinS.O (Figure 2-12). This solar spectral radiance enables the estimation of the entrance 
aperture of the collecting optics from the amount of energy reaching the system. The reflected 
radiance reaching the detector is from the combination of direct ground reflected, total ground 
reflected, solar scatter and reflected solar radiances. A model of these radiances is presented in 
Figure 2-12.
G round & S o lar Reflected R ad iances
Solar Scatter Radiance 
Total Ground Reflected Rad  
Direct Ground Reflected Rad  
- Reflected Solar
TO 0.4
1 .5 9 0  1 .6 6 6  1 .7 2 2  1 .7 8 9  1 .8 5 5  1.921 1 .9 8 8  2 .0 5 4  2 .1 2 0
Wavelength Microns
Figure 2-12: Solar Scatter, Reflected Solar, Direct Ground Reflected and Total Ground 
Reflected Radiances in the SWIR (1.59 pm to 2.12 pm)
2.6 Types of Spectrometers
It is of common practice to identify and classify instruments used in any design. Spectrometers are 
instruments used to separate the wavelengths of electromagnetic spectrum by measuring the 
properties of light over that specific region of the spectrum. There are three main categories of 
spectrometers namely; the dispersive, the filter-based and the Fourier transform spectrometers. 
Filter-based spectrometers utilize different filter functions to filter spectral energy emanating from 
a target light source [122]. This is achieved by using one or more absorption or interference filters 
to transmit the selected range of wavelengths [38]. Although this type of spectrometer can be easily 
miniaturised, they have very poor resolution and very broad bandwidth. Dispersive spectrometer
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use diffraction gratings or prisms to generate spectra of incoming radiation by optical dispersion. In 
essence, the light is dispersed into its spectral or frequency components. There are two types of 
dispersive spectrometers namely the dispersive monochromator and the dispersive spectrograph. 
While a dispersive monochromator uses a single detector with a narrow slit or slits (in most cases) 
and a rotating dispersive element, the dispersive spectrograph on the other hand utilises a fixed 
dispersive element with an array detector and single slit. The spectral resolution of the dispersive 
spectrograph is basically a convolution of the dispersive properties of the grating, the width of the 
field of view in the wavelength direction and the throw distance between the grating and the 
detector [123]. Since the spectrograph has no moving parts, it therefore has advantage over the 
monochromator in space application as it is compact and robust in nature. The schematic diagram 
of the monochromator and the spectrograph based on the above description is given in Figure 2-13 
below.
Incominglight 
from source and 
collimating
c
Rotating
dispersive
element
Incominglight 
from source and 
collimating
Fixed
dispersive
element
Slit
Single
detector
Detector
Array
(a) (b)
Figure 2-13: Schematic representation (without optics) of (a) dispersive monochromator (b) 
dispersive spectrograph [adapted from [38] and [124]]
The last of the categories of spectrometers is the Fourier transform (FT) spectrometer. It 
generates the spectrum of its source radiation by recording the interference (commonly referred to 
as the interferogram) produced through the modulation of the radiation in time domain. It is 
equipped with one movable mirror and a stationary mirror and requires no slit. Simply, the 
interferogram is achieved through the recording of the average intensity of the radiation combined 
from one stationary path (from the stationary mirror) and one moving path (from the movable 
mirror). More details of the working principle of an FTS are presented in Sec. 2.7 below.
2.7 Principles of an FTS
From the principle of a traditional Michelson Interferometer as shown Figure 2-14, the FTS
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interferometer incorporates two mirrors (one is fixed while the other is a movable mirror), a beam 
splitter and a detector. The FTS first splits the light to be spectrally analyzed with its beam splitter 
into two beams with different optical path lengths, which interfere with each other. After they have 
been reflected on the two distinct mirrors, the two beams are recombined by the beam-splitter and 
relayed to the detector with the aid of exit optics. When the fixed and movable mirrors are 
equidistant from the beam-splitter, the point o f zero retardation or Zero Optical Path Difference 
(ZOPD), both beams travel at the same distance before reaching the detector. At this point when 
each arm is identical, the two light beams are in phase as they return to the beam-splitter and as 
such constructive interference occurs. However, when the movable mirror moves away, then one of 
the light beams travels an additional distance called the retardation or the optical path difference 
(OPD). If the movable mirror moved back % of a wavelength, then the two beams will be 180° out 
of phase and they will destructively interfere and the field will appear dark [94, 125]. With the 
continuous change in OPD as a result of the moving mirror, an interferogram of cosine 
wavenumber, a  (reciprocal of wavelength, V), is generated and recorded by the detector, then the 
spectra of light source is acquired by inverse-Fourier Transformation of the interferogram. At the 
ZOPD when all of the waves are in phase, and the mirror is moved away fi'om the zero position, 
they rapidly sum out to a steady average value thereby resulting in an alternating signal which is 
the interferogram that is obtained by moving the mirror [94]. Mathematically, it is expressed as 
[94]:
/o W  =  (1 +  cos{2nax))da, (2.34)
where I(x) is the interferogram, B(a) is the spectral power distribution, a is the wavenumber and x 
is the optical path difference. The term,
Ç{Ba)cos{2nax))d(T, (2.35)
contains all the spectral information in the light source and is the cosine Fourier transform of the 
source distribution B(a). Performing the inverse-Fourier Transform recovers the spectrum as given 
below [94]:
B((t) = /(x) cos(27Tcrx))dx, (2.36)
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Figure 2-14: Classical Michelson Interferometer with processing chain o f interferogram and 
its inverse-Fourier transformed spectrum (Source: [126])
Following Figure 2-14, a schematic overview of the steps involved in acquiring a signal from an 
input source, to recording the signal using a detector in the form of an interferogram, and finally to 
the point of processing the intefreogram into spectra using a conventional FTS is provided below in 
Figure 2-15. The arrow shows the progressive steps involved in the process.
Input signal
Source
Single point 
detector
Detector Spectrum
FFT to recover 
spectrum
Digitization
Recording o f  
Interferograms
y <™mLn-j|/uvmn.
Typically a 
conventional FTS
Interferometer
Figure 2-15: Schematic overview of steps involved in data acquisition and processing in an
FTS instrument
2.7.1 Interference Function
In order to properly understand the principles of the Fourier transform spectroscopy presented in 
Sec. 2.7 above, it is necessary to review the interference equation based on the superposition of two 
monochromatic waves with same frequency. The principle of superposition of waves states that the 
resultant disturbance at any point in a medium is the algebraic sum of the separate constituent 
waves [127]. Considering two monochromatic waves of complex amplitudes, Uj and U2 of same 
frequency, their summation yields a monochromatic wave of complex amplitude with same 
frequency,/,, [38]. Hence, the complex amplitudes can be represented as [128]:
, (2.37)
and
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U2 = , (2.38)
where 0 i  and 0 2  are the phases of the two waves. Then linear superposition which is the
summation of Eqs. (2.37) and (2.38) gives [128]:
u = Ui + U2. (2.39)
Since the intensity of the wave is proportional to the square of the amplitude and recalling the 
complex conjugate ambiguity, we have that [128]:
I =  u .u \  (2.40)
where u* is the complex conjugate of u which has both the real and imaginary part of the wave 
equation. By substituting Eq. (2.39) into Eq. (2.40) and expanding, we have [128];
I = UiUi* + U1W2* + U2M1* +  U2U2*. (2.41)
Substituting Eqs. (2.37) and (2.38) into Eq. (2.41) the intensity then becomes [128]:
; = + U2^. (2.42)
Recall that the intensity is proportional to the square of the amplitude, therefore, Eq. (2.42) reduces 
to [128]:
/  = /  + /2 + (2.43)
Also, Eq. (2.43) can be reduced further since [128]:
COS0 = (2.44)
Hence, by rearranging and substituting Eq. (2.44) into Eq. (2.43), the detected light intensity 
becomes [38];
/  = /  + /2 + 27^ ^ c o s (02 -  01). (2.45)
This is commonly referred to as the interference function. Equation (2.45) can be rearranged and 
presented as a function of the relative phase difference between waves 1 and 2, 5 = 0 2  — 0 1  [38]:
/ = U h  +  /2) [1 +  | f |  COS 5] \  (2.46)
In relation of the phase difference to the mirror position of a classical Michelson Interferometer, 
the optical path difference (OPD) created after the recombination of the two monochromatic beams 
at the beam-splitter is OPD^2x. This recombination gives rise to a constructive interference at 
every integer multiple of wavelength which can be expressed as OPD=nX. The relative phase 
difference based on the two relationships in units o f radiance, is thus given as [38]:
S =  2 n ^  =  ^ .  (2.47)
Relating Eq. (2.47) above to an ideal situation of a classical Michelson instrument with ideal optics, 
we note that the ideal beam-splitter has a 50% transmittance as well as a 50% reflectance. Equally, 
an ideal mirror offers 100% reflectance. Hence the intensities on each interferometer path is equal 
and only 50% of light which enters the interferometer actually reaches the detector while the 
remaining 50% is reflected back to source [124]. Assuming an ideal beam-splitter where, 7/ = 7?
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and substituting Eq. (2.47) into Eq. (2.46), the equation reduces to [38]:
/ W  =  (s ( l  +  cos ), (2.48)
where /  is the intensity from source and includes a leading factor of Î4 for an ideal beam-splitter, 
and L(x) is the interferogram. As the constant part of the interferogram which is not of interest is 
subtracted out, remaining only the ac-modulated part of the interferogram, Eq. (2.48) now becomes 
[38]:
4 c M = 4 c o s ( ^ ) .  (2.49)
The interferogram yielded in Eqs. (2.48) and (2.49) are for a monochromatic case and can be 
extended to a broadband radiation or polychromatic source which can be represented by a 
superposition of sinusoidal waves. Therefore, a sum of monochromatic sources yields a 
polychromatic source. For a polychromatic case, the interferogram, in terms of wavenumber, a 
(reciprocal of wavelength in cm’*) then becomes [38]:
/ « c W  =  COs (47T(7X ), (2.50)
where B(a) is the intensity of the polychromatic radiation or the spectral distribution at each 
particular wavenumber. This broadband case applies to absorption spectroscopy where this research 
falls under. By performing the Fourier-transform of the interferogram achieved in (2.50), the 
spectral distribution information can be recovered as [38]:
B{a) = j^^l{x')cos{Anax') dx. (2.51)
Eq. (2.51) is identified as the cosine Fourier-transform. Practically, the cosine Fourier-transform 
does not accurately recover true spectrums from interferograms due to imperfections of optics and 
misalignment of non-ideal instruments. This leads to having asymmetric interferograms due to 
phase errors rather than symmetric interferograms about the zero OPD. To correct the asymmetry, 
the complex Fourier-transform which incorporates both the sine and cosine components is used to 
account for the phase errors. In complex terms, [38]:
=  cos m +  i sin m, (2.52)
with CO = L ttctx , therefore, Eq. (2.51) in complex form becomes [38]:
Bia) = dx. (2.53)
Equation (2.53) then recovers the spectral information of the source from a symmetrical 
interferogram.
2.8 Why FTS?
It is obvious that FTS spectrometer has significant advantage over other spectrometers such as the 
grating (dispersive) and Fabry-Perot étalon in atmospheric studies where the light source is faint 
and extended [129]. The throughput advantage which is the Jacquinot advantage specifically takes
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care of the high SNR requirement and consequently precise CO2 column density observations from 
space. This throughput advantage is as a result of the higher light responsivity of the interference 
spectrometer such as an FTS when compared to a grating or prism spectrometer [130]. The 
multiplex advantage of the FTS which is the Fellgett advantage, enables wide range observations 
with several detectors [34] and offers the capability of measuring spectral information from all 
wavelengths simultaneously [21]. However, due to advancement in technology, where array 
detectors are widely used, and also for absorption spectroscopy such as this application, the Fellgett 
advantage is not really valid anymore as it assumes a constant noise in the interferogram. It is of 
fact that the advantages of interference based spectrometers for space-based remote sensing are 
enormous especially in their ability to achieve high sensitivities typically 1 0 0  times more than 
those of conventional grating instruments of similar size and spectral resolution [131].
In performing the Fourier-transform routine on the signal achieved from an FTS instrument, 
there three mathematical techniques that are taken into account prior to the signal processing using 
the Fast Fourier Transform (FFT) routine. These techniques include the zero-filling (or padding), 
apodization and phase error correction [38].
•  Zero-filling: As the name implies, the zero filling or padding involves adding zeros or null 
data to the tails of the original or raw interferogram. The goal of zero-padding is to 
increase the number of data points until the appropriate number for an FFT operation is 
reached, and also to smooth out the resulting spectrum through interpolation [38].
• Apodization: This is a process that literally means cutting the feet off. It describes the 
modification of the interferogram envelop in order to produce nice looking spectral lines 
relatively free from noise [94]. Apodization is usually applied to interferograms in order to 
improve the instrumental line shape (ILS) function (see Sec. 5.4.3.2.1), of which a boxcar 
(or top-hat) function is applied to create a sine function of finite optical path difference 
[38]. There are various types of apodization functions such as the Gaussian, the triangle 
and the exponential apodization functions. When a spectral line of an interferogram has a 
Gaussian-shaped envelop which tends to zero near a path difference that makes the 
instrumental line width equal to the spectral line widths, then the interferogram is said to be 
self-apodized [94]. For this application, the Gaussian apodization function will be used.
• Phase E rro r Correction: As explained by Saptari, [38], an ideal interferogram is 
symmetrical about the zero OPD location where the centreburst occurs. However, 
asymmetries in the interferogram may occur due to frequent selection of a one-sided 
interferogram (as in a conventional FTS) rather than a double-sided interferogram [94],
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misplacement of the centreburst, electronic delays, and the wavelength dependence of the 
beam-splitter’s refractive index. These phase errors do not affect the output spectrum for 
double-sided interferograms [132], provided the centreburst is near the recorded 
interferogram [38]. For this application where the SHS technique is applied, double-sided 
interferograms are produced (Figure 3-11).
2.8.1 Comparison between Dispersive and Interference-based 
Spectrometers
Based on the categories of spectrometers given in Sec. 2.6, then spectrometers can be grouped into 
two main divisions namely the dispersive and the interference-based. However, due to the 
technique of sorting radiations achieved by interference, then not all dispersive elements including 
prisms will be classified as interference-based, therefore, the Michelson Interferometer (MI), the 
Fabry-Perot Interferometer (FPI) and the Polarization Interferometer will be classified as 
Interference-based spectrometers since they have higher order of interference [133]. Table 2-3 
gives the typical advantages and disadvantages of dispersive spectroscopy and interference-based 
spectroscopy.
Dispersive Spectroscopy Fourier Transform Spectroscopy
Advantages Disadvantages Advantages Disadvantages
Has no moving parts Has low sensitivity Has high throughput Has moving parts
Compact in design Uses slit which makes the resolution slit-limited Has high resolution
Large and 
complex design
Uses array detector Expensive detection system
Uses a single detector, 
hence, low cost detection 
system
Long scan time
Mostly employed in UVATS 
absorption spectroscopy and 
emission spectroscopy
Mostly employed in IR 
absorption spectroscopy
Table 2-3: Typical advantages and disadvantages for dispersive and Fourier Transform
Spectroscopy
2.8.2 Survey of Compact FTS Spectrometers
Several compact FTS spectrometers have evolve following the growing desire to reduce the size, 
complexity, weight and cost of traditional FTS instruments. However, not all the compact 
instruments have been completely free of moving parts and those without moving parts but 
compact are yet to meet the needed scientific requirements.
Before reviewing the FTS spectrometers in detail, the Fabry-Perot spectrometer was looked
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into. It was discovered that although these set of devices offer very high resolution, high resolving 
power, high throughput, they suffer very many weaknesses which include nonlinear dispersion of 
interference rings and high overlapping of orders. The typical quantity of this problem is the free 
spectral range (FSR) which is a spectral domain such that if the spectrum under study contains 
radiations outside the FSR, they will overlap with those within the FSR [134]. Needless to say that 
an attempt to resolve this in order to have a finesse*^^ of 2  which implies a 2 -beam interferogram 
rather than a spectrum led to the idea of the two-beam interferometer which is simply the FTS.
Although the throughput advantage of an FTS instrument cannot be over emphasized, there are 
drawbacks of the traditional, temporally modulated instruments which results in the loss of spatial 
information. Thus, an understanding of the effects of aberrations on the performance of these 
instruments is essential in order to extend their range of applications [136]. It is known that the 
path difference between a pair of rays (reflected ray and transmitted ray) is a function of the 
interferometer angle, but not the position of the original ray as it enters the interferometer.
In 1980, Title and Ramsey developed an analogue biréfringent element using polarising wide 
field solid Michelson interferometer from the combination of a polarising beam-splitter, quarter- 
wave plates, and polarisers as reported in the series volume of improvement in biréfringent filters 
[137]. Shown schematically in Figure 2-16 below, the input polarizer lies in the plane parallel to 
mirror 2 of a typical Michelson interferometer and has its axis 45° to the vertical. Each quarter- 
wave plate has its axis parallel to the input polarizer axis or its projection to the beam-splitter.
From the diagram below, the input polarizer creates equal components parallel (p-wave) and 
perpendicular (s-wave) to the plane of the beam-splitter. As can be seen, light parallel (p) and 
perpendicular (s) are transmitted and reflected by the beam-splitter respectively. The quarter-wave 
plates acts as half-wave plates since light traverses twice in both arms ( 1  and 2 ) thereby rotating the 
direction of polarization by 90° with respect to the input beams.
Quarter-wave
plate
ARM1input
polarizer
O
c>
Quarter-wave
Quarter- ^  
w ave plate
O
P-w ave 
S-w ave 
Beam  direction
Reflected beam  
Transm itted beam
Figure 2-16: Schematic view of a solid polarising wide field Michelson showing paths o f p and
s wave polarized light (adapted from [137])
For a Fabry-Perot cavity, the finesse is a measure of the interferometer’s ability to resolve closely 
spaced spectral features [135].
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The path difference calculated from the above configuration is given as [137]:
(2.54)
where n\ and nj are refractive indices of ARM 1 and 2 respectively with «i>«2, d\ is the length of 
optical block in ARM 1 which is the same as ARM 2 {di). In a more generalized term depending on 
the angle of incidence, /, Eq. (2.54) becomes [137];
A = A o ( l + S i )Snfng ’ (2.55)
The solid interferometer offers advantages of minimizing the wavelength sensitivity to 
temperature and maximizing the temperature or wavelength range because all the sensitivity 
relations contain differences between properties of the arm materials. The major disadvantage in 
the set-up shown above is that the continuous change in OPD achieved in the classical Michelson 
with the movement of Mirror 2 cannot be achieved in this method.
In 1998, a Liquid Crystal (LG) Fourier transform spectrometer was developed by Sharp [138] 
following the work he carried out with the Polarising Interferometer using multi-order and zero- 
order birefringence switches in 1997 where he constructed the Polarising Interferometer Multiplex 
Spectrometer (PIMS) using a zero-order switch, a multi-order switch, and an output polarizer to 
multiplex the recovery of the entire input spectrum [139]. In one of the embodiments, a 
Ferroelectric Liquid Crystal (FLC) rotatable retarder with a molecular tilt angle of 23.5° and 
switching speed of 50 ps was used to demonstrate the achromaticity o f the zero-order switches 
while a combination of variable retarders were used to demonstrate the multi-order switches. With 
the same principle as a conventional FTS, this LC-FTS (Figure 2-17 and Figure 2-18) uses a single 
filter stage and high speed digital LC switches to provide rapid measurements of power spectra by 
using a simple, easily driven, light efficient structure with no mechanical moving parts.
Polai'i/cr I.inear Retarder A nalv/er
inpu^
Outpiii
1 < 1
Figure 2-17: Original Concept o f LC FTS [138]
tzIA 7C/4 7t/4 71/4 7C/4
-M OS
ZOS
Figure 2-18: Exploded view o f LC FTS showing the MOS and ZOS in between polarisers
[138]
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This LC-FTS has the throughput advantage of a conventional FTS but suffers from spectral 
resolution as the thickness of LC cannot be designed beyond a certain practical thickness. The 
principle used here was first accomplished by Lockheed researchers in 1980s through 
electromechanically scanning of filters by synchronously tuning retardation in each stage [138]. As 
shown in Figure 2-18, the spectrometer consists of two digitally switched units: a multi-order 
switch (MOS) and a zero-order switch (ZOS) between two polarisers. Due to the capability of 
providing excellent switching of up to 50 ps 45° in-plane switching. Ferroelectric Liquid Crystals 
(FLC) were used as the achromatic half-wave plates in the MOS and the ZOS. While the MOS is a 
stack of switches that controls the time delay, the ZOS consist of two switches that measure the 
complex autocorrelation at the time delay selected by the MOS. In the MOS setup, with parallel 
passive retarders oriented at 45° to the input polarization, an achromatic half-wave retarder oriented 
at 0° gives the difference in retardation, while an orientation of 45° gives the sum with the 
additional retardation of the switch. To accomplish the desired sum/difference effect over a broad 
spectral band with no moving parts, a rotative Pancharatnam half-wave plate was used. 
Specifically, the external retarders were made to be parallel and maintained a 60° angle with respect 
to the central element. Experimentally, having a system of 5 wave plate stages can resolve a 20 nm 
narrow line shape [138]. With an improvement of this concept with the inclusion of Nitto-Denko 
retardation films (NRF) in a 3-stage system by Chao in 2007 [140], a spectral resolution of -145 
nm was achieved. However, increasing the number of stages in the method proposed in [138] to 
achieve a high resolution results in high system complexity and higher cost.
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Figure 2-19: A conventional Liquid Crystal (LC) Optic [141]
In 2008, the Vescent photonics developed a new electro-optic waveguide architecture platform 
which provides unprecedented electro-optical phase delays of up to > 1  mm with very low loss of 
<0.5 dB/cm with very rapid response time of sub millisecond [142]. This architecture follows the
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principle of a conventional Liquid Crystal (LC) Optic whereby light traverses a thin (<20 pm) LC 
layer sandwiched between glass sheets. This LC crystal uses transparent electrodes for the 
application of electric field combination with polarisers whereby light is either blocked or 
transmitted and has been proven to be environmentally stable (Figure 2-19). Although LC materials 
have tremendous electro-optic effect, the necessarily short interaction length mitigates this effect 
[141].
However, this traditional LC has two fundamental limitations whereby the transmitted light has 
to pass through transparent electrodes thereby limiting the total optical power that may be 
controlled. The second limitation lies in the very obvious significant thinness of the LC structure, 
thereby requiring very many of this LC in order to generate a high spectral resolution. Increasing 
the cell layer thickness would result in bulky and opaque structure.
Guided Light 
Trapped in the Core
Air Top
Cladding
B)
C b c s  S h t c t  f C o w M a W ) J-
u p lw  CtiddlA9 (Uqwid Ciysltf)
O im ction
E^ iwikiiwidLCWgtmcM
L l g h l
LCTop 
Cladding 
(Voltage Tunable 
Propagation Constant)
Figure 2-20: A) New electro-optic LC waveguide and B) its side view [141,142]
As shown in Figure 2-20, unlike the conventional LC, the electro-optic waveguide transmits 
light through an active cladding layer. This new device surpasses all the limitations of the 
conventional LC as light never crosses the transparent electrode, the interaction length is decoupled 
from the LC layer thickness and light only interacts with the well-behaved LC-surface layer via the 
evanescent field.
The development of the new LC waveguide in 2008 led to the development of the compact 
liquid crystal waveguide based Fourier Transform Spectrometer for in situ and remote gas and 
chemical sensing by both Vescent Photonics and Jet Propulsion Laboratory (JPL) [143]. This 
development as presented in Figure 2-21 showed that a very high spectral resolution could be 
achieved with this new electro-optic liquid crystal waveguide.
As stated by Chao [143], with an effective birefringence, Angff = 0.05, it is possible to construct 
voltage tuneable OPD values of 0-1000 waves in a 1 cm waveguide since the OPD can be 
calculated from Eq. (2.56) below;
OPD = d(jio — rig) =  dAn. (2.56)
Having a Aneff = 0.05 is possible by using highly-birefringent LC and by keeping the ratio of core 
thickness to wavelength less than one [144]. Then the OPD for a 1 cm waveguide operating at the
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SWIR can be calculated as 0.5 mm. With the spectral resolution given as Aa which is related to the 
maximum optical path difference. Ax, or equivalently, the maximum time delay, between the 
two interfering waves, then the spectral resolution can be given as:
A ct =
2nOPD 2ndA n
(2.57)
Liquid Crystal Waveguide 
Interferometer
45 potafizer 
(T E /T M  
beant combiner)
ttqu« crystal
(tVper darfcSng)
controls OPD between 
7E and  TM components
waveguide
Figure 2-21: Optical Path Difference technique realized with a non-mechanical electro-optic
LC approach [143]
Therefore, using a 10 cm device operating at the 2 pm spectral waveband can in principle 
achieve a spectral resolution of <0.3 cm'* although this has not been practically demonstrated. In 
2010, Vescent Photonics reported that the LC waveguide provides unprecedented voltage control 
over optical phase (Optical Phase Delay of >2 mm), which is of orders of magnitude more than any 
other technology such as LC optical phased arrays or micro-electro mechanical systems (MEMS) 
with low power.
Although this device offers an unrivalled high spectral resolution for a device of this 
compact nature, small size similar to a box of matches, low mass of about tens of grams and small 
energy consumption of <10'^ Whrs, high sensitivity and robust monolithic construction suitable for 
space applications, it however has a major drawback in its throughput especially since about 25 of 
this device would be needed to achieve the required spectral resolution and taking into account the 
amount of transmission loss that would be encountered, the whole advantage of having an FTS 
would have been defeated using this technique. It is effectively used in applications where the 
étendue is not a major consideration.
As the desire to find a solution to having a compact FTS instrument using liquid crystals 
increases, Huang and Wang in 2010 [145], developed a low cost compact liquid crystal based 
Fourier Transform spectrometer system, utilising a miniature liquid crystal interferometer. As
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depicted in Figure 2-22 below, the LC device uses a LC cell placed between two crossed polarisers. 
The light beam enters the system through one polariser, it is then incident normal to the LC cell and 
then travels through the second polariser called the analyser onto the detector. Due to the 
birefringence property of the LC material, vertically and horizontally polarised light travel through 
the LC at different speeds. These different speeds lead to an OPD or phase difference between the 
two polarised beams [145]. The OPD of the phase difference is controlled by altering the applied 
voltages across the LC cell. Using a 125 pm LC cell thickness with a birefringence, An, of 0.2 it 
can be seen that the OPD produced is on the order of 25 pm.
Mirror
Quartz  ^ __^
Wave plate \ i e  \
ncident
lightwave
I W V Output to detector
Analyzer
Figure 2-22: Liquid Crystal based FTS showing multiple beam reflection between mirrors to 
increase OPD [145]
With the application of mirrors as shown in Figure 2-22, Huang and Wang [145] were able to 
increase the OPD thereby rewriting it as:
OPD = mdAn (2.58)
where m is the number of times that the light wave travels through the LC material. This increases 
the OPD to a maximum of about 210 pm thereby making it approximately 9 times larger than the 
original OPD. Although this technique can be used in applications where low resolution is required 
because it makes use of the throughput advantage of using an FTS system, it however loses this 
advantage when an attempt is made to increase the number of times the mirror bounces off the 
mirrors as transmission losses are recorded each time it travels through the mirrors and through the 
LC cell. There is also a practical limitation on the maximum OPD achievable with this approach. 
As can be seen, an OPD of 210 pm is a factor of about 238 out of achieving the required spectral 
resolution.
In 2001, a heterodyne Fourier Transform Spectroscopy using scanning diffraction gratings was 
developed by Hirai [146] (Figure 2-23(a)). It incorporates a converging lens, a beam splitter, two 
spherical mirrors, two plane mirrors and a scanning diffraction grating. The instrument is compact 
and can be used in in situ measurements. Although this technique is very compact, it incorporates a 
piezoelectric transducer (PZT) which scans the grating thereby removing the robustness expected 
in a space-based instrument. Another disadvantage is in the defocusing error introduced by the 
spherical mirrors as long range scanning is necessary in order to have high spectral resolution. The
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long scanning range of the spherical mirrors induces the deviation in the curvature centre of the 
spherical mirror from the focussed point of the grating giving rise to the defocusing. The result also 
showed high distortion and deterioration of visibility of the interferograms. Replacing the spherical 
mirrors with parabolaidal mirrors should reduce the defocusing error.
Since the maximum wave-number and the resolution limit is required to obtained a high 
resolving power and also equates to a having a high sampling number of points, N, it was seen that 
a wavelength resolution of 15 nm at 500 nm waveband and a wavelength resolution of 21 nm at 
600 nm waveband was achieved using this technique [146]. This gave a wave-number resolution of 
about 583 cm’’ which shows that for the SWIR range, this technique cannot be used for our 
research. In 2003, Hirai tested the improvement in spectral resolution using a long spherical mirror 
instead of two spherical mirrors [147]. As shown in Figure 2-23(b) long-path scanning aids in the 
achievement of higher spectral resolution in the NIR and the IR region.
Paraboloidal mirror
Plane mirror
Gratme
Paraboloidal mirror
L igm  under
AnçUrier
(a) (b)
Figure 2-23: Heterodyne FTS (a) with moving grating [146] (b) with long scanning [147]
As a follow up to the work carried out by Hirai, [148] proposed a method for heterodyne 
Fourier transform spectroscopy based on double-grating frequency shifter with high sensitivity and 
high resolution. This was tested at the visible region of the electromagnetic spectrum and a spectral 
resolution of 0.16 nm was achieved. Using the same principle as reported in [146, 147] with the 
incorporation of a moving mirror (M2) on a translational stage by [148] (Figure 2-24) to obtain a 
higher wavelength resolution.
BS
Light from ----------
object
I,
Detector
Translation stage
□
Heterodyne signal
Signal generator
3 PC
D/A board
M . -  t u
Computer
.....
Servo-controller
Figure 2-24: Heterodyne FTS with double-grating and scanning mirror [148]
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The downside to this set-up is the incorporation of a moving mirror which is one primary 
component that this research is aiming at avoiding to have a compact design. It thus further agrees 
as stated earlier that nearly all compact FTS instruments without moving parts do not achieve high 
resolution.
A monolithic Fourier-transform imaging spectrometer by Rafert [149] showed the possibility of 
having a design without moving parts in 1995. This common-path spatially modulated Fourier- 
transform interferometer based on a Sagnac interferometer has the throughput advantage as well as 
obtaining an interferogram without any moving part. It possesses an extreme immunity to 
vibration, shock, optical and mechanical misalignment and thermal effects as all the elements of the 
system are bonded together into a single component (Figure 2-25).
Figure 2-25: Monolithic interferometer assembly showing ray path from entrance at (a)
through to the detector at (So) [149]
From Figure 2-25, (a) is the entrance of the incident ray where it splits into a transmitted and 
reflected ray by the beam -splitter at (b). It then travels through the mirrors at (c) and are 
recombined where they travel to the detector through (d). The disadvantage of chromatic 
aberrations caused by dispersion can be reduced by the addition of a Fourier optic and cylindrical 
lens before the rays reach the detector at (So). However, this design has a very poor resolution as 
the path length obtain in the design is in the order of microns.
In 2002, a static Fourier-transform spectrometer with spherical reflectors was proposed by
[150]. However, though the design is compact, it a very poor resolution is achieved in this setup.
Sphcricùl n.'flccfnif 2Spluricat fcflcct«M t
Figure 2-26: Optical layout o f the Static Reflection FTS [150]
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With the experimental setup as shown in Figure 2-26 a maximum path difference of 0.03 mm 
could only be achieved using a 512 pixel detector that covers from 0.38 pm to 1.1 pm. With this 
very low resolution of 329 cm '\ this method cannot yield the type of resolution required for this 
research.
In 2008, a novel model of Micro-FTS based on step mirrors as shown in Figure 2-27 was 
developed by Kong et al [151]. Light entering the system is collimated by collimating lens and is 
then split by the beam-splitter. The two beams from the beam-splitter are reflected off by the step 
mirrors positioned for different parts of the light thereby creating a path difference. The light then 
recombines at the beam-splitter where they are superimposed and concentrated on the detector. 
This system is completely free of moving parts.
Stepped mirror 2
Stepped minor 1
Beam splitter
ConcentrMii^  
ten
DetectorCollimating^
Source
Figure 2-27: Novel model o f Micro-FTS [151]
Just as in other non-moving FTS, the spectral resolution achieved in this spatially modulated 
system is 3.4 nm at 800 nm and achieved a SNR of 6 . 8  dB [152].
In 2010, a compact micro-FTS handheld instrument was developed by Mortimer [153] featuring 
low cost COTS components. It had a low mass of 300 g with a size of 90 mm x 60 mm x 35 mm. A 
moderate spectral resolution of about 0.5 nm to 2 nm was achieved with this compact instrument. 
The operating principle of this micro-FTS instrument is shown in Figure 2-28. Although very 
compact, this handheld instrument is not able to meet the scientific requirements needed for CO2 
monitoring due to its low spectral resolution.
Mirror 1 Mirror 2
reflected
ray
transmitted
ray
Beam 
Splitter 0„
Detector
Array
Light Source
Figure 2-28: Schematics o f a miniature FTS instrument featuring its operating principles
[153]
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With the detail review of compact FTS instruments, a design based on liquid crystal technology 
was put forward with the support of Meadowlark Optics (represented by Laser Physics, UK). This 
compact design was an assembly of prisms called “ZC Prism Assembly as shown in Figure 2-29.
110 mm
B/S cube 1.6-2.0umI/S cube 1.6-2.0um
Polarizer, 
Q ean  up
OPDPbtB
Prism assembly to generate 5cm OPD @ 2urn
AR coatings for 1 .6- 2.0 um 
LRC with 2 to 3 waves retardance 
Clean-up polarizers (yellow)
OPD plates (gray)
2 Right angle prisms
Each vertical leg is % OPD
Material; SF2
Refractive Index; 1.615 @ 1970nm /1.621 @ 1529n
Physical path difference is 3.096 cm to provide effective OPD 
in air of 5 cm
Figure 2-29: LC Prism Assembly achieving a single OPD of 5 cm
The polarising beam-splitter cubes have coatings designed to split the input light into P and S 
linear polarisations. The reflected S-polarisation from the beam-splitter cube is then “cleaned up” 
by the “Clean-Up” Polariser (yellow). This design achieves an Optical Path Difference (OPD) of 5 
cm. However, the main problem with this prism assembly was the non-return of the input light 
beam to create a continuous path difference. With this very important short coming, this design was 
aborted.
However, as current state-of-the-art, Lacan [116, 154], in 2009, developed a static Fourier 
transform spectrometer for atmospheric sounding (Figure 2-30), similar to the work of Kong et al
[151] (Figure 2-27), but was not without moving part even though it is called static.
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Figure 2-30: Instrumental configuration o f static FTS [154]
Instead of the moving mirrors, a compensating plate is scanned in order to modulate the signal 
due to its tolerance to motion imperfections [154], However, this system achieves a very high 
spectral resolution 0.16 cm'  ^ at 1.6 pm and can reach a spectral resolution FWHM of ~0.098cm'^; 
higher than that achieved by GOSAT (0.24 cm’*) and that of the OCO (0.3 cm’*). It equally 
achieves a very high resolving power of 65,000 and has a high SNR of 300, thereby making it very 
unique because of its compact design [116, 154]. This instrument has a very large set-up with the 
heart of the interferometer having a size of 285 mm x 210 mm and also has a very complex stepped 
mirror design as shown in Figure 2-31.
2 8 5  m m
Incom in g  Light
(b) (c)
Figure 2-31: (a) Static FTS Interferometer heart (b) Stepped mirror design (c) expanded
view o f mirror design[155]
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2.9 Previous, Current and Planned CO2 Monitoring 
Instruments
2.9.1 SCIAMACHY
The scanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY) 
on board the ENVIronmental SATellite (ENVISAT) was launched in March 1, 2002 into a sun- 
synchronous orbit of 791 km altitude with 98.6° inclination and was operation up till April 8,2012 
[156]. It was a passive remote sensing instrument observing backscattered, reflected or transmitted 
or emitted radiation from the atmosphere and Earth’s surface in the ultra violet, visible, near 
infrared and short-wave infrared wavelength region of 214 nm to 2386 nm spectral range at a 
moderate spectral resolution of 0.2 nm to 1.5 nm. Its main objective was the global measurement of 
various trace gases and aerosol in the lower troposphere and stratosphere including planetary 
boundary layer such as O3, CO, NO2, BrO, CH4 , H2O, CO2, SO2 and HCHO from nadir, limb and 
solar occultation viewing angles as shown in Figure 2-7 [96, 112]. The vertical columns of CH4, 
CO2 and O2 and the 0 2 -normalised or the dry air column average mixing ratios of CH4 and CO2 
(Xch4 andXco2) have been derived [157]. As shown in Figure 2-7, SCIAMACHY’s viewing modes 
are the nadir, limb, solar and lunar occultation, and has a nadir footprint size of 30 km x 60 km for 
channels 4 and 6  and 30 km x 120 km for channels 7 and 8 . The instrument has a swath-width 
coverage of 960 km from its across-track scanning mirror and achieved a global coverage of ~ 6  
days, due to its alternate nadir and limb observations [28, 64]. For atmospheric CO2 retrieval, the 
O2 A-band in channel 4 (0.595 pm to 0.812 pm), CO2 bands of channel 6  (0.971 pm to 1.773 pm) 
and channel 7 (1.934 pm to 2.044 pm) [96], are usually employed, although the relatively low 
temperatures of the detectors of channels 7 and 8  (2.259 pm to 2.286 pm), which resulted in 
significant ice formation, has subsequently caused instrument calibration uncertainties and 
therefore prone to retrieval errors [59]. The spectral resolutions of channels 4 and 6  are 0.48 nm 
and 1.48 nm respectively [96]. The Yboi retrieval analysis of SCIAMACHY by Bosch et al [59] 
using channels 4 and 6  (with spectral range from 0.755 pm to 0.773 pm and 1.562 pm to 1.595 pm 
respectively), inferred a precision of -6.9% and a small remaining bias of ~1%. However, recent 
studies such as [53, 59, 158, 159] have demonstrated that although SCIAMACHY was not 
optimised for CO2 observations, the instrument’s CO2 retrievals have a precision approaching ~2 % 
with biases of 1-2%. Incidentally, SCIAMACHY was the first instrument to retrieve the CO2 and 
CH4 column density from space [34].
With an optical assembly size of 1.09 x 0.65 x 1.01 as shown in Figure 2-32 (a), SCIAMACHY 
has a total mass of 215 kg and was integrated into ENVISAT (Figure 2-32 (b)).
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(a) (b)
Figure 2-32: (a) Optical Assembly of SCIAMACHY (b) ENVISAT [96]
2.9.2 IASI
The Infrared Atmospheric Sounding Interferometer (IASI) is the main instrument onboard a series 
of European Meteorological Polar-orbit satellites operating under a program called the 
METeorological Operational Satellite Program of Europe (METOP-A and METOP-B). METOP-A 
was launched on October 19, 2006 while METOP-B was launched on September 17, 2012, and 
both satellites launched into a near polar sun-synchronous orbit of 817 km altitude at an inclination 
of 98.7° [160, 161]. IASI is specifically design for meteorological soundings (weather forecasting) 
and for accurate measurement of temperature profiles of the troposphere and lower stratosphere. As 
shown in Figure 2-33 it has a mass of 210 kg with an optical configuration based on a Fourier 
Transform Spectrometer.
Figure 2-33: The IASI Instrument (source: CNES Scientific Missions Website © CNES 2013
[160])
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The instrument has a size of 1 . 2  m x 1 .1  m x l .l  m. Although the IASI instrument is designed 
with a spectral range of 3.62 pm to 15.5 pm for the estimation and monitoring of O3, CH4, CO and 
N2O on a global scale, it also used to retrieve the total column abundance of atmospheric CO2 [160, 
162]. This instrument has a spectral resolution of 0.5 cm *.
2.9.3 AIRS
The Atmospheric Infrared Sounder (AIRS) on AQUA satellite was launched on May 4 2002 
together with six other instruments into a sun-synchronous orbit of 705 km altitude at an inclination 
of 98.2°. The AIRS instrument is the first hyperspectral infrared radiometer designed to support the 
operational requirements for medium-range weather forecasting of the NOAA’s National Centres 
for Environmental Prediction (NCEP) [163]. It was designed to measure the up-welling thermal IR 
radiation originating from the Earth’s surface using nadir viewing method [28]. The instrument was 
based on a dispersive type of spectrometer with a grating and scanning mirror mechanism. The 
heart of the interferometer employs no moving parts but the rotary scanning mirror which makes 
the instrument covers a total swath of roughly 1600 km thereby introducing the moving 
mechanism. It covers the IR spectral range of 3.7 pm to 15.4 pm [28] and also covers the 
Visible/Near IR (VIS/NIR) spectral range of 0.4 pm to 0.94 pm, with both the IR and VIS/NIR 
channels sharing the scan mirror. The IR channels have a spectral resolving power (X/6 Z) of 1200 
and spatial resolution of 13.5 km at nadir [163]. The AIRS instrument was also designed to 
measure water vapour, temperature, clouds and abundance of atmospheric trace gases such as O3, 
CO, CO2, CH4 and SO2, and primarily to improve weather forecasting. The instrument as displayed 
in Figure 2-34 has a mass of 156 kg with a stowed size of 1.397 m x 0.775 m x 0.762 m [164].
Figure 2-34: The AIRS Instrument [164]
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2.9.4 Argus 1000 Spectrometer on CANX-2
The Argus 1000 Spectrometer is a demonstration instrument on the second Canadian Advanced 
Nanospace experiment (CANX-2) satellite which was launched as a secondary payload onboard a 
Polar Satellite Launch Vehicle (PSLV) on April 28, 2008 into a sun-synchronous orbit of 635 km 
altitude inclined at 97.4° [5, 165]. Being a nanosatellite as depicted in Figure 2-35 (a), CANX-2 has 
a size of 10 cm x 10 cm x 3 4  cm and a mass of 3.5 kg. Primarily, the Argus 1000 Spectrometer was 
designed to detect greenhouse gases in the near infrared region of the electromagnetic spectrum, 
operating between 0.9 pm and 1.7 pm. The greenhouse gas constituents under observation include 
CO2, H2O, CO, CH4 and Hydrogen Fluoride (HF). Operating in nadir mode where along track 
measurements are performed, the spectrometer achieves a spatial resolution of 1 km x 1 km and a 
very low spectral resolution of 6  nm (-23.35 cm'* at 1.6 pm). The spectrometer shown in Figure 
2-35 (b) is equipped with a linear InGaAs photodiode array of 256 pixels and has a very low mass 
of 0.250 kg with a size of 50 mm x 60 mm x 80 mm [5].
(a) (b)
Figure 2-35: (a) CANX-2 configuration (b) The Argus 1000 Spectrometer [5]
2.9.5 TANSO-FTS
The Thermal and Near Infrared Sensor for Carbon Observation Fourier-Transfbrm Spectrometer 
(TANSO-FTS) on board the Greenhouse Gases Observing Satellite (GOSAT) otherwise called 
“IBUKl” was launched on January 23, 2009 into an altitude of 6 6 6  km with an inclination of 98.1° 
to monitor and provide measurements on the global distribution of greenhouse gases such as of 
CO2, CH4, H2O and O3 using the FTS instrument operating in the thermal and near infrared [32]. 
In response to the initial Kyoto protocol enforcement period of 2008 - 2012, the TANSO-FTS was 
optimised to return space-based observations needed for the characterisation of the stated 
greenhouse gases emissions [32]. The CO2 measurements are provided with a precision of 0.3 -  1% 
( 1 - 4  ppm) while CH4 has an accuracy of 0.6 - 2% (10-34 ppm), all with a spatial and spectral
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resolution of 10.5 km and 0.2 cm * respectively, spatial scale range of 100 -  1000 km and spectral 
range of 0.76 pm to 14.3 pm [166]. With a size of 1.2 m x l . l  m x 0.7 m the TANSO-FTS has a 
mass of 250 kg and power consumption of 310 W [167]. The overall weight of the GOSAT satellite 
is 1750 kg with a full size of 2.6 m x 2 . 4  m x 3 . 7  tn without the wing span [166]. The GOSAT 
satellite and the TANSO-FTS images are shown below in Figure 2-36. Recent studies show a 
retrieval precision of < 1 % [108, 1 2 0 ].
Figure 2-36: GOSAT satellite showing photo o f TANSO-FTS instrument on the left [167, 168]
2.9.6 O C O andO C O -2
The Orbiting Carbon Observatory (OCO) which failed as a result of launch failure on February 24, 
2009 when the payload fairing of the Taurus launch vehicle failed to separate during ascent was 
dedicated primarily for the global acquisition of space-based observations of CO2 with the 
precision, coverage, and resolution needed characterise natural CO2 sinks on a regional scale [48, 
169]. It was designed to operate from an altitude of 705 km with an inclination of 98.8° in an 
afternoon orbit of 13:30. An image of the OCO is shown below in Figure 2-36.
Figure 2-37: The Orbiting Carbon Observatory (OCO) [170]
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As a result of the launch failure, the OCO will be replaced by an identical spacecraft, OCO-2, in 
July 2014 (although originally planned for February 2013) [171]. The spacecraft is based on three 
high resolution grating spectrometers with spectral resolution of 0.2 cm * and spatial resolution of 
1.29 km X 2.25 km with a swath-width of 10.6 km at nadir [171, 172].The OCO-2 has an 
instrument mass of 140 kg and size o f  1.6 m  x 0.4 m  x 0.6 m and covers a spectral range of 0.758 
pm to 2.082 pm and was optimised for three spectral bands of 0.765 pm, 1.61 pm and 2.06 pm [48, 
171]. The OCO-2 employs two observation modes; the nadir (for reliable data over bright land 
surfaces and frequent cloud-ffee scenes) and the sunglint mode (more signal over dark ocean 
surfaces). Recent retrieval error estimates for OCO-2 shows that for nadir observations, single­
sounding retrieval errors of <1 ppm were found over land surfaces for SZAa less than 70° and up to 
2.5 ppm for larger SZAs, and for sunglint observations over oceans, values as low as 0.15 ppm 
were found for large SZAs and 0.3 to 0.6 ppm for small SZAs [53].
2.10 Summary
In this Chapter, a detailed study of the global carbon cycle has been looked into. Also an overview 
of the terrestrial and oceanic sinks as well as the carbon cycle fluxes has been analysed. These 
reviews show that due to the underestimation of CO2 uptake by the terrestrial biosphere, it has 
become increasingly difficult to account for the “missing carbon sink” since in situ networks are 
very sparse and existing space-based CO2 monitoring instruments lack the needed temporal 
resolution requirement. Also, the radiative transfer modelling and the retrieval techniques of 
atmospheric CO2 concentration have been looked into. The modelling software, the PcModWin5.0 
has been explained. From the study, the inverse model, based on Bayes theorem, offers a better 
retrieval technique in that it takes into account the spectral input. Although an in-depth analysis of 
inverse methods is beyond the scope of this research, the method is employed for retrieval purposes 
only. The different spectroscopic methods have been reviewed and a comparative analysis of 
dispersive and interference-based spectrometers has been carried out. The principles of FTS 
systems and various compact FTS instruments including state-of-the-art instruments have been 
reviewed. Also in this chapter, previous, existing or planned CO2 monitoring instruments have been 
analysed. Their very high performance is seen to be associated with high complexity of 
manufacture. However, the CANX-2 nanosatellite featuring the Argus 1000 spectrometer is 
observed to have very poor performance in terms of spectral resolution and therefore cannot be 
used for monitoring the subtle flux changes in atmospheric CO2. The analysis further shows the 
need to strike a balance in the trade-off of size (associated with complexity) versus performance.
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Chapter 3 The SHS Concept
This chapter discusses a detailed analysis of the Spatial Heterodyne Spectroscopy (SHS). It 
introduces the SHS instrument and reviews the various studies where SHS technique has been 
applied. It goes further to review the mathematical concept of this spectroscopic technique and 
introduces the Echelle mode concept which enables the SHS to be used for broadband studies. The 
use of the Echelle mode concept on a typical SHS and the theoretical signal-to-noise ratio (SNR) of 
the SWIR SHS are also presented.
3.1 Introduction of the SHS Instrument
Having examined compact FTS instruments that have been exploited with or without moving parts 
in Sec. 2.8.2 above, it becomes very clear that FTS systems incorporating moving parts seem to 
function better in terms of attaining the required spectral resolution as well as SNR. However, the 
aim of this research is targeted at an instrument that meets the requirements without moving parts. 
Such a system is not only suitable for spaceborne applications but also removes complexity in 
design and manufacture. This section therefore explores the Spatial Heterodyne Spectrometer 
(SHS) instrument and its capabilities towards this research.
In 1971, Dohi and Suzuki introduced the first concept of a true SHS by employing holographic 
film as the imaging detector [173]. The interferometer had three reflecting mirrors, a beam-splitter, 
BS, and a compensator plate. The beam-splitter was to divide the two wavefronts and intersect on 
the plane of a photographic plate, R From the initial set up, the model achieved a holographic 
heterodyning spectroscopic technique with the replacement of the mirrors with two diffraction 
gratings G1 and G2 (Figure 3-1).
E n tra n c e  a p e rtu re
Collim ating 
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F o c u s in g  len s , 12
BS
G rating (G2)
p tio to g rap h ic  p la te
R e lay  optics, L2
G rating  (G1)
Figure 3-1: First model o f the spatial heterodyning technique (concept from [173])
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Similar to the conventional FTS, the SHS is a two beam dispersive interferometer used in
producing Fizeau fringes pattern having wavelength-dependent spatial frequencies [40]. This
pattern is then recorded on a detector and Fourier transformed to recover the input spectrum. The 
SHS technique is similar to the classical Michelson interferometer but without moving parts. It can 
be characterised as follows:
• Mechanical scanning or moving parts not required
• Spectral elements are simultaneously recorded
• It is compact in size and attains high resolution
• Has same throughput advantage as that of the conventional FTS
• It can be field-widened
In its present configuration as shown in Figure 3-2, this basic design of the SHS was configured 
by Harlander in 1991 [174]. With the characteristics stated above, the SHS has several advantages 
over other spectroscopic techniques as it is accompanied by almost all of the different advantages 
gathered from each spectroscopic technique. Summarized below are some of the advantages;
a) An étendue or throughput advantage that is typically 200 times larger than grating 
spectrometers operating at similar resolution
b) It is compact in size especially at high resolution and easily attains high spectral 
resolution
c) It avoids high precision optics in the input-output optical system
d) It can be used over a broad-band spectrum
e) It has high spectral resolving power and high data collection rates
As stated in [43], the SHS distinctively differs from the conventional FTS in three ways;
1. The SHS effectively heterodynes the interferogram about a selected reference 
wavelength which results in easily measurable low-spatial-frequency fringes produced 
by wavelengths in the pass-band of the instrument
2. The SHS has no moving parts, even in the field-widened mode thereby making it much 
smaller, lighter and less complex mechanically than FTS instruments
3. The SHS uses an imaging detector to record a fringe pattern localised inside the
interferometer, thereby correcting phase errors arising from optical defects easily
In summary, the major difference between SHS and a conventional FTS is that an FTS 
interferogram is recorded in the time domain by a single detector, whereas the entire SHS 
interferogram is recorded simultaneously with multiple detector elements. As a consequence, the 
SHS interferogram is not compromised by temporal source variations which contaminate the 
spectral information in the FTS case [175].
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Combining the above advantages gives the SHS important economies over time, cost, weight 
and volume. It can be seen to be a close relative of the conventional FTS but designed to avoid the 
complex issues involved in the scan and control of the FTS system.
Collimating /  
op tic^L l
Entrance
aperture
FTS detector location
Envelop o f marginal rays for..........►
one interferogram point
rating (G l)
Grating (G2)
Relay optics, L2
Focusing lens, L3 
Detector Array
Figure 3-2: Schematic design o f a basic non-field-widened SHS configuration [175]
The SHS interferogram is encoded as a function of position on a detector array rather than as a 
function of time on a single channel detector. As depicted in Figure 3-2 above, the SHS has a layout 
similar to the classical Michelson interferometer with the mirrors replaced by diffraction gratings. 
Describing the diagram in great detail shows that light enters the system through the entrance 
aperture and is collimated at LI using the collimating optics. It then passes through the beam­
splitter where the beams split into the transmitted and reflected beams similar to that of the FTS 
interferometer except that in this configuration they are reflected off by the diffraction gratings. 
The transmitted and reflected beams then recombine at the beam-splitter returning coherent 
wavefronts. At the exit of the interferometer, the resulting wavefronts are tilted or crossed with 
respect to each other with a wavenumber-dependent tilt angle [175] producing a Fizeau fringe 
pattern that is recorded on the detector. Physically, the relay optics, L2 and focusing optics, L3 
relay the image of the diffraction gratings onto Gl and G2 onto the detector array at the image 
plane where the Fizeau fringe pattern is recorded.
Effectively, the SHS instrument records the entire path difference scanned by the FTS on a 
position sensitive detector without any movement or scanning and heterodyne the interferogram 
with a frequency corresponding to the Littrow wavenumber of the gratings [174]. As depicted in 
Figure 3-3 below, a model of how the SHS records its interferogram is compared with the moving
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mirror method of a conventional FTS such as the classical Michelson Interferometer.
1
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Zero Retardation OPD
-0 .03 -0.02 -0.01 0  0.01 
Path Difference (cm)
0) 70
K  30
-0.5 0 0.5 1
Mirror Position (mm)
(a) (b)
Figure 3-3: Comparison o f method of obtaining interferograms from (a) the SHS and (b) the
conventional FTS
It can be seen that without any moving part, the SHS effectively heterodynes the frequencies 
and records the interferogram on a position sensitive detector, whereas the recording of this 
interferograms in a conventional FTS are made possible by the movement of the mirrors at which 
the ZOPD can be clearly seen when the two mirrors are at equal distance from each other. It should 
be noted that the zero spatial frequency does not correspond to zero wavenumber as in 
conventional FTS instruments but to a=ao. In the SHS, one cycle frequency differential at the 
detector corresponds to the grating resolution limit [40].
3.1.1 SHS Instrument Applications
SHS spectrometers have been used in multiple scientific studies since its invention and early 
development in 1991 [39, 174]. Some of these applications will be discussed briefly in this section.
The SHS was first utilized for high resolution measurements of diffuse sources in the UV region 
of the electromagnetic spectrum [47]. It was used to study diffuse emission lines from 10  ^K gas in 
the interstellar medium, a medium of dust and gas where stars are created and return when they 
finish their lifespan, using echelle gratings in multiple orders and employed field-widening 
techniques[42, 176]. This application was then extended to the Far Ultraviolet (FUV) region of the 
electromagnetic spectrum to test the suitability of optical elements in the Vacuum UV (VUV) 
interferometry [177, 178].
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Figure 3-4: Schematic view of optical design for the interstellar C IV mission in Black Brant
(sounding rocket) payload showing [177]
From Figure 3-4, it can be observed that the telescopic technique employed in this design avoids 
any central obscuration which can alter the fringe pattern recorded on the detector. This approach 
of avoiding any central obscuration will be used in this research.
The SHS has also been utilised as an Infrared Imaging Spatial Heterodyne Spectrometer 
(IRSHS) for the identifying and assaying of gases in the atmosphere [179]. It operates between 8 
pm and 11.5 pm and uses a Ritchey-Chretien telescope to collect energy from a scene at infinity 
[ISO]. Equally in the infrared region, the SHS has been exploited in Long Wave Infrared (LWIR) 
Spectroscopy where the Spatial Heterodyne Imager for Chemicals and Atmospheric Detection 
(SHIMCAD) was designed to cover broad wavelength range of 8.4 pm to 11.2 pm [47].
♦
Figure 3-5: Photographic view of SHIMCAD optics with entrance aperture on right of
telescope [47]
The SHS has been exploited in atmospheric remote sensing through the study of mesospheric 
hydroxyl (OH) radical at 308 nm. This spaceborne application was the Spatial Heterodyne Imager 
for Mesospheric Radicals (SHIMMER) which was designed for remote sensing of the global
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distribution of the hydroxyl radical (OH) in the Earth’s middle atmosphere [43]. It was compared 
with Middle Atmosphere High Resolution Spectrograph Investigation (MAHRSI) which had a 
conventional grating spectrograph which used mechanical motions for limb scanning [181]. In 
addition to the complexity of MAHRSI, it had a weight of 138 kg and size of 120 cm x 85 cm x 23 
cm. SHIMMER on the other hand is very compact and has a mechanical volume and mass o f -17%  
of MAHRSI’s and achieves a high responsivity of 10,000 times of MAHRSI’s with a spectral 
resolution that is 3.5 times better than MAHRSI’s. Figure 3-6(a) shows the SHIMMER instrument 
on a flight baseplate while Figure 3-6(b) shows the SHIMMER instrument assembly.
Telescope
(a) (b)
Figure 3-6: (a) SHIMMER components on flight baseplate [43] (b) Image o f SHIMMER
Instrument assembly [182]
A family of three SHIMMER projects designed for the measurement of OH around 309 nm 
using field-widened SHS instruments consist of: SHIMMER-Middeck, SHIMMER-STPSat-1 and 
SHIMMER-AIM [183]. A field-widened SHS module is presented below in Figure 3-7.
W edged  sp ac er
B eam .splitter
Figure 3-7: The SHIMMER module, consisting o f field-widened SHS [184]
SHIMMER-Middeck was flown on Shuttle flight STS-112 on October 7-18 2002 as a proof of- 
concept to demonstrate this new, compact and powerful technique for high resolution imaging 
[184]. SHlMMER-STPSat-1 which had same objective as previous SHIMMER instruments was 
launched on March 9 2007 on an Atlas-5-401 vehicle and specifically exploited the multi-mission 
launch capability of the new Evolved Expendable Launch Vehicle (EELV) Secondary Payload
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Adapter (SPA) known as ESPA [185]. However, the SHIMMER-AIM which was intended as one 
of the payloads onboard NASA’s Aeronomy of Ice in the Mesosphere (AIM) was removed due to 
budgetary issues [182]. The objective of AIM was to carry out investigation on the characteristics 
of Polar Mesospheric Cloud (PMC) and SHIMMER’S mission was to measure OH in the summer 
hemisphere, water vapour concentrations inferred from OH measurements, the brightness of PMC 
and temperature [183].
The first known application of the SHS in absorption spectroscopy was the measurement of OH 
absorption near 308 nm (ultraviolet region) in an ethylene-air flame produced by McKenna burner 
[186, 187]. A schematic representation of this application is shown below in Figure 3-8.
Camera
LOTIp
1600 um 
\J jC (x e  fiber
©
McKenfKi 
Burner
Lenses
Beamsplitter
Figure 3-8: Schematic representation o f the experimental arrangement o f OH absorption
spectroscopy using SHS [187]
Another application of a field-widened SHS is the Spatial Heterodyne Observations of Water 
(SHOW) instrument. This instrument was designed to measure the water vapour absorptions lines 
at the spectral region of 1364.5 nm from a limb viewing satellite and therefore demonstrated 
absorption spectroscopy with the SHS [130]. Figure 3-9 shows the setup of the SHOW breadboard 
in the Near IR.
I
Figure 3-9: SHOW breadboard set-up in the Near IR (1265 nm) [188]
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3.2 The Equation of an SHS
e ia t in g  norm al
+  I -
I
in cid en t ligh t re flec ted  ligh t
diffracted  ligh t d iffracted  light
Figure 3-10: Diffraction by a reflection grating [189]
The grating given in Figure 3-2 is pictured in detail in Figure 3-10 with grating grooves of very 
small, slit-shaped source of diffracted light that combine to form set of diffracted wavefronts [189]. 
The figure also shows the angles of incident, reflected and diffracted light with reference to the 
grating normal. For a given diffraction grating with grating spacing d  (the reciprocal of the grating 
groove density, G (lines/mm)), the grating equation responsible for the Fizeau fringes can be 
written as:
mA =  d(sin a +  sinp), (3.1)
where X is the wavelength of light, m is the dispersive order, a is the incident angle and p  is the 
diffracted angle. Both angles are measured from the grating normal. When the incident angle is 
equal to the diffracted angle {a=p) then the Littrow condition occurs. This Littrow condition is 
essential in an SHS configuration. With the Littrow condition, Eq. (3.1) becomes;
mA = 2d sin 9,
where ^is the Littrow angle of the grating. Rearranging Eq. (3.2) above, it becomes;
In terms of wavenumbers, a whose units are in cm'* where cr =1/A, Eq. (3.3) is rewritten as:
las'mO = a
(3.2)
(3.3)
(3.4)
According to Harlander [174], the grating equation has been rearranged to represent the generation 
of Fizeau fringes of wavenumber-dependent spatial frequency which is the form of an SHS and is 
given as:
o-[sin0 + sin(0 — y)] = —. (3.5)
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The angle y is the diffraction angle with respect to Littrow for light of wavenumber a. It can be 
explained using a point source of wavenumber a, at the input aperture where the interferometer 
produces two coherent plane wavefronts (one from each arm of the interferometer) at the output 
whose wave-vectors are inclined to the optical axis by angle +y from one arm of the grating and -y  
from the other arm thereby producing Fizeau fringes at the output [176].
Then the spatial frequency fx of the crossed wavefronts along the dispersive direction producing 
the Fizeau fringes which are perpendicular to the jc-axis (dispersive direction) is given by [174]:
fx = 2as\nY  ^  -  CQ^tanOi, (3.6)
Where Eq. (3.6) is derived from Eq. (3.5) for small angle y and gq is the Littrow wavenumber when 
y =0 while Qi is the Littrow angle of the grating. The term on the right hand side {a - gq) 
qualitatively describes the SHS as an instrument whereby all frequencies ( g )  are mixed or 
heterodyned with the Littrow frequency (^o) of the gratings thereby giving rise to the technique 
called Spatial Heterodyne Spectroscopy.
For rays parallel to the optical axis, the intensity recorded as a function of position at the fringe 
localization plane for incident spectrum B{g\  in an ideal SHS instrument, produces an 
interferogram according to the equation:
/(%) =  i?(o’) ( l  +  cos[27T(4(cr -  GQ^xtanOiyDda, (3.7)
where x is the pixel location measured on the detector in the dispersion plane of the gratings. As 
explained in Eq. (2.48), there is a leading factor of V2 in an ideal case to represent the fact that half 
of the incident signal leaves the interferometer through the input port, and half is detected at the 
output port, as in the FTS. This means that only 50% of the light which enters the interferometer 
actually reaches the detector, while the other 50% is reflected back to the source.
Since I(x) is the cosine Fourier Transformation [190] of the incident wave-number dependent 
spectral density, B(g) added to a constant term, the spectrum can therefore be recovered by Fourier 
transformation of I(x).
Extending the SHS technique which largely deals with emission spectrum to absorption 
spectrum is possible by breaking down the interferogram created in Eq. (3.7);
/(%) =  B{G)dG +  R(cr)cos[27r(4(f7 -  Go)xtanGi)] da. (3.8)
^ ---------------V --------------------- '
Constant part Modulated part
The constant term created in Eq. (3.8) is independent of the optical path difference and is also 
referred to as the baseline of the interferogram. It generates an additional bias that does not provide 
useful information on the input spectrum B(g). On the other hand, the modulated part of the 
spectrum which is the useful part of the interferometric signal is created according to the optical
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path difference on a position sensitive detector. Due to the heterodyning nature of the SHS, no 
moving part is required to achieve the desired modulation which in turn makes this method more 
suitable for space application.
Based on the interferogram given in Eq. (2.49), and comparing with Eqs. (3.7) and (3.8) as 
explained above, the modulated part of the interferogram of an SHS then becomes;
l(x)  =  /q°° cos[27T(4(^r -  ao)xtan6i)] da. (3.9)
Then the input spectrum is then recovered by the performing the inverse cosine Fourier- 
transform given as:
B((r) = I{x) cos[27t(4((j -  aQ)xtanOiy[ dx. (3.10)
From the analysis given above, it is can be seen that a spectrum is effectively determined by 
first of all measuring the interferogram. The spectrum is then recovered through the inverse Fourier 
transform. As in a conventional FTS whereby one of the mirrors of a Michelson Interferometer is 
moved with respect to each other thereby varying the optical path difference, the temporal changes 
of the output signal of the interferometer is recorded which then gives the interferogram. It 
therefore means that if the interferogram of a spectrum is successfully recorded on the detector, 
then the spectrum can be effectively recovered based on the information recorded in the 
interferogram. As stated by Lacan in [154], the contribution of the modulated part of the 
interferogram in a conventional FTS is more important around the ZOPD and decreases rapidly as 
the path difference increase due to the polychromatic source being observed. This effect is depicted 
in Figure 3-11 below.
x10 Modulated part of Interferogram
- 4
-100 -5 0 100 150-1 5 0
Number of pixels
Figure 3-11: Simulation of modulated part o f interferogram showing its contribution at
ZOPD
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3.3 The Resolving Power
As explained by Nathaniel [124], the spectral resolving power is the performance metric of both 
dispersive and interferometric spectrometers that allows comparison of performance across 
wavelengths. It is defined as the wavelength of interest divided by the smallest difference in 
wavelength that can be resolved [38]. As in the FTS, the SHS resolving power is twice the 
maximum path difference in the system divided by the wavelength. So from the theoretical 
resolving power, R, of both dispersive and interferometric systems is given as;
where ôX and ôa are the spectral resolution in wavelength and wavenumber terms respectively, X is 
the lowest wavelength (which in our case is the Littrow wavelength) and a is the corresponding 
wavenumber in cm '\ The SHS operates at the theoretical resolving power of the gratings which is 
easily determined by the dispersive power of the gratings. Typically, the resolving power, as stated 
in [191], of a few hundreds is considered as low resolving power, and that of a few thousands is 
considered as moderate while that of tens of thousands is considered as high resolving power.
However, from conventional FTS, the maximum achievable spectral resolution, 8a, is directly 
related to the range of motion of the moving mirror which creates the optical path difference (OPD) 
by the relationship [38]:
=  è  =  (3.12)
where x is the translational distance of the mirror and the constant is as a result of the back and 
forth movement of the mirror.
Considering the optical cut-off frequency, which limits the resolution of the optical image in the 
focal plane and the ability of the sampling and quantization to preserve the optical resolution in our 
digital image, then, the full optical resolution is preserved by Nyquist sampling. According to the 
Nyquist criterion, the sampling frequency (which is determined by the detector spacing) must 
exceed two times the optical cut-off frequency, so that the data are free of from aliasing [192]. 
Hence, for the SHS with a detector array, the Nyquist limit is half the number of pixels 
perpendicular to the grating grooves because the sensor must capture the constructive and 
destructive parts of every fringe. So, in order to avoid aliasing, the minimum fringe width is 
therefore two pixels, and any fringe with dimensions smaller than two pixels will add to the noise 
and potentially cause aliasing in the data [124]. Unlike the conventional FTS, whereby the number 
of samples required is equal to twice the resolving power of the system, the number of spectral 
elements, «, that could be recovered in the SHS of N  number of detector elements, in one 
dimension is given as:
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^ = 7 , (3.13)
The number of resolution elements for this system is given by;
 Spectral range in wavenumbers _  Act _  amax~(^ min
^  ^  ^
where a^ ax and are the maximum and minimum wavenumbers in the spectral range 
respectively. Equation (3.14) could be rewritten in terms of wavelength as:
_  Spectral range in wavelength __ AA _  ?imax-^min t s\
^  -  Tx -  H
where Xmax and Xmi„ are again the maximum and minimum wavelengths in the spectral range
respectively. It should be pointed out that (Tmax=Xmi„ and amin=Xmox^
The theoretical spectral resolution of the instrument, Ô0  (in cm'*) or its equivalent 81 (in nm) 
can be achieved by rearranging Eqs.(3.14) and (3.15) as:
Sa = — or ÔÀ — —. (3.16)n n ^
With the spectral resolution as given in Eq. (3.16) with a = a^ ax or X = X^n, then the resolving 
power of the system, R, can be rewritten as:
R =  OPD.^^x X (j. (3.17)
However from Figure 3-2, narrowing into one arm of the interferometer we have;
W sm 0
Figure 3-12: Schematic representation o f one arm o f the grating
As shown in Figure 3-12 above with the BS as the beam-splitter, W as the width of the grating 
and 0 as the Littrow angle of the grating, we then deduce the optical path difference for the two 
arms as:
OPD = sm 6. (3.18)
Then the maximum Optical Path Difference {OPDmaX), is then given as:
OPDjnax = 2x = 4VK sin0 . (3.19)
As stated in [174], the resolving power is simply twice the optical path difference in the system 
divided by the wavelength. Through substitution of Eq. (3.19) into Eq. (3.17), the resolving power 
in the SHS is given as:
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R =  4W a  sin 0, (3.20)
where W is the width of the grating that is illuminated, 6 is the grating Littrow angle and a is 
Littrow wavenumber. Equation (3.20) also follows from the explanation by Lin [193], that if two 
beams are set to the wavelength that generates one fringe across the gratings, then the maximum 
path difference is one-half wavelength. This therefore means that one fringe change corresponds to 
one-half wavelength change in OPD.
Having achieved the spectral resolution and the resolving power of the SHS, the visibility or 
fringe contrast of recorded interferogram is then achieved through the solid angle Field of View 
(FOV), Q. of the system whose fringe contrast or visibility increases as the FOV increases. As 
further explained by Lin [193], when off-axis angles are included in the grating equation, it can be 
shown that the SHS without field-widening is the characteristics of a conventional FTS operating at 
the same superiority, «S', such that:
S =  HR =  27t, (3.21)
where Q is the solid angle field of view of the SHS instrument. Rearranging Eq. (3.21), we have
that:
^  =  (3.22)
The solid angle given in units of steradians (sr) is then converted to square degrees and then to 
degrees and finally used to determine the visibility of the fringe contrast. The larger the half-angle 
based on the solid angle, the better the visibility o f the fringe contrast.
However, the full angle field of view (FOV), P in radians, of the SHS as with conventional
interferometers is inversely related to the resolving power [194] and is given as:
=  (3.23)
This full angle FOV determines the spatial resolution of the SHS instrument from an altitude of the 
satellite carrying the instrument. The derivation of the full angle FOV is given in Appendix-B. It 
can be seen that if R reaches the value 2/if, then, p, would reach the value 2n radians.
3.4 The Echelle Mode Concept
The concept of echelle mode which was introduce by Harlander [174], is employed in situations 
where the narrow bandwidth restrictions imposed by the finite number of pixels in one dimension 
of available imaging detectors limits its use in achieving a broad spectral range of measurements. 
This is overcome by utilising pixels in both dimensions on a 2-D detector to record the spectral 
information. In essence, it is used to increase the number of spectral elements that can be recovered
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and maintain a high spectral resolution.
As the name implies, it mostly uses echelle gratings in place of the conventional diffraction 
gratings of a typical SHS instrument. Consequently, the parameters of an Echelle grating is similar 
to a normal grating as shown in Figure 3-13 with the Littrow configuration achieved when the 
incident beam angle equals the angle of the diffracted beam, d  is the grating groove spacing, t is the 
longer groove facet (faces the incident angle in echelletes or conventional gratings) and s is the 
shorter, steeper groove facet (faces the incident angle in echelles). Note that t=dsin63nà the blaze 
arrow points from the grating normal (GN) to the facet normal (FN).
GN
FN r/ = /y -  0
Figure 3-13: Geometry o f an Echelle grating for use in Littrow configuration[189]
Lawler et al in [39] stated that in the Echelle condition which was used for the Mark 1 SHS, 
phase fronts of wavenumbers slightly above or below the Littrow were tipped and thus produce 
straight Fizeau fringes that run perpendicularly to the plane of the figure. Equally, these Fizeau 
fringes were localised where one grating crosses the virtual image of the other grating from the 
beam-splitter. It permits the use of the gratings in multiple orders, although it creates a difficulty in 
the separation of orders just as the spatial frequencies of fringes slightly above or below Littrow 
(+ (o -O o )  and - (a -O o ))  also overlap [39]. These ambiguities are resolved by rotating the gratings 
slightly by an angle, a, about an axis perpendicular to the optical axis and the grooves of the 
gratings as shown in Figure 3-14 to create a 2-D interferogram. This procedure is applied on 
conventional gratings in this research to record 2-D interferograms.
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Figure 3-14: Schematic representation o f the SHS as used in COMSSWIR instrument 
showing the tilt required in 2-D format [174, 195]
By introducing the tilt, the Fizeau fringes recorded by this system are no longer perpendicular to 
the x-axis but rather the tilt introduces a spatial modulation perpendicular to the modulation 
produced by the grating dispersion which results in Fizeau fringes perpendicular to the y^-axis. 
However, their orientation on the detector plane or the x-y plane is a function of the wavenumber of 
the incident light. Therefore, the interferogram given in Eq, (3.9) is then recast as [176, 196]:
/(x , y) = Ç  B{a) cos[27t(4(o' -  cTo)xtand -t- laoy)] da, (3.24)
where the additional term, 2aay, is the spatial frequency of the Fizeau fringes recorded 
perpendicular to the y-axis, fy, when o=cjo and a  is the required rotation to obtained the fringes. 
Hence, 7^  = 2aay.
Since f y \ s  a. function of wavenumber, it means that the interferogram recorded along the y- 
dimension of the detector represents a Fourier transform of the spectrum [176]. Apart from 
eliminating the ambiguities described above, the 2-D format also allows the number of spectral 
elements that can be sampled without aliasing to be increased by a factor of 2 over that allowed by 
the 1-D format. If the echelle gratings were to be used in multiple orders as in the case of the Mark
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1 SHS which was mentioned earlier, then the spectral range can be further increased. This simply 
means that the system has a number of wavenumbers, aom, one from each order m, which has fx=0 
and are distinguished from each other by the low resolution interferogram. In this way, the high 
resolution would be in the x-axis while the low resolution would be in the y-axis.
In multiple orders, the grating equation given in Eq. (3.4) is then recast as:
""«m = o S lF -  (3.25)
While the spectral range o f any given order is such that it is small enough in order to eliminate 
aliased signals [176] and is represented as:
^  2 d ^ ’
where Eq. (3.26) represents the first order wavenumber,
Harlander et al in [176] explained that the cross-tilt angle, a, given in Eq. (3.24) and represented 
in Figure 3-14 must be large enough in order to resolve the orders by making the Littrow 
wavenumbers differ by at least one fringe in the ^/-dimension. The vertical fringe frequency, fy = 
Im ,  is as a result of the rotation of the grating by a small angle, a, to provide a small angle shift to 
the wavefront in one arm of the interferometer relative to the other. Therefore this angle, which 
must be large enough to separate one wavenumber (Eq. (3.26)), produces 2 dimensional 
interference pattern [123]. The tilt angle is thus given as [176]:
(3-27)
where Wy is the width of the grating in the y-dimension and A ct =  ctq^ .
Incorporating a band-pass filter function as given in Figure 3-14 into Eq. (3.24) following the 
analysis of Cooke et al [195], it can be seen that the interferogram recorded on the detector is 
proportional to the input source spectrum and the band-pass filter and thus becomes;
7(x,y) oc /^F(o-)RCo-) cos[27t(4(o- -  cTQ)xtanB +  2aay)] da, (3.28)
where F(a) is the band-pass filter function.
3.5 Simulation of Echelle Mode Concept with Typical SHS
Before proceeding with the simulation of the echelle mode concept with a conventional (typical) 
SHS configuration, it was necessary to model the atmosphere and obtain the spectral region of CO2 
together with the reflected spectral radiance in the SWIR region of the spectrum.
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3.5.1 Spectral Transmission Modelling
The first step in this simulation was to model the transmission of atmospheric trace gases using 
PcModWinS.O [114]. As introduced in Sec. 2.4.5, the atmospheric modelling was carried out in 
order to estimate the spectral region of transmission of CO2 in the atmosphere by using the full 
spectral transmission of the PcModWin5.0 software. The Standard Atmospheric Model (The 1976 
US Standard Atmosphere), which defines a 34 layer atmosphere and contains the following data for 
each layer; altitude, pressure, temperature, water vapour (H2O) density and layer concentration for 
ozone (O3), methane (CH4), nitrous oxide (N2O), carbon monoxide (CO), carbon dioxide (CO2), 
oxygen (O2), sulphur dioxide (SO2), nitrogen dioxide (NO2) and ammonia (NH3), the spectral 
radiance and transmission was generated. The modelling was carried out under clear sky conditions 
with background aerosols devoid of clouds, and with an input CO2 mixing ratio of 380 ppm. The 
viewing angle was set at nadir with a Solar Zenith Angle (SZA) of 42.5° and an albedo of 30% was 
used.
In the modelling of CO2 transmission, it was necessary to also model water vapour transmission 
due to its abundant presence in the atmosphere [197, 198]. The H2O band model can also constitute 
a false reading and can sometimes be mistaken as CO2 transmission due to its existence within the 
same wavelength region. Figure 3-15 below shows the MODTRAN simulated model of the CO2 
and H2O.
C 0 2  & H 20 Transmission in S W IR
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IÜ Ü
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Trans. H 20 (Band Model) 
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W avelen gth  M icrons 
Figure 3-15: CO% and H2O spectral transmission in the SWIR (1.59 pm to 2.12 pm)
From Figure 3-15, it can be seen that CO2 mainly occurs around 1.6 pm and 2.0 pm regions 
although there is abundance of CO2 absorption in the 2.0 pm region than its presence in the 1.6 pm 
region. However, the 2.0 pm region is greatly characterized by the presence of water vapour
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absorption lines. To compliment this, the 1.6 pm region is also used. It can be observed that water 
vapour absorption lines at the 1.6 pm region have little or no effect on the CO2 absorption lines. 
This explains why most CO2 monitoring instruments are equipped with two or more spectral 
channels around these spectral regions. It must be noted that CO2 absorption also exist in the 
thermal infrared (IR) around 14 pm, however, techniques using the thermal IR have poor sensitivity 
at low altitudes, which is where most CO2 sources and sinks are located and the sensitivity of CO2 
is maximum near the surface [36]. A detailed review of why the two spectral regions are used, 
including the O2 A-band at 0.76 pm, was provided in Sec. 2.5.
C 0 2  & H 2 0  T ransm iss ion  in S W IR
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0 .0
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Figure 3-16: CO2 and H2O transmission in the speetral region o f interest (1.6pm and 2.05pm)
Following the identification of the region of interest which is clearly marked out in Figure 3-16 
above and whose absorption capability from the selected regions can be easily be observed, these 
two regions forms the bases for the instrument modelling. Due to the large bandwidth involved 
between these two spectral ranges, it was necessary to split the instrument channels into two to 
reflect the two spectral regions of interest.
With a closer look at these two spectral regions of interest, the 1.6 pm region ranging from 
1.599 pm to 1.611 pm presented in Figure 3-17 forms the first channel called Channel-1 while the 
2.0 pm with a spectral range of 2.450 pm to 2.064 pm presented in Figure 3-18 forms the second 
channel called Channel-2. From Figure 3-17, it can be observed that the absorption lines in each 
branch (groups on the left and right) are nearly equally spaced. As was noted by Mao and Kawa 
[58], the line space in the lower wavelength (higher frequency or wavenumbers) branch is slightly 
narrower than those in the higher wavelength (lower frequency or wavenumbers) branch. The 
simulation was carried out at a spectral resolution of 0.284 cm'* for the 1.6 pm channel and 0.285
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cm'* for the 2.0 |im channel. As clearly shown in Figure 3-17, the 1.6 gm region has minimal H2O 
interference than the interference observed around the 2.0 gm region shown in Figure 3-18. Also 
the 1.6 gm provides sufficient radiance signal for atmospheric total column CO2 detection 
compared with other C02 bands in the solar infrared [58].
Simulated CO^ and H^O transmission spectrum around 1.6 pm
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. HgO Trans
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Figure 3-17: CO2 and H2O transmission between 1599 nm and 1611 nm
Simulated CO  ^and H^ O transmission spectrum around 2.0 pm
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Figure 3-18: CO2 and H2O transmission between 2045 nm and 2064 nm
Focussing on the 1.6 gm region and concentrating only on the CO2 parameter, the 
PcModWinS.O was used to carry out a model of the carbon dioxide transmission spectrum based on 
instrument parameters. Therefore, with the prototype instrument model parameters such as spectral 
resolution and resolution at Full Width at Half Maximum (FWHM) which are explained in Sec.
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4.2.1, a simulation of only the CO2 transmission spectrum covering the spectral range of 1591.6 nm 
to 1609.53 nm was performed as shown in Figure 3-19.
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W 0.8
E
g  0.75 
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0.6
0.55
MODTRAN simulated CO^ transmission
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Wavenumbers (cm” ^)
6270 6280
Figure 3-19: Atmospheric CO2 transmission between 6213 cm to 6283 cm at 0.365 cm
resolution
The spectral range chosen for the plot in Figure 3-19 is to allow for a proper superimposition of 
the profile window. However, the spectral filter bandwidth will form the region of interest (ROI).
3.5.2 Spectral Radiance Modelling
Similar to the full spectral transmission modelling described in Sec. 3.5.1 above, it uses the 
Standard Atmospheric Model (The 1976 US Standard Atmosphere). The SWIR spectral radiance 
model as shown in Figure 3-20 below covers the 1.6 gm region and the 2.0 gm region and is given 
in units of W.cm'^.str '.gm * which was later converted to W/(cm^.str.cm'*) to reflect the 
wavenumber usage. As stated earlier, the reflected spectral radiance from these two regions was 
also modelled with the same conditions as the spectral transmission modelling, with the initial 
assumption that the instrument will be spaceborne and that the spacecraft will be at nadir position 
in a LEO orbit. So the SZA setting for this modelling was 42.5° with an albedo of 0.3. Also, 
another assumption built into modelling of the reflected solar radiance reaching the detector was to 
assume a clear sky devoid of clouds but with background aerosols and with a CO2 mixing ratio 
input of 380 ppm.
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Figure 3-20: Reflected solar radiance in the SWIR (1.59^im to 2.12jim)
Following the reflected solar radiance model presented in Figure 3-20 above, the spectral 
radiance at the centre wavelengths of 2.0 pm (5000 cm'*) and 1.6 pm (6250 cm'*) in units of 
W/(cm^.str.cm'*) were retrieved from MODTRAN output file (tape?) which is used to generate the 
plots shown above.
Narrowing into the 1.6 pm, and selecting a wavelength range of 1591.60 nm to 1609.53 nm 
similar to that done for the atmospheric CO2 spectral transmission, the reflected solar radiance is 
presented in Figure 3-21 below. The spectral radiance will be used in estimating the signal-to-noise 
ratio.
X1Q-6 Reflected solar radiance
r -  5.5
EÜ
6220 6230 6240 6250 6260 6270 6280
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Figure 3-21: Reflected solar radiance between 6213 cm * to 6283 cm * at 0.365 cm * resolution
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Again, only the radiance values within the region of interest will be used as spectral input, B(a), 
into the system in the simulation of the SHS interferogram for the 1.6 pm region.
3.5.3 Simulated Results
The assumption built into this simulation based on Eq. (3.28) was that a standard grating will be 
used in its first order instead of an echelle grating. The grating selection was such that field- 
widening techniques are avoided by maintaining a small Littrow angle (< 10°) in order to eliminate 
the complexities involved in modelling and building field-widening prisms.
A schematic representation of the flow of process fi'om the input source into the SHS where the 
frequency are heterodyned and up to the processing chain of the modulated part of the 
interferogram is given in Figure 3-22.
B(a)
Input signal
Source SW IRfliter
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Detector
2D Array 
detector
Digitization
Recording o f  
Interferograms
Modulated
Interferogram
Inverse FFT
- X
FFT to recover 
spectrum
FT Spectrum
-X
Frequency
heterodyning
SHS
Remove dc
and low frequency
components
Smoothing
Figure 3-22: Schematic overview o f SHS data flow and initial processing chain
Based on Eq. (3.28), a 128 x 128 pixels detector and a standard grating of groove density 200 
lines/mm was selected and , the Littrow angle at a chosen Littrow frequency of 1599 nm with a 
bandwidth of 6 nm (1599 nm to 1605 nm) yielded an interferogram recorded on the detector as 
given in Figure 3-23. It must be pointed out that in the processing o f the interferogram, a transpose 
of the X and y  elements of Eq. (3.28) carried out in order to obtain the interferogram in a form 
which can be inverse Fourier-transformed to obtain a spectrum. The full details of the derivation of 
the parameters mentioned in this paragraph are explained in Sec. 4.2.1.
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Fringe pattern distribution along y-axis
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Figure 3-23: Fringe pattern along y-axis using echelle mode on standard SHS with zero
padding
The spectral resolution and bandwidth of the SWIR spectral filter as given in Sec. 4.2.1 was 
taken into consideration for the modelling of the echelle mode concept with a conventional SHS 
setting. With 128 pixels in the x-dimension, 64 spectral resolution elements were expected to be 
used for this simulation. However, the tolerance level of the spectral filter as given by the filter 
manufacturer (Sec. 5.4.1.1) was also taken into consideration and this increased the spectral range 
which in turn increased the spectral resolution elements to 78 elements for this model. 
Consequently, this simulation required “zero padding” of the 78 elements in order to achieve 128 
elements. By limiting the number of elements to 78 and padding the remaining spectral elements 
with zeros, a spectral filter is therefore incorporated into the algorithm. It can be seen that the 
recorded fringe pattern are perpendicular to the y-axis and parallel to the x-axis. The concentration 
of the fringe pattern on a straight line pattern is due to the broad spectral range of frequencies used.
An image representation of the above interferogram showing the single line of fringes 
perpendicular to the y-axis is displayed below in Figure 3-24.
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Fringe pattern
along y-axis
x-axis dimension
Figure 3-24: Image representation o f fringe pattern along y-axis using echelle mode on
standard SHS with zero padding
Being a property of an echelle mode as discussed in Sec. 3.4, the interferogram recorded along 
the y-axis of the detector is the Fourier transform of the spectrum and utilises all the pixels along 
the y-axis rather than the resolution elements along the x-axis which is half the number of pixels 
along x-axis.
The multiple orders of the 2-D echelle mode was modelled and presented at the early stage of 
this research [199]. Following the processing steps provided in Figure 3-22, a Fourier-transform of 
the interferogram was performed to obtain the FT spectrum, the spectrum is displayed below in 
Figure 3-25.
FT sp e c tru m
0.4
0.35
0.3
i  0.25
-2
5  0 .2 -
■Î
I  015
0.05
-4 0 -20-6 0 0 20 40 60
C y c le s /d e tec to r  width
Figure 3-25: Fourier transform o f interferogram recorded showing the symmetrical band 
limit profile, ghost spectrum and dc component
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The next step in the processing chain as shown in Figure 3-22 is to suppress (or remove) the dc 
component as well as the low frequency components. This is easily achieved by representing the 
FT spectrum in its original form without applying a shift to the FFT routine. By doing so, the side­
band frequencies (low frequency components) and the dc component can be effectively suppressed. 
Figure 3-26 shows the above explanation.
FT spectrum without shift application
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Figure 3-26: FT spectrum without shift application showing the sideband frequencies to
remove
Suppressing the unwanted frequencies and performing a smoothing function on the achieved 
data yields a symmetrical band limited spectrum as displayed in Figure 3-27.
Symmetric band-lim ited spectrum
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Figure 3-27: Symmetrical band limited spectrum
Finally, the modulated part of the interferogram explained in Sec. 3.2, which represents the 
interferogram of a conventional FTS is achieved by performing an inverse Fourier-transform to the 
spectrum. The result is displayed in Figure 3-28 below.
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Figure 3-28: Modulated part of the interferogram
The modulated part of the interferogram presented above can be seen to consist of a “centre- 
burst” around the zero OPD, which is similar to the interferogram obtained in conventional FTS 
instrument and the centre “burst” quickly drops off as the OPD increases [38]. In practice, as would 
be seen in Sec. 6.4.2, the modulated part of the interferogram holds information relating to the CO2 
absorption lines.
3.6 Signal-to-Noise Ratio
The Signal-to-Noise Ratio (SNR) is the end performance metric that determines the ability of the 
instrument to collect spectra which are quantitatively useful. The SNR was estimated following the 
analysis of Cooke et al [195] using the spectral radiance model presented in Figure 3-21 as the 
input source brightness given in W/(cm^.sr.cm'‘) and converted to photons/(s.m^.sr.cm'^). The 
signal falling on a photon noise limited detector over an integration time, t, can be represented as 
[195];
/(x) = ^  cos[27t(4(<t -  no)xtan 61)] da, (3.29)
where h is the Planck’s constant (6.626x10' '^* J.s), a is the speed of light (2.998x10^ m/s), and Bj is 
the detector spectral radiant exitance which is given as [195]:
( f ) =  (4 + hjj g (a) + Mop (o-))] T. Qe, (3.30)
where is the signal radiance (W/(cm^.sr.cm'')) over a bandwidth Ao, Lhg is the background 
radiance (W/(cm^.sr.cm ')), A is the area of the entrance aperture, is the detector quantum
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efficiency, r, is optical transmission efficiency which includes the filter transmission, lenses and 
grating efficiencies, Mop is the optical exitance entering the interferometer, is the solid angle 
subtended at the entrance aperture and îîsys is the system solid angle given as [195];
^ 0  — ^sys — , (3.31)
where D is the diameter of the entrance aperture a n d /is  the focal length. The aperture solid angle 
given in Eq. (3.31) is equivalent to the system solid angle as there is no obstruction in the system. A 
detailed explanation o f this analysis is given in [195]. The product of the area of entrance aperture, 
A, and the aperture solid angle, Qo, gives the system throughput, 0 . The throughput defines the 
allowable energy per unit time that the system can let through [38]. The area of entrance aperture 
used is the area of the beam-splitter [200]. The computed throughput is given in Sec. 4.2.1.
The noise is estimated as the standard deviation of the signal. The computed SNR for the 1.6 
pm channel (Channel-1) under the conditions described in Sec. 3.5.2 is 231:1 over an integration 
time of 10s, using an InGaAs detector size of 128 x 128 pixels. The SNR was achieved after 
multiplying with the square root of the number of pixels along the y-axis since all pixel elements 
along this axis will be utilised. The SNR can be improved by using a higher resolution detector of 
320 X 256 pixels.
However, estimating the SNR using Eq. (3.29) to Eq. (3.31) based on a halogen lamp source 
for laboratory experiment, a SNR of -730:1 was achieved. Some of the parameters used for the 
SNR computation were; a bandwidth of 6 nm, spectral resolution of 0.365 cm'* and integration time 
of 10s.
3.7 Summary
In this Chapter, the concept and working principles of a typical Spatial Heterodyne Spectroscopy 
(SHS) has been carried out. Basically, a typical SHS uses a detector array (2 dimensional) to 
capture interferograms in 1-dimension and is therefore limited for use in broadband applications. 
However, the concept adapted for use in this research records interferogram in 2-dimensions with 
the spatial and spectral dimensions featured on the jc and y  axes of a detector array respectively; as 
if an echelle mode SHS was used. Therefore, by utilising the SHS in this way, high resolution 
spectroscopy is achieved while maintaining broadband spectra with this spectroscopic technique. 
This concept has been presented by simulation. For this modelling, it was necessary to carry out the 
model of the spectral transmission and spectral radiance of CO2 in order to determine the spectral 
band in which the SHS will operate and also estimate the signal-to-noise ratio. The computed SNR 
shows that useful quantitative space-based data can be obtained using the instrument. The 
measured SNR would be presented in Sec. 6.3.2.3.
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Chapter 4 Methodology for SWIR SHS
4.1 Introduction
This chapter presents the software modelling of the COMSSWIR instrument. Both channels of the 
instrument are systematically modelled and shown including the full COMSSWIR instrument. Two 
models are presented for each channel. Channel-1 has the prototype model and the flight model and 
Channel-2 has two options corresponding to the co-location of the prototype model and the flight 
model of Channel-1. The parameters used in the modelling process are also reviewed.
4.2 Optical Modelling and Design
As the need for having two SWIR spectral bands has been explained in Sec. 3.5.1, it was then
necessary to model the two channels of the compact SWIR SHS. Several factors were considered in
the modelling of the compact SWIR SHS. Some of the factors included;
• Maintaining a no-moving part design
• Avoidance of Field-Widening as much as possible
• Limiting the full instrument design to a microsatellite size
In order to overcome the above mentioned factors and constraints, the first task was in grating 
selection which is explained in Sec. 4.2.1 below.
4.2.1 Grating Selection and Non-Field Widening Approach
The selection of the grating was done with a view of maintaining a smaller grating Littrow angle.
Recalling the grating equation given in Eq. (3.3) as:
. „  mXs m e = - .
It can be rewritten in terms of G, the grating groove density as:
s i n e = ^ ,  (4.1)
where G=ûT* and d  is the grating groove spacing while Xo is the Littrow wavelength. The Littrow 
wavelength is actually the lowest wavelength within the bandwidth of interest, AX, which ranges 
from 1599 nm to 1605 nm for Channel-1.
Hence the theoretical Littrow angle, 0 is given as:
e = sin-^ ( ^ ) -  (4.2)
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With a Littrow wavelength of 1.599 gm and a diffraction order of 1, the grating size, grating 
groove density, blazed wavelength and grating holder based on availability of product from 
manufacturers like Newport Gratings and Thorlabs were selected to fit a Littrow angle that will not 
require field widening in the prototype set-up. The grating efficiency curve as given by the 
manufacturer is presented in Figure 4-1.
Component Manufacturer Specification
Diffraction Gratings 
(Plane Ruled 
reflection Grating)
Newport
Corporation
Size; 58 mm x  58 mm X 10 mm 
Clear Aperture: 52 mm X 52 mm 
Groove Density: 200 lines/mm 
Blaze wavelength: 1700 nm 
Nominal blaze angle: 10°
Catalogue Number: 53006BK01-630R
Polaris-Kl 
Kinematic Mount
/A
Thorlabs Number o f adjuster points: 3 
Threads Per Inch(TPI): 100 
Degrees per revolution: 0.4° 
Mechanical resolution: 7 mrad/rev
Kinematic Grating 
Mount Adapter
$ ■
Thorlabs Max grating height: 60 mm 
Min grating width: 32 mm 
Max grating thickness: 12 mm
Table 4-1: Initial components considered for grating selection
As stated by Lin [193], the main purpose of field widening in an SHS is to keep the optical path 
difference independent from the off-axis angle as much as possible thereby improving the 
responsivity and hence the visibility. It is also established that the SHS works within the region of 
zero optical path difference. With smaller Littrow angles, this visibility is maintained but 
diminishes as the Littrow angle increases unless field widening is applied.
P olarized  at 45*^
Wavcleagili - Mtn
Figure 4-1: Efficiency curve o f selected grating [201]
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Based on Eq. (3.3) and with the grating parameters given in Table 4-1, we have;
-) =  9.201°.„  . _ i  /2 0 0 X 1 X 1 5 9 9 X 1 0 “ ^ \0 =  Sin  ^ ' -------------------- ' —V 2
Equally, the bandwidth of Channel-1 which is the prototype of the instrument is based on the 
simulation as presented in Figure 3-16 and Figure 3-17 and using its expression from Eq. (3.15),
AA =  1605 nm — 1599 nm =  6 nm,
which is equivalent to;
=  (1 X 10^ 4 -1599) cm “ i  -  (1 x  10^ 1605) =  23.379 c m " \
As explained in Sec. 3.3 above, the spectral resolution elements, n, for N  detector elements in
one dimension is However, for the laboratory demonstration prototype, an affordable size
InGaAs array detector was just adequate to develop a proof of concept set-up. The Table 4-2 offers 
a list of prices from different vendors that were considered for this research.
Description/Part
Number
Detector
Size Pixel Size
Detector
Type Unit Price Manufacturer Comments
Sofradir HgCdTe Array 1000x256 30x30|jm 2-D array € 180,000 SOFRADIR Very expensive
Goodrich InGaAs Array 320x256 25x25gm 2-D array $20,000 Goodrkh/SUI $34K for Windowing
Goodrich InGaAs Array 640x512 25x25gm 2-D array $40,000 Goodricb/SUI
Xenics InGaAs Array 320x256 30x30gm 2-D array £12,000 Xenics Infrared Xeva series
Xenics InGaAs Array 640x512 20x20gm 2-D array £15,000 Xenics Infrared Xeva series
Xenics HgCdTe Array 320x256 30x30gm 2-D array £40,000 Xenics Infrared
Starts from£30K. Good fbr 
2.0pm channel
Xenics HgCdTe Array 640x512 15xI5gm 2-D array £100,000 Xenics Infixed Cheetah series
GI1097-0606S InGaAs 64 x64 50x50gm 2-D array £1,600 Hamamatsu
Photonics
additional £2250 frir detector 
head
G11097-0707S InGaAs 128 X 128 50x50gm 2-D array £7,250 Hamamatsu
Photonics
additional £2250 fbr detector 
head
1024 InGaAs 1024 25x250gm linear array $15,000 Goodrkh/SUI
may be possible in SHS with 
cylinder lens
512 InGaAs 512 25x250gm linear array $8,000 Goodrkh/SUI
may be possibk in SHS with 
cylinder fcns
G10768-1024D 1024 25xl00pm linear array £6,550
Hamamatsu
Photonics
may be possibk in SHS with 
cylinder fcns plus additional 
£2900 fbr detector head
G10768-I024DB 1024 25x25gm linear array £6,550
Hamamatsu
Photonks
may be possible in SHS with 
cylinder fcns phis additional 
£2900 fcr detector head
P4638 TE Cooled PbS N/A 4x5mm Sin^e Point £2,500 Hamamatsu
Photonics
Not suitable fi)r SHS
G8373-03 InGaAs Non- 
Cooled
N/A 0 3  mm Single Point £1,200 Hamamatsu
Photonics
Not suitable fiir SHS
P92I7-04 PbS Non- 
Cooled
N/A 4x5 mm Single Point £70 Hamamatsu
Photonics
Not suitable for SHS
Table 4-2: Price list for different detector types [202-204]
Although the Xenics 320 x 256 InGaAs detector array would have offered a better spectral 
resolution with 320 pixels in the dispersive dimension, there was budget constraints which required
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down grading the spectral resolution requirement to using the Hamamatsu’s G11097-0707S 128 x 
128 InGaAs detector enclosed within the Cl 1512-01 camera unit. It should be noted that the 
Hamamatsu’s 128 x 128 detector was manufactured based on our interest in a detector that could be 
slightly higher than the 64 x 64 pixels but still affordable to meet our budget.
The initial consideration for detector was using Xenics’ InGaAs 320 x 256 array detector with 
N=320 pixels. This means that the Nyquist limit for this detector, n  =  j  =  160 spectral resolution 
elements. Recalling Eq. (3.16), we have that the theoretical spectral resolution with this detector 
would be;
5X =  —  =  0.0375 nm or 8a =  3 H Z Î =  q.146 cm“ .^
160 160
However, for space-based spectroscopic observations of atmospheric CO2, a wider bandwidth is 
preferred as shown in Figure 3-17 for an increase in the measurement precision. Due to cost 
constraints, the Hamamatsu’s InGaAs 128 x 128 array detector with a Nyquist limit, n, of 64 
spectral resolution elements will be used for the prototype modelling. These resolution elements 
provide a theoretical spectral resolution of;
AA =  — «  0.0938 nm or 8a =  =  0.365 c m " \
64 64
The resolving power of this system based on Eq. (3.11) is thus;
17134.
0.365 cm
With the Littrow angle of the grating, 6l, the Littrow wavenumber, a and the resolving power, R 
of the system determined as shown above, the width of the grating, W , required to satisfy these 
parameters is estimated by rearranging Eq. (3.20) as;
=  (4.3)
Substituting these parameters into Eq. (4.3), we have;
^  = 4 X 6 2 5 3 .% s ir^ i =  4-28 cm = 42.8 mm.
With the successful estimation of the width of the grating, then the grating Littrow angle and 
Littrow wavelength working in the first order, then the grating selection was effected.
Using Eq. (3.19), the maximum optical path difference, OPDmax is estimated estimated for this 
configuration is given as:
OPDjnax =  4 X 42.8 X cos 9.201 =  27.37 mm.
Therefore, a maximum path difference of 27.37 mm is achieved with an illuminated grating width 
of 42.8 mm.
The theoretical spectral resolution obtain above can be verified from the calculated maximum 
path difference using [195];
~  2(4 tan eL)0PDmax'
From the estimated maximum optical path difference of 27.37 mm, the spectral resolution at Full
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Width Half Maximum (FWHM) can then be estimated using the FWHM equation of Davis et al 
[94]:
FWHM =  1.207 ( ^ ) ,  (4.5)
where L is the maximum optical path difference. Hence, the theoretical spectral resolution at 
FWHM is 0.22 cm '\ Theoretically, it can be seen that this instrument channel meets the spectral 
resolution requirement of 0.27 cm'^ or better as stated in Sec. 1.4.
Following from above, the total number of samples that can be detected is estimated from [195]:
^ s a m p l e s  =  2 ( 4 W(<7^  “  (^ 2 ) sm O j ,  (4.6)
where «  (Tq which is the Littrow frequency and 0 2  is the cut-off frequency.
From Table 4-2, the selected 128 x 128 pixel array detector with pixel size of 50 pm x 5 0  pm, 
the detector dimensions, and Dy, can be calculated as;
^ (4.7)
and
^x — Py ^ (4.8)
where is the pixel size in x dimension, Nx is the number of pixels in x dimension, Py is the pixel
size in y dimension, Ny is the number of pixels in j  dimension.
Since both x and 7  dimensions are equal, the detector size is 6.4 mm x 6.4 mm.
As described earlier, the grating is imaged onto the detector. Comparing the required grating 
width of 42.8 mm to the detector width of 6.4 mm, the required magnification is given as [205];
M = i m a g e  s i z e (4.9)o b j e c t  s i z e ’
where M is the linear magnification. Using Eq. (4.9), we have;
. .  d e t e c t o r  s i z e  6 .4  n - t  rM =  - — :---- :— =  —-  =  0.15.
G r a tin g  s i z e  4 2 .8
The fractional value of 0.15 for magnification represents a demagnification or diminishing of 
the image with respect to the gratings (object) [205]. With this value for magnification, a 
commercial telecentric lens was initially proposed for the exit optics and is shown in Figure 4-2 
below.
I
A
Figure 4-2: Edmund optics high resolution telecentric lenses [206]
However, an affordable option was to use commercial doublet lenses to represent dual 
telecentric which was also applied to the instrument software modelling as presented in the next
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section.
The instrument’s solid angle, (1, based on Eq. (3.22) then becomes;
n  =  =  3.667 X  10"^ sr,
17134  ’
which then results in 0.55° half-angle. This value therefore makes it possible for the fringe contrast 
to be visible and at this point able to operate in a non field-widening mode. Using the throughput 
explanation given in Sec. 3.6, the computed throughput based on a 2" beam-splitter and the solid 
angle achieved above is 9.463 x 10'  ^sr.cm^.
The instrument’s full angle FOV, p, then becomes;
In degrees, the full angle FOV equals 1.238°. From a LEO altitude of 700 km, the spatial 
resolution, 5os, of the system’s 1.6 pm channel is then translated as 15.12 km. This spatial 
resolution falls within ~I2% limit of having clear sky measurements of atmospheric CO2 (see 
Figure 1-3) with about 229 km^ coverage area which was discussed in Sec. 1.4 and given in Figure 
1-3 on the cloud studies carried out on MODIS, GLAS, and CALIPSO [32].
4.3 ZEMAX Optical Design Software
ZEMAX® optical system design software is a program which can model, analyse, and assist in the 
design of optical systems [207]. For this modelling, ZEMAX-EE design tool was used together 
with the ZEBASE-6 optical design database as given in [208]. There are limitations in using 
ZEMAX® to model an SHS for absorption spectra. These limitations centre on the source input 
and pertain to the ZEMAX-EE version. However, modelling emission spectra using ZEMAX is 
more convenient, although random phase rays could not be launched from the source. This 
challenge can be overcome by setting the coherence length of the source to simulate the random 
phase rays. Although ZEMAX® accepts white light as source, modelling absorption spectra is way 
beyond the scope of this design tool. Nevertheless, modelling an emission spectrum to display SHS 
fringe pattern and recover the input wavelengths used by further processing using MATLAB 
routines is vital in order to observe the performance of the instrument. The input wavelength used 
ranges from the Littrow wavelength to the bandwidth limit. Each channel is modelled separately at 
the initial stage and then recombined to form the full system with the aid of a three-mirror 
telescope.
Modelling in ZEMAX® can be done in three modes;
• The Sequential Component (SC) Mode which deals with sequential ray tracing,
• The Non-Sequential Component (NSC) Mode which deals with non-sequential ray tracing
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• The Mixed Mode which combines the two modes.
As defined in [207], sequential ray tracing means rays are traced from surface to surface in a 
predefined sequence starting with zero for the object surface. However, non-sequential ray tracing 
means rays are traced only along a physically realizable path until they intercept an object. Both 
modes were applied in the modelling of the COMSSWIR instrument.
Each channel was partitioned into three modules and modelled using sequential ray tracing. The 
modules include;
1) the front or collecting optics
2) the exit optics
3) the SHS heart with COMSSWIR Channel-1 module
The front optics and the exit optics were modelled using sequential ray tracing while the heart 
of the SHS is incorporated to the final design in non-sequential ray tracing. On completion these 
modules are then recombined in NSC mode to complete the modelling. Finally the whole system is 
then assembled together to give the full COMSSWIR payload.
Generally, rays fall into three categories; meridional, paraxial, and skew. Kingslake and Johnson 
in [209] give a definition of these rays as;
Meridional Rays: These are rays which lie in the plane, usually referred to as the meridional plane, 
containing the lens axis and an object point lying to one side of the axis in a rotationally symmetric 
system.
Paraxial Rays: Paraxial rays are those which throughout their length lie so close to the optical axis 
that their aberrations are negligible.
Skew Rays: Skew rays are those that do not lie in the meridional plane, but they pass in front of or 
behind it and pierce the meridional plane. These rays do not intersect the lens axis.
4.4 Performance Parameters
4.4.1 Field Points
Tracing rays in sequential mode sometimes require the use of field points to specify field heights 
and field angles across the Half Field of View (HFOV). It represents discrete sampling points on 
two dimensional object surface and normally include at least the on-axis and the maximum field 
points [210]. Since the performance in-between the on-axis and the maximum field points may 
change, it is usually necessary to specify an intermediate field point. As stated in [210], field points
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are selected from field values when dividing the fields into n rings of equal areas based on simple 
geometry and can be defined as;
0. HPOV. ^  X HFOV,  g X HFOV, (4.10)
where n is the number of field points and HFOV (Half Field of View) is the radial maximum field. 
In this design, three field points were specified and based on Eq. (4.10), the three field points are;
0, 0.707 X HFOV and 1 x  HFOV.
It should be noted that the field points specified were given in two dimensions thereby having 
five fields for the modelling. With the fields defined, the merit function is then used to optimise the 
system for improved performance on criteria such as the Root Mean Square (RMS) spot size. 
Modulation Transfer Function (MTF), Point Spread function (PSF) and ray fan plot.
4.4.2 Spot Diagrams and the RMS Spot Size
A spot diagram is a method of obtaining information about the aberrations of a lens [211]. It 
illustrates the geometrical image blur corresponding to a point object and it is one of the best ways 
to view the effect of aberrations. It is intended effectively to give a visual representation of the 
image of a point object although it may be difficult to infer which type of aberration is present in 
the image. As further explained in [212], the spot diagram is a map of the impact points of the 
photons on the image surface and gives the aggregate of the piercing points of rays on the surface. 
However, the spot diagram is considered hased on its spot size for a given field or wavelength. 
Therefore, the RMS spot size is a geometric assessment of image quality, based on ray landing 
coordinates in the image plane. The radial distance from the reference point to the place in the 
image plane where the ray landed is computed, squared, averaged and the square root is then 
calculated [20]. This computation indicates where a particular field and wavelength occurs in the 
image plane and also provides an insight of the expected radiant power at that particular area. Once 
the spot diagram is found, the number of rays intersecting the image plane inside a circle o f a 
chosen size can then be counted with the assumption that each ray bears the same amount of 
energy. This procedure gives rise to another parameter called “encircled energy distribution” [213].
The spot diagram also gives the Airy disc radius. Blackwell and Thornton in [205] stated clearly 
that a lens capable of producing an Airy disc is substantially free from aberrations and is referred to 
as diffraction-limited. The size of the Airy disc radius, Ar, given in pm is expressed as [205]:
Ar =  1.22A/#. (4.11)
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4.4.3 Modulation Transfer Function
Modulation Transfer Function (MTF) is a vital and common tool in describing the resolution 
capability of an optical system which measures the amplitude response produced by a lens over a 
range of spatial or angular frequencies [205]. According to Smith [214], the MTF is defined as the 
“ratio of the modulation in the image to that of the object as a function of the frequency (cycles per 
unit of length”. It can also be described as a direct measure of how well the various details in the 
object are reproduced in the image up to the limiting Nyquist frequency which is the cut-off 
frequency. Typically the MTF is measured in units of cycles/mm.
As stated in [205, 214], the 0% modulation point which defines the cut-off frequency, can be 
calculated as:
where NA^ the Numerical Aperture of the optical system is given as NA = fiD , with f  being the 
focal length and D is the aperture diameter, X is the longest wavelength, j/7# is the f-number and m 
is the magnification factor which in this case is the demagnification {-m).
In terms of the resolution elements of the system, the cut-off frequency, <Tc, can be estimated as;
_  N u m b e r  o f  r e s o lu t i o n  e le m e n t s
W id th  o f  d e t e c t o r  ' (  • )
It has been stated in [20], that while the MTF parameter is of great importance because fine 
spatial details can be spatially resolved, it is however not considered as a stringent limiting factor in 
atmospheric monitoring since larger scale of spatial features and non-geometrical patterns of the 
atmosphere are observed. Using an optical design tool such as ZEMAX®, the MTF is computed 
after creating a spot diagram by tracing numerous rays through a lens.
4.4.4 Point Spread Function
The Point Spread Function (PSF) of an optical system describes the response of the system to a 
point source or point object. It differs from spot diagrams in that diffraction effects are taken into 
consideration in this analysis. An aberration-free PSF represents the ultimate imaging performance 
that can be achieved by the system. The magnitude and direction of the energy spread around the 
area initially predicted by the spot diagram is extremely important for any spectrometer design 
[20]. It can be represented in logarithmic, linear or cross-sectional form. According to the Rayleigh 
criterion, two monochromatic components of equal intensity are considered to be just resolved if 
the principal intensity maximum of one coincides with the first intensity minimum of the other 
[215]. The Rayleigh criterion can be further explained that if two point sources are separated by the 
Rayleigh distance, which is the size of the Airy disc radius given in Eq. (4.11), then the two point 
sources can be resolved in the focal plane image [192].
-  103
Chapter 4. Methodology fo r  SWIR SHS
4.4.5 Encircled Energy
As introduced in Sec. 4.4.2 above, the encircled energy plot is another approach in displaying light 
distribution in a point spread function whereby the integrated PSF light enclosed inside a circle is 
plotted as a function of circle radius [20]. Its values are given as a fraction or percentage of total 
illumination which is relative to the encircled energy for a circle of very large radius [212]. Since it 
is expected that all point spread function be contained in the active pixel area, then the energy 
should be contained within the spot size radius. Therefore an encircled energy plot helps to 
ascertain the effectiveness of the radiation being detected.
4.4.6 Field Curvature, Ray fan and Distortion
The field curvature plot shows the distance from the image surface to the paraxial image surface as 
a function of field coordinate. Its performance is analysed in terms of the ray fan plots and the field 
curvature/distortion plots.
One of the most important tools for diagnosing the nature of aberrations in optical systems is 
through ray fan plots. It shows ray aberrations as a function of pupil coordinate and represents a 
collection of rays from one object point lying in one plane. As explained in [20, 212], this plane 
passes through the centre of the entrance pupil, with the fan extending from one side of the pupil to 
the other at various heights (Px and Py). As the ray intercepts the image surface, it generally falls at 
some small nonzero distance away from the chief ray. This transverse distance from the chief ray is 
the ray height error or aberration corresponding to a pupil zone height [20]. Smith in [212] explains 
that two different rays intersecting the entrance pupil along the y-axis and x-axis, can be traced for 
two specific fans from a given object point thereby forming the tangential or meridional fan and the 
sagittal or the radial fan respectively.
Distortion in an optical imagery system occurs when the image formed is not geometrically 
similar to the object, thereby having a non-linear factor of the object in its image dimension [209]. 
It is found by tracing a meridional principal ray from an off-axis object through the centre o f the 
entrance pupil and determining its intersection height in the paraxial focal plane [214]. In units of 
percentage, it is defined as the real ray height, minus the reference ray height, divided by the 
reference ray height, times 100, where the reference ray height is computed by tracing a real ray 
from a very small field height, and then scaling the result as required [216].
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4.5 ZEMAX Model of COMSSWIR Channel !
4.5.1 COMSSWIR Channel-1 Front Optics
The front optics aperture was estimated based on the size of the grating that needs to be 
illuminated. With a grating width of 4.28 cm which is greater than a one-inch standard optics size, a 
two-inch optic size component was chosen to satisfy this concept. Using the sequential ray tracing 
tool, the front optics and exit optics were modelled based on the availability of components from 
Commercial-Off-The-Shelf (COTS) products.
For the front optics, the main aim was to provide proper collimation that can illuminate the 
entire grating without over-filling. As explained in Sec. 3.1, a collimated beam is required to pass 
through the beam-splitter before reaching the gratings. This can be accomplished by using two lens 
systems as presented in Figure 4-3 below.
Figure 4-3: ZEMAX shaded model o f the collimating optics
In its layout diagram form as presented in Figure 4-4 the optics used for the collimation was a 
pair of two-inch achromatic doublets from Thorlabs. Achromatic doublets are useful for controlling 
chromatic aberrations and are frequently used to achieve a diffraction-limited spot when using a 
monochromatic source like a Laser. These doublets which are designed for use in the SWIR 
spectral region (1050 nm -  1620 nm or C-Coated) are computer optimised at infinite conjugate 
ratios [214, 217]. Practically, a spatial filter would be required in between achromatic doublet pair 
(at the focus point) in order to limit the spot diameter that would constitute aberrations/noise at the 
detector.
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Layout
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Figure 4-4: ZEMAX Layout diagram o f the collimating optics using a pair o f achromatic
doublets
However, for the laboratory demonstration, the two inches achromatic doublet was paired with a 
two-inch aspheric lens whose effective focal length is 100 mm, thereby reducing the optical path 
length as shown in Figure 4-5. The two-inch aspheric lens was originally design to collimate a 
point source such as a Laser. This new collimation illuminates the same area of the gratings but at a 
shorter path length.
Figure 4-5: ZEMAX shaded model of the collimating optics for lab demonstration
The layout diagram of this collimated optics for laboratory demonstration is presented in Figure 
4-6 below. This arrangement ensures a maximum fill on the detector, compared to having the 
optical components in reversed order.
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3D L a y o u t
C o l lim a t in g  O p t ic s  U sing  COTS co im o n en ts  f o r  Ch 1 Ikpaya Ikpaya
Surrey Space Centre
Figure 4-6: ZEMAX Layout diagram o f the collimating optics using an achromatic doublet
and aspheric lens
4.5.2 COMSSWIR Channel-1 Exit Optics
4.5.2.1 The Second Exit Optics
With the front optics modelled for Channel-1 of the COMSSWIR instrument, the next stage was to 
model the exit optics rather than modelling the heart of the SHS which primarily consist of a beam­
splitter and two diffraction gratings. Using the sequential component mode, the exit optics was 
divided into two sections; the first exit optics and the second exit optics.
The exit optics was modelled with three field points arranged in two dimensions to have a better 
performance for the exiting wavefronts. It also had three input wavelengths, starting with the 
Littrow wavelength, the mid wavelength and the maximum wavelength of the desired spectral 
range from Channel-1 as given in the MODTRAN simulation of Figure 3-16 and Figure 3-17. The 
rays from the first exit optics meet at a spot before propagating to the second exit optics (see Figure 
4-11).
Figure 4-7: ZEMAX shaded model of second exit optics
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This spot is therefore used as the entrance optics diameter for the second exit optics modelling 
(Figure 4-7). In the absence of custom-made or COTS telecentric optics, the model given for the 
exit optics provides a good estimation of its performance due to the size of the detector which 
requires a demagnification of the exit beam and is presented below. Thorlabs COTS components 
were used for this modelling and were effectively optimized using the ZEMAX optimization tool.
Ikpaya Ikpaya
Figure 4-8: Sequential mode layout diagram o f second exit optics (optimised achromatic
doublet)
Using the powerful ZEMAX® optimization tool, this exit optics was corrected for all known 
aberrations and distortions. With the division of the entrance pupil into equal areas and tracing a 
ray from the object point through the centre of each of the small areas, the appearance of a point 
image with a fair degree of accuracy can be predicted from the geometric ray-tracing results [214]. 
The performance parameters yielded from the ray tracing results as explained in Sec. 4.4 is
presented below.
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Figure 4-9: Spot diagram for second exit optics modelling for COMSSWIR Channel 1
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The second exit optics spot diagram shown in Figure 4-9 above has all fields encompassed by 
the diffraction limited Airy radius. This shows that the second exit optics is substantially free from 
aberrations. With an Airy radius of 17.36 pm, and using Eq. (4.11), then the f-number of this sub- 
module is f/8.86.
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Figure 4-10: Diffraction limited MTF for second exit optics o f COMSSWIR Channel !
The MTF as presented in Figure 4-10, describes the resolution capability of the optical system. 
Using Eq. (4.12), the cut-off frequency for this sub-module can be estimated as ~60 cycles/mm. It 
can be seen that MTF across all fields; on-axis, middle and ends of the FOV operate at very high 
performance and have similarities among them.
With the performance achieved above, the second exit optics is then incorporated into the first 
exit lens to yield the complete exit optics.
4.S.2.2 The COMSSWIR Channel ! Complete Exit Optics
Having successfully modelled an aberration-free second exit optics, the complete exit optics was 
designed by bringing together these exit optics (first and second exit optics) together with a 
representation of a 2-inch beam-splitter and a grating situated in its Littrow configuration as shown 
in Figure 4-11. This approach of modelling the relay optics has been adapted from the work of 
Powell and Cheben in [218, 219]. It must be noted that all components used for this module were 
chosen based on their availability from COTS component, although they were optimised using 
ZEMAX optimization tool, to analyse its performance. Modelling of optics operating in the visible
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spectral region is not as complex as a similar model in the SWIR spectral region. A layout diagram 
of the complete exit optics is presented in Figure 4-11.
3D Layour
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Figure 4-11: Layout diagram of complete exit optics for COMSSWIR Channel-1 using 
sequential mode
The spot diagram for the complete exit optics of Channel-1 is presented in Figure 4-12 below.
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Figure 4-12: Spot diagram for complete exit optics modelling for COMSSWIR Channel-1
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From the spot diagram above, it can be seen that the Airy radius is 13.6 pm. This translates to an 
f-number of f/6.95 using Eq. (4.11). Its corresponding MTF plot has a cut-off frequency of 78 
cycles/mm and is presented in Figure 4-13.
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Figure 4-13: Diffraction limited MTF for complete exit optics modelling for COMSSWIR
Channel-1
However, using the Hamamatsu’s InGaAs detector with a resolution element of 64 (x-axis pixel 
dimension is 128) and detector dimension of 6.4 mm, this has a Nyquist limit of 10 cycles/mm 
based on Eq. (4.13). At this Nyquist limit, the performance of this system can be seen to be about 
80% across all fields.
As explained in Sec. 4.4 above, other parameters analysed for this module include the Points 
Spread Function (PSF), the encircled energy, the ray fan and field curvature/distortion plots.
An aberration-free PSF representing the ultimate imaging performance that the exit optical 
system can achieve with the irradiance or light intensity shown as a function of position on a two- 
dimensional image surface is presented below. This Fast Fourier Transform (FFT) PSF computes 
the intensity of the diffraction image formed by the optical system for a single point source in the 
field. The FFT follows the work of Cooley and Tukey [220] in digital method of computing FT. 
The intensity which is computed on an imaginary plane is centred on and lies perpendicular to the 
incident chief ray at the reference wavelength. This reference wavelength is the primary 
wavelength for polychromatic computations as in this case. The FFT PSF algorithm exploits the 
fact that the diffraction PSF is related to the Fourier Transform of the complex amplitude of the 
wavefront in the exit pupil of the COMSSWIR Channel-1 complete exit optics module. The
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amplitude and phase in the exit pupil are computed for a grid of rays, an FFT is then performed, 
and the diffraction image is finally computed. Figure 4-14 displays the logarithmic FFT Point 
Spread Function.
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Figure 4-14: Logarithmic Point Spread Function for COMSSWIR Channel !
Since the PSF is computed directly from the phase in the exit pupil, the orientation of the 
coordinate system may not be adequately correct, hence, a cross-section of the middle of the 
logarithmic PSF shown above is represented below in Figure 4-15.
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Figure 4-15: Point Spread Function cross-section for COMSSWIR Channel-1
The light distribution provided by the PSF is then further analysed using the encircled energy
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plot as explained in Sec. 4,4.5. The encircled energy plot is displayed in Figure 4-16 below.
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Figure 4-16: Diffraction encircled energy for COMSSWIR Channel-1
From Figure 4-16, the encircled energy for all fields is seen to be contained within a circle of 
radius where the energy begins to stabilize after the steep rise. This circle of radius occurs at about 
13 pm. This value is about the size of the spot size given earlier in Figure 4-12. With a reference 
pixel radius of 40 pm as shown in the spot diagram, it therefore means that the energy is contained 
within the active pixel area and does not extend to the inter-pixel gap, hence making it possible to 
effectively detect the radiated energy.
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Figure 4-17: Ray fan plot for COMSSWIR Channel-1
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For the ray fan plot which was explained in Sec. 4.4.6, the tangential fan is the plot of the 
difference between the ray coordinate (x or y) and the chief ray coordinate at the primary 
wavelength, as a function of the y  pupil coordinate. It is often used to indicate an aberration called 
astigmatism which is generated by a change in back focal length (BFL) with off-axis angle or 
distance.
However, the sagittal plot is the difference between the ray coordinate and the chief ray 
coordinate as a function of the x pupil coordinate. With all wavelengths shown as given in Figure 
4-17, the plot is referenced to the primary wavelength chief ray.
Across all fields, the ray fan plot as given in Figure 4-17 achieves nearly flat curves with 
reference to the horizontal axis for all wavelengths (1.599 pm, 1.602 pm and 1.605 pm) thereby 
giving an in-focus image for this optical system. The field curvature/distortion plot as explained in 
Sec. 4.4.6 is given in Figure 4-18 below.
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Figure 4-18: Field curvature/distortion plot for COMSSWIR Channel-1
4.5.3 The SHS Heart with COMSSWIR Channel-1 Module
The SHS as previously explained comprises primarily of a beam-splitter and two gratings. 
Modelling of this module in sequential component mode would require multiple configurations 
with each arm of the gratings placed in different configurations thereby creating a complex model. 
Therefore, using the non-sequential ray tracing mode as explained earlier, the COMSSWIR 
Channel-1 module was assembled and is presented Figure 4-19 below.
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Figure 4-19: Non-sequential mode layout model o f COMSSWIR Channel ! Instrument
In non-sequential mode, rays can be traced and analysed to see the performance of the system as 
presented in Figure 4-20 together with an inset of the detector fringe pattern. The fringes can then 
be viewed (as in the inset) and analysed by further processing using MATLAB tool. The fringes 
recorded on the detector are from the number of rays traced from the input source. The non­
sequential mode modelling of ZEMAX® is very powerful compared to the sequential mode but 
does not accurately model the entire wavefront nature of the interference. Rather, the program 
traces individual rays and keeps track of phase as the rays impact the detector. The rays are 
randomly launched and there is no method of launching equal distribution of rays in each direction.
m m
r '
Figure 4-20: Non-sequential mode shaded model o f COMSSWIR Channel ! instrument after 
ray tracing with an inset of the detector fringe pattern
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The steps taken for modelling Channel-1 as described in Sec. 4.2.1 up to Sec. 4.S.2.2 was 
carried out using of a small size detector of 128 x 128 pixels at a reduced bandwidth of about 6 nm, 
since this represents the laboratory prototype model. However, using a higher resolution detector of 
320 X 256 pixels at an increased bandwidth of ~12 nm, which covers the spectral region of interest 
given in Figure 3-17, would follow the same procedure. Table 4-3 summarizes the parameters 
achieved from using both the 128 x 128 pixel and 320 x 256 pixel detectors. The spatial resolution 
is estimated from a spacecraft altitude of 700 km as mentioned in Sec. 4.2.1.
Parameter Channel-1 Prototype model
C h an nel! 
Flight model
Grating specifications: Size 
Clear aperture 
Groove density 
Blaze wavelength 
Nominal blaze angle 
Catalogue number
58 mm x 58 mm x 10 mm
52 mm x 52 mm
200 lines/mm
1700 nm
10°
53006BK01-630R
68 mm x 68 mm x 6 mm 
64 mm x 64 mm 
200 lines/mm 
1700 nm 
10°
53119BK01-630R
Detector size 128 X 128 pixels 320 X 256 pixels
Pixel size 50 pm X 50 pm 30 pm X 30 pm
Detector dimension 6.4 mm x 6.4 mm 9.6 mm X 7.68 mm
Spectral range, 
in wavelength (nm) 
in wavenumbers (cm‘ )^
1599 nm to 1605 nm 
6230.53 cm * to 6253.91 cm *
1599 nm to 1610.7 nm 
6208.48 cm * to 6253.91 cm *
Spectral resolution elements, n 64 160
Grating Littrow angle, 6. 9.201° 9.201°
Bandwidth, Æ , innm 
Ag, in cm’*
6 nm
23.379 cm*
11.7 nm 
45.44 cm *
Spectral resolution, ôX, in nm 
ÔG, in cm’*
0.09375 nm 
0.365 cm *
0.0727 nm 
0.284 cm*
Resolving power, R 17,134 21,984
Grating width illuminated, W 42.8 mm 54.96 mm
Maximum OPD, ô^ ax 27.37 mm 35.15 mm
Resolution (% FWHM 0.22 cm’* 0.17 cm *
Solid angle, Q 3.667 X 10"* sr 2.858 X 10"* sr
Full angle FOV, /? 0.0216 rads 0.0191 rads
Spatial resolution 15.12 km 13.34 km
Magnification 
(demagnification), M
0.15 0.17
Table 4-3: Summary o f performance parameters achievec from using the laboratory
prototype model and the flight model
With the rays traced from each model (inset of Figure 4-20 gives an example), the interferogram 
is Fourier-transformed to recover the input wavelengths employed for the channel modelling. 
Figure 4-21 and Figure 4-22 show the recovered spectra from Channel-1 prototype and flight 
models respectively. The limitations of ZEMAX® design tool with regards to emission and 
absorption spectrum as mentioned in Sec. 4.3, gives rise to the processing of the fringes to produce
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emission spectrum rather than absorption spectrum. Due to the random nature in which rays are 
launched in NSC mode as stated above, artifacts are generated and gives rise to harmonics as can 
be clearly seen in Figure 4-21 . An increase in the background noise across both spectra can also be 
attributed to the nature in which the rays are launched randomly.
Recovered spectrum for Channel-1 Prototype
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Figure 4-21: Recovered spectrum from ZEMAX Channel-1 breadboard modelling
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Figure 4-22: Recovered spectrum from ZEMAX Channel-1 flight model
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4.6 ZEMAX Model of COMSSWIR Channel-2
4.6.1 COMSSWIR Channel-2 Optics Parameters
Similar to the method used in modelling Channel-1, the grating selection was the first step in 
modelling this module based on COTS component availability of the grating and the detector. The 
detector used is the Xenics 320 x 256 pixels Mercury Cadmium Telluride (MCT or HgCdTe) array 
detector (Table 4-2) with pixel pitch of 30 pm x 30 pm while the grating is a Newport reflection 
grating with catalogue number 53013BK01-760R. The grating parameters as given by the 
manufacturer are tabulated in Table 4-4 while its efficiency curve is provided in Figure 4-23.
G rating P aram eter Specification
Size 90 mm X 90 mm x 16 mm
Clear Aperture 84 mm x 84 mm
Groove Density 150 lines/mm
Blaze wavelength 2000 nm
Nominal blaze angle 8.6°
Coating Aluminium
Table 4-4: Grating param eters for COMSSWIR Channel-2 module
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Figure 4-23: Efficiency curve of selected grating for COMSSWIR Channel-2 module [201]
1 1 8 -
Chapter 4. Methodology fo r  SWIR SHS
Considering the co-location (“looking” at the same scene) of both spectral channels (Channel-1 
and Channel-2), it is expected that both channels have the same spatial resolution. Therefore, two 
cases (or options) were also developed for Channel-2. The first option will use the spectral range of 
2045 nm too 2060 nm while the second option will have a spectral range of 2045 nm to 2064 nm as 
given in the MODTRAN simulation of Figure 3-18. Based on a grating groove density of 150 
lines/mm operating in the first order, and using Eqs. (3.11) to (3.23) and Bqs. (4.1) to (4.9) as given 
in Secs. 3.3 and 4.2.1 respectively, the Littrow angle of the grating, 6, the bandwidth of operation, 
Aa (or J2), spectral resolution elements, n, the spectral resolution ôa, the Resolving power, R, the 
width of the grating to be illuminated, W, the solid angle, Ü and the full angle Field of View 
(FOV), P, are provided in Table 4-5 as below as general parameters used for the modelling of 
Channel-2 module options.
Param eter Channel-2: Option 1 (to use with Ch-1 Prototype Model)
ChanneI-2: Option 2 
(to use with Ch-1 Flight Model)
Grating specifications: Size 
Clear aperture
68 mm x 68 mm x 6 mm 
64 mm x 64 mm
90 mm X 90 mm x 16 mm 
84 mm x 84 mm
Groove density 150 lines/mm 150 lines/mm
Blaze wavelength 2000 nm 2000 nm
Nominal blaze angle 8.6° 8.6°
Catalogue number 53119BK01-760R 53013BK01-760R
Detector size 320 X 320 pixels 320 X 256 pixels
Pixel size 30 pm X 30 pm 30 pm X 30 pm
Detector dimension 9.6 mm x 7.68 mm 9.6 mm x 7.68 mm
Spectral resolution elements, n 160 160
Spectral range, 
in wavelength (nm) 
in wavenumbers (cm'*)
2045 nm to 2064 nm 
4844.96 cm * to 4889.97 cm *
2045 nm to 2060 nm 
4854.37 cm * to 4889.97 cm *
Grating Littrow angle, 6. 8.82° 8.82°
Bandwidth, AX, in nm 19 nm 15 nm
Aa, in cm'* 45.01 cm* 35.6 cm *
Spectral resolution, SX, in nm 
ÔG, in cm *
0.11875 nm 
0.285 cm *
0.09375 nm 
0.2225 cm *
Resolving power, R 17,134 21,984
Grating width illuminated, W 57.13 mm 73.3 mm
Maximum OPD, S^ ax 35.04 mm 44.96 mm
Resolution (a), FWHM 0.17 cm* 0.13 cm *
Solid angle, Q 3.667 X 10"* sr 2.858 X 10"^  sr
Full angle FOV, p 0.0216 rads 0.0191 rads
Spatial resolution 15.12 km 13.34 km
Magnification 
(demagnification), M
0.17 0.13
Table 4-5: Summary of performance param eters for two modelling options of COM SSW IR
Channel-2 module
From Table 4-5 above, it can be observed that a wide broadband spectral coverage is attainable 
using this instrument while also yielding a very high spectral resolution as required in the scientific 
requirement. The solid angle obtained for Option-1 yields a half-angle of 0.55° as in the Channel-1
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prototype case and 0.48° for Option-2, thereby providing visible fringe contrast on the detector 
without the need for field-widening in both options. The full angle FOV was used to estimate the 
spatial resolution from a spacecraft altitude of 700 km. The spatial resolution obtain for both 
options achieves a clear sky coverage of -12%, thereby meeting the clear sky coverage requirement 
with a resolution coverage area of -229 km2 and -178 km^ for Option-1 and Option-2 respectively, 
based on Figure 1-3, However, the steps taken below (Secs 4,6,2 to 4,6,4) for the modelling of 
COMSSWIR Channel-2 is based on Option-2 but also applies to Option-1,
4.6.2 COMSSWIR Channel-2 Front Optics
Similar to the method used in modelling Channel-1 optics design, the parameters given in Tables 3 
and 4 were used to model the front optics of Channel-2, The aim of this model is to provide a 
collimated beam to illuminate the size of the grating as detailed in Table 3, For this model, a pair of 
achromatic doublets was used and is given in Figure 4-24 below.
Figure 4-24: ZEMAX shaded model of the collimating optics for Channel-2
4.6.3 COMSSWIR Channel-2 Exit Optics
4.6.3.1 Channel-2 Second Exit Optics
With the same procedure as in Channel-1, Channel-2 optics was modelled in modules; the second 
exit optics module, the complete exit module and the SHS heart module. Modelling in parts helps 
to eliminate potential aberrations at the different module stages. The Channel-2 exit optics was 
modelled using three field points on two dimensions as in Channel-1 together with spectral inputs 
from Figure 3-16 and Figure 3-18 of the MODTRAN simulation. The Channel-2 second exit optics 
which has a design similar to an F-theta lens for CO2 laser is presented below in Figure 4-25,
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3D Layout:
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Surrey Space Centre
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Figure 4-25: Sequential ray tracing layout diagram o f Channel-2 second exit optics
After optimization, the spot diagram obtained from the sequential ray tracing of this second exit 
optics is presented Figure 4-26 below. From Sec. 4.6.3.1 above, the spot diagram of the second exit 
optics of Channel-2 yields an t77.54 optics based on the Airy disc radius of 18.95 pm.
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Figure 4-26: Spot diagram for second exit optics modelling o f COMSSWIR Channel-2
The MTF diagram presented in Figure 4-27 can be seen to have a better performance across all 
fields with a cut-off frequency of ~57 cycles/mm based on the Eq. (4.12) given in Sec. 4.4.3 and 
using the Airy radius of 18.95 pm as can be deduced from Figure 4-26. The resolution element 
MTF will be examined for the complete exit channel modelling.
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Figure 4-27: Diffraction limited MTF for second exit optics o f COMSSWIR Channel-2
4.6.3.2 The COMSSWIR Channel-2 Complete Exit Optics
With the initial of the first exit optics and combining with the second exit optics, the complete exit 
optics in sequential ray tracing was then modelled. This combinantion required further optimization 
to form a complete module.
3D Layout
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Figure 4-28: Complete exit optics layout diagram o f COMSSWIR Channel-2
With reference to the performance parameters earlier highlighted in Sec. 4.4 above and similar 
to that carried out for Channel-1, the complete exit optics model for Channel-2 using sequential ray 
tracing also yielded positive results. These performance parameters are analysed below.
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Figure 4-29: Spot diagram for complete exit optics modelling o f COMSSWIR Channel-2
From the spot diagram displayed in Figure 4-29, an Airy disc radius of 22.22 pm was achieved. 
This yields an f/8.8 optics using Eq. (4.11) and amounts to a cut-off frequency of -49 cycles/mm in 
its MTF estimation. Using the actual detector elements, a spatial frequency of 16.66 cycles/mm 
(Eq. (4.13)) achieves an MTF performance of >50% across all fields as displayed in Figure 4-30 
below.
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Figure 4-30: MTF plot for complete exit optics modelling o f COMSSWIR Channel-2
Other parameters equally analysed for this module include the Points Spread Function (PSF), 
the encircled energy, the ray fan plots and field curvature/distortion as explained in Sec. 4.4.4
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above.
Similar to Channel-1, the diffraction PSF is related to the Fourier Transform of the complex 
amplitude of the wavefront in the exit pupil of the COMSSWIR Channel-2 complete exit optics 
module and is presented in Figure 4-31 in its logarithmic form as the logarithmic FFT Point Spread 
Function.
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Figure 4-31: Logarithmic Point Spread Function for COMSSWIR Channel-2
Again, with the explanation given in Sec. 4.5.2.2 for the PSF cross-section, the Channel-2 PSF 
cross-section taken from the middle of the logarithmic PSF shown above is represented below in 
Figure 4-32.
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Figure 4-32: Point Spread Function cross-section for COMSSWIR Channel-2
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The diffraction encircled energy plot for the COMSSWIR Channel-2 exit optics module as 
explained in Sec. 4.4.5 and earlier performed for Channel-1 in Sec. 4.5.2.2 is given below in Figure
4-33.
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Figure 4-33: Diffraction encircled energy for COMSSWIR Channel-2
From the above diagram, it can be seen that the encircled energy distribution for all fields falls 
within a circle o f radius where the energy begins to stabilize after the steep rise at about 30 pm. 
Although this is greater than the spot-size given in Figure 4-29, it is still within the reference pixel 
radius of 50 pm shown in the diagram. This therefore shows that the energy is contained within the 
active pixel area and does not extend to the inter-pixel gap, hence making it possible to effectively 
detect the radiated energy in this channel.
Also, with reference to Sec. 4.4.6, the Channel-2 complete exit optics ray fan plot as explained 
in Sec. 4.5.2.2 is presented in Figure 4-34 below.
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Figure 4-34: Ray fan plot for COMSSWIR Channel-2
From Figure 4-34, it can be seen that the ray fan plot achieves nearly flat curves across all fields 
with reference to the horizontal axis for all wavelengths (2,0455 pm, 2.0500 pm and 2.0600 pm), 
thereby giving an in-focus image for this optical system. Equally, the field curvature/distortion plot 
explained Sec. 4.4.6 is displayed in Figure 4-35 below.
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Figure 4-35: Field curvature/distortion plot for COMSSWIR Channel-2
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4.6.4 The SHS Heart with COMSSWIR Channel-2 Module
With the same technique applied to Channel-1 module, the sequential ray trace of the complete exit 
optics of Channel-2 was converted to NSC mode in order to use a single configuration to complete 
the design and test its performance as a whole sub-system.
3D Layout.
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Surrey Space Centre
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Figure 4-36: Non-sequential mode layout model for COMSSWIR Channel-2 module
Since the original concept for the COMSSWIR instrument was to operate in two separate 
wavebands, then it is only practical to for the incoming light beam to be split into two with the aid 
of a dichroic beam-splitter incorporated inside a three-mirror telescopic structure. The choice of 
this telescope structure will be explained in detail in the next section. With this concept, Channel-1 
exit optics module was modelled from the +y direction towards the - y  direction while the Channel- 
2 exit optics was modelled from - y  direction towards +y direction as shown in Figure 4-36 above.
In its shaded model, where the optical elements can be visualise clearly, the fringe pattern 
output from the detector is superimposed on the COMSSWIR Channel-2 module and is displayed 
below in Figure 4-37. As explained earlier, one o f the advantages of using the NSC mode is in ray 
tracing analysis. Using three input wavelengths, about 20 million rays were traced to check the 
performance o f this model. Similar to that done on Channel-1, the data is then Fourier transformed 
to recover the input spectrum.
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Figure 4-37: Non-sequential mode shaded model for COMSSWIR Channel-2 module with 
the detector fringe pattern as an inset.
The wavelengths used for the above model were 2.0455 pm, 2.0500 pm, and 2.0600 pm. Using 
a MATLAB Fast Fourier-transform (FFT) routine, the fringe pattern or the interferogram 
superimposed in Figure 4-37 is then Fourier-transformed to recover the spectrum and is given in 
Figure 4-39 below.
Recovered spectrum for COMSSWIR Channel-2
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Figure 4-38: Recovered spectrum from Channel-2 Option-2 modelling
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Figure 4-39: Recovered spectrum from Channel-2 Option-1 modelling
4.7 The Telescope Model
With the COMSSWIR instrument incorporating two channels (Channel-1 and Channel-2) operating 
in the SWIR and targeting the same scene for atmospheric sounding measurements, then the same 
column of light input from the target scene reaches the instrument channels. This column of light 
can reach the instrument channels with the aid o f a telescopic aperture. When the light beam 
reaches the telescope, it is split into two beams with the aid o f a dichroic beam-splitter. Along each 
channel arm where the light beam propagates, an interference filter (broad band) is placed to ensure 
that only rays within the operating frequency o f that particular channel pass through to the SHS 
arm. Further along the Channel arm, an interference filter is then placed after passing through the 
SHS heart module before reaching the detector.
Initially, a Newtonian and a Cassegrain type telescopes were proposed with a beam-splitter 
placed inside it to split the incoming beam to the instrument channels. However, it was discovered 
that the annulus within these telescopes constitute an obscuration that blocks out useful signal from 
reaching the detector. The obscuration was however brought to its barest minimum for these 
telescope designs but still gets recorded on the detector.
In solving the obscuration problem highlighted above, a three-mirror telescope design was 
introduced into the model [208, 221]. The model is based on the on-axis field for six wavelengths 
covering the two channels. The wavelengths used are; 1.5990 pm, 1.6020 pm, 1.6050 pm, 2.0455 
pm, 2.0501 pm and 2.0600 pm.
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Figure 4-40: Three-mirror telescope layout design for COMSSWIR Instrument showing
direction of rays’ propagation
From Figure 4-40, it can be seen that the rays propagate through the primary or first mirror to 
the second mirror before being collimated by the third mirror where it propagates to the channels. 
The shaded model version of the above layout diagram is presented in Figure 4-41 below.
Figure 4-41: Shaded-model diagram of the three-mirror telescope for COMSSWIR
Instrument
Similar to the analyses carried out for the Channels, it was paramount to remove all forms o f 
aberrations especially spherical aberrations and coma by using the powerful optimization tool.
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Figure 4-42: Spot diagram for the three-mirror telescope design
The spot diagram displayed in Figure 4-42 has an Airy disc radius of 5.52 arc-sec with all 
wavelengths concentrated at a point as can be observed in the diagram. It provides an encircled 
energy distribution plot as given in Figure 4-43.
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Figure 4-43: Encircled energy plot for on-axis field of the three-mirror telescope design
From Figure 4-43, it can be seen that the encircled energy distribution for the on-axis field falls 
within the spot radius o f 5.52 arc-sec taken as the diffraction limit in the above diagram and the 
energy begins to stabilize after the steep rise at about the spot size radius. As explained earlier, this 
shows that the energy is contained within the active pixel area and does not extend to the inter-pixel
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gap, hence making it possible to effectively detect incoming radiation in this system. 
The MTF of the three-mirror telescope is provided in below in cycles/arc-sec.
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Figure 4-44: Polychromatic MTF plot for on-axis field of the three-mirror telescope design
As expected for an aberration-free system, the ray fan plot as given in Figure 4-45 achieves 
perfectly flat curve for the on-axis field, with reference to the horizontal axis for all wavelengths 
(1.5990 pm, 1.6020 pm, 1.6050 pm, 2.0455 pm, 2.0501 pm and 2.0600 pm) thereby giving an in­
focus image for this telescope system.
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Figure 4-45: Ray fan plot for on-axis field of the three-mirror telescope
Similarly, the field curvature/distortion plot as explained in Sec. 4.4.6 is given in Figure 4-46
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below and shows no element of distortion in the system.
l.X
Diopters
o.ocs-tooc
Percent
Field Curvature / F-Tan(Theta) Distortion
Three-mirror Afocal Telescope Design 
20/02/2013
Haximam Field is 0.000 Degrees. 
SîRlcigtts; 1.ÎH l.îOI l.cCo ï.OM
Ikpaya Ikpaya
S u r r e y  Spa c e  Centre
îclcsccçc Desigt foi C3K33 :E3trB»r.t.îE 
Configuration 1 of 1
Figure 4-46: Field curvature/distortion plot for on-axis field of the three-mirror telescope
4.8 The COMSSWIR Instrument
Having successfully modelled all the modules required for the COMSSWIR instrument, the 
complete instrument is then achieved by assembling all the modules together using ZEMAX® non­
sequential ray tracing. By combining Channel-1 and Channel-2 to the three-mirror telescope 
design, the COMSSWIR instrument is achieved and is presented below in Figure 4-47.
3D Layout
Ikpaya Ikpaya
Surrey Space Centre
rompact Spatial Heterodyne SWIR Spectrometer 
1/02/2013
COMSSWIR Instrument. SMX 
C o n f i guration 1 of 1
Figure 4-47: Layout diagram of COMSSWIR Instrument
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The layout diagram of the complete COMSSWIR Instrument was modelled using 6 input 
wavelengths; 1.599 pm, 1.602 pm, 1.605 pm, 2.045 pm, 2.050 pm and 2.060 pm. The first three 
wavelengths for Channel-1 can be identified by their colours of Blue, Green and Red while the last 
three wavelengths for Channel-2 are of colours Cyan, Magenta and . These wavelengths
propagate through the three-mirror telescope as explained in Sec. 4.7. The wavelengths are split 
with the aid o f a dichroic beam-splitter in this model. In practice, a broadband and narrow band 
interference filters will be required along the channels as explained earlier to distinctively remove 
any unwanted light within the respective channel. Fold mirrors are used to channel the beam 
towards the direction o f the required channel. The full size of the complete COMSSWIR 
instrument is 688 mm x 740 mm x 200 mm using the combination o f Channel-1 fight model design 
with Channel-2 Option-2 design, and reduces to 670 mm x 670 mm x 200 mm using the Channel-1 
if  using the combination o f  Channel-1 prototype model with Channel-2 Option-1 design. This 
optical payload size fits adequately into a Surrey Satellite Technology Limited (SSTL) type 
microsatellite (SSTL-150) structure [222]. It should be noted that the telescope design chosen has 
spaceborne heritage having been flown on TopSat-1 which had a Three-Mirror off-axis Aspheric 
design (TMA) [223].
In order to further appreciate the design given in the layout, the shaded model of the complete 
COMSSWIR instrument is displayed in Figure 4-48 below.
r
Figure 4-48: Shaded model display o f COMSSWIR Instrument
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In order to improve the temporal resolution of this compact CO 2 monitoring instrument, a 
scanning mirror with an across track (AT) scan of ±42.5° is incorporated into the instrument. This 
provides a wide swath-width coverage of 1280 km from an altitude o f 700 km. Such a wide swath- 
width coverage is capable o f achieving a revisit period of 1.43 days for a single satellite operating 
at medium latitudes and ~2 days around the Equator. The scanning mirror which is folded at an 
angle o f 45° relays the input signal to the telescope aperture. The model o f the optical payload 
incorporating a scanning mirror is given in Figure 4-49. However, the instrument will require the 
O2 A-band channel at 0.76 pm for any useful deployment for atmospheric CO2 monitoring.
Scannmgmiimr; 
±42.5"Acr>ss Track
U
3D Layout
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Figure 4-49: Optical payload layout incorporating a scanning mirror
4.9 Summary
This Chapter presents the modelling o f the COMSSWIR instrument. It has explained the 
ZEMAX® software used for the modelling. The COMSSWIR instrument was divided into the 
different modules that make up the full instrument; the two SHS channels and the telescope 
module. Each of these modules has been systematically modelled and their performance parameters 
also presented. The SHS channels are modelled based on a non-fieldwidening technique and thus 
eliminates all the complexities involve. Two options were employed for the modelling o f the two 
instrument channels based on the bandwidth and detector size. For COMSSWIR Channel-1, the
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bandwidth for the prototype model is based on the spectral filter bandwidth o f 6 run or 23.379 cm'^ 
(1599 run to 1606 run), which offers a spectral resolution o f 0.365 cm'^ from a grating width o f 42.8 
mm, while an increased bandwidth o f 11.7 run was selected for the design o f the flight model 
which yielded a spectral resolution o f 0.284 cm'^ due to the higher resolution detector used. 
Equally, COMSSWIR Charmel-2 was modelled with two options to match the spatial resolution o f 
each o f  the models o f Charmel-1. This is necessary because both charuiels are expected to perform 
soundings o f the same scene and therefore must align and overlap each other. Charmel-2 Option-1 
has a filter bandwidth of 19 run (45 cm'^) and offers a spectral resolution o f 0.285 cm'^ from a 
grating width o f 57.13 mm, while Charmel-2 Option-2 two has a bandwidth o f 35.6 cm'^ and offers 
a spectral resolution o f 0.223 cm'^ from a grating width o f 73.3 nun. The telescope module is based 
on a three-mirror telescope design incorporated with a dichroic beam-splitter to split the incoming 
light into the two SHS charmels. The complete COMSSWIR instrument offers a payload size o f 
688 X 740 X 200 mm that fits well into a microsatellite structure.
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Chapter 5 COMSSWIR Breadboard Demonstration
5.1 Introduction
This chapter describes the breadboard set-up used in the laboratory demonstration o f the 
COMSSWIR instrument. It reviews the different components used as well as the reason behind 
their choice o f selection. It further discusses in detail the implementation and processing methods 
used in the Compact Spatial Heterodyne SWIR Fourier Transform Spectrometer.
5.2 Breadboard Set-Up overview
The laboratory demonstration o f the COMSSWIR instrument prototype was carried out in two 
parts. The first part entails performing the set-up o f a Visible (VIS) spectral band while the second 
part was carrying out the set-up in the required SWIR band. Since the SHS is normally 
demonstrated using coherent light sources such as Lasers, it would have been appropriate to use 
same for this set-up. However, using a Laser light source will not represent the natural light o f the 
Sun which is an incoherent light source. Hence incoherent light sources were used for the 
laboratory demonstration. It should be noted that a Laser light source operating at 1600 run would 
have served a calibration purpose, but a different approach was used in order to calibrate the set-up.
5.3 Visible Band Set-Up
The essence o f having this set-up in the VIS wavelength band was to obtain fringe pattern o f an 
incoherent light source in an SHS and recover the spectrum of the input light source. By using the 
SHS in the VIS spectral band, with Light Emitting Diodes (LEDs) as incoherent light source, the 
bandwidth o f the monochromatic source can be determined from the recovered spectrum. The 
Green and Red LEDs were initially tested followed by Halogen Lamp as the input light source.
5.3.1 Red LED Set-Up Parameters
For this set-up, the first step was to connect the LED in order to have a source input. This required 
a standard coloured LED (Red), a power supply (V), and resistors (RJ. The LED was successfully 
set-up as illustrated in Figure 5-1.
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+V
LED
Figure 5-1: Circuit diagram of Red LED set-up with resistors in parallel
With the components arranged as shown in Figure 5-1, a resistance o f 195 Q is then produced to 
illuminate the LED.
The above illustration is then presented below in Figure 5-2,
Towards 
Visible SHS
Breadboard
Illuminated 
Red LED
iris to  limit 
apertureBreadboard *  *
Figure 5-2: Red LED set-up for Visible-band demonstration
5.3.1.1 Detector
For the VIS-band SHS demonstration, the detector used was the Prosilica EC1380 that was already 
used for Raman SHS experiment [124]. The Raman SHS called SHERA was operated in the VIS- 
band region o f the spectrum; therefore, most of its resources were used to facilitate the set-up. The 
Prosilica EC 1380 camera comprises of the Sony ICX285 CCD that has a 2/3" format senor. It has 
1360 X 1024 pixels with a 6.45 pm pitch with a quantum efficiency of 0.6 [224]. As given in [224], 
the Sony 1CX285 CCD spectral response curve is presented in Figure 5-3 below.
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Figure 5-3; Spectral Response Curve o f Sony ICX285 CCD [224]
5.3.1.2 VIS-band SHS Parameters
The basic components that were readily available for use in the laboratory are itemised in Table 5-1 
below. The components given in the table excludes the opto-mechanical components and their 
specifications as they are already covered in detail in [124].
Com ponent and 
M anufacturer
Specification
Diffraction Gratings by 
Newport Corporation
Size: 25 mm x 25 mm x 6 mm 
Groove Density: 150 lines/mm 
Blaze wavelength: 500 nm
Nonpolarising Beam-splitter 
by Light Machinery
Size: 25.4 mm x 25.4 mm x 25.4 mm 
Angle Tolerance: <1 arc minute 
Material: Fused Silica
Exit Optics by Linos
Magnification: Ix  
f-number: fi4 
Working distance: 90 mm 
Back focal length: 88.3 mm
Table 5-1: C om ponent and specification for V IS-band SHS
Based on the table above, the VIS-band SHS parameters were specified using Eqs. (4.1) to (4.9) 
given in Sec. 4.2.1 and are presented below as the general parameters used in setting up the VIS- 
band SHS.
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Parameter Value
Detector size 1360 X 1024 pixels
Pixel size 6.45 pm X 6.45 pm
Detector dimension 8.77 mm x 6.60 mm
Spectral resolution elements, n 680
Grating Littrow angle, 6. @ 625 nm 2.69°
Spectral resolution, <51, in nm 0.24 nm
Sa, in cm'^ 6.06 cm"^
Resolving power, R 2640
Grating width illuminated, W 0.88 cm
Magnification (demagnification), M 1
Table 5-2; General parameters for VIS band SHS using Red LED
From the parameters itemised in Table 5-2 above, the set-up was then performed and is presented in 
Figure 5-4 below.
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Figure 5-4: VIS-band SHS Set-Up
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5.3.1.3 Results
Grating defects
ZPD at the central 
fringe line
Figure 5-5: Sample interferogram showing point of Zero Path Difference
By adjusting the grating pitch angle so that both gratings are at equal distance from each other 
creates the centre burst as can be seen in Figure 5-5 above. This centre burst produces only one 
intense fringe line thereby signifying that constructive interference has occurred. The broad nature 
of the fringe line signifies that the monochromatic source has a wide bandwidth. By tuning one o f 
the gratings away from its point of ZPD which essentially means scanning across the spatial 
dimension of the grating, a fringe pattern is then created along the spatial frequency dimension of 
the detector as shown in Figure 5-6.
Figure 5-6: Sample fringe pattern of the interferogram for the VIS SHS using Red LED
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Using National Instruments (LABVIEW) Vision Assistant programme, the recorded grating 
image can be represented in 3-D. This representation as given in Figure 5-7 assists in identifying 
the effects of the grating on the overall interferogram intensity distribution.
Effects of
grating and
detector
defects
Figure 5-7: Sample fringe pattern of the interferogram in 3-D
By using a MATLAB 2-D Fast Fourier-transform (FFT) algorithm, the fringe pattern is then 
Fourier-transformed to recover the input spectrum. The transform was done by reading in the 
fringe-patterned image as an array containing the pixel values across the image. In processing the 
recorded data, an increased background or baseline was noticed in the spectrum. This is an inherent 
phenomenon in Fourier sum technique. This baseline needed to be removed in order to observe the 
true spectrum. Some baseline removal algorithms reviewed from literature were:
(a) the non-instrumental methods o f selected techniques on baseline or background 
features removal from spectra with future amenability to automation [225]
(b) automated method for fluorescence subtraction, based on a modification to least 
squares polynomial curve fitting [226]
(c) an improved version of the automated method but using multi-polynomial fitting 
with addition of peak removal procedure and a statistical method to account for 
signal noise effects [227]
However, the iterative polynomial routine where the intensity values for the raw spectrum are 
compared to the polynomial baseline model at each model as explained in [226] was preferred for 
this baseline removal due to its rapid and consistent results.
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Figure 5-8: Red LED spectrum iterative baseline removal
However, Nathaniel in [124], having noted that these iterations were not adequate to correctly 
fit baselines where the iterative process terminates after encountering negative values that remained 
unchanged, corrected this anomaly to properly remove the baseline. This corrected version was 
applied at this level of processing as presented in Figure 5-8 above but modified in the absorption 
spectrum processing.
In the Raman SHS, Nathaniel in [124] reported a feature occurring at a particular tfequency in 
the spectrum as an extraneous “Laser” signal. This extraneous signal can be observed in the 
recovered spectrum as presented in Figure 5-9 below without the presence of a Laser source. After 
series of test and analysis, this extraneous signal was observed to be a function o f the SHS 
instrument, particularly from the defects of the grating as can be seen in the 3-D representation o f 
Figure 5-7 and not due to the Laser being used as the source. This new result therefore shows that 
even in the absence of a Laser source, this extraneous line which occurred at about 718 nm for this 
set-up is evidently present.
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RED LED spectrum from VIS SHS
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Figure 5-9: Red LED spectrum with “extraneous” signal due to grating defects in VIS SHS
By using the MATLAB curve fitting tool, the spectrum recovered above was then smoothed out 
and yields a true Red LED spectrum at about 633 nm with a bandwidth of ~10 nm as shown in 
Figure 5-10.
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Figure 5-10: Fitted Red LED spectrum with Extraneous VIS SHS signal
A similar set-up was carried out for the Green LED in the VIS spectrum and Fizeau fringes 
perpendicular to the x-axis were equally obtained just as in the Red LED set-up. However, as was 
discussed in Sec. 3.5 for the echelle mode concept, Fizeau fringes perpendicular to the y-axis 
(parallel to x-axis) were observed when the source was replaced with the Halogen lamp instead of 
the LED and the pitch adjustment knob o f the grating holder was rotated through angle a given in
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Eq. (3.27). A spectral filter at 532 nm (Green) was used to create a monochromatic signal from this 
broad spectral source. The Fizeau fi'inge patterns obtained as the pitch adjustment knob was rotated 
are displayed below in Figure 5-11.
00 00 (0  00 
Figure 5-11: Fizeau fringe pattern obtained using broad halogen lamp source on VIS SHS
The grating holder knobs can be tuned to set the grating at a particular fi*equency. This tuning 
gives rise to either narrow (Figure 5-11 (a) and (c)) or broad (Figure 5-11(b) and (d)) fringes as the 
spatial frequency is scanned across the grating. Also, as the spatial frequency corresponds to a 
single wavenumber, the fringe pattern is observed to spread across the full width o f the grating as 
can be seen in Figure 5-11 (c) and (d)).
The Vision Assistant tool was used adjust to the contrast features o f each o f the images during 
processing and this aided in observing the grating defects as shown in right image o f Figure 5-12.
Grating defects
Figure 5-12: Using Vision Assistant tool for contrast enhancement
At this stage o f the experiment, it was verified that the fringe pattern perpendicular to the y-axis 
would be observed when performing the set-up in the SWIR. This serves as an initial calibration o f 
the SWIR set-up where the recorded fringe pattern will be seen to be rotated by 90° but 
concentrated along a column as was simulated and shown in Figure 3-23 and Figure 3-24 due to the 
broad bandwidth used.
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5.4 COMSSWIR Channel-! breadboard Set-Up
The setting up o f the COMSSWIR Channel-1 instrument breadboard in the short-wave infrared 
spectral waveband followed the success recorded in the visible waveband set-up. Although the VIS 
waveband set-up was in emission spectrum using a monochromatic source, the COMSSWIR 
Channel-1 set-up is in absorption spectrum using halogen lamp to represent the natural sun-light. 
As previously identified in Sec. 4.2.1 above, the detector used in this demonstration is the 
Hamamatsu’s G11097-0707S InGaAs detector with limited number o f pixels o f 128 x 128. This 
means that a narrow portion o f the CO 2 spectral window can be observed. To achieve this, a narrow 
band-pass filter operating in the SWIR was introduced into the set-up. The major constraint in this 
breadboard set-up was cost. Each o f the items required for carrying out this set-up was thoroughly 
reviewed to ensure that the most cost effective components were used.
5.4.1 Design Parameters
5.4.1.1 Band-pass Filter
Due to the broadband source used for the set-up, the spectral pass-band filter required to meet the 
spectral resolution requirement o f 0.27 cm'^ or better, was expected to have a maximum spectral 
bandwidth o f 17.28 cm'^ (-4 .4  nm) at FWHM. This spectral bandwidth is in conjunction with the 
Hamamatsu’s InGaAs detector that was available as COTS component. However, due to cost, this 
spectral bandwidth could not be attainable and its bandwidth had to increase according to the 
MODTRAN simulation given in Figure 3-19. Despite the increase o f the spectral filter bandwidth, 
the costs from reputable manufacturers still witnessed an expensive range as can be observed in 
Table 5-3 below.
Manufacturer Spectral Range Cost
Barr Associates (Materion Precision 
Optics and Thin Film Coatings Inc.)
1600 nm — 1605 nm $13,735.00
Rocky Mountain Instruments (RMI) 1595 nm -  1605 nm $3,100.00
CVI Melles Griot 1599 nm -  1605 nm £944.00
Table 5-3: List of vendors for SWIR narrow pass-band filters
From Table 5-3 above, the cost effective option was the CVI Melles Griot narrow pass-band
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filter. It has a centre wavelength, Xc^ ., of 1602 ± 1.2 nm with a diameter of 50.8 mm whose clear 
aperture is 45.4 mm. It also has an out-of-band blocking Optical Density (OD) >4 from x-ray to 
3500 nm. The transmission plot of the chosen spectral filter with a bandwidth, AX, of 6 ± 1.2 nm at 
FWHM is given below in Figure 5-13.
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Figure 5-13: Band-pass filter transmission plot from manufacturer [228]
The first task of the COMSSWIR Channel-1 instrument was to recreate the filter transmission 
plot as given above.
5.4.1.2 Detector
As already explained in Sec. 4.2.1 above, the detector selected for this prototype demonstration is 
the Hamamatsu G11097-0707S Indium Gallium Arsenide (InGaAs) area image sensor with 128 x 
128 pixels of 50 pm x 5Q pm pixel size [229]. It is a semiconductor compound of Indium, Gallium 
and Arsenic and is incorporated into a C l 1512-01 Multi-Channel detector head equipped with an 
in-built thermo-electric cooler to deliver low-cost yet highly stable operation [230]. It has a total 
image size of 6.4 mm x 6.4 mm with a quantum efficiency o f 62% based on its photo-sensitivity of 
0.8 A/W at 1600 nm. The C l 1512-01 camera is a base-configuration camera which means that it 
can be interfaced with camera link cable (CamLink) and operated by any base configuration 
camera link image acquisition board or frame grabber. The CamLink cable can be used as a Power 
over Camera Link (PoCL) on supported frame grabbers with safe-power functionality and removes 
the option of having a separate power supply for the device. It should be noted that the G 11097- 
0707S area sensor with its C l 1512-01 Multi-Channel detector head is an improvement of an earlier 
product, the G11097-0606S area image sensor with its C l 1512 multi-channel detector head having
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64 X  64 pixels with a pixel pitch o f 50 pm [231]. This product was the cheapest area sensor 
available but could not meet the requirements. It was initially intended to be used in an echelle 
mode SHS configuration where all the pixels of the detector will be used. However, following a 
request for an improvement in pixel size, the G11097-0707S together with its C11512-01 multi­
channel detector head shown in Figure 5-14 below was then made available for use in the modified 
SHS configuration.
% mm
(a) (b)
Figure 5-14: (a) The G11097-0707S area image sensor with 128 x 128 pixels [229] (b) The 
front and back view of the C11512-01 Multi-Channel detector head [230]
The G11097-0707S has a hybrid structure consisting o f a Complementary Metal-Oxide 
Semiconductor (CMOS) readout integrated circuit (ROIC) and back illuminated InGaAs 
photodiodes. Each pixel is made up of an InGaAs photodiode and the light incident o f these 
photodiodes is converted into electrical signals which are then input to the ROIC through indium 
bumps [229]. The InGaAs semiconductor compound is known for detection in the near infrared 
region of the spectrum and is widely used in the telecom bands around 1550 nm. The spectral 
response range of the G11097-0707S is from 0.95 pm to 1.7 pm as can be seen from the photo­
sensitivity plot presented in Figure 5-15.
It has an in-built timing generator in the ROIC that provides an analogue video output and an 
Analogue-to-Digital Trigger (AD-TRIG) output. Unlike the Charge Couple Device (CCD) 
detectors where the readings are done by charge transfer, each pixel of the InGaAs detector, being a 
CMOS type detector, is read independently by addressing it and the signals can also be read out 
from a single video line.
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Figure 5-15: The GI1097-0707S area image sensor spectral response [229]
5.4.1.2.1 C11512-01 viewer software
As pointed in Sec. 5.4.1.2 above, the C11512-01 camera is a base configuration camera imaging 
device. Setting the camera up and running was a ditFicult challenge. With the release o f the 
C l 1512-01 camera as an improvement of the C l 1512 camera, there was no device software or 
firmware attached to this system. Although a proprietary software fi’om Hamamatsu, HiPic 9.0, was 
earlier recommended by the manufacturer, to be used in conjunction with an Active Silicon ftame- 
grabber, the AS-PHX-D24CL-PE1-UK, and camera link cable, this combination yielded no results 
in setting up the camera.
However, using the National Instruments (NI) frame grabber, the NI PCIe-1427, as shown in 
Figure 5-16, and a CamLink cable, the C l 1512-01 camera was then operated successfully.
Is'
I
'~T
Figure 5-16: The NI PCIe-1427 base configuration camera link frame grabber
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The NI PCIe-1427 base configuration camera link image acquisition board is driven by an NI 
Vision Acquisition Driver Software which is compatible with the Hamamatsu’s DCam-CL 
Application Software for the C l 1512-01 camera. The DCam-CL application software was then 
configured to operate C l 1512-01 camera supported by the NI PCIe-1427 image acquisition board.
5.4.1.2.2 Calibrating the detector
From the manufacturer’s point of view, it was stated that the number of defective pixels associated 
with the GII097-0707S area image sensor is one [229]. Defective pixels are those with photo 
response non-uniformity (at an integration time o f 5 ms), readout noise, or dark current higher than 
the maximum value. To this regard, the detector had to be calibrated and the defective pixels taken 
into account during image processing. This process further reduces or eliminates unwanted noise 
from the system. To do this, a dark image was taken from the set-up and is presented in Figure 5-17 
below. From the dark image, it was discovered that the detector had about 8 defective pixels, one o f 
which was a cluster o f 2 contiguous defective pixels while the last defective pixel had no spectral 
response at all. This region was masked out during processing to maximise signal quality.
Defective 
pixels
Figure 5-17: Dark image from the C11512-01 camera showing defective pixels
5.4.1.3 Beam-splitter cube
For this set-up, a 2-inch nonpolarising beam-splitter was required as explained in Sec. 4.2.1 above 
and given diagrammatically in Figure 4-19. The beam-splitter has a 50:50 Reflection/Transmission 
(R/T) or splitting ratio with broadband anti-reflection coatings in the SWIR. The dielectric splitting 
is applied to the hypotenuse of one o f the two prisms that make up the beam-splitter cube. Finding 
a COTS 2-inch beam-splitter in the SWIR was a challenge since the standard beam-splitter sizes 
available from COTS were 1/2" and 1" although smaller sizes were also available from selected 
manufacturers such as Thorlabs. Due to the above limitation, the only available option was a 
custom-made beam-splitter.
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Table 5-4 gives a list o f some of the reputable manufacturers o f a custom-made 2" nonpolarising 
50:50 (R/T) beam-splitter cube.
Manufacturer Type Cost
Light Machinery 2" Nonpolarising SWIR beam-splitter 
cube
CAD  16,000.00
CVI Melles Griot 2" Nonpolarising 50:50 ± 5% at 1605nm £2,228.00
Table 5-4: List of manufacturers of 2-inch 50:50 (R/T) nonpolarising beam-splitter cube in
the SWIR
From Table 5-4, the CVI Melles Griot custom-made 2" nonpolarising beam-splitter was selected 
for the prototype demonstration. As shown in the table above, the tolerance o f the R/T ratio is ± 
5%. Due to the importance o f the R/T ratio, a flatfield correction test will be conducted using the 
flatfielding techniques as described in [175]. The flatfielding techniques include the balanced arm 
flatfielding approach, the unbalanced arm flatfielding approach and the phase-shift flatfielding 
approach. For the phase-shit flatfielding approach, Englert et al have shown that the phase 
distortion or phase-shift can be corrected without impacting the envelope o f the modulated part of 
the interferogram following their work on phase distortion correction in SHS [232]. These tests will 
ensure the effectiveness o f the beam-splitter.
5.4.2 Optical Bench Setup and Alignment
With all components in place, the optical bench setup was generally not too tasking having gained 
some experience in setting up a VIS SHS. With the exception o f the 2" cubic beam-splitter and the 
SWIR narrow pass-band filter, all other components used for this set-up were standard COTS 
components.
The first step in this setup was the light source. In representing the natural sunlight, a halogen 
lamp was used in the laboratory. Limited option was available to have natural light into the optics 
laboratory for this demonstration due to its location. Hence, a standard Halogen lamp source with 
variable luminosity was preferred. With a power output o f 5 W, the lamp is operated at a maximum 
of 12 V. The current consumption based on ohm’s law is 0.416 A. The lamp’s maximum 
temperature rating is 2800 K and can be varied to operate at lower temperatures thereby dimming 
its luminosity. The ability to do this allows the lamp to be operated in the SWIR at the maximum 
wavelength o f the prototype setup following Wien’s displacement law which is given as:
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^max ~ 5^ (5.1)
where À^ax is the maximum wavelength, T  is the temperature in Kelvin (K) and a is the Wien’s 
displacement constant given as 2897.8 pmK [233]. The relationship given in Eq. (5.1) makes it 
possible to compute the wavelength o f maximum spectral radiance or intensity of a blackbody by 
measuring or knowing the brightness temperature o f the body. It can be seen from Eq. (5.1) that the 
wavelength o f maximum intensity decreases with increasing temperature o f the emitter [17]. Since 
the 5 W halogen bulb described above was a standard supermarket light bulb, its characteristics 
could not be determine and hence, had to pass through an integrating sphere.
5.4.2.1 Integrating Sphere
An integrating sphere is a tool that can be used to evenly spread incoming light into multiple 
reflections over the entire surface thereby offering uniformity in the incoming light beam. 
Generally, it can be used to measure the total geometric flux emanating from a light source or the 
flux density of an illuminated area. It can also be used in many applications such as Laser power, 
flux, reflectance and radiance measurements. For our purpose, the sphere’s operating range is 
limited by the reflectance wavelength of 250 nm -  2500 nm as given below in Figure 5-18.
Sphere Material Reflectance
250 500 2500750 1000 1250 1500 2000 22501750
(a)
Wavelength (nm)
(b)
Figure 5-18: Typical 2” general purpose integrating sphere (a) with its spectral reflectance
curve (b)
The integrating used for this demonstration consists o f 4 ports with 14" diameter each. It is 
equipped with a detector option for radiation measurement. The detector was not required in this 
case and was removed and the opening was covered with black tape.
The 5 W halogen bulb described above was then made to pass through one o f the openings o f 
the integrating sphere supported by a conical funnel that was black taped so that stray light
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scattering could be contained as the light is multiple-reflected within the integrating sphere. The 
halogen lamp is placed just at the opening of the integrating sphere without allowing it to go inside 
the sphere. The integrating sphere with and without the lamp turned on is displayed below in 
Figure 5-19.
Halogen lamp 
connection
Beam outlet
integrating sphere
(a) (b)
Figure 5-19: (a) Lab 2” integrating sphere with a halogen lamp connection (b) Illuminated
integrating sphere
The next step was to achieve a collimated beam from the halogen lamp. This was done as 
represented in Figure 4-6 using Thorlabs’ 2" moulded-glass aspheric lens and a 2" achromatic 
doublet all of which were telecom or C-coated at 1050 nm to 1620 nm. The choice of having this 
combination was to minimize chromatic aberration which was achieved due to the low dispersion 
material of the aspheric lens. This combination also reduced the total path length required to 
achieve collimation by using two optical elements.
Since the incoming beam from the halogen lamp undergoes scattering, using only a pair of 
optical lenses could not produce a clean collimated beam being a practical scenario. To achieve 
this, a spatial filter was required at the focus point of the first optical element (the aspheric lens) in 
order to clean up the incoming beam by reducing the spot size diameter created at point of focus of 
the beam from the first lens. Although mostly used for Laser beams, this spatial filter also helps to 
produce a clean Gaussian beam by removing unwanted multiple-order energy peaks and passes 
only the central maximum of the diffraction pattern [213, 234]. In simple terms, it eliminates the 
“ringing” or second order harmonics from the beam profile as given diagrammatically in Figure
5-20.
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Figure 5-20: Spatial filtering in COMSSWIR instrument
For the spatial filtering purpose just mentioned above, an Edmund optics precision pinhole with 
an aperture of 1000 pm was used in conjunction with its precision pinhole mount as shown in 
Figure 5-21. The aperture size required was due to the beam operating at the SWIR which are 
longer wavelengths than the VIS wavelengths.
m
4  H.
Figure 5-21: Edmund optics precision pinhole mount
The combination of the above optical and opto-mechanical components yielded a clean 
collimated beam that propagated through the beam-splitter. The assembly of this collimated optics 
with the precision pinhole mount as explained diagrammatically in Figure 5-20 is presented below 
in Figure 5-22.
- 154-
Chapter 5. COMSSWIR Breadboard Demonstration
Collim ating 
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Figure 5-22: Collimating opties for the COMSSWIR Channel !
5.4.2.2 Grating Alignment and focusing
With the achievement of the collimated beam which is split by the beam-splitter to the two arms of 
the SHS interferometer, the alignment of the grating in order to achieve a zero path difference 
fringe pattern on the detector was the next target. However, this could only be achieved after the 
focusing of the exit.
Recalling from Table 4-1, the initial components that determined the grating selection included 
the grating adapter and the Polaris-Kl mount. The grating adapter or holder was mounted on the 
Polaris-Kl kinematic mount as given in Figure 5-23. This intuitive arrangement was due to the fact 
that there was no kinematic mount that could hold a grating whose size was 58 mm x 58 mm x 10 
mm.
The Polaris-Kl adjustment knobs have 100 threads-per-inch (TPl) of M6 x 0.25 threads. This 
means the thread pitch is 0.25 mm. With a resolution of ~7mrad/rev which is equivalent to 
~0.47rev, the screw tolerance is 0.4° per 0.25 mm turn. Therefore, to achieve the required number 
of turns, we have;
G ra tin g  l i t t r o w  a n g leNumber o f  turns = (5.2)
th r e a d  r e so lu tio n
As already stated in Eq. (4.2) above, the tilt angle required for a grating of 2001ines/mm at 1599 
nm is 9.201°. Hence, the number of turns required to achieve this tilt as given in Eq. (5.2) is -23. 
However, the maximum allowable turns for the precision adjustable knobs is 23% turns. The initial 
23 turns would only provide a coarse tilt on the yaw adjustable knob and requires fine tuning using 
the pitch and translation adjustable knobs to properly align the gratings.
After mounting the grating to the grating mount as shown above in Figure 5-23, the gratings
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were visually aligned parallel to the face of the beam-splitter with all adjustment knobs completely 
backed out. The arrow mark on the knobs was made to be in an upright position at this stage. Using 
a semi-circular protractor, a 5° mark was drawn on the optical bench to signify the initial starting 
position of the grating tilt. The next step was to turn each of the adjustable knobs by 7 full turns (or 
2.8°) whereby this setting becomes the initial positions of the knobs. The pedestal pillar post on 
which the Polaris-Kl was mounted was then visually rotated to 5° such that the grating adapter was 
aligned to the 5° mark on the optical bench. The pedestal pillar post itself was mounted on a 
micrometre translational stage. The essence of applying the initial tilt was to allow the adjustable 
knob to give room for fine tuning since the remaining % of the maximum 23% may not be adequate 
to fine tune the adjustable knobs to properly align the gratings. With 5° already taken out of 9.2°by 
the rotation of the pedestal pillar post, the remaining 4.2° only required 1016 turns of the yaw 
adjustable knob to coarsely align the gratings.
Gratings
Beam -splitter
Polaris-Kl
Mount
Yaw adjustm ent 
knob
Pedestal pillar 
post
Grating adap te rs
Pitch adjustm ent 
knob
A djustm ent knob 
arrow  m ark
Translation 
adjustm ent knob
M icrom eter 
translation stages
Figure 5-23: Large grating mount option using Polaris-Kl mount and grating adapter
The exit optics was then placed in a general position as detailed in Figure 4-19 such that an 
image of the light beam was created on the detector. With the gratings in their coarsely aligned
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position, the next step was focusing. This stage was accomplished by attaching a piece of ruled 
paper (black and white) across the top of the grating such that the paper was flat but not rubbing 
against the grating surface to avoid any damage. This technique provided a focus object near the 
plane of the grating. The Cl 1512-01 camera was mounted on a 2-axis micrometre translational 
stage at about 27 mm after the second exit lens. The 2 axes for the translations were the x and y  
axes while the z-axis was achieved by lowering or raising the pedestal pillar post on which the 
camera was mounted. This arrangement also assisted the focusing process described above.
Since the operating spectral range is in the SWIR, covering a paper on the grating will not block 
the beam because infrared beam passes through paper. Each of the gratings was focused 
independently by blocking the light beam on one arm of the grating using a metal plate. On 
completion of the initial focus of one arm of the SWIR-SHS interferometer where the ruled paper is 
focused on the camera, the metal plate was then removed and covered on the other arm of the 
interferometer. The steps used in focusing the first arm of the interferometer were then repeated on 
the other arm. During this focusing stage, fine adjustments of the knobs and the micrometer screws 
for the camera mount were carried out as well.
A sample of the focused image showing the plane ruled fringe pattern is given in Figure 5-24.
Figure 5-24: Sample focused image showing plane-ruled fringe pattern of the paper
At this point, the ruled paper was then removed from the grating surface and the SWIR band­
pass filter placed in front of the second exit optics. The reason for placing the band-pass filter in 
front of the second exit optics is such that it serves as both a band-pass filter and a rejection filter. 
Equally at this point (in front of the second exit optics), the range of incident rays are constant for 
all points of the filter just as in the case of having a telecentric optics combination. It further allows 
the control of the average impact of the rays on the filter because if the incidence rays are too 
different from the normal incident rays, a shift of the bandwidth to shorter wavelengths will occur, 
which in turn produces a degradation of the transmission profile. In a flight configuration, a band­
pass filter will be placed after the dichroic beam-splitter and another filter (rejection filter) placed
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in front of the second exit optics as in the lab demonstration case. However, taking the advantage 
that most of the components used were at least C-coated (1050 nm -  1620 nm) in the SWIR range, 
the choice of having one filter in the configuration was possible.
Once the two gratings have been properly focussed at the same Littrow angle, i.e. by applying 
the same number of rotations to the yaw and pitch adjustment knobs, the ZPD fringe line begins to 
appear on the detector and is viewed on the screen as displayed in Figure 5-25. The appearance of 
the ZPD fringe line on the screen confirms that the gratings are properly aligned to a coarse extent 
and only require fine adjustments of the adjustments knobs to straighten the fringe line and apply 
contrast to it thereby making it more visible. By applying very fine adjustments to the pitch 
adjustment knob, the angle in which the ZPD fringe line can then be adjusted to become vertical. 
Equally, adjustments made on any of the yaw adjustment knob bring the image to focus or out of 
focus.
ZPD lunge line Detective pixels
Figure 5-25: ZPD fringe line for COMSSWIR Channel-1 prototype
Recall that the tilt angle giving rise to the Littrow angle of the grating is wavenumber- 
dependent. This wavenumber-dependent tilt angle makes the two wavefronts exiting from the exit 
optics of the interferometer to tilt with respect to each thereby creating the ZPD fringe line. This 
ZPD fringe line is at the Zero Spatial frequency which corresponds to the Littrow wavenumber, Oq, 
of the grating. Since the incoming wavefronts reaching the beam-splitter are split into the two 
interferometer arms, the returning diffracted wavefronts recombine at the beam-splitter to produce 
wavefronts that are parallel and coincident only to one wavenumber, the Littrow wavenumber, 
which produces the constant signal across the detector called the ZPD fringe line. However, as 
previously explained using Figure 3-2 and Figure 3-14, the exiting wavefronts are crossed for 
wavenumbers different from the Littrow wavenumber, thereby resulting in a fringe pattern that is 
recorded by the detector.
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With the COMSSWIR Channel-1 bench-top prototype set-up complete as displayed below in 
Figure 5-26, the next step was to recover the spectrum of the band-pass filter. This spectrum covers 
all wavenumbers within the spectral bandwidth of the filter. For wavenumbers close to the Littrow 
wavenumber, the spatial frequency of the fringes is directly proportional to the wave-number 
difference {da = ag- a), so that the modulated part of the detected signal is the Fourier transform of 
the incident spectral distribution heterodyned around the Littrow wavenumber [232]. Hence, by 
Fourier transforming the recorded interferogram, the filter spectrum is then recovered.
Integrating sp h e re  with 
halogen lamp source
Collimating 
Optics
Spectral filter 
holder
C11512-01
cam era
Beam -splitter
Gratings
m
Second exit 
optics
fT
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First exit
IViicrometer translation  stages
Figure 5-26: COMSSWIR Channel-1 prototype set-up
By fine tuning the translation adjustment knob of the Polaris-Kl grating holder mount, the 
spatial frequency of the fringe pattern recorded changes. These changes in turn either improve or 
degrade the processed spectra. Several images were taken at different spatial frequencies and 
processed using a MATLAB routine to recover the filter spectrum. Using the DCam-CL software 
explained in Sec. 5.4.1.2.1 above, the camera was controlled via the screen of computer monitor. 
Anodised papers were used to restrain stray light of the monitor from reaching the detector by 
covering it up on all side since the fluorescent light in the room was switched off so that only the 
halogen light source could reach the detector. This explains why all sides of the detector are black 
with exception of defective pixels and the region of interest. In the absence of the band-pass filter, 
no spectrum can be obtained due to the broad frequency of the halogen lamp source. With the 
SWIR band-pass filter in place as shown in set-up of Figure 5-26, a fringe pattern can then be
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observed as seen in Figure 5-27. In 3D view (Figure 5-27 (b)), the effect of the defective pixels can 
be clearly seen and was corrected during data processing.
(a) (b)
Figure 5-27: (a) Interferogram image captured by the detector (b) 3D view showing intensity
of defective pixels
The shape of the fringe pattern is due to the low frequency of the halogen lamp source where 
the interferometric contrast is high only around the path difference of zero and falls rapidly on 
either side.
5.4.3 Method of Processing
5.4.3.1 Filter Spectrum Processing
It is very essential to first of all recover the spectral filter spectrum from the recorded 
interferogram. The recovered band-pass filter spectrum will then be superimposed on the simulated 
CO2 spectrum within the spectral region of interest as designed by the manufacturer for the spectral 
filter. As explained in Sec. 3.2, an ideal SHS instrument as shown in Figure 3-2 outputs an 
interferogram that can be recorded on a position sensitive detector. The recorded interferogram, as 
stated in Eqs. (3.7) and (3.8) is now recalled below as;
/(x) =  jJ°F(cr)(l -f- cos[27t(4(o- -  a o ) x t a n  0jr)])dcr,
where all terms still remain as explained in Sec. 3.2. By simplifying the heterodyned fringe 
frequency term and the heterodyned spectral density term in the above equation as explained in 
[175], where these terms were represented respectively, is recalled as:
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K =  4((T -  (To) tan 6 i,  (5.3)
r y (  >. _  [g(ffo+K/4tan e j+ F ((T o -K /4 ta n  g .^)]
4tan0x. ’
with K > 0. By substitution of the above terms into Eq. (3.8), the terms are now represented as:
7(x) =  /q“ 5 (k )(1  +  cos[2nKx)]')dK, (5.5)
which shows that the heterodyned spectral density is essentially the Fourier-transform of the 
modulated part of the interferogram [175].
However, reusing the non-ideal SHS equations of Englert and Harlander, [175] for the
COMSSWIR instrument, which is a practical non-ideal instrument, the raw interferogram
measured along one row of the Cl 1512-01 detector array and recorded in digital units using the 
analog-to-digital converter (ADU) embedded in the camera and displayed using the DCam-CL 
viewer software is generally represented as;
7(x) = Ç B ( K ) { t / ( x , K )  + + 2£ix,K)tA(x.K)tB(x,K) X cos[2nKX +  @(x,k)]}cLk,  (5.6)
which allows for all possible spectral and spatial dependencies, where s(x, k )  is the modulation 
efficiency, @(x, is a phase distortion term, while the t^^ ix . K)  and tg^(x,K) terms are the 
intensity transmission functions for the signal passing through the two interferometer arms A and B, 
multiplied by the individual detector responsivity. Englert and Harlander further explained that in 
an ideal SHS case, t j ^ { x ,  k )  and t s ^ i x ,  k )  are identical and do not depend on x  or k ,  while 0(x, k)  
is zero and £(x, k )  is close to unity for zero optical path difference and slowly decreases for higher 
path differences due to the finite étendue of the interferometer.
Equation (5.6) is practically the Fourier transform of the raw interferogram that includes the 
modulated and non-modulated part of the interferogram. Performing an inverse-Fourier transform 
on this interferogram having its modulated and non-modulated part together with zero padding 
yields the profile of the SWIR filter. In order to successfully process the filter spectrum, an image 
processing algorithm was developed to mask out the region of interest (where the fringe pattern 
occurs) after performing a transpose on the raw image data. This process was seen to increases the 
signal-to-noise ratio without degrading the resolution. This image masking routine was designed to 
be flexible since the size of the region of interest may sometimes occur between 4 and 6 columns of 
the array detector. Within the image masking processing algorithm, a region of interest is required 
to be selected in order to apply the mask. With the application of the image masking routine, the 
result of the masked out region is seen to effectively remove the defective pixels already identified 
earlier in Sec. 5.4.1.2.2 above, while calibrating the detector. A sample of the masked out image is 
presented below in Figure 5-28(a) while the masked image is presented in Figure 5-28(b).
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Im age m asked  region
(a) (b)
Figure 5-28: (a) Applying image masking routine to raw interferogram (b) Masked image of
region of interest (ROI)
The zero padding is then applied to this masked data to aid in linear extrapolation (or 
interpolation) of the data and the inverse-Fourier transform is then applied to the padded 
interferogram. This yields the spectrum of the SWIR band-pass filter as presented below in Figure 
5-29.
COMSSWIR Channel-1 filter profile
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Figure 5-29: Fitted SWIR filter spectrum for COMSSWIR Channel ! prototype set-up
The SWIR filter profile presented above in Figure 5-29 can be seen to have three distinct 
features that are vital to the retrieval of the absorption lines. The first is the drop-off in intensity 
towards higher frequencies (higher wavenumbers or lower wavelengths). This is due to the inherent
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property of SHS instruments in that the spectrum in an SHS tends to wrap itself around the Littrow 
wavelength region. This property is exhibited in the filter spectrum around 6257 cm*’ which is 
within the Littrow wavelength. Absorption lines towards this region will be impaired and those 
very close to the Littrow frequency region will not be accounted for. The second feature that can be 
established from the above spectrum is the non-flat top-hat of the filter profile. This shows that the 
filter does not have a flat top and thus the retrieval algorithm needs to correct the non-flatness of 
the filter to properly observe the absorption lines. The third feature is the spectral bandwidth. 
Although the manufacturers stated that that the filter bandwidth was 6  nm ± 1.2 nm (spectral range 
from 1599 nm to 1605 nm), the result obtained from the superimposition of the filter profile over 
the simulated CO2 transmission spectrum showed that the filter bandwidth was about 8  nm at 
FWHM.
The spectral range of the custom SWIR filter can be observed through the superimposition of 
the filter profile on the MODTRAN simulated atmospheric CO2 transmission spectrum displayed in 
Figure 5-30. This superimposition also reveals the coverage area of the spectral region of interest.
Simulated CO^ spectrum superimposed on C O M SSW IR  Channel-1 filter profle
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5-30: Normalised SWIR filter profile for COMSSWIR Channel-1 prototype set-up 
superimposed on simulated atmospheric CO2 transmission profile
The SWIR filter profile was then multiplied by the simulated atmospheric CO2 transmission 
spectrum to account for the possible number of absorption lines that can be detected. The result of 
this process is displayed in Figure 5-31 below. It can be seen that 22 absorption lines could be 
spectroscopically detected by the COMSSWIR Channel-1 instrument. The plot also reveals the
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reason behind the choice of the spectral region. The region with lower absorption strength was 
selected such that it is towards the Littrow frequency region. This is due to the property of the SHS 
that has been explained above where spectrum wrapping occurs around the Littrow wavelength 
region. Therefore, although 22 absorption lines could be spectroscopically detected, those around 
the Littrow frequency will not be accounted for. More details of the possible number of samples 
that can be recorded will be explained later in Sec. 5.4.3.2 below.
ROI of simulated CO^ over the filter profile
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Figure 5-31: Filter profile over the Region of Interest (ROI) of simulated atmospheric CO2
transmission profile
5.4.3 2 Calibrating the COMSSWIR Instrument
Calibration of the COMSSWIR instrument can be done with the use of a Laser at the 1.6 pm 
wavelength. However, a different approach had to be used in the absence of the Laser. This 
approach involved using the SHS to capture the image of the filter spectral range as presented in 
Sec. 5.4.3.1 above. The SHS has previously been tested in the visible waveband to retrieve the 
bandwidth of coloured LEDs (green and red). This technique was then applied to the COMSSWIR 
Channel-1 instrument prototype and performing the Instrumental Line Shape (ILS) function. By 
performing this calibration, the centre wavelength of the band-pass spectral filter, the Littrow 
wavelength and Littrow angle settings of the grating can be effectively determined.
As stated by [235], the Littrow wavelength, h), and Littrow angle, 0l, settings of the gratings 
can be verified using;
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(5.7)
Ui/ VgV
where Aj and X2 are the known starting and ending wavelengths from the filter manufacturer while 
f i  and f 2 are any two spectral peak locations or fringe cycles across the detector width and obtained 
from the Fast Fourier Transform (FFT) of the raw interferogram. From Sec. 5.4.3.1, the spectral 
range of operation for starting and ending wavelengths is between 1598.46 nm and 1605.08 nm. 
For this scenario where a broad spectral range is used, the first spectral peak (/}) is assumed as “1” 
since this is the position of the dc component in the FFT spectrum. Since the Littrow wavelength in 
an SHS wraps around the dc component, this forms a good approximation. The filtered spectrum 
line is presented below in Figure 5-32 showing the peak location as n+\ where n is 57 as seen in 
the figure. Hence, the peak location to use for the computation isM+1 =58.
Filtered halogen  lam p line
0.4
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Figure 5-32: Filtered spectrum line showing the first spectral peak after dc component
The Littrow angle, 9i^  is then achieved by rearranging Eq. (4.1) and using the measured Littrow 
wavelength obtained above as:
6 1  = arcsin (5.8)
where is G the grating groove density in lines/mm.
The centre wavelength of the filter was achieved by using Eq. (5.7) with f\  and7 2  being the two 
symmetrical peak locations of an FT spectrum without the dc component. Thus the width of the 
grating, w, illuminated is achieved by;
w = (5.9)
With reference to Eq. (5.7) and using Figure 5-32, the true Littrow wavelength is
5 8 - 1  _ iAn = 1598.34 nm % 6256.49 cm'
15 9 8 .4 6  n m /  V 1605.08 n m /
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Equally, using Eq. (5.8), the Littrow angle with grating groove density, G, of 200 lines/mm is given 
as:
„ . /15 9 8 .34 nm x200 Z ines/m m \Qi =  arcsin --------------     1 »  9.197 .
For estimating the centre wavelength of the set-up, Eq. (5.7) was reused but with the symmetry 
of the Fourier transform of the instrument function without the dc component as shown in Figure 
5-33 below.
S y m m etric  FT  o f filter line
X: -57
>. 0.8
c  0.6
-20  0 20 
Number of pixels
Figure 5-33: Symmetric FT of filter line plot for estimating the centre wavelength
By substituting the values displayed above for / /  and the calculated centre wavelength (c*) is 
1601.7 nm or -6243.37 cm’'.
The width of the grating that was actually illuminated is following Eq. (5.9) with / ;  as unity is
w =
1 5 9 8 .3 4 1 3 7  1 5 9 8 .4 5 5 0 7 )tan(9.197°)
34.7 mm.
Based on the illuminated grating width achieved above, the new maximum optical path 
difference measured using Eq. (3.19) is calculated as:
OPDmax =  4 X 34.7 X sin 9.197 =  22.18 mm.
From Eq. (4.6), the number of samples that can be effectively detected is calculated as (rounded 
off to the nearest whole number)
^samples =  2 X 4 X 3.47 X (6256.37 -  6230.23) x  sin 9.197 = 116
This therefore means that the retrieved absorption lines beyond this sampling frequency cannot 
be accounted for as they are impaired around the Littrow frequency region.
Subsequently, other parameters such as the spectral resolution and resolving power were equally 
calculated using Eqs. (3.16) and (3.20) respectively. Table below gives a summary of the 
COMSSWIR instrument parameters as obtained from the prototype set-up.
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Instrument Parameter Value
Littrow wavelength, lo, (wavenumber, Gq) 1598.34 nm (6256.49 cm ')
Centre wavelength, (wavenumber, Og) 1601.7 nm (6243.37 cm'*)
Littrow angle, 6 i 9.197°
Grating width illuminated, w 34.7 mm
Resolving power, R 13,880
Maximum optical path difference, OPDmax 22.18 mm
Spectral resolution, da 0.45 cm '
Effective number of samples, Nsamples 116
Table 5-5: Summary of measured COMSSWIR Channel-1 instrument parameters
Finally, the spectral response of the instrument can then be calculated from the above achieved 
parameters as:
An
K f )  = /  ’ (5.10)
2XÛXW
where /  is the number of fringes across the detector whose highest value is the total number of 
resolution elements. It represents the wavelength as a function of spatial frequency as can be seen 
in Figure 5-34 where the results of the calculations of Eq. (5.10) are shown including its linear 
response in wavenumbers (cm"'). The solid blue line represents its linear spectral response in units 
of wavenumbers as shown on the right side of the spectral response plot while the dashed black line 
represents the spectral response in units of wavelength (nm) as given in the left side of the spectral 
response plot.
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Figure 5-34: Spectral response curve for Channel-1 based on Eq. (5.10)
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5.4.3.2.1 Instrumental Function
As defined by Davis et al in [94], instrumental function or the instrumental line shape (ILS) is 
defined as the shape or profile of the spectral line resulting fi’om a truly monochromatic source. It 
represents the limitations of a real or non-ideal instrument. Since a practical instrument has finite 
optical path difference, with the optics having finite sizes, it generates limitations that affect the 
instrument profile which deviates fi'om the ideal case of a delta function. Therefore, only an infinite 
path difference and an infinite aperture could recreate an infinitely narrow linewidth by introducing 
a rectangular function that multiplies the interferogram which correspondingly produces a sine 
function that convolutes or smears the spectrum. Equally, the finite size of the entrance aperture 
introduces a sine function that multiplies the interferogram, which in turn convolutes the spectrum 
with a rectangular function [94]. In the spatial domain, the instrument fimction is the rectangular 
function that represents the finite path difference and finite aperture and the transform of the 
rectangular function yields the sine function which is sine x  =  s m x /x  [124]. Consequently, the 
instrument function is a sine function in the Fourier domain which convolves with the true 
spectrum.
The COMSSWIR Channel-1 interferogram can be represented by the general form of the SHS 
interferogram as described in [232]. This is given as:
/(%) = A(K,%) (^K)(exp{f([K% + 0(k,x)]} + exp[-i({KX + d>(/c,x)]}) dK, (5.11)
where k  is proportional to the heterodyned wavenumber (ag — d) and x  is the location of an 
individual detector element, where jc=0 is the zero path difference. A ( k ,  x )  represents the normalised 
instrument function, P (k )  is the spectrum while ^ ( k ,  x )  term is the additive phase distortion term. 
The essence of this analysis is to recover the spectrum P ( k ) ,  and so it is important to understand the 
effects of the instrument function and isolate it using the method given by Englert in the phase 
distortion correction which has been explained in detail in [232] and used by Nathaniel in the 
SHERA instrument function as detailed in [124].
As defined in the first paragraph, a monochromatic light source was required for this analysis. 
However, in the absence of a monochromatic light source, the relatively broadband SWIR-filtered 
halogen lamp source signal, which is the only primary line limited by the band-pass filter, was 
isolated with a fitted Gaussian function in the Fourier domain and then transformed back to the 
spatial domain. Similar to the followed by Nathaniel on the SHERA instrument [124], the Gaussian 
function and the spectrum were convolved to isolate the halogen “line” (actually the SWIR filter 
pass-hand). Figure 5-35(a) shows the Gaussian window overlaid on the spectrum while Figure 
5-35(b) shows the filtered signal after multiplication, where the signal at all other frequencies is 
zeroed.
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Isolating the primary halogen line
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Figure 5-35: (a) Halogen lamp spectrum with Gaussian window (b) Input signal after
multiplication
It can be observed from Figure 5-35 that the side-lobes of the primary line have been zeroed off. 
The essence of this is to symmetrically align the interferogram whose modulated part would be 
observed during the absorption band processing to be symmetrically correct. This symmetric 
interferogram is followed by the work of Forman in [236]. By simplification, Eq. (5.11) can be 
reduced to represent the modulated portion of a monochromatic signal after the isolation process 
as:
/(%) = j%A(Ko,%)/?(K:o)(exp{i([Ko% 4- d>(/Co,x)]} d K ,  (5.12)
where Kq is the modulated monochromatic heterodyned wavenumber and the negative exponential 
has been removed by the filtering process [124]. The total phase for Kq can then be computed as 
[232]:
K oa: +  4> (/C o . ^ ) =  a r c t a n [ | ^ | , (5.13)
where 3  and 94 are the imaginary and real parts of the modulated interferogram. The phase 
distortion, Ofko, x), for the wavenumber of the monochromatic source can then be corrected by 
subtracting the first term from the left side of Eq. (5.13) and the shape of the instrument function 
A (K () , x ) can then be calculated from Eq. (5.12) by recognising that P ( k q ) is a scalar. The true line 
profile of infinitesimal width becomes a line of finite width which is estimated using the Full Width 
at Half Maximum (FWHM) given in Eq. (4.5).
Following Eq. (4.5), the calculated instrumental line shape and the ideal ILS are shown in Figure 
5-36 without any zero padding.
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ILS, no zero padding ILS, no zero padding
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Figure 5-36: (a) Measured ILS with Ideal ILS (b) Zoomed in view of the ILS function
Under the Nyquist criterion which states that any waveform that is a sinusoidal function of time 
or distance can be sampled unambiguously with a sampling frequency or wavenumber greater than 
or equal to twice the band-pass of the system [21]. This allows the waveform to be digitized 
without any loss of information. From Figure 5-36, it can be observed that the ideal sine function is 
a continuous function while the measured ILS is sampled at the resolution interval. By “zero 
padding” the data, through the addition of zeros to extend the data set, the measured spectrum can 
be evaluated at the points in between the resolution widths. Without the “zero padding”, the 
spectrum is sampled at every other zero crossing of the sine function [124].
The effects of zero padding the data set by 2x , 4x and 6x are shown below in Figure 5-37 (a),
(b) and (c) respectively.
ILS, 6x zero paddingILS, 4x zero paddingILS, 2x zero
Measured
Resolution Widths (1/(2*L)) (cm"*) Resolution Widths (I/(2*L)) (cm"*)
6-2  0 2 4
Resolution Widths (1/(2*L)) (cm" )
-6
Figure 5-37: ILS spectrum sampled at (a) 2x, (b) 4x and (c) 6x “zero padding”
Figure 5-37 shows that above by zero padding the data set, the function is sampled at all zero 
crossings and the sine function reveals the minimums and maximums in between the measured 
instrument line shape which is similar to that obtained in conventional FTS. Zero padding of the 
data will be used in order to improve the shape of the CO2 spectrum.
As explained by Griffiths and Haseth in [21], several criteria have been used to define the
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resolution of spectrometers of which the most common are the Rayleigh criterion and the full with 
at half height (FWHH) criterion which is referred here as the full width at half maximum (FWHM).
The FWHM can then be estimated by using the maximum grating path difference of 22.18 mm 
given in Table 5-5 which was calculated from Eq. (4.5). The initial maximum grating path 
difference before the illuminated grating width was 27.37 mm (see Sec. 4.2.1). Therefore, the 
spectral resolution at FWHM following Eq. (4.5) is thus;
1
FWHM =  1.207 *
2 X  22.18
cm-1 0.27 cm-1
Recalling the spectral resolution requirement stated in Sec. 1.4, it can be seen that measured 
spectral resolution meets the scientific requirement at the SNR that would be analysed in Sec.
6.3.2. The estimated SNR given in Sec. 3.6 was 730 and the measured SNR is analysed in Sec.
6.3.2. This spectral resolution at FWHM translates to a very high resolving power of 23,163 which 
gives the spatial resolution of ~13 km x 13 km from a spacecraft altitude of 700 km. With a fully 
illuminated grating width of 42.8 mm, the spectral resolution at FHWM would be 0.22 cm'^ (Table
4-3), and therefore meets the scientific spectral resolution requirement better.
1 he spectral resolution at FWHM was further validated by using MATLAB curve fitting tool to 
fit a Gaussian curve on the ILS function given in Figure 5-36 and is displayed below in Figure
5-38.
Gaussian fit on ILS to calculate FWHM
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General model Gauss 1:
%) = al*iexpH(x-bl)/cl)"^2) 
Coefficients (with 95% confidence bounds): i  
a l=  1.066 (1.016,1.116)
b l = 6242 (6^2,6242)
c l=  0.0898 (0.08507,0.09452)
ILS function 
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Goodness of fit 
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R-square: 0.8346 
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Figure 5-38: Gaussian fit on ILS function for calculating spectral resolution at FWHM. Inset:
parameters for the calculation
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From the Gaussian fit parameters retrieved from the fit as shown in the inset of Figure 5-38, the 
FWHM was calculated using the equation [20]:
FWHM =  Ae
where z  is given as:
•(f)  (5.14)
z  =  ^ .  (5.15)
With yf, b and c equal to ai, bi and Ci respectively (Gaussian parameters given in the inset of Figure 
5-38).
Following the Gaussian parameters given in the inset of Figure 5-38, ^=1.066, 6=6242, 
c=0.0898 and x=6241.838685, the spectral resolution at FWHM is thus calculated by substituting 
this parameters into Eqs. (5.14) and (5.15).
By this process, the spectral resolution at FWHM achieved was seen to be 0.2123 cm'^ which is 
close to the measured FWHM of 0.27 cm'^ used in a conventional FTS. By this validation, it has 
been shown that the prototype instrument with a detector having smaller number of pixels meets 
the spectral resolution requirement set out in Sec. 1.4. However, an increase in illuminated grating 
width together with an increase in detector size will achieve a spectral resolution better than 0.27 
cm'* at FWHM as given theoretically in Table 4-3.
5.4.4 Flatfield Correction
With the COMSSWIR Channel-1 bench-top prototype set-up complete as displayed below in 
Figure 5-26, the next step was to carry out the flatfield correction using the flatfielding techniques 
mentioned earlier in Sec. 5.4.1.3 above in order to be sure that any noise source available in the 
system is removed during data processing. This technique has been described in detailed by Englert 
and Harlander in [175] and would only be recalled for use.
In the COMSSWIR Channel-1 set-up shown in Figure 5-26, the signal which reaches the 
detector to create the Fizeau fringe pattern called the interferogram sample, uses different paths 
through the interferometer by passing through different optical elements. The passing o f the signal 
through different paths often give rise to sample-to-sample variations that may sometimes not be 
negligible. In such circumstances, a flatfield correction which eliminates pixel-to-pixel variations 
in imaging detectors applied as well as any sample variations that is not negligible [175].
Highlighted below are the three flatfielding techniques commonly applied in the SHS as earlier 
explained in Sec. 5.4.1.3 above;
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(a) The Balanced Arm Flatfielding Technique: This approach is suitable for instruments in 
which the variation is dominated by the detector pixel-to-pixel sensitivity and takes into 
account as an assumption that the signal from both arms of the interferometer is equal or 
balanced, thereby making the flatfield correction independent of the two interferometer 
arms.
(b) The Unbalanced Arm Flatfielding Technique: This approach is suitable to instruments 
where the signal from both arms of the interferometer is not identical due to optical 
elements such as the beam-splitter, in addition to the sensitivity variations of the detector.
(c) The Phase-Shift Flatfielding Technique: This approach is suitable to cases in which the 
spatial variability in the grating performance contributes significantly to the variations due 
to manufacturing defects, scratches, or surface contamination.
Following the explanation given by Englert, the Unbalanced Arm Flatfielding technique will be 
used to correct for any variability arising from the splitting ratio of the beam-splitter. In this 
technique, the non-modulated part of the interferogram for the signal from each interferometer arm 
was measured separately. With one interferometer arm labelled A and the other B, as displayed in 
Figure 5-39, Eq. (5.6) can be expanded with the assumption as given in [175] that the spectral 
dependence of U^(x, k) and tg^(%, K) is identical for both arms and can be separated into the 
function R ( k )  thereby yielding;
/(% ) =  B ( K ) R C K ) { t f ( x )  +  t f ( x )  + 2g(%,x)t^ (%)tg(%) X c o s [27rfc% + 0(x, /c)]} dK.  (5.16)
Interferometer Arm A
Interferometer Arm B
First exit optics
Beam-splitter
Figure 5-39: SHS heart o f the COMSSWIR Instrument where flatfield correction was applied
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Equation (5.16) can be further separated into its modulated and non-modulated term as given in 
[175]:
/(%) = Ç  + tB^(x)]dK + Ç  2B(^K)R(K)E(ix,K)tA(.x)tBix)C0s[2TTKX+ e(x,K)]}dK.
V ________   V  V _________________   V
(5.17)
Non-modulated term Modulated term
As shown in Eq. (5.17), the first term on the right hand side (RHS) is the non-modulated term 
while the second term is the modulated term. By blocking arms A and B (labelled in Figure 5-39), 
one at a time, through the insertion of opaque material between the beam-splitter and the grating, 
the non-modulated part of the interferogram following Eq. (5.17) for the two arm are [175]:
A»(%) =  Ç B a ( . K ) R ( K ) t / i x ) d K  =  t / ( _ x )  ÇBaMRiK) dK =  C ^ t f { x ) ,  (5.18)
hix)  = Ç  Ba(K)RiK)tB i^x)dK = tg^ (%) / “ 8a(fc)/?(/c) dK = Qtg (^%), (5.19)
where C/ is a scalar that depends on the spectrum of the observed source Ba(fc). The subscript “a” 
in the source spectrum is due to the blocking of one arm of one arm of the beam-splitter.
Apart from the two images taken from blocking each arm of the interferometer, the third image 
required for correction through the non-modulated term, was taken at the Littrow angle since all 
wavelengths contribute a signal at the zero spatial frequency. The raw images are presented in 
Figure 5-40 while the interferogram of one raw (row 40) for the two arms are shown in Figure 
5-41.
Raw image of Arm A Raw image of Arm B Littrow frequency image
Figure 5-40: Raw images for the unbalanced arm flatfield correction technique
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Raw interferograms of arms A and B
200
arm A (arm B blocked) 
amri B (arm A blocked) 
arm A and arm B at Littrow
180
160
140
E
I  100
I
100 120
Pixel number
Figure 5-41: Raw interferogram of row 40 for arms A, B and A+B at Littrow
From Figure 5-41, it can be seen that the two arms are almost identical but for the variation of 
intensity across the detector, with Arm B having more signal intensity than Arm B.
By computing the ratio of Eq. (5.16) and the sum of Eqs. (5.18) and (5.19), and subtracting the 
new scalar which is assume to be unity from the result, and dividing by the correction term, Co, 
given in Eq. (5.20), then the flatfield corrected interferogram is achieved [175].
2[/^W/b(x)]1/2
Cn = (5.20)
The computed results of the above technique is presented below in Figure 5-42 where the non- 
modulated part of the interferogram for both arms, the unbalanced arm correction and the new 
interferogram are presented on row 1 to 3 of Figure 5-42 respectively.
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Figure 5-42: (1** row) - Non-modulated part of arm A and arm B; (2“* row) - Corrected 
Unbalanced arm; (3”* row) New interferogram after correction
An improvement on noise reduction was observed on the corrected interferogram as presented 
in Figure 5-43. While the original interferogram has its baseline signal or noise floor starting at 
about 0.15 and terminating at about 0.05 at the end of the pixel count, the corrected interferogram 
brings down the noise floor to zero. This improvement increases the SNR after computation.
By comparison, the initial and corrected interferogram do not have much variation, hence its 
variability is negligible. Therefore, the flatfield correction will not be applied in the data processing 
chain as it has shown that the set-up was properly aligned.
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C om paring  original interferogram  with co rre c te d  interferogram
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Figure 5-43: Comparing the original interferogram with the corrected interferogram
5.5 Summary
This chapter explains in detail, the laboratory set-up and experiments performed so far in the course 
of this demonstration set-up. The set-up was carried out both in the visible-band (VIS) and in the 
SWIR band. Firstly, the visible-band breadboard set-up, processing and results were performed and 
have been presented. The need for the set-up in the VIS band was to test the concept before 
introducing the SHS in the SWIR. Secondly, the SWIR band set-up for the COMSSWIR Channel-1 
prototype instrument was then carried out. Due to the limitation of the optical bench used for the 
set-up, both set-ups could not be conducted concurrently. The focusing and alignment procedure 
used in this set-up have also been discussed. Based on the result obtained from the flatfield 
correction technique explained in this chapter, the flatfield correction is not required as both arms 
of the interferometer were properly aligned. Equally, detailed analyses of all components used have 
been presented together with the steps employed for the data processing. It also features the method 
used for estimating the SNR. The instrument function offers a spectral resolution of 0.27 cm"' at 
FWHM.
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Chapter 6 Observations and Results
This chapter reviews the observations and results from the COMSSWIR Channel-1 set-up (see Sec. 
5.4). The methods of detecting and measuring CO2 as well as that of data acquisition are presented. 
It analyses the measured SNR and further presents detailed processing steps taken to retrieve the 
qualitative results obtained from the measured CO2 gas. It then goes further to present the 
quantitative results achieved using the inverse model discussed in Sec. 2.4.6. The practical steps of 
the inversion procedure are also presented.
6.1 COMSSWIR Channel ! instrument set-up with CO% gas
With the COMSSWIR Channel-1 prototype set-up assembled as explained in Sec. 5.4, and the filter 
profile achieved, the next step is to detect the presence of CO2 in the laboratory. Ideally, this 
experiment should have been conducted in a vacuum environment where CO2 could be released 
into the vacuum enclosure and its known concentration measured with the aid of a CO2 meter via 
its probe. However, releasing the CO2 in little quantities into the set-up facility and using a CO2 
meter to measure the concentration provided and alternative for quantitative analysis.
Due to the fact that the prototype was assembled in a laboratory that has no access to the natural 
sunlight or open environment, apart from an air vent, it was necessary to use a pure CO2 gas and 
detect using the set-up. To achieve this, a CO2 cylinder was purchased from BOC Ltd. The cylinder 
was equipped with a multi-channel regulator in order to safely transfer the gas to the glass cuvette. 
The multi-channel regulator was then fitted with a custom-made pipe and hose for safe and easy 
operations. The cylinder and its fittings are shown below in Figure 6-1.
Figure 6-1: CO2 Cylinder fitted with multi-channel regulator and hose
The hose was then fitted with an IR glass cuvette from Kromatek Ltd. The IR glass cuvettes used
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has transmission throughout the UV, Visible and NIR spectrum and up to around 3500nm. A sample 
of the transmission profile of the different cuvette materials such as Extrasil (ES) quartz, UV 
quartz, optical glass, and IR quartz is displayed below in Figure 6-2.
I
ES quartz IR quartz
\u v  quarté' 
\  ES quartz
eo
opttcal g lassy 'j \  opttcal glass
vravelength  nm
Figure 6-2: Cuvette glass transmission profile [237]
With the aid of blue tag, the hose was made to pass through the i-216 IR glass cuvette and 
supported with a lab stand placed in front of the light source. The arrangement means that the light 
source is representing the sun while the cuvette glass represents the atmospheric layer and the CO2 
gas that is “poured” into it represents in the atmosphere. The term “poured” is used because CO2 
gas is denser than air and can in principle be “poured” from one container to the next. The set-up 
explained above is represented below in Figure 6-3.
In te g ra tin g s p h e re  
en c lo s in g  light so u rce  
w.
Lab s ta n d  
clam p
IRglass 
c u v e t te  (i-216)
(a) (b)
Figure 6-3: (a) IR glass cuvette set-up in the lab (b) Cuvette glass with CO2 during actual
measurements
6.2 Method of Data Acquisition
With the set-up now incorporating the CO2 gas, the COMSSWIR Channel-1 instrument was the
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ready for measurement. Using the DCam-CL image capturing software that was introduced earlier 
in Sec. 5.4.1.2.1, image frames of the interferogram were then captured on the front panel of the 
DCam-CL application software. A screen-shot of the DCam-CL software front panel showing the 
Analogue to Digital Units (ADU) display panel, the Y-axis line profile panel, the X-axis line profile 
panel and the set-up panel is given below in Figure 6-4.
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Figure 6-4: Front end panel of the DCam-CL image capturing software
As can be seen in the Figure 6-4 above, multiple frames can be set and the set-up made to 
acquire these multiple images. The file formats available for saving and using the data are the 
Bitmap file format or “.bmp” and Tagged Image File Format (TIFF) or “.tif’. The X and Y line 
profile displays the line profile of each of the frames. The frames are updated repeatedly in each 
run. For this set-up, 30 frames were set for each run and the line profiles displays 30 line profiles 
each for the X and Y axes line profiles. The line profile can be used to quickly analyse the 
contribution of a defective pixel in the image capture. From the above, the Y-axis line profile 
displays the line profile of the raw interferograms of the selected column. It was also used to 
properly align the set-up such that the fringe pattern was as parallel to the red line mark as possible. 
Equally, the x-axis line profile can be seen to show the contribution of the defective present in that 
line.
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6.3 Detecting CO2
Although the presence of CO2 in the laboratory was bound to exist in higher quantity (between 545 
ppm and 680 ppm) compared to the concentration of CO2 in open atmosphere, it was necessary to 
first of all capture the images without turning on the regulator valves to allow CO2 into the cuvette 
or escape into the laboratory for detection. These set of images were the first to be processed before 
introducing the pure CO2 from the cylinder.
By opening the regulator valve and “pouring” the CO2 gas into the IR quartz cuvette glass or 
allowing the CO2 to escape into the laboratory at controlled pressure, a run of image capturing was 
also launched simultaneously. Thereafter, the images were saved and processed as in the previous 
case. The necessity for capturing series of images is due to the dynamic nature of the substance 
under investigation. This is affected by change in temperature or pressure which may occur as a 
result of wind speed and direction outside the lab and thus, each image is processed on its own 
merit.
6.3.1 Method of Processing
In Sec. 5.4.4, the interferogram was separated into its modulated and non-modulated term and 
given in Eq. (5.17). The modulated part of this SHS interferogram produces the desired 
interferogram similar to that achieved using the classical Michelson interferometer where moving 
parts are involved. This is possible in the SHS due to the heterodyning of frequencies through the 
tilting of the gratings at o ff Littrow configuration. A line profile of a typical interferogram with 
zero padding is represented below in Figure 6-5.
X L i n e  profile of raw interferogram with zero padding
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Figure 6-5: Line profile o f a typical interferogram with zero padding
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As explained in Sec. 5.4.3.2.1 above, where the instrumental function was discussed, “zero 
padding” of the original interferogram was required to properly sample the data. After the padding 
process, Fourier transformation was applied to the interferogram to recover a smooth line shape. 
The absolute value of the Fast Fourier Transform (FFT) of the raw interferogram yields a 
symmetrical spectrum. Applying a shift to the absolute value of the FFT data yields the spectrum as 
displayed in Figure 6-6.
X lo® SW IR FT sp e c tru m  with d c  co m p o n en t
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C y c les p e r  d e tec to r  width (with z e ro  padd ing)
Figure 6 -6 : SWIR FT spectrum with dc component
The spectrum given above incorporates both the modulated and non-modulated parts of the 
interferogram. To create the modulated part of the interferogram, a backward transformation is 
required by taking the inverse Fourier transform of the spectral density distribution. However, the 
technique required to create this interferogram is to first of all create a symmetrically correct 
spectral distribution where the dc component and the noisy side-band frequencies are removed or 
suppressed. This is done easily by removing the shift in the created FT spectrum thereby having a 
spectrum as given in Figure 6-7(a).
FT spectrum with dc component
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Figure 6-7: (a) SWIR FT spectrum without FFT shift (b) spectrum with noisy side-band 
frequencies and dc component removed
182-
Chapter 6. Observation and Results
The low spatial frequencies including the dc component are then suppressed by substituting 
with zeros to the outer baseline in order to have a symmetric FT spectrum as shown in Figure 
6-7(b). This process resolves any phase-distortion in the interferogram.
As explained in the paragraph above, the modulated part of the interferogram added with 8 
times zero padding is then created by performing the inverse FT of the symmetric spectrum and is 
given below in Figure 6-8. The symmetry of this interferogram can easily be observed.
M odulated part of the interferogram
14000
12000
10000
w 8000
c  6000
to 4000
2  2000
-2000
-4000
-6000
500-500
Num ber of pixels with zero  padding
Figure 6 -8 : Modulated part of the interferogram
6.3.2 SNR Analysis
The signal to noise ratio (SNR) computation for the COMSSWIR instrument prototype model is 
based on the method given by Lacan in [154]. It involves the spatial SNR and the spectral SNR. 
This method of estimating the SNR was more accurate than the conventional method of SNR 
calculations given in Sec. 3.6 because the prototype set-up is not photon noise limited.
6.3.2.1 The Spatial SNR
The spatial signal to noise ratio characterises the quality of the measurements and is calculated by 
processing spatially modulated interferograms. Hence this is the SNR of the interferogram. At 
Littrow configuration, the measured signal can be equated to noise due to the mixing of all 
frequencies at this configuration. However, at off-Littrow configuration, a contrast is created as the 
path difference increases. The signal is twice the average value of an interferogram before 
modulation while the noise which is quantified by the fluctuations of the interferogram at large 
path differences is the standard deviation of the interferogram [154].
The spatial signal to noise ratio is therefore calculated by processing the standard deviation of
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the modulated part of the quartz halogen lamp interferogram (limited by the SWIR band-pass filter) 
for off-Littrow configuration and comparing with the raw interferogram. It is given as:
SNR,
2x1,a v g
(6.1)
where lavg is the average of the raw interferogram and is the standard deviation of the
modulated interferogram.
6.3.2.2 The Spectral SNR
Consequently, the signal to noise ratio of the spectra quantifies the spectral noise into the spectra 
with the fact that the source is spectrally broad. It is estimated from the band-pass filter profile as 
given in Figure 5-29 where the SWIR band-pass filter is expected cut off all energy outside its 
transmission band. It involves calculating the noise level present in the spectrum by processing the 
standard deviation of the baseline or feet of the band-pass filter spectrum since the non-zero signal 
present at the baseline of the filter spectrum is considered to be noise [154]. By calculating the 
standard deviation of the baseline, the magnitude of the spectral noise is thus determined. Equally, 
the signal magnitude of the spectra is the maximum value of the spectrum which coincides with the 
maximum transmission of the filter for a spectrum of light [154]. Hence, the spectral SNR can be 
defined as the ratio of the signal magnitude and the spectral noise and is given as:
  ^maxSNR, (6.2)s p e c t r a l  (XspectradN baseliney
where Smax is the maximum level of the signal and (Tspecirai(Nbaseline) is the standard deviation of the 
baseline of the filter spectrum as shown in below. With a normalised signal, the maximum level of 
the signal is 1.
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Figure 6-9: Filter profile with narrow view of the baseline of the spectrum indicating points
used in determining the spectral noise
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6.3.2.3 Measured SNR
As explained in Sec. 6.3.2, the spatial signal to noise ratio (SNR) obtained for the COMSSWIR 
instrument is therefore obtained by calculating the standard deviation of the modulated part of the 
interferogram given in Figure 6-8 and comparing with the raw interferogram using Eq. (6.1). 
Following the modulated interferogram given in Figure 6-8, the standard deviation, (Tspatiai(Imo^ , 
measured is 425 ADU while the average signal of the raw interferogram before modulation, lavg, is 
61217 ADU. Therefore, the SNR of the interferogram is calculated as
Similarly, the spectral SNR obtained through the band-pass filter profile as given in Figure 5-29 
following the assumption that a uniform noise occurs across the spectra and outside the 
transmission band of the band-pass filter. The spectral noise is calculated between 6212.84 cm'^ 
and 6222.93 cm'  ^ and also between 6272.85 cm'^ and 6283.28 cm'^ as observed in Figure 6-9. The 
measured spectral noise for this normalised spectrum is 0.0045 while the maximum signal 
following the normalisation is 1. Using Eq. (6.2), the spectral SNR is:
SNRspectral =  = 2 2 2
Therefore, a spatial SNR of >280 and a spectral SNR >220 is achievable using the COMSSWIR 
instrument.
6.4 CO2 Spectral Analysis
6.4.1 Detecting and Measuring CO2
From Figure 5-31, the region of interest within which CO2 absorption lines can be detected is 
displayed. It shows that about 22 absorption lines can be detected. This would require using the 
complete 128 spectral elements for detection. However, following Table 5-5 in Sec. 5.4.3.2, the 
effective number of spectral elements that can be used for detection is 116. This means that the rest 
of the information as explained in 5.4.3.1 cannot be properly accounted for as it is close to the 
Littrow frequency region.
Following the modulated part of the interferogram shown in Figure 6-8, the inverse Fourier 
transform of the modulated FT spectrum recovers a symmetric CO2 transmission spectrum as can 
be seen in Figure 6-10.
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Symmetric view of recovered CO^ transmission spectrum
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Figure 6-10: Symmetric view of the recovered CO2 transmission spectrum
From Figure 6-10, it can be deduced that samples above the 116* element are classified as 
noise. Nonetheless, a count of all the absorption lines within the 128 spectral elements reveals that 
22 absorption lines have been recovered even though 4 absorption lines are clearly submerged 
around the Littrow frequency region.
A closer look at the recovered CO2 transmission is through one half of the symmetric spectrum 
given in Figure 6-10 as represented below in Figure 6-11 from where the useful absorption lines 
can be observed.
First level re trieval o f CO^ tra n sm iss io n  sp e c tru m
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Figure 6-11: One half of the symmetric recovered CO2 spectrum
From the symmetric spectrum where one half is extracted, it was then multiplied by the filter 
band-pass spectral transmission profile in order to visualize the absorption lines under observation
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and is shown in Figure 6-12, This process is very vital in order to represent each data point based 
on its absorption strength. It also paves the way for an easier comparison with the simulated CO2 
transmission spectrum. However, this process further makes it difficult to account for the remaining 
4 absorption lines.
Measured CO  ^Spectrum
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Figure 6-12: Initial CO2 retrieval following after multiplication with spectral filter profile
As it was noticed in Figure 5-8 (Sec. 5.3.1.3) in the processing of the spectrum of the red LED, 
an iterative polynomial routine was used to remove the baseline in the emission spectrum. 
Similarly, a modified version of this baseline correction algorithm called the 
‘''ModpolyFit_Absorption” was used to iteratively correct the “envelop” of the measured CO2 
spectrum shown in Figure 6-12. The iterative correction process of the “envelop” is displayed in 
Figure 6-13.
Modified iterative fitting function algorithm for absorption spectra
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Figure 6-13: Performing iterative algorithm to correct the transmission o f absorption lines
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This process yields the true transmission of the detected and measured CO2 transmission 
spectrum. It further gives room for an easier comparison with the simulated CO2 transmission 
spectrum provided a similar correction is applied to the spectrum displayed in Figure 5-31. The 
correction applied to the measured transmission spectrum therefore yields the recovered CO2 
transmission spectrum from the COMSSWIR Channel-1 prototype instrument as given in Figure 
6-14. It clearly shows that beyond the 116* spectral element, the absorptions lines cannot be 
accounted for as they are wrapped around the Littrow frequency as previously explained.
Corrected measured CO^ transmission spectrum
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Figure 6-14: Measured CO2 spectrum using COMSSWIR Channel-1 instrument
From Figure 6-14, the effect of frequency wrapping around the Littrow frequency in the SHS is 
greatly observed. It clearly shows that beyond the 116* spectral element, the absorptions lines 
cannot be accounted for as previously explained. This characteristics pertaining to an SHS was 
taken into consideration at the initial stage of the modelling. This is why the Littrow frequency was 
selected such that the region of very weak absorption bands falls around the Littrow wavenumber 
region. Using MATLAB curve fitting tool, a fit was applied to the measured CO2 spectrum and the 
residual of the fit observed. Figure 6-15 shows the plot of the fit and the residuals.
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Figure 6-15: Fitting function on measured CO2 spectrum (above) and the residual of the fit
(below)
A similar correction was carried out for the simulated CO2 transmission spectrum following the 
region of interest displayed in Figure 5-31. The correction is aimed at providing an even field for 
the comparison of the measured CO2 transmission spectrum with the simulated spectrum. The 
iterative correction algorithm is displayed in Figure 6-16.
Modified iterative fitting function algorithm  for absorp tion  sp e c tra
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Figure 6-16: Applying the corrective algorithm to the simulated CO2 transmission spectrum
The result of the correction is shown in Figure 6-17 below. Since this is a simulated case, the 22 
absorption lines can still be accounted for.
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Figure 6-17: Correction of simulated CO2 transmission spectrum
Comparing the measured CO2 transmission spectrum with the simulated CO2 transmission 
spectrum and considering only the 116 spectral elements as earlier explained, the similarities of 
both spectra can be observed. This comparison offers a good qualitative analysis of the detected 
CO2 transmission spectrum. The pattern of CO2 absorption lines can be seen to possess some 
resemblance. Also the strength (or depth) of absorption can be closely linked to each other. The plot 
featuring this comparison is displayed in Figure 6-18. It further shows that the COMSSWIR 
instrument performs better at frequencies away from the Littrow frequency. This characteristic was 
first observed in the filter profile and was explained in Sec. 5.4.3.1.
Comparing simulated 00^ with measured 00^ spectrum
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Figure 6-18: Comparing measured CO% spectrum with simulated CO2 transmission spectrum
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Also, a further comparison is given in Figure 6-19 by superimposing the measured CO2 
transmission spectrum on the simulated CO2 transmission spectrum. This comparison forms the 
basis for a good qualitative analysis and shows the effect of the non-top-hat pass-hand filter profile 
as well as the decrease of absorption depth towards the Littrow frequency region and an increase of 
absorption depth towards the cut-off frequency region. However, the overall envelop of both 
spectra show similarities.
Measured CO^ spectrum superimposed on simulated CO^ spectrum
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Figure 6-19: Measured CO2 spectrum (blue) superimposed on simulated CO2 transmission
spectrum (dashed green)
6.4.2 Quantification of Measured CO2
So far, the measured CO2 transmission spectrum has been qualitatively analysed, however, the 
quantification of CO2 requires the methods described in Secs. 2.4.1 to 2.4.6. The measurement of a 
gas using spectroscopic techniques requires the knowledge of the physics of radiative transfer 
which was explained in Sec. 2.4. It led to the analytical technique called the Differential Optical 
Absorption Spectroscopy (DOAS) which was also explained in Sec. 2.4.2. This concept is 
displayed below in Figure 6-20 as an illustration.
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Figure 6-20: Absorption line measurement using amplitude variation of Differential Optical
Absorption Spectroscopy
In this method, the amplitude variation between the two points labelled in Figure 6-20 as 
“absorption depth” gives the concentration of CO2 . In making the illustration easier for 
assimilation, a MATLAB curve fitting tool was used to fit the curve before identifying the 
absorption depth. All data points are used in this approach and the fitting corrects for elements of 
error in the original plot. As the concentration of CO2 increases, the absorption depth also 
increases. This fitting is simultaneously carried out for all absorption lines present in the spectrum. 
It is obvious that absorption lines are the area of focus as the depth and shape of the lines provide 
information on the concentration of the investigated substance.
The transmittance or the absorbance of the gas given in Eq. (2.12) and (2.13) can equally be 
used to characterise the measured CO2 . From the measurements carried out using the prototype 
instrument, the transmittance as described in [187] was calculated using Eq. (2.12) where I(X) is the 
measured CO2 spectrum given in Figure 6-14 while the Io(X) is the filter profile given in Figure 
5-29. A plot of the absorbance following Eq. (2.13), of the CO2 gas measured in the laboratory is 
presented in Figure 6-21.
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Figure 6-21: Absorbance plot of the measured CO2
As already explained in Sec. 2,4.6, the inverse model is the required technique for quantitative 
measurement of the concentration of atmospheric carbon dioxide. Since the measurement itself is 
indirect, then the inverse model offers the solution to the retrieval of the measured concentration. 
Hence, the state of measurement at the input of the COMSSWIR instrument is determined by using 
inverse method.
As mentioned in Sec. 2.4.6, the terms derived for the inverse model such as the a p r io r i,  the 
Jacobian matrix, the transition matrix, the covariance matrix of the measurement, the covariance 
matrix of the a p r io r i, the measured state, the gain matrix and averaging kernel matrix will be 
described in practical terms as used in the inverse model following the work of Lacan [116] in Sec. 
6.4.2. Relating Parseval’s theorem, it can be said that all the information contained in the measured 
spectra is also in the interferogram. Therefore, the interferogram is a function of the atmospheric 
carbon dioxide concentration and will be used directly in the inversion algorithm rather than using 
the measured CO2 spectrum.
The a p r io r i o f the state, x^: This is the simulated atmospheric carbon dioxide transmission 
spectrum. This was simulated using the radiative transfer code (the PcModWinS.O) with an initial 
CO2 mixing ratio in ppm. The number of elements used for this a p r io r i  of the state is 128 elements 
which is represented as m rows of the matrix. This number is based on the available number pixels. 
A plot of this is given in Figure 6-17.
The covariance matrix o f a prio r i, S^: This is the covariance matrix of the a p r io r i  of the state, x^, 
computed as a representative of its error.
The transition matrix o f  the instrument: This is determined through the convolution o f the
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instrumental response with the measured CO2 spectrum. The instrumental response of system 
through the ILS function given in Sec. 5.4.3.2.1 offers a measure of the spectral sensitivity of the 
spectrometer while the measured CO2 is given as shown in Figure 6-14. Figure 6-22 shows the sum 
of the transition matrix of the instrument.
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Figure 6-22: Plot of the sum of transition spectrum of the instrument
The transition matrix at infinite resolution, ^5m/* infinite resolution spectrum, otherwise 
referred to as the a priori infinite resolution, the interferogram is calculated with a sampling pitch 
of about 2 X 10“  ^ cm'* which is about 18 times finer than the spectral elements resolved by the 
spectrometer. Using Eq. (2.32), a plot of the sum of the transition matrix at Infinite resolution is 
represented in Figure 6-23.
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Figure 6-23: Plot of the sum of transition matrix at infinite resolution
The measurement, y: This is a vector of measurement obtained from the prototype instrument in
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the form of an interferogram. It gives a qualitative analysis of the measured spectra. With a 
spectrum of known concentration, this measurement can be directly compared to determine the 
concentration. As already explained above in relation to Parseval’s theorem, the interferogram that 
yielded the measured spectrum will be used in the inversion model. This means that the size of this 
vector identified as n number of columns becomes greater than the state vector. For this inversion 
the size of this vector is 1024 as shown in Figure 6-8. The full size of 6128 samples (“zero 
padding”) can also be used. Figure 6-24 shows the measured interferogram with a series of periodic 
“signal burst”. The highly intense signal at the centre of the plot signifies its point of zero path 
difference
Various signal burst |
-3000 -2000 -1000 0 1000 
Number of sam ples
3000
Figure 6-24: Measured interferogram showing periodic “signal burst”.
The covariance matrix o f the measurement, S^: The measurement error covariance matrix, S^, 
which represents the measurement error e, is shown below in Figure 6-25, with its diagonal 
elements representing the variances of the individual elements of y, as explained in Sec. 2.4.6.
Figure 6-25: Covariance matrix of the measurement with its diagonal elements
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The interferogram o f the a priori o f state, 1(5): The interferogram of the a priori of the state is 
created at infinite resolution following Eq. (2.33) as a matrix product of the transition matrix at 
infinite resolution and the a priori of the state. The maximum path difference was created 
following Eq. (3.19) and calculated in Sec. 5.4.3.2 as an n X  1 vector with n being the number of 
elements in the interferogram. It is required in order to create the Jacobian matrix, K. The Jacobians 
of the interferogram of the a priori of state is represented in Figure 6-26 below.
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Figure 6-26: Jacobians of the interferogram of the a priori of the state
The Jacobians of the interferogram a priori shows the Jacobians of the simulated carbon 
dioxide. The absorption lines present in the a priori spectrum can be seen as series of periodic 
“signal burst” in the interferogram. Similar to Figure 6-24, the highly intense signal at the centre of 
the plot signifies its point of zero path difference.
Comparing the measured interferogram with the a priori interferogram. Figure 6-27 shows that 
while the measured interferogram holds information relating to the absorption lines of carbon 
dioxide within the available number of pixels (128 pixels), the a priori interferogram designed with 
finer resolution has its signal burst (representing the absorption lines) across the selected sampling 
range.
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Figure 6-27: Comparing the measured interferogram with interferogram of the a priori of the
state
The Jacobian matrix, K: As already explained in Sec. 2.4.6, the Jacobian matrix is a weighting 
function of partial derivatives that describes the sensitivity of the measurement. Practically, it is 
represented here as the product of the spectral filter transmission profile and the interferogram of 
the a priori of state just described above. The Jacobians allows the visualization of position of 
absorption lines present in the spectrum. It offers a useful tool in finding the sensitivity of the 
measurement. Figure 6-28 shows the spectrum of Jacobians superimposed on the measured 
interferogram.
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Figure 6-28: Jacobians of the spectrum superimposed on the measured interferogram
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6.4.2.1 Method for measuring the true value
As explained in Sec. 2.4.6, the a priori information is required in the inverse model. Therefore, a 
means of knowing the concentration of the carbon dioxide at the spectral input is necessary. This is 
so because the measurement was carried in a laboratory environment and not in an open air 
scenario where the concentration is theoretically given as 380 ppm. A CO2 gas sensor with its 
digital reader called Labquest2 from Vernier Software & Technology was used to measure the 
concentration of carbon dioxide present in the laboratory. It also has in its package a pressure 
sensor and temperature monitor. The temperature sensor helps to log the temperature at which the 
measurement was conducted while the pressure sensor logs the air pressure within the laboratory. 
These sensors are so sensitive that they respond to slight variations and help to predict the right 
moment at which measurements can be acquired.
Temp, sensor
Pressure
sensor
Data from detector
CO2 sensor
Nalgene bottle
Sensors reader
u .  LABQuEST'
2 4 . 2  'C
Figure 6-29: Labquest2 digital reader with CO2 gas sensor, temperature sensor and pressure
sensor during image acquisition
As shown in Figure 6-29, the temperature sensor, the pressure sensor and the CO2 sensor are 
suspended in the laboratory but connected to the Labquest2 digital reader which accommodates up
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to three sensors at a particular time.
Apart from suspending the CO2 sensor as shown in Figure 6-29, it can be inserted into the 
Nalgene bottle where CO2 has been introduced and the concentration recorded on the Labquest2 
digital reader as shown in Figure 6-30.
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Figure 6-30: CO2 gas sensor inserted into nalgene bottle containing pure CO2 gas
These methods of recording a priori values from the CO2 sensor ensure that the concentration of 
CO2 during measurements is always known and therefore forms a reliable a priori value.
The data received from the sensors can be recorded in real time on the computer or can be 
stored on the digital reader. In order to maintain a consistent and accurate data, it is recommended 
to calibrate the CO2 sensor. This is done in an open air environment. It should be noted the 
atmospheric CO2 concentration varies depending on location, atmospheric condition and 
temperature. A typical calibration diagram showing atmospheric CO2 concentration, temperature 
and pressure is presented below in Figure 6-31. The average CO2 concentration for this calibration 
was 455 ppm. It can be observed from the figure that the readings of the CO2 concentration start to 
stabilize after 300 seconds. Repeated data observations showed that measurements could 
commence once the readings stabilize.
In the laboratory, the CO2 concentration was observed to be higher when compared to the 
readings received within the laboratory environment or surroundings within the building. This is as 
a result of human activity. Within the Surrey Space Centre, this concentration varies depending the 
time of day or the activity within the Space Centre such as visitors on excursion. With this 
variation, the air pressure within the laboratory is sometimes not steady and the sensor helps to 
ascertain the times at which data could be acquired. This concentration measurement forms a good
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a priori because the data recorded is the basis for the new atmospheric CO2 simulation required for 
the iteration. It must be mention that due to the number of a priori data required for updating the 
iterations needed to retrieve the measured CO2 concentration, the computation time becomes costly.
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Figure 6-31: Graph of CO2 concentration, temperature and pressure in an open air
environment
6.4.2.2 Inversion procedure for CO2 concentration
Following the inverse method explained in Sec. 2.4.6, it can be summarized that an optimal 
solution, X, of the inverse problem can be constructed by minimizing the a posteriori cost function 
[59]. In this retrieval approach, an iterative Gauss-Newton scheme is used to obtain the optimal 
solution, X, whereby in each iteration step, the measured spectrum, y, and the Jacobian matrix (or 
weighting function), K, are calculated with the forward model described in Sec. 2.4.4. This iterative 
retrieval process converges after about three to five steps and the a posteriori error covariance S 
(Eq. (2.22)) and the averaging kernel matrix. A, (Eq. (2.29)) are calculated [59]. However, in this 
inversion (retrieval approach), a minimum cost function is found when the a priori CO2 
concentration value is close to the retrieved CO2 concentration value.
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The terms used for the inversion procedure of the concentration of CO2 measured using the 
COMSSWIR Channel-1 instrument was explained earlier using mathematical terms in Sec. 2.4.6 
and given in practical terms in Sec. 6.4.2 above. These are the building blocks that yield the 
average concentration of CO2 from a particular interferogram recorded on the detector. The 
remaining terms such as the covariance matrices of the a priori vector and the measurement vector, 
Sq and Sg respectively, are used to create the gain matrix, G, together with the Jacobian matrix 
explained in Sec. 6.4.2. The gain matrix is given in Eq. (2.28).
Recalling Eq. (2.31) which gives the retrieved state of measurement after inversion as;
X =  x„ -1- G(y -  x^K),
where x^ is a 1 x m matrix, G is an n x m matrix, y is a 1 x n and K is an m x n matrix. The 
m x n  matrix is a row and column matrix with m=128 elements and n -  1024 elements. The matrix 
notation of the above equation yields the average concentration of carbon dioxide as the retrieved 
state of the measurement following the inversion algorithm explained in Sec. 6.4.2. In the inversion 
algorithm, we have assumed that the probability density of the concentration of carbon dioxide is 
Gaussian.
A description of the data processing chain for the inversion of the measured CO2 is given in the 
process diagram displayed in Figure 6-32.
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• Obtain a priori values using CO; sensor in ppm 
> Note time range for data acquisition • Perform radiative transfer modelling 
> Repeat for each a priori value
• Spectral filter profile
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measurement, y.
• CO; spectrum
• Obtain Interferogram from instmment
Inversion Procedure
Iteration for each a priori
• a priori interferogram
• Jacobians
• Covariance matrices 
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Figure 6-32: Data process diagram for CO2 concentration retrieval
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Following the description and steps given in the data process diagram, the CO2 gas sensor was used 
to obtained measurement for a priori value, yg. The concentration range at which interferogram 
measurement was taken falls between 630 ppm and 655 ppm. This can be observed from the top 
graph displayed in Figure 6-33 following the stability of CO2 gas sensor after 300 s.
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Figure 6-33: Graph of CO2 concentration, temperature and pressure used as a priori data
Having obtained the concentration range of 630 ppm to 655 ppm, the a priori values; 635 ppm, 
645 ppm and 655 ppm, were then used as input in the simulation of the atmospheric CO2 
transmission spectrum using the PcModWin5.0 software. The PcModWin5.0 has a CO2 mixing 
ratio limit of 999 ppm, therefore any a priori value beyond this limit cannot be used to yield the a 
priori interferogram from the radiative transfer model and associated parameters. Once the CO2 gas 
sensor stabilizes at 300 s, then the COMSSWIR instrument is launched to obtain interferograms as 
described in Sec. 5.4 and processed following the method described in Sec. 6.4.1. Using the 
inversion algorithm, the measured CO2 was then processed and the result is presented in Table 6-1. 
The bias (error of retrieval) is taken from the percentage of the difference between the inverted 
concentrations and the true value (which was measured using the CO2 gas sensor).
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a  p r io r i value used in simulation (ppm) 635 645 655
Average retrieved concentration from inversion (ppm) 615.50 642.45 637.41
Error of retrieval (%) 3.07 0.40 2.69
Table 6-1: Inversion of measured CO2
The difference between a p r io r i  value, yo and the average retrieved state of the measurement, x, 
was plotted for the best estimate as shown in Figure 6-34.
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Figure 6-34: Inversion retrieval based on 3 a priori information
The retrieval showed a minimum bias of about 2.5 ppm which necessitated further iteration. As 
already shown in the data process diagram of Figure 6-32, the aim was to have the average 
retrieved state as close to the a  p r io r i  as possible. Therefore, incorporating three additional a  p r io r i  
information into the inversion algorithm yielded a closer and better CO2 concentration estimate as 
shown below in Figure 6-35.
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Figure 6-35: Inversion retrieval based on 6  ff priori information
From Figure 6-35, the retrieval shows that the best estimate a p r io r i  converged at 640 ppm. The 
average retrieved state yielded 639.74 ppm with an error of inversion of about 0.04% resulting in a 
deviation of 0.26 ppm from the a p r io r i  value. The solution of the retrieval, which is close to the 
converged solution, is based on the spectroscopic technique used which offers a more robust
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instrument model. With no moving parts, this spectroscopic technique guarantees repeated 
measurements without introducing additional noise into the system as observed in instruments with 
any form of moving parts. Similar to the retrieval given above, another measurement with a priori 
value of 679 ppm yielded an average retrieved state of 676.52 ppm. This gives a bias of 2.48 ppm. 
As can be seen in Figure 6-36, iteration towards the retrieval of the measured data is observed to 
converge towards the true value. The precision of the measurement is represented by the standard 
deviation of a number retrieval. A standard deviation of the retrieved state was then performed to 
represent the precision of inversion in this retrieval and is presented in Table 6-2. The absolute 
value of the difference between the a priori value and the average of the inverted concentration as 
given in Table 6-2 was used to in plotting Figure 6-36.
6 7 0  6 7 2  6 7 4  6 7 6  6 7 8  6 8 0  6 8 2  6 8 4
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Figure 6-36: Inversion retrieval based on 7 a priori information
a priori value used 
in simulation (ppm)
Avg. retrieved conc. 
from inversion (ppm)
Standard deviation 
of retrieved state
Precision
(ppm)
670 729.9235 1.0243 X 10'^ 10.23
673 683.6075 4.3955 X 10"^ 4.40
676 671.7177 3.3186 X 332
679 676.5200 2.6201 X 10"^ 2.62
682 666.1135 3.9677 X lO'"’ 33^
685 642.0472 4.5023 X 10'^ 4.50
6 8 8 748.0862 9.6011 X 10^ 9.60
Table 6-2: Inversions of measured CO2 with retrieval error
From Table 6-2, it can be observed that based on the absolute value of the difference, the bias of 
the retrieval is within ± 60 ppm. At the point of convergence (at 679 ppm), the bias is ± 2.48 ppm. 
The precision (which is taken from the standard deviation of the retrieval) at the point of 
convergence is 2.62 ppm, while the precision away from the point of convergence is seen to have a 
maximum o f -10.23 ppm.
With the steps taken to retrieve the measured CO2 concentration, various concentration of CO2
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were introduced into the laboratory and measured with the aid of the CO2 gas sensor to give the a 
priori value which is then used to simulate the a priori interferogram. The aim of these series of 
measurements and retrievals were to check the variation in absorption depth. As expected, it was 
found that as the concentration of CO2 increases, the absorption depth also increased. This can be 
observed in Figure 6-37 together with the expanded view of two absorption lines for clarity as 
given in Figure 6-38.
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Figure 6-37: A plot of various measured absorption spectra at different concentrations
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Figure 6-38: Expanded view of the various concentrations showing increase in absorption as
concentration increase
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Another way of viewing the increase in absorption depth as the concentration increases for all 
absorption lines was having it represented as shown in Figure 6-39.
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Figure 6-39: Plot of absorption depth with retrieved CO2 concentration
For this representation, the expectation was to have, for each absorption depth, a straight line 
graph sloping downwards as the concentration increases. However, although the general pattern 
features a downward slope, it can be seen that around 796 ppm, the pattern slightly changes and 
then corrects afterwards towards the downward trend. This deviation from the expected can be 
attributed to a number of factors such as change in pressure as at the time of acquiring 
interferogram, micro-vibrational impact (e.g. movement around the facility or opening and closing 
of adjacent doors). Another observation was the unusual pattern of the first absorption depth 
labelled “dip-1”. This is attributed to the modified iterative polynomial routine for the top line 
correction called the ModpolyFit Absorption (see Figure 6-13).
In general. Figure 6-39 validates the retrieval algorithm and shows an increase in absorption 
depth (or decrease in transmission) as concentration increases.
It should be stated that in the course of carrying out the inversion procedure, it was discovered 
that the accuracy of the retrieved state of the measurement largely depends on the selection of the 
region of masked interferogram as explained in Figure 5-28 of Sec. 5.4.3. This is due to the 
associated noise that exists outside the masked region. A poor selection of the interferogram will 
amount to an increased error in the retrieval. The inversion code requires further improvement in
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order to account for the measurement of the information content in the form of the degrees of 
freedom described in Sec. 2.4.6.
6.4.3 Comparative Analysis
With regards to meeting the scientific requirements, this thesis has shown that the COMSSWIR 
instrument is capable of meeting the spectral resolution requirement of 0.27 cm"^  or better at 
FWHM. The model presented for Channel-1 shows that with a full illuminated grating width of 
42.8 mm (Table 4-3), the resolution at FWFIM is 0.22 cm"' and further improves to 0.17 cm'*when 
using a larger detector size of 320 x 256 pixels. For Channel-2, the resolution at FWHM is 0.17 
cm'* and improves to 0.13 cm * at a reduced bandwidth (Table 4-5).
However, with the available resources, the COMSSWIR Channel-1 prototype instrument has 
achieved a spectral resolution of 0.27 cm * at FWHM and meets the clear sky spatial resolution 
requirement of 16 km x 16 km as it proves to obtain about 12% of clear sky measurements from 
nadir viewing point.
Comparing the size of Channel-1 SHS module (Figure 6-40(a)) with the size of the state-of-the- 
art instrument of Figure 2-31 and redisplayed in Figure 6-40(b), it can be seen that Channel-1 
model is 92% smaller than the state-of-the-art instrument.
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Figure 6-40: Size comparison of (a) COMSSWIR Channel-1 SHS module with (b) Static FTS
interferometer heart
In its compact nature, the COMSSWIR instrument (including the scanning mirror) when 
compared with the volume of SCIAMACHY, TANSO-FTS on GOSAT and the failed OCO is seen 
to be 81% smaller than the volume of SCIAMACHY, 85% smaller than the volume of TANSO- 
FTS and 65% smaller than the volume of the OCO. This reduction in volume further shows the 
feasibility for constellation.
In addition to the volumetric comparison given above. Table 6-3 offers a further comparative
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study between the COMSSWIR instrument (prototype model of Channel-1 (Table 4-3) and Option- 
1 of Channel-2 (Table 4-5)) and existing or planned CO2 monitoring instruments. The spectral 
resolution for SCIAMACHY satellite is based on Channel-6 which is used for CO2 monitoring and 
the CO2 precision for the COMSSWIR instrument is based on the prototype demonstration of 
Channel-1. The spectral and spatial resolution for COMSSWIR instrument can improve if using the 
flight model of Channel-1 and Option-2 of Channel-1 as given in Table 4-3 and Table 4-5 
respectively. Although the spectroscopic technique of the COMSSWIR instrument has no moving 
part, a scanning mirror is incorporated to provide the wide swath-width coverage.
Parameter SCIAMACHY TANSO-FTS on GOSAT
Failed OCO and
o c o - n
COMSSWIR 
(Ch-1 & Ch-2)
Moving part Yes Yes No Yes
Technique Dispersive FTS Dispersive SHS
Size (m) 1.09 X 0.65 X 1.01 1.2 X 1.1 X 0.7 1.6 X 0.4 X 0.6 0.69 X 0.98 X 0.2
Mass (kg) 215 250 150 <50
Altitude (km) 800 666 705 700
Spectral resolution (cm'*) 4.8 0.2 0.2 0.22 & 0.17
Spatial resolution (km) 15 x26 10.5 1.29 X 2.29 15x 15
Swath Width (km) 960 790 10.3 1280
SNR >1000 >246 >240 >220
CO2 Precision (ppm) -8  (-2%) 1-4 (0.3-1%) 1-2 (0.3-0.5%) <3 (-0.8%)
Table 6-3: Comparative study of CO HSSWIR instrument with existing or planned
spaceborne CO2 monitoring instruments
6.5 Summary
In this chapter, the method of data acquisition, detection and measuring of CO2 has been presented. 
The SNR of the COMSSWIR Channel-1 instrument has been calculated and gives a spectral SNR 
of >220. COMSSWIR Channel-1 instrument has been able to detect and recover measured CO2 
absorption lines and show similarities with simulated CO2 transmission spectrum when compared. 
Equally, the inversion procedure employed for the retrieval of the concentration of the measured 
CO2 has also been discussed. The detection of CO2 presented by the measured CO2 transmission 
spectrum forms a qualitative approach while the retrieval of the measured CO2 through the inverse 
model offers the quantitative approach. The accuracy of the inversion shows a CO2 precision of ~3 
ppm. A comparative analysis of some of the previous, planned and current CO2 monitoring 
instruments with the COMSSWIR instrument has also been presented.
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Chapter 7 Conclusions
7.1 Summary
This research has presented a novel design of a compact short wave infrared instrument using the 
Spatial Heterodyne Spectroscopy (SHS) technique for observing and monitoring atmospheric CO2 . 
The SWIR region of the electromagnetic spectrum has been shown to be useful in monitoring the 
absorption characteristics of atmospheric trace gases such as carbon dioxide (CO2), methane (CH4) 
and water vapour (H2O). In this thesis, the need for the rapid global monitoring of atmospheric CO2 
in near-real time has been highlighted.
The most compact interference-based instruments (including the state-of-the-art instrument) 
with capabilities of detecting atmospheric trace gases and their advantages and disadvantages have 
been discussed in Sec. 2.8.2. Findings revealed that the more miniature and compact the design for 
space-based CO2 monitoring instruments, the less the performance required for effective 
monitoring. These findings gave rise to a needed trade-off in balancing the performance yet 
maintaining a compact design.
Currently, spaceborne instruments designed for the monitoring of atmospheric trace gases with 
special emphasis on CO2 are characterized by complexity, large size and high cost. To solve this 
challenge, a novel optical design model of a COMpact Spatial Heterodyne Short Wave InfraRed 
(COMSSWIR) instrument presented in this research offers the needed payload solution that fits 
into a microsatellite structure. As the name implies, it is based on the Spatial Heterodyne 
Spectroscopy (SHS) technique. The SHS spectrometer has been employed for both ground-based 
and space-based studies in the FUV, VUV, UV, VIS, IR and LWIR region of the electromagnetic 
spectrum as highlighted in this research. Conventionally, an SHS records its interferograms in one 
dimension thereby limited by the available number of pixels in an array detector. Nevertheless, an 
echelle mode SHS uses echelle gratings to record interferograms in two dimensions of an array 
detector thereby covering a broadband spectrum. However, it is usually characterised by field- 
widening techniques which adds complexity to the design. Combining these two approaches yields 
a novel compact design where a broadband absorption spectrum has been achieved using standard 
gratings of a conventional SHS in an echelle mode without field-widening techniques. This 
technique removes all complexity and offers simplicity of a compact and robust design.
Consequently, the COMSSWIR instrument incorporates two modified non-field widened 
broadband SHS channels. The first channel (COMSSWIR Channel-1) operates around the 1.6 pm 
region while the second channel (COMSSWIR Channel-2) operates around the 2.0 pm region. The 
COMSSWIR instrument design has been successfully modelled and validated using a combination
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of MATLAB and ZEMAX® optical design software. The concept was also successfully tested 
using the visible and SWIR band SHS set-up with a broadband source. A prototype of the 
COMSSWIR Channel-1 instrument was successfully set-up, calibrated and tested. The focusing 
and alignment technique employed showed satisfactory results which do not require any alignment 
correction algorithm during data processing. The interferograms recorded from this prototype 
demonstrator were processed and validated. Also, the processing algorithm developed for this 
instrument yields both the qualitative and quantitative measure of atmospheric CO2 .
The retrieval of CO2 absorption lines from the COMSSWIR Channel-1 instrument offers a 
qualitative characterisation of CO2 while the retrieval of the measured CO2 concentration offers the 
quantitative solution. Although the retrieval algorithm successfully recovers the concentration of 
atmospheric carbon dioxide measure to a precision of about 3 ppm, it still requires further 
improvement, whereby the retrieval process converges iteratively. Currently, the retrieval algorithm 
has not taken into account the presence of water vapour which exists in abundance around the 2 . 0  
pm region and in very little quantity around the 1.6 pm region selected for the prototype build. The 
spectral range selected for the prototype demonstration was potentially free of water vapour and 
therefore made the retrieval algorithm possible with the elimination of the water vapour parameter.
For the performance analysis of the prototype instrument, this research has shown that by 
increasing the illuminated grating width and using a 320 x 256 InGaAs array detector, the spectral 
resolution, resolving power and SNR could be greatly improved while still maintaining a 
broadband spectrum. This makes the design perfectly scalable. Consequently, although CO2 is the 
trace gas under investigation, the design could be easily extended to include other constituents of 
the atmosphere such as methane (CH4) by the incorporation of a spectral filter with bandwidth 
centring on approximately 1.64 pm. However, investigating methane may require custom made 
optical components as standard COTS products in the SWIR have a cut-off wavelength around 
1.62 pm.
An analysis of the proposed constellation revealed that a wide swath-width of -1280 km could 
be achieved if an across track scanning mirror is incorporated to the COMSSWIR payload. This 
wide swath-width in turn offers a revisit period of 1.43 days for one satellite operating at medium 
latitude. An improvement to this temporal resolution by having a constellation of microsatellites 
(carrying the COMSSWIR payload) in a sun-synchronous Low Earth Orbit of about 700 km 
altitude could be in matter of hours rather than days.
With two compact and robust interferometer channels of the COMSSWIR instrument, this 
design provides the solution for the feasibility of having a constellation for the monitoring of 
atmospheric CO2. The low cost laboratory prototype of one channel of the COMSSWIR instrument 
presented in this thesis has demonstrated its capability in competing with the very expensive, large
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and complex instruments currently used or proposed for atmospheric CO2 monitoring.
7.2 Challenges
In the course of this research, numerous challenges including technical and non-technical were 
encountered and resolved. The main challenge encountered as already highlighted in Sec. 7.1 above 
was balancing the performance required for effective atmospheric CO2 monitoring with the size, 
cost and complexity of the platform needed to meet the scientific requirements stated in this 
research as discussed in Sec. 1.4. Meeting these scientific requirements has always resulted in 
large, expensive and/or complex spacecrafts (Secs. 2.9 and 2.10). Interestingly, having a very 
compact and miniature platform that is fit for space use often results in poor performance, thereby 
making it difficult to observe the subtle changes in atmospheric CO2 concentration. This challenge 
was effectively resolved with the choice of spectroscopic technique chosen, although it had to be 
modified to give way for a novel design that fits a broadband spectrum without complexity at low 
cost.
However, the selection of a broadband SWIR spectral range that is potentially free of water 
vapour was the next challenge, followed by the design of an optical instrument in the SWIR 
spectral region. In the visible spectral region of the electromagnetic spectrum, COTS optical 
components are available for use and can be incorporated into most optical design software thereby 
simplifying the technicalities of design and yielding easier performance parameters. However, the 
case is not the same when operating in the SWIR spectral region. Here, both the size and 
performance pattern of SWIR optical components were different compared to their counterparts in 
the visible band region of the spectrum. For example, a standard 1-inch nonpolarising cubic beam­
splitter in the visible to Near Infrared (NIR) spectral band cost about $485 while a 2-inch 
nonpolarising cubic beam-splitter in the SWIR cost about $16,000 from the same manufacturer. 
Finding an affordable vendor to make this design as low cost as possible was also one of the 
challenges faced. However, success was recorded in finding the right and affordable vendor to 
make the low-cost approach possible as documented in this research. Thus, apart from acquiring 
optical design skills required for the SWIR optical design model, affordability of SWIR optical 
components had to be considered.
Another challenge worth mentioning is the laboratory set-up of COMSSWIR Channel-1 
instrument and the retrieval algorithm of the recorded interferograms. Effort has been made to 
document the set-up and processing performed on the prototype channel. Once the set-up is 
performed and calibrated, repeatability becomes feasible for various data required for the 
experiment even though the constituent under investigation is very dynamic.
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From the analysis carried out in Sec. 2.2.2, which gave rise to the motivation of this research, it 
was evident that an accurate retrieval of measured atmospheric CO2 with an error of less than 1 
ppm is required to account for the large uncertainty observed for the terrestrial CO2 fluxes. 
However, the retrieval with such precision poses another major challenge. This challenge can be 
overcome by improvements in the knowledge and stability of the radiometric and spectral 
calibrations of the instrument. Such calibrations can be done using a SWIR Laser in addition to the 
wavelength calibration already performed in Sec. 5.4.S.2.
7.3 Research Novelty
Having reviewed the capabilities of the COMSSWIR instrument by comparing with previous, 
existing and planned spaceborne CO2 monitoring instruments, it is pertinent to restate the novelty 
achieved in this research. In the comparison, only the instruments utilised for atmospheric CO2 
monitoring (excluding the complete spacecraft) were used. The achievements recorded in this 
research for the effective monitoring of atmospheric CO2 are highlighted as follows;
• The achievement of meeting the spectral resolution and spatial resolution requirement 
using a compact, no moving part instrument
• The achievement of having an instrument that has a significantly lower mass and 
averagely 77% lower volume when compared with previous, current and planned CO2 
monitoring instruments such as SCIAMACHY, TANSO-FTS on GOSAT and the failed 
OCO
• The proof-of-concept prototype demonstrator has shown the possibility of SWIR 
absorption spectroscopy using the SHS. The prototype demonstration was only tested in 
a laboratory environment due to limitations by detecting the CO2 in the room and also 
by passing pure CO2 gas for detection and measurement
• Development of algorithm to retrieve measured CO2 concentration using inverse 
methods in the presence of a priori information
• Achievement of high signal-to-noise ratio therefore erases fears of using the SHS 
technique for absorption spectroscopy
Generally, comparing this novel instrument with various compact FTS or interference-based 
instruments that employs no moving part, it can be summarized that the COMSSWIR instrument 
performs better than any existing compact instrument that has no moving part in whatever form. 
The COMSSWIR instrument is the first to utilise the spatial heterodyne spectroscopy technique for
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the study of atmospheric carbon dioxide as absorption spectroscopy. As reflected in this thesis, the 
novelty is summarised as:
• The first systematic study of atmospheric carbon dioxide using spatial heterodyne short 
wave infrared absorption spectroscopy
• The first prototype to detect, measure and analyse atmospheric carbon dioxide using spatial 
heterodyne short wave infrared absorption spectroscopy
• The first spatial heterodyne short wave infrared absorption spectroscopy to implement the 
inverse methods for the retrieval of atmospheric carbon dioxide concentration measured 
using the COMSSWIR instrument
• The first proposed constellation of microsatellites for carbon dioxide monitoring mission 
using the COMSSWIR payload
7.4 Future Work
Firstly, as already mentioned above in the highlights, the next stage is to test the COMSSWIR 
instrument in an open air environment using natural sunlight as the source. This will involve setting 
up the light path in which the sun rays will be channelled into the instrument enclosure. The 
enclosure suitable for the retrieval analysis is preferably a vacuum chamber. Secondly, a laboratory 
and open air testing of the second COMSSWIR channel will be required. This will fully validate 
and demonstrate the capabilities of the COMSSWIR instrument. Although not necessary, placing a 
second SWIR filter at the entrance of the interferometer further eliminates unwanted signal and 
stray light from the system. Thirdly, assembling the COMSSWIR instrument on a flight optical 
bench using space qualified components and testing the complete unit using natural sunlight as the 
source presents the payload as a flight-ready instrument.
The ZEMAX® model of this prototype channel including the instrument parameters has been 
presented and analysed in this thesis. A further improvement to this instrument’s optical modelling 
will be to design the system as absorption spectroscopy rather than emission spectroscopy. Also, 
the development of a faster ready-to-process algorithm is needed to speed up the process of 
processing the interferograms. Currently, the algorithm used in carrying out the processing is 
launched only after the image data for that particular scenario is obtained. As several iterations are 
required to retrieve the concentration of a measured data which are currently manually driven, this 
becomes a tedious task to accomplish in the presence of high volume of data. However, using a 
LAB VIEW program, this algorithm can automatically start the processing as soon as an 
interferogram is recorded provided the a priori data is available. Also, the retrieval algorithm will
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by extension, incorporate water vapour as an additional parameter for retrieval. As mentioned in 
Sec. 4.8, the optical payload model will require the incorporation of the O2 A-band at 0.76 pm for 
any space-based deployment of the COMSSWIR instrument. This channel can be easily modelled 
and incorporated as part of the COMSSWIR instrument following the steps outlined in Sec. 4.5.
Again, as mentioned in Sec. 4.2.1, the use of SWIR dual telecentric lenses for the exit optics 
was proposed. However, COTS lenses were employed for the exit optics. For further investigations 
towards improvement on the quality of interferograms recorded on the detector, it is suggested that 
these set of lenses be utilised.
Following the desire for high resolution spectra in a compact design, the use of cylinder lens 
was initially employed for focusing the output beam onto a linear array detector during the optical 
modelling of the instrument channels. Although the optical model incorporating this cylinder lens 
produced a fringe pattern in linear dimension, the experimental aspect to reproduce this fringe 
pattern was not successfiil. During the experimental phase which utilised COTS cylinder lens, the 
fringe pattern was completely “washed” off from the array detector. This is an area worth 
investigating to create a cheaper and more compact design of high resolution spectra since SWIR 
linear array detectors cost less than their area array counterparts.
Although the prototype demonstrator achieves a high spectral SNR of >220 in the laboratory 
with a direct light source, the achievable SNR would obviously be less if  used directly in nadir 
configuration in orbit. However, this can be offset by making improvements in the detector (more 
pixels, use of MCT type detector, etc), and also through active or passive cooling of the detector. 
Such improvements will be part of the subject for future work.
In general, extending this high resolution absorption spectroscopy to other trace gases such as 
methane and water vapour will be an added advantage in demonstrating its usefulness for small 
satellite missions.
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Appendices 
Appendix-A
Considering the mass of the atmosphere as about 5.137 x 10^  ^kg [238, 239], which can be written 
as -5.137 X 10^  ^g, and the molar (or molecular) mass of air as 28.97 g/mol [233], then the number 
of moles (the unit for counting the number of molecules) of air can be estimated as;
5 .1 3 7  X 1 0 ^ ^ 1.7732 X 10^° moles of air, (A.1)
28.97
In terms of parts per million (ppm), Eq. (A.l) can be written as:
.^ •7732 X 10^ 2 _  1 7 7 3 2  X 10^^ moles of air. (A.2)
1 X 10®
From elementary chemistry, the molecular mass of carbon dioxide (CO2) is 44.01 g/mol (from
12.01 g/mol of carbon plus 2 x 16 g/mol of oxygen (O2)). Therefore, 1 ppm of CO2 can be written
as:
1.7732 X 10^^ moles x  »  7.8 x  lO^^g CO2 =  7.8 Pg COg =  7.8 Gt €0%, (A.3)
where Pg CO2 is petagrammes of CO2 and Gt CO2 is gigatonnes of CO2 which is equivalent to 10*^  
g CO2 . Equally, 1 ppm of carbon can be written as:
1.7732 X 10^^ moles x  «  2.13 x lO^^g C =  2.13 Pg C =  2.13 Gt C. (A.4)
Using the solution of Eq. (A.4), it can be seen that the value of the current CO2 concentration of 
395 ppm (Sec. 2.2) can be written in terms of Gt C as:
2.13 X 395 « 8 4 1  GtC, (A.5)
which can also be converted to ppm as:
841 GtC 
2.13 GtC
395 ppm. (A.6)
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Appendix-B
Considering half angle approximations, the solid angle, fl, given in Eq. (3.22), can be rewritten as:
D. =  27t(1 — cos 0) =  (B .l)
rearranging and equating, we have;
47T sin^^=Y , (B.2)
which equals;
s i n ^ f = 4 .  (B.3)
For small angles, Eq. (B.3) can be given as;
- =  - •2 A2R
For full angle field of view, p, we have;
(B.4)
Rearranging in terms 0, Eq. (B.4) becomes;
13 =  2 0 =  K  (B.6)
- 2 3 0 -
