In this paper, we use factor-augmented HAR-type models to predict the daily integrated volatility of asset returns. Our approach is based on a proposed two-step dimension reduction procedure designed to extract latent common volatility factors from a large dimensional and high-frequency returns dataset with 267 constituents of the S&P 500 index. In the first step, we apply either LASSO or elastic net shrinkage on estimates of integrated volatility of all constituents in the dataset, in order to select a subset of asset return series for further processing. In the second step, we utilize (sparse) principal component analysis to estimate latent common asset return factors, from which latent integrated volatility factors are extracted.
Introduction
Accurate price volatility estimation and prediction is crucial to successful risk management and asset allocation. In light of this fact, many new estimators relevant for volatility analysis have recently been introduced, including but not limited to, realized variance (RV) (Andersen et al. (2001) ), jump robust RV based on multi-power variation and truncation (Barndorff-Nielsen and Shephard (2004) , Mancini (2009) , Corsi et al. (2010) , Podolskij and Ziggel (2010) ), and multi-scale (Aït-Sahalia et al. (2011) ) and pre-averaging (Jacod et al. (2009) ) estimators, which are designed to eliminate microstructure effects. Making use of these sorts of integrated volatility estimators, heterogeneous autoregressive (HAR) type forecasting models have been studied extensively in the financial econometrics literature. For example, Corsi (2009) introduces a basic HAR-RV model, and Andersen et al. (2007) and Corsi et al. (2010) analyze jump variation augmented HAR-RV models. Additionally, Duong and Swanson (2015) examine HAR model performance when socalled upside and downside jump variations are included. The authors also utilize q-th order variations of jump components, with 0.1 ≤ q ≤ 6, and consider the usefulness of large jumps (i.e., jump size exceeds a given threshold) in HAR-RV type regressions. Patton and Sheppard (2015) study how the positive and negative price jumps affect the future volatility, respectively. Audrino and Hu (2016) exploit the prevalence of the leverage effect and investigate the characteristics of different components of continuous risks and jump risks on volatility persistence. Bollerslev et al. (2016) further improve volatility forecasting by allowing for the change of model coefficients according to the degree of measurement error. Other types of volatility forecasting model are also widely used, such as stochastic volatility (SV) models (Meddahi et al. (2001) , Andersen et al. (2004) , Andersen et al. (2011) ), (G)ARCH-type models (Andersen et al. (2003) , Hansen and Lunde (2005) , Brandt and Jones (2006) ), and Mixed Data Sampling (MIDAS) models (Ghysels et al. (2006) , Ghysels and Sinko (2011) ).
Although very parsimonious, the HAR-type models discussed in the above papers only utilize information on the target asset that is being predicted. A little explored question is whether there are sources of information other than the target asset itself can help improve the predictive accuracy in HAR regressions. In this paper, we attempt to answer this question by augmenting benchmark HAR models with estimates of latent integrated volatility (IV) factors extracted from latent common asset return factors, which are themselves extracted from a large dimensional and high-frequency asset returns dataset, and investigating whether these latent IV estimates are informative about the future volatility of selected target assets. As shall be discussed below, inclusion of latent IV factors substantially improve volatility forecasting performance for various assets at market, sector and individual-stock levels, with the notable exception of the financial sector.
The dimension reduction approach that we use in order to estimate factors combines several cutting-edge methods widely used in the literature. In particular, the motivation for our twostep dimension reduction procedure is based on new results on the use of principal component analysis (PCA) in the construction of latent factors using large dimensional and high-frequency asset return datasets that are developed in Aït-Sahalia and Xiu (2016a) and Aït-Sahalia and Xiu (2016b) . However, in addition to focusing on PCA, our procedure attempts to take account of the fact that we are interested in targeted or individual market, sector or stock return prediction.
Such targeted prediction is potentially inconsistent with the direct use of principal component analysis (PCA) for the extraction of common factors, since the common factors estimated using PCA that are used in prediction models are usually those associated with the largest eigenvalues in an eigenvalue-eigenvector decomposition of the correlation matrix of the dataset being examined (e.g., see Watson (2002a,b, 2006) , Ng (2006a,b, 2008) , and the references cited therein). Namely, the factors that account for the largest share of the variability of the covariance (correlation) matrix are assumed to be the best candidate predictors for a given target variable.
Clearly, this may not always be the case, as discussed in Bai and Ng (2008) , Carrasco and Rossi (2016) , and Swanson and Xiong (2017) . To address this problem, we begin, in a first step, by selecting a subset of assets from the total asset pool. This is done by carrying out shrinkage of the set of all integrated volatility estimates for the asset return variables in our dataset. Shrinkage is done using the least absolute shrinkage operator (LASSO) or the elastic net. Then, in a second step, we estimate latent asset return factors by applying either PCA or sparse PCA (SPCA) to the selected subset of asset return variables corresponding to the integrated volatility variables selected in our first step. Finally, these latent asset return factors are used to construct latent integrated volatility factors, which are in turn used as explanatory variables in our HAR-type regression model prediction experiments.
of-sample volatility prediction. Namely, all of the above findings become irrelevant when ex ante prediction experiments are carried out. In particular, for forecasting, data frequency is crucial, and the "best" frequency varies across different assets and asset classes. However, we still recommend using the 5-minute frequency, as a general rule-of-thumb. This is because our factor augmented HAR models generally yield the "best" predictions (see below for further discussion) using 5-minute frequency data, when comparing results factor augmented model predictive accuracy across different frequencies. Intuitively, note that on one hand, using higher frequency data may result in a substantial amount of microstructure noise being absorbed by extracted factors, hence potentially deteriorating predictive performance. On the other hand, if the sampling frequency is relatively low, it is more difficult to eliminate individual jumps when estimating latent factors, leading to forecast deterioration.
The above argument is buttressed by our finding that models utilizing SPCA in factor construction generally forecast "better" than those utilizing PCA. Moreover, the performance of SPCA, relative to PCA, is greatest when one moves from using 10-minute to 5-minute frequency data, as well as when one moves from using 1-minute to 5-minute frequency data.
Third, and perhaps most importantly, predictive accuracy improves appreciably when latent common volatility factors are included in benchmark HAR-type models. For example, for Johnson & Johnson (see Table 15 ), the benchmark model using 5-minute frequency data achieves an outof-sample R 2 value of only 0.14. This is approximately one-third of the out-of-sample R 2 value associated with our "best" factor-augmented model. This pattern occurs for many firms and sectors; as well as for the market ETF. Interestingly, if only in-sample R 2 values were examined in order to assess the usefulness of common factors, then the story would change markedly. For example, again using Johnson & Johnson to illustrate our findings, the benchmark model using 5-minute frequency data (without a common factor) achieves an in-sample R 2 value of 0.39, while in-sample R 2 values for our factor-augmented models are all between 0.43 and 0.48. This small increase associated with utilizing common factors in an in-sample context characterizes all of our experiments. Indeed, substantial increases in performance only arise when using latent factors for ex ante prediction. This finding constitutes strong evidence of an important difference between findings based on in-and out-of-sample experiments.
A different way to interpret the above key finding is as follows. In-sample R 2 values are widely known to be substantively greater than out of sample R 2 values in financial forecasting applications. This feature has been extensively discussed in the literature, and reasons for it range from the presence of (smooth) structural breaks and state transitions, to the general inability of linear models to capture inherently nonlinear interactions among financial variables and markets (e.g., see Paye and Timmermann (2006) , Aiolfi et al. (2009) , and Ang and Timmermann (2012) ).
In our experiments, when comparing benchmark HAR models, in-sample R 2 values are indeed much greater than their out-of-sample benchmark HAR counterparts, as might be expected. For example, using IBM (see the 5-minute panel in Table 14 ) to illustrate our findings, the benchmark model (without a common factor) achieves an in-sample R 2 value of 0.61, as opposed to an out-ofsample R 2 value of 0.24. However, when the "best" factor augmented in-sample and out-of sample performances are compared in this example, the R 2 values are 0.65 and 0.38, respectively. Thus, the relative out-of-sample gains associated with utilizing latent volatility factors are greater than the in-sample gains. This feature characterizes our results at all market, sector, and individual-stock levels, although it is more starkly apparent at the individual stock level.
Fourth, there is an important wrinkle to the above story. Namely, for financial assets, out-of sample R 2 values are approximately 0 in some cases. A particularly interesting example of this is the financial sector ETF. For this ETF, in-sample R 2 values range from around 0.53 to 0.64, while out-of-sample R 2 range from around 0.08 to 0.30. At the individual stock level, the picture is even more stark. Consider Goldman Sachs (see Table 13 ). In-sample R 2 values are always around 0.40, while out-of-sample R 2 values are always less than 0. However, all is not lost. As discussed above, for many of our target variables, there is substantial predictable content. For example, out-of-sample R 2 values for Coca-Cola (see Table 17 ), Exxon Mobil (see Table 22 ) and IBM (see Table 14 ) range from 0.35 to 0.41, from 0.30 to 0.37, and from 0.23 to 0.38, respectively, when using common factors constructed via our two-step procedure, and based on IV estimators constructed using 5-minute frequency data.
Fifth, financial stocks are frequently selected in our first variable selection (or shrinkage) step.
However, they are often assigned small weights in the second step (i.e., the latent factor estimation step), particularly when SPCA is used in this step. For instance, when we forecast the volatility of our energy sector ETF using 1-minute frequency data, over 33% of the most frequently selected stocks in the first step are in financial sector. However, the average weight assigned by PCA to, for instance, Goldman Sachs is only around 0.09, while the corresponding weight assigned to Texas
Instruments is around double that (see Table 24 ). Even more starkly, the average weight assigned by SPCA to Goldman Sachs drops is only around 0.02. This is in part due to the fact that over 50% of weights assigned by SPCA are identically zero. On the contrary, the average weight on Texas
Instruments Incorporated rises to 0.19. Therefore, we conjecture that the contribution of financial stocks to common volatility factors may be less than that of stocks in other sectors, based on these rather surprising findings. Moreover, and as a result of the above findings, it is very likely that the marginal predictive content of common volatility factors is largely accounted for by information in sectors other than the financial sector, such as the industrial and technology sectors.
The rest of the paper is organized as follows. Section 2 outlines our setup and modeling assumptions, and includes a brief discussion of some of the realized measures that we construct.
Section 3 discusses the forecasting framework used, and briefly introduces PCA, SPCA, LASSO and elastic net methods. Section 4 includes a discussion of the data used in our forecasting experiments, and summarizes our key empirical findings. Finally, Section 5 contains concluding remarks.
Setup
Denote by X the d-dimensional log-price process of d assets. Following the high-frequency literature, we assume that X follows an Itô-semimartingale defined on some filtered probability space (Ω, F, (F t ) t≥0 , P), and has the following representation:
where b t is the instantaneous drift term, σ t is the spot volatility, and both are adapted and càdlàg.
Additionally, W t is a multidimensional standard Brownian motion, µ is a Poisson random measure with compensator ν, and > 0 is an arbitrary number. For more details on Itô-semimartingale and continuous-time asset price modeling, see Aït-Sahalia and Jacod (2014) and the references therein.
Since volatility is unobservable, realized measures are often employed to consistently estimate it on a fixed interval [0, T ], using high-frequency intraday data. For instance, one of the most widely known measures, realized volatility, is defined as follows:
where m is the integer part of m and ∆ n i X = X i∆n − X (i−1)∆n , where ∆ n is the equally-spaced sampling interval that shrinks to zero. It is well-known that when asset prices are continuous on a fixed interval [0, T ], we have that:
However, when asset prices are discontinuous on [0, T ]:
where ∆X s := X s − X s− = 0, if and only if X jumps at time s.
To separate the integrated volatility from jump variation, one can use the threshold technique developed in Mancini (2001 Mancini ( , 2009 :
or use the multipower variation (MPV) estimator developed in Barndorff-Nielsen and Shephard (2004) and Barndorff-Nielsen et al. (2006) :
where
One can also combine these two methods and use a truncated multipower variation estimator. Apparently, different components of the quadratic variation can be analyzed or used separately in econometric analysis.
We also assume that the continuous part of asset log-prices follows an underlying continuous-time factor model on [0, T ]. Namely, define:
where Y t := X 0 + t 0 b s ds+ t 0 σ s dW s is the continuous part of X, F t is an r-dimensional continuous factor (r < d), Z t is an idiosyncratic component, and Λ t is a d-by-r factor loading matrix, each element of which is adapted and has càdlàg paths almost surely. Here, we specifically call F t the common price factor in order to distinguish it from the common volatility factor defined later. The common price factor F 's and the idiosyncratic component Z's are continuous Itô semimartingales as well, with:
and
where B s andB s are independent Brownian motions. All of the coefficient processes, h, η, g and γ are adapted to (F t ) t≥0 and have càdlàg paths, almost surely. The above factor models and general settings follow Aït-Sahalia and Xiu (2016b).
Dimension Reduction and Forecasting Methods
The original HAR model is given below.
where RM's are realized measures of integrated volatility, and RM [t,t−p] is the average of RM's over the most recent p + 1 days. For instance, if realized volatility is used in the model, then:
To eliminate the jump variation from the total quadratic variation, we employ the truncated realized volatility in (5) to consistently estimate the integrated volatility 1 . Therefore, the benchmark model that we consider in this paper is as follows:
where TRV stands for truncated realized volatility.
We propose using the following factor-augmented model in our forecasting experiments,
where y t+h is the h-step-ahead forecast of daily integrated volatility. We focus on one-day-ahead forecasts (i.e., h = 1). Here, w t is a vector consisting of truncated realized volatility on day t, the weekly average of truncated realized volatility from days t − 4 to t, and the monthly average of truncated realized volatility from days t − 21 to t (i.e., w t contains all predictors in the benchmark model). Furthermore, Ψ t consists of r-dimensional unobservable predictors. Based on the structure of factors assumed in (7), we define
and name it the common volatility factor. Note that we can not disentangle Λ from η unless imposing certain identification condition such as ηη = I r . So we don't distinguish them and treat Ψ t as the integrated volatility matrix of the r uncorrelated common factors.
Here, common price factors are extracted using PCA or SPCA applied to a high-frequency dataset, the constituent members of which are specified using LASSO or elastic net shrinkage on our 274 variable original dataset. Intuitively, common price factors in (7) can be interpreted as "composite stocks" (the name comes from the fact that they are linear combinations of all individual stocks in the data set) that in general affect a majority of stocks in the market. Therefore, we first construct those "composite stocks", next estimate the integrated volatility for each, and finally use the estimated integrated volatilities as predictors in (13) to forecast the integrated volatility of the target asset. Of note is that unlike many other applications of factor-augmented regressions, we do not directly use common factors Λ t F t extracted from a large number of assets.
Instead, what we actually use as predictors in forecasting models are the estimated integrated volatilities of these common factors, i.e. Ψ t . As discussed above, we use PCA and SPCA when constructing "composite stocks" in this paper. These dimension reduction methods will be briefly discussed after we summarize the shrinkage methods utilized in the first step of our two step volatility factor extraction procedure.
LASSO and Elastic Net
Prior to construction of latent factors using PCA and SPCA, we first select targeted predictor assets. For this, we use two shrinkage or variable selection methods, including the LASSO (see Tibshirani (1996) ) and the elastic net (see Zou and Hastie (2005) ). Both techniques can be interpreted as regularized or penalized regression methods. Briefly, let RSS be the sum of squared residuals from a regression of y t+h on w t and χ t , where χ t is a vector of estimates of integrated volatility on day t for all assets in X t . The LASSO estimator is the solution to:
where the φ's are coefficients in the regression. Only assets with nonzero φ's are retained in our final set of selected target predictor assets, sayX t , and the sparsity (number of variables) inX t only depends on λ. Therefore, instead of X t , we actually apply PCA or SPCA to the variancecovariance matrix ofX t when constructing estimates of latent asset return factors that are in turn used to construct latent volatility factors.
Similarly, the elastic net estimator is the solution to:
toward 0, the elastic net approaches ridge regression. In our experiments, we set α = 0.2 and 0.6 for the elastic net. For both the LASSO and the elastic net, λ is selected using 10-fold cross validation in the training dataset used to calibrate prediction models.
Note that for any two different target assets, the information pool (X t ) from which we construct theF t 's and subsequently theΨ t 's can be quite different (though the probability of them being equivalent is still positive). Additionally, note that after selectingX t via LASSO or elastic net shrinkage targeted to a specific asset, we construct (sparsely loaded) latent factors that are specifically related to the asset of interest. Therefore, it is reasonable to assume that their integrated volatilities (i.e., theΨ t 's) will potentially have better predictive power for the volatility of the target asset, than were the entire dataset, X t used to construct latent factors.
Principal Component Analysis
On any fixed interval [0, T ], define the following covariance matrix estimator:
Applying an eigenvalue-eigenvector decomposition toΣ yields estimates of eigenvalues in descending order,λ 1 >λ 2 >· · ·>λ r , and estimates of corresponding eigenvectors,ξ 1 ,ξ 2 ,· · ·,ξ r .
Therefore, the first r principal components on day t can be estimated as follows:
With these estimated principal components, latent common volatility factors on day t can be subsequently estimated as follows:Ψ
Aït- Sahalia and Xiu (2016b) show that the number of common factors can be consistently estimated, and that r j=1λ jξjξ j , wherer is the estimate of the number of common factors,
, with dimension diverging to infinity. As a result, Ψ t can be consistently estimated by the diagonal elements of r j=1λ jξjξ j . Once we have the estimates of Ψ t (i.e.,Ψ t ), we can plug them into model (13) to forecast y. In both the case of PCA and SPCA, the latent integrated volatility variables used in the HAR regressions discussed below are estimated using high frequency uncorrelated latent asset return factor data.
We conclude this subsection with two remarks. First, the above PCA procedure delivers the eigens (eigenvalues and eigenvectors) of the integrated volatility matrix. According to Aït-Sahalia and Xiu (2016a) , these eigens are different from the integrated eigens of the spot volatility matrix, when t does not shrink to zero. However, in finite samples (e.g., in our empirical application), the time horizon t (one day) is small relative to ∆ n (1-minute, 5-minute, and 10-minute), and this difference is small compared with other sources of estimation error. Therefore, we do not address eigens of integrated volatility versus integrated eigens of spot volatility differences in our empirical application, following the approach taken by Aït-Sahalia and Xiu (2016b) .
Second, it is well-known that eigens are nonlinear functions of the corresponding data matrix. Jacod and Rosenbaum (2013) show that various bias terms arise when estimating integrals of nonlinear functions of the spot volatility matrix, although only one bias term remains when local window sizes that are used are chosen to be relatively small. They further demonstrate that this remaining bias can be consistently estimated. Hence, it is possible to construct biascorrected estimators. Moreover, according to Aït-Sahalia and Xiu (2016a) , these bias terms are proportional to their associated eigens. Consequently, they share the same source of predictive power as eigens. In addition, analogous to our earlier arguments, the ratio t/∆ n is small in our empirical application, making the bias term that can be treated using the methods of Jacod and Rosenbaum (2013) , which is an integral over [0, t] , relatively small compared with other estimation errors. In view of these observations, we don't remove this bias term in our empirical application.
Sparse Principal Component Analysis
In general, PCA yields nonzero factor loadings for (almost) all variables, which exacerbates difficulty in interpretation. To avoid this drawback of PCA, and to generally induce parsimony, we also consider estimating factors using SPCA, as developed by Zou et al. (2006) and Qi et al. (2013) .
LetΣ be the same covariance matrix estimator defined in (16). The eigenvectorξ 1 of the first sparse principal component is the solution to:
where || · || λ 1 is a mixed norm defined as (1 − λ 1 )|| · || 2 2 + λ 1 || · || 2 1 , with λ 1 ∈ [0, 1]. Note that if λ 1 = 0, this mixed norm is equivalent to the L-2 norm, while it is equivalent to the L-1 norm if λ 1 = 1. Withξ 1 , one can sequentially obtain subsequent eigenvectors by solving the following optimization problems for j = 2,3,...,r:
where λ k is the tuning parameter for ξ k (which might be different for each k). In short, SPCA produces "sparse" factor loadings in the sense that many of them are identically zero, while factors are still constructed in the spirit of PCA, since explained data variances are maximized under constraints. Qi et al. (2013) show that their proposed algorithm for optimizing objective functions yields a stable limit which consistently estimates the eigenvectors under certain conditions. Our apporach, as discussed above, is to first estimate high-frequency sparse principal components, and then construct and utilize realized volatilities from these estimated factors in (13) to forecast any given target of interest.
Forecasting Methods
The proposed one-step forecasting model is:
The estimated factors' volatilities,Ψ t , are constructed by implementing the above mentioned twostep procedure. Recall that the first step involves using LASSO or elastic net shrinkage to select a subset of the asset dataset, as outlined in Section 3.1. The second step involves latent volatility factor construction, as discussed in Sections 3.2 and 3.3.
We choose the number of latent factors in our experiments by following an easy-to-implement, albeit ad-hoc rule. First, we sort all eigenvalues in descending order and select (additional) principal components based on their corresponding eigenvalues until their cumulative contribution exceeds (or is equal to) 90% of the total variation of the dataset. Next, we discard principal components with individual contributions that are less than 5% of total variation. For instance, if the first 5 principal components contribute 60%, 10%, 10%, 6%, 4%, respectively, we keep the first 4 principal components. The idea is very simple and natural: there is a trade-off between a more parsimonious model and a less informative one. Although the choice of cutoffs is somewhat arbitrary, our experiments suggest that the findings are robust to other cutoffs within a reasonable range of the above ones. Finally, we estimate daily integrated volatility of selected latent factors and use them as predictors in (21).
In summary, we consider six "permutations" of our two-step procedure in forecasting experiments, as follows:
I. EN1-PCA: First step -assets selected using elastic net (EN) shrinkage, with parameter α = 0.2. Second step -latent integrated volatility factors constructed using PCA.
II. EN2-PCA: First step -assets selected using elastic net (EN) shrinkage, with parameter α = 0.6. Second step -latent integrated volatility factors constructed using PCA.
Second step -latent integrated volatility factors constructed using PCA.
IV. EN1-SPCA: First step -assets selected using elastic net (EN) shrinkage, with parameter α = 0.2. Second step -latent integrated volatility factors constructed using SPCA.
V. EN2-SPCA: First step -assets selected using elastic net (EN) shrinkage, with parameter α = 0.6. Second step -latent integrated volatility factors constructed using SPCA.
VI. LASSO-SPCA: First step -assets selected using LASSO shrinkage, with parameter α = 0.2.
Second step -latent integrated volatility factors constructed using SPCA.
Model estimation and volatility prediction are carried out anew, each day, using a rollingwindow estimation scheme. The length of rolling window (i.e. the in-sample period), is 630
days. For example, we first estimate models using data from December 28 Our benchmark HAR model is estimated using ordinary least squares. All factor-augmented regressions are estimated using constrained least squares, in order to guarantee that all parameters are nonnegative. By doing so, we avoid any potential negative forecasts of volatility.
To evaluate the forecasting performance of our factor-augmented models and compare them with the benchmark model, we consider three different criteria:
(b) Out-of-sample R 2 (Campbell and Thompson (2008)), defined as:
where y t is the ex-post value of volatility,ȳ t is the historical average of volatility, andŷ t is our forecast.
(c) Heteroskedasticity adjusted root mean square error (HARMSE) (Corsi et al. (2010) ), defined as:
The experimental setup discussed in this section is summarized in Table 1 .
Empirical Results

Data
We collect intraday observations on 267 constituents of the S&P 500 index 2 ; 9 sector ETFs, Finally, data cleaning, subsampling, etc., all follow standard procedures described in Aït-Sahalia and Jacod (2012). Overnight returns are excluded. Less frequently traded stocks are also excluded from the dataset since they do not generate high-frequency data.
Empirical Findings: Forecasting Performance
Tables 2 First, in-sample fit is surprisingly stable across different models, including our benchmark HAR model and our volatility-factor augmented models, across three different data frequencies, including 1-minute, 5-minute, and 10-minute frequencies. Second, our in-sample findings are highly mis-leading, when the objective of interest is outof-sample volatility prediction. Namely, all of the above findings become irrelevant when ex ante prediction experiments are carried out. For example, for forecasting, data frequency is crucial, and the "best" frequency varies across different assets and asset classes. However, we still recommend using the 5-minute frequency, as a general rule-of-thumb. This is because our factor augmented HAR models generally yield the "best" predictions (see below for further discussion) using 5-minute frequency data, when comparing results factor augmented model predictive accuracy across different frequencies. Intuitively, note that on one hand, using higher frequency data may result in a substantial amount of microstructure noise being absorbed by extracted factors, hence potentially deteriorating predictive performance. On the other hand, if the sampling frequency is relatively low, it is more difficult to eliminate individual jumps when estimating latent factors, leading to forecast deterioration.
Third, note that the the above findings are based on a comparison of predictions made using factor augmented HAR models. This is the correct comparison to make because predictive accuracy improves appreciably when latent common volatility factors are included in our benchmark HAR-type model. For example, for Johnson & Johnson (see Table 15 ), the benchmark model using 5-minute frequency data achieves an out-of-sample R 2 value of only 0.14. This is approximately one-third of the out-of-sample R 2 value associated with our "best" factoraugmented model. This pattern occurs for many firms and sectors; as well as for the market ETF. Interestingly, if only in-sample R 2 values were examined in order to assess the usefulness of common factors, then the story would change markedly. For example, again using Johnson & Johnson to illustrate our findings, the benchmark model using 5-minute frequency data (without a common factor) achieves an in-sample R 2 value of 0.39, while in-sample R 2 values for our factoraugmented models are all between 0.43 and 0.48. This small increase associated with utilizing common factors in an in-sample context characterizes all of our experiments. Indeed, substantial increases in performance only arise when using latent factors for ex ante prediction. As discussed in the introduction to this paper, this finding constitutes strong evidence of an important difference between findings based on in-and out-of-sample experiments.
The above conclusion can perhaps best be understood by noting that in-sample R 2 values are widely known to be substantively greater than out of sample R 2 values in financial forecasting applications. This feature has been extensively discussed in the literature, and reasons for it range from the presence of (smooth) structural breaks and state transitions, to the general inability of linear models to capture inherently nonlinear interactions among financial variables and markets (e.g., see Ang and Timmermann (2012) , Aiolfi et al. (2009) , and Paye and Timmermann (2006) ).
Naturally, arguments centering around market efficiency may also play a role in explaining this phenomenon. Not surprisingly, then, when comparing benchmark HAR models, we find that in-sample R 2 values are indeed much greater than their out-of-sample benchmark HAR counterparts. For example, using IBM (see the 5-minute panel in Table 14 ) to illustrate our findings, the benchmark model (without a common factor) achieves an in-sample R 2 value of 0.61, as opposed to an out-of-sample R 2 value of 0.24. However, when the "best" factor augmented insample and out-of sample performances are compared in this example, the R 2 values are 0.65 and 0.38, respectively. Thus, the relative out-of-sample gains associated with utilizing latent volatility factors are greater than the in-sample gains, as the out-of-sample R 2 value increases from 0.24 to 0.38, which is more than a 50% gain. Indeed, analogous predictive accuracy gains exceed 50%
for GE, JNJ, JPM, KO, MCD, MRK, WMT, and XOM (see Tables 12, 15 , 16, 17, 18, 19, 21 and 22 , respectively), with 5-minute frequency data. Lesser gains arise for only 2 of 11 stocks that we analyze. Broadly speaking, this feature also characterizes our results at all market and sector levels, although it is more starkly apparent at the individual stock level.
Fourth, models utilizing SPCA in factor construction generally forecast "better" than those utilizing PCA. Moreover, the gains to using SPCA, relative to PCA, are greatest when one moves from using 10-minute to 5-minute frequency data, as well as when one moves from using 1-minute to 5-minute frequency data. This two-pronged finding is as expected, given that using high frequency data across many stocks, when constructing latent volatility factors, involves accounting for noisiness due not only to sampling frequency (i.e., microstructure noise), but also due to the large number of assets, a increasing number of which are transmitting noisy signals, as the cross sectional dimension of our dataset increases. This argument, parallels the argument outlined above, whereby using higher frequency data may result in more microstructure noise being absorbed by extracted factors, while when the sampling frequency is relatively low (or when the number of assets is relatively high), it may be more difficult to eliminate individual jumps when estimating latent factors.
Drilling down a bit further, the results in Table 12 indicate that at 1-and 5-minute frequencies,
factor-augmented models with SPCA have a 25%-35% larger out-of-sample R 2 than those with PCA. Similar results can also be found in Tables 13, 14 , 18, 20, 21 and 22. This pattern, however, becomes insignificant or even reversed at our lowest sampling frequency (i.e., the 10-minute frequency). Moreover, when forecasting individual stocks, as well as some ETFs, such as SPY, XLB, XLE, XLI, XLK and XLY (see Tables 2, 3 , 4, 6, 7 and 11, respectively), factor-augmented models with SPCA yield much lower HARMSE, especially at when using higher frequency data.
Again, this pattern becomes less significant at lower frequency. As discussed above, this finding likely due to the presence of microstructure noise in our data, given that SPCA assigns many identically zero weights on stocks, and consequently alleviates some of the effect of microstructure noise; particularly from stocks, which are non-informative about the volatility of the target asset.
Therefore, we are not surprised that factor-augmented models using SPCA are more likely to perform better than those using PCA at higher frequencies. Of course, it is perhaps worth noting that due to aggregation, the impact of microstructure noise on our market index ETF and sector ETFs is much weaker. As a consequence, the difference among models utilizing SPCA and PCA when forecasting our ETFs is less pronounced, as mentioned above.
Fifth, there is an important wrinkle to the above story. Namely, for financial assets, out-of sample R 2 values are approximately 0 in some cases. A particularly interesting example of this is the financial sector ETF. For this ETF, in-sample R 2 values range from around 0.53 to 0.64, while out-of-sample R 2 range from around 0.08 to 0.30 (see Table 5 ). At the individual stock level, the picture is even more stark. Consider Goldman Sachs (see Table 13 ). In-sample R 2 values are always around 0.40, while out-of-sample R 2 values are always less than 0. Evidently, integrated volatility of individual financial stocks is the most difficult to forecast. Unlike forecasting the financial sector as a whole, when it comes to individual financial stocks, HAR-type models performs very poorly. In Tables 13 and 16 , entries in the column of out-of-sample R 2 for the benchmark model are almost all negative, HARMSE are in general much larger than those for other assets, and even in-sample R 2 values are much lower compared to other assets.
However, all is not lost. Incorporating common volatility factors extracted from a broad range of stocks into benchmark models sometimes helps in obtaining more precise forecasts for financial stocks, but only to a very limited extent. As discussed above, for many of our target variables, there is substantial predictable content. For example, out-of-sample R 2 values for Coca-Cola (see Table 17 ), Exxon Mobil (see Table 22 ), and IBM (see Table 14 ) range from 0.35 to 0.41, from 0.30 to 0.37, and from 0.23 to 0.38, respectively, when using common volatility factors constructed via our two-step procedure, and based on IV estimators constructed using 5-minute frequency data.
Sixth, financial stocks are frequently selected in our first variable selection (or shrinkage) step.
Empirical Findings: Latent Factor Structures
Tables 23-25 contain factor structure details, for the case where we are interested in forecasting non-financial sector ETFs and individual stocks. A number of conclusions emerge when examining these results.
First, note that different shrinkage methods in the first step of our procedure select almost the same pool of stocks, for each sampling frequency. Thus, there appears to be little to choose between the LASSO and elastic net shrinkage. However, the pool of selected stocks changes with data frequency. For instance, consider the SPY ETF. Table 23 shows that at the 1-minute frequency, almost 32% of selected stocks belong to the financial sector. In contrast, at 5-minute and 10-minute frequencies, only around 15% to 20% of selected stocks are financials. Similar results can be seen upon inspection of Table 24 (sector ETF) and 25 (individual stock).
Second, an important feature of our volatility factors is that financial stocks tend to be selected frequently in the first step of our procedure, particularly when using higher frequency data.
However, relatively little weight is placed on such stocks in the second step of our procedure, when utilizing PCA and SPCA to estimate asset return factors. For instance, in columns denoted "PCA" in these three tables, the average weight on HBAN (Huntington Bancshares) is only between 0.06 and 0.07, when using 1-minute frequency data. Similarly, BK (Bank of New York Mellon) has average weight around 0.06-0.09, when using 5-minute frequency data, and MMC Table 23 , GS (Goldman Sachs) in Table 24 and LM (Legg Mason) in Table 25 have average weights of around 0.1 or less, when using 10-minute frequency data. Furthermore, under "SPCA", the average weights on financial stocks are even smaller, and many are identically zero. For instance, Table 23 shows that at the 1-minute frequency, the average weight on PRU (Prudential Financial) decreases dramatically from 0.104 to 0.047 when factor estimation utilizes SPCA instead of PCA (under SPCA almost 28% of daily weights are zero). This finding is consistent with our above microstructure noise explanation of the superior performance of models that utilize SPCA, in conjunction with the use of higher frequency data.
Third, notice that stocks in the industrial and technology sectors usually have larger factor loadings (weights) under both PCA and SPCA. For instance, in Table 25, 
Concluding Remarks
This paper investigates whether latent common volatility factors extracted from a large-dimensional high-frequency intraday stock returns improve volatility forecasting. We propose a factoraugmented version of the widely studied HAR model. In our new model, factors are estimated using a two-step procedure involving variable selection using least absolute selection operator (LASSO) and elastic net shrinkage, followed by factor estimation using (sparse) principal components analysis (SPCA).
Our key findings are summarized as follows. First and foremost, we uncover substantial empirical evidence indicating that latent common volatility factors greatly improve the out-ofsample predictive accuracy of HAR models, as measured by both HARMSE and out-of-sample R 2 . This improvement is seen across markets, sectors, and individual companies, with the greatest improvements noted at the individual company level. Second, in-sample performance is often irrelevant to out-of-sample performance. Indeed, if volatility modeling is viewed solely through the lens of in-sample fit, then little is gained by generalizing the HAR model using our procedure. Almost all gains are seen only when true ex ante prediction is carried out.
Third, we recommend using high frequency datasets consisting of data sampled a a 5-minute frequency, when constructing predictions of volatility using factor augmented regressions. This recommendation arises because of microstructure noise considerations, as well as because of the incidence of heterogeneous jumps associated with the large cross sectional dimension of our dataset. We also find that models utilizing SPCA perform better than those with PCA, when these methods are used to extract common volatility factors.
This paper is meant as a starting point, as much remains to be done. For example, although substantial theoretical advances in the application of principal component analysis to high dimensional asset return datasets are made in Aït-Sahalia and Xiu (2016a) and Aït-Sahalia and Xiu (2016b), it remains to ascertain whether the results carry over to the use of SPCA.
It also remains to theoretically analyze higher order latent (e.g., volatility) factors that are estimated based using first order latent factors constructed using observed (asset) data. From an empirical perspective, it will be of interest to further examine the robustness of the findings in this paper to the use of alternative sample periods for both in-sample estimation and out-of sample prediction. It will also be of interest to assess whether the findings in this paper can be translated into profitable investment strategies, in real-time trading contexts. 
Two-
Step Procedure:
Step 1: Shrinkage Methods (Variable Selection)
Step 2 Regression Estimation Scheme:
Rolling-window estimation.
Window length: 630 days.
Sampling Frequencies:
1, 5, and 10 minutes.
Factor Selection Rules:
Contribution of all selected factors exceeds 90% of total variation.
Contribution of every selected factor exceeds 5% of total variation.
Evaluation Criteria:
1. In-sample R 2 2. Out-of-sample R 2 3. Heteroskedasticity adjusted root mean square error (HARMSE) (21) of Section 3.4, for the target variable given in the title of the table (i.e., the SPY ETF). All models other than the benchamrk (HAR) model, denoted as "Benchmark", include latent volatility factors. EN1 and EN2 denote models for which elastic net shrinkage is used in initial variable selection, with α = 0.2 and 0.6, respectively. Lasso denotes use of the least absolute shrinkage operator in initial variable selection. After initial variable selection, either PCA or sparse PCA (i.e., SPACA) are utilized to obtain the laten volatility factor used in all models denoted as such. In-Sample R 2 , Out-of-Sample R 2 and HARMSE entries in this table consist of 2 columns each, the first of which corresponds to predictions made using 267 stocks in factor construction, and the second of which utilizes 274 stocks in the step of our analysis (see Section 4.1 for further details). All other tables report results based only on the analysis of 267 stocks. Complete details are given in Sections 3 and 4. Recalling that factors are estimated anew, prior to the construction of each daily volatility forecast, entries in the column entitled "Freq." indicate the frequency with which a particular variable appears in volatility factors for models of the target variable for which volatility is being predicted (i.e., the SPY ETF in this table) . Only stocks that are selected for use in the construction of almost all latent factors are listed. Stock tickers of selected stocks appearing in the latent factors are given in the first column of entries in the table. In the second column, these stocks are roughly categorized as belonging to one of three sectors, including Financials (F), Consumer Discretionary (CD), and Consumer Staples (CS). Entries in the columns denoted by "PCA" and "SPCA" indicate the sample averages of the weight assigned to each stock in the construction of the first principal component (i.e., volatility factor) in our prediction experiments, based on these two alternative factor estimation methods. All results are based on experiments carried out using our dataset of 267 stocks. See Section 4 for further details. 
