Introduction
Let K be a complete non-archimedean non-trivially valued field, and C(X --~ K) the space of all continuous functions from X to K, where X is a nonempty subset of K without isolated points.
Let f : X ~ K and ~2X
= X x X B {(x,x) | x EX}. The (first) difference quotient ~i/ : : pZX --~ K is defined bỹ~J ) ' f ( y ) y --. x f ( x ) f is called continuously differentiable (or strictly differentiable, or uniformly differentiable) at a E X if lim y) exists. We will also say that f is (x,y)~(a,a)
C~ at a. In a similar way, we may define Cn-functions as follows :
For n E , we define ~n+1X = { (xl, ..., zn+i) E if i ~ j} and the n-th difference quotient by = f and 03C6nf(x1,x2,...,xn+1) = 03C6n-1f(x2,x3,...,xn+1)-03C6n-1f(x1,x3,...,xn+1) x2-x1
A function f is called a Cn-function if 03C6nf can be extended to a continuous function 03C6nf on Xn+1.
The set of all Cn-functions from X to K will be denoted by Cn(X ~ K). C1-functions, will be denoted C1(X x X ~ K).
We have obviously~f ~x(x ,y)
for all x, y E X.
For the difference quotients of second order, we get
~ ~ ~12}~l~r yr " ~I2,,f (x~, y~ y') 0 3 C 6 ( 1 2 ) 2 f ( x , x ' , y , y ' ) 
This can also be written as :
f is C~ at a if there exists a function ~ such that for all x #-y :
We now consider a function of n variables. 
Proposition
The composition of two C1-functions is a C1-function.
Proof
We prove the proposition for n = m = 2. The proof is completely similar for the general case.
x2~~ "" 9l~fl~~j,. x2~, f2~x1. ~2~x Note that the inverse L-1 exists since det f'(0) ~ 0. Moreover ~(0) = 0 and d~o Indeed, suppose 1(8) = J(t) with s, t E U, then ~(s)
Given y E U, define cpy : E --~ E by ~py(x) = x -~(x) + y.
We want to show that cp~ is a contraction on U, its unique fixed point will then be the desired point x E U, such that ~(x) = y. Moreover,
The chain rule gives ~(/(a)) = (/~(o))"~ which ends our proof.
3 Local invertibility of Ck-functions We will restrict our proof to the case k = 2, n = 2, since otherwise the notations become too complicated.
Since f is a C2-function by assumption, f is also a C1-function. So the previous theorem tells us that f is locally invertible and the local inverse g of f is C1 at f (a). To prove that g is also CZ at I(a) we will give an expression for the second order difference quotients of the components gl and g2 of g.
We start form the formulas in the proposition of section 2, for example (1)1f1(g1(x1,x2),g1(x"1,x2),g2(x1,x2)).03C6(1)1g1(x1,x"1,x2) -03C6(2)1 f1(g1(x"1,x2),g2(x1,x2),g2(x"1,x2)).03C6(1)1g2(x1,x"1,x2))
. 1 x'1 x"1 -(03C6(1)1f1(g1(x1,x2),g1(x'1,x2)g2(x1,x2)).03C6(1)1g1(x1,x'1,x2) " 03C6(1)1f1(g1(x1,x2),g1(x'1,x2),g2(x1,x2)).03C6(1)1g1(x1,x"1,x2) + 03C6(1)1f1(g1(x1 ,x2), g1 (x'1, x2), g2(x1, x2)).03C6 (1) f1(g1(x1, x2), g1 (x"1, x2), g2(x1, x2)).03C6(1)1g1(x1, x"1,x2) "' 03C6(2)1f1(g1(x"1,x2), g2(x1,x2),g2(x'1, x2)).03C6(1)1g2(x1, x"1,x2) + ~i2)f 11g11~1 ~ ~2~~ g2(~1 ~ ~2)~ 92(~iW2)).~il)92(xlW1 ~ ~2l -03C6(2)1f1(g1(x"1, x2),g2(x1, x2), g2(x"1, x2)).03C6 (1)1g2(x1, x"1, x2) ) (g1(x1,x2),g1(x'1,x2),g2(x1,x2) ).03C6 (11)2g1(x1,x'1,x"1,x2) '~' ~I~},l 1 Ul~~i, ~2y 921~1, ~2~, 92~~1 a x2~~.~211~92~x1 nl nl n2l +4"~t(~(~'~2),~(~,~2)~1(~,~2),~2(~1,l2)).~~l(a:l,~,~2).~~l(~,~.~2) 'f' ~Z12),i 1 ~91 U1 ~ ~2l ~ 911~1 ~ x2~? g2~~1, x2~, 92~xi ~ xi r x2~.~11~91 (~i, ~1, x2+ 03C6 (22)2f1(g1(x"1,x2), g2(x1, x2), g2(x'1,x2), g2(x"1, x2) ).03C6 (1)1g2(x1, x"1, x2).03C6(1)1g2(x'1, x"1, x2) In the same way we can prove that 0=~(/0~)2(~,~,~,~2) = ~~i} f 2(gl(xi. ~2?, 91 ~~1 ~ x2~~ 9~~~i, ~2~~.~~11~91txI, xl ~ xl ~ ~2'~' ~i2)f2~91~~1, ~2~, 92(xl, ~2~, 92C~1~ xZ~~.~211)92(xl, ~1, xi, x2! +~2~~2(Fl(~~2),~l(~,T2),Fl(~~2)~2(~l,T2))-~~l(~1~~~2).~~l(~,~,T2) + 03C6(12)2f2(g1(x'1,x2),g1(x"1,x2),g2(x1,x2),g2(x'1,x2)).03C6(1)1g2(x1,x"1,x2).03C6(1)1g1(x'1,x"1,x2) 03C6(21)2f1(g1(x1,x'2),g1(x'1, x'2),g2(x1, x2), g 2 ( x 1 , x ' 2 ) ) . 0 3 C 6 ( 1 ) 1 g 1 (x1, x'1, x'2).03C6(2)1g2(x1, x2, x'2)
f2(g1(x1 ,x2), g1(x'1, x2),g2(x1, x2)).03C6(21)2g1 (x1, x'1, x2, x'2) + ~12)~2~91 x2y 921~1, ~2~a 92~xi, ~2~~,~221)92I~1, ~1, ~2, x2+ 03C6(11)2f2(g1(x1,x2),g1(x1, x'2), g1(x'1, x2), g2(x1, x 2 ) ) . 0 3 C 6 ( 1 ) 1 g 1 (x1, x'1 ,(x'2).03C6(2)1g1(x1, x2, x'2) + 03C6(11)2f2(g1(x1, x'2), g1(x'1, x2), g1 (x'1 ,x'2),g2(x1, x 2 ) ) . 0 3 C 6 ( 1 ) 1 g 1 (x1, x'1, x'2).03C6 (2) + 03C6(12)2f2(g1(x1,x'2),g1(x1,x"2),g2(x1,x2),g2(x1,x'2)).03C6(2)1g2(x1,x2,x"2).03C6(2)1g1(x1,x'2,x"2) + 03C6(22)2f2( g 1 ( x 1 , x " 2 ) , g2 (x1,x2 ),g2 (x1,x'2),g2 (x1,x"2).03C6(2)1g2 (x1,x2,x"2). 0 3 C 6 ( 2 ) 1 g 2 ( x 1 , x ' 2 , x " 2 )
We now get a system of 8 (= equations in the 8 unknowns 03C6(11)2g1(x1,x'1,x"1,x2), 03C6(11)2g2(x1,x'1,x"1,x2),03C6(21)2g1(x1,x'1, x2,x'2), 03C6(21)2g2(x1,x'1, x2,x'2), 03C6(12)2g1 (x1 ,x'1 ,x2,x'2), 03C6(12)2g2 (x1 ,x'1 ,x2,x'2), 03C6(22)2g1 (x1 ,x2,x'2 ,x"2), 03C6 (22) ,x2) ,g1(x1,x'2),g2(x1,x2)) 03C6(2)1f2(g1(x1,x'2), g2(x1,x2), g2(x1, x'2))
In the limit that (xl, x2), (xi, x2), (xl, x~) tend to f (a), D becomes equal to which is different from 0. (Herein 4 = nk). So D ~ 0 in a neighbourhood of f (a). Since f is a C2-function and g is a Cl-function, and using Cramers rule to solve a system of linear equations, we see that all second order difference quotients of g are continuously extendable. Thus g is a C2-function.
Remark
In the proof above we could reduce our system to a system of 6 equations in 6 unknowns, since 03C6(21)2g1(x1, x'1, x2, x'2) = 03C6(12)2g1(x1,x'1, x2, x'2) and 03C6(21)2g2(x 1, x'1, x2, x'2) = 03C6(12)2g2(x1, x'1, x2, x'2), but then it is more difficult to see the generalization to arbitrary n and k.
