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Self-duality and singularities in the Yang-Mills flow
Alex Waldron
We investigate the long-time behavior and smooth convergence properties of the Yang-
Mills flow in dimension four. Two chapters are devoted to equivariant solutions and their
precise blowup asymptotics at infinite time. The last chapter contains general results. We
show that a singularity of pure + or − charge cannot form within finite time, in contrast to
the analogous situation of harmonic maps between Riemann surfaces. This implies long-time
existence given low initial self-dual energy. In this case we study convergence of the flow at
infinite time: if a global weak Uhlenbeck limit is anti-self-dual and has vanishing self-dual
second cohomology, then the limit exists smoothly and exponential convergence holds. We
also recover the classical grafting theorem, and derive asymptotic stability of this class of
instantons in the appropriate sense.
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Over compact base manifolds of dimension two or three, it was shown by G. Daskalopoulos
[7] and Rade [23] that the Yang-Mills flow exists for all time and converges. Finite-time
blowup is known to occur in dimension five or higher [21], and explicit examples of Type-I
shrinking solitons were produced on Rn, 5 ≤ n ≤ 9, by Weinkove [39]. Hong and Tian
[18] showed that the singular set has codimension at least four, and gave a complex-analytic
description in the compact Kahler case (where an application of the maximum principle shows
that singularities can only form at infinite time, see [31], Ch. 1). In complex dimension two,
Donaldson’s early results [11] for the flow on stable holomorphic bundles have recently been
generalized by Daskalopoulos and Wentworth ([8], [9]).
The behavior of the Yang-Mills flow on Riemannian manifolds of dimension four, how-
ever, has not been understood well. The foundational work of Struwe [32] gives a global
weak solution with finitely many point singularities, by analogy with harmonic map flow in
dimension two [33]. To date, outside of the Kahler setting, long-time existence and conver-
gence have only been fully established in specific cases, by appealing to energy restrictions
on blowup limits [28] or by imposing a symmetric Ansatz [29]. Moreover, finite-time sin-
gularities have long been known as a characteristic feature of critical harmonic map flow
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[5].
In addition to a detailed study of rotationally equivariant cases, this thesis provides a
number of general theorems concerning long-time existence and smooth convergence of the
Yang-Mills flow in dimension four. The present section gives an overview of subsequent
chapters, and of the insights they contain for this naturally intriguing problem of geometric
analysis.
Preliminaries
We review the elements of differential geometry needed to understand the problem. We
then introduce the Yang-Mills formalism and derive the key identities, in particular the split
Bochner-Weitzenbock formula. An outline of the short-time existence theory [32] is also
provided.
Equivariant examples
A connection is called equivariant if left unchanged by a certain group of transformations
or symmetries. Due to its intrinsic nature, the Yang-Mills flow will in general preserve this
property. Imposing equivariance is thus a convenient way to decrease the complexity of the
system or render it more transparent.
Schlatter, Struwe and Tahvildar-Zadeh [29] studied connections over the unit ball of R4
equivariant under the full group of rotations SO(4). In this case the flow reduces to a scalar
heat equation






u(u− 1)(u− 2) (YM)
for which long-time existence was established under appropriate boundary conditions. Apart
from the Kahler theory, this appears to have been the only significant class of connections in
dimension four for which long-time existence of the Yang-Mills flow was previously known.
We study the slightly larger class of connections which are equivariant only under the
subgroup SU(2) ⊂ SO(4). This family is more flexible, and contains several interesting
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new reaction-diffusion systems with two or three parameters (§3.3). For reasons which will
become clear in the course of this thesis, these new systems did not yield an example of
finite-time blowup.
Asymptotics at infinite time
This chapter is concerned with blowup behavior and asymptotics for a general semi-linear
heat equation









on the unit interval with Dirichlet boundary conditions
u(0) = 0, u(1) = α. (1.0.2)
The nonlinear term is assumed to be of the form
f(u) = k2g · g′(u) (1.0.3)
where g is a smooth function with
g′(u) = ±1 for all u such that g(u) = 0. (1.0.4)
Our main result (Theorem 4.0.2) is a verification, assuming k = 2 in (1.0.3), of the precise
blowup asymptotics for (1.0.1) predicted by Van den Berg, Hulshof and King [3]. This case
takes on a very strong significance for our investigation, as we explain.










Choosing g(u) = sin(u), we obtain the Dirichlet energy 1
2
∫
|∇~u|2dA of k-equivariant (“co-
rotational”) maps D2 → S2, originally studied by Chang, Ding, and Ye [5] (and subsequently
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by [1], [3], [4], [24], and [25]). The integer k corresponds to the rotation (winding) number





For any smooth function g(u) that is odd-symmetric about its zeroes, satisfying (1.0.4) and
|g′(u)| ≤ 1, (1.0.1) represents harmonic map flow for k-equivariant maps into the surface of
rotation in R3 corresponding to g (parametrized by arc-length u along a longitudinal ray).
On the other hand, choosing g(u) = u(2−u)
2
and k = 2, we obtain exactly (YM), the
evolution of an SO(4)-equivariant connection. The energy E(u) now coincides with the
Yang-Mills action. The analogy between harmonic maps in dimension two and Yang-Mills
in dimension four thus becomes explicit in the rotationally symmetric setting, with Yang-
Mills corresponding to twice-wound harmonic maps into a certain “surface of rotation.”
It was observed by Grotowski and Shatah [14] that the difference in winding number k,
rather than the choice of g(u), accounts for the contrasting results of [5] and [29]. Namely,
that while finite-time blowup occurs readily for (HM) with k = 1, it does not occur for
(HM) with k = 2, or for (YM) (the result of Schlatter et. al. [29] discussed above). In
fact, according to the earlier matched asymptotics of Van den Berg, Hulshof, and King [3]
for (HM), the rotation number k (which can be taken positive real), as well as the initial
and boundary conditions, are expected to determine a variety of blowup behaviors. For all
0 < k < 2, one has finite-time blowup generically (and inevitably if α > π in (4.0.2)). For
k = 1, the original case of harmonic map flow blowup [5], the generic blowup rate
λ(t) ∼ κ T − t
| ln(T − t)|2
,
was predicted, much different than the type-I rate
√
T − t, as well as degenerate blowup
with quantized rates for certain initial data.
In the recent work of Raphael and Schweyer ([24], [25]), k = 1 solutions are shown to exist
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with both the generic and degenerate blowup rates. The authors construct a family of model
approximate solutions, and prove that there is an open set (or stable manifold) of initial data
for which the flow remains trapped near a model solution. A Lyapunov functional at the
H4 level is used, but no maximum principle. This represents remarkable progress towards
understanding critical blowup behavior in semilinear evolution equations.
For k > 2, Van den Berg et. al. [3] predict infinite-time blowup for (HM) at polynomial
rate. The rotation number k = 2, which includes Yang-Mills, therefore marks the border
between finite and infinite-time blowup. Infinite-time blowup is again expected here, but






















for α ∈ (nπ, (n+ 1)π)
(1.0.5)
Blowup, always Type-II in this context, arises due to the parabolic scaling symmetry
u(r, t)→ u(r/λ, t/λ2).
The asymptotics (1.0.5) are modeled on a tree of several static harmonic maps (a.k.a. bub-
bles) scaling inwards, with λ(t) the scale of the innermost bubble. Because this scaling
preserves the energy, (1.0.1) is referred to as “energy-critical,” as are harmonic maps in di-
mension two and Yang-Mills in dimension four; the coefficient k = 2 is also critical in the
sense of finite-versus-infinite-time blowup.
In Chapter 4, we verify the exponential blowup asymptotics in the case k = 2, a fortiori
confirming that blowup occurs only at infinite time. Our method (see §4.0.3) is an adaptation
and simplification of that of Raphael and Schweyer [24] to the scenario of infinite-time blowup
1 See Section 4.1 for the definitions of κ and e0. The undetermined constants κi, which depend on the
initial data, appear only in infinite-time blowup only for k = 2.
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(as well as a refinement of Schlatter et. al. [29]), which allows for an exploratory attempt
at using the Euler-Lagrange structure (1.0.3) to gain estimates (§4.3.3). We expect that the
iterated exponential blowups in (1.0.5) are only notationally more difficult.
Self-duality and singularities
This chapter contains the main results. As with the classical Theorems of Taubes [34] and
Donaldson [10], ours will rely on the splitting of two-forms into self-dual and anti-self-dual
parts, as well as a number of useful observations in the parabolic setting.
5.1. (Anti)-self-dual singularities (p. 60). We give a simple yet generic criterion for long-
time existence, namely, that either of F+ or F− does not concentrate in L2. The proof relies
on a borderline Moser iteration (Proposition 5.1.1), together with a manipulation of the local
energy inequality with a logarithmic cutoff (Theorem 5.1.4). We note that this criterion is
not sufficient to rule out singularity formation at infinite time. Moreover, the two results
hold simultaneously only in dimension four (see Remark 5.1.8).
We draw several conclusions: first, that a singularity of pure positive or negative charge,
hence modeled on an instanton, cannot occur at finite time. This suggests that finite-time
singularities are very unlikely to form on low-rank bundles, and should be unstable if they
do. Second, if the global self-dual energy is less than δ, a computable constant, then the
flow exists for all time and blows up at most exponentially. Third, yet another, geometric
proof of long-time existence in the SO(4)-equivariant case follows from Theorem 5.1.4 (see
§3.3.2).
We note that finite-time blowup of equivariant harmonic map flow S2 → S2, i.e. the case
k = 1 of (HM), occurs even with low holomorphic energy [5], hence lacks this additional
level of “energy quantization.” In this sense, Theorem 5.1.42 draws a geometric contrast
between the dynamics of the two flows, previously seen only at the level of the “rotation
number” k. The interaction between F+ and F− also invites a comparison with Topping’s
2 in particular the scaling of certain Sobolev norms applied to the cutoff
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repulsion estimates [36] for holomorphic and anti-holomorphic bubbles in almost-harmonic
maps, which (though of a very different nature) lead to results comparable to those of the
next section (§5.2).
The proof of Theorem 5.1.4 also yields a characterization of finite-time blowup in terms
of the stress-energy tensor for Yang-Mills (see Remark 5.1.5). This will be a direction for
future work.
5.2. Convergence at infinite time (p. 67). Next, assuming low initial self-dual energy, we
give a characterization of infinite-time singularities along classical gauge-theoretic lines. If
the self-dual second cohomology H2+ of an anti-self-dual Uhlenbeck limit is zero, e. g. if
it is irreducible of charge one, then a Poincaré inequality holds on self-dual two-forms. The
estimate is inherited by connections along the flow, implying the exponential decay of ||F+||2.
This results in smooth convergence, once one is sufficiently close to the limit modulo gauge
on an open set (Theorem 5.2.8). The set of bubbling points is therefore empty and the limit
unique, in this case.
We conclude that an anti-self-dual limit must have H2+ 6= 0, if bubbling occurs at infinite
time. Since this need not be the case either for a general weakly convergent sequence of
instantons, or a priori within Taubes’s framework [35], Theorem 5.2.8 may yield additional
information about the topology of the instanton moduli spaces.
5.3. Further results (p. 76). Using the precise statement of Theorem 5.2.8, we deduce
further properties of the flow at low self-dual energy. We recover the grafting theorem for
pointlike instantons [34], which requires a brief new gauge-fixing argument at short time for
non-simply-connected M. We also obtain the following (Corollary 5.3.3).
Assume the bundle E has structure group SU(2) with c2(E) = 1, and the base manifold
M is simply-connected with H2+(M) = 0. If ||F+||L2 < δ1 initially, then the flow exists for
all time and has a smooth subsequential limit. If the limit is anti-self-dual and irreducible
then it is unique, and the flow converges exponentially.
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Note that on certain manifolds with H2+(M) 6= 0, e. g. CP2, SU(2)-instantons of charge
one do not exist, and therefore the flow cannot have a smooth limit. This is also the simplest
demonstration that Atiyah-Bott’s description of Morse theory [2] does not generalize naively
to dimension four.
In the case that the ground state of a certain physical system is not locally unique, the
natural question is that of “asymptotic” stability under small perturbations. This has been
studied chiefly in the hyperbolic setting, but also by Gustafson, Nakanishi, and Tsai [16]
for (HM) with k ≥ 2 on R2 (as well as the more general Landau-Lifshitz system). In the
Yang-Mills context we observe Theorem 5.3.4, which gives a general H1 asymptotic stability




Vector bundles and gauge transformations
Let π : E →M be a vector bundle over a smooth, compact, orientable base manifold.
A section of E over an open set U ⊂M is a smooth map s : U → E such that
π ◦ s = IdU .
By definition, there exists a system of coordinate charts {Ua} for M, together with a local





















for the local components of an arbitrary section s, defined by (2.1.1). The transition functions
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(invertible matrices) satisfy the cocycle conditions
ubc · uab = uac
on Ua ∩ Ub ∩ Uc. Conversely, these data are sufficient to reconstruct the bundle E.
Choosing the local frames to be orthonormal
〈eaα, eaβ〉 = δαβ
ensures that the uab lie inside the orthogonal group O(n). Should these lie within a subgroup
G ⊂ O(n), we say that E has structure group G. Since any compact Lie group G embeds
into O(n) for some n, studying vector rather than principal bundles with compact structure
group entails no loss of generality.1
Henceforth we will suppress the chart label and local frame, writing sα for a section
of E in local components, with Greek index, and sα for a section of E
∗. A Latin index vi
corresponds to the section vi ∂
∂xi
of the tangent bundle TM, and vi to a section vidx
i of the
cotangent bundle T ∗M. We will use the bracket 〈·, ·〉 also to denote the full induced pointwise
inner product on tensor bundles formed from these.
The set of gauge transformations GE ⊂ EndE consists of the orthogonal matrices at
each point (or elements of the structure group G), and a (smooth) section u of GE|U gives a
local metric-preserving automorphism of E (c. f. 3.1.2). The vector bundle of infinitesimal
gauge transformations gE ⊂ EndE consists of skew-symmetric matrices (or elements of g).
Sections of gE|U correspond to the Lie algebra of GE|U via exponentiation within EndE.
We denote the induced action of u on any tensor by u(·), which on gE coincides with the
adjoint action.
We write Ωk(E) for the bundle of E-valued k-forms, or alternating elements of (T ∗M)⊗k⊗
1 It will be clear that if the connection takes values in the Lie algebra g of the group G, then this property
will be preserved as long as we deal with smooth connections and gauge transformations, and in fact more
generally (see [12]).
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E, with inner-product g(·, ·) induced from the standard orthonormal basis of wedge elements.








Write Ωk(gE) ⊂ Ωk(EndE) for the Lie-algebra valued k-forms. For ω, η ∈ Ω2(EndE), and
similarly for forms of any degree, we define the wedge product









dxi ∧ dxj ∧ dxk ∧ dx`
)
.
Defining the operator ∗ : Ωk (gE)→ Ω4−k(gE) as the linear extension of the ordinary Hodge
star on differential forms, we obtain the relation
−Tr ω ∧ ∗η = g(ω, η) dV (2.1.3)
for ω, η ∈ Ωk(gE).
In dimension four, we have
∗2 = (−1)k(4−k) = (−1)k
on Ωk. For this reason, the two-forms (valued in any bundle) split into orthogonal positive
and negative eigenspaces
Ω2 = Ω2+ ⊕ Ω2−.
A form ω ∈ Ω2± which satisfies ∗ω = ±ω is called self-dual or anti-self-dual, respectively. In
normal coordinates at a point, this amounts to the three relations
ω12 = ±ω34 ω13 = ∓ω24 ω14 = ±ω23. (2.1.4)
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Connections and covariant derivatives
A connection A is a metric-preserving rule for transporting fiber elements of E, which is
linear in the tangent directions of M.
Formally, a connection is equivalent to a covariant derivative, or an R-linear map
s 7→ ∇As
from sections of E to sections of T ∗M ⊗ E, satisfying
∇A(f · s) = df ⊗ s+ f∇As
d〈s, t〉 = 〈∇As, t〉+ 〈s,∇At〉.
In local coordinates, writing (∇As) (∂i) = ∇is, we may define the components
Aαiβ = 〈eα, (∇ieβ)〉
in order to obtain the well-known formula
∇isα := (∇As)iα = ∂isα + Aαiβsβ.
The connection A functions independently as follows. Given a path γ(t)i in a local chart











By this linear ordinary differential equation, any local smooth g-valued functions Ai define
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an identification by elements of G of the fibers along γ. On the other hand, for a given
connection A, if the local frame eα is chosen via parallel transport along geodesics from a
point x ∈M, one can achieve the identical vanishing of the radial component of A, hence of
all components at the single point x (“radial gauge”).
Under a gauge transformation or change-of-frame u, the components of A transform
according to the requirement
u(∇As) = ∇u(A)(u(s)) (2.1.5)
or in matrix notation
u(A) = u · A · u−1 − du · u−1. (2.1.6)
From this transformation law, it is evident that the difference of any two connections defines
a genuine section of Ω1(gE), as does the derivative Ȧ of a smooth family of connections.
In order to be compatible with traces, A is defined to act on E∗ by
∇isβ = ∂isβ − Aαiβsα.
Using the Levi-Civita connection Γjik on TM and T
∗M, we may uniquely extend the con-
nection ∇A to all tensor bundles via the requirements
∇i(s⊗ t) = ∇is⊗ t+ s⊗∇it
∂i〈s, t〉 = 〈∇is, t〉+ 〈s,∇it〉.
We also define the covariant differential on sections Ωk(E)→ Ωk+1(E) by the rule
DA(s
αdxi1 ∧ · · · ∧ dxik) = ∇isαdxi ∧ dxi1 ∧ · · · ∧ dxik .
By abuse of notation, we may consider A locally as a g-valued “connection 1-form,” Aαiβdx
i,
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and rewrite DA in terms of the wedge product as follows. For α ∈ Ωk(E), we have
DAα = dα + A ∧ α
and for ω ∈ Ωk(EndE)
DAω = dω + A ∧ ω + (−1)k+1ω ∧ A. (2.1.7)
Define the L2-adjoint
(∇∗Aω)i1···ik = −g`j∇`ωji1···ik = −∇jωji1···ik
which agrees on form components with the adjoint of the covariant differential, namely
D∗A = − ∗DA ∗ .
Curvature and Bianchi identities
The curvature FA of the connection A is defined as the operator on sections of E
(DA)
2 s = DA(ds+ A · s)
= d2s+ dA · s− A ∧ ds+ A ∧ ds+ A ∧ A · s
= (dA+ A ∧ A)s.
This operator is evidently C∞-linear, and therefore defines a section 1
2
Fijdx















` for the curvature of Γ on TM, we obtain the commutation formula










and similar formulae in general. We may derive for FA the so-called first Bianchi identity
(D∗A)













Using (2.1.7), we derive the second Bianchi identity
DAFA = d(dA+ A ∧ A) + A ∧ dA− dA ∧ A+ A ∧ (A ∧ A)− (A ∧ A) ∧ A
= dA ∧ A− A ∧ dA+ A ∧ dA− dA ∧ A
= 0.
This is equivalent to the familiar identity on component matrices
∇iFjk +∇jFki +∇kFij = 0.
2.2 Yang-Mills theory
2.2.1 Yang-Mills functional and instantons
Writing |FA|2 for the pointwise norm of the curvature form in the fixed metric g, the Yang-
Mills energy is defined as above. We may compute its gradient using the formula
FA+a = FA + da+ A ∧ a+ a ∧ A+ a ∧ a
= DAa+ a ∧ a
(2.2.1)
in order to obtain
d
dt














We conclude that a critical point, or Yang-Mills connection, satisfies
D∗AFA = 0.




By definition, we have the energy inequality




as long as the connection is sufficiently smooth. Therefore, if the flow exists for all time,
we expect a weak limit which, if not an absolute minimum of YM, is at least a Yang-Mills
connection. Note that we will often abbreviate





(F ± ∗F )
for the self-dual and anti-self-dual parts of the curvature form, respectively. In normal
coordinates, these satisfy the relations
F±12 = ±F±34 F±13 = ∓F±24 F±14 = ±F±23. (2.2.2)
From the second Bianchi identity, remark that
2D∗AF




Therefore, if a connection is anti-self-dual (F+ = 0) or self-dual (F− = 0), then it is a critical
point of YM. These special critical points are called instantons.






is a topological invariant which does not depend on the connection A (for complex bundles,
this coincides with the second Chern character). From the definition of the Hodge star
operator, we compute∫




F+ + F−, F+ − F−
)
dV
= ||F−||2 − ||F+||2
but by orthogonality, also
||F ||2 = ||F+||2 + ||F−||2.
Changing the orientation of M if necessary, we may assume that κ is nonnegative. We obtain
the formula
||F ||2 = 8π2κ+ 2||F+||2. (2.2.4)
Thus a connection is anti-self-dual if and only if it attains the energy 8π2κ, which then must
be the absolute minimum for connections on E.
2.2.2 Evolution of curvature and Weitzenbock formulae












where ∆A = DD
∗ +D∗D is the Hodge Laplacian with respect to the evolving connection.
We compute, for ω ∈ Ωk(gE)
(D∗D +DD∗)ωi1···ik = −∇j
(
∇jωi1···ik −∇i1ωji2···ik − · · · − ∇ikωi1···ik−1j
)
−∇i1∇jωji2···ik +∇i2∇jωji1i3···ik + · · ·+∇ik∇jωji2···ik−1i1 .
Permuting j and i1 in the positive terms of the second line, we may group all but the very
first term into commutators. We obtain the Weitzenbock formula










In particular, for a two-form, we have










−Rik`kω`j −Rik`jωk` +Rjk`kω`i +Rjk`iωk`
(2.2.5)
We now make a simple observation about the zeroth-order terms (see [19], appendix).
Assume we are in geodesic coordinates at a point, so (anti)-self-duality is defined as in (2.2.2).
For ω ∈ Ω2+ and η ∈ Ω2−, we may write
ω1kηk2 − ω2kηk1 = ω13η32 − ω23η31 + ω14η42 − ω24η41
= (−ω24)(−η41)− ω14η42 + ω14η42 − ω24η41
= 0
(2.2.6)




k2 − ω2kω′k1 is again self-dual. These facts amount to the splitting of Lie algebras
so(4) = so(3)⊕ so(3).
For the Rm terms, one notes that the first and third are skew in i, j, as are the second
and fourth, and that these are each self-dual if the same is true of ω (as explained in [13],
appendix). We conclude that the extra terms of the Weitzenbock formula (2.2.5) in fact split
into self-dual and anti-self-dual parts. Note also that ∆A∗ = ∗∆A, and the trace Laplacian
clearly preserves the identites (2.2.2) in an orthonormal frame.
We obtain, finally, for ω self-dual











as well as a similar formula for anti-self-dual forms. Applied to the self-dual curvature F+,
this yields the key evolution equation
∂
∂t







Any connection can be uniquely written Aref +A, with A ∈ Ω1(gE), and any norms applied
to a connection will be applied to the global one-form A.








as well as the corresponding spaces of forms and connections over any open set Ω ⊂ M. A
different reference connection defines uniformly equivalent norms. Our proofs will not deal
directly with Sobolev spaces of gauge transformations and connections, as we are able to cite
the highly developed regularity theory.
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For any Ω′ ⊂⊂ Ω, there is a local Sobolev inequality
||ω||2L4(Ω′) < CΩ′,Ω||ω||2H1(Ω)
for the norms defined with respect to Aref . The difficulty with Yang-Mills in dimension four
and above is that due to the zeroth-order terms of the Weitzenbock formula, the Sobolev
constant for DA ⊕D∗A blows up as the curvature of A concentrates.
2.3 Short-time existence
We review Struwe’s construction [32] of a solution D(t) = Dref +A(t) with initial connection
D0. In subsequent chapters, by a solution of the Yang-Mills flow, we will always mean a
solution of this form, although A(t) may not be unique if it is reducible. We will also
assume that all initial data is smooth, as justified by the construction. However, the H1
local existence statement of Theorem 2.3.1 is required for the proof of Theorem 5.3.4.
Although the flow is not strictly parabolic, short-time existence is guaranteed for smooth
data by a De Turck-type trick (due to Donaldson). Let D(t) be a family of connections
depending smoothly on time, ut ∈ GE a family of gauge transformations with ut0 = Id, and












∈ gE. In general, consider the gauge transformation ut · u−1t0 in (2.3.1),










where s = u−1t
d
dt
ut ∈ gE. Since t0 was arbitrary, (2.3.2) holds for all time.
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, a(0) = 0. (2.3.3)
Recall that
F̄ = F (D0) +D0a+ a#a = F (D0) + D̄a+ a#a







a− D̄∗ (F (D0) + a#a) .
This is a smoothly perturbed heat equation, hence by standard parabolic theory, a unique
smooth solution exists for a small time 0 ≤ t ≤ τ. Moreover, we may define a gauge-




u = D̄∗a, u0 = Id. (2.3.4)
By (2.3.3), D = u−1(D̄) is a smooth solution of the Yang-Mills flow.
For initial data D0 ∈ H1, Struwe writes
D(t) = D1 + Abg(t) + a(t)
where D1 is a smooth connection near D0, and Abg solves the ordinary heat equation with
respect to D1 with
Abg(0) = A0 = D0 −D1.
The remaining piece a(t) is determined by a fixed-point argument. The result can be sum-
marized as follows.
Theorem 2.3.1. ([32] §4.2-4.3) Given a smooth connection D1, there exist C and ε > 0
(depending only on the bundle E) and τ (depending on D1) as follows. For any A0 ∈ H1
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with ||A0||H1 < ε, there exists a smooth solution D̄(t) = D1 + Ā(t) to (2.3.3) for 0 < t ≤ τ,
with
||Ā(t)||H1 ≤ C||A0||H1
and Ā(t)→ A0 strongly in H1 as t→ 0.
Fixing any time 0 < t0 < τ (or t0 = 0 if D0 is smooth), let D̂(t) be the solution of the
Yang-Mills flow with D̂(t0) = D̄(t0), obtained by solving (2.3.4) backwards and forwards
in time, which is smooth for 0 < t < τ. For any sequence of times ti → 0, by definition
there exist smooth gauge transformations ui such that ui(D̂(ti)) = D̄(ti). By Theorem 2.3.1,
ui(D̂(ti))→ D0 in H1. Struwe also finds an H1 limit ui → u0, and defines D(t) = u0(D̂) as
the desired weak solution of the flow with D(t)→ D0 in L2.
The solution D(t) = Dref +A(t) is therefore smooth for 0 < t < τ, modulo the constant
gauge transformation u0 (if D0 is singular). Struwe then gives the following long-time exis-
tence result, using arguments similar to those of Section 5.2 below. For a certain ε0 > 0, we
say that the curvature F (t) = FA(t) concentrates in L







|F (t)|2dV ≥ ε0.
Theorem 2.3.2. (Struwe [32], Theorem 2.3) The maximal smooth existence time T of A(t)
is characterized by concentration of the curvature F (t) at some x ∈M as t→ T.
It remains to study the concentration of curvature along the Yang-Mills flow.
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3. EQUIVARIANT CASES
This chapter consists of an extended example, discussed somewhat informally at times.
While not intended for publication, its inclusion serves several purposes: to review the
work of Schlatter, Struwe, and Tahvildar-Zadeh [29] in the light of this thesis; to demonstrate
the complexity of the flow, even in the simplest concrete cases; and, finally, to record the








 ∣∣∣∣∣∣ z, w ∈ C, | z|2 + |w|2 = 1

be the group of unitary matrices acting on C2 with determinant one.
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These also act as orthogonal matrices on R4, containing the four basic elements
q0 =

1 0 0 0
0 1 0 0
0 0 1 0




0 0 −1 0
0 0 0 −1
1 0 0 0




0 −1 0 0
1 0 0 0
0 0 0 1




0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

.
As matrix coefficients, these are
(qµ)αβ = εµαβ + δµαδβ0 − δµβδα0 + δµ0δαβ.
Here ε is the completely antisymmetric tensor with ε123 = 1 and ε0µν = 0.








in which SU(2) forms the unit sphere S3. The coordinates xi of a quaternion x can be
read off from the first column of the corresponding matrix; hence the matrix form of x
corresponds to the linear map given by left-multiplication (x · −) in the quaternion algebra.
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The multiplication law reads1
qµ · qν = −εµνkqk − δµνq0 + δ0µqν + δ0νqµ.
We identify the tangent space su(2) to the identity in SU(2) with the purely imaginary





Throughout this chapter, Latin indices will be limited to the values 1 − 3 (the Lie-algebra
indices) while Greek indices may take the values 0− 3.
Define the quaternion conjugate
x∗ = x0q
0 − x1q1 − x2q2 − x3q3
which agrees both with the transpose as a real matrix and the hermitian conjugate as a







〈x, y〉 = Re (x · y∗).
SU(2) and SO(4).
For any tranformation Λ ∈ SO(4) acting on x ∈ R4, there exist p, q ∈ SU(2) such that
Λx = q · x · p∗ ∀ x ∈ R4.
1 Notice that these quaternion generators differ from Hamilton’s by a sign
(1, i, j,k) = (q0,−q1,−q2,−q3)
and also that the imaginary unit
√
−1 is different both from i and from q1. The Lie bracket used by Schlatter
et. al. [29] has generators
σi = −qi/2.
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As the pair (q, p) corresponding to Λ is unique up to sign, we have a double-cover
SU(2)× SU(2)→ SO(4).
Because left- and right-multiplication commute, this is a direct product, and any connection
with structure group so(4) decouples. It therefore entails no loss of generality to assume
that all connections have structure group su(2) in the left factor, as above.
Transformation rule.





X σ // Y
Given a connection A on E, we obtain a connection Aσ on F as follows (c. f. (2.1.5)). For
a section s(x) and tangent vector v at x, define
u (∇A(s)(x, v)) = ∇Aσ(u(s)) (σ(x), σ∗v)





u · Aµ(x) · u−1 − ∂µu · u−1
)
. (3.1.1)
Definition 3.1.1. Let G be a group of transformations acting as above, with X = Y and
E = F. We say that a connection A is equivariant under G if Aσ = A for all σ ∈ G.
Consider the simple case σ = u = Λ ∈ SO(4), acting by a constant matrix on both points
and tangent vectors of R4. Since dΛ = 0, we have
AΛ
−1
(x, v) = Λ−1A(Λx,Λv)Λ.
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Write Λ = Lq ◦Rp∗ , for (p, q) unique up to sign, and also Λ−1 = Lq∗ ◦Rp. Since A(x, v) lies
inside su(2) by assumption, it is clear that the corresponding transformation law is
AΛ
−1
(x, v) = q∗A(qxp∗, qvp∗)q. (3.1.2)
Explicitly, one can observe that the connection matrix acts by left-multiplication in the
quaternions (as remarked at the beginning), left- and right-multiplication commute, and
RpRp∗ = Id.
SO(4)-Equivariant connections.
Following [29], we derive the form of an su(2)-connection equivariant under the whole of
SU(2)× SU(2) based on (3.1.2). Write
x̃ = x/|x|.
Let q = q0 and p = x̃ in (3.1.2), to obtain
A(x, v) = A(|x|q0, vx̃∗)
by which it suffices to determine the values of A for x = |x|q0. The diagonal (with p = q)
covers the subgroup SO(3) ⊂ SO(4) which fixes the q0-axis. Hence for all q ∈ SU(2) and
v ∈ R4
A(|x|q0, v) = q∗A(|x|q0, qvq∗)q.
Choosing v = q0 gives that A(|x|q0, q0) ∈ su(2) commutes with every q ∈ SU(2), hence
A(|x|q0, q0) = 0.
Taking v ∈ su(2), consider the stabilizer S1 = {q ∈ SU(2) | qvq∗ = v}. By (3.1.2), the
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matrix A(|x|q0, v) ∈ su(2) must be fixed by this S1, and is collinear with v. We conclude
A(|x|q0, qj) = ã(|x|)qj.
Letting r = |x|, we find that an SO(4)-equivariant su(2)-connection has the unique2 form
A(x, v) = A(|x|q0, vx∗) = ã(r)Im (vx∗)
= ã(r)
[
vx∗ − 〈v, x̃∗〉q0
] (3.1.3)
or in coordinates
Aµ(x) = a(|x|)(δλµx0 − δ0µxλ − εµγλxγ)qλ
with a(r) = ã(r)/r.
We note that the more obvious equivariant connection
a(r)x̃ Im (x̃∗v) x̃∗ = a(r) x̃ (x̃∗v − Re (x̃∗v)) x̃∗
= a(r) (vx̃∗ − Re (vx̃∗))
= a(r) Im (vx̃∗)
(3.1.4)
agrees with (3.1.3).






The instanton with center x0 and scale λ is given by










λ2 + |x− x0|2
.
2 We could equally well have considered connections with values in the other SU(2)-factor. The general
SO(4)-equivariant so(4)-connection is a linear combination of these two uncoupled components at each point.
For instance, the Ansatz in Weinkove’s paper [39] and several others is the sum of these two. This point
(unique to dimension four) was omitted in O. Dumitrescu’s 1982 paper.
3 With the generators used by [29], the standard instanton is self-dual (and carries a factor of 2). Also,
as shown by 3.1.4, A and A∗ are exchanged by the singular gauge change from (3.1.5) to (3.1.6).
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is self-dual (Remark 3.3.1 below).
SU(2)-equivariant connections.
To expand on this example, we consider su(2)-connections which are equivariant only for
SU(2) × Id. This group acts on S3 freely and transitively, hence the four components
A(|x| q0, qµ) can be taken to be arbitrary traceless skew-Hermitian matrices depending smoothly
on r > 0. These determine an SU(2)-equivariant connection by the formula
A(x, v) = x̃A(|x|q0, x̃∗v)x̃∗. (3.1.5)
Connections with this broken symmetry could be described as “homogeneous but not isotropic”
on each S3r . This form is also compatible with different choices of base for which SU(2) acts,
for instance CP2.4 While a general SU(2)-equivariant connection has 12 free parameters,
only 9 remain after choosing the radial gauge A0 = 0 (which commutes with rotations).








This Ansatz is related to (3.1.5) by the singular gauge transformation x̃ = (x/r) .5
4 In fact, the example of CP2 with this action led Donaldson to realize the general structure of the ASD
moduli spaces!
5 This gauge change has the effect (according to (3.1.1))
A3.1.5i (rq




so smooth connections in one gauge have a pole in the other.
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3.2 Evolution of SU(2)-equivariant connections
We derive the Yang-Mills flow equation for the SU(2)-equivariant connection (3.1.6). The








−ενµkxk + δν0xµ − δµ0xν + δµνx0
r
and its derivatives
















(εαµν + δν0δαµ − δµ0δαν) .
We remind the reader that Latin indices are reserved for the values 1, 2, 3, while Greek indices





(δαβ − δ0αδ0β) .













[Ak, Aj] + [A` [A`, Ai]]









[Ak, Aj] + [A` [A`, Ai]]





[A0, Ai] + [A0 [A0, Ai]]
∂tA0|rq0 = [∇0Ai, Ai]
= [A′i(r), Ai] + [Ai, [Ai, A0]] .
(3.2.1)
6 A different choice of metric on the base (e. g. S4 or CP2) does not affect the bundle curvature FA,
but produces some extra terms from the adjoint D∗A. These scale away when blowing up around a point,
however, and would appear to be of secondary importance for finite-time dynamics.
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3.2.1 Evolution of ASD curvature
The evolution of |F−|2 is obtained from (2.2.8)
∂
∂t
























(εkµη + δη0δkµ − δµ0δkη)F±ην +
1
r


















































= −2|∇0F−|2 − 8
∑
k,j
∣∣∣∣2εkj`r F−0` + [Ak, F−0j]
∣∣∣∣2 + 16εjk`〈F−0j , [F−0k, F−0`]〉.
(3.2.4)
Note that for (3.2.4) to hold for a smooth solution as r → 0, we must have F−(0, t) = 0 for
all time. We have also the following.












7 Here we have chosen the action on the bundle to be trivial, hence the connection takes the form (3.1.6)
as opposed to (3.1.5), in which case the result would be anti-self dual. Further arguments show that the
result must be a standard instanton (3.1.2), up to the scale λ and a constant gauge transformation.
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F−0j − εikj [Ai, F0k] .
(3.2.5)







with # a smooth bilinear function (depending on A). Therefore
∣∣∣∣d (r8u)dr
∣∣∣∣ ≤ Cr8u
and u ≡ 0. 8
3.3 Systems with several parameters
The additional complexity of the SU(2)-equivariant case over the SO(4) case is twofold.
(A) The connection has independent components Aµ for the base directions.
(B) These components each have three parameters (the coefficients of qi, i > 0).





8 For the system (C), this was shown by Parker [22]; although in the same paper he bypasses the Theorem
by adding a rotationally symmetric perturbation to the metric. Evidently the perturbed metric is not
diagonal away from the origin (in normal coordinates based at the origin), and the radial derivative cannot
be isolated and controlled as in (3.2.5).
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(f 2j + f
2
k )fi (A)
where i = 1, 2, 3 and i, j, k are distinct; moreover, the Ansatz is preserved by the flow.9
On the other hand, the Ansatz
A0(r) = w(r)(q
1 + q2 + q3)
rA1(r) = x(r)q
1 + y(r)q2 + z(r)q3
rA2(r) = z(r)q
1 + x(r)q2 + y(r)q3
rA3(r) = y(r)q
1 + z(r)q2 + x(r)q3
is also preserved. One can see this from invariance of the system of equations under cyclic
permutation of the indices, or by observing that these are exactly the equivariant connections
for SU(2)× Z3. The system becomes














(y − z) + 2w (y′(r)− z′(r))
)
+ 4w2(y + z − 2x)




((x− z)(−2(x− z)w + y′) + cyclic) .
(B)
Observe that the conditions
w(r) = 0 y(r) = z(r) =:
s(r)√
2





−r2 ~f · Im (q1x∗) + x2x3(f2 − f3)Im x∗ + x0x3(f1 − f2)Im (q2x∗)− x0x2(f1 − f3)Im (q3x∗)
)
where we put (1 − fi)/2 in place of fi to conform with (3.1.5) and [29]. This shows that for a smooth
connection of the form (A) we must have fi − fj = O(r4) as r → 0. For (B) we should likewise have
y, z = O(r4) under the boundary condition x(0) = 1.
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are preserved by (B). Writing X = x, the system becomes
Ẋ = X ′′ +
1
r
X ′ − 1
r2
(





















There is a way to simplify (B) by exploiting the continuous gauge symmetry of the
family. The Ansatz, although not the individual connections, is preserved under the gauge
transformation
uθ = cos(θ)q0 + sin(θ)(q1 + q2 + q3)/
√
3.
This has the effect of rotating (x, y, z) counterclockwise around the axis (1, 1, 1)/
√
3 by the
angle θ, which commutes with cyclic permutation u2π/3. Let








h = X +
√
2s
q = θ′(r) + 2
√
3w(r).
Here d and h are the distance from and height along the axis (up to scale), and the parameter
q appears naturally in the calculations. The system in the variables X, s, w, θ can in fact be
re-expressed








−2 + 6h− (2h2 + d2)
)
− q2d
































The variables w and θ can be re-obtained from q by the formulae









2X − s)2q dt
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Upon setting q = 0 one obtains the 2-parameter system








−2 + 6h− (2h2 + d2)
)





















in order to recover the scalar equation of the SO(4)-equivariant case





f(f − 1)(f − 2). (YM)
The standard instanton (3.1.2) corresponds to













that this is self-dual.
3.3.1 Qualitative description
The following is a schematic picture of blowup for (YM). The asymptotics as t→∞ will be
rigorously justified in the next chapter, for initial data of the type shown.
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The solution searches for a critical point of the Yang-Mills functional; but none exist with
the given boundary conditions f(0) = 0, f(1) = 4. Instead, f(r, t) attempts to interpolate
between the two instantons Qλ and Q0 (which are self-dual and anti-self-dual, respectively,
according to (3.3.1)). Provided that λ → 0, this is possible: f(r, t) approaches Q0 on the
original scale, and Qλ on the scale λ. Thus a singularity (or “bubble”) forms in a highly
controlled fashion at the origin, allowing the connection to change between the topological
classes (3.1.6) and (3.1.5) as t→∞.
It is not known whether singularities of the Yang-Mills flow are always of this mild type.
The behavior is difficult to see even in the SU(2)-equivariant case, where, though each
scarcely removed from (YM), the two systems (A) and (C’) would appear quite different. In
both these cases, however, calculations directly comparing with (YM), as well as computer
simulations, did not appear to indicate finite-time blowup.10 This can be explained within
the framework of the thesis.
The general blowup behavior of Yang-Mills flow in dimension four is as follows (largely
10 Computer simulations were conducted using a Crank-Nicolson algorithm programmed in Mathematica.
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justified by [27], [32]). Whether at finite or at infinite time T, an interior singularity must
consume at least ε0 of energy. If one rescales on a sequence of times ti → T such that this
energy is attained on a unit ball, then, from standard compactness theory, a Yang-Mills
connection must appear as a subsequential limit modulo gauge. In fact this limit can be
extended to all of R4. After removing this innermost Yang-Mills bubble, one can obtain
additional limits on a further subsequence of times. Ultimately, one would expect to see a
full “bubble tree,” accounting for all of the energy concentrating at the singular point.
In the SU(2)-equivariant case, it is still clear that a singularity can only occur at the
origin, and hence that the blowup limit should again be equivariant. But Theorem 3.2.1
implies that it must be self-dual (in fact a standard instanton, as in the above picture). And
the results of Chapter 5, in particular Theorem 5.1.4, imply that bubbles of pure positive
(or negative) charge cannot form in finite time.
There remains the possibility of a tree of self-dual and anti-self-dual bubbles concentrating
at the origin at the same time. In such a case, however, there should always be an outermost
bubble, which is again an equivariant connection (say) of pure negative charge. On the
scale of this bubble, an L∞ bound on the positive curvature should hold, sufficient (by
Theorem 5.1.4) to imply that the full curvature does not concentrate in finite time. We
expect that this argument could be made rigorous, ruling out finite-time singularities in the
SU(2)-equivariant case.11
11 This description is supported by (C’), also studied by Parker [22] (not known to the author at the time




2 d(1) = −
√
2
h(0) = h(1) = 1
a nontrivial bubble-tree must form; however, the outermost bubble still moves at most exponentially. The
boundary condition d(∞) = −
√
2 is also valid on S4, corresponding to a nontrivial family of connections on
the trivial bundle. This provides a compact example where an infinite-time singularity must form, despite
the existence of a (trivial) minimizer on the same bundle.
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3.3.2 Proof in SO(4)-equivariant case
We sketch a proof, using the main result of Chapter 5, of the exponential blowup result of
Schlatter, Struwe, and Tahvildar-Zadeh [29] for (YM).
Let f(r, t) be a solution of (YM) with smooth initial data and Dirichlet boundary condi-








f ′(r)− 2f(2− f)
r
)
qj =: F (r)qj.
Equation (3.2.4) reads






− C2F 3. (3.3.2)
Assume first that F (r, 0) ≥ 0. By the maximum principle, F (r, t) ≥ 0 for t ≥ 0. But then
the right-hand-side of (3.3.2) is non-positive, and we conclude that F (r, t) ≤ supr F (r, 0).
Therefore |F−| is uniformly bounded for all time. By Theorem 5.1.4 (an interior estimate),
blowup occurs at most exponentially.
If F (r, 0) has mixed sign, there nonetheless exists a smooth function f̄0(r) with nonneg-
ative F such that f̄0(r) ≥ f(r, 0) (see e. g. Proposition 4.2.2 of the next chapter). The
flow f̄(r, t), with initial data f̄(r, 0) = f̄0(r), forms an upper barrier. For fixed µ > 0 suffi-
ciently small, the static solution f(r, t) = − 2(r/µ)
2
1−(r/µ)2 forms a lower barrier. By the maximum
principle applied directly to (YM), we conclude
|f(r, t)| ≤ Cektr2.
By Lemma 4.1.1 of the next chapter, the solution exists smoothly for all time.
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4. ASYMPTOTICS OF INFINITE-TIME BLOWUP
This chapter is concerned with blowup asymptotics for the semi-linear heat equation









on the unit interval with Dirichlet boundary conditions
u(0) = 0 u(1) = α. (4.0.2)
We assume that the nonlinear term is of the form
f(u) = 4g · g′(u) (4.0.3)
for a smooth function g(u). For simplicity, in the present treatment we let g have only the
two zeroes1 g(0) = g(2) = 0, with
g′(0) = 1 g′(2) = −1. (4.0.4)
We also take the boundary condition
u(1) = α > 2. (4.0.5)
For a discussion of the origins of the problem, the reader is referred to the Introduction.
Our main result is the following.
1 In the harmonic map case g(u) = sinu, our proofs apply for π < α < 2π.
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Theorem 4.0.2. Let u0 ∈ C2 ([0, 1]) , satisfying
u0 = O(r
2) (r → 0) u0(1) = α 0 ≤ u0 ≤ Q0. (4.0.6)
With the above assumptions (4.0.2) - (4.0.5), there exists a unique global solution u(r, t) to













Here κ, e0 > 0 are the constants defined in Lemma 4.1.4 and (4.1.5), respectively, and depend
only on g(u) and α. The constants c and C depend on u0.
4.0.3 Outline of argument
We introduce a version of the scheme of Raphael and Schweyer [24] which is sufficient for
studying infinite-time blowup, via the maximum principle. A very useful picture is given in
§3.3.1 above.







The former corresponds to the harmonic map R2 → S2 obtained by composing the holomor-
phic map z → z2 with the inverse stereographic projection, and the latter to the standard
instanton on R4 (Example 3.1.2). Denote the scaling operator
Λu = r · ∂ru = − ∂λu (r/λ)|λ=1 .
In Section 4.2, we construct approximate solutions. This is achieved by solving the












uλ ∼ Qλ (r → 0)
uλ(1) = α
(∗)
by a fixed-point method (Proposition 4.2.1), yielding a family of solutions
(uλ(r), bλ)
parametrized by λ. Here the coefficient bλ is chosen in order to satisfy the boundary condition
at r = 1, and by an elementary matching with Q0, must tend to the constant κ/e0 as λ→ 0
(Proposition 4.2.2).
In Section 4.3, we show that this family is smooth and well-behaved for 0 < λ < λ∗. In
lieu of the matched asymptotics of [3] or the slowly modulated series and cutoffs of [24], our
estimates make direct use of a nonlinear conservation-law-type reduction of (∗).
We then obtain sub- and super-solutions to (4.0.1) of the form
u± (r, t) = uλ(t) (µ(t)r)± ε(t)T0 (µ(t)r)
Here λ = λ±(t) is chosen with λ(0) = λ
∗ << 1 and
d
dt
log λ = −bλ +O(λa).
The additional term εT0 is needed to obtain a sub/supersolution on the scale λ
1/2 < r ≤ 1,
but requires the extra factor µ(t) ≈ 1 in order to satisfy the boundary condition u±(1) = α.
4.1 Preliminaries
Lemma 4.1.1. Let u0 ∈ C2 ([0, 1]) with u0 = O(r2) as r → 0 and u0(1) = α. There exists a
unique short-time solution to (4.0.1) with |u(r, t)| ≤ Cr2 and u(r, 0) = u0(r). The solution
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exists and remains smooth as long as such a C exists.
Proof. By Taylor’s Theorem, we may write u0 = r
2v0, with v0 ∈ C0 ([0, 1]) .













for a smooth function f̃(u). If v(r) is viewed as a radially symmetric function on the unit ball
of R6, then (4.1.1) is simply a heat equation with smooth zeroth-order nonlinearity. Hence
by standard parabolic theory, a unique solution v(r, t) with v(r, 0) = v0(r) exists, is smooth
for t > 0, and continues as long as ||v(·, t)||L∞ ≤ C. This amounts to the desired statements
for the solution u(r, t) = r2v(r, t) of (4.0.1).
Remark 4.1.2. Because the nonlinearity of (4.1.1) is bounded as long as the solutions exist,
a comparison principle holds, and so too for the solutions u = r2v of (4.0.1).
Definition 4.1.3. Let Λ = r∂r be the scaling operator, as above. We will write
f(r) = g(r) +OΛ(h(r)) (r → 0)
if
Λif(r) = Λig(r) +O(Λih(r)) (r → 0)









both as r → 0 and r →∞.
Lemma 4.1.4. There is a unique static, smooth, increasing solution Q(r) to (4.0.1) with





3) (r → 0)
2− 2r−2 +OΛ(r−3) (r →∞).
There also exists a unique solution Q0 with
Q0 ∼ 2 + κr2 (r → 0)
Q0(1) = α > 2
where κ > 0 is a constant.
Proof. Set ∂tu = 0, and multiply (4.0.1) by rΛu = r
2∂ru to obtain






A = (Λu)2 − 4g(u)2.
(4.1.2)
Since g is positive on (0, 2) , any solution ΛQ = 2g(Q) with Q(1) ∈ (0, 2) must satisfy
limr→0Q(r) = 0 and limr→∞Q(r) = 2 (see [24] for the asymptotics).
Let Q0 be the unique solution of ΛQ0 = −2g(Q0) with Q0(1) = α > 2.
Consider the linearized Hamiltonian at Q (see [24] for its factorization properties)
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Lemma 4.1.5. Let k > m ≥ 0, ` ≥ 0 with k − ` 6= 0,−4, and assume that
f ∈ Cm ([0,M ]) ∩ Cn ((0,M ])
satisfies




for some constant K. Then u given by (4.1.3) solves Hu = −f uniquely with u = o(r2) as
r → 0. Moreover





(i ≤ n+ 2).
Here Ci depends only on k, `.
Proof. The first statements are standard, in view of the above asymptotics for ΛQ and Γ.



































given the assumptions on k and `. The estimates for i > 0 follow similarly after applying
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Λ = r∂r.
In view of Lemma 4.1.5, we will write H−1f = −u. Letting





6) r → 0
e0r
2 − 1 +OΛ(log(r)/r2) r →∞
(4.1.5)
with c0, e0 > 0.
4.2 Construction of approximate solutions
We now aim to solve (∗). We first solve near the fixed solution Q with arbitrary b, calling
these solutions ub. Then we rescale and relabel to obtain the desired approximate solutions
uλ satisfying the boundary condition uλ(1) = α.
Recall that Q(r) and T1(r) are defined in Lemma 4.1.4 and (4.1.4), respectively.
Proposition 4.2.1. There exists ε∗ > 0 such that for any b,M > 0 with
bM2 = ε ≤ ε∗











ub ∼ Q as r → 0.
(4.2.1)
Writing ub = Q+ T̃b, for i ∈ N there holds
∣∣∣Λi (T̃b − bT1)∣∣∣+ b
∣∣∣∣∣dΛiT̃bdb − ΛiT1
∣∣∣∣∣ ≤ Ci b2 r81 + r4 ≤ Ci ε2. (4.2.2)
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Proof. Let
R(z) = f(Q+ z)− f(Q)− f ′(Q)z.








z2 (|z| ≤ 1) .
To solve (4.2.1), write further
ub = Q+ T̃b = Q+ bT1 + T2
















Note that |T1| ≤ C r
4
1+r2




∣∣∣∣|T (r)| ≤ b r41 + r2
}
.
For T2 ∈ BM,b we have ∣∣∣∣∣R(T̃b)r2
∣∣∣∣∣ ≤ Cb2 r61 + r4 .












|R′(z)| ≤ C|z| for |z| ≤ 1
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so for T, S ∈ BM,b with T − S ∈ BM,d, we likewise have








bM2 < C−1/2 =: ε∗
the map Πb is a contraction on BM,b for the weighted norm
∣∣∣∣∣∣∣∣1 + r2r4 T (r)
∣∣∣∣∣∣∣∣
C0[0,M ]
and we have the desired solution ub = Q + bT1 + T2 to (4.2.1). The stated estimates on T2
follow from the equation Πb(T2) = T2 and Lemma 4.1.5, and the derivative estimates follow
in similar fashion.2
Proposition 4.2.2. There exists λ∗ > 0 and a family (uλ(r), bλ) of solutions to (∗), for
0 < λ < λ∗, with
Λuλ > 0 (r > 0)







Proof. Applying Proposition 4.2.1 with b = b̃λ2 and rescaling, we obtain a solution u =
ub̃,λ(r) to (∗) near the origin, smoothly varying in b̃, λ > 0. It remains to choose b̃ = bλ to
satisfy the boundary condition uλ(1) = α.
2 The bounds can be improved if f ′′(0) = 0⇒ R(z) = O(z3) or higher, as in the case of the round sphere.
We also note that the r8 bound at the origin is not important: in fact one does not fully need the “rotation
number” assumption (4.0.4) at u = 0 but only at u = 2, which in effect drives the blowup (and to which
finite- versus infinite-time blowup was attributed by [14]).
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2 − 4g(u)2) = b̃ΛQλΛu · r
(Λu)2 − 4g(u)2 = 2
∫ r
0





Since ΛQ,Λu, and A(r) are positive for small r > 0, in view of this expression they are in
fact positive for all r > 0, with A(r) increasing. Therefore for each λ < λ∗(α) there exists a
unique minimal b̃ > 0 such that u(1) = α, and we define bλ := b̃, uλ := u. As ΛQλ = 2|g(Qλ)|
by construction, it is also clear from (4.2.5) that uλ crosses each Qλ at most once, and crosses
Q0 only at r = 1.













In view of Proposition 4.2.1 and the fact that uλ cannot cross Q0 before r = 1, the first
term tends to ||ΛQ||2 as b = b̃λ2 → 0 and M → ∞. For the second term, note that
4
r2
rΛu = 4∂ru ≥ 0. Hence for any i and ε > 0 there exist λ∗,M > 0 such that
∣∣∣∣ΛiA(r)b̃λ2 − 2Λi (||ΛQ||2L2 + 4u(r))
∣∣∣∣ < ε
for 0 < λ < λ∗, λM < r ≤ 1.





uniformly on [r0, 1] for any r0 > 0. Hence by Proposition 4.2.1, for any r0 > 0 such that
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∗, we must have
lim
λ→0
|bλλ2e0(r0/λ)2 − κr20| < C(κr20)2
lim
λ→0
|bλe0 − κ| < Cr20.
Therefore limλ→0 bλ = κ/e0.
4.3 Estimates on (∗)
Lemma 4.3.1. Let uλ be the solution to (∗) on [0, 1] constructed in Proposition 4.2.2. Then
Q0(r)− uλ(r) ≤ Cλ2
1− r4
r2
for Cλ1/2 ≤ r ≤ 1 and 0 < λ < λ∗.
Proof. Choose κ0 such that 2 + κ0r
2 < Q0(r) for 0 < r ≤ 1, and let r1 such that
2 + (κ0/2)r
2 ≤ uλ(r) ≤ Q0
for r1 ≤ r ≤ 1. Then for any u with uλ(r) ≤ u ≤ Q0(r), we have also
C−1r2 ≤ |g(u)| ≤ Cr2
|g′(u)− 1| ≤ Cr2
for r1 ≤ r ≤ 1 and C independent of r1.
Now subtract ΛQ0 = 2|g(Q0)| from (4.2.5) to obtain
Λ(uλ −Q0) =
√
4g(uλ)2 + A(r)− 2|g(Q0)|
|Λ(uλ −Q0)− 2 (|g(uλ)| − |g(Q0)|)| ≤
A(r)
4|g(uλ)|
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with |ε(r)| ≤ Cr2 for r1 ≤ r ≤ 1.
















≤ I(r) ≤ C
r2
.
The differential inequality (4.3.1) becomes
∣∣∣∣ dds (I · (uλ −Q0))
∣∣∣∣ ≤ CI(r)bλλ2r2 ≤ Cλ2r4 .
Since
uλ(1) = Q0(1) = α
by definition, integration from r = 1 gives



















or r1 = Cλ
1/2.
Proposition 4.3.2. For Cλ1/2 ≤ r ≤ 1 and 0 < µ ≤ λ < λ∗, there holds
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((Λuλ + Λuµ) Λ(uλ − uµ)− 4 (g(uλ) + g(uµ)) (g(uλ)− g(uµ)))
= bλΛQλΛuλr − bµΛQµΛuµr
= bλΛQλΛ(uλ − uµ)r + (bλ − bµ)ΛQµΛuµr + bλ (ΛQλ − ΛQµ) Λuµr.
Integrating from r = 1, we obtain







Let κ1 > 0, and r2 ≥ r1 such that
|Λ(uλ − uµ)| ≤ κ1r2 (4.3.4)












· x2 · xdx
≤ C
(







Hence for r2 ≤ r ≤ 1, (4.3.3) reduces to











We integrate as in the previous Lemma to conclude











Substituting back to (4.3.3) we have also
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Therefore our assumption (4.3.4) is justified for
Cλ2
(




≤ κ1r42 ≤ κ1r4
which holds for κ1 = max
(
|bλ − bµ|, λ−µµ
)
and r2 = Cλ
1/2.




∣∣∣∣ (r) ≤ Cλmin(( rλ)4 , 1
)
where uλ = Qλ + Tλ.
Proof. Recalling that Tλ = T̃b(r/λ), with b = bλλ
2, for
b(r/λ)2 = bλr
2 ≤ ε∗ (4.3.5)
we write























where the η(r) represent generic bounded functions, by Proposition 4.2.1. Writing
bλλ
2 − bµµ2 = bµ(λ2 − µ2) + (bλ − bµ)λ2
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gives the factorization




+ (bλ − bµ) e0λ2 (r/λ)2 + η(r)
(













On the other hand, by the previous Proposition, for
Cλ1/2 ≤ r ≤ 1 (4.3.8)
we have














+ |bλ − bµ|
)
.
















For 0 < λ < λ∗, there exists a fixed r0 with
Cλ ≤ bλr20 < ε∗





for η in (4.3.9). Taking the limit µ→ λ gives |ḃλ| ≤ Cλ in the Lipschitz sense. In the context
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of Lemma 4.2.2 (i. e. varying b̃ = bλ independently of λ), (4.3.7) and Proposition 4.3.2 with
µ→ λ clearly imply that bλ is smooth, via the implicit function theorem.
The estimate on Ṫλ follows from (4.3.6) on [0, λ] , (4.3.7) on [λ, r0] and Proposition 4.3.2
on [r0, 1] .
4.4 Proof of Theorem 4.0.2
Proof. We construct sub- and super-solutions u±(r) of (4.0.1) by choosing a time-dependent
λ (given by (4.4.5)) in the family uλ of solutions to (∗) constructed above, after adding a
small modification on the unit scale.







given by (4.1.3), with T0 = O(r
4) at the origin. For λ(t) < λ∗ and ε(t) < 1 to be determined
(4.4.5), write
ũλ = uλ + εT0 = Qλ + Tλ + εT0.
We compute










f(uλ + εT0)− f(uλ)
r2
+ (∂t −∆) εT0




















f ′(uλ)− f ′(Q0)
r2
εT0 +








ΛQλ + λt∂λTλ + εtT0 + εΛQ0 +R
(4.4.1)
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where R comprises the two error terms. We estimate















(λ2 + εr6) Cλ1/2 ≤ r ≤ 1






0 ≤ r ≤ λ
(4.4.2)
where the first line is from Lemma 4.3.1.
We let
ε± = ±λa±
for a constant a > 0 to be determined. To obtain sub- and super-solutions with the boundary
condition u±(1) = α, we must also scale ũ slightly. For ε sufficiently small, i.e. λ < λ
∗, ũ′λ(r)
is uniformly positive for r near 1 (since uλ approaches Q0 and T0 is fixed). Hence we may
define µ± depending on λ± such that
ũλ±(µ±) = α (4.4.3)
which satisfies
|µ± − 1| < Cε±. (4.4.4)
For K1 to be determined, we finally define λ±(t) to solve
−(λ±)t
λ±
− µ2±bλ± = ±K1λa± (4.4.5)
Here bλ is the smooth function of λ < λ
∗ defined in Proposition 4.2.2. Let
u±(r, t) = ũλ±(t) (µ±(t) · r) .
4. Asymptotics of infinite-time blowup 56
We estimate the time-derivatives of the parameters. By (4.4.5), abbreviating λ = λ± and






|εt| = a|λt|λa−1 ≤ Caλa (1 +K1λa)
(4.4.6)
Differentiating (4.4.3) yields
0 = ∂tũ(µ) = λt∂λuλ(µ) + εtT0(µ) + µtũ
′
λ(µ).
Solving for µt, by Proposition 4.3.2 we may bound the first term to obtain





















Note that ΛQ0 = O(r
2) and is positive for r > 0, whereas |T0| = O(r4). Hence by (4.4.6),



































which we claim is positive for r > 0.
We have the bounds from below
A(r) ≥ C−1λa










)2 0 ≤ r ≤ λ.
(4.4.8)
Note that







Combining this with Proposition 4.3.3 and (4.4.2), as well as (4.4.7), for 0 < λ < λ∗ suffi-
ciently small, we have
|B(r)| ≤ C

λ2 + λa(λ2 + λar6) + λa (λ2 + a) (λ+ r2) Cλ1/2 ≤ r ≤ 1





















0 ≤ r ≤ λ.
(4.4.9)
Comparing (4.4.8) and (4.4.9), we see that for K1 sufficiently large and a, λ
∗ sufficiently
small, A(r) dominates |B(r)|. Therefore u± are sub/supersolutions, as desired.
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Equation (4.4.5) can be rewritten











u−(r, 0) ≤ u0(r) ≤ u+(r, t0)
for some t0, the comparison principle (Remark 4.1.2) implies that
u−(r, t) ≤ u(r, t) ≤ u+(r, t0 + t)
which implies the stated bounds on u.
For arbitrary initial data u0 with the given properties, by the strict maximum principle
applied to (4.1.1), for τ > 0 there must hold
u(r, τ) < Q0(r) (r < 1)
u′(1, τ) < Q′0(1).
Therefore there exists t0 with 0 ≤ u(r, τ) ≤ u+(r, t0). Lemma 4.1.1 implies that u(r, t) exists
for all time with the desired bound from above.
Fixing τ > 0, again by the strict maximum principle for (4.1.1) with the positive Dirichlet
boundary condition v(1) = α, there exists c such that
cr2 ≤ u(r, τ)
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for c independent of u0. Now let µ0 > 0 be such that
u−(µ0r, 0) ≤ cr2.
By construction, there exists ε0 > 0 such that




for r ∈ [0, 1] . Therefore, letting µ̄(t) = µ0eε0t, we obtain a subsolution
ū−(r, t) := u−(µ̄(t)r)
for r ∈ [0, µ̄(t)−1] . This interval includes [0, 1] , for t ≤ t0 such that µ0eε0t0 = 1, and note
that
ū−(1, t0) = u−(1, 0) = α.
But then u−(r, 0) ≤ u(r, t0), and for t ≥ t0 we have
u−(r, t− t0) ≤ u(r, t)
which is the desired lower bound.
Remark 4.4.1. A slightly weaker asymptotic appears in the thesis of Michelangelo Vargas
Rivera [26] for (HM), by an explicit construction. For (YM), Schlatter et. al. [29] proved
that blowup was at most exponential, but their method does not produce subsolutions or
the precise rate.
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5. SELF-DUALITY AND SINGULARITIES
This chapter provides several theorems concerning long-time existence and smooth conver-
gence of the Yang-Mills flow in dimension four. See the Introduction for a detailed summary.
Note on dependence of constants
Several of our estimates will have constants, e. g. C5.1.1, with a particular dependence which
we state in the corresponding proposition. The letter C itself denotes a numerical constant
which can be taken to be increasing throughout the paper, although it will be used similarly
within individual proofs. The constant CM also depends on the geometry of the fixed base
manifold M. In Section 5.2.1 we will also define a Poincaré constant CA, labeled by the
corresponding connection.
5.1 (Anti)-self-dual singularities
Let (M, g) be a compact Riemannian manifold of dimension four, π : E → M a vector
bundle with fiber Rn, fiberwise inner-product 〈·, ·〉 and smooth reference connection Dref .
Let D(t) = Dref+A(t) be a smooth solution of the Yang-Mills flow, as constructed in Section
2.3.
In order to obtain separate control of the self-dual curvature, we apply the inner-product






u ≤ −2|∇F+|2 + Au3/2 +Bu (5.1.1)
where B is a multiple of ||Rm||L∞(M).
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u ≤ Au3/2 +Bu.
on M × [0, T ) , with M compact of dimension four. There exist R0 > 0 (depending on the
geometry of M) and δ > 0 (depending on A,B,R0) as follows:
Assume R < R0 is such that
∫
BR(x0)
u(x, t)dx < δ2 for all x0 ∈M, 0 ≤ t < T. Then
||u(t)||L∞(M) ≤ C5.1.1 ||u||L1(M×[t−τ,t]) (τ ≤ t < T ) .























































Assuming R < R0, depending on the geometry of M, we have V ol(BR(x)) ≤ c2R4 for
all x ∈ X as well as a uniform Sobolev constant CS. We may also choose a cover of M by
geodesic balls BR/2(xi) in such a way that no more than N of the balls Bi = BR(xi) intersect
a fixed ball, with N universal in dimension four. For each i, let ϕ̃i be a standard cutoff




j , so that {ϕ2i } is a
partition of unity with ||∇ϕi||L∞ < C/R.
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≤ Cδ (1 +BR
2)
R6
(# of balls) ,
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This gives a uniform L2 bound on u(t) for t > 0, hence a uniform L4 bound on Au1/2 +B.
Standard Moser iteration (see [20] Lemma 19.1) on cylinders of radius R0 and height τ then
implies the stated L∞ bounds.
Lemma 5.1.2. (C. f. [12], 7.2.10) There is a constant L and for any N ≥ 2, R > 0 a
smooth function β = βN,R on R4 with 0 ≤ β(x) ≤ 1 and
β(x) =
1 |x| ≤ R/N0 |x| ≥ R
and















1 s ≤ 00 s ≥ 1
is a standard cutoff function (with respect to the cylindrical coordinate s).
Remark 5.1.3. The construction of Lemma 5.1.2 is possible in dimension four and above
due to the scaling of the L4 norm on 1-forms (L2 norm on 2-tensors), together with the
failure of these norms to control the supremum. Proposition 5.1.1 holds only in dimension
less than or equal to four.
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Theorem 5.1.4. Let A(t) satisfy the Yang-Mills flow equation on M × [0, T ) . For R < R0
and N ≥ 2, we have the local bound












on concentric geodesic balls in M. Therefore if ||F+||L∞(M) ∈ L1 ([0, T )) , or in particular if
F+ does not concentrate in L2, then the flow extends smoothly past time T.









||ϕF ||2 + ||ϕD∗F ||2 = 2(ϕDϕ · F,D∗F )
where as before we abbreviate ||·|| = ||·||L2 . On the right-hand side we switch D∗F = 2D∗F+











Fkj + ϕ∇kϕ∇iFkj , (F+)ij
〉
dV
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where the identity follows from a calculation similar to (2.2.6). Removing an L∞ norm and
applying Young’s inequality yields
d
dt







Choose ε = 8
√
log(N) and ϕ = βN,r from Lemma 5.1.2, to obtain the desired estimate.
By Theorem 2.3.2 (the work of Struwe [32]), to prove the second claim it suffices to
show that the full curvature does not concentrate in L2 at time T. Note that ||F−(t)||2 is
decreasing. Therefore if the curvature on Br is initially less than δ/2, then for N sufficiently
large, the estimate implies that the full curvature on Br/N remains less than δ until time T.
Moreover by Proposition 5.1.1, non-concentration of F+ implies a uniform L∞ bound,
and hence the required L1(L∞) bound at finite time.
Remark 5.1.5. The proof of Theorem 5.1.4 implies a more refined result, to be used in
future work. Let
Sij = 〈Fik, Fjk〉 − gij
|F |2
4
be the stress-energy tensor for Yang-Mills, and
Np(x) = X
iXjSij
where X i is the radial vector-field at the point p ∈M.
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then no singularity occurs at p within finite time.
We now return to the consequences of Theorem 5.1.4.
Corollary 5.1.7. If the maximal existence time is finite, then both F+ and F− must con-
centrate.1
Remark 5.1.8. In view of the Corollary, one can modify the standard rescaling argument
[27] at a finite-time singularity to obtain a weak limit which has either nonzero F+ or nonzero
F−. Proposition 5.1.1 implies that this energy cannot be lost in the limit. Thus one cannot
have a finite-time singularity for which every weak blowup limit is strictly self-dual, or anti-
self-dual. Since any stable Yang-Mills connection on an SU(2) or SU(3)-bundle over S4 is
either self-dual, anti-self-dual, or reducible, Theorem 5.1.4 in this case should imply that
finite-time singularities are unstable.
Corollary 5.1.9. For δ as in Proposition 5.1.1, if an initial H1 connection has self-dual
curvature ||F+A(0)||L2(M) < δ then the Yang-Mills flow exists for all time and blows up at most
exponentially, with asymptotic rate bounded uniformly for M. On any SU(2)-bundle, there
exists a nonempty H1-open set of initial connections for which the Yang-Mills flow exists for
all time, and converges exponentially if H2+(M) = 0.
Proof. The connection is smooth after a short time, modulo gauge (see §2.3). Proposition
5.1.1 then implies a uniform bound on F+ for all future time, and long-time existence follows
from Theorem 5.1.4.
Following Freed and Uhlenbeck [13], for any δ1 one can construct smooth pointlike SU(2)-
connections with ||F+||L2 < δ1 and ||F+||L∞ < C (p. 124). Provided H2+(M) = 0, Theorem
1 Since the singularities are isolated, F± clearly must concentrate at the same point. This is easily shown
by adding a boundary term to Proposion 5.1.1.
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5.3.1 (below) yields convergence at infinite time, which holds in an H1-open neighborhood
of the resulting instantons (Theorem 5.3.4).
Remark 5.1.10. Finite-time blowup of equivariant harmonic map flow S2 → S2, as con-
structed by [5], occurs even with low holomorphic energy (see [36] for definitions).
5.2 Convergence at infinite time
In this section we assume that all connections have globally small self-dual energy
||F+A ||L2(M) < δ.
By (2.2.4), this condition is preserved by the flow, which exists for all time by Corollary
5.1.9. It is also attained for a nonempty set of connections on bundles with c2(E) ≥ 0 and
structure group SU(2), and in this case should represent the generic end-behavior of the
flow.
We first recall and adapt several standard pieces of Yang-Mills theory. For an open set
Ω ⊂M, we will write
Ωr = {x ∈ Ω | d(x,Ωc) > r} ⊂⊂ Ω.
Lemma 5.2.1. There exists ε0 > 0 as follows. For R < R0, if the energy
||F (t)||2L2(BR) < ε0
(







−R2k ≤ t < 0
)
for all k ≥ 0, where Rk = R/2k+1.
Proof. See [6], [18] for standard proofs of the k = 0 estimate via monotonicity formulae. For
k ≥ 1, this is the result of the Bernstein-Hamilton-type derivative estimates of [39].2
2 The k = 0 bound also follows simply from the derivative estimates.
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Lemma 5.2.2. Assume ||F+(t)||L∞(Ω) < K+ for 0 ≤ t ≤ τ. Let ε0 be as above, and assume
that for some r0 < R0 there holds
||F (τ)||2L2(Br0 (x)) < ε0/3 (5.2.1)
for all x ∈ Ωr0 , with 0 < r20 < τ. If
||F (0)||2L2(M) − ||F (τ)||2L2(M) ≤ ε0/3 (5.2.2)
then we have
||∇kAF (τ)||L∞(Ωr0 ) <
C5.2.2
r2+k0
for k ≥ 0. The constant depends on K+, ||F (0)||, and k.
Proof. Let ϕ be the cutoff of Lemma 5.1.2 for Br0/N(x) ⊂ Br0(x), and apply the proof of
Theorem 5.1.4 using ϕ = 1− ϕ. This gives




for N large enough based on ||F ||2 and K+ (but independent of x, r0). Adding (5.2.2), with
t in place of zero, and (5.2.3), we obtain
||F (t)||L2(Br0/N ) − ||F (τ)||L2(Br0 ) < 2ε0/3.
By (5.2.1), we have
||F (t)||L2(Br0/N ) < ε0
for 0 ≤ t ≤ τ, and the desired L∞ bounds from Lemma 5.2.1.
Definition 5.2.3. For a sequence tj →∞, we say that (A∞, E∞) is an Uhlenbeck limit for
the flow if the following holds. There exists a subsequence of times tjk and smooth bundle
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isometries uk : E → E∞ defined on an exhaustion of open sets
U1 ⊂ · · · ⊂ Uk ⊂ · · · ⊂M0 = M \ {x1, . . . xn}
such that on any open set Ω ⊂⊂M0, we have u∗k(Atk)→ A∞ smoothly.
Theorem 5.2.4. Assuming ||F+|| < δ, any sequence tj → ∞ necessarily contains an Uh-
lenbeck limit which is a Yang-Mills connection on E∞.
Proof. This is a standard improvement of the detailed arguments found in [27], by analogy
with the Kahler case (see [12], Ch. 6).
The existence of weak H1 limits on a countable family of balls in M0 is the result of
compactness theory for connections with bounded L2 curvature ([30], [37]) in Coulomb gauge.
By Lemma 5.2.2, we in fact have L∞ bounds on the curvature of A(tjk) and all its derivatives
on each ball, for k large enough. By [12], Lemma 2.3.11, upon taking further subsequences,
the weak limit can be taken to be a smooth limit over each ball, and by [12], Corollary 4.4.8,
the gauge transformations can be patched together over the open sets Ui.
3
The fact that the limiting connection is Yang-Mills away from the bubbling points, and
therefore extends to a smooth Yang-Mills connection on E∞, follows from the energy in-
equality, [38], and the next estimate.
Lemma 5.2.5. Assume ||F (t)||L∞(BR(x0)) < K for 0 ≤ t < T. Then for τ > 0, R < R0, we
have
||∇kD∗F (t)||2L∞(BRk ) ≤ C5.2.5||D
∗F ||2L2(BR×[t−τ,t])
||∇kF (t)||2L∞(BRk ) ≤ C5.2.5
(




for k ≥ 0 and kτ ≤ t < T. The constants depend on K,R, τ, and k.
3 Note that Theorem 1.3(ii) of Schlatter [27] does not include any patching, because this may not be
possible with H2 gauge transformations.
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In the third line we used the Bianchi identity (D∗)2F = 0 to obtain the Hodge Laplacian
∆A. Multiplying (5.2.4) by D
∗F gives
(∂t + ∆) |D∗F |2 ≤ C (1 +K) |D∗F |2.
The first estimate, with k = 0, then follows again from standard Moser iteration (Li [20],
19.1) applied to (5.2.4).








Note that we have an evolution equation
(∂t +∇∗∇) (∇D∗F ) = F#∇D∗F +Rm#∇D∗F +∇F#D∗F +∇Rm#D∗F.
From Lemma 5.2.1,4 all derivatives of F are bounded in terms of K. Again by Moser iteration,
we may bound ||∇D∗F (t)||L∞(BR1), for t ≥ τ, by the LHS of (5.2.5), which concludes the
k = 1 case. The higher derivative estimates proceed by induction.
4 It is possible to recover a version of Lemma 5.2.1 independently using Moser iteration (combining Prop.
5.1.1 and this argument), although not the fully local statement.
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The argument for the second inequality is identical, beginning with the k = 1 case
||∇F ||2L2(BR0 ) ≤ C
(




following from the Weitzenbock formula (2.2.2).
5.2.1 Sobolev and Poincaré inequality for self-dual forms
As before, we abbreviate || · || = || · ||L2(M).
Assuming ||F+A || < δ, Hölder’s inequality applied to the Weitzenbock formula (2.2.7)
implies, for ω ∈ Ω2+(EndE), the Sobolev inequality
||ω||2L4(M) + ||∇Aω||2L2(M) ≤ CM
(








In the second line we used the pointwise identity
|DAω| = | − ∗DA ∗ ω| = |D∗Aω|.




Under the assumption H2+A = 0, there are no nonzero L
2 self-dual two-forms with D∗Aω = 0
in the distributional sense. Therefore, by the standard compactness argument, we have
||ω||2 ≤ CA||D∗Aω||2.
Hence this term can be dropped from the RHS of (5.2.6), yielding
||ω||2L4 + ||ω||2 + ||∇Aω||2 ≤ CA||D∗Aω||2 (5.2.7)
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for ω ∈ Ω2+(gE). We will always take CA ≥ CM .
Lemma 5.2.6. Let A0 be a connection on a bundle E0 over M which satisfies the Poincaré
inequality
||ω||2L4 + ||ω||2 ≤ CA0||D∗Aω||2 (5.2.8)
for ω ∈ Ω2+(gE). Assume A is a connection on E with ||F+A || < δ, for which there exists
a smooth bundle isometry u : E0 → E defined over Mr = M \ B̄r(x1) ∪ · · · ∪ B̄r(xn) with
||u∗(A)−A0||L4 ≤ ε. Then if r, ε are sufficiently small, A satisfies (5.2.8) with constant 8CA0 .
Proof. Assume first that Supp(ω) ⊂Mr. Write Ã = u∗(A), ω̃ = u∗(ω), a = A0− Ã. We then
have
||D∗Aω||2 = ||D∗Ãω̃||









On the other hand, if Supp(ω) ⊂ Br(x1) ∪ · · · ∪Br(xn), then
||ω||2 ≤ cnr2||ω||2L4 .
Choose ε, r,N such that




βN,r(x− xi) be a sum of the logarithmic cutoffs of Lemma 5.1.2, and ϕ = 1− ϕ.
Combining the above observations, we have
||ω||2L4 + ||ω||2 ≤ 2
(
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Upon rearranging, this yields the claim (replacing r/N by r in the statement).
5.2.2 Convergence
We now proceed to the proof of our main convergence result.
Proposition 5.2.7. Assume ||F (t)||L∞(Ω) < K for 0 ≤ t < T. Then we have the L∞ bound
||A(T )− A(τ)||2L∞(Ωr) ≤ C5.2.7
(
||F (0)||2 − ||F (T )||2
)
(T − τ)
as well as the derivative bounds
||∇kref (A(T )− A(τ)) ||2L∞(Ωkr) ≤ C5.2.7
(







for k > 0. The constants depend on K, r, τ, k, and Ω ⊂M.
Proof. For the first bound, write


















≤ C(T − τ)1/2
(
||F (0)||2 − ||F (T )||2
)1/2
by Lemma 5.2.5, as desired. The first derivative bound follows from
∂t∇refA = −∇refD∗F
= −∇AD∗F + A#D∗F
(5.2.9)
and the same computation. The higher derivative bounds proceed similarly.
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Theorem 5.2.8. Assume ||F+(0)|| < δ, and there exists an Uhlenbeck limit A∞ on (M,E∞)
which is an instanton with H2+A∞ = 0. Then E = E∞, and the flow converges smoothly to a
connection which is gauge-equivalent to A∞.
More precisely, if A∞ is a connection satisfying (5.2.8), then for any τ1 ≥ τ0 > 0 there
exist δ1, ε1, and r1 > 0 as follows. If for some τ ≥ τ1, ||F+(τ − τ0)|| < δ1 and A(τ) is within
ε1 of A∞ in H
1(Mr1) modulo gauge, then for t ≥ τ the flow converges exponentially (in the
sense below). The constants δ1 and ε1 depend on A∞, τ0, and ||F+(0)||L4 , but can be taken
independent of the latter for τ1 sufficiently large.
Proof. Let M0 = M \ {x1, . . . , xn} be as in Definition 5.2.3. Let r1 = r/3 (where r is as in
Proposition 5.2.6), and choose r0 < min(r1, R0,
√
τ0) such that for every x ∈M2r1 , we have
||FA∞||2L2(Br0 (x)) < ε0/3.
Now, let τ ≥ τ1 be such that
||F+(τ − τ0)||2 < δ21
and there exists a smooth isometry u such that
||u∗(A(τ))− A∞||H1(Mr1 ) < ε1. (5.2.10)
By the local Sobolev inequality,5 we have
||u∗(A(τ))− A∞||L4(M2r1 ) ≤ Cε1.
Choosing ε1 such that Cε1 < ε/2 (where ε is as in Proposition 5.2.6), the Poincaré inequality
holds for A(t) with constant C∞ = CA∞ on some maximal interval [τ, T ) . We will argue that
if δ1 > 0 is small enough, then T =∞ and the flow converges.
5 applied with respect to a smooth reference connection for E∞
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Applied to the global energy inequality for F+, the Poincaré inequality
||F+||2 ≤ C∞||D∗F+||2
yields
∂t||F+||2 + C−1∞ ||F+||2 ≤ ∂t||F+||2 + ||D∗F+||2 = 0.
This implies the exponential decay for t ≥ τ
||D∗F ||2L2(M×[t,T ]) ≤ ||F+(t)||2 ≤ δ21e−(t−τ)/C∞ . (5.2.11)
By Proposition 5.1.1, we have the global L∞ bound
||F+(t)||2L∞(M) ≤ K+(t)2 := C5.1.1δ21e−(t−τ)/C∞ (5.2.12)
for t ≥ τ. Therefore, if δ1 is sufficiently small we have
(
C + ||F (t)||2
) ∫ T
τ
K+(t)dt < ε0/3. (5.2.13)
By Theorem 5.1.4, the full curvature cannot concentrate on M2r1 before time T, and we have
a uniform bound
||F (t)||L∞(M2r1 ) < K (5.2.14)
for τ + r20 < t < T.
In order to apply Proposition 5.2.7, we need this curvature bound on M2r1 also from time
τ − r20/2. Note that




||F (τ − r20)||2 − ||F (T )||2
)
.
By Lemma 5.2.2, provided δ21 < ε0/6, we in fact have a larger uniform bound (5.2.14) on
M2r1 for τ − r20/2 < t ≤ τ + r20.
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With this curvature bound, we may now apply Proposition 5.2.7 and (5.2.11) at each
time τ + i, to conclude







By the triangle inequality and geometric series, we have
||A(T )− A(τ)||L4(M3r1 ) ≤ C
∑
i
K+(τ + i) ≤ CK+(τ) = Cδ1.
If δ1 is small enough that Cδ1 < ε/2, we conclude
||u∗(A(T ))− A∞||L4(M3r1 ) ≤ ||u
∗(A(T ))− u∗(A(τ))||L4(M3r1 ) + ||u
∗(A(τ))− A∞||L4(M2r1 )
≤ Cδ1 + Cε1 < ε.
Therefore T =∞, and the above estimates continue as t→∞.
Note that Theorem 5.1.4 and (5.2.13) imply that the curvature does not concentrate
anywhere on M as t→∞. Therefore the flow converges globally and strongly in H1 (and by
Proposition 5.2.7 and (5.2.11) applied on M, at least exponentially). This proves the second
statement.
In the case that F+A∞ = 0, by taking r1 and ε1 smaller in the second statement, we can
clearly satisfy the assumption ||F+(τ − τ0)|| < δ1. Hence the second statement implies the
first.
5.3 Further results
Theorem 5.3.1. (Taubes’s grafting theorem, parabolic version.) Let (E0, A0) be a flat
bundle on M with H2+A0 = 0. For any K
+, and points x1, . . . , xn ∈M, there exist δ1, ε1, r1 > 0
such that if A is a connection on E with ||F+A || < δ1, ||F
+
A ||L∞(M) < K+, and
||A− A0||H1(Mr1 ) < ε1 (5.3.1)
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then the flow with initial data A(0) = A converges and remains L4-close to A0 modulo gauge
on Mr1 = M \ B̄r1(x1) ∪ · · · ∪ B̄r1(xn).
Proof. By assumption, a Poincaré estimate (5.2.8) holds, and we choose ε1 ≤ ε/2, r1 = r/2
according to Lemma 5.2.6.
By (5.3.1), we have ||F (0)||L2 < Cε1. Applying the maximum principle to the evolution
(5.1.1) of |F+|2, we have ||F+(t)||L∞(M) < 2K+ for 0 ≤ t < τ < 1. Therefore, taking δ1
sufficiently small, Proposition 5.1.1 and Theorem 5.1.4 imply
||F (t)||L2(M2r1 ) < 2Cε1
for 0 ≤ t ≤ τ. Assume first that M is simply-connected, so we may take A0 = 0. Note
that from Proposition 5.2.5 and the energy inequality, the curvature at time τ and all its
derivatives are bounded by a constant times δ1. According to [12], Proposition 4.4.10, for
δ1 sufficiently small there exists a gauge transformation u on M2r1 (also simply-connected)
with6
||u∗A(τ)||L4(M2r1 ) < Cε1.
The claim now follows from the precise statement of Theorem 5.2.8.
If M is not simply-connected, we argue as follows. Let π : M̃ → M be the universal
cover, and choose a simply-connected domain Ω ⊂ M̃ covering M2r1 , which is a finite union of
preimages of Bi ⊂Mr1 , with Bi∩Bj connected.7 Assume that π∗A0 = 0, and let Ã = π∗A(τ).
As before, we may choose a gauge u on Ω such that
||u∗Ã||L4(Ω) < Cε1. (5.3.2)
If this is done using Coulomb gauges on the Bi, then u
−1du is well-defined on M.
6 Here Proposition 5.2.5 exactly replaces Theorem 2.3.8 of [12]. In both cases, bounds on all derivatives of
the connection in Coulomb gauge are supplied by [12], Lemma 2.3.11, which are used in the gluing argument
of Proposition 4.4.10.
7 This can be done for instance by lifting the geodesic balls Bi to M̃ using a set of based paths which
form a spanning tree for their incidence graph.
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Note that we also have






≤ δ1 + Cε1.
(5.3.3)
Over Ω, combining (5.3.2) and (5.3.3) yields
||du|| = ||u−1du|| ≤ ||u∗Ã||+ ||uÃu−1|| < Cε1.
By the Poincaré inequality, in each ball
||u− ū||L2(Bi) < Cε1.
We may therefore choose points pi ∈ Bi such that d(pi, pj) ≥ c > 0 and
|u(p̃i)− u(p̃j)| < Cε1
for each p̃i, p̃j ∈ Ω such that π(p̃i) = pi and π(p̃j) = pj.
It is clearly possible to construct a frame v over Ω such that v(p̃i) = u(p̃i)∀ i, ||dv||L∞ <
Cε1, (depending on Ω) and v
−1dv is well-defined on Mr1 . The frame w = v
−1u then satisfies
w(p̃i) = 1 for all p̃i, and descends to a frame on E over Mr1 . Note that
||w∗Ã||L4(Ω) ≤ ||v−1dv + v−1(u∗Ã)v||L4(Ω) ≤ 2Cε1
and so downstairs
||w∗A(τ)− A0||L4(Mr1 ) ≤ Cε1.
Convergence follows for ε1 and δ1 sufficiently small as before.
Remark 5.3.2. A similar argument can be used to recover the gluing theorem for connected
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sums with long necks of small volume, i.e. [12], Theorem 7.2.24.
Corollary 5.3.3. Assume that π1(M) has no nontrivial representations in SU(2), and
H2+(M) = 0. For any initial connection on the bundle E with structure group SU(2) and
c2(E) = 1, assuming ||F+(0)|| < δ1, no bubbling occurs and the flow has a smooth subse-
quential limit as t → ∞. If this limit is an irreducible instanton, then it is unique and the
flow converges exponentially.
Proof. Assume, by way of contradiction, that bubbling occurs as t→∞. The blowup limits
of [27] at a presumed singularity, as well as the Uhlenbeck limit, preserve the structure
group. Due to the L∞ bound on F+, the blowup limit at a bubble must be anti-self-
dual, and therefore contains all but 2δ1 of the energy. If the Uhlenbeck limit A∞ obtained
from Theorem 5.2.4 on the same sequence of times is also anti-self-dual, it must be flat by
integrality of κ. By the assumption on π1(M), A∞ is equal to the product connection on the
trivial bundle. But then its cohomology is exactly H2+(M) = 0, and by the Theorem the
flow converges, which is a contradiction. If the Uhlenbeck limit is not anti-self-dual, it must
nonetheless be L4-close to a flat connection (arguing as in the previous Theorem), which is
still a contradiction.
Therefore a smooth Uhlenbeck limit exists. If it is irreducible then H2+ = 0, and again
by Theorem 5.2.8 we have exponential convergence.
Theorem 5.3.4. The instantons with H2+ = 0 are asymptotically stable in the H1 topology.
In other words, given an H1 neighborhood U of A, there exists a neighborhood U ′ ⊂ U of
initial connections for which the limit under the flow will again be an instanton with H2+ = 0,
lying in U modulo smooth gauge transformations.
Moreover, there exists an H1-open neighborhood N for which the flow gives a deformation
retraction from N ∩Hk, k >> 1, onto the moduli space of instantons with H2+ = 0.
Proof. By Struwe’s construction [32] (see Chapter 2, §2.3), choosing the instanton A itself
as the connection D1, the gauge-equivalent flow (2.3.3) remains in U for a time τ, long
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enough for ε-regularity to take effect. This gives a uniform bound on the curvature at time
τ, including on ||F+||L∞ . Choosing U ′ small enough, we also obtain ||F+|| < δ1. We are then
in the situation of Theorem 5.2.8, which can be applied with {xi} = ∅.
The latter refinement follows from standard parabolic theory. For, two connections in N
which are initially Hk-close remain so under the gauge-equivalent flow. As this exists on any
interval [t, t+ τ ] , they must remain close, modulo gauge, for a long time; but then both are
close to their respective limits under the Yang-Mills flow.
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