We study the existence, uniqueness and regularity of solutions to an exterior elliptic free boundary problem. The solutions model stationary solutions to nonlinear diffusion reaction problems, that is, they have compact support and satisfy both homogeneous Dirichlet and Neumann-type boundary conditions on the free boundary 3{ u > 0}. Then we prove convexity and symmetry properties of the free boundary and of the level sets {u > c} of the solutions. We also establish symmetry properties for the corresponding interior free boundary problem.
Introduction
Consider the exterior boundary value problem (1.1) AM = A / ( « ) i n R " \ 8 , X > 0 , (1.2) u = l onfl, u{x) -* 0 as|x|-»oo, with Q a bounded domain. Under suitable assumptions on /, one can show that this problem has solutions with compact support. We shall prove that the symmetry and convexity properties of Q are "inherited" by the support of any solutions to (1.1), (1.2). Our study was motivated by a recent paper of Friedman and Phillips (1984) on the corresponding interior problem. The relevance of such free boundary problems is described for example in Bandle, Sperb and Stakgold (1984) , Diaz and Herrero (1981) , Friedman and Phillips (1984) or Frank and Wendt (1984) . This paper is organized as follows. In Section 1 we discuss existence and uniqueness of solutions by variational methods and introduce some notation. In Section 2 we modify the so called Gabriel-Lewis method to prove convexity of all level sets Q c := {x e R"|w(x) > c) of solutions to (1.1), (1.2). In Section 3 we discuss the symmetry properties of variational solutions. Finally in Section 4 we comment on the corresponding interior problem.
Existence and regularity
Let 8 c R " b e a bounded domain with boundary 9fl of class C 2 a . We want to state existence, uniqueness and regularity results for the exterior problem (1.1),.
(1.2). It will be convenient to refer to one or several of the following assumptions about / .
,. 4 x / is monotone, f(t) = 0 for t < 0, / ( / ) > 0 forO < t < 1.
(1.5) / e C 1/} ((0,l)) for some 0 e (0,1).
Notice that a mapping / satisfying (1.4)-(1.6) might have a jump discontinuity at zero and that (1.3) implies (1.6). A standard example of a function / satisfying
The following results appear to be more or less well known. Let us give the proof of Proposition 1.1 in some detail and only sketch the proof of Proposition 1.2.
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Convexity and symmetry of free boundary 59 PROOF OF PROPOSITION 1.1. Since by the maximum principle u will only assume values between 0 and 1, we may alter the mapping / outside the unit interval and introduce a maximal monotone mapping jSonR with the properties 0(u) = {/(")} for u in (0,1], -0 ( -H ) = )8(M) on R and R(p) = R. In Diaz and Herrero (1981) one can find that the modified problem (1.7) A«ej8(t<) i n R " \ Q ,
(1.2) u = l on ft, u(x) -* 0 as|x|->oo, has a unique weak solution u e W 1 ' P (R" \ fl) with compact support, 1 < p < oo. Condition (1.6) is needed to prove the compactness of supp u. In the domain D the solution u of problem (1.7), (1.2) also satisfies equation (1.1) and is therefore a solution to (1.1), (1.2). The uniqueness follows from standard monotonicity arguments because u is a solution to the variational problem
where B is a sufficiently large ball containing D, and because / ext is coercive and convex under assumption (1.4). The C 3 '^ regularity of w in Z)\Q is a consequence of (1.5). Since / is bounded on [0,1], we may interpret (1.1) as a linear equation with L°° right-hand side and so obtain W 2i°°-regularity of u in R" \ Q. The last assertion of Proposition 1.1 follows now from Sobolev's embedding theorem.
Before we proceed with the proof of Proposition 1.2, let us define variational solutions of our problem and make some heuristic remarks.
We call u e H l (R") a variational solution of the exterior problem (1.1), (1.2) if it solves (1.8). Clearly any variational solution of the exterior problem satisfies (1.1) in a weak sense and, if (1.3) is assumed, constitutes a classical solution. So once we prove the existence of a variational solution u, to the exterior problem, with compact support, the proof of Proposition 1.2 is complete. We are faced with the difficulty that the function F in (1.8) does not have to be convex. Suppose we replace F by F, where F is convex and F < F, and suppose that we can show that there exists a (necessarily unique) variational solution ii of this modified problem. Then we expect u to have larger support than u for the following reason. The term f a F(v(x) )dx can be interpreted as a penalty term for the support of v, and there is a smaller penalty on the support of v if we replace F by F. This idea led us to the following PROOF OF PROPOSITION 1.2. We replace /(/) by f(t):= tmn s> ,f(s). Obviously, f(t) < /(/), and f(t) is a monotone function of class C"(R). Consequently, we may proceed as in the proof of Proposition 1.1. We have to observe use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033954 [41 that / satisfies (1.6), because / satisfies (1.3), and we obtain a solution « e C 2 ' " ( R " \ i 2 ) , with compact support, of the modified problem A U = / ( K ) in U" \ Q, u = 1 on fi. From a comparison argument, we may now conclude that u «s it for any classical solution of (1.1), (1.2). If a classical solution it of (1.1), (1.2) exists, it will have zero boundary values on the boundary of suppii. Hence we have reduced problem (1.1), (1.2) to a semilinear Dirichlet problem on a bounded domain which is solvable by standard arguments.
Let us summarize what we know about the exterior problem. There exist solutions M with compact support. The boundary of the support is called the free boundary, and we shall denote it by T. Since u is of class C 1 across the free boundary, u formally satisfies:
(1.9) « = 0 and |^ = 0 on T. an If T is singular, then the normal derivative of u might not be well defined. For Holder continuous functions / , the C ^regularity of T was established by Friedman and Phillips (1984) , but we allow / to be discontinuous. Aside from their results, little seems to be known about the shape of the free boundary. In Kawohl (1983b) the following result was derived by a rearrangement method. (
b) / / J!2 is starshaped with respect to each point x in an e-neighborhood of zero, then the free boundary is Lipschitz continuous.
Notice that the assumptions of (b) are satisfied without loss of generahty for convex domains with nonempty interior, since problem (1.1), (1.2) is translation invariant. For Lipschitz continuous free boundaries, the normal derivative is defined almost everywhere, and hence boundary condition (1.9) makes sense and has to be understood a.e. on F. (b) y x^D ,y 2 &D and (y, + j 2 ) / 2 e C\ fi.
PROOF, (a) Suppose that u(y x )< u(y 2 ). Then in a neighborhood of (y lt y 2 ) the quasiconcavity function Q has the C ^representation and the gradients of C with respect to x x and x 2 have to vanish at (y lf y 2 ), i.e.,
\ v«[\(yi +yi)) v«(ji) = 0.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033954 But this implies that u(y x ) = 0 because of (2.5), and hence Q(y x , y 2 ) > 0 in contrast to (2.2). Therefore u(y x ) has to be equal to u(y 2 ). If they are both zero, then again Q(y x , y 2 ) > 0, which contradicts (2.2).
(b) We know from Lemma 2.4(a) that y x e D U Q, and that y 2 G D U fl. We have therefore to exclude the possibilities (i) y x and y 2 e Q, and (ii) ^e B and y 2 G D. In case (i) we have (y x + y 2 )/2 G fi by the convexity of fi, and we have Q(y x , y 2 ) > 0. In case (ii) we apply Lemma 2.3 with x° = y x and x = y 2 and even get that Q(y lt y 2 ) > 0. Finally, (y x + y 2 )/2 G fl implies Q(y x , y 2 ) > 0, since u < 1 on R ".
In order to prove that (y 1 + y 2 )/2 G D, we have to compare the gradients of u at y x , y 2 and (y x + y 2 )/2. Recall that, because of Proposition 1.2 and Lemma 2.4(b), the function u is differentiate at those three points.
LEMMA 2.5. v«( y x ) is parallel to and has the same direction as Vu(y 2 ).
PROOF. If this were not the case, then there would exist a unit vector £ e R" such that u^iy^ < 0 and u i (y 2 ) > 0. This would contradict the fact that Q attains its minimum at (y lt y 2 ), since one could diminish Q by moving y x in direction -£ and y 2 in direction |. Let us summarize: up to this point we have ruled out many possible locations of the extremal triple _y 1 , y 2 and (y x + y 2 )/2. The remaining alternative is that y v y 2 and (y x + y 2 )/2 are all in D. This may be excluded because of the special structure of equation (1.1). Notice that u is three times differentiable in a neighborhood of y u y 2 and (y x + y 2 )/2, so that we may in fact use equation (1.1). This was sketched in Kawohl (1983a) , but for the reader's convenience we shall present the details here. In the first part of the following lemma we upgrade the qualitative statements of Lemmas 2.5 and 2.6 to quantitative ones. We introduce the notation holds. This follows from the implicit function theorem. We differentiate (2.8) with respect to s to obtain and so for s = 0 we have (2.10) r'(0) = 1.
Another differentiation of (2.9) at s = 0 gives (2.11) £«*»(*) = J 2 u hh (y,) + ^u h (y 2 ).
Now let us consider the auxiliary function

Q(s,h) = Q{y x + sh/b, y 2 + r(s)h/c).
For every h e R ", the function Q attains a negative minimum at s = 0. A combination of (2.13), (2.11) and Lemma 2.7(a) now yields and summation over n orthogonal unit vectors h will complete the proof of Lemma 2.7.
Now we are in a position to complete the proof of Theorem 2.1. We recall that AM = /(«) in D, and Lemma 2.4(a) and 2.7(b) together imply that If we assume for the moment that / is strictly monotone, then inequality (2.15) together with (2.2) yields Notice that because of Lemma 2.7(a) and the positivity of / we have (2 17) -> --+ --and this contradicts the convexity of 1/x 3 . If the function / is not strictly monotone on (0,1), we may approximate it by a strictly monotone one f e (u):= / ( « ) + eu + , where e > 0 is small. Then problem (1.1), (1.2) has an increasing sequence of quasiconcave approximating solutions u t . It is easy to see that u e < u and that |/ e (w e ) -/ ( « ) | < e in B\Q, where B is a large ball containing D. Standard a priori estimates as in Nedas (1967) or Ladyzhenskaya and Ural'tseva (1968) show that u e -u -> 0 in W 2 ' P (B\ 0 ) for all p sufficiently large. This implies the uniform convergence of u t to u o n R " . Therefore, in (2.18) use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033954 below, we may pass to the limit as e -* 0 and thereby complete the proof of Theorem 2.1. Gabriel (1957) , Lewis (1977) and Caffarelli and Spruck (1982) .
Symmetry of the free boundary
We intend to establish symmetry properties of the free boundary for symmetric domains Q. We call a domain B c R " convex in (direction) x n if, for any fixed point x' = (x v ..., x n _ 1 ) 6 R"" 1 , the orthogonal line to the (n -l)-dimensional hyperplane {x n = 0} through (x',0) intersects 9J2 at most twice. of the interior problem. To prove this analogous result, one has to show that (1 -u) = (1 -u)*. A weaker symmetry result for solutions of the interior problem was stated in Friedman and Phillips (1984) , Theorem 1.10, where it was shown that the minimal and maximal solutions of problem (4.1), (4.2) on a ball do not depend on the angular coordinates. Notice that our result implies that 3w/3r > 0 for variational solutions on balls.
