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Abstract
Many formulae in the representation theory of Lie algebras involve sums of weights, the
most celebrated being that of H. Weyl [Math. Z. 24 (1926) 377–395]. In this note we will
derive some elementary, but very useful, formulae for summing subsets of weights of a Lie
algebra representation. We also give a selection of applications of these formulae.
 2002 Elsevier Science (USA). All rights reserved.
1. The formulae
Throughout this note L will denote a finite-dimensional simple Lie algebra
over C, with a fixed Cartan subalgebraH. All basic facts and definitions used can
be found in [1]. We will denote by  a root system with simple roots {α1, . . . , αr }
and fundamental weights {ω1, . . . ,ωr } which are defined by the conditions that
〈ωi,2αj 〉 = 〈αj ,αj 〉δij ∀i, j , where 〈 , 〉 is an invariant inner product, normalized
so that the highest root has length squared equal to two. For each i ∈ {1, . . . , r},
we define hi ∈ H by αj (hi) = 2πδij ∀j . Given a finite-dimensional irreducible
representation V of L, let Λ denote the corresponding set of weights and let µλ
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denote the multiplicity of the weight λ. For each pair (i, x) ∈ {1, . . . , r} ×R, let
Λi,x = {λ ∈Λ: λ(hi)= πx}.
Theorem 1.1. With the notation as above the following hold:
(i) If Λi,x = ∅ then ∑λ∈Λi,x λ= c(i, x)ωi and ∑λ∈Λi,x µλλ= d(i, x)ωi where
each coefficient c(i, x), d(i, x) ∈R is zero if and only if x is zero.
(ii) ∑λ∈Λ λ= 0 and ∑λ(hi) =0 λ= 0 for each i ∈ {1, . . . , r}.(iii) ∑λ∈Λ〈λ,γ 〉λ = (2cλˆ dimV/dimL)γ , for all γ ∈ H∗, the dual space of H,
where c
λˆ
= (〈δ + λˆ, δ + λˆ〉 − 〈δ, δ〉)/2 is the eigenvalue of the Casimir
element in the representation with highest weight λˆ.
Proof. (i) We will show that〈 ∑
λ∈Λi,x
λ,αj
〉
= 0=
〈 ∑
λ∈Λi,x
µλλ,αj
〉
∀j = i.
Thus, if either
∑
λ∈Λi,x λ or
∑
λ∈Λi,x µλλ is expressed as a linear combination
of the fundamental weights then, in each case, the coefficient of ωj is zero for
all j = i . To establish the first identity, note that the simple reflection sj in the
hyperplane αj = 0 permutes the weights by the rule
sj λ= λ− 2 〈λ,αj 〉〈αj ,αj 〉αj .
Therefore, sj :Λi,x →Λi,x for all j = i , so that〈 ∑
λ∈Λi,x
λ,αj
〉
=
〈
sj
( ∑
λ∈Λi,x
λ
)
, sj αj
〉
=
〈 ∑
λ∈Λi,x
λ, sj αj
〉
=−
〈 ∑
λ∈Λi,x
λ,αj
〉
and 〈∑λ∈Λi,x λ,αj 〉 = 0, as required. One establishes the second identity,
〈∑λ∈Λi,x µλλ,αj 〉 = 0 for j = i by observing that weights which are in the same
Weyl group orbit have the same multiplicity. That c(i, x) and d(i, x) are zero if
and only if x is zero follows immediately from evaluation of both sides of the
equalities on the vector hi and the fact that ωi(hi) is non-zero.
(ii) For each i , apply the simple reflection si to the inner product 〈∑λ∈Λ λ,αi〉.
Since
∑
λ∈Λ λ is invariant under these reflections, the inner product is zero in
each case, so that
∑
λ∈Λ λ= 0. From this identity and the partition Λ= {λ ∈Λ:
λ(hi) = 0} ∪Λi,0 the equality ∑λ(hi) =0 λ= 0 now follows using part (i).(iii) Consider the new inner product {u,v} =∑λ∈Λ〈λ,u〉〈λ,v〉. This inner
product is again invariant under the Weyl group and, since the action of this
group is irreducible on the real linear span of the roots, we have {u,v} = c〈u,v〉
for some positive constant c. Now, for each i there exists εi ∈ R such that
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〈λ,ωi 〉 = εiλ(hi) for all λ and since Λ =⋃x∈RΛi,x ; it follows from part (i)
that
∑
λ∈Λ〈λ,ωi〉λ= δiωi for some δi ∈R. Therefore,
δi〈ωi,ωi〉 =
∑
λ∈Λ
〈λ,ωi〉〈λ,ωi 〉 = c〈ωi,ωi〉,
so that δi = c and ∑λ∈Λ〈λ,ωi 〉λ= cωi for all i . The result now follows, modulo
the determination of the constant, since we have shown it to hold on the basis
ω1, . . . ,ωr . The constant c can be determined using the ‘Strange Formula’ of
Freudenthal and de Vries (see [2, p. 243]). ✷
Specializing to the case of the adjoint representation, the highest weight is the
highest root β and we obtain the following result of Macdonald.
Corollary 1.2 (See [3]). ∑α∈+〈α,γ 〉α = gγ for all γ ∈H∗, where + denotes
the positive roots, δ denotes half the sum of the positive roots and
g = (〈δ + β, δ+ β〉 − 〈δ, δ〉)/2.
A variety of such summation formulae can be obtained using similar argu-
ments. The following one will be used later.
Proposition 1.3. For a finite-dimensional L-module we have
∑
λ∈Λi1,x1∩···∩Λip,xp
λ=
p∑
j=1
cij ωij where cij ∈R.
Proof. For ik /∈ {ii, . . . , ip} we apply the simple reflection sik to both terms of the
inner product 〈∑λ∈Λi1,x1∩···∩Λip,xp λ,αik 〉 and argue as in Theorem 1.1 part (i).
In what follows, for any set of vectors S we will denote its linear span by 〈S〉.
Also, for each pair (i, x) ∈ {1, . . . , r}×R, we set Ωi,x = {λ ∈Λ: 〈λ,αi 〉 = x} and
set Ωi,±x =Ωi,x ∪Ωi,−x .
Proposition 1.4. With the notation as above we have:
(i) ∑λ∈Ωi,x λ ∈ 〈ωj : 〈αj ,αi〉 = 0〉.
(ii) ∑λ∈Ωi,±x λ ∈ 〈ωj : 〈αj ,αi〉 = 0 and j = i〉.
(iii) In particular, if αi is a pendant vertex of the Dynkin diagram and i ′ is the
index for which 〈αi,αi′ 〉 = 0, then ∑λ∈Ωi,±x λ ∈ 〈ωi′ 〉.
(iv) In the case of the adjoint representation ∑λ∈Ωi,x λ= c(i, x)αi and, further-
more, c(i, x)= c(j, x) for all i, j such that 〈αi ,αi〉 = 〈αj ,αj 〉.
Proof. (i) If 〈αj ,αi〉 = 0, then 〈λ,αi〉 = 〈sj λ, sj αi〉 = 〈sj λ,αi〉, from which
it follows that sj :Ωi,x → Ωi,x . Therefore, ∑λ∈Ωi,x λ is fixed by such sj and
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hence 〈∑λ∈Ωi,x λ,αj 〉 = 0. Accordingly, when ∑λ∈Ωi,x λ is expressed as a linear
combination of the fundamental weights the coefficient of ωj is zero.
(ii) That ∑λ∈Ωi,±x λ ∈ 〈ωj : 〈αj ,αi〉 = 0〉 is clear from (i). However, since〈λ,αi〉 = 〈siλ, siαi〉 = −〈siλ,αi〉, we see that si :Ωi,x → Ωi,−x and, therefore,∑
λ∈Ωi,±x λ is, in addition, fixed by si . Thus the coefficient of ωi in
∑
λ∈Ωi,±x λ is
also zero.
(iii) This follows from the fact that a pendant vertex αi , of the Dynkin diagram,
is orthogonal to all but one αj .
(iv) In the case of the adjoint representation the weights, that is the roots, occur
in pairs ±λ and therefore we obtain a bijective map: Ωi,x → Ωi,−x :λ → −λ.
However, as noted in part (ii), we also have the bijection si :Ωi,−x →Ωi,x ; and
therefore Ωi,x is a union of pairs {λ,−siλ}. The case in which λ = αi ∈ Ωi,x
results in the pair {λ,−siλ} being just the singleton {αi}, but otherwise the
elements in a pair are distinct. In any case, the sum
∑
λ∈Ωi,x λ is a sum of terms
λ− siλ (together with the root αi if it happens to be in Ωi,x ) and since
λ− siλ= 2 〈λ,αi〉〈αi,αi〉αi,
this sum is a multiple c(i, x) of αi . Note that the multiple c(i, x)= 0 if and only
if x = 0. To complete the proof, recall that if 〈αi ,αi〉 = 〈αj ,αj 〉, then there is a
Weyl group element w such that w(αi)= αj . In particular,
〈wλ,αj 〉 =
〈
wλ,w(αi )
〉= 〈λ,αi〉,
so that ω :Ωi,x →Ωj,x . It now follows that
c(j, x)αj =
∑
λ∈Ωj,x
λ= ω
( ∑
λ∈Ωi,x
λ
)
= ω(c(i, x)αi)= c(i, x)αj
and c(j, x)= c(i, x), as required. ✷
Remark. The result in part (iv) above does not hold for a general irreducible
representation. For example, it does not hold for the irreducible representation of
sl(3,C) with highest weight ω1 + 3ω2.
In the case of the adjoint representation the sum of the weights is zero in a
trivial way because the positive and negative roots cancel one another. However,
the sum of the positive roots, and numbers related to it, are of considerable
importance. Thus, we restrict our attention for the remainder of this section
to subsets of the positive roots +. In the non-simply laced case the long
(respectively short) roots of L themselves form a (possibly reducible) root system
L (respectively S ) of the same rank as L. However, it is possible to express
the sums of the positive long (respectively short) roots of these roots systems in
terms of fewer than the r (known) fundamental weights of L. To this end we
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note that part (i) below is a modest generalization of the well-known identity∑
α>0 α − 2
∑
i ωi = 0.
Proposition 1.5. Let +L (respectively +S ) denote the long (respectively short)
positive roots. If δL (respectively δS) denotes the sum of the fundamental
weights ωi of  for which αi ∈+L (respectively +S ) then:
(i) ∑α∈+L α = 2δL and
∑
α∈+S α = 2δS .
(ii) ∑α(hi)>0 α = 〈2δ,ωi〉/〈ωi,ωi〉ωi .
(iii) ∑α(hi)=0 α = 2δ− 〈2δ,ωi〉/〈ωi,ωi〉ωi , α ∈+.
(iv) ∑α(hi)α(hj ) =0 α = cijωi + cjiωj , α ∈ +, where
ck" = 〈2δ,ω"〉〈ωk,ωk〉〈ωk,ω"〉 − 〈2δ,ωk〉〈ωk,ω"〉
2
(‖ωk‖2‖ω"‖2 − 〈ωk,ω"〉2)‖ωk‖2 .
Proof. (i) We show that∑
α∈+L
α− 2δL = 0.
If αi ∈ +S , then
∑
α∈+L α and δL are individually fixed by si so that 〈
∑
α∈+L α−
2δL,αi〉 = 0. On the other hand, when αi ∈ +L , then the difference
∑
α∈+L α −
2δL is fixed by si so that once again 〈∑α∈+L α − 2δL,αi〉 = 0 and the result
follows. Similarly 〈∑α∈+S α − 2δS,αi〉 = 0 for all i .
(ii) That ∑α(hi)>0 α is a multiple ci ∈ R of ωi follows from Theorem 1.1
because
∑
α(hi)>0
α =
∑
x>0
∑
α∈Λi,x
α =
(∑
x>0
c(i, x)
)
ωi.
To determine this multiple ci , observe that
∑
α>0 α =
∑
α(hi)>0 α +
∑
α(hi)=0 α
so that, when expressed relative to the basis of simple roots,
∑
α>0 α and∑
α(hi)>0 α have the same coefficient of αi . However,
∑
α>0 α = 2δ so that the
coefficient of αi in the former is 4〈δ,ωi〉/〈αi ,αi〉 and, since ∑α(hi)>0 α = ciωi ,
the coefficient of αi in the latter is 2ci〈ωi,ωi〉/〈αi ,αi〉 from which we obtain the
value of ci .
(iii) This is immediate from parts (i) and (ii).
(iv) The argument here is similar to that in part (ii). To begin with,∑
α(hi)α(hj ) =0
α = cijωi + cjiωj
is a consequence of Proposition 1.3. Furthermore, when expressed relative to the
basis of simple roots,
∑
α(hi)α(hj ) =0 α and
∑
α(hi) =0 α have the same coefficient
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of αj . But
∑
α(hi) =0 α is known by part (ii) so we obtain one linear equation in
cij and cji . A second equation is obtained by interchanging the role of i and j
and when these equations are solved we obtain the result as stated. ✷
Remarks. (a) Recently, we have found the result (ii) above in [4] where it is
applied to HV-varieties. Furthermore, it is shown in [5] that the coefficients of
the ωi in (ii) above are the nef values of the ample generators for the line bundles
on G/P defined by the fundamental weights, where P is the corresponding
maximal parabolic subgroup of G. These coefficients have also been calculated
in [6] where they are used to compute the cohomology of invertible sheaves
on G/P .
(b) The method explained in part (iv) can be applied to obtain formulae for
sums of those roots which are simultaneously non-zero on any collection of hi
vectors.
2. Applications
2.1. Application 1
We will use the following general fact in the next two results: Apart from a root
system of type A, the highest root β is always a multiple of some fundamental
weight ωi . To see this, recall [7, p. 148] that if positive roots α and γ are
not proportional and satisfy 〈α,α〉  〈γ, γ 〉, then 2〈α,γ 〉/〈γ, γ 〉 = 0 or 1. In
particular, 2〈α,β〉/〈β,β〉 = 0 or 1 when α is positive unless α = β . Suppose that
αi and αj are non-orthogonal to β , then αi + α+ αj is a root, where α is the sum
of the intervening simple roots of the Dynkin diagram, and must, therefore, be β .
This means that i = 1, j = r , β = ω1 +ωr and  is of type A. In all other cases β
is orthogonal to all but one simple root and is therefore a multiple of ωi for some
i . This multiple is 2 if  is of type C and is 1 otherwise. We now prove a variant
of Corollary 1.2.
Proposition 2.1. When  is not simply laced,∑
α∈+S
〈α,γ 〉α = h− g
ε
γ for all γ ∈H∗,
where h is the Coxeter number of , g is the eigenvalue of the Casimir element in
its adjoint representation, and ε = 1 unless is of type G2 in which case ε = 2. In
particular, the Coxeter number of S is (1+ ε)(h−g)/ε, when S is irreducible.
Proof. We first prove that∑
α>0
2
〈α,γ 〉
〈α,α〉α = hγ for all γ ∈H
∗.
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That ∑
α>0
2
〈α,γ 〉
〈α,α〉α = cγ for some c ∈R and for all γ ∈H
∗
follows from the argument in (iii) of Theorem 1.1. We now evaluate the constant
c along the lines of [7, p. 121]. On the real linear span E of the roots we define a
non-degenerate Weyl group invariant quadratic form f , by
f (x)=
∑
α>0
〈α,x〉2
〈α,α〉 ,
and note that 2f (x) = c〈x, x〉. Evaluating on an orthonormal basis {x1, . . . , xr }
of E we obtain:
c
2
r =
r∑
i=1
c
2
〈xi, xi〉 =
r∑
i=1
f (xi)=
∑
α>0
r∑
i=1
〈α,xi〉2
〈α,α〉 =
∑
α>0
1 = ∣∣+∣∣= hr
2
,
so that c= h. Noting that
2
〈α,γ 〉
〈α,α〉 =
{ 〈α,γ 〉 if α is long,
(ε+ 1)〈α,γ 〉 if α is short,
where ε = 2 if the root system is of type G2 and is 1 otherwise, we have the
following:
ε
∑
α∈+S
〈α,γ 〉α =
∑
α>0
2
〈α,γ 〉
〈α,α〉α−
∑
α>0
〈α,γ 〉α = (h− g)γ
by Corollary 1.2. To finish the proof, we first observe that for a general simply
laced root system
gγ =
∑
α>0
〈α,γ 〉α =
∑
α>0
2
〈α,γ 〉
〈α,α〉α = hγ,
so that g = h. Since S is always simply laced on normalizing the inner product
so that the short roots have length
√
2, we see that Coxeter number of S is
(1+ ε)(h− g)/ε. ✷
We next use our results to prove a generalization of a result of Carles (see
[8,9]).
Proposition 2.2. Let  be an irreducible reduced root system with highest
root β . When  is not simply laced, let γ be the other root contained in the
closed positive Weyl chamber, that is, the highest short root. Denote by Vβ
(respectively Vγ ) the hyperplane which is perpendicular to β (respectively γ )
and let β =∩ Vβ (respectively γ =∩ Vγ ), then β (respectively γ ) is a
root system. Furthermore, if 2δβ (respectively 2δγ ) denotes the sum of the positive
roots in β (respectively γ ) and if h denotes the Coxeter number of  then:
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(i) 2δβ = 2δ− (g − 1)β .
(ii) 2δγ = 2δ− (h− 1)γ .
(iii) cardβ = card− 4g+ 6.
(iv) cardγ = card− 2h+ 6 − 4(h− g)/ε, where ε = 2 if the root system is
of type G2 and is 1 otherwise.
Proof. (i) From our observation above β = cωi (when  is not of type A); so that
β = {±α ∈ : α(hi) = 0}, and this is a root system whose Dynkin diagram is
obtained from that of  by deleting the vertex corresponding to αi . In the case of
Ar the Dynkin diagram of β is obtained by deleting the vertices corresponding
to α1 and αr . In either case, since
+ =+β ∪
{
α ∈+: 〈α,β〉> 0},
and 2〈α,β〉/〈β,β〉 = 0 or 1 when α is positive unless α = β , it follows from
Corollary 1.2 that
gβ =
∑
α>0
〈α,β〉α =
( ∑
〈α,β〉>0
α
)
+ β,
so that
∑
〈α,β〉>0 α = (g − 1)β and (i) now follows.
(ii) By an argument similar to that in the case of the highest long root β (or see
[9, p. 523]) we see that the highest short root γ is of the form γ = ωj for some j ,
and γ = {±α ∈ : α(hj )= 0}. This is a root system whose Dynkin diagram is
obtained from that of  by deleting the vertex corresponding to αj . Since ωj is
short, it follows that 2〈ωj ,α〉/〈α,α〉 = 0 or 1 for all positive α except α = ωj .
With this fact, and our observations in the proof of Proposition 2.1, we see that
hωj =
∑
α>0
2
〈ωj ,α〉
〈α,α〉 α =
( ∑
α(hj )>0
α
)
+ωj ;
so that
∑
α(hj )>0
α = (h− 1)ωj
and (ii) follows.
(iii) When  is not of type A and we express the highest root β = cωi as a
linear combination of the simple roots then the coefficient ni = 2〈β,wi〉/〈αi,αi〉
of αi is always two. This is seen as follows: c is either 1 or 2. When c= 1, ωi is
a root and therefore 〈ωi,ωi〉/〈αi ,αi〉 = 1, 2 or 3 (see [7, p. 151]) and ni = 2,
4 or 6. Since sβαi = αi − (2/ni)β , 〈sβαi, αi〉 = (1 − 1/ni)〈αi ,αi〉 > 0; so that
sβαi − αi =−(2/ni)β is a root and hence ni = 2. When c = 2 we have ni = 1,
2 or 4 and the argument is similar except that the case ni = 1 leads to 〈sαi β,β〉
being positive; so that sαi β − β = −2αi is a root, which is impossible. For the
remaining positive roots one sees that the corresponding coefficient is either zero
or one. Furthermore, when the sum of the positive roots is expressed as a linear
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combination of the simple roots, the coefficient of αi is given by 4〈δ,ωi〉/〈αi ,αi〉;
so that the number of roots with ni = 1 is 4〈δ,ωi〉/〈αi ,αi〉 − 2. Therefore,
cardβ = (card− 2)− 2
(
4〈δ,ωi〉/〈αi,αi〉 − 2
)
= card+ 2− 8〈δ,ωi〉/c〈ωi,ωi〉
= card+ 2− 4(g− 1).
If  is of type A, then β = ω1 +ωr and the argument is similar.
(iv) The result here is established by making a count similar to that in part (iii)
while keeping in mind the following:
(a) 2〈α,ωj 〉/〈ωj ,ωj 〉 = 0 or 1, for all α = ωj which is in +S .
(b) 2〈α,ωj 〉/〈ωj ,ωj 〉 = 0 or (1 + ε), for all α = ωj which is in +L where ε is
as in Proposition 2.1. ✷
2.2. Application 2
We will now use Proposition 1.4 to study an invariant σ(X) of a homogeneous
complex projective space X = G/P , where G is a simple complex Lie group
and P is a parabolic subgroup. This invariant, introduced by Snow [10], is
important as it can be used to derive information about the vanishing of the
Dolbeault cohomology groupsHp,q(X,L) where L is an ample line bundle on X.
The positive roots of the parabolic subgroup P will be denoted by +P and are
generated, under addition, by a subset {αi : i ∈ I } for some I ⊆ {1, . . . , r}. We
put +X = +\+P . A weight λ is called dominant if 〈λ,αi 〉  0 for all i , and
the set of dominant weights will be denoted by Λ+. The sublattice of weights
generated by {ωi : i /∈ I } will be denoted by ΛX , and we let Λ+X = ΛX ∩ Λ+.
Any line bundle on X is homogeneous and so is isomorphic to a twisted product
L =G×P C, where P acts on C via a character λ ∈ΛX . For i ∈ {1, . . . , r}, let
R+(i) denote the sum of the positive roots of G whose ith coordinate relative to
the fundamental weights is positive and let σi(G) denote this ith coordinate of
R+(i). The invariant σ(X) is then defined by σ(X)= maxi /∈I σi(G). Maintaining
the notation of the previous section we now prove the following proposition.
Proposition 2.3. If G is a simple complex Lie group the following hold:
(i) If G is simply laced, then σi(G)= h for all i .
(ii) If G is not simply laced then σi(G) = g, if αi ∈ +L , and σi(G) = h, if
αi ∈ +S .
Proof. (i) For each i ∈ {1, . . . , r}, it will be convenient for us to let R(i) denote
the sum of all the roots of G (i.e., positive and negative) whose ith coordinate
relative to the fundamental weights is positive. It follows from part (iv) of
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Proposition 1.4 that R(i) is a multiple of αi . We now compute this multiple.
Since all roots are of the same length, we have that 2〈αi,α〉/〈α,α〉 is at most
one unless α = αi . Using this fact together with the identity established in the
proof of Proposition 2.1, we have hαi =∑α>0 2〈αi,α〉/〈α,α〉α =R(i)+ αi and
R(i)= (h−1)αi . The coefficient of R(i) along ωi is, therefore, 2〈(h−1)αi, αi〉/
〈αi,αi〉 = 2h−2. If we now add the ωi coefficients of all of the roots (keeping that
of αi separate) we find that the ωi coefficient of R+(i) is given by 2+ 1/2{(2h−
2)− 2} = h.
(ii) By Corollary 1.2,∑α>0〈αi,α〉α = gαi . When αi is long we have 〈αi,α〉 =
2〈αi,α〉/〈αi ,αi〉; so that gαi =∑α>0 2〈αi,α〉/〈αi ,αi〉 = R(i)+ αi and R(i)=
(g − 1)αi . Thus the ωi coefficient of R(i) is 2〈(g − 1)αi, αi〉/〈αi ,αi〉 = 2g − 2
and, as in the proof of part (i), we get that the ωi coefficient of R+(i) is equal to
2+ 1/2{(2g− 2)− 2} = g, as claimed. Finally, when αi is short, 2〈αi,α〉/〈α,α〉
is at most one unless α = αi ; so that again hαi = ∑α>0 2〈αi,α〉/〈α,α〉α =
R(i)+αi and R(i)= (h−1)αi . The argument is now completed as in part (i). ✷
The weights of ΩpX⊗L, that is the weights of the homogeneous vector bundle
of holomorphicp-forms onX with values in L, are of the form λ−∑α∈S α where
S ⊆+X, |S| = p and λ=
∑
i /∈I niωi is the associated weight of L. These weights
are clearly dominant if ni  max{h,g} = h for i /∈ I , by Proposition 2.3 and
therefore, as a consequence of Bott’s Theorem (see [10,11]), ΩpX⊗L is generated
by global sections and Hp,q(X,L) = Hq(X,ΩpX ⊗ L) = 0 for q > 0 for such
an L.
2.3. Application 3
Here we further illustrate the geometric and topological content of our
formulae, but now in the context of compact symmetric spaces. Let f be the
real part of the character of an irreducible (unitary) representation ρ of a compact
semisimple Lie group G. It can be shown (see [12]) that for a judicious choice of
representation, f will be a Morse function (in the sense of Bott) both on G and on
any symmetric coset space G/K , when the latter is viewed as a submanifold of G
by means of the quadratic representation. Since f is a class function, attention
may be restricted to a maximal torus T := {expH : H ∈H}, whereH is a maximal
abelian subalgebra of G, the Lie algebra of G. On the maximal torus, f is
determined by the formula f (expH)=∑λ∈Λµλ cosλ(H), where Λ is the set of
weights of the derivative of the representation ρ (at the identity element of G) and
µλ is the multiplicity of the weight λ. We adopt the following notation, where G
is viewed as a Riemannian manifold, having as metric the negative of the Killing
form and p ∈ T:
(a) grad f denotes the gradient of f .
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(b) Tfp :TPT→ TPT denotes the restriction to TpT of the self-adjoint endomor-
phism on TPG which is determined by the Hessian of f at a critical point p.
(c) Each ϕ ∈H∗ (the dual space of H) is identified with a vector Aϕ ∈H which
is defined by the property that 〈Aϕ,H 〉 = ϕ(H) for all H ∈H.
An easy calculation yields the following proposition.
Proposition 2.4 (See [12]). If p = expH where H ∈H then
(i) gradfp =−∑λ∈Λµλ sinλ(H)(Aλ)p.
(ii) TfpH ′p =−
∑
λ∈Λ λ(H ′)µλ cosλ(H)(Aλ)p for all H ′ ∈H.
Once the critical points p ∈ T have been determined and are found to be
non-degenerate (that is Tfp :TPT→ TPT has zero kernel) the homology of G
can be calculated using Morse–Bott theory as follows. One sees that the critical
submanifolds of f on G, that is the conjugacy classes of the critical points
of f restricted to the maximal torus T, are non-degenerate in the sense of
Bott. Topologically, the group G is then constructed by attaching the unstable
submanifolds to the critical submanifolds using the flow lines of grad f . The
submanifolds in question can be read from the Dynkin diagram for G using an
algorithm of Borel–De Siebenthal (see [13,14], once the indices of the critical
submanifolds have been determined). To determine the index of the critical
submanifold through p ∈ T, it is sufficient to find a basis of eigenvectors for
the endomorphism Tfp :TPT→ TPT. To this end we will use Theorem 1.1 to
give a new proof of the next result (established in [12]), so that it can be applied
in some non-symmetric cases. In this context we remark that, generically, the
critical points of f on T are of the form p = exp(thi) for certain discrete choices
of t ∈R (see [12]).
Proposition 2.5. Let f denote the real part of an irreducible representation of
a compact semisimple Lie group G. If p = exp(thi) for some t ∈ R is a critical
point of f then
{hi,Aα1, . . . ,Aαi−1,Aαi+1, . . . ,Aαr }
form a basis for TPT consisting of eigenvectors of Tfp, where 〈Aϕ,H 〉 = ϕ(H)
for all ϕ ∈H∗ and H ∈H.
Proof. By Proposition 2.4,
Tfphi = −
∑
λ∈Λ
λ(hi)µλ cosλ(thi )Aλ =−
∑
x∈R
πx cos(tπx)
∑
λ∈Λi,x
µλAλ
= −
∑
x∈R
πx cos(tπx)d(i, x)Aωi by Theorem 1.1.
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But Aωi is a multiple of hi , so that Tfphi is a multiple of hi . Recall that
〈Aαj ,hi〉 = αj (hi)= 2πδji ; so that the orthogonal complement of hi is spanned
by Aα1, . . . ,Aαi−1,Aαi+1, . . . ,Aαr and, since it is self-adjoint, Tfp stabilizes this
orthogonal complement. To prove that each Aαj , j = i , is an eigenvector of Tfp ,
we modify slightly the argument in part (iii) of Theorem 1.1. We consider the
symmetric bilinear form
{u,v} =
∑
λ∈Λ
cosλ(thi)〈λ,u〉〈λ,v〉
(on the orthogonal complement of hi ) and observe that it is invariant under
the subgroup of the Weyl group generated by {sj : j = i}. Now, consider the
irreducible components of this subgroup (typically two by [13]). ✷
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