Abstract-This paper discusses an industrial case study related to the topics mathematical modeling, state-parameter-disturbance estimation, optimal control of large-scale complex control systems and technical computing. The case study involves the copper electrowinning process, which is a part of the copper leaching plant at Glencore Nikkelverk, Kristiansand, Norway. Improved control of chemical compositions within the electrowinning process through an optimal control strategy is one of our objectives. We present a way to solve this particular control problem, and in principal, the same procedure can be adapted to handle any large-scale complex control problem. State-parameter-disturbance estimation is a sub-problem, and two state estimators ---a modified version of the Extended Kalman Filter (EKF) and the Moving Horizon Estimate (MHE) ---are used to reconstruct the system state using simulated input-output data. It is shown that the EKF fails to estimate one of the parameters unless the algorithm is modified by adding an instability term. The MHE offers promising results in estimating parameters as compared to the classical EKF. Furthermore, the MHE explicitly handle constraints, which is an advantage. We use Modelica (as a systematic and efficient modeling approach for large-scale systems), Python (as a free and powerful tool for technical computing), structural analysis and graph-theory as main ingredients in the development and this combination significantly ease the analysis and synthesis of large-scale control systems. In the essence, our aim is twofold:
I. INTRODUCTION
We present a solution to an Optimal Control Problem (OCP) [1] related to a real chemical process which is a part of the copper leaching plant at Glencore Nikkelverk, Kristiansand, Norway. The paper has two main considerations: (1) deploying available analytical tools in the analysis of large-scale complex control systems and (2) the software implementation.
It is beneficial to make use of a modeling language such as Modelica [4] or Simscape or similar for modeling of Tor Anders Hauge is with Glencore Nikkelverk, Kristiansand, Norway (e-mail: tor.hauge@glencore.no).
large-scale complex physical systems. The Simscape language is based on the MATLAB which is a commercial software. We consider only non-commercial tools in this paper. Modelica is free and is an object-oriented, declarative, multi-domain modeling language for component oriented modeling. These features makes Modelica a systematic and efficient modeling tool. A system model encoded in Modelica is translated via Modelica based simulation tools such as Dymola, OpenModelica and JModelica.org (or CasADi [5] ) to a set of differential, algebraic and discrete equations (so-called flat hybrid DAEs). If possible, it is useful to make flat hybrid DAEs available for general use without merely limiting to model simulations, optimizations, etc. One such attempt is CasADi where Modelica models can be imported to Python as flat hybrid DAEs. We emphasis the importance of developing interfaces between Modelica (or similar) and software tools for technical computing such as Python, MATLAB (has its own symbolic core and provides the Simscape language which supports object-oriented, declarative, multi-domain and component based modeling), Maple (inherently a symbolic framework) or similar.
Scale and complexity of nonlinear control systems determines the viability of implementing any theoretical analysis considering the entire system as a whole. Hence, as a first step it is often necessary to exploit the system structure [6] of a given large-scale complex control system prior to implementing any algebraic analysis such as algebraic observability analysis. Structurally decomposing a given large-scale complex system into subsystems, and then using those subsystems in the analysis and synthesis is one possibility. We demonstrate the usage of structural analysis by considering an electrowinning process.
Improved control of chemical compositions within the electrowinning process through an optimal control strategy is the control objective. Classical PID controllers may perform poorly on nonlinear Multiple-Input and Multiple-Output (MIMO) systems and they do not explicitly handle input, output and state constraints. Also, controller tuning in the presence of many PID controllers can be tricky. In order to avoid such drawbacks in classical controllers, an optimal control [7] , [8] strategy, such as Nonlinear Model Predictive Control (NMPC) [9] , can be considered. An OCP consists of two main subproblems: (1) observability analysis with respect to state-parameter-disturbance estimation [10] , and (2) controllability analysis. These subproblems are dealt with in detail by exploiting the structural properties of the model. We consider two state estimators: the Extended Kalman Filter (EKF) [10] - [13] and the Moving Horizon Estimate [14] . In our case study, it is found that the EKF is unable to estimate one of the parameters whilst the Moving Horizon Estimate provides accurate estimates for all state variables, parameters and disturbance variables. Inclusion of an instability [15] term to the EKF completely solve the divergence problem. More details about the divergence properties of the EKF can be found in [16] [17] . The structure of the paper is as follows:
 Section II presents a mechanistic model for the copper electrowinning process.  Section III discusses state estimation and optimal control.  Section IV explains a software implementation.  Section V shows the results.  Section VI is for conclusion and future work.
II. MATHEMATICAL MODEL
A mechanistic model for the copper leaching process is available in [2] . See Fig. 1 Corresponding noisy system is given in Eq. 21, where is the measurement noise. The state vector is given in Eq. 15.
and are given functions while is usually not known. Unknown disturbance may be modeled as where is given parameter vector and is a given white noise process (see Eqs. 13 and14). See [18] [10] , the Particle Filter (PF) [19] [20] [21] , and the Moving Horizon Estimate (MHE). A combination of the MHE and the EKF (MHE-EKF combo) is used in this paper -EKF may be replaced by, for example, PF (i.e., MHE-PF combo). The success of a state estimation process demands three things: (1) state observability, (2) state stochastic observability, (3) and stochastic controllability. Stochastic controllability associates with the excitation of state variables by process noises variables -more precisely, unstable state variables should be controllable with respect to process noise variables to achieve stochastic controllability. Note that some choices of may cause the augmented system unobservable, hence it should be defined carefully. The augmented noisy system which is used in state-parameter-disturbance estimation is given in Eq. 23. is an estimate for . matrix is adjusted by an instability term ( ) and this improves the stability of EKF [22] [25] . If , then we have the conventional EKF. It is seen that is advisable especially for parameter estimation.
Notice that excites the system state via . Even though the unstable modes of the augmented system is controllable with respect to , it is still appropriate to add additional fictitious noise [10] should be known and it can be estimated using EKF or PF or other estimator. At the end of each sample time, the horizon is shifted one time step forward -i.e., -is optimized again and continue. Weighting matrices , , and are given. See Fig. 2 . Assume the system given Eq. 21 is output controllable and there exists an equilibrium point such that and , . Eq. 25 gives the linear model in deviation form. One possibility is to use the linear model to design an optimal controller. It is necessary to include integral actions in order to achieve an offset-free reference tracking (the Magic of Integral Control [23] ) and better disturbance rejection. See Eq. 26, where is the reference of and is the (lowpass) filtered signal of . Refer [24] and [25] for more details.
is augmented appropriately -see Eq. 28. is not controllable by , hence a model for is defined such that is stable. Also some rate control is included (see Eq. 27).
Now, the cost function given in Eq. 29 is minimized subjected to Eqs. 25, 26, 27 and 28. could be set to zero since it may not be necessary to optimize .
The analytical solution to unconstrained OCP is given by Eq. 30. On the other hand, it is possible to consider a finite horizon OCP -i.e., is known (or estimated). Let, it be necessary to steer output from to ( is the prediction horizon and it is a positive integer) in finite time by manipulating a sequence of control variables , where is control horizon ( ). for , for and is given. There could be many possibilities of choosing a control sequence to achieve the same output transition. In order to pick one of the input trajectories, additional constraints can be imposed on input variables. This is the basic idea in optimal control, where a cost function is defined and minimized with respect to for . The cost function can be defined in many flavors. Eq. 31 gives an example. and affect the performance of the controller. One way to tackle the problem is to assume is a random process and for . This makes random. We may, among other options, optimize the expected value of the cost function -i.e.,
. Stochastic optimal control strategies are discussed in [7] . Instead, we consider some estimate of -say -and for , in order to obtain a deterministic cost function. Once the OCP is solved (for given or an estimate of it ), the optimal control sequence as well as are found. We set the current control action to be for . An estimate of used in the OCP implementation as well. 
Analysis and synthesis of OCPs involves controllability and observability analysis. In this paper, we will not discuss algebraic observability and controllability [26] , [27] , instead we exploit the structural observability and controllability [28] [29] [6] . Observability of the noise-free system must be fulfilled first. Consider the noise-free form of Eq. 21 (by setting ) given in Eq. 35. [27] [30] for a detailed discussion on nonlinear observability and controllability. Often, implementing algebraic tests for observability and controllability analysis on large-scale complex systems are tedious or even practically impossible. A practical solution is first to analyze large-scale systems for structural observability and controllability, followed by algebraic tests for structurally decomposed subsystems as necessary. Structural observability (controllability) gives a necessary condition for observability (controllability).
Interestingly, there is a graph-theoretic analogy for structural analysis [6] . Note that denotes a directed edge from to . Once the digraph is created, we can analyze for structural observability. It is a must that all state variables are reachable from outputs (output connectivity) -i.e. if there is at least one state variable such that there is no directed path from any of the output variables to that state's node, then the system is not structurally observable. However, this is a necessary condition for structural observability. A necessary and sufficient condition is that iff is spanned by cacti [28] , then the system is structurally observable. A cactus contains a directed path, called a stem, starting from an output the root and ends at a state variable the top and cycles, called buds, which are attached to the stem and/or to other buds. See Fig. 4 for an example. Digraphs for structural controllability (with respect to control variables) analysis are created in a similar fashion. Nodes are the elements of the vectors , and . Let be the digraph for structural controllability analysis. The edges are defined in the following way: exists if ;  exists if ;  exists if . Iff is spanned by cacti, then the system is structurally output controllable. Similarly, state controllability can be defined. It is also possible to define structural controllability 3 A way of automating structural analysis in Python, using Modelica-JModelica.org-CasADi, is given in [31] .
with respect to process noise for stochastic controllability. Stochastic controllability affects convergence characteristic of the state estimation process [16] , [32] . In some cases, structural observability (controllability) is sufficient for algebraic observability (controllability). For example, the system we consider in this paper is structurally observability and controllability and also structural properties provides sufficiency.
IV. SOFTWARE IMPLEMENTATION
In this paper, usage of free software tools are emphasized. Python which is a powerful tool for technical computing is used as the scripting language. There are many Python packages which support, among others, various aspects systems and control engineering applications such as scipy, numpy, matplotlib, assimulo, casadi, pygraphviz, networkx, etc. For modeling of large-scale complex dynamic systems, Modelica specifications provide a better systematic approach. Several tools offer interfaces between Modelica and Python, for examples OpenModelica and JModelica.org. Modelica standards mainly focuses on modeling and simulation, however there exist an extension to Modelica, Optimica [33] , which can handle OCPs. OpenModelica and JModelica.org support Optimica standards as well. CasADi -available as a Python package -is a symbolic framework for numerical optimization and it is conveniently possible to cast a general OCP using CasADi. Also, it is always possible to solve a general OCP via SciPy.
First, a Modelica 4 package is created which contains the copper leaching process model EW and EW_Init (the steady state model) which extends EW. 5 The key point here is that we can encode large-scale complex systems systematically using Modelica standards -in other words exploiting the modeling power in Modelica. To calculate a steady state, EW_Init is compiled using JModelica.org -the pymodelica package is used for compiling -and the compiled model is imported back, as a JMUModel object and called it init_model, to Python through pyjmi. Calling the method initialize() initializes EW_Init and thereby, a steady state is found. The method initialize() uses IPOPT solver [34] . There are many other alternatives which can be used in steady state calculation for instances CasADi and SciPy. EW is also used to generate necessary digraphs for structural observability and controllability analysis. This is done via CasADi by importing Modelica model into Python as symbolic DAEs, processing them (e.g. index reduction, etc.), generating and analyzing digraphs using networkx package.
The module scipy.optimize is used in the implementations of optimal control and moving horizon estimate. For example, scipy.optimize.fmin_cobyla() is a nonlinear optimizer which can be used for constrained optimization. An alternatively is IPOPT optimizer (through CasADi). IPOPT-CasADi combination needs lesser computational time as compared to fmin_cobyla()-Python. The EKF is straight forward to automate.
V. RESULTS
The volume of electrowinning tanks determines the rate of change of the chemical compositions in electrowinning tanks.
is not precisely known. However, the experience shows that the time constant is around 2 hours, hence is chosen accordingly. Note that variables are scaled with respect to an equilibrium point, thereby scaled variables have their nominal values equal to ones. The entire analysis is based on scaled variables.
Two of the eigenvalues of matrix are zeros and others are complex with real negative parts. Zero eigenvalues corresponds to and . Due to the presence of zero eigenvalues, it is necessary to have shorter sampling time.
is selected.
A. Structural Analysis
Based on available measurements ( ) it is expected to estimate all state variables ( ) and additionally, if possible, disturbance variables ( ) and parameters ( ). Fig. 5 depicts the digraph for structural observability analysis. There exists a spanning cacti covering all vertices, hence the system is structurally observable. There could be more than one spanning cacti. Note that even though (in Eqs. 13 and 14), the augmented model maintains structural observability. The digraph given in Fig. 6 is used to analyze for the controllability of state variables with respect to process noise variables. The objective is to check whether unstable modes are excited enough by process noise variables and . It is seen that augmented state variables, except the state variables related to parameters, are controllable by process noise variables. If there is any unstable mode which is not controllable by process noise, then it is necessary to add some fictitious noise to it. It is always advisable to add fictitious noise processes to all state equations including Eqs.
11 and 12 (these equations links with model parameters). According to Fig. 7 , it is clear that the system is structurally output controllable. In this case, the digraph can be divided into two sets and : There are no directed edges starting from and ending at , which means the OCP problem can be considered as two sub-OCPs, say OCP1 and OCP2, and such partitioning of state variables is not always possible. The OCP1 related to control using and OCP1 can be solved completely independent from OCP2. Since there are directed edges from to , OCP2 depends on OCP1. The subsystem which corresponds to OCP1 is a linear time invariant system with has two zero eigenvalues. On the other hand, OCP2 deals with a sluggish system of ODEs as compared to OCP1. The model (Eq. 21) is simulated for given (see Fig. 22 ), , and with the optimal controller given in Eq. 29. EKF International Journal of Modeling and Optimization, Vol. 6, No. 5, October 2016 and MHE is implemented for simulated data. Figs. 8 and 9 show estimates for and using a shorter moving horizon . Note that a modified EKF with a stability correction is used here. Estimates for chemical compositions and dilution and mixing tanks' volumes are given in Figs. 11, 12, 13 
B. State Estimation and Optimal Control

VI. CONCLUSION AND FUTURE WORK
We have demonstrated how to use available free software and analytical tools in automating control and estimation problems related to large-scale complex dynamic systems by considering the copper leaching process at Glencore Nikkelverk, Kristiansand as a case study. The case study is a success story of exploiting structural analysis, graph-theory, Modelica and Python in handling large-scale complex control systems. The case study mainly concern optimal control and state-parameter-disturbance estimation problems and these problems connect with controllability and observability analysis. By mapping system structure appropriately into directed graphs (so-called digraphs) makes easy to analyze for structural controllability/observability. We have suggested a simple way of creating system digraphs and structural analysis using Modelica and Python.
The electrowinning process is a subsystem of the copper leaching process. A mechanistic model for the electrowinning process is available and it is considered in our analysis. Before implementing any state estimator in order to estimate disturbance variables, it is essential to define dynamic models for them. There could be many possibilities of doing so. Disturbance models should be defined in such way that augmented model is structurally observable. We have shown an easy and efficient procedure to pick suitable disturbance models using a graph-theocratic approach. On the other hand, to solve the control problem, an optimal controller with integral action is implemented. The model used in controller analysis and synthesis is an augmented model and its state variables consists of both state variables in the original system and unknown disturbance variables. Here, disturbance models are defined such that unstable modes of the augmented system is controllable with respect to input variables and again, we have used the help of structural controllability analysis.
In the software implementation, we only concerned free software tools. Modeling is done in Modelica and Modelica models are used in structural observability and controllability analysis by importing Modelica models into Python via the JModelica.org-CasADi interface. Python packages NetworkX and PyGraphviz are used for graph-theocratic analysis and visualization respectively. To solve nonlinear optimization problems -which encounter in optimal control and state estimation using the Moving Horizon Estimateconstrained optimizers available in SciPy, such as fmin_cobyla, can be used. Alternatively, Ipopt (Interior Point OPTimizer) optimizer may be used and for instance, it can be accessed through CasADi. Several suggestions are made for possible future work. An immediate extension to our work is to validate the results based on real process data. For example, state-parameter-disturbance estimation using real process data should be done. It is seen that chemical compositions in electrowinning tanks and the mixing tank are more or less equal according to model simulations, hence it is possible to consider some reduced order model in the analysis. We have considered the chemical compositions in the dilution tank as two of the control signals to control chemical compositions in the electrowinning tanks. In reality, chemical compositions in the dilution tank are manipulated by adding copper oxide and sulfuric acid at two remote locations within the copper plant and this adds imminent delays in the control action. It is necessary to include delays in the analysis. Finally, it is of interest to integrate an optimal controller to the real process and to implement an online state-parameter-disturbance estimator. 
