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ON BICONSERVATIVE LORENTZ HYPERSURFACE WITH
NON-DIAGONALIZABLE SHAPE OPERATOR
DEEPIKA
Abstract. In this paper, we obtain some properties of biconservative Lorentz hypersur-
face Mn1 in E
n+1
1 having shape operator with complex eigenvalues. We prove that every
biconservative Lorentz hypersurface Mn1 in E
n+1
1 whose shape operator has complex
eigenvalues with at most five distinct principal curvatures has constant mean curvature.
Also, we investigate such type of hypersurface with constant length of second fundamen-
tal form having six distinct principal curvatures.
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1. Introduction
A hypersurface Mn in a Riemannian manifold Nn+1 is called biconservative if
(1.1) 2S(gradH) + nH gradH = 2H RicciN(ξ)⊤,
where S is the shape operator, H is the mean curvature function and RicciN (ξ)⊤ is the
tangent component of the Ricci curvature of N in the direction of the unit normal ξ of
Mn in Nn+1.
In this paper we consider the biconservative Lorentzian hypersurface Mn1 in pseudo-
Euclidean space En+11 . In this case (1.1) becomes
(1.2) 2S(gradH) + nH gradH = 0,
From (1.2), it is obvious that hypersurfaces with constant mean curvature are always
biconservative. Now, there arise a question whether there exist biconservative hypersur-
faces which are not of constant mean curvature, known as proper biconservative [10]. In
[9] and [11], proper biconservative surfaces in E3 have been classified by proving that they
must be surfaces of revolution. Therefore, it will be interesting to study the existence/non-
existence of proper biconservative hypersurfaces in pseudo-Euclidean space.
The concept of biconservative hypersurfaces have been studied by several geometers in
[3, 4, 8-12]. The first result on biconservative hypersurfaces was obtained by T. Hasanis and
T. Vlachos in [11], where biconservative hypersurfaces are called as H-hypersurfaces. In [9],
R. Caddeo et al. introduced the notion of biconservative and proved that a biconservative
surface in Euclidean 3-space is either a surface of constant mean curvature or a surface
of revolution (cf. [11], [12]). In [3], the authors proved that a δ(2)−ideal biconservative
hypersurface in Euclidean space En (n ≥ 3) is either minimal or a spherical hypercylinder.
In [10], Montaldo et al. studied proper SO(p + 1) × SO(p + 1)-invariant biconservative
hypersurfaces and proper SO(p + 1)-invariant biconservative hypersurfaces in Euclidean
space En. Also, Fectu et al. classified biconservative surfaces in Sn × R and Hn × R in
[4]. Recently, in [8], Turgay obtained complete classification of H-hypersurfaces with three
distinct principal curvatures in Euclidean spaces.
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Our goal is to investigate the nature of biconservative Lorentz hypersurfaceMn1 in E
n+1
1
whose shape operator has complex eigenvalues. In Section 3, we obtain some properties of
biconservative Lorentz hypersurface in En+11 having complex eigenvalues. In Section 4, we
study such type of biconservative Lorentz hypersurface in En+11 with at most five distinct
principal curvatures and concluded the following result:
Theorem 1.1. Let Mn1 in E
n+1
1 be a biconservative Lorentz hypersurface having non-
diagonalizable shape operator with complex eigenvalues and with at most five distinct prin-
cipal curvatures. Then Mn1 has constant mean curvature.
In Section 5, we investigate biconservative hypersurface with constant length of second
fundamental form and with six distinct eigenvalues and obtained the following result:
Theorem 1.2. Let Mn1 in E
n+1
1 be a biconservative Lorentz hypersurface with constant
length of second fundamental form and whose shape operator has complex eigenvalues with
six distinct principal curvatures. Then Mn1 has constant mean curvature.
The study of biconservative hypersurfaces is also relevant for the study of biharmonic
hypersurfaces satisfying △ ~H = 0, where △ is a Laplacian operator. It can be seen that
equation (1.2) is the tangential component of △ ~H = 0, so biharmonic hypersurfaces are
always biconservative [2, 12]. Thus, biconservative hypersurfaces form a much larger family
of hypersurfaces including biharmonic hypersurfaces. Recently, the author has proved that
every Lorentz hypersurface in En+11 satisfying △ ~H = α ~H and having complex eigenvalues
with at most four distinct principal curvatures has constant mean curvature [5]. So, it will
be interesting to investigate the biconservative Lorentzian hypersurfaces having complex
eigenvalues as a natural generalization and extension of the results obtained in [5].
2. Preliminaries
Let (Mn1 , g) be an n-dimensional biconservative Lorentz hypersurface of an n + 1-
dimensional pseudo-Euclidean space (En+11 , g) and g = g|Mn1 . We denote by ξ the unit
normal vector to Mn1 with g(ξ, ξ) = 1.
Let ∇ and ∇ denote the linear connections of En+11 and Mn1 , respectively. Then, the
Gauss and Weingarten formulae are given by
(2.1) ∇XY = ∇XY + h(X,Y ), X, Y ∈ Γ(TMn1 ),
(2.2) ∇Xξ = −SξX, ξ ∈ Γ(TMn1 )⊥,
where h is the second fundamental form. It is well known that the second fundamental
form h and shape operator S are related by
(2.3) g(h(X,Y ), ξ) = g(SξX,Y ).
The mean curvature vector is given by
(2.4) ~H =
1
n
traceh.
The Gauss and Codazzi equations are given by
(2.5) R(X,Y )Z = g(SY,Z)SX − g(SX,Z)SY,
(2.6) (∇XS)Y = (∇Y S)X,
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respectively, where R is the curvature tensor, S = Sξ for some unit normal vector field ξ
and
(2.7) (∇XS)Y = ∇X(SY )− S(∇XY ),
for all X,Y,Z ∈ Γ(TMn1 ).
A vector X in En+1s is called spacelike, timelike or lightlike according as g(X,X) >
0, g(X,X) < 0 or g(X,X) = 0, X 6= 0, respectively. A non degenerate hypersurface
Mnr of E
n+1
s is called Riemannian or pseudo-Riemannian according as the induced metric
on Mn+1r from the indefinite metric on E
n+1
s is definite or indefinite. The shape oper-
ator of pseudo-Riemannian hypersurfaces is not always diagonalizable in contrast to the
Riemannian hypersurfaces.
It is known [1, 7] that the matrix representation of the shape operator of Mn1 in E
n+1
1
having complex eigenvalues with respect to a suitable orthonormal base field of the tangent
bundle takes the form
(2.8) S =
 λ −µµ λ
Dn−2
 ,
where µ 6= 0 and Dn−2 = diag{λ3, . . . , λn}.
The following algebraic lemma will be useful in our study:
Lemma 2.1. [6, Theorem 4.4, pp. 58–59] Let D be a unique factorization domain, and
let f(X) = a0X
m + a1X
m−1 + + am, g(X) = b0X
n + b1X
n−1 + + bn be two polynomials
in D[X]. Assume that the leading coefficients a0 and b0 of f(X) and g(X) are not both
zero. Then f(X) and g(X) have a non constant common factor if and only if the resultant
ℜ(f, g) of f and g is zero, where
ℜ(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 a2 · · · am
a0 a1 · · · · · · am
. . .
. . .
. . .
. . .
. . .
a0 a1 a2 · · · am
b0 b1 b2 · · · bn
b0 b1 · · · · · · bn
. . .
. . .
. . .
. . .
. . .
b0 b1 b2 · · · bn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where there are n rows of ”a” entries and m rows of ”b” entries.
3. Biconservative Lorentz Hypersurfaces in En+11
In this section, we obtain some properties of biconservative Lorentz hypersurfaces Mn1
in En+11 whose shape operator has the form (2.8). We assume that H is not constant
which implies that gradH 6= 0. Hence, there exits an open connected subset U of Mn1 ,
with gradpH 6= 0 for all p ∈ U . From (1.2), it is easy to see that gradH is an eigenvector of
the shape operator S with the corresponding principal curvature −n2H. In view of (2.8),
the shape operator S of M satisfies
(3.1) S(e1) = λe1 + µe2, S(e2) = −µe1 + λe2, S(e3) = λ3e3, . . . , S(en) = λnen,
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with respect to an orthonormal basis {e1, e2, ..., en} of TpMn1 which satisfies
(3.2) g(e1, e1) = −1, g(ei, ei) = 1, i = 2, 3, ..., n,
and
(3.3) g(ei, ej) = 0, for i 6= j.
We write
(3.4) ∇eiej =
n∑
k=1
ωkijek, i, j = 1, 2, ..., n.
By using (3.4) and taking covariant derivatives of (3.2) and (3.3) with respect to ek, we
find
ωiki = 0, ω
i
kj = −ωjki,(3.5)
for i 6= j and i, j, k = 1, 2, ..., n.
In view of (3.1), gradH can be chosen in one of the directions e3, . . . , en and in each
direction gradH is spacelike. Without loss of generality, we may assume en in the direction
of gradH, so λn = −nH2 . We express gradH as gradH = −e1(H)e1 + e2(H)e2 + · · · +
en(H)en, which gives
(3.6) en(H) 6= 0, e1(H) = e2(H) = · · · = en−1(H) = 0.
Using (3.4), (3.6) and the fact that [ei ej ](H) = 0 = ∇eiej(H) − ∇ejei(H), for i 6= j
and i, j 6= n, we find
(3.7) ωnij = ω
n
ji.
From (2.7), (3.1), (3.4) and (3.6), the Codazzi equation g((∇enS)ea, ea) = g((∇eaS)en, ea)
leads to
(3.8) en(λa) = (λn − λa)ωaan, 3 ≤ a ≤ n− 1.
Therefore, λn 6= λa, otherwise from (3.8) we would have en(H) = 0 which contradicts (3.6).
From g((∇XS)Y,Z) = g((∇Y S)X,Z), using (2.7), (3.1), (3.4) and (3.6) and the value
of λn = −nH2 , we obtain the following equations showing relations among the eigenvalues,
connection forms and orthonormal frame. These are listed in the last column of Table 1
for 3 ≤ a, b, c ≤ n− 1, a 6= b 6= c.
Table 1. Evaluation of g((∇XS)Y,Z) = g((∇Y S)X,Z) for various values of ei.
i X Y Z Codazzi Equations(Ti)
1 e1 e2 e1 e2(λ) + e1(µ) = 0
2 e1 e2 e2 e1(λ)− e2(µ) = 0
3 e1 e2 ea [λ− λa](ωa12 − ωa21) = µ(ωa22 + ωa11)
4 e1 e2 en [λ+
nH
2 ](ω
n
12 − ωn21) = µ(ωn22 + ωn11)
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5 e1 ea e1 ea(λ) = [λa − λ]ω11a + µω21a
6 e1 ea e2 ea(µ) = [λa − λ]ω21a − µω11a.
7 e1 ea ea e1(λa) = [λ− λa]ωaa1 + µωaa2
8 e1 ea en [λa +
nH
2 ]ω
n
1a = [λ+
nH
2 ]ω
n
a1 + µω
n
a2
9 e1 ea eb [λa − λb]ωb1a = [λ− λb]ωba1 + µωba2
10 e1 en e1 −(λ+ nH2 )ω11n + µω21n = en(λ)
11 e1 en e2 −(λ+ nH2 )ω21n − µω11n = en(µ)
12 e1 en en (λ+
nH
2 )ω
n
n1 + µω
n
n2 = 0
13 e2 ea e1 −ea(µ) = [λa − λ]ω12a + µω22a
14 e2 ea e2 ea(λ) = [λa − λ]ω22a − µω12a
15 e2 ea ea e2(λa) = [λ− λa]ωaa2 − µωaa1
16 e2 ea en [λa +
nH
2 ]ω
n
2a = [λ+
nH
2 ]ω
n
a2 − µωna1
17 e2 ea eb (λa − λb)ωb2a = [λ− λb]ωba2 − µωba1
18 e2 en e1 −(λ+ nH2 )ω12n + µω22n = −en(µ)
19 e2 en e2 −(λ+ nH2 )ω22n − µω12n = en(λ)
20 e2 en en (λ+
nH
2 )ω
n
n2 − µωnn1 = 0
21 ea eb e1 (λb − λ)ω1ab + µω2ab = [λa − λ]ω1ba + µω2ba
22 ea eb e2 (λb − λ)ω2ab − µω1ab = [λa − λ]ω2ba − µω1ba
23 ea eb en [λb +
nH
2 ]ω
n
ab = [λa +
nH
2 ]ω
n
ba
24 ea eb ec [λb − λc]ωcab = [λa − λc]ωcba
25 ea en e1 −(λ+ nH2 )ω1an + µω2an = [λa − λ]ω1na + µω2na
26 ea en e2 −(λ+ nH2 )ω2an − µω1an = [λa − λ]ω2na − µω1na
27 ea en ea en(λa) = −[nH2 + λa]ωaan
28 ea en en ω
n
na = 0
29 ea en eb −[λb + nH2 ]ωban = [λa − λb]ωbna
Using T23, T29, (3.7) and (3.5), we have
(3.9) ωnab = ω
n
ba = ω
b
an = ω
a
nb = 0 for λa 6= λb.
Note that all the connection coefficients vanish in (3.9) for λa 6= λb, will also vanish for
λa = λb except ω
a
nb. Now, equating T10, T19 and T11, T18 and using (3.5), we find
(3.10) ωn22 = ω
n
11, ω
n
12 = −ωn21,
which by use of T4, (3.7) and (3.5) gives
(3.11) ωn22 = ω
n
11 = ω
n
12 = ω
n
21 = ω
1
2n = ω
2
1n = ω
2
2n = ω
1
1n = 0.
Similarly, using T5, T14, T6, T13 and (3.5), we find
(3.12) ωa22 = ω
a
11, ω
a
12 = −ωa21.
Using T12, T20, T28 and (3.5), we get
(3.13) ωnn1 = ω
n
n2 = ω
1
nn = ω
2
nn = ω
a
nn = 0.
Solving T8, T16 by using (3.7) and (3.5), we obtain
(3.14) ωn1a = ω
n
2a = ω
n
a1 = ω
n
a2 = ω
a
1n = ω
a
2n = ω
1
an = ω
2
an = 0.
Now, solving T25, T26 by using (3.14) and (3.5), we obtain
(3.15) ω1na = ω
2
na = ω
a
n1 = ω
a
n2 = 0.
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Replacing ea and eb in T9 and T17 and using T9, T17 and (3.5), we obtain for λa 6= λb
(3.16) [λ− λa]ω1ba + µω2ba = [λ− λb]ω1ab + µω2ab,
(3.17) [λ− λa]ω2ba − µω1ba = [λ− λb]ω2ab − µω1ab
Using (3.16) and T21, we get
(3.18) (λa − λ)ω1ba = (λb − λ)ω1ab, ω2ab = ω2ba.
Similarly, Using (3.17) and T22, we get
(3.19) (λa − λ)ω2ba = (λb − λ)ω2ab, ω1ab = ω1ba.
Combining (3.18) and (3.19), T9, T17 and using (3.5), we obtain
(3.20) ω1ab = ω
2
ab = ω
b
a1 = ω
b
a2 = ω
b
1a = ω
b
2a = 0 for λa 6= λb.
Also, it can be easily seen that all the connection coefficients vanish in (3.20) for λa 6= λb,
will also vanish for λa = λb except ω
b
1a and ω
b
2a.
By using the above relations, we obtain the following:
Lemma 3.1. Let Mn1 be a biconservative hypersurface in E
n+1
1 , whose shape operator has
the form (2.8) with respect to suitable orthonormal basis {e1, e2, ..., en}. If gradH in the
direction of en, then
∇e1e1 =
∑
p 6=1,n
ω
p
11ep, ∇e1e2 =
∑
p 6=2,n
ω
p
12ep, ∇e1en = 0, ∇e2e1 =
∑
p 6=1,n
ω
p
21ep,
∇e2e2 =
∑
p 6=2,n
ω
p
22ep, ∇e2en = 0, ∇eae1 =
∑
p 6=1,b,n
ω
p
a1ep, ∇eae2 =
∑
p 6=2,b,n
ω
p
a2ep,
∇eaea =
∑
p 6=a
ωpaaep, ∇eaeb =
∑
p 6=1,2,b,n
ω
p
abep, ∇eaen =
∑
p 6=1,2,b,n
ωpanep,
∇ene1 = ω2n1e2, ∇ene2 = ω1n2e1, ∇enen = 0,
∇e1ea =
{
ω11ae1 + ω
2
1ae2, λa 6= λb,
ω11ae1 + ω
2
1ae2 + ω
b
1aeb, λa = λb,
∇e2ea =
{
ω12ae1 + ω
2
2ae2, λa 6= λb,
ω12ae1 + ω
2
2ae2 + ω
b
2aeb, λa = λb,
∇enea =
{
0, λa 6= λb,
ωbnaeb, λa = λb.
Using Lemma 3.1, (2.5), (3.1), we evaluate g(R(e2, en)e2, en), g(R(ea, en)ea, en),
g(R(ea, el)ea, en) and we obtain the following:
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Lemma 3.2. Let Mn1 be a biconservative hypersurface in E
n+1
1 , whose shape operator has
the form (2.8) with respect to suitable orthonormal basis {e1, e2, ..., en}. If gradH in the
direction of en, then we have
(3.21) λ = 0,
(3.22) en(ω
n
aa)− (ωnaa)2 = −
nH
2
λa, a = 3, 4, . . . n− 1,
(3.23) el(ω
n
aa) = ω
l
aaω
n
aa, l = 1, 2, a = 3, 4, . . . n− 1.
Proof: To prove equations (3.21)∼(3.23), we consider the following cases:
Case A: If shape operator (2.8) has all distinct principal curvatures i.e λa 6= λb for all
a, b = 3, 4, . . . , n− 1.
From (2.5), (3.1) and using Lemma 3.1, we evaluate
• g(R(e2, en)e2, en) = g(Aen, e2)g(Ae2, en)− g(Ae2, e2)g(Aen, en) = nH2 λ,
or,
nH
2
λ = g
(∇e2∇ene2 −∇en∇e2e2 −∇[e2en]e2, en)
= g
∇e2(ω1n2e1)−∇en( ∑
p 6=2,n
ω
p
22ep
)
−∇(−ω1n2e1)e2, en

= g
(
e2
(
ω1n2
)
e1 + ω
1
n2
∑
p 6=1,n
ω
p
21ep −
∑
p 6=2,n
(en (ω
p
22) ep + ω
p
22∇enep)
+ ω1n2
∑
p 6=2,n
ω
p
12ep, en
)
= 0.
• g(R(ea, en)ea, en) = g(Aen, ea)g(Aea, en)− g(Aea, ea)g(Aen, en) = nH2 λa,
hence,
nH
2
λa = g
(∇ea∇enea −∇en∇eaea −∇[eaen]ea, en)
= g
−∇en( n∑
p 6=a,p=1
ωpaaep
)
−∇(ωaanea)ea, en

= g
− n∑
p 6=a,p=1
(en(ω
p
aa)ep + ω
p
aa∇enep)− ωaan
n∑
p 6=a,p=1
ωpaaep, en

= −en(ωnaa)− ωaanωnaa.
• g(R(ea, e1)ea, en) = g(Ae1, ea)g(Aea, en)− g(Aea, ea)g(Ae1, en) = 0,
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hence,
0 = g
(∇ea∇e1ea −∇e1∇eaea −∇[eae1]ea, en)
= g
∇ea( ∑
p 6=a,b,n
ω
p
1aep
)
−∇e1
(∑
p 6=a
ωpaaep
)
−∇∇eae1−∇e1eaea, en

= g
 ∑
p 6=a,b,n
(ea(ω
p
1a)ep + ω
p
1a∇eaep), en
− g
∑
p 6=a
(e1(ω
p
aa)ep + ω
p
aa∇e1ep), en

− g
(
∇∇eae1−∇e1eaea, en
)
Now, it is
g
( ∑
p 6=a,b,n
(ea(ω
p
1a)ep + ω
p
1a∇eaep), en
)
= 0,
as ∇eaep does not have a component along en for p 6= a, b, n. Similarly,
g
(∑
p 6=a
(e1(ω
p
aa)ep + ω
p
aa∇e1ep), en
)
= e1(ω
n
aa)
and
g
(
∇∇eae1ea, en
)
= g
( ∑
p 6=1,b,n
ω
p
a1∇epea, en
)
= −ωaa1ωnaa,
g
(
∇∇e1eaea, en
)
= g
( ∑
p 6=a,b,n
ω
p
1a∇epea, en
)
= 0.
Therefore,
e1(ω
n
aa)− ω1aaωnaa = 0.
In the same way, by evaluating g(R(ea, e2)ea, en), we obtain
e2(ω
n
aa)− ω2aaωnaa = 0.
Case B: If we have λa = λb for any a, b ∈ {3, 4, . . . , n− 1}.
Also, in this case we can prove easily (3.21)∼(3.23) in the same way as we have proved
in Case A.
Hence, the proof of Lemma is completed.
Now, using Lemma 3.1, Lemma 3.2, Table 1 and (2.5), we can obtain the following:
Lemma 3.3. Let Mn1 be a biconservative hypersurface in E
n+1
1 , whose shape operator has
the form (2.8) with respect to a suitable orthonormal basis {e1, e2, ..., en}. If gradH in the
direction of en, then µ is constant.
Proof: We use T3, T5, (3.12), (3.21) and (3.5) , we obtain that
(3.24) ωa12(λ
2
a − µ2) = 0.
If λ2a = µ
2 for any a = 3, 4, . . . n− 1, then en(λa) = 0 as en(µ) = 0 from T11 and (3.11).
Therefore from T27, we have ωnaa = 0 which by using (3.22) implies that λa = 0 as H 6= 0.
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This contradicts to the fact that µ is non zero. So, from (3.24), T3, (3.12) and (3.5) we
get
(3.25) ωa21 = ω
a
22 = ω
a
11 = ω
1
2a = ω
2
2a = ω
1
1a = ω
a
12 = ω
2
1a = 0, a = 3, 4, . . . n− 1.
Now, from T1, T2, T6, T18, (3.11), (3.21) and (3.25), it follows that µ is constant in
every direction which completes the proof.
In a similar way we use Lemma 3.1, (2.5), (3.1), (3.25), to evaluate g(R(ea, e2)ea, e1),
g(R(ea, e1)ea, e2) and we obtain the following:
Lemma 3.4. Let Mn1 be biconservative hypersurface in E
n+1
1 , whose shape operator has
the form (2.8) with respect to a suitable orthonormal basis. If gradH in the direction of
en, then the following relations are valid:
(3.26) e2(ω
1
aa) + ω
2
aa(ω
1
22 − ω1aa) = −µλa,
(3.27) e1(ω
2
aa) + ω
1
aa(ω
2
11 − ω2aa) = −µλa,
for a = 3, 4, . . . n− 1.
Proof: This is similar to the proof of Lemma 3.2.
4. Biconservative Lorentz hypersurfaces with at most five distinct principal
curvature
Now, we are in the position to prove our main Theorem 1.1. Therefore, in this section,
we study biconservative Lorentz hypersurface in En+11 having shape operator (2.8) with
at most five distinct principal curvatures.
Proof of Theorem 1.1
Case-(i): Five distinct principal curvatures
We use (3.21) and see easily that the eigenvalues of shape operator (2.8) are ±√−1µ,
λ3, . . . , λn. So, under the assumption that shape operator (2.8) has five distinct eigenvalues
for n ≥ 5, we may assume that λ3 = λ4 = . . . = λr and λr+1 = λr+2 = . . . = λn−1.
So, using (2.4), we have traceS = nH and using (3.21) and the value of λn = −nH2 , we
get
(4.1) (r − 2)λ3 + (n − r − 1)λn−1 = 3nH
2
.
Expressions (3.1) reduce to
(4.2)
S(e1) = µe2, S(e2) = −µe1, S(eA) = λ3eA,
S(eB) = λn−1eB , , S(en) = λnen,
where A = 3, 4, . . . , r, B = r + 1, r + 2, . . . , n− 1.
Differentiating (4.1) along en and using (4.1), T27 for a = A,B, we get
(4.3) 3nen(H) = [n(n− r + 2)H − 2(r − 2)λ3]ωnBB + (r − 2)(2λ3 + nH)ωnAA.
Using Lemma 3.1, (3.6) and the fact that [ei en](H) = 0 = ∇eien(H) − ∇enei(H) for
i = 1, 2, . . . , n − 1, we obtain
(4.4) eien(H) = 0.
Differentiating (4.1) along e1 and using T7 for a = A,B and (4.1), we obtain
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(4.5) 2(r − 2)[λ3ω1AA − µω2AA] + [(3nH − 2(r − 2)λ3)ω1BB − 2µ(n − r − 1)ω2BB ] = 0.
Similarly, differentiating (4.1) along e2 and using T15 for a = A,B and (4.1), we obtain
that
(4.6) 2(r − 2)[λ3ω2AA + µω1AA] + [(3nH − 2(r − 2)λ3)ω2BB + 2µ(n − r − 1)ω1BB ] = 0.
Multiplying (4.5) and (4.6) by λ3 and µ respectively and then adding, we get
(4.7) 2(r − 2)(λ23 + µ2)ω1AA + [{λ3(3nH − 2(r − 2)λ3) + 2µ2(n− r − 1)}ω1BB
+ {µ(3nH − 2(r − 2)λ3)− 2µλ3(n− r − 1)}ω2BB ] = 0.
Now, multiplying (4.5) and (4.6) by µ and λ3 respectively and subtracting, we get
(4.8) 2(r − 2)(λ23 + µ2)ω2AA + [{λ3(3nH − 2(r − 2)λ3) + 2µ2(n− r − 1)}ω2BB
+ {−µ(3nH − 2(r − 2)λ3) + 2µλ3(n− r − 1)}ω1BB ] = 0.
Differentiating (4.3) along e1 and using (4.4), (4.1) and (3.23) for a = A,B and l = 1,
we obtain
(4.9) 2(r − 2)[λ3ω1AA − µω2AA](ωnAA − ωnBB) + (n(n− r + 2)H − 2(r − 2)λ3)ωnBBω1BB
+ (r − 2)(2λ3 + nH)ωnAAω1AA = 0.
Similarly, differentiating (4.3) along e2 and using (4.4), (4.1) and (3.23) for a = A,B
and l = 2 we obtain
(4.10) 2(r − 2)[λ3ω2AA + µω1AA](ωnAA − ωnBB) + (n(n − r + 2)H − 2(r − 2)λ3)ωnBBω2BB
+ (r − 2)(2λ3 + nH)ωnAAω2AA = 0.
Eliminating ω1AA and ω
2
AA from (4.9) using (4.5) and (4.7), we obtain
(4.11)
ωnAA[2µ(n− r− 1)ω2BB − (3nH− 2(r− 2)λ3)ω1BB −
(2λ3 + nH)
2(λ23 + µ
2)
({λ3(3nH − 2(r− 2)λ3)+
2µ2(n−r−1)}ω1BB+{µ(3nH−2(r−2)λ3)−2µλ3(n−r−1)}ω2BB)]+ωnBB [−2µ(n−r−1)ω2BB
+ (n(n− r + 5)H − 4(r − 2)λ3)ω1BB ] = 0.
Similarly, eliminating ω1AA and ω
2
AA from (4.10) using (4.6) and (4.8), we obtain
(4.12)
ωnAA[−2µ(n−r−1)ω1BB−(3nH−2(r−2)λ3)ω2BB−
(2λ3 + nH)
2(λ23 + µ
2)
({λ3(3nH−2(r−2)λ3)+
2µ2(n−r−1)}ω2BB+{−µ(3nH−2(r−2)λ3)+2µλ3(n−r−1)}ω1BB)]+ωnBB [2µ(n−r−1)ω1BB
+ (n(n− r + 5)H − 4(r − 2)λ3)ω2BB ] = 0.
Now, eliminating ωnAA and ω
n
BB from (4.11) and (4.12), we get
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(4.13) [(ω1BB)
2 + (ω2BB)
2][2PQ(λ23 + µ
2) +Q(2λ3 + nH)(λ3P − µR)− 2PR(λ23 + µ2)
− P (2λ3 + nH)(λ3R+ µP )] = 0,
where P = 2µ(n− r − 1), Q = n(n− r + 5)H − 4(r − 2)λ3 and R = 3nH − 2(r − 2)λ3.
We claim (ω1BB)
2 + (ω2BB)
2 6= 0.
Indeed, if (ω1BB)
2+(ω2BB)
2 = 0, we have, ω1BB = ω
2
BB = 0 as connection coefficients are
real numbers. Then, using (4.7) and (4.8), we have ω1AA = ω
2
AA = 0.
Therefore, using Lemma 3.4 for a = A,B , we obtain
(4.14) λ3µ = 0, λn−1µ = 0,
respectively which implies λ3 = λn−1 = 0. Using T27 for a = A,B, we obtain that
ωnAA = ω
n
BB = 0. Also, from (4.3) we have en(H) = 0 which is a contradiction. Hence our
claim is proved.
Therefore, we have
(4.15)
f(λ3,H) ≡ 2PQ(λ23+µ2)+Q(2λ3+nH)(λ3P−µR)−2PR(λ23+µ2)−P (2λ3+nH)(λ3R+µP ) = 0.
Differentiating (4.15) along e1 and e2 and using Lemma 3.3, we have
(4.16) e1(λ3)g(λ3,H) = 0,
and
(4.17) e2(λ3)g(λ3,H) = 0,
respectively, where g(λ3,H) = 4Pλ3(Q − R) − 4P (λ23 + µ2)(r − 2) + 2(PQλ3 − QRµ −
λ3PR− P 2µ) + (2λ3 + nH)(PQ− 2λ3P (r − 2) + 2(r − 2)(2R +Q)µ− PR).
Now, if g(λ3,H) 6= 0, we have e1(λ3) = 0 and e2(λ3) = 0 which implies from T7, T15
for a = A, (4.5) and (4.6) that ω1BB = ω
2
BB = ω
1
AA = ω
2
AA = 0. As we have already proved
from (4.14) that it arises to a contradiction.
Therefore, we have
(4.18) g(λ3,H) = 0,
which is a polynomial equation in λ3 and H.
We rewrite f(λ3,H), g(λ3,H) as polynomials fH(λ3), gH (λ3) of λ3 with coefficients in
the polynomial ring R[H] over R. Since fH(λ3) = gH(λ3) = 0, λ3 is a common root
of fH , gH , hence by Lemma 2.1 it is ℜ(fH , gH) = 0. It is obvious that ℜ(fH , gH) is a
polynomial of H with constant coefficients, therefore H must be a constant.
Case-(ii): Four distinct principal curvatures
Now, under the assumption that shape operator (2.8) has four distinct eigenvalues for
n ≥ 4, we have λ3 = λ4 = . . . = λn−1. Therefore, equation (4.1) reduces to
(4.19) (n− 3)λ3 = 3nH
2
⇒ λ3 = 3nH
2(n− 3) .
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Differentiating (4.19) along en, and using (4.19), T27 for a = 3, we get
(4.20) 3en(H) = Hω
n
33.
Again, differentiating (4.20) along e1, and using (4.4), (3.23) for l = 1, we obtain
(4.21) Hωn33ω
1
33 = 0,
which implies that either H = 0 or ωn33 = 0 or ω
1
33 = 0. Now, ω
n
33 can not be zero, since
(4.20) gives en(H) = 0 which is a contradiction. Therefore, we have either H = 0 or
ω133 = 0.
In similar way, if we differentiate (4.20) along e2, and using (4.4), (3.23) for l = 2, we
have either H = 0 or ω233 = 0.
Now, we claim that H = 0. If H is non-zero then we have ω133 = ω
2
33 = 0 and using
Lemma 3.4 for a = 3, (4.19), we get
(4.22)
3nH
2(n − 3)µ = 0.
Since µ is non-zero so H = 0, which proves our claim. Hence Mn1 is minimal.
Case-(iii): Three distinct principal curvatures
Now, for shape operator (2.8) having three distinct eigenvalues for n ≥ 3, we have
λ3 = λ4 = . . . = λn =
−nH
2 . Therefore, from (3.8), we en(H) = 0 which is a contradiction.
Case-(iv): Two distinct principal curvatures
If the shape operator (2.8) has two distinct complex eigenvalues for n = 2 then there is
nothing to prove.
Hence, our main Theorem 1.1 follows from cases (i), (ii), (iii) and (iv).
5. Biconservative Lorentz hypersurfaces with constant length of second
fundamental form
In this section, we study biconservative Lorentz hypersurface in En+11 having shape op-
erator (2.8) for six distinct eigenvalues with constant length of second fundamental form.
Proof of Theorem 1.2
Under the assumption that shape operator (2.8) has six distinct eigenvalues, we can con-
sider λ3 = λ4 = . . . = λr, λr+1 = λr+2 = . . . = λr+s and λr+s+1 = λr+s+2 = . . . = λn−1.
So, using (2.4), we have traceS = nH and using (3.21) and the value of λn = −nH2 , we
get
(5.1) (r − 2)λ
A˜
+ sλ
B˜
+ (n− r − s− 1)λ
C˜
=
3nH
2
And, expressions (3.1) reduce to
(5.2)
S(e1) = µe2, S(e2) = −µe1, S(eA˜) = λA˜eA˜,
S(e
B˜
) = λ
B˜
e
B˜
, S(e
C˜
) = λ
C˜
e
C˜
, S(en) = λnen,
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where A˜ = 3, 4, . . . , r, B˜ = r + 1, r + 2, . . . , r + s and C˜ = r + s+ 1, r + s+ 2, . . . , n− 1.
Now, the hypersurface Mn1 has second fundamental form h of constant length. So, we
can write ||h||2=traceS2 = k1 where k1 is the constant.
Therefore, we have
(5.3) (r − 2)λ2
A˜
+ sλ2
B˜
+ (n− r − s− 1)λ2
C˜
− 2µ2 = k1 − n
2H2
4
.
Differentiating (5.1) along en and using T27 for a = A˜, B˜, C˜, we get
(5.4) 3nen(H) = (r−2)(2λA˜+nH)ωnA˜A˜+s(2λB˜+nH)ω
n
B˜B˜
+(n−r−s−1)(2λ
C˜
+nH)ωn
C˜C˜
,
Again, differentiating (5.3) along en and using T27 for a = A˜, B˜, C˜, Lemma 3.3 and
(5.4), we get
(5.5)
(r − 2)(2λ
A˜
+ nH)(6λ
A˜
+ nH)ωn
A˜A˜
+ s(2λ
B˜
+ nH)(6λ
B˜
+ nH)ωn
B˜B˜
+(n− r − s− 1)(2λ
C˜
+ nH)(6λ
C˜
+ nH)ωn
C˜C˜
= 0,
Differentiating (5.1) along e1 and e2, alternatively, we obtain
(5.6) (r − 2)e1(λA˜) + se1(λB˜) + (n− r − s− 1)e1(λC˜) = 0,
(5.7) (r − 2)e2(λA˜) + se2(λB˜) + (n− r − s− 1)e2(λC˜) = 0.
Now, differentiating (5.3) along e1 and eliminating e1(λA˜) using (5.6), we get
(5.8) se1(λB˜)(λB˜ − λA˜) + (n− r − s− 1)e1(λC˜)(λC˜ − λA˜) = 0.
Similarly, differentiating (5.3) along e2 and eliminating e2(λA˜) using (5.7), we get
(5.9) se2(λB˜)(λB˜ − λA˜) + (n− r − s− 1)e2(λC˜)(λC˜ − λA˜) = 0.
Now, using T7, T15 for a = B˜, C˜ in (5.8), (5.9) and using (3.5) we obtain
(5.10) s(λ
B˜
ω1
B˜B˜
− µω2
B˜B˜
)(λ
B˜
− λ
A˜
) + (n− r − s− 1)(λ
C˜
ω1
C˜C˜
− µω2
C˜C˜
)(λ
C˜
− λ
A˜
) = 0,
(5.11) s(λ
B˜
ω2
B˜B˜
+ µω1
B˜B˜
)(λ
B˜
− λ
A˜
) + (n− r − s− 1)(λ
C˜
ω2
C˜C˜
+ µω1
C˜C˜
)(λ
C˜
− λ
A˜
) = 0,
respectively.
Now, solving (5.10) and (5.11) for ω1
B˜B˜
and ω2
B˜B˜
, we find
(5.12) P1ω
2
B˜B˜
= −Q1ω1C˜C˜ −R1ω
2
C˜C˜
,
(5.13) P1ω
1
B˜B˜
= Q1ω
2
C˜C˜
−R1ω1C˜C˜ ,
where P1 = s(λB˜ − λA˜)(λ2B˜ + µ
2), Q1 = µ(n − r − s − 1)(λC˜ − λA˜)(λB˜ − λC˜), R1 =
(n− r − s− 1)(λ
C˜
− λ
A˜
)(λ
B˜
λ
C˜
+ µ2)
Now, differentiating (5.3) along e1 and eliminating e1(λB˜) using (5.6), we get
(5.14) (r − 2)e1(λA˜)(λA˜ − λB˜) + (n− r − s− 1)e1(λC˜)(λC˜ − λB˜) = 0.
Similarly, differentiating (5.3) along e2 and eliminating e2(λB˜) using (5.7), we get
(5.15) (r − 2)e2(λA˜)(λA˜ − λB˜) + (n− r − s− 1)e2(λC˜)(λC˜ − λB˜) = 0.
Now, using T7, T15 for a = A˜, C˜ in (5.14), (5.15) and using (3.5) we obtain
(5.16) (r−2)(λAω1A˜A˜−µω
2
A˜A˜
)(λ
A˜
−λ
B˜
)+ (n− r− s−1)(λ
C˜
ω1
C˜C˜
−µω2
C˜C˜
)(λ
C˜
−λ
B˜
) = 0,
(5.17) (r−2)(λ
A˜
ω2
A˜A˜
+µω1
A˜A˜
)(λ
A˜
−λ
B˜
)+ (n− r− s−1)(λ
C˜
ω2
C˜C˜
+µω1
C˜C˜
)(λ
C˜
−λ
B˜
) = 0,
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respectively.
Now, solving (5.16) and (5.17) for ω1
A˜A˜
and ω2
A˜A˜
, we find
(5.18) P2ω
2
A˜A˜
= −Q2ω1C˜C˜ −R2ω
2
C˜C˜
,
(5.19) P2ω
1
A˜A˜
= Q2ω
2
C˜C˜
−R2ω1C˜C˜ ,
where P2 = s(λB˜ − λA˜)(λ2A˜ + µ
2), Q2 = µ(n − r − s − 1)(λA˜ − λC˜)(λB˜ − λC˜), R2 =
(n− r − s− 1)(λ
B˜
− λ
C˜
)(λ
A˜
λ
C˜
+ µ2).
Using (5.12), (5.13), (5.18) and (5.19), we can conclude the following:
Lemma 5.1. Let Mn1 be biconservative hypersurface in E
n+1
1 with constant length of sec-
ond fundamental form having the shape operator (2.8) with six distinct principal curvatures
with respect to suitable orthonormal basis {e1, e2, ..., en}. If gradH in the direction of en,
then we have
(ω1
A˜A˜
)2 + (ω2
A˜A˜
)2 = 1
P 2
2
(Q22 +R
2
2)[(ω
1
C˜C˜
)2 + (ω2CC)
2]
(ω1
B˜B˜
)2 + (ω2
B˜B˜
)2 = 1
P 2
1
(Q21 +R
2
1)[(ω
1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω1
A˜A˜
ω1
C˜C˜
+ ω2
A˜A˜
ω2
C˜C˜
= −R2
P2
[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω2
A˜A˜
ω1
C˜C˜
− ω1
A˜A˜
ω2
C˜C˜
= −Q2
P2
[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω1
B˜B˜
ω1
C˜C˜
+ ω2
B˜B˜
ω2
C˜C˜
= −R1
P1
[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω2
B˜B˜
ω1
C˜C˜
− ω1
B˜B˜
ω2
C˜C˜
= −Q1
P1
[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω1
B˜B˜
ω1
A˜A˜
+ ω2
B˜B˜
ω2
A˜A˜
= 1
P1P2
(Q1Q2 +R1R2)[(ω
1
C˜C˜
)2 + (ω2
C˜C˜
)2]
ω2
A˜A˜
ω1
B˜B˜
− ω1
A˜A˜
ω2
B˜B˜
= 1
P1P2
(Q2R1 −R2Q1)[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]
Now, differentiating (5.4) along e1, e2 alternatively and using Lemma 3.2, T7, T15 for
a = A˜, B˜, C˜, (4.4), (3.21) and (3.5), we obtain
(5.20)
(r − 2)[−2µω2
A˜A˜
+ (4λ
A˜
+ nH)ω1
A˜A˜
]ωn
A˜A˜
+ s[−2µω2
B˜B˜
+ (4λ
B˜
+ nH)ω1
B˜B˜
]ωn
B˜B˜
+(n− r − s− 1)[−2µω2
C˜C˜
+ (4λ
C˜
+ nH)ω1
C˜C˜
]ωn
C˜C˜
= 0,
(5.21)
(r − 2)[2µω1
A˜A˜
+ (4λ
A˜
+ nH)ω2
A˜A˜
]ωn
A˜A˜
+ s[2µω1
B˜B˜
+ (4λ
B˜
+ nH)ω2
B˜B˜
]ωn
B˜B˜
+(n− r − s− 1)[2µω1
C˜C˜
+ (4λ
C˜
+ nH)ω2
C˜C˜
]ωn
C˜C˜
= 0,
respectively.
Now, (5.5), (5.20), (5.21) form a homogeneous system of equations in ωn
A˜A˜
, ωn
B˜B˜
and
ωn
C˜C˜
having non trivial solution. Therefore, discriminant D = 0 which gives
(5.22)
(2λ
A˜
+ nH)(6λ
A˜
+ nH){8µ(λ
B˜
− λ
C˜
)(ω1
B˜B˜
ω1
C˜C˜
+ ω2
B˜B˜
ω2
C˜C˜
)
+[(4λ
C˜
+ nH)(4λ
B˜
+ nH) + 4µ2](ω1
B˜B˜
ω2
C˜C˜
− ω2
B˜B˜
ω1
C˜C˜
)}
−(2λ
B˜
+ nH)(6λ
B˜
+ nH){8µ(λ
A˜
− λ
C˜
)(ω1
A˜A˜
ω1
C˜C˜
+ ω2
A˜A˜
ω2
C˜C˜
)
+[(4λ
C˜
+ nH)(4λ
A˜
+ nH) + 4µ2](ω1
A˜A˜
ω2
C˜C˜
− ω2
A˜A˜
ω1
C˜C˜
)}
+(2λ
C˜
+ nH)(6λ
C˜
+ nH){8µ(λ
A˜
− λ
B˜
)(ω1
A˜A˜
ω1
B˜B˜
+ ω2
A˜A˜
ω2
B˜B˜
)
+[(4λ
A˜
+ nH)(4λ
B˜
+ nH) + 4µ2](ω1
A˜A˜
ω2
B˜B˜
− ω2
A˜A˜
ω1
B˜B˜
)} = 0,
which by using Lemma 5.1 and the values of P1, P2, Q1, Q2, R1, R2 reduces to
(5.23) µ(λ
A˜
− λ
B˜
)(λ
B˜
− λ
C˜
)(λ
C˜
− λ
A˜
)[(ω1
C˜C˜
)2 + (ω2
C˜C˜
)2]f(λ
A˜
, λ
B˜
, λ
C˜
,H) = 0
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where
f(λ
A˜
, λ
B˜
, λ
C˜
,H) = (r − 2)(2λ
A˜
+ nH)(6λ
A˜
+ nH)(λ2
A˜
+ µ2){4µ2 − 8λ
B˜
λ
C˜
− 4nH(λ
B˜
+λ
C˜
)− n2H2}+ s(2λ
B˜
+ nH)(6λ
B˜
+ nH)(λ2
C˜
+ µ2){4µ2 − 8λ
A˜
λ
C˜
− 4nH(λ
A˜
+ λ
C˜
)−
n2H2}+ (n− r − s− 1)(2λ
C˜
+ nH)(6λ
C˜
+ nH)(λ2
B˜
+ µ2){4µ2 − 8λ
B˜
λ
A˜
− 4nH
(λ
B˜
+ λ
A˜
)− n2H2}.
Now, we claim that (ω1
C˜C˜
)2 + (ω2
C˜C˜
)2 6= 0.
If (ω1
C˜C˜
)2 + (ω2
C˜C˜
)2 = 0, we have, ω1
C˜C˜
= ω2
C˜C˜
= 0 as connection coefficients are real
numbers. Then, using (5.12), (5.13), (5.18) and (5.19), we have ω1
A˜A˜
= ω2
A˜A˜
= ω1
B˜B˜
=
ω2
B˜B˜
= 0.
Therefore, using Lemma 3.4 for a = A˜, B˜, C˜, we obtain
(5.24) λ
A˜
µ = 0, λ
B˜
µ = 0, λ
C˜
µ = 0
which implies λ
A˜
= λ
B˜
= λ
C˜
= 0. Now, using T27 for a = A˜, B˜, C˜, we obtain ωn
A˜A˜
=
ωn
B˜B˜
= ωn
C˜C˜
= 0 and (5.4) gives en(H) = 0 which is a contradiction. Hence our claim is
proved.
Now, using the fact that λ
A˜
, λ
B˜
, λ
C˜
are distinct and µ is non zero, (5.23) implies that
(5.25) f(λ
A˜
, λ
B˜
, λ
C˜
,H) = 0
Now, eliminating λ
A˜
from (5.25) using (5.1), we get
(5.26)
f1(λB˜ , λC˜ ,H) = [nH(r + 1)− 2sλB˜ − 2(n − r − s− 1)λC˜ ][nH(r + 7)− 6sλB˜−6(n− r − s− 1)λ
C˜
][9n2H2 + 4s2λ2
B˜
+ 4(n − r − s− 1)2λ2
C˜−12nH(sλ
B˜
+ (n− r − s− 1)λ
C˜
)− 8s(n− r − s− 1)λ
B˜
λ
C˜
+4µ2(r − 2)2][4µ2 − 8λ
A˜
λ
C˜
− 4nH(λ
A˜
+ λ
C˜
)− n2H2]+
4s(r − 2)2(2λ
B˜
+ nH)(6λ
B˜
+ nH)(λ2
C˜
+ µ2)[4µ2(r − 2)−
4λ
C˜
(3nH − 2sλ
B˜
− 2(n − r − s− 1)λ
C˜
)− 2nH{3nH − 2sλ
B˜−2(n− 2r − s+ 1)λ
C˜
} − (r − 2)n2H2] + 4(n − r − s− 1)(r − 2)2(2λ
C˜
+nH)(6λ
C˜
+ nH)(λ2
C˜
+ µ2)[4µ2(r − 2)− 4λ
B˜
(3nH − 2sλ
B˜
−
2(n − r − s− 1)λ
C˜
)− 2nH{3nH − 2(s − r + 2)λ
B˜
− 2(n− r − s− 1)λ
C˜
}
−(r − 2)n2H2] = 0
Similarly, eliminating λ
A˜
from (5.3) using (5.1), we obtain
(5.27)
g1(λB˜ , λC˜ ,H) = [3nH − 2sλB˜ − 2(n − r − s− 1)λC˜ ]2 + 4s(r − 2)λ2B˜
+4(n− r − s− 1)(r − 2)λ2
C˜
− 4(r − 2)2µ2 − 4(r − 2)k1 + 4(r − 2)n2H24 = 0
We rewrite f1(λB˜ , λC˜ ,H), g1(λB˜ , λC˜ ,H) as polynomials f1(H,λC˜)(λB˜), g1(H,λC˜ )(λB˜) of
λ
B˜
with coefficients in polynomial ring R1[λC˜ ,H] over real field R. According to the
Lemma 2.1, the equations f1(H,λ
C˜
)(λB˜) = 0 and g1(H,λC˜)(λB˜) = 0 have a common root if
and only if resultant ℜ(f1(H,λ
C˜
), g1(H,λ
C˜
)) = 0. It is obvious that ℜ(f1(H,λ
C˜
), g1(H,λ
C˜
)) is a
polynomial of λ
C˜
and H. So, we have
(5.28) f2(λC˜ ,H) = ℜ(f1(H,λC˜), g1(H,λC˜ )) = 0
Differentiating (5.28) along e1 and e2, we have
(5.29) e1(λC˜)(g2(λC˜ ,H)) = 0,
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and
(5.30) e2(λC˜)(g2(λC˜ ,H)) = 0,
respectively.
Now, if g2(λC˜ ,H) 6= 0, we have e1(λC˜) = 0 and e2(λC˜) = 0 which implies from T7,
T15 for a = C˜, (5.12), (5.13), (5.18) and (5.19) that ω1
C˜C˜
= ω2
C˜C˜
= ω1
B˜B˜
= ω2
B˜B˜
= ω1
A˜A˜
=
ω2
A˜A˜
= 0. And, we have already proved from (5.24) that it arises to a contradiction.
Therefore, we have
(5.31) g2(λC˜ ,H) = 0,
which is also a polynomial equation in λ
C˜
and H of degree 2.
Again, we rewrite f2(λC˜ ,H), g2(λC˜ ,H) as polynomials f2(H)(λC˜), g2(H)(λC˜) of λC˜ with
coefficients in polynomial ring R2[H] over real field R. According to the Lemma 2.1,
the equations f2(H)(λC˜) = 0 and g2(H)(λC˜) = 0 have a common root if and only if
ℜ(f2(H), g2(H)) = 0. It is obvious that ℜ(f2(H), g2(H)) is a polynomial of H with con-
stant coefficients. So, ℜ(f2(H), g2(H)) = 0 which implies that H must be a constant and
hence proved Theorem 1.2.
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