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Mixed pairing in ultracold Fermi gases can give rise to interesting many-body phases, such as
topological nontrivial superfluids that support Majorana zero modes (MZMs) with various spatial
configurations. Unfortunately, in ordinary lattice systems, the topological phase and the associated
MZMs are suppressed by the dominant s-wave pairing. Here we present a proposal for engineering
effective Hamiltonians with tunable mixed on- and off-site pairing based on driven optical lattices.
The on- and off-site pairing can be changed independently by means of a periodical driving field
rather than magnetic Feshbach resonances. It paves the way for suppressing the dominant on-
site interaction that frustrates the emergence of topological superfluids and for synthesizing MZMs
localized in edges or corners.
I. INTRODUCTION
Topological superconductors have attracted intensive
interest of condensed-matter as well as ultracold-atom
physics in recent years. Unlike the conventional super-
conductors, topological superconductors serve as promis-
ing candidates to observe Majorana zero modes (MZMs),
with potential applications for fault-tolerant quantum
computing [1]. Based on the mathematical structure of
Bogoliubov-de Gennes (BdG) Hamiltonians, a complete
classification has been proposed for characterizing differ-
ent kinds of topological superconductors as well as ways
to engineer them in real experiments [2, 3]. For example,
topological superconductors with triplet pairing (e.g., the
chiral p-wave pairing which breaks the time-reversal sym-
metry [4]) can be engineered by Rashba spin-orbit cou-
pling (SOC) in presence of ordinary s-wave pairing [5].
On the other hand, unconventional singlet pairing (e.g.,
the s±-wave or d-wave pairing) can give rise to time-
reversal-invariant (TRI) topological superconductors [6–
8], or ones characterized by higher-order topological in-
variants [9–16]. However, they are not easily accessible
in conventional solid-state systems.
Compared with conventional solid-state systems, ultra-
cold atoms in optical lattices offer a remarkable platform
for investigating quantum many-body problems [17, 18].
Typically, the optical lattices are constructed by interfer-
ing several laser beams, thus a fully controllable lattice
geometry and tunable lattice depth is attainable. Ef-
fective physical fields, for example, Zeeman fields and
SOC, can be synthesized by lasers, and their strengths
are also tunable [19, 20]. The control over many-body in-
teractions can be achieved via Feshbach resonances, and
controlled by external magnetic or optical fields [21, 22].
These technical advances have enabled the realization of
superfluid neutral atomic Fermi gases [23, 24]. This moti-
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vates us to search a possible proposal for realizing tunable
unconventional singlet pairing in Fermi gases.
Intuitively, unconventional singlet pairing can be in-
troduced by two-body interactions with higher-partial-
wave symmetries (e.g., d-wave ones [25]), the realization
of which near Feshbach resonances has, however, encoun-
tered great difficulties. This is because the severe atomic
loss prohibits the many-body equilibration in a reason-
ably long time scale. An alternative scheme is based
on engineering mixed on- and off-site interactions [26–
29]. By introducing background bosonic molecules with
macroscopic occupation in the ground state, the mixed
pairing can be obtained by coupling two atoms to one
molecule. In these schemes, the on-site and off-site pair-
ing arise by loading atoms or molecules into a state-
dependent optical lattice. However, their strengths are si-
multaneously determined by the atom-molecule coupling,
and can not be independently controlled.
In order to generate independently tunable mixed pair-
ing, we propose a scheme based on Floquet engineering
[30–48] in this paper. Floquet engineering has proven to
be a versatile method for realizing a variety of unconven-
tional effective Hamiltonians with tunable parameters,
for instance, correlated tunneling [42, 49], spin-exchange
interaction [50, 51], and artificial gauge fields [52, 53].
Here we report that, by introducing periodical driving
external fields, the strengths of mixed pairing can be con-
trolled. This makes it possible to individually tune the
on- and off-site pairing strengths, thus potentially syn-
thesizing MZMs with various spatial configurations.
The paper is organized as follows. In Sec.II, we de-
scribe the general model for tunable on- and off-site pair-
ing based on the driving field. Then in Sec.III, we present
the applications of the tunable interaction in single-layer
and bilayer systems, showing the engineering of edge and
corner MZMs. In Sec.IV, the experimental realization of
our proposal is discussed. In Sec.V, we summarize the
paper.
2FIG. 1. Illustration of the interaction between the bosonic
molecule state b and spin-↑↓ fermions: the on-site one (U0),
and the off-site one (U1).
II. MODEL HAMILTONIAN
We consider ultracold Fermi gases loaded in a two-
dimensional (2D) optical lattice. The atomic interaction
is controlled via Feshbach resonances. It describes atomic
Fermi gases in which two fermionic atoms (open channel)
are coupled to a bosonic molecular state (closed chan-
nel). In our proposal, the fermions and bosonic states
are confined in lattice potentials VF (r) = VF [sin
2(kLx)+
sin2(kLy)] and VB(r) = VB [sin
2(kLx) + sin
2(kLy)], with
kL = π/a and a being the lattice constant. The inter-
action Hamiltonian can be determined by a two-channel
model [22], which is formulated as
Hint = g
∫
drψ†B(r)ψ↑(r)ψ↓(r) + H.c. (1)
Here ψσ and ψB are operators for fermions of spin-σ and
bosonic states, respectively. g is the bare interaction
strength in free space, and H.c. stands for the Hermi-
tian conjugation.
We use the tight-binding approximation (TBA) to
study the system. The interaction Hamiltonian is ex-
panded in terms of Wannier wave functions W (r) and
WB(r),
Hint =
∑
j,l
U0b
†
jcj↑cj↓ +
U1
2
(b†j + b
†
j+el
)cj↑cj+el,↓ +H.c.
(2)
where cσ and b are operators of fermions and bosonic
states, respectively. We write the site index as j =
(jx, jy) and el=x,y denotes the unit vectors of the primi-
tive cell for fermions. The interaction strengths are given
by 

U0 = g
∫
drW ∗B(r)W (r)W (r)
U1 = 2g
∫
drW ∗B(r)W (r)W (r + a)
. (3)
In Hamiltonian (2), we have accounted for the off-
site pairing, as shown in FIG. 1. Generally, U1 is much
smaller than U0 (see FIG. 2(a)). Hence the on-site pair-
ing is dominant, and the off-site one can be totally ne-
glected and does not bring in interesting physics. One
FIG. 2. (a) The ratio of bare interaction strengths |U0/U1|
as functions of the fermionic lattice trap depth VF . (b) The
ratio of effective interaction strengths |ηU0/U1| as functions
of Γ/ωdr for various VF . The bosonic lattice trap depth VB =
2VF [54, 55]. Here ER = ~
2k2L/2m is the recoil energy of
lattices. Diamonds in (a) correspond to the lines with the
same color in (b).
can design the lattice potential or apply magnetic Fes-
hbach resonances to control the profile of the on- and
off-site interactions. However, from Eq.(3), we know
that both on- and off-site terms are solely determined
by the bare interaction g. It reveals that the magnitude
|U0/U1| is independent of g. However, as shown in pre-
vious works, single-particle terms such as the hopping
magnitude can be modified by Floquet engineering. This
inspires us to search for a possible routine to suppress the
dominant on-site interaction and design independently
tunable mixed pairing.
We introduce a periodical driving term to the Hamil-
tonian (2),
Hint(t) = Hint +Hdr(t) , (4)
where Hdr(t) =
∑
j,σ Vdr(t)c
†
jσcjσ . Vdr(t) is a locally and
periodical driving potential of the form
Vdr(t) = Γ cos(ωdrt) cos(kdrx+ kdry) + νj . (5)
Here Γ is the amplitude of the driving field. νj is the spa-
tially modulated energy offset and can be engineered in a
checkerboard structure νj = (−1)
jx+jyωdr. The parame-
ters ωdr and kdr are determined by the lasers that gener-
ate the driving field. In TBA, we can obtain kdrl = jla
(l = x, y) as long as we adjust kdr to match the lat-
tice vector kL. In order to get a time-dependent effective
Hamiltonian, we make the following rotation transforma-
tion,
U = exp[i
∫ t
ti
Hdr(t
′)dt′] ≡ eiAˆ(t) (6)
with Aˆ(t) =
∑
j,σ A(j, t)c
†
jσcjσ and A(j, t) =
Γ
ωdr
(−1)jx+jy sin(ωdrt) + νjt. In the rotating frame,
Hamiltonian (4) becomes Hint(t) → Hint(t) =
UHint(t)U
† − iU∂tU
†. In this way, the time-dependent
term Hdr(t) can be rotated off.
3Due to the relation A(j + el, t) = −A(j, t), the
U1 term in Eq.(2) is unchanged under the transforma-
tion into the rotating frame of Eq.(6). By contrast,
U0 is replaced by a time-dependent form: U˜0(t) =
U0
∑
n Jn(2Γ/ωdr)e
iφ˜(n,j,t). Here Jn(·) stands for the
Bessel function of the n-th order, and φ˜(n, j, t) =
n(−1)jx+jyωdrt + 2(−1)
jx+jyωdrt. We notice that the
phase φ˜(n, j, t) = 0 only when n = −2, and the Bessel
function obeys J−2(·) = J2(·). By neglecting rapidly os-
cillating terms, the final form of the effective interaction
Hamiltonian is expressed as
Heff =
∑
j
ηU0b
†
jcj↑cj↓ +
U1
2
(b†j + b
†
j+el
)cj↑cj+el,↓ +H.c.
(7)
with η = J2(2Γ/ωdr).
In Hamiltonian (7), the periodical driving potential
Vdr(t) gives rise to a modified magnitude of the on-
site interaction strength U0, while the off-site interaction
strength U1 remains unchanged. As Γ is a fully con-
trollable parameter in real experiments, it offers a feasi-
ble tool to change the ratio between the effective on-site
(ηU0) and off-site interaction (U1) strengths. In FIG.
2(b), we plot the ratio of effective interaction strengths
ηU0/U1 when changing Γ/ωdr. In particular, when we
prepare Γ ≪ ωdr, it leads to η ∼ 0. Therefore, as shown
in FIG. 2, the off-site interaction strength can be domi-
nant over the effective on-site one, even though the bare
strength U0 is much larger than U1.
III. APPLICATIONS
Next, we present two examples, by using the effective
Hamiltonian (7), for realizing specific MZMs with various
spatial configurations.
A. Edge MZM
It is known that the TRI topological superfluid phase
[7] has the following feature: when the off-site pairing
strength U1 exceeds a critical threshold which depends
on U0, the band gap closes and reopens, resulting in a
topological phase transition from the trivial superfluid
phase to a topological nontrivial one. As the strength of
U0 and U1 can be individually controlled, the effective
Hamiltonian (7) is a promising candidate for the TRI
topological superfluid phase. This can be realized if we
simultaneously generate a Rashba-type SOC,
Hsoc = iα
∑
j,ττ ′
(c†jτ [sx]ττ ′cj+eyτ ′−c
†
jτ [sy]ττ ′cj+exτ ′)+H.c.
(8)
where α is the SOC strength, sx,y,z are Pauli matrices in
the spin space, and τ = 1 and 2, respectively, stand for
spin ↑ and ↓. The total Hamiltonian in TBA is expressed
FIG. 3. (a) Phase diagram at zero temperature. topo-SF,
g-SF, and tri-SF stand for topological, gapless, and trivial su-
perfluid phases, respectively. We set U0 = 5.0J , U1 = 0.32J ,
ν0 = 1.0J , and α = 0.5J . (b) BdG spectrum of the lattice
system at (η, n) = (0.06, 1.2). We use the open boundary con-
dition in the x direction with L = 100 and periodical bound-
ary condition in the y direction. The edge modes are marked
by red solid lines. Red lines are two-fold degenerate.
as
H2D = HF +HB +Hsoc +Hint , (9)
where
HF = −
∑
〈ij〉,σ
Jc†iσcjσ −
∑
j,σ
µc†jσcjσ , (10)
HB = −
∑
〈ij〉,σ
JBb
†
i bj −
∑
j,σ
µBb
†
jbj . (11)
Here HF and HB describe the single-particle Hamiltoni-
ans of fermions and bosonic states originating from ki-
netic motion. µ and µB = 2µ− ν0 are the corresponding
chemical potentials, and J and JB are the hopping mag-
nitudes. In µB, ν0 is the bare detuning between the open
and closed channels that is controllable in real experi-
ments, and 2µ is imposed for the sake of number conser-
vation. By making the rotation transformation (see Eq.
(6)), the forms of HF and Hsoc remain unchanged ex-
cept the hopping J and SOC strength α are replaced by
a modified magnitude: J → ηJ and α→ ηα. Therefore,
the total effective Hamiltonian is given by
H2D = ηHF +HB +Heff + ηHsoc . (12)
We use the mean-field approximation by replacing the
bosonic operator bj by bj ≈ 〈bj〉 = B [56]. Accord-
ing to the Bardeen-Cooper-Schrieffer theory, it is easy
to see B characterizes the order parameter for the su-
perfluid phase. The details of the mean-field approach
are presented in Appendix A. FIG. 3(a) shows the phase
diagram in the η-n plane at zero temperature. There ex-
ist three superfluid phases in the diagram. By changing
the filling factor n, the band gap of the trivial super-
fluid phase closes when the chemical potential µ equals
µc1 = E0±E1, transitioning to a gapless superfluid state,
and reopens at µc2 = E0 ± E2, which corresponds to
4FIG. 4. Phase diagram at nonzero temperature T . We set
n = 1.6, U0 = 5.0J , U1 = 0.32J , ν0 = 1.0J , and α = 0.5J .
a topological superfluid region. Here E0 = η
2JU0/U1,
E1 = 2ηα(2 − η
2U0/8U1)
1/2, and E2 = 2ηα(ηU0/U1 −
η2U20 /4U
2
1 )
1/2. Since the system respects the particle-
hole as well as time-reversal symmetries, the topological
superfluid phase supports four-fold degenerate MZMs, as
shown in FIG. 3(b), and they are localized on edges of
the square bulk [7].
For 2D Fermi gases at nonzero temperature, the phase
fluctuations of the order parameters play the essential
role that suppresses superfluidity [57–61]. The system
will undergo a transition to the normal phase when the
temperature exceeds a critical value that is known as
the Berezinskii-Kosterlitz-Thouless transition tempera-
ture [62–64]. In order to investigate the stability of su-
perfluid phases against fluctuations, we plot the phase
diagram at non-zero temperature in Fig. 4. The de-
tailed formulas by accounting for the phase fluctuations
are given in Appendix B. From Fig. 4, we find that all
the superfluid phases, including the topological one, are
robust even though the fluctuations are present. The crit-
ical temperature of superfluid phases (i.e., the boundary
between superfluid phases and the normal gas) slightly
decreases with increasing η.
B. Corner MZM
The previous example focuses on a single-layer system.
In the multilayer one, for simplicity a bilayer lattice sys-
tem, the corner MZMs have been actively investigated
in recent research [9, 10], the most important feature of
which is that their wave function is localized on the cor-
ner of the square lattice. Based on the recent investiga-
tions, the lattice systems that support the corner MZMs
have the following two similarities: (i) The single-particle
Hamiltonian is a topological insulator, for instance, the
quantum spin Hall insulator [65]. (ii) The interacting
Hamiltonian is composed of tunable on-site and off-site
components.
We consider the following bilayer Hamiltonian in com-
pany with SOC,
HBL =
∑
n
[H
(n)
hop +H
(n)
Z +H
(n)
soc ] +HB +Hint , (13)
H
(n)
hop = −
∑
j,l
∑
ττ ′
Jlc
†
jnτ [sz]ττ ′cj+el ,nτ ′ +H.c. (14)
H
(n)
Z =
∑
j,τ,τ ′
m0c
†
jnτ [sz]ττ ′cjnτ ′ −
∑
j,τ
µc†jnτ cjnτ , (15)
HB = −
∑
〈ij〉
JBb
†
i bj −
∑
j
µBb
†
ibj , (16)
H(n)soc = iα
∑
j,τ,τ ′
(c†jnτ [sx]ττ ′cj+ey ,nτ ′
− c†jnτ [sy]ττ ′cj+ex ,nτ ′) + H.c. (17)
Here n = 1, 2 denotes the layer index, and m0 character-
izes the spin imbalance. We can see the nearest-neighbor
hopping of spin-↑↓ atoms hosts opposite signs.
The interacting Hamiltonian in the two-channel model
is given by
Hint =
∑
j,l
[
∑
n
U ′0b
†
jcjn↑cjn↓ + U0b
†
j(cj1↑cj2↓ + cj2↑cj1↓)
+
U1
2
(b†j + b
†
j+el
)(cj1↑cj+el2↓ + cj2↑cj+el1↓)] + H.c.
(18)
Here the U ′0 term stems from the intra-layer interaction,
while the U0 and U1 terms are from the inter-layer one.
We prepare the bosonic molecule states trapped in the
center of two layers of fermions, and thus simultaneously
take the intra- and inter-layer interaction into consid-
eration. We then impose the periodical driving term
Hdr =
∑
j,n,τ V
′
dr(t)c
†
jnτ cjnτ , where V
′
dr(t) is generated by
adding a layer-index-dependent term to Vdr(t) of Eq.(5),
V ′dr(t) = Vdr(t) + (−1)
nω′ . (19)
We repeat the rotation transformation (see Eq.(6)). For
simplicity, we choose ω′ ≈ 1.3ωdr in Eq.(19). Thus in
the rotating frame, the ω′ term has no influence on the
inter-layer interaction in Eq.(18). By contrast, the intra-
layer interaction U ′0 term in Eq.(18) will be rotated off.
After neglecting the rapidly oscillating terms, we obtain
the effective Hamiltonian as
HBL =
∑
n
[ηH
(n)
hop +H
(n)
Z + ηH
(n)
soc ] +HB +Hint , (20)
where
Hint =
∑
j
ηU0b
†
j(cj1↑cj2↓ + cj2↑cj1↓)
+
U1
2
(b†j + b
†
j+el
)(cj1↑cj+el2↓ + cj2↑cj+el1↓) + H.c.
(21)
In Eq. (21) we can obtain the similar conclusion that
on-site inter-layer interaction (ηU0) and the off-site one
(U1) are individually tunable by the driving field.
5FIG. 5. (a) BdG spectrum of the lattice system with the
open boundary condition in both x and y directions. The
inset (the gray region) shows the magnified illustration of the
zero-energy vicinity, in which eight zero-energy states exist in
the center of the band gap. (b) Spatial distribution of one
corner MZM. We calculate a 2D lattice with N = L×L sites
and set L = 30. Other parameters are U0 = 5.0J , U1 = 0.32J ,
µ = 0.0, ν0 = 1.0J , α = 1.0J , η = 0.1, and Jx = −Jy = J .
We repeat the numeric mean-field approach, and show
the results in FIG. 5. The Hamiltonian (20) preserves the
particle-hole symmetry, and remains unchanged if one
exchanges the layer index. Furthermore, it is invariant
under a rotation by an angle 2π along the z axis of spin
space associated with a mirror reflection in real space.
Therefore the BdG spectrum is eight-fold degenerate, as
shown in FIG. 5(a). We plot the spatial distribution of
one zero mode in FIG. 5(b), and clearly see that the
wave function of the zero mode is dramatically localized
on four corners of the square bulk, yielding the emergence
of corner MZMs.
IV. EXPERIMENTAL IMPLEMENTATION
In experiments, the driving field Vdr(t) can be intro-
duced by imprinting two pairs of counter-propagating
lasers on the atoms. One pair drives the transi-
tion from the pseudo-spin states to excited states.
The adiabatic elimination of the excited states gen-
erates a time-dependent ac-Stark shift for the atoms:
Γ cos(ωdrt) cos(kdrx+kdry) with Γ as its magnitude. The
shift exhibits a standing-wave mode. The other pair
creates a time-independent shift Γ′ cos(kdrx + kdry) the
magnitude of which is equal to the driving frequency:
Γ′ = ωdr. When we tune kdr equal to the optical lattice
wavevector kL, the spatial distribution of the Stark shifts
will exhibit a checkerboard structure (−1)jx+jy with re-
spect to the site index j. We remark that by choos-
ing proper excited states, the other levels’ (including the
bosonic molecular states) transitions are far detuned. In
this way, it is attainable that the driving field does not
act on the bosonic molecular states.
The engineering of edge MZMs is readily realized in
current cold-atom techniques, since SOC has been suc-
cessfully realized via Raman protocols [66, 67]. For cor-
ner MZMs, the SOC terms (17) of the two layers have op-
posite sign. This can be realized if the strength of lasers
that generate SOC is designed to be spatially modulated
along the normal direction of the lattice plane, result-
ing in α(z) = α cos(kLz). For engineering the hopping
term (14), we can use the laser-assisted hopping tech-
nique [68, 69] to generate hopping accompanied by a π-
phase difference not only between opposite spins but also
between x and y directions. Thus a spin-dependent hop-
ping can be obtained.
In ultracold Fermi gases, collisional heating from pe-
riodic driving is suppressed due to the Pauli blocking
of atomic collisions at low temperature [70]. Instead,
the absorption of photons from the driving field plays
the key role for the heating effect, in which the heating
rate is proportional to the driving amplitude Γ, however
is independent from the driving frequency ωdr [71]. In
our proposal, we prepare the driving field in the weak
η regime (i.e., Γ ≪ ~ω) to suppress the on-site interac-
tion. Therefore, the heating effect can be reduced in the
rapidly driving limit with a weak amplitude.
V. CONCLUSION
In summary, we present a valid and feasible proposal
for engineering the effective Hamiltonian in company
with tunable interaction based on driven optical lattices.
Our proposal hosts the following two features: (i) the
mixed pairing of the effective Hamiltonian is individually
tunable via the driving fields rather than magnetic Fesh-
bach resonances; and (ii) it can be applied in engineering
MZMs localized in edges (resp. corners) of the 2D lattice
system in the single-layer (resp. bilayer) scheme. There-
fore, the proposal offers a potential candidate for engi-
neering and studying topological superfluids supporting
MZMs in ultracold atoms.
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Appendix A: Mean-field Approach
For Hamiltonian (12), we use the mean-field approxi-
mation by assuming bj ≈ 〈bj〉 = B, and exploit the BdG
transformation
cjσ =
4N∑
ν=1
(uνφ(j),σγν + v
ν
φ(j),σγ
†
ν) , (A1)
where γ’s are the quasi-particle operators, N =
L × L (L is the length of the square bulk), and
φ(j) = jx + (jy − 1)L = 1, · · · , N is the mapped
index for the original 2D lattice’s j-th site. The
6γ’s coefficients uˆν = (u
ν
1↑, · · · , u
ν
N↑, u
ν
1↓, · · · , u
ν
N↓) and
vˆν = (v
ν
1↓, · · · , v
ν
N↓,−v
ν
1↑, · · · ,−v
ν
N↑) satisfy the follow-
ing equations (we denote Ψ = (uˆν , vˆν)
T )
[τz ⊗ (Dˆ − Xˆsx + Yˆ sy) + τx ⊗ Bˆ]Ψ = EνΨ . (A2)
Here Eν gives the BdG spectrum, and τx,y,z are Pauli
matrices in the particle-hole space. Dˆ, Xˆ, Yˆ , and Bˆ
are N × N matrices the elements of which are given as
follows:

Dˆφ(i)φ(j) = −µδij − ηJ(δi−j,ex,y + δj−i,ex,y )
Xˆφ(i)φ(j) = iηα(δi−j,ey − δj−i,ey )
Yˆφ(i)φ(j) = −iηα(δi−j,ex − δj−i,ex)
Bˆφ(i)φ(j) = ηU0Bδij + U1B(δi−j,ex,y + δj−i,ex,y )
.
Here δij is the Kronecker-δ function. The Hamiltonian
(12) of the maintext is thus cast into a quadratic form
H2D =
∑
ν
(Eνγ
†
νγν −
1
2
) + ǫ0 , (A3)
where ǫ0 = (ν0 − 2µ)|B|
2 is the boson’s energy. The
system energy is thereby given by [72]
E = 〈H〉 =
∑
ν
Eν [f(Eν)−
∑
j,σ
|vνφ(j),σ |
2] + ǫ0 , (A4)
where f(·) represents the Fermi distribution at tempera-
ture T . The number equation is then expressed as
n =
∑
ν
〈γ†νγν〉 =
∑
ν,j,σ
|uνφ(j),σ|
2f(Eν) + |v
ν
φ(j),σ |
2f(−Eν) .
(A5)
Here n is the filling factor per site. Under the num-
ber conservation constraint Eq.(A5), we can obtain the
order parameter B and the chemical potential µ by self-
consistently minimizing the system energy Eq. (A4) with
respect to B.
Appendix B: Phase Fluctuations
The partition function of the 2D Fermi gas described
by Hamiltonian (12) is
Z =
∫
Dψ e−Seff[ψ] , (B1)
where β = 1T at temperature T , and the effective action
can be expressed as
Seff[ψ] =
∫
dτdr
∑
σ
ψ∗σ(r, τ)∂τψσ(r, τ) +H2D . (B2)
We use the mean-field approximation of the order param-
eter (see Appendix A) and integrate out the ψσ fields.
Under the basis Ψ(k) = (ψk,↑, ψk,↓, ψ
†
−k,↓,−ψ
†
−k,↑)
T
with k ≡ −i∇, the effective action (B2) is rewritten as
Seff =
∫
dτdr(ǫ0 −
1
2
TrlnG−1) (B3)
where the inverse Green’s function G−1 is expressed as
G−1 = −∂τ −HBdG (B4)
and the BdG Hamiltonian is written as
HBdG =
(
H0(k) B
B† syH
∗
0 (−k)sy
)
. (B5)
Here the single-particle term H0(k) = ξk + ηHsoc with
ξk = ηk
2/2m − µ. ǫ0 =
∑
kσ ξk/2 is introduced due to
the anti-commutation of ψσ fields.
In 2D Fermi gases, the phase fluctuation of the order
parameter plays the essential role in the superfluid phase
transition. It can be introduced by imposing a perturba-
tive phase θ into the order parameter B, i.e., B → Beiθ
[61]. Under the unitary rotation Uˆ = exp(iθ/2) τz⊗I, the
inverse Green’s function is given by the following form
composed by two parts,
G˜−1(θ) = Uˆ †G−1Uˆ = G−1 − Σ(θ) (B6)
The first item is the original θ-independent form Eq.(B4),
while the second term Σ is the θ-dependent self energy
expressed as
Σ(θ) =
( i
2
∂τθ +
η(∇θ)2
8m
)
τz ⊗ I
−
( iη∇2θ
4m
+
iη∇θ · ∇
2m
)
I⊗ I
+
ηα
2
(∂xθ I⊗ sy − ∂yθ I⊗ sx) . (B7)
Correspondingly, the effective action (B3) is given by
Seff = Smf + Sfluc (B8)
with the mean-field term
Smf =
∫
dτdr(ǫ0 −
1
2
TrlnG−1) (B9)
and the fluctuation induced term
Sfluc = −
1
2
∫
dτdrTr ln(1−GΣ) (B10)
≈
1
2
∫
dτdrTr(GΣ +GΣGΣ/2) (B11)
≡
1
2
∫
drdτ [Jxx(∂xθ)
2 + Jyy(∂yθ)
2
+ Jxy∂xθ∂yθ + P (∂τθ)
2 − iA∂τθ] (B12)
The critical temperature Tc of the superfluid phase tran-
sition can be determined by [59, 60, 73]
Tc =
π
2
√
JxxJyy , (B13)
7where Jxx and Jyy can be obtained from Eq.(B12):
Jxx(yy) =
n
4m
+
β
8
∑
k,ζ
(
η2k2x(y)
m2
+ η2α2)f(Eζ)[f(Eζ)− 1] .
(B14)
Here Eζ (ζ = 1 ∼ 4) are the eigenvalues of BdG Hamil-
tonian (B5).
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