Meta-languages are vital to the development and usage of formal systems, and yet the nature of meta-languages and associated notions require clarification. Here we attempt to provide a clear definition of the requirements for a language to be a meta-l&nguage, together with consideration of issues of proof theory, model theory and interpreters for such a language.
Introduction

Why bother with Meta-level Reasoning?
There are two main types of occasion where we need meta-level reasoning. One is where we have one system A wanting to talk about another system B, either because A wants to describe B and reason about it, or because .4 wants to simulate B and use B as part of itself. It might want to have only a partial description of the other system, in order to interact with it. For example, a number of systems may be in conflict, and require a master meta-system to resolve that conflict. The ability to describe the reasoning and inference processes by use of a meta-language is also useful if we wish to formalize the 'process' of inference within logical languages and reason about the truth of statements in a particular language. In these cases, the meta-level comes from the need to describe, reason and specify other systems.
Note that this kind of meta-relationship between the systems is static. Both exist unchanged, with one describing the other. We may even have the case where one system is computing and developing in time and the other system describes the changes of state of the first system. This is also a case of static description, since it is non-interacting and purely descriptive.
Systems, however are dynamic, i.e. they change with time. Once we permit a system to change, we conceptually have a progression of snapshots of the state of the system. Many applications give rise to systems whose evolution depends on their past. An example of particular interest is the executable temporal logic METATEM [1] .
These systems are usually needed when we want to cope with and respond to an open future, and be able to handle unexpected interactions. Such systems would need internal meta-level capabilities. The current part of the system (the "now" part) may need to be able to describe the past part of itself, acting as a static meta-system to its own past. The next step in the future may depend on the current meta-description of the past. We have a need for a language which can be partitioned into layers of sublanguages, each higher layer acting as a meta-language for the lower layer. Without going into details, a self-meta language would be a fixed-point of such a layering process. If this is done for the temporal logic METATEM we will get a language capable of the above dynamic evolution.
In this report we will consider the (possibly bidirectional) link between a language and its meta-language. In order to support this we provide a discussion of views on the definition of a language and a meta-language within this section, and we provide our own view of meta-languages in Section 2. In Section 3, we discuss particular issues of relating such languages.
What are Meta-languages?
A language can be seen abstractly as a set of strings; alternatively it can be seen constructively as a grammar definition. We use the latter for this paper. For a language L, some existing language has to be used to formulate and reason about the syntax and semantics of L. A language that is used to reason about another language is called a meta-language and the language reasoned about is called the object-language.
Malpas [14] provides a perspective on the function of meta-languages for logical languages and makes the connection between meta-languages and definitions of truth.
"A meta-language performs two functions, one analytical, and one prescriptive. The analytic function of the meta-language is to characterise object-language statements by properties such as tautology or contradiction. It also allows the characterisation of object-language language theories, and the object-language itself, by properties such as complete or consistent. "The prescriptive function of the meta-language is to establish the truth value of an object-language statement that is neither a tautology nor a contradiction. "In predicate logic, the simplest construct that can denote a truth value is an atomic formula. An atomic formula is composed of a predicate symbol and some number of terms, none of which is capable of denoting a truth value by itself. When a meta-language statement describes a property of an objectlanguage statement, there is an important syntactic relation between the two: the object language statement acts as a term (i.e., a syntactic object that cannot denote a truth value) in the meta-language statement."
The object-language may be, but need not be, different from the meta-language. Thus, a language can (under certain restrictions-see later) be used to reason about itself. This commonly occurs in English. For example, the sentence John is a name with four letters.
is an example of the use of English as its own meta-language. Note that ambiguities can arise with this type of usage (for example, John is also a red-headed man) and such ambiguities can often be avoided by using quoting, such as, "John" is a name with four letters.
As we will see later, the use of quoting, though enabling the resolution of such ambiguities, causes practical problems in the area of executable logics.
Alternatively, the meta-language may be different from the object-language. For example, if we use English as a meta-language for Propositional Calculus, well-formed formulae (wff) can be defined as follows.
If a and 0 are wff, then a A 0, a V 0, and a =>• 0 are wff.
Here, we can see that English is used to discuss features of the object-language, but furthermore, we see that the Greek letters a and 0 play an interesting role; they are meta-variables. It is intended that when using the meta-language these variables are instantiated with object-level formulae. In this way, it can be seen that a meta-language can be used to discuss the object-language to quantify over elements of the object-language. Note that a and 0 are instantiated with metalanguage representations of object-language formulae, i.e., formulae of Propositional Calculus, described in English.
In this paper, we are particularly concerned with the use of logic languages and meta-languages and their relevance to computing. In computer science, a metaprogram is a program that manipulates other programs, e.g., compilers, debuggers, etc. An interpreter provides a syntactic and semantic description of a programming language.
Before considering specific methods of representing object-level statements at the meta-level, we will look in more detail at the connection between languages, in particular the connection between object-languages and meta-languages. But first, we will review a little of the history of the use of meta-languages in logical and linguistic studies.
Some History
Theories of Truth
Tarski's main motivation for developing a theory of meta-languages was to define the semantical theory of truth [21] , [11] . He developed the famous 'T schema' which is Tarksi suggests that all definitions of truth must be instantiations of the T schema and shows that the statement 5 must be a sentence of the meta-language. Tarski also showed how such an approach could avoid the problems associated with logical paradoxes such as the Liar Paradox. He claimed that the Liar Paradox showed the inconsistency of 'semantically closed languages' and rejects these for this reason (see [11] , [7] for more on semantically closed languages and the T schema). The T schema is a statement in the meta-language, yet the p in the schema is a statement in the object-language. Thus, every sentence of the object-language must occur in the meta-language; also the name of every object-language sentence must occur in the meta-language.
Unfortunately, in his treatment of theories of truth [21] , Tarski does not give a formal definition of the conditions for one language to be considered as the metalanguage of another. He only states informally that "...we assume that the usual rules of definition are observed in the metalanguage."
and says little about the hierarchy of languages that the use of a meta-language creates. The formation of a meta-language depends on the vague notion of one language being "essentially richer" than another. In particular, Haack [11] requires that the meta-language be essentially richer than the object-language. In fact, Tarski states that "For the condition of 'essential richness' of the meta-language proves to be, not only necessary, but sufficient for the construction of a satisfactory definition of truth, i.e., if the meta-language satisfies this condition, the notion of truth can be defined in it." Though Tarski does not give any formal definition of a meta-language in his paper, he does state some interesting points regarding meta-languages. He shows that the notion of truth-in-0 (where O is the object-language) must be given in M (the metalanguage). He also states that M must contain O or translations of all sentences of O as part, plus the means to refer to expressions of O. So from this perspective, the meta-language must also contain the same expressions that O has, with the same interpretations.
Though not giving a general definition of constraints that must be placed on a meta-language, Tarski gives a procedure for producing a meta-language, M, for a specific object-language, O, and for producing the notion of 'true-in-O'. The steps he gives are as follows. 
Axioms in the Meta-Language
In the collection of papers published as [22] , Tarski again gives descriptions of the constraints that he argues must be satisfied in a language for it to be considered as a meta-language. He states that "The names of the expressions of the first language (O) and of the relations between them, belong to the second language, the meta-language (M, which may contain O as a part). The description of these expressions, definition of the complicated concepts, especially of those connected with a deductive theory is the task of the second theory, which we shall call the meta-theory."
Thus, he suggests that not only should a meta-language contain every name in the object-language and a translation of every expression of the object-language, but it must also contain a theory representing the "structural-descriptive concepts consistent with our intuitions". Taxski devises a set of axioms that can be added on to a general (logical) language to enable that language to be a meta-language for another general language. Thus, given a semantics for the two languages, the set of 'true' statements of the meta-language is restricted semantically through the addition of this theory. The axioms he gives basically define a unique naming function so that all operators, terms and expressions in the object-language have a unique representation in the meta-language. Thus, the syntactic structure of the elements of the object-language are preserved as are the syntactic categories that such expressions belong to. An example of one of Tarski Here, x, y, z and t represent objects in the meta-language that are names of expressions in the object-language. Note also that the concatenation operator, '"', is used for constructing expressions.
Quantification and Quoting
The obvious replacement for the T schema is the axiom
where trueo is the predicate true-in-0 [11] . Tarksi rejects such a form as he believes that quantifying into quotation marks is meaningless. For example, he (and later, Quine [18] ) believes that Snow is white is no more a part of "Snow is white"
than "rat" is a part of "Socrates". Such quantification might be acceptable if the quoting mechanism was to be represented as a function, but Tarski has fundamental objections to such a scheme. Quine introduced such a quotation function and called the mechanism 'quasi-quotation', as the quantification allowed inside such quotes is restricted. Belnap and Grover [3] develop such quoting further and give a comprehensive treatment of the meaning of quantifying within quotes. They also consider the structure of a meta-language and, during their description of quoting mechanisms, look at the cases where 1. the meta-language (Mi) is disjoint from the object language (Oi) 2. the meta-language (Mj) is overlaps the object language (Oj) 3. the meta-language (M3) contains the object language (O3) Unfortunately, they do not give a formal definition of a meta-language, they just give examples and statements suggesting what should be in a meta-language. For example, they suggest that "M2 has at least • truth functions (ordinary English phrases interpreted in the 'classical' way)
• some grammatical and semantic predicates (which ones will be obvious from the illustration) • identity ('='). We also let M? have a modicum of set theory."
They then give examples of object-languages and meta-languages and state the following.
"How to handle additional grammatical and semantic features should be clear even to the meanest intellect."
Curry [6] gives a further description of meta-languages in logical systems and also motivates the use of Quine's quasi-quotes [18] in that he says that we require statements such as "a A b" is the name of "a" and "6" yet, without being able to quantify into quotes, this statement might just as well be taken as "a A b" is the name of "p" and u q"
Curry also develops definitions for 'syntactical' metatheories. Suppose we have a theory T concerning a language L, then T is said to be syntactical (relative to L) just when the statements of T refer only to the 'syntax' of L, that is, the structure of its expressions as strings of symbols. Curry also describes what elements he thinks a meta-language must contain, but again gives no formal definition. If M is a metalanguage for L, then, he says, M must contain
• names of the expressions of L and ways of stating the syntactical relationships between them, • names of the categories of objects in L.
Note that the syntactical relationships between names of expressions in L are given in a meta-theory. Thus, syntactical constraints on the object-language, L, are given by semantic constraints on the meta-language, M.
A Formal View of Languages and Meta-languages
Some Definitions
Languages can be denned in many different ways. For example, we could define a language as the set of strings that are the elements of that language. A more constructive approach is to define a language by using a grammar, i.e. a basic set of atomic symbols together with rules for generating syntactic objects from other syntactic categories. This is the style of definition for languages that we will use, though we will, at times, refer to the 'set of strings' representation. DEFINITION 2.1 A Language is a 4-tuple of the form
where S is a set of sortnames, T is an 5-indexed family of sets of terms (this can be seen as defining the terms that are in each sort), C is an (5* x 5)-indexed family of sets of combinators (the combinators are effectively 'rules of production' for the sorts, showing how each term in any set in T has been constructed), So is a set of distinguished sortnames representing the 'identified' sorts of the grammar.
Note that later we may want to extend this definition to be a 5-tuple incorporating another element, E, which is a family of equations over T. This family effectively generates equivalence classes over the terms of the language and can be seen as extending the language definition to incorporate an equational theory. We now move on to the concept of one language containing names for all the statements in another language. We first require the definition for a naming function. DEFINITION 2.2 A naming function (or quoting function) for a language Ly in another language Li is a one-to-one mapping from terms in Li to terms in Li.
Examples of naming relations include Godel Numbers, which are used to produce a natural number representation of statements in First-Order Logic, and the application of quotes in English, where a quoted statement can be manipulated as if it were a simple term. DEFINITION 2.3 We say that a language L is named in another language M if and only if there is a naming function for L in M, i.e., there is a function, v, of the form Again, First-Order Logic can be named in the language of natural numbers (through Godel Numbering). DEFINITION 2.4 A language, M is a candidate for a meta-language for a language L, if and only if: A meta-language, M, for an object-language, L, is a language such that 1. M is a candidate for a meta-language for L, and, 2. the naming function in M is compositional with respect to the elements of L, i.e. there is a function a such that V/,ai,...,a n €L. a(j/(/) f J/(a 1 ),...,i/(a n )) = v{f(a u .. .,0^)
Note that the a function is a meta-language mechanism for applying function names to arguments. The use of such a function could be avoided if v was forced to map functions in the object-language to functions in the meta-language, i.e., i/(/) would be a true function rather than the name of a function. In this case, the above condition would reduce to
Proof Theory and Model Theory for Object Languages
The definition of a language, given above, does not include issues of proof theory for that language. In this framework, such issues are supported at the meta-level. For example to obtain classical logic for a propositional object-language, we can represent in the meta-language some form of classical proof mechanism, such as Hilbert axioms, by axiomatizing the required proof theory in the meta-language. In this way, we can support different logics. Using a propositional language composed of atoms and the set of logical symbols {A, ^-} in the usual way, we can encode intuitionistic logic proof theory by the following meta-language axioms, where quantification is over formulae, which is an object-language distinguished sort:
and, we can encode classical propositional logic by adding the following extra metalanguage axiom:
To obtain model theory for a language, we require a separate language with which to represent models. Using this language, we can encode within the meta-language a proof theory for Boolean algebra. Furthermore, we can use the encoding of Boolean algebra as a semantic language for the encoding of classical propositional logic. A model is then based on an appropriate assignment of semantic language terms to object language terms. Correctness results for classical propositional logic are then statements in the meta-language that express certain equivalences between the proof theory of the object language and the proof theory of the semantic language.
In this way, we can use the meta-language to encode a variety of semantics for any particular encoded logic. For example for intuitionistic propositional logic, we can define semantics in terms of Kripke trees, and in terms of Heyting algebra.
We can also collapse a semantic language into the meta-language. For example, we can collapse a fragment of the above semantics for classical propositional logic that comprises of the set Tbooi = {T,-L}. This fragment can then be used to make meta-statements such as the following:
truth-value(fc'(p A q)) = T if truth-value(i/(p)) = T and truth-value(f(g)) = T
Such a collapsing allows the use of the object-language statement as a meta-statement without the need for quoting.
Summary
In Section 2, we have provided a definition of a language, and of a meta-language for a language. We have also argued that the proof theory for a formal system is essentially an axiomatisation of that proof theory in the meta-language. Finally we have argued that the semantics for a formal system can be captured by relating the statements of the object language to statements of another language, the semantic language, via the meta-language.
Relating Languages
Given two languages, L and M, the minimal requirement for M to be considered as a meta-language for L is that the sentences of L can be named in M. This minimal requirement allows us to specify, for example, both an interpreter for L in M, and a semantics for L in M.
As there seems to be some confusion on this point, we will first look at the following questions before giving more formal definitions.
• What is an interpreter?
• What is a semantics?
What is an Interpreter?
Given a language, L, an interpreter is simply some function 1 (or set of functions) that is specified in the meta-language M of L, and captures the required proof theory of some formal system. Hence given a subset of the set of strings of the language L, further strings of L can be generated according to the equivalence classes of the strings in the language.
For example, if we take the language Lisp as a meta-language for some executable logic, then we can define some function, say exec as follows (define (exec f) (let ( (g (convert-to-dnf f)) ) (cond ( (is-prop g) (print "proposition is true: " f) ) ( (is-disjunction g) (or (exec (get-left g)) (exec (get-right g))) ) .... and 30 on Here the 'formula' f is a meta-language representation of a particular formula in the object language.
Similarly, an exec predicate can be defined in some executable logic if we use this as a meta-language for L:
Note that there is no direct link between the meta-language description of the interpreter and the actual sentences of the object-language other than the fact that representations of such sentences are used as arguments to the meta-level predicate exec. In the first example, the effect of the interpreter is simply to output various strings when interpreting statements in the object language, whereas in the second example the truth of the predicates exec and is_true is all that is effected by the interpretation process.
As we will see later, it is often desirable to link the operations and statements carried out at the meta-level to some statements in the object-level. This involves the use of unking or comprehension statements, for example is_true(p) <=> p This is a statement in the meta-language that directly links a sentence in the metalanguage to one in the object-language. Such statements usually only make sense when the object-language and meta-language are closely related. If they are both logics, then we can say that the truth of a statement at the object-level can be directly affected by the truth of a different statement at the meta-level. Such statements are often termed reflection principles [8] , [24] , [4] , [20] .
Finally, note that though we might have defined some interpreter function, such as exec, it may not even have any effect in the meta-language unless we call the interpreter explicitly, i.e., by evaluating
where Q is some representation of an object-level statement.
What is a Semantics?
For a language, L, a semantics is simply a description of the meaning of sentences in L given in a particular meta-language, and so constitutes part of the theory of the language. Such a semantics is equivalent to the definition of an interpreter given above and, in fact, an interpreter can be seen as a version of the operational semantics of the object language.
Thus, when we give semantics of logical formula, such as
M. |= (p A ip if and only if M |= <p and M \= ip
we are actually (recursively) defining some function, say sat, representing the satisfaction relation. For example, if the meta-language used was English (as above), we could define sat by sat(M,phi and psi) if and only if sat(M,phi) and sat(H,psi)
Again, 'phi and psi' is a meta-language representation of the object-language statement ip A Tp. As in the interpreter examples given above, the effect of this semantic function is confined to the meta-language and will remain so unless we link the meta-language definition of sat explicitly to some sentences in the object-language, again by using comprehension statements.
Languages for Comprehension Statements
Note that in both the interpreter and semantics cases, the comprehension statements have to be specified in some common language. If the languages L and M intersect, then it may be possible to specify such statements in the intersection, otherwise the statements must be made in some language that is a superset of both L and M.
As an example of the use of comprehension (or reflection) axioms, consider the amalgamated system described in [4] . Here, the naming of terms in the objectlanguage L is carried out by quoting. Thus, if t is a term in L, then t is a term in M, the meta-language. They define a predicate demo that represents the interpreter for logical formulae and give comprehension rules such as
Note that the rules are given using a logical meta-language that is a superset of both M and L. If L and M are the same language, then many levels of meta-language interaction can be linked. For example,
\~i demo(C, demo(A, B)) C \-L demo(A, B)
Thus, we can easily generate an arbitrary number of meta-levels in a system where L = M. Thus, we have stated that though the minimal requirement for one language to be considered as a meta-language of another is the ability of the meta-language to name the terms of the object language, an ability to relate the two languages together is also useful. That the meta-language, M, must describe (consistently) the semantics of the object-language L is not essential, though it is obviously desirable. As long as M can describe at least some of the features of the object-language then M can be described as a meta-language.
Summary
We looked at languages, L, which had a naming in a meta-language M. We found that we needed some statements in the meta-language to make sure that the syntacticstructure of the object-language is preserved in the named terms in the meta-language.
We found that such statements in the meta-language effectively gave a semantics for terms in L. Such a semantics is minimal in that it says that two terms are semantically equivalent if they are syntactically equivalent. However, we may (will, probably) want to make 'better' semantics that refine semantic equivalence to encompass more than syntactic equivalence. For example, consider the two object-language terms '1 + 2' and '3' and consider a naming function on object-language terms, u, that maps these terms as follows object-language term 1 + 2 3 mapping via V Kl + 2)
»(3)
meta-language term one-plus-two three Thus, we can induce a more refined semantics for the object-language by giving the meta-language statement one-plus-two = three.
This can alternatively be seen as an extra equational theory added to the definition of the object-language, i.e., where the term '1 + 2' is equated with '3'. Thus, we can either see a semantics as a statement in the meta-language referring to the names of object-language terms, or we can interpret a semantics as an equational theory added on to the object-language definition.
The Representation of Terms
To be able to explicitly manipulate the elements of the object language, we need to be able to use the names of object-level entities in sentences of the meta-language. From the work of Frege, and more recently Perlis [16] , a method for achieving this is to quote object-level expressions to generate a name for the sequence of symbols representing the expression. Thus, the name of the object o is the symbol "a". So, if we wish to say something about the symbol representing a, rather than about a itself, we would use "a". For example,
The example used by Genesereth and Nilsson [10] is
meaning that John is large, but John's name is small. When developing a meta-language of any kind (whether for a logical description, or as a meta-interpreter 2 ) there are a variety of ways of representing terms of the object language in the meta-language.
The simplest (conceptually) method for achieving this is to represent all object language terms as ground terms in the meta-language. This is called the Ground Representation [12] .
4-1 Ground Representation
In this approach, all terms (whether ground or not) in the object-language are represented as ground terms in the meta-language, i.e.,
• each constant or variable of the object-language is represented by a unique constant of the meta-language, • each n-ary function, n-ary predicate or n-ary connective of the object language is represented by a unique n-ary function of the meta-language.
W« will oft«n UM th« tartn muta*interpreter r&ther th*n m* to-circular intrrprttsr, «v*n though fcny interprvtar is * m*t&-int*rpr«t«r [13] .
Though this approach is simple, it is problematic when an interpreter for the objectlanguage is to be constructed using the meta-language. As object-level variables are represented as meta-level constants, we cannot utilize the mechanisms for coping with variables provided at the meta-level for resolving object-level terms. For example, meta-level unification cannot be used to unify object-level terms as these have been represented as meta-level constants.
Using an example from Prolog, if we have ground representation for object-level terms, then we might have Prolog clauses of the form:
clause("P"(V) ":-" "Q"("x")). demo(true). demo C^) (a)"). demo(y) :-clause("y" ":-" V), demo(z) .
Here, we cannot satisfactorily compute demo ("P (a)") as the quoted terms are effectively meta-level constants; the meta-level system only sees the clauses clause(A(c) ":-demo(true). demo(d). demo(y) :-clause(e ":-" f), demo(z). Thus, in order to implement an interpreter for the object-language in the metalanguage, the mechanisms for dealing with non-ground terms must be re-coded in the meta-language. For example, unification for object-level terms has to be reimplemented in the meta-language. This is obviously inefficient and also makes the interpreter description much more cumbersome.
In an attempt to avoid this inefficiency, a non-ground representation for terms can be used.
4-2 Non-Ground Representation
Rather than use a ground representation, where object-level variables are represented as meta-level constants, we now consider the representation of object-level variables as meta-level variables. This allows the object-level terms to be dealt with using the inference mechanisms already available in the meta-level.
There are two varieties of non-ground representation, namely quoted and typed.
Quoted Representation
A quoted representation of object-level terms uses the quoting mechanism described earlier. This produces a meta-level constant from an object level term and would seem, at first sight, to only be capable of producing a ground representation. However, Perlis [16] shows how terms can be partially quoted, thus preserving certain variables within the term. For example, is a partially quoted term. Here u q(x)" is a new meta-level term, s(a), where s is a new meta-level function symbol and a is a new meta-level constant. However, though "r" is a new meta-level function symbol, say t, y is still a variable symbol. Thus the meta-level term becomes
p(s(a), t(y))
This allows meta-level unification to be carried out on object-level variables as, in the case of y above, such variables can be treated as meta-level variables. By appropriate nesting of quotes and by the insertion of unquoted variables within quoted expressions, we develop a meta-language suitable for describing most practical aspects of meta-reasoning. (Again, see [10] for more examples and theoretical limitations of such an approach. Note that the quoting of expressions is used in many functional programming languages, for example Scheme [19] .)
Typed Representation
In a typed representation, object-level variables are represented directly as variables in the meta-level. However, all variables are typed. Consequently, variables of type O (object-level) can range over object-level terms, whereas variables of type M (metalevel) can range over meta-level terms. Thus, the meta-level unification procedures can safely be used on object-level variables as the unification will be restricted by the type of the variable being unified.
This typing of levels of variables can (though not always -see [12] ) lead to the use of higher-order logics.
When any non-ground representation is used, simple meta-interpreters can be described, such as the following example in Prolog.
is_true(true) .
is_true(Y) :-clau3e(implies(X,Y)), is.true(X)
Since such interpreters utilize the meta-level mechanisms for dealing with variables, procedures such as unification need not be duplicated.
However, the price for this extra flexibility comes with the possibility of defining comprehension axioms.
4-3 Technical Problems with Comprehension Axioms
Frege introduced the first quantificational logic at the beginning of the 20th Century. In this he used certain comprehension axioms, such as is.true(c, "P") <* P(c).
Russell showed that such axioms cause Frege's system to be inconsistent. For example, if we define P by P(x) «• ->is_true(x, i) and instantiate i with "F", then the system is inconsistent.
If we don't allow such axioms, there are no problems with the 'quoting' approach. However, it is often necessary to 'reflect' from meta-level statements to object-level statements and, in this case, the comprehension axioms are very useful. Russell found a way round the inconsistencies of Frege's system by introducing a 'typed' system (effectively a higher-order logic). Since that time, many researchers have used higherorder logics to enable object-level and meta-level statements to be used together (this is the method used when a typed representation is used).
Perlis [16] showed that Frege's comprehension axioms could be used and Russell's paradox avoided without recourse to higher-order logic. He described a meta-level reasoning system where the object and meta-level languages were the same (i.e., predicate calculus). Though he is forced to use an intuitionistic interpretation, his system shows how meta-languages and object languages can be described using the same language. Note that, as an alternative to Perlis' approach, Priest [17] showed how such results could be achieved by the use of paraconsistent logics.
Categorization of Meta-level Architectures
Van Harmelen [23] categorizes various forms of meta-level architecture. One of his axes of categorization is the level at which the majority of the activity of the system takes place. This ranges from object-level (i.e., systems where the activity takes place mainly at the object-level) to meta-level (i.e., systems where the activity takes place mainly at the meta-level).
Orthogonal to this categorization is the type of linguistic relation between levels in the meta-level system. This category consists of monolingual, bilingual and amalgamated systems.
In monolingual systems, the object language L and the meta-language M are the same language, and no syntactic distinction is made between object-level and metalevel expressions.
In bilingual systems, the meta-language is different from the object language (in fact it is often a different type of language from the object language). The languages are related via a naming convention which translates objects of L into terms (possibly variable-free -see [12] ) of M.
In amalgamated systems, L and M are the same language, but a naming convention is used to separate the subsets of the language. Associated with each object-level term is a meta-level term (usually variable-free), representing the name of the object-level term.
6 Meta-level Reasoning in METATEM We have seen from the discussion that in general terms, a meta-language is a language that is used to reason about another language, the object language. The (names of the) terms, sorts and constructors of the object language (or a subset of it) constitute terms in the meta-language. If the meta-language is a programming language, then the terms, sorts and constructors of the object language are the data for the programs.
Within the logic programming field, meta-level reasoning is of importance in interpreters, debuggers, loop checkers, etc. Effectively, meta-level reasoning provides a way of manipulating a program during the course of its execution. In particular, it provides an opportunity to extend the object language with the portion of the metalanguage that deals with object-level provability relation. For logic programming, this was first explored by Bowen and Kowalski [4] .
From a practical view-point, the utilisation of a meta-level in a programing language, including METATEM, allows the separation of the programming specification -represented at the object-level -from the control specification -represented at the meta-level. This access to the control specification via Meta Level makes it possible to write various useful programming tools such as compilers, interpreters and debuggers within a logical framework. It also enables loop checking and execution selection strategies to be explicitly expressed in the logic rather than having to use a separate 'control language'.
Using a logic for a meta-level for tools such as interpreters and debuggers allows us to prove properties of these tools. Such tools potentially complement other model building, model checking and theorem proving techniques. This, together with formal partial evaluation techniques also opens up the possibility of rigorously addressing the problems of comptuational efficiency in meta-level reasoning by formal partial evaluation techniques.
Finally, the language used in METATEM needs to be of a type appropriate to its usage in the application of METATEM systems. One possibility developed is a logic called FML* based on quotes [9] . This approach corresponds to the ground representation described in [12] . An alternative approach based on a typed representation [12] for the meta language with the variables partitioned into two sorts, representing object level and meta level terms respectively. Here the system can be seen either as monolingual or amalgamated. This approach follows Perns' work, but differs slightly, by using implicit, rather than explicit, quoting. For details and examples of its use see [1] . The system can be seen either as monolingual or amalgamated. This approach follows Perns' work, but differs slightly by using implicit, rather than explicit, quoting.
Research in this direction is continuing with the goal of harnassing the power of Meta level approach for the Temporal reasoning using METATEM.
