It was shown by Gillespie [1974. Am. Nat. 108, 145-151], that if two genotypes produce the same average number of offspring on but have a different variance associated within each generation, the genotype with a lower variance will have a higher effective fitness. Specifically, the effective fitness is we = w-a2/N, where w is the mean fitness, a-' is the variance in offspring number, and N is the total population size. The model also predicts that if a strategy has a higher arithmetic mean fitness and a higher variance than the competitor, the outcome of selection will depend on the population size (with larger population sizes favoring the highvariance, high-mean genotype). This suggests that for metapopulations with large numbers of (relatively) small demes, a strategy with lower variance and lower mean may be favored if the migration rate is low while higher migration rates (consistent with a larger effective population size) favor the opposite strategy. Individual-based simulation confirms that this is indeed the case for an island model of migration, though the effect of migration differs greatly depending on whether migration precedes or follows selection. It is noted in the appendix that while Gillespie [1974. Am. Nat. 108, 145-151] does seem to be heuristically accurate, it is not clear that the definition of effective fitness follows from his derivation.
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Introduction: Intra and intergeneration variance
The reproductive strategies of various organisms generally fall under two broad categories: semelparity and iteroparity. Semelparous organisms (for example, annual plants) make a single large reproductive effort, usually at the end of their lives, while iteroparous organisms (e.g. perennials) spread their reproduction out over several clutches or seasons, with no particular requirement for equal reproductive success in any season.
The evolution of semelparity and iteroparity are often addressed in terms of life history trade-offs and reproductive effort optimization (Charnov and Schaffer, 1973; Schaffer, 1974) , but another main factor in assessing the relative successes of these strategies lies in the variance in offspring number and the intrinsic "risk spreading" and "bet-hedging" nature of iteroparity (Stearns and Crandall, 1981; Stearns, 2000) . Assuming all else is equal (namely trade-offs between survival and reproduction are such that the semelparous and iteroparous strategies being compared give the same net reproductive output), it can be shown that iteroparity can nevertheless remain the favored strategy because multiple reproductive strategies can be said to "spread the risk" and "hedge the player's bets." What this means intuitively is that the semelparous organism plays a strategy of "all or nothing" in its reproductive effort while the iteroparous organism, in the fashion of a gambler, staggers its risk over multiple smaller efforts.
The difference in the two strategies lie in the expected variance in surviving offspring. If a genotype i produces ki clutches of n i offspring, where each clutch survives or fails as a whole with probability/{i (a reasonable assumption for bird's nests suffering from predation or seed crops which survive or fail as a whole due to the vagaries of rain or drought), the mean and variance in fitness are:
(1) a 7 = Var(xi) = n'ikirci (1 -rci) .
(2)
For a semelparous organism, k = 1, while for an iteroparous organism that produces the same total number of offspring over its lifetime, k > 1 and the number of offspring per clutch n is generally less than that of the semelparous strategy. As a result, the variance of the iteroparous strategy will be much lower than for its semelparous counterpart. For example, a semelparous organism that has one clutch of 10 offspring which survive or fail with probability 0.1 has a variance o .2 = 9, while an iteroparous organism producing 10 clutches with a single offspring over the course of its life, each with a survival probability of 0.1, has a variance of 0.9 (the mean for both is 1). Over the entire population, the effect is more pronounced when the high-variance genotypes are few in number, because the variance in the sample mean is inversely proportional to the sample size (i.e. extinction due to stochastic fluctuation is more likely when the strategy with greater fluctuation is at a low initial frequency).
The higher expected net profit associated with bet-hedging has long been appreciated by gamblers and investors, who prefer to place multiple small increment r Wg ~' 14' exp IFor sufficiently small expansion of 1/w 2. bets rather than a single large one in order to gain a higher reward. The use of the geometric mean to measure the gain in expected wealth under these competing scenarios, and the subsequent demonstration that spreading one's wealth yields higher net profit, was first formally proposed by Bernoulli (1738) and has since become a standard model for diversified portfolio building in finance (e.g. Keown et al., 2001) , and as an explanation for why heterogeneous assemblages of organisms tend to be more robust to environmental perturbation than homogeneous assemblages (Tilman et al., 1997) .
The extension of these results to evolutionary biology is quite obvious (Stearns, 2000) because biological lineages, like investments, grow or contract geometrically rather than additively. If there is a single lineage with relatively few representatives, the effects of a low reproductive output have a much stronger effect than those generations where a large number of offspring are produced, in that a single generation of zero offspring can kill off a lineage in spite of past successes.
It is therefore desirable to have a measure of fitness which reflects the effects of the second as well as the first moment, because the arithmetic mean fitness alone is not an adequate predictor for which strategy is more likely to become fixed. It has been shown (Haldane and Jayakar, 1963; Gillespie, 1973 Gillespie, , 1977 that for a stochastic environment, the geometric mean (or at least the first two terms of a Taylor expansion corresponding to the above) is an accurate measure of fitness and a predictor of fixation probability, unlike the arithmetic mean.
The geometric mean Wg = (Hi~I wi) l/n, which has the desired property Wg'<W when 0 < a 2. There is a convenient approximation for the geometric mean in terms of arithmetic mean and variance, i.e.
]
0.2 ~-w-2~--z <~w" w, this can be approximated as Wg _~ 14, -a2/2 via a geometric However, internal stochasticity in number of offspring (within generation variance in fitness) is not equivalent to stochasticity in offspring survival due to environmental fluctuation (between generation variance in fitness). In the case of offspring number variance within a generation, the selection and drift terms differ from those derived for stochastic selection. It was shown by Gillespie (1974) that the effective fitness is a function of population size N, i.e. the effective fitness of genotype i is we,i = wi -~/N. Not only is fitness decreased as a result of high variance in offspring number, but the effect is more pronounced for small populations than for large ones (which is more or less consistent with our intuition about the effects of variance, given that a lineages are more likely to become extinct due to offspring number when there are fewer of them). While certain parts of his derivation are questionable and unclear (see appendix), this measure of effective fitness seems to predict evolutionary dynamics that are confirmed below by individual-based simulations.
The effects of population size has a number of potentially interesting implications for selection on variance in metapopuhitions. Given two strategies, one a highmean, high-variance strategy and the other a lower-mean, lower-variance strategy The mean fitness values are equal (wl = w2 = 1) while a~ = 0.9 and cr~ = 9. The effective fitness is here shown as a function of population size (the low-variance strategy is always more fit, though the fitness values converge asymptotically at large N). (b) As above, only the high-variance strategy also has a higher mean fitness (w2 = 1, wj = 0.9).
(i.e. wl < w2, o-~ < a2) there will be some critical population size (see Fig. 1 ) at which the effective fitnesses are equal, so that below the critical value the lower-variance strategy is more likely to become fixed, while above it the higher-mean strategy is more likely to go to fixation. This critical value (which only exists when the highvariance strategy is also the higher-mean strategy) is P~ = (o.~ -o.~)/(wl -w2). Gillespie (1974) derived the Kolmogorov backward equation for haploid genotypes with variance in offspring number, where wi = 1 +/2i
Single deme dynamics
(again, see the appendix for issues relating to its derivation). The selection and diffusion terms are the coefficients of the first and second partials, respectively,
V(p) _p(l__-P) ((1 -p)o~ +m~).
N
The only contribution to the diffusion term V(p) comes from the variances in offspring number, genetic drift proper due to binomial sampling of alleles in a finite population is not incorporated into (3).
It follows from the solutions to the Kolmogorov backward equations (e.g. Kimura, 1964) that the probability of fixation of a genotype with initial frequency p and fitness mean/variance/~l, ~r~ is
is independent of population size when #1 =/t2. As Gillespie (1974) noted, this is because the contribution of variance to effective fitness scales inversely with l/N, as does the stochastic component, cancelling the effect of the two terms.
Therefore, U(p) is a constant with respect to population size when the arithmetic mean fitnesses are equal. From (4) one can calculate the fixation probabilities of the low-variance strategy a~ = 0.9 versus ~r~ = 9 (these parameters correspond to kl = 10 clutches of a single offspring versus k2 = 1 clutch of n2 = 10, with survival probabilities of 0.1 per clutch) as a function of initial frequency. These values, shown in Fig. 2 , are the same for any value of N.
In contrast, if the arithmetic means are not equal, population size does have an effect because the fitness differential does not then scale as l/N, i.e. the stochastic sample variance and the strength of selection do not cancel. If the strategy with higher variance has a higher arithmetic mean, the relative fitness values will depend on population size, with the higher-variance strategy being favored in sufficiently large populations.
Consider again the case of wl>w2 (1 versus 0.9) and Ol>O 2 (9 and 0.81), corresponding to competition between a genotype that produces 9 clutches with one offspring versus a single clutch of 10, where both have clutch failure probabilities of 0.1. Fig. 2 . Fixation probabilities of the low-variance strategy are calculated from the Kolmogorov backward equations using numerical integration, here shown as a function of initial allele frequency. The arithmetic mean fitnesses are equal and the fixation probability depends only on initial frequency and the variance, not on population size. The fixation probability of the high-variance strategy (a} = 9, a~ = 0.9) is shown as a function of initial frequency.
The critical population size at which the two strategies have equal fitness (effective neutrality) is N = 82. Fig. 3 plots the fixation probabilities of the strategies for different initial values ofp. In Fig. 3a , both strategies have equal initial frequencies p = 0.5, and it can be seen that the fixation probability is approximately 0.5 when N is just over 80.
In Fig. 3b , the probability of invasion (i.e. ultimate fixation) of a low-variance strategy is shown as a function of population size, i.e. when the initial frequency p = 1/N is shown as a function of population size. The fixation probability is higher for small N for two reasons -the first being higher effective fitness of the lowvariance strategy at N < 82, the second is simply due to initial frequency (1/N) being low for large populations. This interaction between initial frequency and population size acts in the opposite manner for high-mean, high-variance invader (Fig. 3c) . In small populations, when the initial frequency 1/N is larger, high variance is strongly selected again, while at those population sizes where it is favored the initial frequency is significantly smaller. As a result, the invasion probabilities of a high-variance mutant are low throughout except for large populations where selection in the strategy's favor is very strong.
Individual-based simulations: Selection on variance in offspring number in a single deme
The analytical results in the previous section and in Gillespie (1974) are qualitatively consistent with the outcome of individual-based simulations for selection on mean offspring number and variance. The simulations were written in the C programming language and copies of the program code are available from the author upon request.
In every simulation, a certain initial proportion of individuals p in a population of N are chosen to be semelparous, the rest are iteroparous. During the simulated life cycle, every individual produces either on average nl offspring in a single clutch or an average of k2 clutches (in both cases chosen from a Poisson distribution) of single offspring. Every clutch survives or fails as a whole (whether there is a single offspring per clutch or several) with probabilities ~, 1 -~. Those remaining form the pool of surviving offspring from which a sample of N offspring is chosen for the next generation. Selection is "soft" (i.e. Levene, 1953; Wallace, 1968) and population size remains constant across iterations. There is no overlap between generations.
The first set of simulations has equal initial frequencies for both strategies, while in the second set, the entire population (except for one individual) was set to a given strategy in order to investigate the probability of invasion of high-and low-variance genotypes against a background of the opposite strategy. The simulations were run for 1000 generations, sufficiently many so that one strategy is always fixed in the population (because selection is effectively directional or neutral and there is not true frequency dependence, stable coexistence can probably be excluded). In turn, there were 1000 runs of each 1000 generation cycle so that fixation probabilities could be averaged over multiple runs.
Figs. 4a~l plot the fixation probabilities for p = 0.5 as a function of population size. In Fig. 4a , the strategies have equal arithmetic mean fitness (wl = w2 = 1) but different variances (0-2 = 0.9,0_2 = 9). The analytical solutions to the diffusion equations predict that the fixation probability of either strategy is independent of population size. For an initial frequency of 0.5, the low-variance strategy has a fixation probability of approximately 0.8 (Fig. 4a) for a wide range of population sizes, which qualitatively is quite close to the analytical prediction from Eq. (4) of U(0.5) = 0.82. The only anomaly is the slightly higher fixation probabilities for very small population sizes (N < 50), which are probably due to the effects of genetic drift.
In Fig. 4b , the high-variance strategy has a higher arithmetic mean, i.e. (w~ = 0.9, w2 = l) with corresponding variances calculated from the number of clutches and survival probabilities (0-3 = 0.81,0-~ = 9). In a small population the lowervariance strategy has a slightly higher fixation probability given equal initial frequencies, as the effective fitness of the .low-variance strategy is higher in spite of its lower arithmetic mean, while for sufficiently large population sizes (N at 100 or greater) the higher-variance, high-mean strategy has a higher effective fitness and probability of fixation. The probability of invasion by a high-variance (see Fig. 4c ) strategy is invariably low. Unless Wl ~ w2, the fixation probabilities of a mutant with higher variance than the resident genotype will always be very low. The match between Fig. 4c and the corresponding analytical prediction of fixation probability (Fig. 3b) is quite poor for small populations, presumably due to the high probability of losing an unfavorable rare allele through drift. Since the results of every set of simulations were averaged over multiple (1000) trials, the difference is not due to sampling error alone, but to the fact that the diffusion equations and their solutions (Eqs. (3)- (4)) do not include the effects of genetic drift proper, which is a factor in individual-based simulations as it is in nature. This also accounts for the non-constant fixation probabilities of the low-variance strategy in the case where arithmetic means are equal (i.e. Fig. 4a) .
Some of the discrepancy between the individual-based simulations and the analytical results is also due to the fact that the diffusion approximation itself only gives accurate predictions of selection and sampling error dynamics under a restrictive range of parameters. In the case of selection for variance in offspring number, the coefficients associated with the diffusion and drift terms alike are quite high due to the large variances in the number of progeny for one of the strategies. If selection coefficients are very high (of higher order than the variance contributions, or vice versa), the assumptions behind the approximation start to break down because the higher moments in the selection term become significant. The limits to diffusion models due to orders of magnitude in the relevant parameters are discussed in Kimura (1964) and in Ewens (2003) .
Migration: Effective population size in a metapopulation
Because the effective fitness (Eq. (4)) of a strategy depends on population size, factors that influence the number of individuals of a given genotype sampled in each generation can alter the likelihood that a high offspring variance strategy is fixed or lost.
For example, consider a metapopulation (Levins, 1970; Hanski and Gilpin, 1991 ) consisting of D demes, each with N individuals. If there is no migration in the system, then clearly the dynamics are determined by the number of individuals N within each independent deme. If migration rates are high enough so that an individual in any given deme is just as likely to have had a parent in another deme as in its current place of residence, there is effectively a single population of size DN, and one would expect that the genotypes favored in a population of size DN to have the higher probability of fixation. For intermediate migration rates, the evolutionary dynamics should be reflective of an effective population size of somewhere between N and DN. In particular, for a large number of small demes, we would expect that a highvariance, high-mean strategy may be favored given sufficiently high-migration rates, while if migration is low, the low-variance strategy appropriate to a smaller population is more likely to become fixed.
The exact effect of migration will depend on the organism's life cycle (i.e. the order in which reproduction, migration and selection take place). Consider two different life cycles: the first where reproduction and selection occur within each deme prior to migration, the second with reproduction and migration across demes followed by selection.
In the first case, intuition suggests that the population as a whole should behave as a system of D independent demes of size N (i.e. selection favoring the strategy with a higher effective fitness for a population of size N), because the contribution of offspring variance to selection only comes from individuals inside the a deme. All migration does in that case is to average across demes after selection, so the metapopulation as a whole is expected to favor and fix whatever strategy has higher effective fitness in a deme of size N. Migration and mixing across D demes should only reinforce what occurs in the individual demes by eliminating sample variance due to genetic drift proper.
In contrast, if reproduction and migration take place prior to selection, then the offspring variance within of any deme can contribute to any other through migration. Consequently, if each deme sends a proportion m of migrants, there is a migrant pool of mDN individuals that can contribute to any deme, as well as a "resident" pool of (1 -m)N within every deme. This suggests that the contribution of offspring variance in the metapopulation should be that of the mDN migrant pool and the average of (1 -m)N "residents". Consequently, if the migration rate is sufficiently high, then the strategy favored in a population of ~mDN + (1 -m)N (approaching DN for m large) will tend towards fixation.
To understand the dynamics of the first scenario, i.e. a life cycle where reproduction followed by (soft) selection occurs within each deme followed by migration and exchange with the (D -1) remaining demes, the expected change in allele frequency due to selection and migration is calculated as it would be for a single deme, apart from the fact that in each deme one has density (1 -m)X1 + m/(D -1) ~-~J~l Xy rather than X. Therefore, the derivation of the term M(pi) for the frequency of the first strategy in the Ith deme is essentially the same as that for a single deme presented in the appendix, apart from the migration terms. In every deme I there are Xl,, X21 individuals of each strategy, with a fixed population size N = XI~ + )(2l for all L so that P1 = X~,/N.
Each genotype contributes Xj,(t + 1) = Xj,(t)+ ~j,(t) in the next time step, where ~j,(t) = ~j, is a time-independent random variable describing the number of progeny.
The mean and variances of this random variable are calculated by comparing the expected values of Xjl(t -4-l) after migration and selection, where E[Xj,(t + 1)] = (1 -m)Xj,(t) + m/(O -1)~j#tXj~.
There is an additional contribution in the form of a random variable with mean 0 and variance a~ due to variability in offspring number in strategy j, which gives 
M(p) = E[p(t + 1)-p(t)], one obtains e[ ] M(pI'n) = [X~,(t+ 1)+X2,(t+ 1) -Pz(t) [ X,,(t)+~l(t) J = E Xl,(t) + Xz,(t) + ~l(t) + ~2(t) -pl(t) = E[ 1 p, + ~lU ] q--(~ ~ ~--~ ) / X [ -P I ~ E[ ~I(1-pI)-~2plN ~(I*-P')-~P'-f-~I~2(I 2
( m ) = (1 --PI) ((1 --m)lt 1 --m)p I + ~--~-'~ (1 +itl)pj J#I -Pl ((1 -m)p 2 -m)(1 -pl)+~ i- (1 +#2)(1 -pj)
+I((I-pl)(a~((1-m)pI+D--~j~IPJ))
_ + m 1 .
From the above expression for M(Pl), it can be seen that the first part of the selection term, and it can be seen that the effect of population size is independent of migration as such, i.e. the quantity scales as the inverse of deme size N in both cases. If Pl is greater or smaller than in the rest of the population there will be a small local effect. One can think of an "effective population size" with respect to the effect of variance of the first strategy as the value N would have to be in a deme without migration to give the same contribution to the M(p) term as in a multideme model with selection, i.e.
NPz (6)
D1
Nej ((1 -m)pl + b~T ~K~IPK)
It is clear that when m = 0, the effective population size will be Ne = N and if the allele frequencies are the same in every deme, N = N irrespective of the migration rate. Only if there is asymmetry in allele frequencies in different demes does the effective population size differ from the census number. If the average frequency in the metapopulation is some value p, with the Ith deme having p/<p, then from Eq. (6), Ned < N for a non-zero migration rate. The reverse is true for a deme with a lower frequency. Fig. 5a plots effective population size for a range of frequencies and migration rates in any given deme, constrained by mean metapopulation frequency of 0.5.
Note the asymmetry here: while the high-frequency pj deme gives Nej somewhat larger than N, the degree to which the low-frequency deme has a diminished Nej is greater in absolute magnitude than the increase in the high-frequency deme. For example, if a 10 deme metapopulation with half the demes at frequency 0.1 and the rest at 0.9 (mean frequency .5 = 0.5), a deme with a frequency 0.1 has an effective population size Ne = 41.7 when m = 0.01 and Ne = 16.7 when m = 0.1. When the deme frequency is 0.9, the respective effective population sizes are Ne = 51.1 and 64.3.
Consequently, heterogeneity in allele frequency will lead to an average decrease in the effective population size with increasing migration rate and increasing asymmetry in allele frequencies between demes. Fig. 5b plots the mean value of effective population size averaged over all demes (which can be thought of as the effective size of the entire metapopulation) as a function of variance in p~. Note that the decrease in average effective deme size is not monotonic with migration rate, at intermediate migration rates the effective size is lower for demes with mid-range values of variance in allele frequency pi . Obviously, when the migration rate approaches 1/D (corresponding to complete mixing), the effective deme size approaches the census size irrespective of initial heterogeneity across demes.
However, the effect is rather weak overall, so unless there are great asymmetries in allele frequencies in different demes, the difference in the competition dynamics between a metapopulation with migration after selection and a single deme should not be pronounced. This is confirmed by individual-based simulations (not shown) on 10 demes of 50 individuals where the dynamics of the competing strategies are virtually identical to those of a single N = 50 population. This was the case whether the initial frequencies are set to 0.5 or ~ in every deme (which favors the lowvariance strategy even when the mean fitness of the high-variance strategy is somewhat greater, as was the case in Figs. 3 and 4) . The simulations were run as for a single deme, with the exception that every population exchanged a certain number of migrants (corresponding to a proportion m/(D -1)) with each neighboring deme in the metapopulation after selection.
The only noticeable effect on the evolutionary dynamics is that for higher migration rates the fixation probability of the low-variance strategy favored at N = 50 becomes higher (almost always at unity in a metapopulation system with non-zero values of m) compared to values of 0.98 (for p = 0.5) and 0.94 (for p = 0.02). This reflects the phenomenon of "'averaging" discussed above, i.e. with this life cycle, the effect of migration is to mix the allele frequencies in independently selected demes. This pooling effect also reduces the strength of genetic drift that in a single deme may lead to the loss of the favored strategy.
If the sequence of events in the life cycle is reversed, with reproduction and migration taking place prior to selection, the dynamics and influence of population size are entirely different. Consider a set of D demes where migration occurs after reproduction but before selection. While in the previous case all selection occurred within a deme of size N and the only effect of migration was due to differences in intrademic allele frequency, here the actual pool of individuals that can contribute to the number sampled after soft selection come not only from the resident deme but from a certain fraction of all demes. Because the fitness decrement due to offspring variance varies inversely with the number of individuals sampled in each generation, migration prior to selection should decrease the effects of variance in offspring number.
The sampling process of N individuals from the total offspring pool is not explicitly represented in the calculation of M(p), so there is no explicit derivation of the form of Eq. (5) for a life cycle where sampling takes place after migration. In fact, the derivation of Eq. (5) assumes that reproduction, selection, and migration are effectively instantaneous, an approximation that seems to correspond well to a life cycle where selection precedes migration, because the effect of sampling for soft selection is the same in the first life cycle as it is for a single deme. It does not give a good approximation to the second life cycle, where migration contributes offspring variance prior to selection rather than just mixing of frequencies.
It is suggested that the relevant parameter determining the effect of offspring variance is not intrademic population size but the combined size of the metapopulation migrant pool and the remaining non-migrant proportion, and this observation will be used as a heuristic to understand the results that follow. The proposed effective population size of contributing offspring variance is then
It is conjectured without proof that the fixation probabilities of the strategies will be determined by Eq. (3), with the above Value Ne for the metapopulation substituted for N of an individual deme. This is in contrast to the first type of life cycle, where the effective metapopulation size scaled as a weighted average across individual demes with effective population sizes near N. This leads to an interesting prediction for a metapopulation of D = 10 demes and N = 50 in each deme under varying migration rates. If the high-variance strategy is also has a higher arithmetic mean fitness (i.e. wl = 0.9, w2 = 1, a~ = 0.81, a~ = 9), when migration is near zero and the effective population size is near 50, the lowvariance strategy should tend towards fixation, while when m is sufficiently high for Ne = 82 (the critical value for the effective fitnesses to be equal in a single deme) the high-variance strategy should tend towards fixation. Specifically, the migration rate which produces an effective population size Ne is m = (Ne -N)/(N(D  -1) ), which for the critical value in this example is m = 0.07 (i.e. 7% of every deme migrates).
Individual-based simulations confirm these heuristic considerations at least qualitatively. The program was structured in the same way as for the first life cycle, but with the migrants being exchanged before selection from the offspring pool. Starting with initial frequencies p = 0.5 and p = 1/N = 0.02 for both the high-and low-variance strategies, Figs. 6a and b plot the probability of fixing the low-variance strategy as a function of the number of migrants exchanged between individual demes forp = 0.5 and 0.02, while Fig. 6c shows the same for the high-variance, highmean strategy (the number of migrants denotes how many a deme exchanges with any one of its neighbors, so that the total number in the migrant pool is (D -1) = 9 times that value).
With a very few migrants, the lower-variance strategy has a higher probability of fixation in spite of its lower mean, as would be the case in a small population. At higher migration rates the higher-variance, higher-mean strategy starts to enjoy an advantage, as it would in a single deme of a larger population size. Even for the relatively low migration rate of 1.5 migrants per deme, the high-mean, high-variance strategy has a higher probability of fixation given equal initial frequency. Note the qualitative similarity between Figs. 6a where fixation probability is plotted as a function of migration rate versus Figs. 3a and 4b where the same is plotted as a function of population size. Fixation probability changes with m in a similar way to the change with N because of the increase in effective population size with migration rate.
Relating the number of migrants in the simulations to the parameter m in Eq. (7) is not entirely straightforward, however. Because migration takes place after reproduction, the number of migrants reflects the proportion of the offspring pool (which is between 9 and 10 fold the number of individuals in the deme prior to reproduction, since in the simulations there are somewhere between 9 and 10 offspring, depending on the strategy and its frequency in the population) rather than the parental pool. Consequently, the total number of migrants leaving a deme (D -1 times the number migrating to any one deme) divided by some value between 450 and 500 rather than 50 provides an estimate for m.
The critical number of migrants exchanged per deme to give equal fixation probabilities for both strategies (correspondir~g to an effective population size of 82) is 1.5 migrants per neighbor, corresponding to a total of 13.5 sent into the metapopulation at large. This gives an estimated m of around 0.03, about a factor of In the case where the genotype with a higher mean fitness (wl = 1, w_~ = 0.9) also has a higher variance (a i = 9 and a-~ = 0.81), the tixation probability of the high-variance strategy is calculated given an initial frequency p = 0.5 for a range of population sizes. (b) The probability of invasion of the lowvariance strategy given the above parameters, where the initial frequency of the high-variance strategy is p = I/N = I).1)2. (c) As above, only here the invasion probability of the highvariance strategy is calculated (i.e. initial frequency of the second strategy is I/N instead).
2 lower than the critical value predicted by Eq. (7). Whether this deviation is due to the effects of sampling and genetic drift or the inadequacies of the approximation in Eq. (7) remains an open question.
The probabilities of fixation shown in Figs. 6b and c (fixation probabilities given an initial frequency of i/N as a function of the number of migrants) are not directly comparable to the corrcsponding probabilities in Figs. 3 and 4 . This is because in Figs. 3 and 4, the fixation probability is assessed given an invader with initial frequency I/N (as noted, the benefits of increased population size for the highvariance strategy are balanced by the effect of low initial frequency). In Fig. 6 , the invading strategy has an initial frequency of I/N = 0.02 (tbr each deme), and as a constant initial condition is not inversely proportional to the increasing effective population size. As a result, in Fig. 6c the fixation probability increases with the migration rate and effective population size. because there is no effect of lower initial frequency to act as a counterweight to the favorable selection at larger N c.
Discussion: Variance and bet-hedging
The results for competition between high-and low-variance strategies found here are qualitatively concordant with the work of others. For equal mean numbers of offspring, the higher-variance strategy will tend to be disfavored for reasons outlined in the introduction, while in a high-variance strategy with a higher arithmetic mean there is a trade-off between gain in "effective fitness" due to a higher mean versus a cost to having a higher variance in offspring. One can readily imagine scenarios where such a trade-off exists in nature, namely, organisms can produce more offspring, but in doing so they have a higher probability of clutch failure due to limited resources.
To use a concrete example touched upon in the introduction, there may be a tradeoff between semelparity and iteroparity, where semelparity allows a larger total reproductive output while iteroparity gives a lower variance in surviving offspring. The extent of the trade-off itself depends on parameters such as population size and initial frequencies of the strategies in question. Consequently, in competitions between iteroparous and semelparous strategies in nature, the probability of fixation of one or the other genotype will not be determined by mean and variance alone. This suggests that any empirical studies of the evolution of iteroparity, semelparity, or other changes in offspring variance should take into account the implicit frequency and density dependence of the process.
The results for multideme models with migration suggest that metapopulation dynamics may further complicate selection for high-or low-variance strategies. Because the effect of variance depends on sample error, population size can determine the success of one strategy relative to another. In turn, at least given a life cycle where reproduction and migration occur prior to selection within demes, the effective population size increases with migration, from a limit of deme size N for zero migration to the size of the entire metapopulation given complete mixing.
This suggests that in competition between semelparous and iteroparous strategies, the fixation or loss of the high-or low-variance strategies will depend not only on deme size but on population structure and migration rates. Because the spreading of risk arises as a potential explanation for a variety of phenomena in evolutionary biology, from the evolution of sex to age structure and demographic stability (e.g. Doebeli and Koella, 2001) , it is important to understand how migration influences the "effective population size" from the perspective of variance in fitness within and across generations.
There is also the possibility (albeit not discovered in the simulations in this study for any of the fitness parameters or migration schemes) that there can be a time decoupling between strategies that are favored in a large versus a small population. Consider again a low-mean, low-variance strategy competing against a high(er)-mean, high-variance strategy. If the population again consists of numerous small demes with limited migration, one can imagine a scenario where there is a short-term dynamic favoring the low-mean and low-variance strategy combined with a longterm dynamic (as mixing due to migration becomes more pronounced) when the opposite strategy is favored. This may generate an interesting and subtle form of fluctuating selection or even a fast/slow dynamic under the right conditions. variance in the number of offspring, gametic sample variance (genetic drift proper) is not taken into account in this model for the sake of simplicity.
Applying In summary, at least for the proposed change of variables applied to the bivariate diffusion equation, the differential terms in the expansion are not consistent with the desired M(p) =p(1 -p) //1 -//2 + A number of technical problems can arise in transforming a bivariate equation to a univariate equation, and it is quite likely that just what change of variables is consistent with a constant N, though an investigation of the problem is beyond the scope of this paper.
On the other hand, Gillespie's coefficient of M(p) can be derived from the same first principles used in obtaining Eqs. (5)-(6) (it was first shown to the author by David Waxman in a personal communication, a similar derivation which gives Gillespie's terms as a limiting case appears in Proulx (2000) ).
For a random variable XI, let Xi(t+ 1)= Xi(t)+ ~I(t), where ~I is a timeindependent variable with mean and variance characteristic for that reproductive strategy 
