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Abstract
The main purpose of this note is to show that in a realization (xn1 , y
n
1 ) of the causal information
rate-distortion function (IRDF) for a κ-th order Markovian source xn1 , under a single letter sum distortion
constraint, the smallest integer ℓ for which yk ↔ y
k−1
1 , x
k
k−ℓ+1
↔ xk−ℓ1 holds is ℓ = κ. This result is
derived under the assumption that the sequences (xn1 , y
n
1 ) have a joint probability density function.
I. INTRODUCTION
Consider the causal information rate-distortion function (IRDF) for a random source xn1 = {x1, . . . , xn},
defined as
Ritc,n(D) ,
1
n
inf I(xn1 ; y
n
1 ), (1)
where the minimization is over all conditional PDFs fyn1 | xn1 satisfying the distortion constraint
1
n
E
[∑n
i=1
ρ(xi, yi)
]
≤ D (2)
and the causality Markov chains
yi1 ←→ x
i
1 ←→ y
n
i+1, i = 1, . . . , n. (3)
If the infimum is achieved by some conditional distribution, the associated pair of sequences xn1 , y
n
1 is
called a realization of Ritc,n(D). Here we assume that such distribution exists and that the corresponding
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2realization has a joint PDF. This assumption is satisfied if, for example, xn1 is Gaussian and ρ(x, y) =
(x− y)2.
The first purpose of this note is to show that in a realization of the causal IRDF for a κ-th order
Markovian source xn1 , under the average distortion constraint (2), and supposing that in such realization
the sequences have a joint PDF, it holds that
fyk | xn1 ,y
k−1
1
(yk|x
n
1 , y
k−1
1 ) =
e−sρ(xk,yk) F˘k(x
k
k−κ+1, y
k
1 )∫
e−sρ(xk,yk) F˘k(x
k
k−κ+1, y
k
1)dyk
(4a)
where fxn1 is the PDF of x
n
1 and
F˘k(x
k
k−κ+1, y
k
1 ) = e
∫
ln(
∫
e−sρ(xk+1,yk+1) F˘k+1(x
k+1
k−κ+2,y
k+1
1 )dyk+1)fxn
k+1
| xk
k−κ+1
(xnk+1|x
k
k−κ+1)dx
n
k+1
(4b)
The expressions given in (4) are a special case of the ones given by [1, equations (16),(17),(18)] for
abstract spaces, where their derivation is not included. The value of our first result resides in that
• We provide a proof for the validity of (4) (absent in [1]).
• In this proof, we pose the causal IRDF optimization problem with fyn1 | xn1 as the decision variable
(instead of the collection {fyi | xi1,y
i−1
1
}ni=1 as would be the case in [1] for probability measures having
an associated PDF). Accordingly, we impose an explicit causality constraint on fyn1 | xn1 , instead of
enforcing causality structurally by restricting fyn1 | xn1 to be the product of {fyi | xi1,y
i−1
1
}ni=1, as done
in [1], [2].
The second (and main) goal of this document is to note that from (4a) it is clear that
yk ←→ y
k−1
1 , x
k
k−κ+1 ←→ x
k−κ
1 (5)
holds, and that
yk ←→ y
k−1
1 , xk ←→ x
k−1
1 (6)
does not hold, except for κ = 1. Crucially, (6) does not become true by supposing that the joint
PDF of xk1, y
k
1 is stationary, thus contradicting [2, Remark IV.5] and what is stated in the discussion
paragraph at the end of [1, Section V].
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3II. PROOF
The causal IRDF under the above conditions is yielded by the solution to the following optimization
problem:
minimize: I(xn1 ; y
n
1 ) (7a)
subject to:
(∫
fyn1 | xn1 (y
n
1 |x
n
1 )dy
n
1 − 1
)
fxn1 (x
n
1 ) = 0, ∀x
n
1 (7b)∫∫
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )
∑n
k=1
ρ(xk, yk)dy
n
1 dx
n
1 ≤ D (7c)
(fyk1 | xk1 (y
k
1 |x
k
1)− fyk1 | xn1 (y
k
1 |x
n
1 ))fxn1 (x
n
1 ) = 0, ∀y
k
1 , x
n
1 , k = 1, . . . , n. (7d)
where the minimization is over the conditional PDF fyn1 | xn1 . Notice that (7d) is an explicit causality
constraint equivalent to (3).
Let f ′yn1 | xn1
: Rn×n → [0, 1] be any conditional PDF, and define
gyn1 | xn1 , (f
′
yn1 | x
n
1
− fyn1 | xn1 ) (8)
gyn1 (y
n
1 ) ,
∫
gyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )dx
n
1 (9)
f ǫyn1 | xn1
, fyn1 | xn1 + ǫgyn1 | xn1 (10)
f ǫyn1 (y
n
1 ) ,
∫
f ǫyn1 | xn1
(yn1 |x
n
1 )fxn1 (x
n
1 )dx
n
1 (11)
where ǫ ∈ [0, 1].
Before writing the Lagrangian and taking its Gateaux differential, let us obtain the Gateaux differential
of I(xn1 ; y
n
1 ) in the direction gyn1 | xn1 , given by
dI(xn1 ; y
n
1 )
dǫ
∣∣∣
ǫ=0
=
d
dǫ
[∫∫
f ǫyn1 | xn1
(yn1 |x
n
1 )fxn1 (x
n
1 ) ln
(
f ǫyn1 | xn1
(yn1 |x
n
1 )
f ǫyn1 (y
n
1 )
)
dyn1 dx
n
1
] ∣∣∣∣∣
ǫ=0
(12)
=
∫∫
gyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 ) ln
(
fyn1 | xn1 (y
n
1 |x
n
1 )
fyn1 (y
n
1 )
)
dyn1 dx
n
1 +R (13)
where
R ,
∫∫
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )
(
gyn1 | xn1 (y
n
1 |x
n
1 )
fyn1 | xn1 (y
n
1 |x
n
1 )
−
gyn1 (y
n
1 )
fyn1 (y
n
1 )
)
dyn1 dx
n
1 (14)
=
∫∫
gyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )dy
n
1 dx
n
1 −
∫∫
fyn1 ,xn1 (y
n
1 , x
n
1 )gyn1 (y
n
1 )
fyn1 (y
n
1 )
dyn1 dx
n
1 (15)
=
∫
gyn1 (y
n
1 )dy
n
1 −
∫
gyn1 (y
n
1 )
fyn1 (y
n
1 )
(∫
fyn1 ,xn1 (y
n
1 , x
n
1 )dx
n
1
)
dyn1 (16)
= 0 (17)
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4On the other hand, for each i = 1, . . . , n, the causality constraint (7d) appears in the Lagrangian as∫∫
λi(x
n
1 , y
i
1)
[
fyi1 | xi1(y
i
1|x
i
1)− fyi1 | xn1 (y
i
1|x
n
1 )
]
fxn1 (x
n
1 )dy
i
1dx
n
1 (18)
=
∫∫
λi(x
n
1 , y
i
1)
(∫ [
fyn1 | xi1(y
n
1 |x
i
1)− fyn1 | xn1 (y
n
1 |x
n
1 )
]
dyni+1
)
fxn1 (x
n
1 )dy
i
1dx
n
1 (19)
=
∫ (∫
λi(x
n
1 , y
i
1)fyn1 | xi1(y
n
1 |x
i
1)fxn1 (x
n
1 )dx
n
1 −
∫
λi(x
n
1 , y
i
1)fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )dx
n
1
)
dyn1 (20)
It will be convenient to manipulate this expression so as to give it a structure similar to the other terms
in the Lagrangian. For this purpose, notice that∫
λi(x
n
1 , y
i
1)fyn1 | xi1(y
n
1 |x
i
1)fxn1 (x
n
1 )dx
n
1 (21)
=
∫
λi(x
n
1 , y
i
1)fyn1 ,xi1(y
n
1 , x
i
1)fxni+1 | xi1(x
n
i+1|x
i
1)dx
n
1 (22)
=
∫
fyn1 ,xi1(y
n
1 , x
i
1)
(∫
λi(x
n
1 , y
i
1)fxni+1 | xi1(x
n
i+1|x
i
1)dx
n
i+1
)
dxi1 (23)
=
∫
fyn1 ,xi1(y
n
1 , x
i
1)λ¯(x
i
1, y
i
1)dx
i
1 (24)
=
∫ (∫
fyn1 ,xn1 (y
n
1 , x
n
1 )dx
n
i+1
)
λ¯(xi1, y
i
1)dx
i
1 (25)
=
∫
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )λ¯(x
i
1, y
i
1)dx
n
1 (26)
where
λ¯i(x
i
1, y
i
1) ,
∫
λi(x
n
1 , y
i
1)fxni+1 | xi1(x
n
i+1|x
i
1)dx
n
i+1, i = 1, . . . , n. (27)
Substituting this into (20) we obtain∫
λi(x
n
1 , y
i
1)(fyi1 | xi1(y
i
1|x
i
1)− fyi1 | xn1 (y
i
1|x
n
1 ))fxn1 (x
n
1 )dy
i
1dx
n
1 (28)
=
∫ (
λ¯i(x
i
1, y
i
1)− λi(x
n
1 , y
i
1)
)
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )dy
n
1 dx
n
1 (29)
We can now write the Lagrangian associated with optimization problem (7) as
L(fyn1 | xn1 ) , I(x
n
1 ; y
n
1 ) +
∫
η(xn1 )
(∫
fyn1 | xn1 (y
n
1 |x
n
1 )dy
n
1 − 1
)
fxn1 (x
n
1 )dx
n
1 (30)
+ s
(∫
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )
(∑n
i=1
ρ(xi, yi)
)
dxn1dy
n
1 −D
)
(31)
+
n∑
i=1
∫ (
λ¯i(x
i
1, y
i
1)− λi(x
n
1 , y
i
1)
)
fyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 )dy
n
1 dx
n
1 (32)
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5From the theory of Lagrangian optimization on vector spaces [3], fyn1 | xn1 is a solution to Optimization
Problem (7) only if
0 =
d
dǫ
L(f ǫyn1 | xn1 )
∣∣∣
ǫ=0
(33)
=
∑
yn1 ,x
n
1
[
ln
(
fyn1 | xn1 (y
n
1 |x
n
1 )
fyn1 (y
n
1 )
)
+ η(xn1 ) +
∑n
i=1
(
sρ(xi, yi) + λ¯i(x
i
1, y
i
1)− λi(x
n
1 , y
i
1)
) ]
× gyn1 | xn1 (y
n
1 |x
n
1 )fxn1 (x
n
1 ) (34)
for every function gyn1 | xn1 as defined in (8), i.e., for every conditional PDF f
′
yn1 | x
n
1
. This holds if and only
if for every xn1 , y
n
1 :
ln
(
fyn1 | xn1 (y
n
1 |x
n
1 )
fyn1 (y
n
1 )
)
= −η(xn1 )−
∑n
i=1
(
sρ(xi, yi) + λ¯i(x
i
1, y
i
1)− λi(x
n
1 , y
i
1)
)
(35)
⇐⇒ fyn1 | xn1 (y
n
1 |x
n
1 ) = e
−η(xn1 )−
∑
n
i=1(sρ(xi,yi)+λ¯i(xi1,yi1)−λi(xn1 ,yi1)) fyn1 (y
n
1 ) (36)
The Lagrange multiplier function η(xn1 ) must enforce the constraint (7b). Hence,
fyn1 | xn1 (y
n
1 |x
n
1 ) =
e−
∑
n
i=1(sρ(xi,yi)+λ¯i(xi1,yi1)−λi(xn1 ,yi1)) fyn1 (y
n
1 )
K1(xn1 )
, (37)
where
K1(x
n
1 ) ,
∫
e−
∑
n
i=1(sρ(xi,yi)+λ¯i(xi1,yi1)−λi(xn1 ,yi1)) fyn1 (y
n
1 )dy
n
1 (38)
Marginalizing over ynk+1 we obtain
fyk1 | xn1 (y
k
1 |x
n
1 ) =
e−
∑
k
i=1(sρ(xi,yi)+λ¯i(x
i
1,y
i
1)−λi(x
n
1 ,y
i
1))
∫
e−
∑
n
i=k+1(sρ(xi,yi)+λ¯i(xi1,yi1)−λi(xn1 ,yi1)) fyn1 (y
n
1 )dy
n
k+1
K1(xn1 )
(39)
Using Bayes’ rule we can write
fyk | xn1 ,y
k−1
1
(yk|x
n
1 , y
k−1
1 ) =
fyk1 | xn1 (y
k
1 |x
n
1 )
fyk−11 | xn1
(yk−11 |x
n
1 )
(40)
=
e−sρ(xk,yk) Fk(x
n
1 , y
k
1 )∫
e−sρ(xk,yk) Fk(x
n
1 , y
k
1 )dyk
(41)
where
Fk(x
n
1 , y
k
1 ) , e
−(λ¯k(xk1 ,y
k
1 )−λk(x
n
1 ,y
k
1 ))
∫
e−
∑
n
i=k+1(sρ(xi,yi)+λ¯i(xi1,yi1)−λi(xn1 ,yi1)) fyn1 (y
n
1 )dy
n
k+1 (42)
These functions can be written recursively as
Fn(y
n
1 ) = fyn1 (y
n
1 ) (43a)
Fk(x
n
1 , y
k
1 ) = e
−(λ¯k(xk1 ,y
k
1 )−λk(x
n
1 ,y
k
1 ))
∫
e−sρ(xk+1,yk+1) Fk+1(x
n
1 , y
k+1
1 )dyk+1 (43b)
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6In order attain causality in (41), the functions Fk(x
n
1 , y
k
1 ) must depend only on x
k
1 and y
k
1 . Since for each k,
the function Fk+1 does not depend on terms (λ¯i(x
i
1, y
i
1)−λi(x
n
1 , y
i
1)) with i ≤ k, the causality constraint
is met if and only if we choose (λ¯i(x
k
1 , y
k
1 )− λi(x
n
1 , y
k
1 )) in (43b) such that, for each k = 1, . . . , n
Fk(x
n
1 , y
k
1 ) = e
−(λ¯i(xk1 ,y
k
1 )−λi(x
n
1 ,y
k
1 ))
∫
e−sρ(xk+1,yk+1) Fk+1(x
n
1 , y
k+1
1 )dyk+1 = F˘k(x
k
1 , y
k
1 ) (44)
for some function F˘k.
For k = n, the causality constraint is satisfied automatically since Fn(x
n
1 , y
n
1 ) = F˘n(y
k
1 ) , fyn1 (y
n
1 )
(see (43a)).1 Suppose now that (44) (i.e., causality) is satisfied for k + 1, for some k > n. In such case,
one can replace Fk+1(x
n
1 , y
k+1
1 ) in (44) by F˘k+1(x
k+1
1 , y
k+1
1 ) and, defining
Kk+1(x
k+1
1 , y
k
1 ) ,
∫
e−sρ(xk+1,yk+1) F˘k+1(x
k+1
1 , y
k+1
1 )dyk+1,
write (44) as
λ¯k(x
k
1 , y
k
1 )− λk(x
n
1 , y
k
1 ) = lnKk+1(x
n
1 , y
k
1 )− ln F˘k(x
k
1 , y
k
1 ) (45)
Multiplying both sides by fxnk+1 | xk1 (x
n
k+1|x
k
1) and integrating over x
n
k+1 we obtain
0 =
∫ (
λ¯k(x
k
1 , y
k
1 )− λk(x
n
1 , y
k
1)
)
fxnk+1 | xk1 (x
n
k+1|x
k
1)dx
n
k+1 (46)
=
∫ (
lnKk+1(x
n
1 , y
k
1 )− ln F˘k(x
k
1 , y
k
1 )
)
fxnk+1 | xk1 (x
n
k+1|x
k
1)dx
n
k+1 (47)
⇐⇒ ln F˘k(x
k
1 , y
k
1 ) =
∫
lnKk+1(x
n
1 , y
k
1 )fxnk+1 | xk1 (x
n
k+1|x
k
1)dx
n
k+1 (48)
This yields that the recursion (43) takes the form
F˘n(x
n
1 , y
n
1 ) = fyn1 (y
n
1 ) (49)
F˘k(x
k
1 , y
k
1 ) = e
∫
ln
(∑
yk+1
e−sρ(xk+1,yk+1) F˘k+1(x
k+1
1 ,y
k+1
1 )
)
f
xn
k+1
| xk
1
(xnk+1|x
k
1)dx
n
k+1
(50)
If xn1 is κ-th order Markovian, then fxnk | x
k−1
1
(xnk |x
k−1
1 ) = fxnk | x
k−1
k−κ
(xnk |x
k−1
k−κ), for all k = 1, . . . , n, in
which case (50) becomes (4b). Substituting the latter into (44) and then in (41) yields (4a).
Finally, from (4a), it follows that in a realization of the causal IRDF it must hold that
yk ←→ y
k−1
1 , x
k
k−κ+1 ←→ x
k−κ
1 (51)
and that
yk ←→ y
k−1
1 , xk ←→ x
k−1
1 (52)
does not hold, except for k = n. This completes the proof. 
1 This reflects the fact that there is no need to enforce the causality constraint for k = n, since there are no source samples
for time k > n.
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