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Abstract. In this paper, we consider a novel approach to the temporal
logic verification problem of continuous dynamical systems. Our method-
ology has the distinctive feature that enables the verification of the tem-
poral properties of a continuous system by verifying only a finite number
of its (simulated) trajectories. The proposed framework comprises two
main ideas. First, we take advantage of the fact that in metric spaces we
can quantify how close are two different states. Based on that, we de-
fine robust, multi-valued semantics for MTL (and LTL) formulas. These
capture not only the usual Boolean satisfiability of the formula, but also
topological information regarding the distance from unsatisfiability. Sec-
ond, we use the recently developed notion of bisimulation functions to
infer the behavior of a set of trajectories that lie in the neighborhood of
the simulated one. If the latter set of trajectories is bounded by the tube
of robustness, then we can infer that all the trajectories in the neigh-
borhood of the simulated one satisfy the same temporal specification as
the simulated trajectory. The interesting and promising feature of our
approach is that the more robust the system is with respect to the tem-
poral logic specification, the less is the number of simulations that are
required in order to verify the system.
1 Introduction
Software and hardware design has tremendously benefited from advances in al-
gorithmic verification. Model checking [1] is now a widely used technology in
various industrial settings. Thanks to the rapidly growing area of embedded sys-
tems with real-time specifications, a similar growth is also being experienced
in the area of real-time systems [2]. As the complexity of the physical systems
increases and captures continuous or hybrid systems, the verification problems
quickly become hard, if not undecidable.
For the verification of hybrid systems, a variety of methods have been pro-
posed [3–8] (not an inclusive list). The common characteristic of all these ap-
proaches is that they apply to either continuous systems with simple dynamics,
or they are computationally expensive and, thus, they can only be used for low
dimensional systems (for promising high-dimensional results see [9, 10]). Beyond
the scope of these techniques, the analysis of complex systems still relies heav-
ily on simulation-based methods for monitoring [11]. Along these lines several
authors have proposed simulation techniques that can provide guarantees for
uniform coverage [12, 13] or even completeness results [14].
This paper develops a simulation-based method for verifying temporal prop-
erties of complex continuous systems. In particular, given a continuous dynamical
system, a set of initial conditions, a bounded time horizon, and a temporal logic
specification expressed in Metric or Linear Temporal Logic [15], we develop a
simulation-based algorithm that verifies whether all the system trajectories sat-
isfy the desired temporal property. To achieve this, we build upon two recent
notions : a definition of robust satisfaction for Metric Temporal Logic (MTL)
specifications [16] and the notion of bisimulation functions [17]. The definition
of robust satisfaction of an MTL specification is meaningful only when state
sequences evolve in metric spaces, a very natural assumption for continuous sys-
tems. Our proposed robust semantics capture bounds on the magnitude of the
state perturbations that can be tolerated without altering the Boolean truth
value of the MTL or LTL property. Bisimulation functions, on the other hand,
quantify the distance between two approximately bisimilar states and the tra-
jectories initiating from them. Using a bisimulation function we can define a
neighborhood of trajectories around a nominal one which have approximately
the same behavior as the nominal trajectory. If this neighborhood of the simu-
lated trajectory is contained in the tube of trajectories, which robustly satisfy
the specification, then we can safely infer that the neighborhood of trajectories
also satisfies the specification.
Based on this observation, we develop an algorithm that, first, samples points
in the set of initial conditions of the system using guidance from the bisimulation
function. Starting from this set of points, we simulate the system for a bounded
horizon. For each of these trajectories we compute an under-approximation of its
robustness degree. If the robustness degree bounds the distance computed by the
bisimulation function then we are done, otherwise we repeat the procedure. The
novelty in our framework is that the number of simulations, which are required
for the verification of the system, decreases inversely to the robustness of the
system with respect to the temporal property.
Finally, we would like to point out that in the past several authors have also
studied the robustness of real time specifications with respect to timed or dense
time traces of real time systems [18–20], but the robustness is considered with
respect to the timing constraints, not state perturbations. The work which is the
closest in spirit to this paper appears in [21] where the authors give quantitative
semantics to the branching-time logic CTL (called Discounted CTL) in order to
achieve robustness with respect to model perturbations.
2 Problem Formulation
Let R be the set of the real numbers, Q the set of the rational numbers and
N the set of the natural numbers. We denote the extended real number line by
R = R∪{±∞}. In addition, R≥0 denotes the subset of the reals whose elements
are greater or equal to zero. Finally, P(C) denotes the powerset of a set C.
2.1 Continuous Time Dynamical Systems as Timed State Sequences
In this paper, we focus on the verification of temporal properties of continuous
time dynamical systems.
Definition 1 (Continuous Time Dynamical System). A continuous-time
dynamical system is defined by a tuple Σ = (N,P, f, g, I, AP,O) where: N and
P are positive integers which respectively denote the dimension of the state-space
and of the observation-space, f : RN → RN and g : RN → RP are continuous
maps, I is a compact subset of RN which denotes the set of initial states, AP is
a set of atomic propositions and O : AP → P(RP ) is a predicate mapping.
A trajectory of the continuous-time dynamical system Σ is a pair of functions
(x(t), y(t)) such that x : R≥0 → RN and y : R≥0 → RP satisfy x(0) ∈ I and
∀t ∈ R≥0
ẋ(t) = f(x(t)) and y(t) = g(x(t)) (1)
Here, ẋ denotes the first order derivative of the function x. We make the
standard assumption on f so that for a given initial state x0 ∈ I, the system Σ
has a unique trajectory. Hence, given x(0) the system is deterministic. In order
to specify the properties of interest for the system Σ in any temporal logic,
we must define a set of regions in its observation space. If AP is a finite set
of atomic propositions, then the predicate mapping O : AP → P(RP ) is a set
valued function that assigns to each atomic proposition π ∈ AP a set of states
O(π) ⊆ RP .
Beyond certain classes of continuous dynamical systems such as linear sys-
tems, system Σ does not always have an analytical solution. Typically, the be-
havior of such systems can be explored using numerical simulation [22]. Numer-
ical simulation methods approximate the differential equations of the system Σ
by algebraic equations which depend on the size of the integration (time) step.
Furthermore, such simulations can only be of finite duration. Therefore, we can
model such computations by finite timed state sequences.
Definition 2 (TSS). A timed state sequence T in a space Q is a tuple (σ, τ,O)
where for some n ∈ N: σ = σ0, σ1, . . . , σn is a sequence of states, τ = τ0, τ1, . . . , τn
is a sequence of time stamps and O : AP → P(Q) is a predicate mapping. The
following conditions must be satisfied by T : (i) for all i ∈ {0, 1, . . . , n} we have
σi ∈ Q and τi ∈ R≥0 and (ii) τ is a strictly monotonically increasing sequence.
By convention, we set τ0 = 0 (in the Metric Temporal Logic we care only
about relative time). We define σ ↑i to be the suffix of a sequence, i.e. σ ↑i=
σi, σi+1, . . . , σn. When the same operator ↑i is applied to the sequence τ , it is
defined as τ↑i= 0, τi+1−τi, . . . , τn−τi. The length of σ = σ0, σ1, . . . , σn is defined
to be |σ| = n+1. For convenience, we let |T | = |τ | = |σ| and T ↑i= (σ↑i, τ↑i,O).
We define TS to be the set of all possible finite timed state sequences in the
space RP , that is TS = {(σ, τ,O) | n ∈ N>0, σ ∈ (RP )n, τ ∈ Rn≥0 such that τi <
τi+1 for i < n and O : AP → P(RP )}. Note that by definition we do not con-
sider empty timed state sequences and that essentially the sequence σ is isomor-
phic to a point in the product space (RP )|σ|. In addition, given a timed state
sequence T = (σ, τ,O), then TST is the set of all timed state sequences with the
same predicate mapping O and the same sequence of time stamps τ as T , i.e.
TST = {(σ′, τ ′,O′) ∈ TS | τ ′ = τ,O′ = O}.
Now, given a sequence of integration steps (which is equivalent to a sequence
of time stamps τ) for the numerical simulation of the system Σ, we can model
the resulting discrete trajectory as a timed state sequence, which we refer to as
a trace.
Definition 3 (Trace). Given a sequence of time stamps τ , a trace of a con-
tinuous dynamical system Σ is a timed state sequence T = (σ, τ,O) such that
there exists a trajectory (x, y) of Σ satisfying σi = y(τi) = g(x(τi)) for all
i = 0, 1, . . . , |τ | − 1. The set of traces of Σ associated with the sequence of time
stamps τ is denoted by Lτ (Σ).
We should point out that in this paper, we essentially consider the trace to
be sampled from the continuous solution of the system Σ. In numerical methods
for the integration of differential equations, though, there exists a quantifiable
and bounded error between the continuous solution of the equations (1) and the
result of the numerical simulation, which can be driven arbitrarily close to zero
[22]. Therefore, we can safely ignore this issue for now in order to facilitate the
presentation of the contributions in the current paper.
2.2 Metric Temporal Logic over Finite Timed State Sequences
We employ the Metric Temporal Logic (MTL) [15] in order to formally charac-
terize the desired behavior of the system Σ. In MTL, the syntax of the logic is
extended to include timing constraints on the usual temporal operators of the
Linear Temporal Logic (LTL). Using LTL specifications we can check qualitative
timing properties, while with MTL specifications quantitative timing properties.
Recently, it was shown by Ouaknine and Worrell [23] that MTL is decidable over
finite timed state sequences. In this section, we review the basics of MTL with
point-based semantics over finite timed state sequences.
Definition 4 (Syntax of MTL). An MTL formula φ is inductively defined
according to the grammar
φ ::= 	 | π | ¬φ1 | φ1 ∨ φ2 | φ1 UIφ2
where π ∈ AP , 	 is the symbol for the boolean constant true and I is an interval
of R≥0 with rational endpoints.
The set of all well formed MTL formulas is denoted by ΦMTL. Even though we
can derive the constant true (	) from the law of excluded middle (	 = π ∨¬π),
we chose to add it in the syntax of MTL for reasons that will be clear in Sect. 3.
The constant false is denoted by ⊥ = ¬	. We can also derive additional temporal
operators such as release φ1 RIφ2 = ¬((¬φ1)UI¬φ2) (which is the dual of the
until operator), eventually Iφ = 	UIφ and always Iφ = ⊥RIφ.
The subscript I imposes timing constraints on the temporal operators. The
interval I can be open, half-open or closed, bounded or unbounded, or even a
singleton. For any t ∈ Q, we define I + t = {t′ + t | t′ ∈ I}. In the case where
I = [0,+∞), we remove the subscript I from the temporal operators, i.e. we
just write U , R,  and . When all the subscripts of the temporal operators
are of the form [0,+∞), then the MTL formula φ reduces to an LTL formula
and we can ignore the time stamps.
Metric Temporal Logic (MTL) formulas are interpreted over timed state
sequences T with |T | > 0. In this paper, we denote formula satisfiability using a
membership function 〈〈φ〉〉 : TS → {⊥,	} instead of the usual notation T |= φ.
We say that a timed state sequence T satisfies the formula φ when 〈〈φ〉〉(T ) = 	.
In this case, T is a model of φ. The set of all models of φ is denoted by L(φ),
i.e. L(φ) = {T ∈ TS | 〈〈φ〉〉(T ) = 	}.
Definition 5 (Semantics of MTL). Let T = (σ, τ,O) ∈ TS, π ∈ AP , i, j ∈ N
and ψ, φ1, φ2 ∈ ΦMTL, then the semantics of any MTL formula φ are defined
recursively as
〈〈	〉〉(T ) := 	
〈〈π〉〉(T ) := σ0 ∈ O(π)
〈〈¬ψ〉〉(T ) := ¬〈〈ψ〉〉(T )
〈〈φ1 ∨ φ2〉〉(T ) := 〈〈φ1〉〉(T ) ∨ 〈〈φ2〉〉(T )
〈〈φ1 UIφ2〉〉(T ) :=
∨ |T |−1
i=0
(
(τi ∈ I) ∧ 〈〈φ2〉〉(T ↑i) ∧
∧
i−1
j=0〈〈φ1〉〉(T ↑j)
)
2.3 Problem Statement
Now that we have presented all the necessary mathematical objects we can
formally state the verification problem that we answer in this paper.
Problem 6. Given an MTL formula φ, a continuous dynamical system Σ and a
sequence of time stamps τ , verify that Lτ (Σ) ⊆ L(φ). In other words, verify
that all the traces T of Σ satisfy the specification φ.
The difficulty in solving Problem 6 is that in metric spaces there exists an
infinite number of traces T = (σ, τ,O) ofΣ. Thus, the verification ofΣ cannot be
done by exhaustive simulation. In the following, we show that using the robust
semantics of MTL (Sect. 3) and the notion of bisimulation function [17], the
verification of Σ is possible by using only a finite number of simulations.
Example 7. In order to motivate the rest of the discussion, we present as an
example the verification problem of a transmission line [10]. The goal is to check
that the transient behavior of a long transmission line is acceptable both in terms
of overshoot and of response time. Figure 1 shows a model of the transmission
line, which consists of a number of RLC components (R: resistor, L: inductor
and C: capacitor) modeling segments of the line. The left side is the sending end
and the right side is the receiving end of the transmission line.
Fig. 1. RLC model of a transmission line
The dynamics of the system are given by the linear dynamical system
ẋ(t) = Ax(t) + bUin(t) and Uout(t) = Cx(t)
where x(t) ∈ RN is the state vector containing the voltage of the capacitors and
the current of the inductors and Uin(t) ∈ R is the voltage at the sending end.
The output of the system is the voltage Uout(t) ∈ R at the receiving end. Here,
A, b and c are matrices of appropriate dimensions. Initially, Uin(0) ∈ [−0.2, 0.2]
and the system is at its steady state x(0) = −A−1bUin(0). Then, at time t = 0
the input is set to the value Uin(t) = 1. We use an 81st order RLC model of the
transmission line (i.e. N = 81). An example of a trace is shown in Fig. 2.
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Fig. 2. An example trace of the RLC model of the transmission line.
The goal of the verification is double. We want to check that the voltage
at the receiving end stabilizes between 0.8 and 1.2 Volts within T nano-seconds
(response time) and that its amplitude always remains bounded by θ Volts (over-
shoot) where T ∈ [0, 2] and θ ≥ 0 are design parameters. The specification is
expressed as the MTL property:
φ = π1 ∧ [0,T ]π2
where the predicates are mapped as follows: O(π1) = [−θ, θ] and O(π2) =
[0.8, 1.2]. We consider a time frame of 2 nanoseconds. The sequence of time
stamps τ is uniformly generated with a time step of Δt = 0.02 nanoseconds.
3 Robust Satisfaction of MTL Specifications
In this section, we define what it means for a timed state sequence to satisfy
a Metric Temporal Logic specification robustly. Our definition of robustness is
built upon the fact that in metric spaces we can quantify how far apart are two
points of the space.
3.1 Distance in Metric Spaces
Let (Q, d) be a metric space, that is a set Q with a metric d which gives the
topology of Q. Given two points q1, q2 of Q, the number d(q1, q2) is called the
distance between q1 and q2 in the metric d. Using the metric d, we can define
the distance of a point q ∈ Q from a subset of R ⊆ Q.
Definition 8 (Distance, Signed Distance). Let q ∈ Q be a point, R ⊆ Q be
a set and d be a metric. Then we define the
– distance from q to R to be distd(q,R) := inf{d(q, q′) | q′ ∈ R}
– signed distance from q to R to be
Distd(q,R) :=
{
−distd(q,R) if q ∈ R
distd(q,Q\R) if q ∈ R
We should point out that we use the extended definition of supremum and
infimum, where sup ∅ = −∞ and inf ∅ = +∞. Also of importance is the notion
of an open ball of radius ε centered at a point q ∈ Q.
Definition 9 (ε-Ball). Given a metric d, a radius ε ∈ R>0 and a point q ∈ Q,
the open ε-ball centered at q is defined as Bd(q, ε) = {q′ ∈ Q | d(q, q′) < ε}.
If the distance (distd) of a point q from a set R is ε > 0, then Bd(q, ε)∩R = ∅.
And similarly, if distd(q,Q\R) = ε > 0, then Bd(q, ε) ⊆ R.
3.2 Defining Robust Semantics for the Metric Temporal Logic
In RP , we can quantify how close are two different observations y1, y2 ∈ RP by
using the metric d(y1, y2) = ‖y1−y2‖ =
√
(y1 − y2)T (y1 − y2). Let T = (σ, τ,O)
be a timed state sequence and (σ′, τ,O) ∈ TST , then
ρ(σ, σ′) = max{‖σ0 − σ′0‖, ‖σ1 − σ′1‖, . . . , ‖σ|τ |−1 − σ′|τ |−1‖} (2)
is a metric on the set (RP )|T |, which is well defined since |T | is finite. Now that
the space of state sequences is equipped with a metric, we can define a tube
around a timed state sequence T . Given an ε > 0, then
TSεT = {(σ′, τ,O) ∈ TST | σ′ ∈ Bρ(σ, ε)}
is the set of all timed state sequences that remain ε-close to T .
Informally, we define the degree of robustness that a timed state sequence T
satisfies an MTL formula φ to be a number ε ∈ R. Intuitively, a positive ε means
that the formula φ is satisfiable and, moreover, that all the other timed state
sequences that remain ε-close to the nominal one also satisfy φ. Accordingly, if
ε is negative, then T does not satisfy φ and all the other timed state sequences
that remain within the open tube of radius |ε| also do not satisfy φ.
Definition 10 (Degree of Robustness). Let φ ∈ ΦMTL, T = (σ, τ,O) ∈ TS
and ρ be the metric (2). Define PφT := {σ′ | (σ′, τ,O) ∈ TST ∩ L(φ)}, then the
robustness degree ε ∈ R of T with respect to φ is defined as ε := Distρ(σ, PφT ).
The following proposition is derived directly from the definitions. It states
that all the timed state sequences S, which have distance from T less than
robustness degree of T , satisfy the same specification φ as T .
Proposition 11. Let φ ∈ ΦMTL, T = (σ, τ,O) ∈ TS and ε = Distρ(σ, PφT ). If
|ε| > 0, then 〈〈φ〉〉(S) = 〈〈φ〉〉(T ) for all S ∈ TS|ε|T .
Remark 12. If ε = 0, then the truth value of φ with respect to T is not robust,
i.e. any small perturbation of a critical state in the timed state sequence can
change the satisfiability of the formula with respect to T .
Theoretically, the set PφT can be computed since we have a finite number
of atomic propositions, a finite trace and a known in advance sequence of time
stamps. Implementation wise, though, the construction of the set PφT and the
computation of the distance Distρ(σ, P
φ
T ) are computationally expensive, if not
infeasible (for a discussion see [16]). Therefore in this section, we develop an
algorithm that computes a conservative approximation of the robustness degree
ε by directly operating on the timed state sequence while avoiding set operations.
As is usually the case in trade-offs, we gain computational efficiency at the
expense of accuracy.
Similar to [21], we propose multi-valued semantics for the Metric Temporal
Logic where the valuation function on the atomic propositions takes values over
the totally ordered set R = (R,≤) according to the metric d operating on the
state space RP of the timed state sequence T . For this purpose, we let the
valuation function be the signed distance from the current point in the trace
y to a set O(π). Intuitively, this distance represents how robustly is a point y
within the set O(π). If this metric is zero, then even the smallest perturbation
of the point can drive it inside or outside the set O(π), dramatically affecting
membership.
We define the binary operators  : R×R → R and  : R× R → R using the
maximum and minimum functions as αβ := max{α, β} and αβ := min{α, β}.
Also, for some R ⊆ R we extend the above definitions as follows:
⊔
R := supR
and

R := inf R. Recall that
⊔
R = +∞ and

R = −∞ and that any subset
of R has a supremum and infimum. Finally, because R is a totally ordered set,
it is distributive, i.e. for all α, β, γ ∈ R it is α  (β  γ) = (α  β)  (α  γ).
For the purposes of the following discussion, we use the notation [[φ]](T ) to
denote the approximation to the degree of robustness with which the structure
T satisfies the specification φ (formally [[φ]] : TS → R).
Definition 13 (Robust Semantics of MTL). For φ ∈ ΦMTL and T =
(σ, τ,O) ∈ TS, the robust semantics of φ with respect to T are defined as (let
π ∈ AP and ψ, φ1, φ2 ∈ ΦMTL)
[[	]](T ) := +∞
[[π]](T ) := Distd(σ0,O(π))
[[¬ψ]](T ) := −[[ψ]](T )
[[φ1 ∨ φ2]](T ) := [[φ1]](T )  [[φ2]](T )
[[φ1 UIφ2]](T ) :=
⊔ |T |−1
i=0
(
[[τi ∈ I]](T )  [[φ2]](T ↑i) 

i−1
j=0[[φ1]](T ↑j)
)
where the unary operator (−) is defined to be the negation over the reals.
Remark 14. It is easy to verify that the semantics of the negation operator give
us all the usual nice properties such as the De Morgan laws: a b = −(−a−b)
and a  b = −(−a  −b), involution: −(−a) = a and antisymmetry: a ≤ b iff
−a ≥ −b for a, b ∈ R.
The following theorem states that robustness parameter that we compute
using the robust semantics of MTL is an under-approximation of the actual
degree of robustness (for the proof see the technical report [16]).
Theorem 15. Let φ ∈ ΦMTL and T ∈ TS, then |[[φ]](T )| ≤ |Distρ(σ, PφT )|.
Moreover, if [[φ]](T ) = ε = 0, then for all S ∈ TS |ε|T it is 〈〈φ〉〉(S) = 〈〈φ〉〉(T ).
Based on the robust semantics of MTL, we can derive a tableau formulation
of the until temporal operator which is the basis for an on-the-fly monitoring
algorithm. For the state of art monitoring algorithms for MTL using point-based
semantics see [24] and the references therein. Using similar procedures, it is easy
to derive an algorithm that returns the Boolean truth value of the formula and
its robustness degree. Further details can be found in the technical report [16].
Remark 16. Consider the MTL fragment ΦMTL(∧,) where the only allowed
operators are the conjunction and always. In this fragment, the negation (¬) can
appear only in front of atomic propositions. If φ ∈ ΦMTL(∧,) and 〈〈φ〉〉(T ) = 	,
then [[φ]](T ) = Distρ(σ, PφT ). For a discussion see [16].
4 Verification using Robust Simulation
In this section, we show that Problem 6 can be solved in the framework of
continuous-time dynamical systems. Our approach comprises three basic steps.
First, we define a notion of neighborhood on the set of trajectories of the system
Σ. This enables us to determine the sets of trajectories with approximately
equivalent behaviors. Then, it is possible to verify that a property φ holds for
all the traces of the dynamical system by simulating only a finite number of
traces of the system Σ and evaluating their coefficients of robustness. A similar
approach was proposed for the verification of safety properties in [14].
4.1 Bisimulation function
The notion of bisimulation function has been introduced in [17] in the context
of general non-deterministic metric transition systems. Intuitively, a bisimula-
tion function evaluates how far are two states from being bisimilar: a bisimu-
lation function bounds the distance between the observations associated with
the states and is non-increasing during the evolution of the system. In the con-
text of continuous-time dynamical systems considered in this paper, the formal
definition of a bisimulation function is the following.
Definition 17. A continuous function V : RN × RN → R≥0 is a bisimulation
function for the dynamical system Σ if it satisfies the following properties
1. For all x ∈ RN , V (x, x) = 0
2. For all x1 ∈ RN , x2 ∈ RN , V (x1, x2) ≥ ‖g(x1) − g(x2)‖
3. For all x1 ∈ RN , x2 ∈ RN ,
∂V
∂x1
(x1, x2) · f(x1) +
∂V
∂x2
(x1, x2) · f(x2) ≤ 0.
Remark 18. Effective characterizations of bisimulation functions have been pro-
posed for linear dynamical systems based on a set of linear matrix inequalities
[25] and for nonlinear dynamical systems based on sum of squares programs
[26]. Both characterizations can be interpreted in terms of convex optimization
leading to efficient algorithms for the computation of bisimulation functions.
Theorem 19. Let V be a bisimulation function, (x1, y1) and (x2, y2) be trajec-
tories of Σ and T1 = (σ1, τ,O) ∈ Lτ (Σ) and T2 = (σ2, τ,O) ∈ Lτ (Σ) be the
associated traces, then
(∃i ∈ {1, 2}.V (x1(0), x2(0)) < |[[φ]](Ti)|) =⇒ (〈〈φ〉〉(T1) = 〈〈φ〉〉(T2)) (3)
Proof. From the third property of Definition 17, it follows that for all t ∈ R≥0,
dV (x1(t), x2(t))
dt
=
∂V
∂x1
(x1(t), x2(t)) · f(x1(t))+
∂V
∂x2
(x1(t), x2(t)) · f(x2(t)) ≤ 0.
Then, from the second property of Definition 17, for all t ∈ R≥0,
‖y1(t) − y2(t)‖ = ‖g(x1(t)) − g(x2(t))‖ ≤ V (x1(t), x2(t)) ≤ V (x1(0), x2(0)).
Therefore, ∀i ∈ {0, 1, . . . , |τ | − 1}, it is ‖y1(τi) − y2(τi)‖ ≤ V (x1(0), x2(0)) or
ρ(σ1, σ2) ≤ V (x1(0), x2(0)) (4)
Without loss of generality assume that V (x1(0), x2(0)) < |[[φ]](T1)| and let ε′ =
V (x1(0), x2(0)) and ε = |[[φ]](T1)|. Equation (4) implies that T2 belongs in the
closure of TSε
′
T1. But TS
ε′
T1 ⊂ TS
ε
T1 since ε
′ < ε. Therefore, T2 ∈ TSεT1 and by
applying Theorem 15 we can conclude that 〈〈φ〉〉(T1) = 〈〈φ〉〉(T2). 
The previous result means that using the robust semantics of MTL and a
bisimulation function, it is possible to infer the Boolean truth value of the MTL
specification for an infinite number of traces. This property is exploited in the
following section to verify all the traces of a system Σ using only a finite number
of traces.
4.2 Sampling the Initial States
The challenge in developing a simulation-based verification algorithm is to sam-
ple the set of initial conditions in a way that ensures coverage. For this purpose,
we define a discretization operator based on the bisimulation function.
Proposition 20. Let V be a bisimulation function. For any compact set of
initial conditions I ⊆ RN , for all δ > 0, there exists a finite set of points
{x1, . . . , xr} ⊆ I such that
for all x ∈ I, there exists xi, such that V (x, xi) ≤ δ. (5)
Proof. V is continuous on I × I which is compact, therefore V is uniformly
continuous on I × I. Hence, for all δ, there exists ν such that
∀x, x′, z, z′ ∈ I, ‖x− x′‖ ≤ ν and ‖z − z′‖ ≤ ν =⇒ |V (x, z) − V (x′, z′)| ≤ δ.
Particularly, by setting x′ = z = z′ and remarking that V (x′, x′) = 0, we have
∀x, x′ ∈ I, ‖x− x′‖ ≤ ν =⇒ V (x, x′) ≤ δ.
Now, let us assume that for all finite set of points {x1, . . . , xr} ⊆ I, there exists
xr+1 ∈ I, such that for all xi, ‖x− xi‖ ≥ ν. Then, starting from a point x1 ∈ I,
we can construct a sequence {xi}i∈N such that for all i, j ∈ N, i = j, we have
‖xi−xj‖ ≥ ν. Therefore, we cannot extract a converging subsequence of {xi}i∈N
and I cannot be compact. Hence, we have proved by contradiction that there
exists a finite set of points {x1, . . . , xr} ⊆ I such that for all x ∈ I, there exists
xi, such that ‖x− xi‖ ≤ ν which allows us to conclude (5). 
Let Disc be the discretization operator which maps the compact set I ⊆ RN
and a strictly positive number δ to a list of points Disc(I, δ) = {x1, . . . , xr}
satisfying equation (5).
Theorem 21. Let (x1, y1), . . . , (xr , yr) be trajectories of Σ such that Disc(I, δ) =
{x1(0), . . . , xr(0)}. Let T1, . . . , Tr ∈ Lτ (Σ) be the associated traces. Then,
(∀i = 1, . . . , r. [[φ]](Ti) > δ) =⇒ (∀T ∈ Lτ (Σ). 〈〈φ〉〉(T ) = 	)
Proof. Let T ∈ Lτ (Σ), let (x, y) be the associated trajectory of Σ. From Propo-
sition 20, there exists xi(0) such that V (x(0), xi(0)) ≤ δ. Then, from Theorem
19 and Proposition 2 from [16], it follows that 〈〈φ〉〉(T ) = 〈〈φ〉〉(Ti) = 	. 
Thus, it possible to verify that the MTL property φ holds for all the traces
of the dynamical system Σ by evaluating the robustness degree of only a finite
number of simulated trajectories.
Remark 22. Similar to Theorem 21, we can prove the following statement: if for
all i = 1, . . . , r it is −[[φ]](Ti) > δ, then for all T ∈ Lτ (Σ) it is 〈〈φ〉〉(T ) = ⊥.
Therefore in this case, we can conclude that all the trajectories of Σ starting in
I do not satisfy the MTL specification.
4.3 Verification Algorithm
Algorithm 1 verifies that the property φ holds for all the traces in Lτ (Σ). The
main idea is the following. We start with a rough discretization (using a pa-
rameter δ > 0) of the set of initial states – typically we pick just one point.
Then, we try to verify the property using the traces associated with these ini-
tial states. When the result of the verification is inconclusive (for example when
[[φ]](Ti) < δ), the discretization of the initial states is refined locally (using a re-
finement parameter r ∈ (0, 1)) around the initial states for which we were unable
to conclude the property. This algorithm, therefore, allows the fast verification of
robust properties, whereas more computational effort is required for non-robust
properties. The refinement operation is repeated at most K times (a user de-
fined parameter). The algorithm can terminate in one of three possible states:
(i) the property has been verified for all the initial states of the system Σ, (ii)
the property has been falsified (we have found a trace that does not satisfy the
specification) or (iii) we have computed a subset I ′ of the initial states I such
that all the traces initiating from I ′ satisfy the MTL property. In the last case,
we also get a degree of coverage of the initial states that have been verified. The
proof of the correctness of the algorithm is not stated here but is very similar to
that of Theorem 21.
Remark 23. Let us define ε∗ := infT ∈Lτ (Σ) |Distρ(σ, P
φ
T )| to be the robustness
degree of the system Σ with respect to the specification φ. Furthermore, consider
replacing [[φ]](T ) in Algorithm 1 by the theoretical quantity ε = Distρ(σ, PφT ).
In this case, it can be shown that whenever ε∗ > 0, the algorithm is complete
and can verify the system using only a finite number of simulations. The current
algorithm may fail to be complete since we are using an under-approximation of
the robustness degree (note also that [[φ]](T ) = 0 ⇒ Distρ(σ, PφT ) = 0).
Algorithm 1 Temporal Logic Verification Using Simulation
Input: A dynamical system Σ = (N, P, f, g, I,AP,O), an MTL formula φ, a sequence
of time stamps τ and numbers δ > 0, r ∈ (0, 1) and K ∈ N.
1: procedure Verify(Σ,φ, τ, δ, r,K)
2: P ← Disc(I, δ), C ← ∅, k← 0
3: while k ≤ K and P = ∅ do
4: P ′ ← ∅
5: for x ∈ P do
6: Pick T ∈ Lτ (Σ) with σ0 = x  Simulate Σ for initial state x
7: if [[φ]](T ) < 0 then return “Lτ (Σ) ⊆ L(φ)”  φ does not hold on Σ
8: else if [[φ]](T ) > rkδ then C ← C ∪NV (x, rkδ)
9: else P ′ ← P ′ ∪Disc(I ∩NV (x, rkδ), rk+1δ)
10: end if  In lines 8,9: NV (x, δ) = {x′ ∈ RN |V (x, x′) ≤ δ}
11: end for
12: k← k + 1, P ← P ′
13: end while
14: if P = ∅ then return “Lτ (Σ) ⊆ L(φ) ”  φ holds on Σ
15: else return “Lτ (Σ′) ⊆ L(φ)”  φ holds on Σ′ = (N, P, f, g, I ∩ C, AP,O)
16: end if
17: end procedure
5 Experimental Results
In this section, we demonstrate the applicability of our framework through some
experimental results. We have implemented Algorithm 1 in MATLAB for linear
dynamical systems and applied it to the problem presented in Example 7. A
bisimulation function of the form V (x1, x2) =
√
(x1 − x2)TM(x1 − x2), where
M is a positive definite symmetric matrix, has been computed following the tech-
nique described in [25]. We run the verification algorithm for T ∈ {0.8, 1.2, 1.6}
and θ ∈ {1.4, 1.5, 1.6}. The results are summarized in Table 1.
We can see that even though our algorithm does not have a completeness
result, we were able in all the cases we considered to verify or falsify the property.
The number of simulations needed for the verification depends on the value of
the parameters T and θ. For instance, for the value T = 0.8, we were able
to falsify the property using only one simulation, independently of the value
of θ. For θ = 1.4, the property is also false independently of the value of T .
Table 1. Experimental results of the verification algorithm for the transmission line
example. For each value of (T, θ) the table gives whether the property φ holds on Σ
and how many simulations of the system were necessary to conclude.
T = 0.8 T = 1.2 T = 1.6
θ = 1.4 False / 1 False / 7 False / 7
θ = 1.5 False / 1 True / 15 True / 9
θ = 1.6 False / 1 True / 15 True / 7
However, for T = 1.2 and T = 1.6, we needed 7 simulations of the system
to falsify the property. Essentially, this means that the properties π1 with
O(π1) = [−1.4, 1.4] and [0,0.8]π2 are both false on Σ but the former much
less robustly than the latter. For the cases where the property φ holds on Σ, we
can see that the number of simulations needed for the verification is also related
to the robustness of the system with respect to the property. Indeed, the larger
the T and θ are, the more robust the Σ is with respect to the property φ and, in
turn, the less is the number of the simulations that are required for verification.
This is one interesting feature of our approach which relates robustness to the
computational complexity of the verification.
6 Conclusions and Future Work
We have presented a novel approach to the verification problem of temporal
properties of continuous time dynamical systems. Our framework reinforces a
very intuitive observation: robustly (safe or unsafe) systems are easier to verify.
We believe that light weight verification methods, such as the one presented
here, can offer valuable assistance to the practitioner. This line of work can be
extended to multiple fronts. One important direction, as advocated in [18–20], is
to relax the requirement that all the traces should have the same sequence of time
stamps. Another direction is to move toward the simulation based verification
of hybrid and stochastic systems.
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