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Abstract 
In this paper a Green Darner (GD) algorithm is used to solve optimal reactive power problem. 
The key inducement of the Green Darner (GD) algorithm initiated from inert and vibrant 
swarming behaviors. These two swarming behaviours are very similar to the two key segment of 
optimization using meta-heuristics: exploration and exploitation. Green Darner (GD) engenders 
sub swarms and flies over assorted areas in an inert swarm, & it will be the main goal of the 
exploration segment. In the inert swarm, conversely, Green Darner (GD) flies in bigger swarms 
and down to one direction, which is constructive in the exploitation segment. In this proposed 
Green Darner (GD) algorithm, two necessary segments of optimization, exploration and 
exploitation, are planned by modeling the social communication of Green Darner (GD) in 
navigating, probing for foods, and keep away from enemies when swarming vigorously or 
statistically. The projected Green Darner (GD) algorithm has been tested in standard IEEE 118 & 
practical 191 bus test systems and simulation results show clearly about the improved 
performance of the projected Green Darner (GD) algorithm in reducing the real power loss. 
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1. Introduction 
 
Many algorithms are employed to solve the Reactive Power problem. Dissimilar types of 
arithmetical methods like the gradient method [1-2], Newton method [3] and linear programming 
[4-7] have been previously used to solve the optimal reactive power problem. The voltage 
stability problem plays a central role in power system planning and operation [8].Evolutionary 
algorithms such as genetic algorithm, Hybrid differential evolution algorithm, Biogeography 
Based algorithm, a fuzzy based approach, an improved evolutionary programming [9-15] have 
been already utilized to solve the reactive power flow problem In [16-18] different 
methodologies are effectively handled the optimal power problem. In [19-20], a programming 
based approach and probabilistic algorithm is used to solve the optimal reactive power problem. 
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This paper proposes Green Darner (GD) algorithm to solve reactive power dispatch problem. 
Green Darner is small predators that hound almost all other petite insects in environment. Fairy 
Green Darner also predate on other insects. The attractive fact about Green Darner is their elite 
and an archetypal swarming behaviour. Green Darner swarm for only two reasons: hunting and 
migration. The previous is called static swarm, and the second is called dynamic swarm. In static 
swarm, Green Darner produces small groups and flies back and forth over a minute area to hunt 
other flying preys such as butterflies and mosquitoes [21-24]. Restricted movements and fast 
changes in the flying path are the main characteristics of a static swarm. In pulsating swarms, 
conversely, an massive number of Green Darner make the swarm for migrating in one direction 
over stretched distances. The main inspiration of the Green Darner (GD) algorithm initiate from 
static and dynamic swarming behaviours. These two swarming behaviours are very similar to the 
two key segments of optimization using meta-heuristics: exploration and exploitation. Green 
Darner produces sub-swarms and flies over diverse regions in a static swarm, which is the main 
objective of the exploration segment. In the static swarm, however, Green Darner flies in bigger 
swarms and along one direction, which is productive in the exploitation segment. The proposed 
Green Darner (GD) algorithm has been evaluated in IEEE 118 & practical 191 bus test systems. 
The simulation results show   about the planned approach outperforms all the entitled reported 
algorithms in minimization of real power loss. 
 
2. Problem Formulation  
 
The optimal power flow problem is treated as a general minimization problem with constraints, 
and can be mathematically written in the following form: 
 
Minimize f(x, u)                                                                                                                            (1)  
 
subject to g(x,u)=0                                                                                                                        (2)  
and 
h(x, u) ≤ 0                                                                                                                                    (3) 
 
where f(x,u) is the objective function. g(x.u) and h(x,u) are respectively the set of equality and 
inequality constraints. x is the vector of state variables, and u is the vector of control variables. 
The state variables are the load buses (PQ buses) voltages, angles, the generator reactive powers 
and the slack active generator power: 
x = (Pg1, θ2, . . , θN, VL1, . , VLNL, Qg1, . . , Qgng)
T
                                                                            (4) 
 
The control variables are the generator bus voltages, the shunt capacitors/reactors and the 
transformers tap-settings: 
u = (Vg, T, Qc)
T
                                                                                                                            (5) 
 
or 
u = (Vg1, … , Vgng, T1, . . , TNt, Qc1, . . , QcNc)
T
                                                                                 (6) 
 
Where ng, nt and nc are the number of generators, number of tap transformers and the number of 
shunt compensators respectively. 
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3. Objective Function 
 
3.1. Active Power Loss 
 
The objective of the reactive power dispatch is to minimize the active power loss in the 
transmission network, which can be described as follows: 
 
𝐹 = 𝑃𝐿 = ∑ 𝑔𝑘𝑘∈𝑁𝑏𝑟 (𝑉𝑖
2 + 𝑉𝑗
2 − 2𝑉𝑖𝑉𝑗𝑐𝑜𝑠𝜃𝑖𝑗)                                                                          (7) 
 
or 
𝐹 = 𝑃𝐿 = ∑ 𝑃𝑔𝑖 − 𝑃𝑑 = 𝑃𝑔𝑠𝑙𝑎𝑐𝑘 + ∑ 𝑃𝑔𝑖 − 𝑃𝑑
𝑁𝑔
𝑖≠𝑠𝑙𝑎𝑐𝑘𝑖∈𝑁𝑔                                                             (8) 
 
where gk : is the conductance of branch between nodes i and j, Nbr: is the total number of 
transmission lines in power systems. Pd: is the total active power demand, Pgi: is the generator 
active power of unit i, and Pgsalck: is the generator active power of slack bus. 
 
3.2. Voltage Profile Improvement 
 
For minimizing the voltage deviation in PQ buses, the objective function becomes: 
𝐹 = 𝑃𝐿 + 𝜔𝑣  × 𝑉𝐷                                                                                                                      (9) 
 
where ωv: is a weighting factor of voltage deviation. 
 
VD is the voltage deviation given by: 
 
𝑉𝐷 = ∑ |𝑉𝑖 − 1|
𝑁𝑝𝑞
𝑖=1                                                                                                                      (10) 
 
3.3. Equality Constraint  
 
The equality constraint g(x,u) of the ORPD problem is represented by the power balance 
equation, where the total power generation must cover the total power demand and the power 
losses: 
𝑃𝐺 = 𝑃𝐷 + 𝑃𝐿                                                                                                                               (11) 
 
This equation is solved by running Newton Raphson load flow method, by calculating the active 
power of slack bus to determine active power loss. 
 
3.4. Inequality Constraints  
 
The inequality constraints h(x,u) reflect the limits on components in the power system as well as 
the limits created to ensure system security. Upper and lower bounds on the active power of 
slack bus, and reactive power of generators: 
 
𝑃𝑔𝑠𝑙𝑎𝑐𝑘
𝑚𝑖𝑛 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘 ≤ 𝑃𝑔𝑠𝑙𝑎𝑐𝑘
𝑚𝑎𝑥                                                                                                          (12) 
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𝑄𝑔𝑖
𝑚𝑖𝑛 ≤ 𝑄𝑔𝑖 ≤ 𝑄𝑔𝑖
𝑚𝑎𝑥 , 𝑖 ∈ 𝑁𝑔                                                                                                      (13) 
 
Upper and lower bounds on the bus voltage magnitudes:          
 
𝑉𝑖
𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑉𝑖
𝑚𝑎𝑥  , 𝑖 ∈ 𝑁                                                                                                          (14) 
 
Upper and lower bounds on the transformers tap ratios: 
 
𝑇𝑖
𝑚𝑖𝑛 ≤ 𝑇𝑖 ≤ 𝑇𝑖
𝑚𝑎𝑥  , 𝑖 ∈ 𝑁𝑇                                                                                                         (15) 
 
Upper and lower bounds on the compensators reactive powers: 
 
𝑄𝑐
𝑚𝑖𝑛 ≤ 𝑄𝑐 ≤ 𝑄𝐶
𝑚𝑎𝑥 , 𝑖 ∈ 𝑁𝐶                                                                                                        (16) 
 
Where N is the total number of buses, NT is the total number of Transformers; Nc is the total 
number of shunt reactive compensators. 
 
4. Green Darner (GD) algorithm 
 
According to Reynolds [25], the behaviour of swarms tracks on three primitive principles: 
partition- refers to the static collision evasion of the individuals from other individuals in the 
neighbourhood.  Alliance - indicates velocity matching of individuals to that of other individuals 
in neighbourhood. Pulling together - refers to the inclination of individuals towards the centre of 
the mass of the neighbourhood.The key objective of any swarm is survival, so all of the 
individuals should be fascinated towards food sources and sidetracked outward enemies. The 
behaviours are scientifically modelled as follows: The partition is calculated as follows, 
 
𝑇𝑖 = − ∑ 𝑅 − 𝑅𝑗
𝑁
𝑗=1                                                                                                                      (17) 
 
Where Z is the position of the current individual, Rj shows the position j-th neighboring 
individual, and N is the number of neighbouring individuals. 
 
Alliance is calculated as follows: 
 
𝑀𝑖 =
∑ 𝑀𝑗
𝑁
𝑗=1
𝑁
                                                                                                                                 (18) 
 
Where Mj shows the velocity of j-th neighboring individual.  
The cohesion is calculated as follows: 
 
𝐾𝑖 =
∑ 𝑅𝑗
𝑁
𝑗=1
𝑁
− 𝑅                                                                                                                           (19) 
 
Where R is the position of the current individual, N is the number of neighbourhoods, and Rj 
shows the position j-th neighbouring individual. 
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Pulling together towards a food source is calculated as follows: 
 
Bi = R
+ − R                                                                                                                                (20) 
 
Where R is the position of the current individual, and R+  shows the position of the food source. 
 
Diversion outwards an enemy is calculated as follows: 
 
𝐹𝑖 = 𝑅
− + 𝑅                                                                                                                                (21) 
 
Where R is the position of the existing individual, and R− shows the location of the enemy. 
 
To modernize the location of artificial Green Darner in an exploration space and imitate their 
movements, two vectors are considered: step (∆𝑅) and position (R). The step vector is analogous 
to the velocity vector in Particle swarm optimization (PSO), and the Green Darner (GD) 
algorithm is developed based on the framework of the PSO algorithm. The step vector can be 
defined as follows, 
 
∆𝑅𝑡+1 = (𝑡𝑇𝑖 + 𝑚𝑀𝑖 + 𝑘𝐾𝑖 + 𝑏𝐵𝑖 + f𝐹𝑖) + 𝑤∆𝑅𝑡                                                                    (22) 
 
where d shows the separation weight,Ti indicates the division of the i-th individual, m is the 
alliance weight, Mi is the position of i-th individual, k indicates the cohesion weight, Ki is the 
cohesion of the i-th individual, b is the food factor,eBi  is the food source of the i-th individual, f 
is the enemy factor, Fi is the location of enemy of the i-th individual, w  is the inertia weight, and 
t is the iteration counter. 
 
Later than calculating the step vector, the position vectors are designed as follows: 
Rt+1 = Rt + ∆Rt+1                                                                                                                     (23) 
 
Where t is the current iteration. 
 
In a static swarm, however, alignments are very low while cohesion is high to assail preys. 
Consequently, we assign Green Darner with high alignment and low cohesion weights when 
discover the exploration space and little alignment and high cohesion when exploit the 
exploration space. For alteration between exploration and exploitation, the radii of 
neighbourhood are amplified relative to the number of iterations. An additional way to balance 
exploration and exploitation is to adaptively adjust the swarming factors (t, m, k, b, f, and w) 
throughout optimization. 
 
To perk up the arbitrariness, stochastic behaviour, and exploration of the artificial Green Darner, 
they are requisite to fly around the explore space using an arbitrary walk (Levy flight) when 
there is no neighbouring solutions. In this case, the location of Green Darner is modernized using 
the following equation: 
 
𝑅𝑡+1 = 𝑅𝑡 + 𝐿𝑒𝑣𝑦 (𝑥) × 𝑅𝑡                                                                                                        (24) 
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Where t is the current iteration and x is the dimension of the position vectors. 
 
The Levy flight is calculated as follows 
 
Levy flight [26] is a rank of non-Gaussian random processes whose arbitrary walks are drawn 
from Levy stable distribution. This allocation is a simple power-law formula L(s) ~ |s|
-1-β
where 0 
<ß < 2 is an index. Mathematically exclamation, an easy version of Levy distribution can be 
defined as : 
𝐿(𝑠, 𝛾, 𝜇) = {
√
𝛾
2𝜋
0    𝑖𝑓 𝑠 ≤ 0  
𝑒𝑥𝑝 [−
𝛾
2(𝑠−𝜇)
]
1
(𝑠−𝜇)3 2⁄
    𝑖𝑓 0  < 𝜇 < 𝑠 < ∞                                                                                                             (25) 
Where𝛾 > 0 parameter is scale (controls the scale ofdistribution) parameter, μ parameter is 
location or shift parameter. In general, Levy distribution should be defined in terms of Fourier 
transform 
 
𝐹(𝑘) = 𝑒𝑥𝑝[−𝛼|𝑘|𝛽], 0 < 𝛽 ≤ 2,                                                                                              (26) 
 
Whereα is a parameter within [-1,1] interval and known as scale factor. An index of o stability β 
∈ [0, 2] is also referred to as Levy index. In particular, for β = 1, the integral can be carried out 
analytically and is known as the Cauchy probability distribution. One more special case when β= 
2, the distribution correspond to Gaussian distribution.βand α parameters take a key part in 
determination of the distribution. The parameter β controls the silhouette of the probability 
distribution in such a way that one can acquire different shapes of probability distribution, 
especially in the tail region depending on the parameter β. Thus, the smaller βparameter causes 
the distribution to make longer jumps since there will be longer tail. It makes longer jumps for 
smaller values whereas it makes shorter jumps for bigger values. 
 
 
The Green Darner (GD) algorithm starts optimization process by generating a set of arbitrary 
solutions for a given optimization problems. In fact, the position and step vectors of Green 
Darner are initialized by random values defined within the lower and upper bounds of the 
variables. In each iteration, the position and step of each Green Darner are updated using 
Eqs.(22-24).For modernizing R and ∆𝑅 vectors, neighbourhood of each Green Darner is chosen 
by calculating the Euclidean distance between all the Green Darner and selecting N of them. The 
position modernizing process is sustained iteratively until the end criterion is satisfied. 
 
Initialize the Green Darner population Ri (i = 1, 2, ..., n)  
Initialize step vectors ΔRi (i = 1, 2, ..., n)  
While the end condition is not satisfied  
Compute the objective values of all Green Darner 
Modernize the food source and enemy   
Update factors (t, m, k, b, f, and w) 
Compute T, M, K, B, and F using Eqs. (17-18) 
Update neighbouring radius if a Green Darner has at least one neighbouring Green Darner 
Update velocity vector using Eq. (22)  
Update position vector using Eq. (23)  
Else 
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Update position vector using Eq. (24) 
End if  
Make sure and adjust the novel positions based on the boundaries of variables  
End while 
 
5. Simulation Results  
 
At first Green Darner (GD) algorithm has been tested in standard IEEE 118-bus test system 
[27].The system has 54 generator buses, 64 load buses, 186 branches and 9 of them are with the 
tap setting transformers. The limits of voltage on generator buses are 0.95 -1.1 per-unit., and on 
load buses are 0.95 -1.05 per-unit. The limit of transformer rate is 0.9 -1.1, with the changes step 
of 0.025. The limitations of reactive power source are listed in Table 1, with the change in step 
of 0.01. 
 
Table 1: Limitation of reactive power sources 
BUS 5 34 37 44 45 46 48 
QCMAX 0 14 0 10 10 10 15 
QCMIN -40 0 -25 0 0 0 0 
BUS 74 79 82 83 105 107 110 
QCMAX 12 20 20 10 20 6 6 
QCMIN 0 0 0 0 0 0 0 
 
The statistical comparison results of 50 trial runs have been list in Table 2 and the results clearly 
show the better performance of proposed Green Darner (GD) algorithm. 
 
Table 2: Comparison results 
Active power loss (p.u) BBO 
[28] 
ILSBBO/ 
strategy1 
[28] 
ILSBBO/ 
strategy1 
[28] 
Proposed 
GD 
Min 128.77 126.98 124.78 115.06 
Max 132.64 137.34 132.39 119.24 
Average  130.21 130.37 129.22 116.82 
 
Then the Green Darner (GD) algorithm has been tested in practical 191 test system and the 
following results have been obtained. In Practical 191 test bus system – Number of Generators = 
20, Number of lines = 200, Number of buses = 191 Number of transmission lines = 55. Table 3 
shows the optimal control values of practical 191 test system obtained by GD method. And table 
4 shows the results about the value of the real power loss by obtained by Green Darner (GD) 
algorithm. 
 
Table 3. Optimal Control values of Practical 191 utility (Indian) system by GD method 
VG1 1.10  VG 11 0.90 
VG 2 0.72 VG 12 1.00 
VG 3 1.01 VG 13 1.00 
VG 4 1.01 VG 14 0.90 
VG 5 1.10 VG 15 1.00 
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VG 6 1.10 VG 16 1.00 
VG 7 1.10 VG 17 0.90 
VG 8 1.01 VG 18 1.00 
VG 9 1.10 VG 19 1.10 
VG 10 1.01 VG 20 1.10 
                               
T1 1.00  T21 0.90  T41 0.90 
T2 1.00 T22 0.90 T42 0.90 
T3 1.00 T23 0.90 T43 0.91 
T4 1.10 T24 0.90 T44 0.91 
T5 1.00 T25 0.90 T45 0.91 
T6 1.00 T26 1.00 T46 0.90 
T7 1.00 T27 0.90 T47 0.91 
T8 1.01 T28 0.90 T48 1.00 
T9 1.00 T29 1.01 T49 0.90 
T10 1.00 T30 0.90 T50 0.90 
T11 0.90 T31 0.90 T51 0.90 
T12 1.00 T32 0.90 T52 0.90 
T13 1.01 T33 1.01 T53 1.00 
T14 1.01 T34 0.90 T54 0.90 
T15 1.01 T35 0.90 T55 0.90 
T19 1.02 T39 0.90   
T20 1.01 T40 0.90   
 
Table 4: Optimum real power loss values obtained for practical 191 utility (Indian) system by 
GD method. 
Real power Loss (MW) GD 
Min 143.182 
Max 147.164 
Average 144.062 
 
6. Conclusion 
 
In this paper, Green Darner (GD) algorithm has been efficiently solved the Optimal Reactive 
Power problem. The projected algorithm has been tested in standard IEEE 118 & practical 191 
bus test systems. Simulation study shows the heftiness of projected Green Darner (GD) 
algorithm in providing better optimal solution by decreasing the real power loss. The control 
variables values obtained after the optimization are well within the limits. 
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