We introduce the algebraic entropy for continuous endomorphisms of locally linearly compact vector spaces over a discrete field, as the natural extension of the algebraic entropy for endomorphisms of discrete vector spaces studied in [10] . We show that the main properties of entropy continue to hold in the general context of locally linearly compact vector spaces, in particular we extend the Addition Theorem.
Introduction
In [1] Adler, Konheim and McAndrew introduced the notion of topological entropy h top for continuous self-maps of compact spaces, and they concluded the paper by sketching a definition of the algebraic entropy h alg for endomorphisms of abelian groups. This notion of algebraic entropy, which is appropriate for torsion abelian groups and vanishes on torsion-free abelian groups, was later reconsidered by Weiss in [24] , who proved all the basic properties of h alg . Recently, h alg was deeply investigated by Dikranjan, Goldsmith, Salce and Zanardo for torsion abelian groups in [9] , where they proved in particular the Addition Theorem and the Uniqueness Theorem.
Later on, Peters suggested another definition of algebraic entropy for automorphisms of abelian groups in [17] ; here we denote Peters' entropy still by h alg , since it coincides with Weiss' notion on torsion abelian groups; on the other hand, Peters' entropy is not vanishing on torsion-free abelian groups. In [7] h alg was extended to all endomorphisms and deeply investigated, in particular the Addition Theorem and the Uniqueness Theorem were proved in full generality. In [18] Peters gave a further generalization of his notion of entropy for continuous automorphisms of locally compact abelian groups, which was recently extended by Virili in [23] to continuous endomorphisms.
Weiss in [24] connected the algebraic entropy h alg for endomorphisms of torsion abelian groups with the topological entropy h top for continuous endomorphisms of totally disconnected compact abelian groups by means of Pontryagin duality. Moreover, the same connection was shown by Peters in [17] between h alg for topological automorphisms of countable abelian groups and h top for topological automorphisms of metrizable compact abelian groups. These results, known as Bridge Theorems, were recently extended to endomorphisms of abelian groups in [4] , to continuous endomorphisms of locally compact abelian groups with totally disconnected Pontryagin dual in [6] , and to topological automorphisms of locally compact abelian groups in [22] (in the latter two cases on the Potryagin dual one considers an extension of h top to locally compact groups based on a notion of entropy introduced by Hood in [13] as a generalization of Bowen's entropy from [2] -see also [12] ).
A generalization of Weiss' entropy in another direction was given in [19] , where Salce and Zanardo introduced the i-entropy ent i for endomorphisms of modules over a ring R and an invariant i of Mod(R). For abelian groups (i.e., Z-modules) and i = log | − |, ent i coincides with Weiss' entropy. Moreover, the theory of the entropies ent L where L is a length function was pushed further in [20, 21] .
In [10] the easiest case of ent i was studied, namely, the case of vector spaces with the dimension as invariant, as an introduction to algebraic entropy in the most convenient and familiar setting. The dimension entropy ent dim is defined for an endomorphism φ : V → V of a vector space V as ent dim (φ) = sup{H dim (φ, F ) : F ≤ V, dim F < ∞}, where H dim (φ, F ) = lim n→∞ 1 n dim(F + φF + . . . + φ n−1 F ).
All the basic properties of ent dim were proved in [10] , namely, Invariance under conjugation, Monotonicity for linear subspaces and quotient vector spaces, Logarithmic Law, Continuity on direct limits, weak Addition Theorem (see Section 4 for the precise meaning of these properties).
Moreover, compared to the Addition Theorem for h alg and other entropies, a simpler proof was given in [10, Theorem 5 .1] of the Addition Theorem for ent dim , which states that if V is a vector space, φ : V → V an endomorphism and W a φ-invariant (i.e., φW ≤ W ) linear subspace of V , then
where φ : V /W → V /W is the endomorphism induced by φ. Also the Uniqueness Theorem is proved for the dimension entropy (see [10, Theorem 5.3] ), namely ent dim is the unique collection of functions ent
satisfying for every vector space V : Invariance under conjugation, Continuity on direct limits, Addition Theorem and ent dim (β F ) = dim F for any finite-dimensional vector space F , where β F :
Inspired by the extension of h alg from the discrete case to the locally compact one, and by the approach used in [8] to define the intrinsic algebraic entropy, we extend the dimension entropy to continuous endomorphisms of locally linearly compact vector spaces. Recall that a linearly topologized vector space V over a discrete field K is locally linearly compact (briefly, l.l.c.) if it admits a local basis at 0 consisting of linearly compact open linear subspaces; we denote by B(V ) the family of all linearly compact open linear subspaces of V (see [16] ). Clearly, linearly compact and discrete vector spaces are l.l.c.. (See Section 2 for some background on linearly compact and locally linearly compact vector spaces.)
Let V be an l.l.c. vector space and φ : V → V a continuous endomorphism. The algebraic entropy of φ with respect to U ∈ B(V ) is
and the algebraic entropy of φ is
In Section 3 we show that the limit in (1.1) exists. Moreover, we see in Corollary 3.5 that ent is always zero on linearly compact vector spaces. On the other hand, if V is a discrete vector space, then ent(φ) turns out to coincide with ent dim (φ) (see Lemma 3.2) . Moreover, if V is an l.l.c. vector space over a finite field F, then V is a totally disconnected locally compact abelian group and h alg (φ) = ent(φ) · log |F| (see Lemma 3.10) . In Section 4 we prove all of the general properties that the algebraic entropy is expected to satisfy, namely, Invariance under conjugation, Monotonicity for linear subspaces and quotient vector spaces, Logarithmic Law, Continuity on direct limits, weak Addition Theorem. As a consequence of the computation of the algebraic entropy for the Bernoulli shifts (see Example 4.7), we find in particular that the algebraic entropy for continuous endomorphisms of l.l.c. vector spaces takes all values in N ∪ {∞}.
In Section 5 we prove the so-called Limit-free Formula for the computation of the algebraic entropy, that permits to avoid the limit in the definition in (1.1) (see Proposition 5.5). Indeed, taken V an l.l.c. vector space and φ : V → V a continuous endomorphism, for every U ∈ B(V ) we construct an open linear subspace U − of V (see Definition 5.1) such that φ −1 U − is an open linear subspace of U − of finite codimension and
A first Limit-free Formula for h alg in the case of injective endomorphisms of torsion abelian groups was sketched by Yuzvinski in [26] and was later proved in a slightly more general setting in [5] ; this result was extended in [11, Lemma 5.4 ] to a Limit-free Formula for the intrinsic algebraic entropy of automorphisms of abelian groups. In [5] one can find also a Limit-free Formula for the topological entropy of surjective continuous endomorphisms of totally disconnected compact groups, which was extended to continuous endomorphisms of totally disconnected locally compact groups in [12, Proposition 3.9] , using ideas by Willis in [25] . Our Limit-free Formula is inspired by all these results, mainly by ideas from the latter one.
The Limit-free Formula is one of the main tools that we use in Section 6 to extend the Addition Theorem from the discrete case (i.e., the Addition Theorem for ent dim [10, Theorem 5.1]) to the general case of l.l.c vector spaces (see Theorem 6.3). If V is an l.l.c. vector space, φ : V → V a continuous endomorphism and W a closed φ-invariant linear subspace of V , consider the following
of continuous endomorphisms of l.l.c. vector spaces, where φ ↾ W is the restriction of φ to W and φ is induced by φ; we say that the Addition Theorem holds if
While it is known that h alg satisfies the Addition Theorem for endomorphisms of discrete abelian groups (see [7] ), it is still an open problem to establish whether h alg satisfies the Addition Theorem in the general case of continuous endomorphisms of locally compact abelian groups; from the Addition Theorem for the topological entropy in [12] and the Bridge Theorem in [6] one can only deduce that the Addition Theorem holds for h alg in the case of topological automorphisms of locally compact abelian groups which are compactly covered (i.e., they have totally disconnected Pontryagin dual). Here, Theorem 6.3 shows in particular that the Addition Theorem holds for h alg on the small subclass of compactly covered locally compact abelian groups consisting of all locally linearly compact spaces over finite fields.
With respect to the Uniqueness Theorem for ent dim mentioned above, we leave open the following question. In other words, we ask whether ent is the unique collection of functions ent V : End(V ) → N ∪ {∞}, φ → ent(φ), satisfying for every l.l.c. vector space V : Invariance under conjugation, Continuity on direct limits, Addition Theorem and ent(β F ) = dim F for any finite-dimensional vector space F , where
F is endowed with the topology inherited from the product topology of n∈Z F , and β F : V → V , (x n ) n∈Z → (x n−1 ) n∈Z is the right Bernoulli shift (see Example 4.7).
We end by remarking that in [3] we introduce a topological entropy for l.l.c. vector spaces and connect it to the algebraic entropy studied in this paper by means of Lefschetz Duality, by proving a Bridge Theorem in analogy to the ones recalled above for h alg and h top in the case of locally compact abelian groups and their continuous endomorphisms.
Background on locally linearly compact vector spaces
Fix an arbitrary field K endowed always with the discrete topology. A topological vector space V over K is said to be linearly topologized if it is Hausdorff and it admits a neighborhood basis at 0 consisting of linear subspaces of V . Clearly, a discrete vector space V is linearly topologized, and if V has finite dimension then the vice-versa holds as well (see [16, p.76, (25.6) 
]).
If W is a linear subspace of a linearly topologized vector space V , then W with the induced topology is a linearly topologized vector space; if W is also closed in V , then V /W with the quotient topology is a linearly topologized vector space as well. 
A linearly topologized vector space V is linearly compact if any collection of closed linear varieties of V with the finite intersection property has non-empty intersection (equivalently, any collection of open linear varieties of V with the finite intersection property has non-empty intersection) (see [16] ).
For reader's convenience, we collect in the following proposition all those properties concerning linearly compact vector spaces that we use further on. 
U is an open linear subspace of V , hence it contains some U ∈ B(V ). Then πU ≤ U and πU has finite codimension in U by Proposition 2.1(d,e). Therefore, there exists a finite-dimensional linear subspace F of V /W such that F ≤ U and U = πU + F . Let F be a finite-dimensional linear subspace of V such that F ≤ π −1 U and πF = F . Now π(U + F ) = U and U + F ∈ B(V ) by Proposition 2.1(c).
As consequence of Lefschetz Duality Theorem, every linearly compact vector space is topologically isomorphic to a direct product of one-dimensional vector spaces (see [16, Theorem 32 .1]). From this result, we derive the known properties that if a linearly topologized vector space V over a finite discrete field is linearly compact then it is compact, and if V is l.l.c. then it is locally compact.
Proposition 2.5. Let V be a linearly compact vector space over a discrete field K. Then V is compact if and only if K is finite.
Proof. Write V = i∈I K i with K i = K for all i ∈ I. If K is finite, then K i is compact for all i ∈ I, and so V is compact. Conversely, if V is compact, then each K i is compact as well, hence K is a compact discrete field, so K is finite. 
Existence of the limit and basic properties
Let V be an l.l.c. vector space, φ : V → V a continuous endomorphism and U ∈ B(V ). For n ∈ N + and a linear subspace F of V , the n th partial φ-trajectory of F is
If U ∈ B(V ), notice that for every n ∈ N + , T n (φ, U ) ∈ B(V ) as well, as it is open being the union of cosets of U , and linearly compact by Proposition 2.1(c,f). Moreover, T n (φ, U ) ≤ T n+1 (φ, U ) for all n ∈ N + , thus we obtain an increasing chain of linearly compact open linear subspaces of V , namely
, which is open and it is the smallest φ-invariant linear subspace of V containing U . Hence, the algebraic entropy of φ with respect to U introduced in (1.1) can be written as
Notice that since T n (φ, U ) is linearly compact and U is open, U has finite codimension in T n (φ, U ), that is,
has finite dimension by Proposition 2.1(d,e). Moreover, the following result shows that the limit in (3.1) exists. 
Then the sequence of non-negative integers {α n } n is stationary and H(φ, U ) = α where α is the value of the stationary sequence {α n } n for n large enough.
Proof. For every n > 1,
the latter vector space is a quotient of T n (φ, U )/T n−1 (φ, U ), so dim B n ≤ α n−1 . Hence α n ≤ α n−1 . Thus {α n } n is a decreasing sequence of non-negative integers, therefore stationary.
As {α n } n is stationary, there exist n 0 > 0 and α ≥ 0 such that α n = α for every n ≥ n 0 . If α = 0, equivalently dim
for every n ≥ n 0 , and hence H(φ, U ) = 0. If α > 0, by (3.2) we have that for every n ∈ N dim
Thus,
This concludes the proof.
Proposition 3.1 yields that the value of ent(φ) is either a non-negative integer or ∞. Moreover, Example 4.7 below witnesses that ent takes all values in N ∪ {∞}.
We see now that the algebraic entropy ent coincides with ent dim on discrete vector spaces. 
It follows from the definitions that ent(φ) = ent dim (φ).
We compute now the algebraic entropy in the easiest case of the identity automorphism. Inspired by the above example we provide now the general case of when the algebraic entropy is zero. 
and so the chain
As a consequence we see that ent always vanishes on linearly compact vector spaces. The next result shows that when ent(φ) is finite, this value is realized on some U ∈ B(V ). Proof. Since ent(φ) is finite and H(φ, U ) ∈ N for every U ∈ B(V ) by Proposition 3.1, the subset {H(φ, U ) : U ∈ B(V )} of N is bounded, hence finite. Therefore,
in other words, ent(φ) = H(φ, U ) for some U ∈ B(V ) as required.
We prove now the monotonicity of H(φ, −) on the family B(V ) ordered by inclusion.
Lemma 3.7. Let V be an l.l.c. vector space and φ :
Proof. For n ∈ N + , since T n (φ, U ′ ) + U is a linear subspace of T n (φ, U ), we have
Finally, since dim
which is constant, for n → ∞ we obtain the thesis. Let (I, ≤) be a poset. A subset J ⊆ I is said to be cofinal in I if for every i ∈ I there exists j ∈ J such that i ≤ j. The following consequence of Lemma 3.7 permits to compute the algebraic entropy on a cofinal subset of B(V ) ordered by inclusion. 
Proof. (a) follows immediately from Lemma 3.7 and the definition.
(b) Since U 0 + U ∈ B for every U ∈ B(V ), it follows that that B is cofinal in B(V ), so item (a) gives the thesis.
The following result simplifies the computation of the algebraic entropy in several cases.
Lemma 3.9. Let V be an l.l.c. vector space, φ : V → V a continuous endomorphism and U ∈ B(V ). Then there exists a finite-dimensional linear subspace F of U such that, for every n ∈ N + ,
Proof. We proceed by induction on n ∈ N + . For n = 1 it is obvious. Since U has finite codimension in T 2 (φ, U ) = U + φU , there exists a finite-dimensional linear subspace F of V contained in U and such that T 2 (φ, U ) = U + φF = U + T 2 (φ, F ). Assume now that T n (φ, U ) = U + T n (φ, F ) for some n ∈ N + , n ≥ 2. Then
We end this section by discussing the relation of ent with h alg . Recall that a topological abelian group G is compactly covered if each element of G is contained in some compact subgroup of G (equivalently, the Pontryagin dual of G is totally disconnected). If G is a compactly covered locally compact abelian group, φ : G → G a continuous endomorphism and
If V is an l.l.c. vector space over a finite field F, by Corollary 2.6 it is a totally disconnected locally compact abelian group. In particular V is compactly covered, since V is a torsion abelian group for F is finite. Proof. Let F = {f 1 , . . . , f |F| }. Since every U ∈ B(V ) is compact by Proposition 2.5, we have that U ∈ B gr (V ); hence, B(V ) ⊆ B gr (V ). We show that B(V ) is cofinal in B gr (V ). To this end, let U ∈ B gr (V ) and
Since V is a topological vector space, f i U is compact for all i = 1, . . . , |F|, so U ′ is compact as well. Clearly, U ′ is contained in the linear subspace U of V generated by U . We see that actually
be an arbitrary element in U . Rearranging the summands, we obtain
where for every j ∈ {1, . . . , |F|}, we let u j l1...lj = u l1 + . . . + u lj ∈ U for l 1 , . . . , l j ∈ {1, . . . , k} such that
Thus, it follows by [23, Corollary 2.3] 
for all n ∈ N + , we obtain
and so the thesis follows.
General properties and examples
In this section we prove the general basic properties of the algebraic entropy. These properties extend their counterparts for discrete vector spaces proved for ent dim in [10] . Moreover, our proofs follow those of the same properties for the intrinsic algebraic entropy given in [8] .
We start by proving the invariance of ent under conjugation by a topological isomorphism. 
As α induces an isomorphism
, and furthermore through this isomorphism
, by applying the definition we have H(φ, α
U ). Now the thesis follows, since α induces a bijection between B(V ) and B(W ).
The next lemma is useful to prove the monotonicity of the algebraic entropy in Proposition 4.3. 
where φ : V /W → V /W is the continuous endomorphism induced by φ.
Proof. Apply Proposition 2.4.
Next we see that the algebraic entropy is monotone under taking invariant linear subspaces and quotient vector spaces. 
Proof. (a) Let U ∈ B(V ) and n ∈ N + . Since
and
Finally, Lemma 4.2 yields the thesis.
(b) For U ∈ B(V ) and n ∈ N + , we have that
where the latter vector space is clearly a quotient of
. Therefore,
Now Lemma 4.2 concludes the proof.
Note that equality holds in item (b) of the above proposition if W is also linearly compact. In fact, in this case for every U ∈ B(V ) we have U + W ∈ B(V ) by Proposition 2.1(c), and hence Lemma 3.7 and the first isomorphism in (4.1) yield H(φ, U ) ≤ H(φ, U + W ) = H φ, 
Proof. For k = 0, it is enough to note that ent(id V ) = 0 by Example 3.3. So let k ∈ N + and U ∈ B(V ). For every n ∈ N + ,
The next property shows that the algebraic entropy behaves well with respect to direct limits. Proof. By Proposition 4.3(a), ent(φ) ≥ ent(φ i ) for every i ∈ I and so ent(φ) ≥ sup i∈I ent(φ i ). Conversely, let U ∈ B(V ). By Lemma 3.9, there exists a finite dimensional subspace F of U such that for all n ∈ N + T n (φ,
As F is finite dimensional, F ≤ V i for some i ∈ I. In particular,
Therefore, (4.3) yields
At the same time, (4.2) implies
Hence, H(φ, U ) = H(φ i , U ∩ V i ) ≤ sup i∈I ent(φ i ), and so ent(φ) ≤ sup i∈I ent(φ i ).
We end this list of properties of the algebraic entropy with the following simple case of the Addition Theorem. 
Now, for U 1 × U 2 ∈ B and for every n ∈ N + ,
hence,
By Corollary 3.8(a) we conclude that ent(φ) ≤ ent(φ 1 ) + ent(φ 2 ). If ent(φ) = ∞, the thesis holds true. So assume that ent(φ) is finite; then ent(φ 1 ) and ent(φ 2 ) are finite as well by Proposition 4.3(a). Hence, for i = 1, 2 by Lemma 3.6 there exists U i ∈ B(V i ) such that ent(φ i ) = H(φ i , U i ). By (4.4) we obtain
where the latter inequality holds because U 1 × U 2 ∈ B(V ). Therefore, ent(φ 1 ) + ent(φ 2 ) ≤ ent(φ) and this concludes the proof.
In the case of a discrete vector space V and an automorphism φ : V → V , we have that ent dim (φ −1 ) = ent dim (φ) (see [10] ). This property does not extend to the general case of an l.l.c. vector space V and a topological automorphism φ : V → V ; in fact, the next example shows that ent(φ) could not coincide with ent(φ −1 ).
Let F be a finite dimensional vector space and let V = V c ⊕ V d , with
be endowed with the topology inherited from the product topology of n∈Z F , so V c is linearly compact and V d is discrete.
The left (two-sided) Bernoulli shift is
while the right (two-sided) Bernoulli shift is
Clearly, β F and F β are topological automorphisms such that F β −1 = β F .
Let us compute their algebraic entropies.
Example 4.7. Consider the case when
Let U ∈ B(V ) such that V c ≤ U . Since V c has finite codimension in U by Proposition 2.1(d,e), there exists k ∈ N + such that
By Corollary 3.8(a), we can conclude that ent( K β) = 0 and ent(β K ) = 1.
In particular, ent(φ) = ent(φ
(b) It is possible, slightly modifying the computations in item (a), to find that, for F a finite dimensional vector space, ent( F β) = 0 and ent(β F ) = dim F.
Limit-free Formula
The aim of this subsection is to prove Proposition 5.5, that provides a formula for the computation of the algebraic entropy avoiding the limit in the definition. This formula is a fundamental ingredient in the proof of the Addition Theorem presented in the last section.
Definition 5.1. Let V be an l.l.c. vector space, φ : V → V a continuous endomorphism and U ∈ B(V ). Let:
It can be proved by induction that
is open as well, so also U − and φ −1 U − are open linear subspaces of V . We see now that U − is the smallest linear subspace of V containing U and inversely φ-invariant (i.e., φ
Note that U − coincides with T (φ −1 , U ) when φ is an automorphism, otherwise it could be strictly smaller. 
Proof. (a) follows from the fact that φ −1 U (n) ≤ U (n+1) for every n ∈ N. (b) By the hypothesis, one can prove by induction that U (n) ≤ W for every n ∈ N; hence,
In the next lemma we collect some other properties that we use in the sequel.
Lemma 5.3. Let V be an l.l.c. vector space, φ : V → V a continuous endomorphism and U ∈ B(V ). Then:
Proof. (a) follows from the equalities
and U is linearly compact. In view of item (a) we have the isomorphism
so we conclude that also
The next lemma is used in the proof of Proposition 5.5. 
Proof. We proceed by induction on n ∈ N + . We write simply T n = T n (φ, U ).
If n = 1 we have φ
. Assume now that the property holds for n ∈ N + , we prove it for n + 1, that is, we verify that
. Then, by inductive hypothesis,
, and we can conclude that x ∈ φ −1 U (n) . Thus, (5.1) is verified. So, the induction principle gives the thesis.
We are now in position to prove the Limit-free Formula, where clearly we use that dim 
Proof. We write simply T n = T n (φ, U ) for every n ∈ N + . By Proposition 3.1, there exist n 0 ∈ N + and α ∈ N, such that for every n ≥ n 0 , H(φ, U ) = α, where α = dim
Tn+1
Tn . So, our aim is to prove that α = dim
≤ U is open and U is linearly compact, by Proposition 2.1(d,e) the quotient
The decreasing sequence of finite-dimensional vector spaces U U∩φ −1 U n | n ∈ N must stabilize; this means that there exists n 1 ∈ N such that
for every n ≥ n 1 . Hence, for every m ≥ n 1 ,
Fix now m ≥ max{n 0 , n 1 }; since
We see now that
and this concludes the proof. To this end, noting that
Then Φ is a surjective homomorphism by construction and it is well-defined and injective since φ −m T m = φ −1 U (m−1) by Lemma 5.4.
Addition Theorem
This section is devoted to the proof of the Addition Theorem for the algebraic entropy ent for l.l.c. vector spaces (see Theorem 6.3).
Let V be an l.l.c. vector space and φ : V → V a continuous endomorphism. Theorem 2.2 allows us to decompose V into the direct sum of a linearly compact open subspace V c and a discrete linear subspace
be respectively the canonical embeddings and projections. Accordingly, we may associate to φ the following decomposition We show now that the only positive contribution to the algebraic entropy of φ comes from its "discrete component" φ dd .
Proposition 6.2. In the above notations, ent(φ) = ent(φ dd ).
Proof. By Lemma 6.1(a), Im(φ cd ) ∈ B(V d ); hence, letting Let U = V c ⊕ F ∈ B ′ . We show by induction on n ∈ N that U (n) = V c ⊕ F (n) for every n ∈ N. (6.7)
For n = 0, we have U (0) = U = V c ⊕ F = V c ⊕ F (0) . Assume now that n ∈ N and that U (n) = V c ⊕ F (n) . First note that U (n+1) = U + φ −1 U (n) = U + φ −1 (V c ⊕ F (n) ). Moreover, since Im(φ cd ) ≤ F ≤ F (n) ,
Thus, U (n+1) = V c ⊕ F (n+1) as required in (6.7). Now (6.7) implies that U − = V c ⊕ F − ; moreover, since Im(φ cd ) ≤ F ≤ F − ,
Therefore,
dd F − , so the thesis follows from (6.5) and (6.6). We are now in position to prove the Addition Theorem. 
