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Abstract 
 
This dissertation was written as a part of the MSc in Data Science at the International Hellenic 
University in Thessaloniki, Greece. The goal of this thesis was to inform everyone about the challenge 
of churning in the telecommunication industries and underline how important it is for them to deal 
with it, since their revenue as well as their reputation are directly affected. The first section introduces 
everyone to this global phenomenon and explains important facts regarding the process of joining a 
telecom industry, how the company handles its clientele and finally, under what criteria is someone 
assumed to be a churner. The second part consists of the literature review, where previous researchers 
analyze their insights, their selected classifiers that were used to tackle this issue as well as the criteria 
to evaluate those classifiers. The third section is devoted to the exploratory data analysis of an online 
– acquired telecom dataset, where bar charts and plots are applied to discover patterns, useful 
information that may explain this phenomenon as well as similarities with the already provided 
literature. The fourth part is more technical, since it introduces the machine learning part of this thesis, 
which will try to predict people that are possible to churn. The modules as well as the parameters 
optimization are also stated in this section. Finally, the last part is composed of the conclusion, where 
a small revision of what it was previously said is stated as well as the limitations and any further 
improvement that can be done to find a more suitable solution to this phenomenon. 
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Chapter 1 Introduction 
 
1.1 Introduction 
It is an undeniable fact, that our society keeps improving itself, due to the constant advance of technology. 
As a result, more and more demands are generated daily by people around the world. The urge to “reach 
out” people, thus the proliferation of mobile phones, is one of the outcomes brought by this technological 
improvement. People want to communicate with each other without any obstacles or boundaries. 
 
After the removal of the telecom restrictions in the USA in 1996, a chained reaction began throughout the 
globe. In Europe, countries like England and Sweden became the first countries to end their communication 
restrictions followed by more than 15 other countries. Furthermore, Chile and Malaysia ended their own 
telecommunication monopolies to mimic the example of their predecessors. Of course, all these helped to 
open new markets globally [21, 24]. 
 
In this new era, the available information is openly distributed in the internet and it is believed that with 
competitors being only a “click away”, a more customer – centered approach is needed [14]. As a result, 
service providers are trying to tackle the demands of their customers in order to provide them the best 
experience with the least cost, thus more profit for the company. To meet those goals, it is necessary to treat 
their customers well, so that they won’t change their mind, regarding their choice of joining to the specific 
company. Providing tailored products and services, cost’s discount and combination of services like WIFI, 
TV and internet are few of the strategies that are used globally [23]. 
 
Since the marketing strategies altered from product – centric to customer – centric, a huge attention towards 
keeping the customers inside the company’s database is what drives the company nowadays. The fear of 
losing a customer to a competitor can be really devastating for the service provider. It is believed that the 
churn rate is around 2,2% per month, which is translated to 27% of the company’s subscribers annually 
[33]. Combined with the 300$ to 600$ that are needed to acquire a new subscriber via sales support, cost 
that is 5 to 10 times more expensive that retaining an already subscribed person, it is not unreasonable for 
the telecommunication sector to become the top priority of the company [5]. Particularly, in the US and 
European markets the churning costs reach to 4$ billion annually, where in other countries it can exceeds 
10$ billion [21]. 
 
In a telecommunication company, two types of customers can be identified. The first one is the post – paid 
customers. Those people are bound by a contract and in order to continue to receive the company’s services, 
they need to pay a monthly sum. For those people, the company retains personal information, like their 
main residence, their salary, the number of family members etc. The other category is the pre – paid 
customers. Those people do not hold a contract, but they purchase credit in order to use the 
telecommunication services. Those credits are consumed every time they call or use the services of the 
provider. If there is no credit, then access is denied [23]. It is not infrequent for this category to discover 
months of zero usage inside the database. Furthermore, they have the privilege to remain anonymous, thus 
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they do not have to provide any personal information. As a result, the sim – cards that contain the number, 
can easily be transferred to another person without notifying the service provider [1]. 
 
The scope of this thesis is to provide a theoretical part, where previous work and the selected algorithms 
structure is discussed, as well as a technical section with a thorough data analysis combined with a machine 
learning program for churning prediction. In chapter 2 the goal is to inform the readers about previously 
made literatures and researchers regarding churn prediction and how they deal with it. Furthermore, some 
technical details about the most commonly used algorithms for this task are presented. In chapter 3, the 
dataset’s information for this thesis is introduced along with a data analysis, where graphs are created using 
R Studio. In the meantime, their elaboration will be also provided. In chapter 4 a discussion, regarding the 
results, will be displayed, after the execution of the four algorithms. Finally, limitations along with further 
suggestions for development and improvement will be provided in chapter 5. 
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Chapter 2 Literature Review 
 
 
 
2.1 Introduction 
As it was previously stated, the churning challenge is troublesome for many companies. That is the reason, 
many studies began to investigate it in order to identify what can be done to avoid this situation in the near 
future. Students from around the world studied this phenomenon in many countries, i.e. the USA, many 
Asian countries as well as in South America. [26] Apart from academical researches, companies themselves 
started investigating the reasons behind churning. In Netherlands, many telecom industries switched from 
building large customer databases to keeping the already registered customers inside the company, because 
due to technological advancement, the market changed from being rapidly growing to saturated [1]. In the 
US, the Customer Relationship Management gained field and nowadays it is where all the focus is spent 
daily. Especially, those providers, who provide long – distance and international services, suffer with 45% 
or even 70% churn rate, highlighting the importance of finding an immediate solution even more [13]. In 
Korea, retaining the number of customers is what concern all the companies nowadays. That is applied to 
the telecommunication industries as well. With the fast - paced growth of the mobile phone number, 
Koreans demand better services to keep themselves satisfied. Since the country is in fact blooming with 
each passing year, the competition keeps growing. As a result, the companies switched from a product – 
centered policy to a customer – centered one to keep their subscribers “in house” [20]. 
 
 
 
2.2 Churn Phenomenon 
Before elaborating further, it is necessary to provide the correct definition for churning. Churning refers to 
when a customer decides to leave the service provider with whom he had signed a contract and switches to 
an equivalent competitor. The person that leaves is called churner and nowadays companies are struggling 
to deal with this issue, since it costs so much money. The reasons why a person leaves the service provider 
can vary, depending on what the person expected and what he actually got. Some examples can be 
dissatisfaction with the services in general, not satisfying support, high cost or even no rewarding policy 
for customers who are loyal for a long period of time [15]. 
 
 
 
2.2.1 Types of Churners 
Churning can be categorized into three types. The first one is called “package churn”, where the customer 
switches between packages of the company. An example can be someone who switches from paying using 
a base rate package to a talk – time package. The second category is the service churning, where someone 
is churning from service, like from broadband. Finally, there is also the operator churning, where someone 
is leaving completely the company and switches to a new provider. The particular case is the most serious 
of them all because, when this occurs, the company is obliged to delete the customer from its database, thus 
reducing the number of company’s clients [12]. 
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Regarding the customers, there are three types of churners defined by previous literature. There are the 
active churners, who terminate their contract and proceed to another provider, the passive churners, whose 
contract is terminated by the company, i.e. when they do not pay their fees on time and finally the rotational 
churners, who discontinue the contract without acknowledge from both parties or who have their contract 
terminated by the company without any notification [3,23]. Particularly, the people who decide to leave the 
company are further categorized into two sub – categories. There are those, who decide to terminate their 
contract because something unexpected happened (i.e. change in the financial condition). Those people are 
called Incidental Churners. On the other hand, there are those, who leave the company to pursuit something 
more beneficial in another company. Those people are called Deliberated Churners [28]. 
 
 
 
2.2.2 Churn Challenges  
Before proceeding with the problems that are created, it is essential to understand how the whole process 
between the service provider and the customer works. The customer uses his/her phone for a duration of 
one month, which is called billing period. Two weeks after that period, the bill is issued. If the bill is not 
paid in time, then the company disconnects the user’s phone for 30 days. During this period of time, the 
user can only receive phone calls, but he is unable to make ones. If the customer decides to pay his bill, 
then the connection is reestablished, but if not, the company proceeds to the termination of the contract, 
thus excluding that person from being a customer. Afterwards, the debt that is created is transferred to 
uncollectible debts and are considered for the company “lost”. This can be very troublesome for the telecom 
industry, because it decreases the revenue considerably [27]. 
 
Another problem is, of course, the fraud detection problem. This became a very serious issue for the telecom 
companies around the world, because it causes loses of billions of dollars annually. There are cases, where 
someone created an account in a telecom company, using fake information or create many accounts to 
manipulate them as they please. To get a small “taste” of this problem, the Communications Fraud Control 
Association (CFCA) estimated that over 50 billion dollars are globally lost each year due to fraudulence. 
The literature has shown that, there are two types of fraudulence. The first one is the Subscription fraud, 
where a person do not comply to the rules of his contract, i.e. exceeds call threshold, while the second one 
is the Superimposition fraud, where even though there are cases where the person is totally complied to the 
rules, there are also cases where the activity is suspicious, as if it was from another person [15]. 
 
Unfortunately, there are many more issues that are generated from this problem. A great rate of churning 
results is a negative impact to the company’s brand, because many people will lose their trust towards the 
company, thus won’t consider signing a contract. As a result, this situation benefits the competitors, who 
will be easily able to acquire all those “dissatisfied” customers and add them to their own database. This is 
happening mainly because the competitors can provide a more interesting offer on the contract that many 
clients can benefit from [5]. Furthermore, newly – acquired customers usually do not purchase many 
services, but they are satisfied with only the basic services, thus reducing even further the company’s 
revenue. Some factors that prevent new customers from signing for more services are the switching cost, 
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the usage of the service as well as the length of the service [4, 32]. The negative impact to the brand’s name 
could also scary the loyal customers, who might think that they may be next. Of course, those who are loyal 
to the company could only be afraid of the switching barriers (i.e. the amount that is needed to be paid to 
switch to another provider or the expenses of acquiring the needed technology to receive those services), 
thus deciding not to leave [19]. All in all, this situation is not preferred, and an immediate action is needed 
from the company’s side to try and tackle this problem before it becomes out of control [3]. 
 
 
 
2.3 Modeling for Churn Prediction  
In order to succeed their goals to preserve their already registered people, companies decided to pursuit the 
solution using a more mathematical perspective. The customer churning prediction is assumed to be a 
dependence relationship with the customer’s information that are preserved inside the industry’s database. 
So, if the variable y is churn and the information is x, then the probability of that person to leave the 
company is P (x, y) [34]. By utilizing this, industries try to predict potential subscribers who may leave as 
well as attempt to stop them from leaving by providing more tailored products [2]. 
 
Due to the outcome of a churn prediction being binary, meaning that the result would be either churn or not 
churn, the classification method was introduced. A classification method consists of a mathematical model 
that generates results that are either “A” or “B”. The model is trained using the already existed information 
of the company, where people have already been classified into churners and not churners [14]. This part 
is called modeling and it performs analysis on the associated data [5]. Afterwards, this model is used to 
predict, using various criteria, whether new instance of customers will churn or not. The advantage of this 
method is that it can be broaden into generating many different outcomes, i.e.  “A”, “B”, “C”, “D” etc., but 
this is not in the scope of this research. As soon as each instance is labeled as “Churner” or “Not Churner”, 
immediate actions can be taken by the customer service to provide solution for the customers problems, 
thus may avoid the prominent termination of contract.  
 
Customer satisfaction and improvement of call and network quality should be the top priorities of the 
industry. Customer satisfaction refers to the comparison between the actual performance and the expected 
performance that the client had before signing the contract. In order to accomplish it, capable marketing 
people are needed to persuade the churned – predicted people to stay. Moreover, the executives must handle 
the company’s earnings well, so that they can be utilized to more ambitious and well – executed campaigns 
[7]. Having also low rate of call failures and strong network to support multitasking behaviors are beneficial 
too. Nowadays, the number of telephones has been dramatically increased due to the insertion of the internet 
inside people’s lives [16]. So, having to deal with possible system failures can really irritate people and, in 
case this happens systematically, it may lead to churning. A proposed solution would be an annually check 
of the entire equipment of the company as well as the recruitment of experienced people who can tackle 
this topic directly. 
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2.3.1 Implementation Problems 
It is important to mention, that for different datasets, different algorithms can be applied, due to great 
dissimilarities between the customer dataset. Also, most of the literature was created by observing the 
behavior of the post – paid customers. It is an undeniable fact that pre – paid customers have the leverage 
to leave the company whenever they want, since there is no contract to bound them with the provider. So, 
for this category a more appropriate approach is needed, since the information is scarce, and their behavior 
is, in most cases, unpredictable. It must be mentioned, that for this type of prediction, a six – month absence 
of activity depicts churning [26]. On the other hand, post – paid customers provide all their information as 
soon as they sign the contract, so predicting their willingness to stay or not is more plausible. Furthermore, 
most of the researches have been made upon mobile services data, rather than land – line services. The 
reason for this situation is that, in the first case, there is a plethora of information, demographics, contract 
data etc., whereas is the second case many missing values can be spotted. Also, the reliability for the given 
data cannot be easily trusted. A typical example is the missing of customer ages, the complaint data and the 
fault reports [11,12]. However, there have been proposed solutions for the case of the land – line service to 
predict the churning rate of their clientele. The duration of the used service or the payment type of the 
structure of monthly service fees are some of the recommended variables to be used to predict churning. Of 
course, limitations do exist in this approach, since the information are not robust [12]. 
 
The preprocessing is also a very important step that should never be taken lightly. In real case scenarios, 
the data are not “clean”, meaning that they lack structure, there are missing values, or they do not have the 
appropriate form in order to be used for the modeling part. The consequences can be severe, since the model 
cannot be trained properly, thus may lead to unexpected outcomes, i.e. propose a future churner who in fact 
does not want to leave the company. The data analysis can also be really helpful for such problems, since 
someone can see beforehand, what are the hidden patterns of the data and what immediate knowledge can 
be extracted [16]. Furthermore, due to unbalanced class distribution, some preprocess is needed, so that 
better performance may be achieved. Non – linear dimensionality reduction, like manifold – learning 
methods, can be implemented, where the data set will be partitioned into sub - dataset with equal class 
distribution. That can prevent computational expense and complexity. Some examples of such techniques 
are Locally linear embedding and Kernel PCA. Their assumption is based upon the existence of a highly 
non – linear manifold inside the original dimensional space, where my high – dimensional points exist [18]. 
In case of a linear – based dimensionality reduction preference, PCA is an alternative. This method keeps 
those attributes that, are most impactful for my classification, based on linearity. However, it would be wise 
not to use it in a non – linear dataset [18]. 
 
 
The algorithms that will be used should also be examined because, as it was stated before, different datasets 
require different approaches. As an example, someone should not use Neural Network Classifiers to solve 
the problem of 10,000 customers churn instances, because the problem will overfit, meaning it will fit the 
existed data so well it will be unable to predict future instances [36]. Of course, there are cases of classifiers, 
like the NSGA-II that can overpass those problems, but unfortunately, the computational power is 
extremely high and the selection of the sharing parameters exceptionally difficult [10]. The possibility of 
using a single or a hybrid classifier should also be taken into consideration. The main trade – off for this 
decision is mostly the performance of the classifier, which in the second case is superior, along with the 
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easy implementation to the production line [13]. There are also some classifiers that require specific 
transformations, like using a correct kernel. With kernel’s absence, some classifiers, like the SVM, cannot 
reach easily to a conclusion, because the complexity is exceptionally strong to be handled. Most of the 
times, the classifier may need many hours of “waiting” to get the results, and for some industries this time 
is not acceptable. On the other hand, the existence of a kernel may contribute to loss of precious information 
or, in some cases, increase of the computational cost [35]. Besides the correct data and the right classifier, 
a suitable evaluation criterion must be selected in order evaluate the classifier’s performance. There are 
many interesting criteria such as Precision, Recall, Sensitivity, Specificity etc. Each of those criteria are 
used in different predictions and they represent a different perspective of the given results. For example, a 
pharmaceutical company may be more interesting on having higher Specificity and lower Precision rather 
than a telecommunication company. Their exploration will be viewed later. 
 
Finally, sometimes a more easily comprehended and understood algorithm is needed, since the personnel, 
who will take the appropriate decisions, may not be familiar with complex algorithms. That is really 
important, because wrong decisions may lead to deterioration of the situation, like further incrementation 
of churning. In that case, a Linear Regression or a Logistic Regression are more suitable methods. 
 
2.3.2 Different Types of Algorithms 
To tackle the problem of churning, various methods have been introduced, each one with its own advantages 
and disadvantages. Many algorithms can be very tricky. Appropriate tuning of the parameters, usage of 
kernels to transform the data into more suitable ones and threshold definition are some of the features a 
tricky algorithm has. On the other hand, a more simplistic algorithm does not need such handling, since the 
mathematical formulas are more simplistic. Some of them also require very good knowledge of statistics 
and programming in order to be implemented, like Neural Networks, and some other basic mathematics, 
like Naïve Bayes, which uses basic probabilistic theorems. Of course, for some industries, like 
telecommunication or airline industries, achieving a very high performance, regardless of the 
implementation time, is very important, because people’s acceptance is connected to them being satisfied 
from the company’s performance. As a result, industries are able to find and predict a possible churner 
without him leaving earlier the industry. Moreover, the company’s results do not need to be immediate, 
since the services that they provide are not so frequent. For instance, the telecommunication packages do 
not alter as frequently as other services. On the other hand, in companies, like those that provide 
meteorological or geographical services, an immediate response is demanded, because things change in 
such a quick pace that no postponing is admitted. Unfortunately, the combination of the two cases is not 
plausible yet, since high performance and immediate response require humungous computational power 
that is yet to be provided. It is clear that with the machine learning approach, companies should expect this 
trade. 
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2.4 Previously Used Algorithms 
 
 
2.4.1 Linear and Logistic Regression 
Since people’s perspective towards machine learning was still very immature, their first approaches were 
through the utilization of traditional classification methods such as logistic regression and linear regression. 
The reason behind the usage of those methods was due to being easily understood and very comprehensive. 
Furthermore, the outputs could very easily be interpreted, and people did not need to possess any deep 
experience with programming or mathematics. There are no hyperparameters, so no predefined variables 
are needed. Some ensemble methods may even require some post – processing like calibration, where in 
our case, it is not needed. The models may need some adjustment or optimization, while individual 
predictions from all those methods are required in order to work, thus exceeding the preparation time even 
further.  Especially, in the case of logistic regression, there is a very intuitive graphical representation [26]. 
It is also shown that this method has a very good performance and can even be compared with more complex 
algorithms like SVM and Neural Networks [7]. 
 
The main difference for those methods has to do with the variable form. In linear regression only continue 
values are permitted, whereas logistic regression can handle both continue and discrete values. In real life 
scenarios, people provide information that are mostly nominal, thus cannot be easily transformed to numeric 
data, like for example the home address. If someone wants to use a linear regression approach, a proper 
data transformation is needed in order to work. That is the reason linear regression is not used nowadays to 
predict telecommunication churners [29]. 
 
However, an alternative form of logistic regression was proposed that drops the linearity constraint and 
introduces a new approach, where parameters do not exist. Of course, this method cannot handle well 
instances with many variables, because variance is affected. Another similar approach is the multivariate 
regression, where the curse of dimensionality is handled [6]. 
 
 
In statistics, a Linear Regression depicts the linear relationship of the variable that needs to be predicted 
with the given data. More specifically, the variable “y” is assumed to be equal to the sum of the products 
of the variables of the given instances with their corresponding weights. Weights are variables that are tuned 
while the model is trained. If a weight has a great value, then it means that the attribute that accompanies 
is very important for the determination of the depended variable. For the fitting process, usually the Least 
Square Error is used and minimized as much as possible. However, other popular techniques exist as well, 
like the minimization of the “Lack of Fit” on another norm or even a penalized form of the first approach. 
 
Furthermore, major assumptions are made to define the Linear Regression. 
 
• Week Exogeneity, meaning that the given attributes, used to predict “y”, are handled as fixed 
values, rather than random variables, because it simplifies the problem, even though real life 
problems do not comply to that. 
 
• Linearity, meaning that the predicted value has a linear relationship with its predictors. 
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• Constant Variance, meaning that same variance is present among all predicted values, even though 
this may also not be found in real case scenarios. 
 
• Error Independence, meaning that the errors being generated are uncorrelated with each other. 
 
• Lack of perfect Multicollinearity, meaning that between the predictors, no correlation can be 
spotted. 
 
 
 
The general model of a linear regression approach is the following: 
 
𝒚 =  𝒙𝟏 ∗ 𝒘𝟏  + 𝒙𝟐 ∗ 𝒘𝟐  + ⋯ + 𝒙𝒏 ∗ 𝒘𝒏 
 
Even though, the method is not used to predict churning cases in telecommunications, it can be utilized in 
one of the following categories: 
 
• It can be very helpful for early data exploration, since it is a nice approach to acquire information 
regarding homoscedasticity, mean, median, skewness and many more. 
 
 
• It can indicate, whether a relationship between the response and the independent variables exists. 
This can reduce the computational power significantly, since less variables means less fitting and 
training time. 
 
 
Logistic Regression, on the other hand, is a bit more complex than Linear Regression. It is defined as the 
linear relationship of the predictors and it is equal to the log – odd of the probability of the event. In other 
words, the output is always between 0 and 1, since it calculates probabilities. The binary logistic regression 
can be divided to multinomial logistic regression, that can handle categorical outputs and ordinal logistic 
regression, if the values are ordered. Although, it provides odds as outputs, it can be also used for 
classification, by providing a cut – off threshold. As a result, anything above the threshold will be 
transformed into one label and anything below it, to a second label [29]. 
  
Logistic Regression can only provide likelihood / probability for people’s attitude, therefore this method is 
usually used, when the probability that someone will churn is more important that predicting that someone 
is a churner or not [11]. 
 
Even though, the two methods are resembling one another, there is a significant difference. The assumptions 
are different from those of linear regression. Furthermore, the conditional distribution is not Gaussian, as 
in Linear, but a Bernoulli, since the dependent variable is binary. Finally, the outputs cannot be greater than 
1 or less than 0, since the outputs are probabilities of specific events. 
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The above method has been previously used a lot in many research domains, such as predicting the risk of 
a given disease, elections or even a possible system failure [17]. This method is very popular, because it 
was firstly used to predict mortality of injured people. Even though, it is a relatively old algorithm, its 
performance is never ceasing to amaze researchers. Many people usually compare this algorithm with more 
technologically advanced ones, and in some cases, even surpass their performance.  
 
To define the Logistic Regression, it is important to explain the logistic function, also called sigmoid. The 
sigmoid function takes as input any value, nominal or numeric, and gives as an outcome a value, which is 
between 0 and 1. The logistic function is written as follow: 
 
𝑃(𝑡) =  
1
1 + 𝑒−𝑡
 
 
Given that the predicting variable “t” is a linear function of “x”, i.e. 𝑡 =  𝛽0  +  𝛽1  ∗  𝑥  , the above 
mathematical formula can be written as follow: 
 
𝑃(𝑥)  =  
1
1 +  𝑒−(𝛽0 + 𝛽1∗𝑥)
 
 
 
It is also possible to use kernels for data transformation in logistic regression. This allows the data to be 
projected in higher spaces so that they can be separated there linearly. By utilizing kernels, however, the 
computational power is much more, reaching to 𝑂( 𝑁3). Furthermore, in Kernel Logistic Regression, as it 
is called, all the points define the classifier, in contrast with i.e. SVM, which also uses kernels, but it is 
defined by only the support vectors. This does not allow efficient code – writing, making its implementation 
even more challenging. 
Regarding its performance, in most cases Logistic Regression is as exceptionally good as the Decision 
Trees, which are believed to be the most easily implementable and efficient algorithm that exists. It is shown 
in literature that someone can even relax the linearity assumption, in order to let decision makers to have a 
better view of their data. The Additive Logistic Regression can accomplish the above by suggesting a non 
– parametric fit to the data, meaning that the model is structured in a non – parametric way leaving the data 
to shape the functional form. However, as soon as the number of variables is increased substantially, the 
variance is also increased, leading to a worse performance [6]. 
 
 
 
2.4.2 SVM 
Another very well – known algorithm that prevails on the majority of the scientific articles is the Support 
Vector Machine, or SVM abbreviated. The concept of the algorithm is that in order to separate label A from 
label B, the data must be divided by a linear separating surface, or in other words, a hyperplane. So, if the 
existence of a separating hyperplane exists, then there is an infinite number of such hyperplanes. Therefore, 
the problem is leaded to the maximization of the distance between those parallel lines that defines the 
hyperplane. Each of those lines passes through the closest pattern “x” to the separating hyperplane.  
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Fig 2.4.2.1: A small margin, due to small distance between the closest patterns of the two classes [ii]. 
 
 
The distance that is used between the pattern “x” and the hyperplane is the following: 
 
d(𝐱; 𝐰, b)  =  
|𝐰T𝐱 +  b|
||𝐰||
 
 
 
Since the minimization of the distance is needed, the margin is defined as follow: 
 
γ(𝐰, 𝐛)  =  min d(𝐱𝐤;  𝐰 , b) 
Having a large margin is preferable, because it decreases the possibility that a pattern will be misclassified 
and appear in the wrong side of the hyperplane. Therefore, the main goal is the maximization of the margin 
that is defined above. To solve this problem, there are two approaches. Either ||w|| = 1 and try to maximize 
the rest, which requires tremendous computational power, since it is very complex, or min|𝐰T𝐱k  +  b| =
1 and try to maximize the argmax{ 
1
||𝒘||
}, which in that case is more easily computed. 
 
During the process of solving the above problem, kernels are necessary to be used to reduce the complexity 
of the equation. The data are transformed in a high – dimensional space, where it is more plausible to be 
linearly separated [5]. The most well – known kernels that are used nowadays are the Gaussian, the 
Polynomial, the Sigmoid and the Linear, with the first one being the most preferred due to its advantages. 
Below, the performance of SVM with different kernels can be observed. 
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Fig 2.4.2.2: Confusion Matrix for different kernel application in the SVM algorithm [9] 
 
This method has some advantages and disadvantages. It can solve linear and non-linear separation cases, 
and, in most cases, it provides a very good performance. From the previous literature, it is stated that since 
the Decision Trees and Logistic Regression cannot handle great dimensionality and the Neural Networks 
are really complicated and lack of generalization, people conclude to the usage of SVM, that can handle 
high dimensionality to a greater extent that DT and Logistic Regression and are more structured and easily 
understood that NN [34]. Unfortunately, it cannot handle large volumes of data, since the matrix being n x 
n, where n can go to infinite. Furthermore, it is essential to select proper kernel and hyper – parameters to 
solve the problem. A wrong kernel and value for the hyper – parameter can result in less generalization. 
Hence, before any application, a thorough analysis for both values is needed [29]. 
 
 
Fig 2.4.2.3: Performance of SVM with an appropriate kernel and hyper – parameter [34] 
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However, multiple learning kernels are starting to gain popularity. The MK – SVM uses a mix of kernels 
to find an optimal solution. The existing methods of the above algorithm can be categorized into one – step 
and two – step methods. Due to the first one being very computationally expensive, the two – step is more 
preferred [35]. Also, the first one is used only to detect a specific pattern from various other patterns [36]. 
Finally, parallelization cannot be used in this case, thus deteriorating the situation.  
 
 
 
2.4.3 Neural Network 
Another very popular approach for the churning detection problem is the Artificial Neural Network 
algorithm. This method was originally inspired by the functionality of animal brains and is frequently 
applied to problems, where the data are not linear, multidimensional and noisy [2]. The main function of 
this algorithm is to learn patterns from various examples without being previously programmed to a specific 
task. An example would be to try to differentiate images from women and men. Even though the program 
does not know what the man or woman characteristics are, it can produce its own characteristics by utilizing 
the pool of images that is provided for the training process. 
 
For this algorithm neurons are provided, making it look like a human brain. These nodes are connected with 
each other and work along to generate the outputs. Each of those nodes sends a signal to another, likewise 
the human brain performs. The artificial neuron receives the signal and processes it together with the other 
signals that were transmitted from other nodes 
 
Fig 2.4.3.1: A typical example of Multi – Layer Perceptron, which belongs to Neural Networks [i] 
 
The connection between the nodes is established by the edges. Each edge has its unique weight, that is 
computed while the learning process is executed. During this process, two procedures can be used, either 
local search procedures or global search procedures. The first ones can very easy result in data overfitting 
and to an overall suboptimal solution. They assume continuity of optimization function to find an optimal 
solution. On the other hand, global search procedures use heuristic strategies, which are very flexible for 
real world data. Many papers have utilized the global search procedures, since they can outperform the 
former ones [25]. 
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The greater those weights are, the more impactful are to the outcomes value. All those nodes are aggregated 
into layers, where the inputs are inserted, transformed, aggregated and after they pass the last layer of nodes, 
they exit. The outputs there are calculated by a non – linear function that received all those inputs from the 
closely related nodes. The most important activation functions that are stated by the literature are the 
followings: 
 
• Step -1/1:  f(u) = {
−1 , if u <  0
1 , if u  >   0
 
 
• Step 0/1:  f(u) = {
0 , if u <  0
1 , if u >  0
 
 
• Hyperbolic:  f(u)  =  tanh(u)  =  
eu − e−u
eu + e−u
 
 
• Sigmoid (or logistic sigmoid): f(u)  =  
1
1 + e−u
 
 
• ReLU (Rectifier Linear Unit): 𝑓(𝑢)  =  {
0 , 𝑖𝑓 𝑢 <  0
𝑢 , 𝑖𝑓 𝑢 >  0
 
 
• Linear: f(u) = u  
Out of all the Neural Network approaches, the most famous was the Multiple Linear Perceptron. This 
algorithm is implemented by utilizing many layers with neurons, whereas in the SoftMax algorithm, its 
predecessor, only one hidden unit is used. MLP is capable of approximating any continuous function with 
a give accuracy, when sufficient hidden neurons are provided, when the activation function is the sigmoid 
and when the last neuron has the linear activation function. The more complex the function that needs to be 
approximated, the more neurons are needed. It has been shown that two layers are sufficient to solve the 
above problem. That is the main reason why for churn prediction, it is preferred to use this method, since 
if someone provides many neurons, he can approximate more accurately the separation function between 
the different cases.  
 
Another advantage of this algorithm is the utilization of Back Propagation [27]. It is known that during the 
prediction of an instance, an error between the known label and the predicted one is observed. The goal of 
MLP is to minimize the Mean Square Error for all the patterns. To achieve this, the Gradient Descent 
approach is used. So, as soon as the output is generated, their errors are computed, and a backwards reaction 
begins, where in each node the correction value is applied, and the new outcomes are regenerated. Of 
course, some problems can be addressed here. The learning step β, which is the trust of the algorithm to the 
fitted data, cannot be randomly selected. Furthermore, the termination criteria are also important, so fixing 
the value of the epochs is essential. Finally, this algorithm can possibly terminate to a local minimum 
instead of an optimal solution, since no weight analysis can result to derivative saturation, or in other words, 
derivative disappearance after many epochs. Since this approach is too complex and cannot easily be 
interpreted, due to the parameters’ optimization, it is usually referred to as “Black Box”. In other words, it 
is difficult to specify what exactly happens inside the Neural Network algorithm [1]. 
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In terms of performance, Artificial Neural Network is exceptionally good. MLP in particular is much more 
efficient compared with the Logistic Regression and in most cases, it even outperforms Decision Trees [29]. 
Due to its great complexity, it is very expensive for someone to use this method to predict potential churners. 
In comparison with the previous algorithm, MLP is very expensive computationally, while being totally 
impractical when large datasets are used. Decision Trees can achieve similar performance in less 
computation time [11]. 
 
 
 
2.4.4 Various Other Classifiers 
Despite these impactful classifiers, researchers tried to experiment with other approaches. Some of them 
were more easily applicable than others, since their requirements were few. Each classifier selection was 
made after thorough analysis by the researchers and since most of them were applied in few literatures, an 
aggregated knowledge is illustrated in this section. 
 
The first classifier of this section is the C4.5 algorithm, which belongs to Decision Tree Classifiers. It is an 
updated version of ID3, in which, during the growth phase, the Gain Ratio is used as a split criterion. 
Through Information Gain, a test of possible sliced events is produced, thus getting rid of its predecessor’s 
biasness. For each non – continuous feature, a test is used for the production of the results, which are as 
many as the distinct values of the attribute. In case of continuous features, the algorithm is sorting the values 
and calculates the Gain ratio based on the binary cuts on each distinct value. This process is repeated for 
all of them. A threshold can be provided for the algorithm, enabling it to handle all types of attributes. The 
list is divided to those values that are above the threshold and those who are below it. It is able to handle 
missing values and, since the gabs are filled with question marks, they do not participate in the Gain process. 
Self – pruning is also very helpful, because due to this, misclassification can be prevented. Unfortunately, 
it is not useful in big datasets, because it creates extensive trees to classify them all, making it less 
comprehensive [29]. 
 
Decision Tree Classifiers can also be implemented as an ensemble method. The most popular methods for 
this category are Random Forest algorithm, Adaboost, which is a boosting – based algorithm and Bagging 
algorithm. All of them are based on simpler forms of Decision Tree Classifiers, like the previous one. In 
the first algorithm, a sample from the observations and a sample from the features are created randomly. 
Whichever features gives the best split, it is then used to split the node repeatedly. After this process is 
executed multiple times, an aggregated solution is given. Random Forest can handle high dimensionality 
and can predict accurately even the outcomes from instances with missing values. However, precise 
outcomes are not generated for the regression model [36]. In boosting algorithms, the boosting procedure 
is combined with data preparation and cost - sensitive learning that enhances the weights with cost items. 
Some examples of cost – sensitive methods are AdaC1 and AdaC2. During the data preparation, the 
sampling is used to tackle the biasness against the minor class. Some already proposed techniques are 
SMOTEBoost and RUSBoost [36]. The Bagging – based methods enhance the bagging process with data 
– sampling techniques. The class balance is achieved either with under sampling or oversampling. Some 
proposed methods are SMOTEBagging and Roughly Balance Bagging [36]. 
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As it was mentioned above, the SMOTE method, or synthetic minority oversampling technique, is utilized 
in both algorithms. It is an enhanced method of the original random under sampling and oversampling 
techniques, that tried to tackle the problem by creating a sub dataset using random replication of the minor 
class attribute. However, possible useful information may be lost during the process, thus making this 
method not appealing to researchers [36]. On the other hand, SMOTE picks many close neighbors of the 
minority class and generates records using linear interpolations between the original records and the 
randomly selected ones. Unfortunately, drawbacks can also be found here, thus a more advanced method 
was introduced. The ADASYN, acronym for Adaptive synthetic sampling, utilizes the density distribution 
to identify the number of the samples that needs to be produced for the minority class. MWMOTE, or 
Majority weighted minority oversampling technique, identifies the minority class cases and weights them 
according to their distance from the closest majority class cases. Afterwards, the instances are produced 
using clustering approach. Finally, few hybrid sampling techniques exist, like SMOTE – Tomek and 
SMOTE – ENN, where the first one pairs of instances according to their smallest distance from opposing 
class – neighbors, while the latter does the same with the previous algorithm, only now the Wilson’s edited 
nearest neighbor is implemented [36]. 
 
Another very popular classifier that is used in the literature was the Bayesian Belief Network, or BBN. This 
algorithm is a directed acyclic graph that depicts the relationships between the various variables. Its nodes 
represent quantities, known variables or hypotheses. Its edges represent the conditional dependencies 
between those variables. If an edge exists, then one node is conditionally dependent with the other node, 
whereas if there is no edge, then the nodes are independent conditionally. For example, a disease is 
conditionally dependent with its symptoms, thus in a BBN an edge would connect those two factors. In 
each node exists a probability function that receives the outputs from the previous nodes as its own inputs 
and generates the probability of the factor represented by the node. This category is consisted of powerful 
algorithms that performs inference and learning [32]. Inference is the process of calculating the posterior 
distribution of variables by computing the probabilities of a subset of variables with the usage of knowledge 
from observed ones.  
 
 
 
Fig 2.4.1.1: A Bayesian Belief Network example [iii]. 
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This method is a descendant of the Naïve Bayes algorithm, which is a simpler probabilistic algorithm. The 
concept of this model was upon the assumption that the presence of a specific attribute is not related with 
the presence of any other attribute. In other words, the posterior probability of the class attribute, given an 
independent predictor, is calculated using the Bayes Theorem. This method was originally used in various 
research topics, telecommunication including, and it can achieve performance comparable to Decision 
Tree’s or C4.5 [29]. 
 
This method is commonly used in the studied literatures due to its advantages. Firstly, this algorithm can 
easily handle missing values, since the gabs can be filled by the aggregation of the probabilities from all 
the values of the attribute. Its creation concept makes it also easier for people, who may not have computing 
skills, to understand the problem and make some valuable decisions from the network. Furthermore, the 
model does not take time and effort to be constructed. As soon as the network is created, if any new value 
is observed, it is much easier to add it in the model. Finally, the model is not based only in data, but also in 
prior knowledge collected by people, thus making it more trusted and accepted [21]. 
 
 
2.5 Evaluation Criteria  
The algorithm implementation is very important to predict if someone will churn or not. The discussion on 
which algorithm suits better to my data is an essential part of this process. Of course, different algorithms 
provide different results. So, when it comes to how to evaluate those results, the evaluation criteria are 
implemented. Each criterion has its own advantages and disadvantages. All of them can provide intel 
regarding the outcomes, but the perspective differs. Below, we elaborate each of those criteria, provide 
knowledge on how to use them as well as what can be achieved by its implementation.   
 
 
2.5.1 Confusion Matrix 
One of those criteria, that is commonly used, is the Confusion Matrix. Confusion Matrix depicts in an 
ordered way, the True Positive, True Negative, False Positive and False Negative ratio of the algorithm’s 
results. An example of a Confusion Matrix can be found below: 
 
 
Fig 2.5.1.1: A typical example of a Confusion Matrix with its corresponding values [v]. 
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It is important to define the above values and what each one represents. Each row represents the instances 
in an actual class, while each column contains instances in a predicted class. The True Positive are those 
values, who were actual true, and they were predicted true, the False Positive are those, who were not 
positive, but our classifiers predicted them as positives, the True Negative are those, who were false, and 
they were predicted false and finally, the False Negative are those, who were true, but our classifiers 
predicted them as false. 
 
Since those values are now defined, it is essential to define the actual criteria that are all consisted of the 
previously defined ones. The Sensitivity, or True Positive Rate, represents the number of the instances that 
were true positive over the sum of the actual true instances (In our case the number of Churners, who are 
correctly identified as churners). The Specificity, or True Negative Rate, represents the number of true 
negative instances over the sum of the actual negative ones (In our case, the number of non – churners, who 
were correctly identified as non – churners). The Precision, or Positive Predictive value, is the ratio of the 
number of True Positives over the sum of True Positives and False Positives (In our case, the number of 
correctly predicted churners over the number of churns predicted by the algorithm). Finally, the Recall is 
the ratio of the number of the true positive cases over the sum of the positive ones [3, 10]. 
Below, a matrix with their corresponding mathematical formulas is provided.  
 
 
PRECISION 𝑇𝑃
𝑇𝑃 +  𝐹𝑃
 
RECALL  𝑇𝑃
𝑇𝑃 +  𝐹𝑁
 
SENSITIVITY 𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
SPECIFICITY 𝑇𝑁
𝑇𝑁 +  𝐹𝑃
 
 
Fig 2.5.1.2: Mostly used Evaluation Criteria 
 
This criterion is very commonly used, because of its simplicity. People with no computing skills can easily 
evaluate themselves, if the algorithm has been successful or not. It perfectly illustrates the precision of the 
algorithm, by comparing correctly and incorrectly classified instances for every existing class [9]. 
Depending also from the goal of each company, different criteria can be implemented. For example, the 
success of a test, regarding the cure of a disease, needs to have high sensitivity in order to identify someone, 
who suffers from the disease rather than high specificity, that measures the probability the test will find 
people who do not suffer, when the disease is absent. It must be mentioned, that as long as the sensitivity 
is increased, the specificity is decreased. That is the reason why most companies need to think on what is 
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important for their product to be successful. Those criteria are known to be very good at handling datasets 
with biasness. However, many researchers advocate that accuracy, specificity and sensitivity are not able 
to assume asymmetries in misclassification costs [25]. Finally, the above values are very important for the 
creation of the ROC Criterion, which will be elaborated in the next section [11]. 
 
 
2.5.2 Receiver Operating Characteristics (R.O.C.) 
Even though, the previous criterion was very simple and easily implemented, sometimes a more robust and 
more complex evaluation criterion is needed. In this case, the Receiver Operating Characteristics is 
implemented. 
 
Αs soon as the results are generated, it is important to evaluate the model given its performance. The 
prediction rates, which are the True Positive and False Positive, are utilized. The goal is to get high TP rate, 
while minimizing the FP rate [11]. Those values allow us to create the ROC curve, which is a graphical 
plot that has in its x – axis the FP rate, which is all the incorrectly positively predicted instances, and in its 
y – axis the TP rate, which represents all the correctly positively classified instances [17, 30]. This plot is 
also known as specificity vs 1-specificity plot, since TP and FP are related with those names directly. It was 
originally created by electrical engineers during WW 2 to detect enemy objects and later it was introduced 
in psychology. Nowadays, its application can be seen in many various sectors of industries. 
 
 
Fig 2.5.2.1: A ROC Curve [iv]. 
 
The most efficient method should provide a point close to the coordinate (0,1) of the graph. This would 
mean that, we achieved 100% Sensitivity (no false negative) and 100% Specificity (no false positives). This 
point is named perfect classification, but unfortunately, it is not achievable. The goal would be to get the 
curve as close to that point as possible. A random guess of the outcome for an instance would give a point 
along the diagonal line. As the number of the instances is increased, the curve tends to become the diagonal 
line. All the cases that are above this line are assumed to be correctly classified, whereas those below the 
curve are incorrectly classified. 
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Along with the Receiver Operating Characteristics curve, the Area under the curve can be used. This 
measures the probability that a classifier will pick a random positive record and rank it higher than an 
equivalent negative one [36]. So, if we get an AUC of 70%, it means that, by picking a random churner or 
no churner, 70% of the times the churner will have greater probability to churn than a no churner [7]. The 
values that the AUC takes vary between 0 and 1, where 0 represents chance performance and 1 a perfect 
classification. The case of -1 depicts the algorithm’s performance, where the results are always wrong. 
 
The mathematical formula behind this method is the following: 
 
𝐴 =  ∫ 𝑇𝑃(𝑥)  ∗  𝐹𝑃(𝑥) 𝑑𝑥
+∞
−∞
 
 
where TP is the True Positive rate and FP the False Positive rate. 
 
The ROC – AUC method is usually used to compare different algorithms with each other and it does not 
take into account the class distribution and the misclassification error [25]. However, people started to doubt 
its performance, since the AUC is quite noisy and has also some problems in model comparison. New 
techniques arise every day and they show that AUC cannot be easily trusted. This phenomenon occurs, 
because the decrease of the ROC curve to a number has a total impact to the method, since it will not 
consider the tradeoffs between the performance points. Furthermore, if the classifier produces discrete 
attributes, the ROC curve cannot be drawn, making the Confusion Matric a nice pick for evaluation [25]. 
On the other hand, examining a specific location of the ROC curve can be informing, since someone may 
want to focus on low False Positive rate rather than high True Positive. Also, this method is commonly 
used for customer churning prediction, despite its drawbacks. Finally, it provides a robust evaluation of the 
classifier’s performance by recommending various cut -off points of the ROC [6, 7]. 
 
 
2.5.3 Other recommended evaluation criteria 
Beside the above, researchers have recommended also other approaches to pursue a better classification 
performance. Some of those criteria are elaborated below.  
 
The Chi – Square, or Pearson’s criterion, is a well-known evaluation criterion that is used in many scientific 
projects in order to measure the performance of a classifier. More specifically, it measures the distance 
between the predicted values and the actual values of the dataset’s instances by calculating the value of  
𝑋2  =  ∑
(𝑥𝑖 − 𝑚𝑖)
2
𝑚𝑖
𝑘
1  , where x is the predicted value and m the actual value of each instance  [13]. So, 
given that an assumption exists, all the instances are classified into one of those classes, thus the chi – 
square test computes the likelihood of each observation, based on that assumption. The higher this value is, 
the worsen the performance become. So, a small value is preferable.  
 
Top – decile lift is another widely – spread evaluation criterion that is used for churn prediction. This 
method computes the ratio between the percentage of correctly classified instances in the top 10% ranked 
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cases and the percent of actual churners that occur throughout the dataset. The mathematical formula behind 
this method is the following: 
 
Top – Decile Lift = 
𝛽10%
𝛽
 , 
 
where the numerator is the percent of the correctly classified churners and the denominator is the percent 
of all the churners existing inside the dataset [8]. For example, a top – decile lift of 2 depicts the existence 
of twice the number of churners in the top 10% ranked customer group. This method is really helpful, when 
the Area under the Curve is similar for all the tested algorithms. So, an algorithm with great top – decile 
value is much more informative, especially in marketing [17]. With this said, if the budget of a company 
was small and could not target all its churners at once, targeting the 10% most possible churners would 
benefit the company. The proportion of the real churners in the 10% is afterwards compared with the 
equivalent percent of the churners in the entire dataset [6]. Even though, this method is efficient, it does not 
take into account the real cost brought by the classifiers [36]. 
  
Apart from Top – decile lift, Lift is also a commonly used evaluation criterion, with many implementations 
in various sectors. As the previous methods, lift also measures the performance of various algorithms with 
each other [22, 30]. The model is efficient, if the response of this dataset’s segment is better than the average 
equivalent for the whole dataset. So, Lift can be described as follows: 
 
Lift = 
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑎𝑡𝑒
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑎𝑡𝑒
 
 
For example, if the average response rate of my entire dataset is 3% and the response for the specific 
targeted location is 30%, then the Lift is equal to 10. In case of a Lift equals to 1, then it means that the 
inputs that I provided to the algorithm with the outputs that I received are independent, thus no pattern can 
be drawn. If Lift is greater than 1, it is implied that there is a dependence between the inputs and outputs, 
thus potentially useful patterns can be drawn. The greater the value is, the stronger the patterns that are 
drawn are. 
 
The above method is related to the Average Precision metric, if the precision is assumed to be the variable 
of the probability and to the Receiver Operating Characteristic curve. So, by exploiting Lift, the instances 
are divided into quantiles and with the calculation of the predicted rate with the cost, people can propose 
possible market offerings to those, who are believed to be the most likely to churn [18]. 
 
Since the method indicates the wellness of an algorithm, by comparing the results of a small area of the 
dataset with the whole dataset, it can be very informative regarding the churn tendency. However, it is 
possible to have an intersection between the Lift graphs of some models. Therefore, the highest Lift is 
drawn by another model depending on the selected top fraction [31]. Top Decile can also be implemented, 
but it may provide a suboptimal solution. Therefore, another approach is nee 
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Chapter 3 Exploratory Data Analysis 
 
 
 
3.1 Dataset introduction and variable explanation 
Thorough research regarding the technical part has been made as new techniques are being discovered and 
tested to see their performance. In the previous section, some of the most popular and mostly used 
algorithms were introduced as well as the evaluation criteria that determines the performance of each 
algorithm. However, in order to proceed to the machine learning part, it is essential to have a deep 
understanding of the data that we are using and set some ground truths that will support the produced 
insights. 
 
In this case, an online data set regarding telecommunication churning has been selected from the internet. 
It was conducted by IBM to aid people who are keen on predicting retain customers behavior. The data set 
consists of 21 attributes plus the class attribute of the customer's status (churn or not churn). The attributes' 
values are either numeric or nominal, depending on the nature of each attribute. Below, each variable is 
described. 
 
 
• CustomerID: A unique representation of each customer consisting of both numbers and letters. 
 
• Gender: Each instance's cell is filled with “Male” or “Female” 
 
• SeniorCitizen: Defines whether the instance is a senior (above 65 years old) or not. If the customer 
is a senior, the cell is filled with “1”, otherwise with “0”. 
 
• Partner: Defines whether the customer has a partner or not. If there is a partner, the cell is filled 
with” Yes”, otherwise with “No”. 
 
• Dependents: Defines whether the instance had someone to whom he/she depends on, i.e. mother, 
father, family etc. If there is one, the cell is filled with “Yes”, otherwise with “No”. 
 
• Tenure: Defines the period in which the customer is given services. The attribute's values are 
numerical. 
 
• PhoneService: Defines whether the customer had a phone service or not. If the customer had, the 
cell is filled with “Yes”, otherwise with “No”. 
 
• MultipleLines: Defines whether the customer had multiple lines or not. If the customer had, the 
cell is filled with “Yes”, otherwise with “No”. If he had no phone service, then it is filled with “No 
phone service”. 
 
• InternetService: Defines whether the customer had and internet service or not. If the customer had 
DSL, the cell is filled with “DSL”, if he had fiber, it is filled with “Fiber optic”, otherwise with 
“No”. 
 
• OnlineSecurity: Defines whether the customer is provided with online security. If the customer is 
provided with one, then the cell is filled with “Yes”, otherwise with “No”. If he didn't have internet 
service in the first place, the cell is filled with “No internet service”. 
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• OnlineBackup: Defines whether the customer is provided with an online backup service or not. If 
he is provided with one, the cell is filled with “Yes”, otherwise with “No”. If the customer didn't 
have internet service in the first place the cell is filled with “No internet service”. 
 
• DeviceProtection: Defines whether the customer is provided with a device protection service. If 
he is provided with one, the cell is filled with “Yes”, otherwise with “No”. If the customer had no 
internet service in the first place, the cell is filled with “No internet service”. 
 
• TechSupport: Defines whether the customer is provided with a tech support service or not. If he 
is provided with one, the cell is filled with “Yes”, otherwise with “No”. If the customer didn't have 
internet service in the first place, the cell is filled with “No internet service”. 
 
• StreamingTV: Defines whether the customer is provided with a streaming tv service or not. If he 
is provided with one, the cell is filled with “Yes”, otherwise with “No”. If the customer didn't have 
an internet service in the first place, the cell is filled with “No internet service”. 
 
• StreamingMovies: Defines whether the customer is provided with a streaming movie service or 
not. If the customer is provided with one, the cell is filled with “Yes”, otherwise with “No”. If the 
person didn't have an internet service in the first place, the cell is filled with “No service internet”. 
 
• Contract: Defines the type of the customer's contract. It takes either “Month-to-Month”, if the 
contract is renewed every month, “One year”, if the contract is renewed every year, or “Two year”, 
if it is renewed every two years. 
 
• PaperlessBilling: Defines if the bill is paperless or not. If it is, the cell is filled with “Yes”, 
otherwise with “No”. 
 
• PaymentMethod: Defines the type of the payment method. It can be either “Electronic check”, 
“Mailed check”, “Bank transfer” or “Credit card”. 
 
• MonthlyCharges: Defines the amount of money that each customer pays per month given the 
services that are provided. The values are numerical. 
 
• TotalCharges: Defines the amount of money that each customer pays per year given the services 
that are provided. The values are numerical. 
 
• Churn: Defines whether the customer has left the company or not. If he has, the cell is filled with 
“Yes”, otherwise with “No”. 
 
It must be mentioned that all the categories with “Yes”, “No” or “No internet service” were filled with 2, 1 
or 0 respectively. Those with “Yes” or “No” were filled with 1 or 0, while the MonthlyCharges and 
TotalCharges were aggregated and later split into 4 and 9 categories respectively. Finally, the 
PaymentMethods’s values were also transformed into 1,2,3 and 4, each one representing one of the above 
transaction methods. 
 
Now that each attribute is defined, it is crucial to extract some valuable knowledge regarding our clients 
age, preferences, disappointments etc. That is where the exploratory analysis is used. In this section, R 
Studio was used in order to create some plots and graphs that can generate useful information regarding the 
customers status and preferences. 
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3.2 Customer knowledge extraction 
Inside the R Studio the dataset was imported, and an extensive research was made in order to identify 
essential information regarding our clients. First of all, there is the same number of male and female inside 
the dataset. In particular, there are 3488 female customers and 3555 male customers. Below, someone can 
see the portion of the elderly people against the non – senior. In our case, someone is a senior, if he has 
surpassed the 65th year of his age. 
 
 
 
                                      Fig 3.2.1                                                                          Fig 3.2.2 
 
It is shown in Fig 3.2.1 that almost 600 female and 500 male customers are actually elderly people. Having 
identified that, it is important to also identify people that are below 18. To accomplish that, we need to 
utilize the variable “Dependent”, since people below 18 are depended by their parents. From the second 
graph (Fig 3.2.2) someone can see that, around 1000 females and 1050 males are not seniors and they have 
a dependence; thus, they are identified as people below 18. That leaves us with around 2000 female and 
2000 male customers that do not require any dependent, thus being above 18 years old. We can also see 
that the majority of the elderly people also do not have any dependence, but only a very small percent needs 
one. The “Partner” variable is not very helpful in this stage, since the number of single people and people 
in a relationship is almost the same in our graphs.  
 
 
 
3.3 Churn analysis regarding customer’s service 
In the previous section, we have tried to examine our data and export some useful information that can help 
us understand this churn problem later. Now, we will dig deeper in our data and try to find out what causes 
the churn problem. 
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Firstly, to have a glimpse of our problem, I tried to plot the churning outcomes with the tenure. From the 
graph below (Fig 3.3.1), someone can see that people who belong to the first group (0 to 30 months) are 
very likely to leave the industry and search services in another company. We can see this case is not 
observed in the other two groups, meaning that people, who stay loyal for more than 30 months, have 
smaller probability to leave the company, especially in the third group (more than 60 months). Since, the 
problem of churning in the first 30 months is very dominant, further research is needed. We will try to 
identify to what extend the services that the company provides are affecting the customers, leading them to 
churn. 
 
 
 
                                            Fig 3.3.1                                                                      Fig 3.3.2 
 
 
The first variable to be tested is the phone service. Since the company is a telecommunication company, 
we believe that it needs to be examined first. As we can see from the graph above (Fig 3.3.2), there is a 
significant portion of our customer, who seem not to be satisfied with the company’s phone service 
provision (around 1750 customers). This phenomenon, of course, needs to be further examined to see what 
drives those people to leave the industry. Below, we conducted a query to plot the people who churned 
given that they have a phone service, but now with regards to their tenure. The result from this assumption 
was that people are not satisfied with the company’s phone service, when their stay is below 30 months. 
Almost half of them, who have a phone service, decided to leave, whereas people that stay longer are more 
satisfied with their services. Furthermore, the relevance of the contract variable was tested in Fig 3.3.4. The 
outcome showed that most of the customers that leave the company, due to phone service, have actually a 
month – to – month contract, meaning that they renew each month their contract with the company. This 
cannot be seen in the other two cases. Finally, it was important to combine all the previous variables in a 
single graph to have a clearer view of the problem. In Fig 3.3.5 the problem is spotted in two categories. 
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The first one is in the case, where people stay fewer than 30 months, while they possess a month – to – 
month contract, and the second one, where people stay between 31 and 62 months and they have again a 
month – to – month contract. In a similar approach, with the gender variable being present instead of tenure, 
there was not any significant outcome, since the gender does not affect the results.  
 
 
                                                                                   Fig 3.3.3                                                                               
 
 
 
              Fig 3.3.4 
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                 Fig 3.3.5 
 
 
                                                            Fig 3.3.6 
 
Since having phone service is very troublesome for the company, it is important to test, whether those, who 
have multiple lines are satisfied with the company’s services. In Fig 3.3.6, it can be clearly seen that there 
are people, who do not have a phone service and multiple line service. The existence of a portion of people 
that churn means that, neither this service is satisfying for the customers. In particular, around 900 
customers, who do not have either phone service or multiple line service are still leaving the company, 
meaning there are other company’s services that needs to be examined. The previous argument is also 
strengthened due to the existence of churning people without phone service. Besides that, there are around 
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900 customers, who have multiple service and they churn. Our initial assumptions of the tenure and contract 
factor will be tested upon the multiple line variable. 
 
  
                                         Fig 3.3.7                                                                          Fig 3.3.8 
 
The above figure (Fig 3.3.7) shows that around 750 customers with no multiple line service are leaving the 
company before the 30th month of their stay. In the case of those, who have that service, the results are 
ambiguous, since the same number of customers stay loyal or leave the industry in that period of time. The 
more someone stays loyal to the company, the more unlikely it is to leave. However, Fig 3.3.8 shows that 
the type of the contract plays a major role on the customer’s decision, since almost all the first – category 
churners from the Fig 3.3.7 (loyal till the 30th month) are represented in the Fig 3.3.8. 
 
In the previous plots we saw there is a percentage of customers, who leave the industry even if they do not 
have phone service or multiple line service. As a result, the other variables need to be examined to have a 
better view of the problem.  
 
 
Internet service is also very important nowadays, since the literature stated a person is more likely to 
subscribe to the telecommunication company, if the internet connection is satisfying. Furthermore, people 
use applications for their everyday communication, making the internet service even more impactful for 
the customer’s decision of subscription. Below, we can see how the churning challenge is described with 
regards to the internet service. The figure 3.3.9 shows there is a small number of people, who have DSL 
and leave, but this number is more inferior to the one of the people, who stay loyal. However, there is a 
huge problem with the fiber optic, since more that 1250 customers decided to leave the industry (almost the 
two third of those, who decide to stay). Further research is needed to identify, what drives those people to 
churn. 
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                                          Fig 3.3.9                                                                  Fig 3.3.10                                                                              
 
 
In the Fig 3.3.10, the people, who stay loyal fewer than 30 months and they have fiber optics, are very likely 
to leave instead of those, who have DSL or no connection at all. The problem though, is also dominant 
among those, who stay loyal for more than 30 but less than 61 months, since it is about half the number of 
loyal customers. In Fig 3.3.11, we can see that, those, who have fiber optics and leave, have, in the majority, 
month – to – month contracts. This may imply that the fiber optic service is more expensive, since people, 
who renew each month their contract, are mostly people with low incomes. To test this assumption, we plot 
the “monthly charges” variable to see whether the speculation is right or not. From the Fig 3.3.12, we can 
clearly see that people, who require this type of service, need to pay more than 70$ per month. This means 
our speculation was right. As a conclusion, people with month – to – month contracts are not able to pay 
enough for a fiber optic service, thus decide to leave before their 30th month of stay. In order to alleviate 
the problem, since this type of service becomes more popular due to its performance, perhaps a decrease 
on the service price would be a good strategic move, so that more people could have access to it. 
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                                      Fig 3.3.11                                                                    Fig 3.3.12                                      
 
 
 
The next variable, that needs to be examined, is the Online security attribute, since online security can be a 
decisive factor for a future customer subscription. The Fig 3.3.13 shows us people, who do receive an online 
security, are very unlikely to churn. However, in the case of those, who do not receive that service, the 
probability of someone to leave the company is quite high (almost 1500 customers left). Those who do not 
have an internet service, thus no online security, are in the majority loyal customers.  
 
Since there are many people, who do not have an online service and leave the company, further research is 
needed to be conducted. Again, the contract and tenure factors will be displayed in the plots below. In Fig 
3.3.14 we can see that people, who do not stay loyal for more than 30 months (0 category) and do not have 
an online security, while having an internet service, are highly probable to leave the company.  
 
However, since people do not have online security, but leave the company nonetheless, we concluded to 
the result online security is not the company’s troublemaker. To examine a bit further, we can see in Fig 
3.3.15 those people, who churned in Fig 3.3.16, are people with month – to – month contracts. This confirms 
the previous statement regarding the month – to – month contracts that require a different marketing 
approach. A decrease can be observed to those, who stay longer. On the other hand, as it was shown before, 
customers with an online security service are very satisfied, thus do not churn. Finally, the Fig 3.3.16 clearly 
shows the company’s problem is actually the monthly charges for a month – to – month contract and not 
the service itself. 
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                                       Fig 3.3.13                                                               Fig 3.3.14 
 
 
  
                                  Fig 3.3.15                                                                  Fig 3.3.16 
 
The next attribute for testing is the Online back-up variable. From the Fig 3.3.17 we can see the same 
principles are attached to this attribute as well, since people with no online back up service are leaving the 
company, while those with this service stay. With further examination regarding the type of contract and 
the monthly charges, we can observe, that the service is again not responsible for customer churning, but 
the monthly fees.          
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                                    Fig 3.3.17                                                              Fig 3.3.18 
 
In Fig 3.3.18 we can see the same situation is observed with the device protection service. People with no 
internet service are naturally not required device protection, thus they are excluded from the examination. 
The number of churners in each category are the same with the number in Fig 3.3.17. Again, people are not 
leaving the company due to this service, but they cannot afford the fees, as it is shown in Fig 3.3.18. 
Furthermore, more money is demanded from those with month – to – month contract, rather than from 
anyone else. 
 
 
                                  Fig 3.3.18                                                                 Fig 3.3.19 
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The principles with the last two variables are applied to the Tech support attribute, since we can not see 
significant differences with the previous plots. Customers with this service are more satisfied in comparison 
with the online back up and device protection. Almost 1500 customers are leaving the company, none of 
who has this service, meaning they are not enjoying the company’s other services. With further 
investigation we can see, one more time, monthly charges are causing this problem. 
 
 
                                    Fig 3.3.20                                                              Fig 3.3.21 
 
To finish our services’ analysis, for both streaming TV and streaming movies variables, the plots are 
identical, meaning that, whoever has a streaming TV service, has also a streaming movie service. Those 
customers are behaving similarly, meaning if they are not satisfied with the first service, they are not 
satisfied with the latter too, thus they churn. 
 
 
 
3.4 Analysis regarding payment 
In the previous section, we examined, how the variables are impactful on customer’s churning decision. 
We investigated every service that are provided by the company and even tried to find a logical explanation 
for the customer behavior. The most dominant causes generated by our analysis was regarding people, who 
possess a month – to – month contract as well as the monthly charges that are demanded to enjoy the 
requested services.  
 
This part focuses on people’s way of paying, how they pay and how possible it is for each type of customer 
to pay those bills. With the data provided by the same dataset, I will try to extract valuable knowledge, 
which may explain more this phenomenon. 
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First and foremost, the variable which is more important to examine is the type of payment each customer 
selects to pay his bills. In this dataset four types are defined. There are those, who pay online with an 
electronic check, those, who pay with a mailed check, those, who pay with a credit card, where the 
transaction is automatically made and finally those, who pay with a bank transfer service, which is also 
automatically made. Having said all that, I will firstly try to find out, which from the above are more 
preferred. Fig 3.4.1 shows the most preferred method for someone to pay his bills is the electronic check 
(number 1), while the other methods are in the same level of preference. This also validates the previous 
argument, since there is a tendency for the company’s customers to pay their bills online or, in other words, 
to prefer a paperless billing. Fig 3.4.2 validates the previous assumption. 
 
 
                                     Fig 3.4.1                                                                      Fig 3.4.2 
 
Although, the paperless billing is more preferred for fee payment, it is important to observe the behavior of 
churners and extract some valuable information. In Fig 3.4.3, I plotted the churning behavior of the 
industry’s customers with respect to the paperless billing method. The information drown from this plot is 
that people, who use a paper billing, are more likely to stay loyal to the company, rather than those, who 
do not. Particularly, almost 1500 customers are leaving, which is almost half the number from those, who 
stay loyal. Due to this phenomenon, further analysis is requested to see, why this behavior exists. 
Specifically, the problem for those 1500 churners can be found in the case in which people are paying 
through electronic checks, since it represents half of that number. People prefer to pay their bills through 
other sources rather than electronic checks, so this should be the main focus for the company. Furthermore, 
as it was previously mentioned, churning customers, who pay with electronic checks, are also provided 
with Optic Fibers, which was found to be troublesome for the industry (Fig 3.4.5). Finally, in the case of 
phone service (Fig 3.4.6), almost 800 customers, who pay with electronic checks, churn. 
 
 
 
38 
 
 
  
                                              Fig 3.4.3                                                                 Fig 3.4.4 
 
 
 
 
                                           Fig 3.4.5                                                                    Fig 3.4.6 
 
The next step for this analysis is to examine the customer behavior with regards to the monthly and total 
charges that are provided by the dataset. The first category represents the costs that are paid by the 
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customers per month, while the second category represents the costs that are paid annually. The costs are 
defined based on the requested services. So, we start by examining which service is the most expensive, 
since we saw many people are not able to pay much for many services.  
 
The first assumption is the internet connection, since as we saw in the literature, it is the most crucial factor 
for someone to subscribe to the company. In Fig 3.4.7 we can draw many useful information regarding the 
company’s internet services. First of all, people that are provided with fiber optics are paying more that 60$ 
per month, since they belong to the class 3 and 4. It seems that fibers are more expensive than the casual 
DSL service. On the other hand, customer with low monthly costs request a more standard internet 
connection, like a DSL. Especially, people, who pay less than 30$ (belong to class 1), do not have an 
internet connection at all, but they pay for other cheap services. This means that the internet service is not 
accessible for everyone, thus may lead someone to churning. It is important for the company’s stuff to 
deliberate and discuss about the internet service’s cost, so that everyone may have access to one. 
Furthermore, since there are almost 1500 customer, who buy another service rather than an internet 
connection, it is essential to discover what attracts the customers towards those services.  
 
The next assumption would be the phone service, since that is the primary reason for the customer’s 
subscription. With a single plot, we saw that people with no internet connection, thus with no other related 
service, are only interested in phone service. However, those people may have multiple lines as it is shown 
in Fig 3.4.8. The maximum monthly charge for a multiple phone line is 26.9$, whereas the minimum 
22.95$. 
 
In the case of those with no multiple line, the monthly charges are between 18.25 and 21.45$ (a difference 
of 5 dollars). Furthermore, those with multiple lines are in the majority people with two – year contract and 
with a tendency to stay loyal longer in the industry. 
 
 
  
                                      Fig 3.4.7                                                                        Fig 3.4.8 
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The final assumption for this analysis would be the age of the company’s customers. It is natural to expect 
different service requests given the age of each customer. From the Fig 3.4.9 we can see a large portion of 
the elderly customers pay between 60$ and 90$ (belong to class 3), while there are also cases in other 
categories. Around 220 seniors are even paying more than 90$, which is also very interesting. Since we 
have this phenomenon, further examination will be provided below. 
 
 
 
                                  Fig 3.4.9                                                                     Fig 3.4.10 
 
 
Firstly, we will see what services those people request. Almost all the senior customers (more than 1000 
customers) are provided with a phone service, with only less than 125 customers, who do not request this 
service (Fig 3.4.10). From those with the phone service provision, around 650 customers have a multiple 
line service, while less than 400 people are satisfied with only one phone line.  
 
Besides phone service, we have to examine their behavior towards the internet services. More than 800 
senior customers select the fiber optics, rather than DSL or not having an internet connection at all. As we 
saw previously, fiber optics is a more expensive service than the DSL. That explains the high amount of 
money that they pay monthly to the industry. Regarding the rest of the services provided by the company, 
seniors are not very fond with internet security, since around 800 customers are not provided with one. As 
for the device protection and online backup, seniors are, in the majority, against those services, with only 
around 500 customers having those services. Furthermore, Tech support is another service that seniors are 
not very fond of. Almost 800 customers are against this service and only 250 are equipped with this service 
(Fig 3.4.12). Finally, streaming movies and TV in general are two services that customers are torn between, 
since the numbers are similar for those who chose this service and those who did not. For those with no 
internet connection in the first place, they are unwilling to have any other service. 
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                                      Fig 3.4.11                                                                  Fig 3.4.12 
 
 
                                                                          Fig 3.4.13 
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Finally, in Fig 3.4.13 we can see most of the senior customers have a month – to – month contract and pay, 
in the majority, around 60 to 90$ per month, as we found out previously. Their period of stay varies, since 
in all the categories seniors are more satisfied with a month – to – month service. However, we should 
notice that almost 300 customers did not stay more than 30 months (Fig 3.4.13). Probably, since they renew 
every month their contract, they are more versatile and can find another company to subscribe.  
 
Since we saw the behavior of the senior citizens towards the company’s services, we should see the 
equivalent behavior of those, who are not senior. Below we will see the vast majority of those people have 
a phone service, with only around 500 customers who do not have it (Fig 3.4.14). From this number, almost 
3000 customers do not have a multiple line service, while around 2300 customers are already equipped with 
one (Fig 3.4.15).  
 
As for the internet connection, people are torn between DSL and fiber optics, since the numbers are similar 
with the latter having a small advantage. It is interesting to notice that almost 1500 customers do not want 
an internet connection. Regarding the other services, around 2600 customers do not have an online security, 
whereas almost 1700 customers have one. For the online backup and device protection the numbers are 
similar, since in both plots almost 2500 customers are not equipped with this service, while 2000 are. 
Regarding the tech support, almost 2600 customers do not want this service, while around 1700 do. Finally, 
for streaming movies or Tv in general, there is a small number advantage to those who do not have either 
of this service.  
 
 
 
                                   Fig 3.4.14                                                                  Fig 3.4.15 
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                                       Fig 3.4.16                                                                   Fig 3.4.17 
 
 
                                                                               Fig 3.4.18 
 
In this category also, the month – to – month contract has dominant presence, since more than 3000 
customers have one. Furthermore, most of the above do not stay more than 30 months. In Fig 3.4.18, this 
can be seen more detailed, where there are many people with a month – to – month contract. Also, we can 
see people acquire this type of contract even though they pay more than 60 $ per month. Finally, those 
people do not stay longer than 30 months, even if they pay less than 30$.  
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Chapter 4 Python code and result explanation 
 
 
 
4.1 Introduction 
Previously, we made a thorough research regarding the various tendencies of the company’s customers as 
well as examined what drives those people to leave the industry and search for a better telecommunication 
provider. Different ages require different handling, since young ones want other services or even more 
advance options, i.e. Fiber optics rather than DSL, than older customers, who may be more satisfied with 
less services.  
 
Useful knowledge was extracted and many results regarding the customers churning were obtained. 
However, no model was introduced in that part to predict people’s behavior towards this problem, thus 
leaving the problem unsolved. In this chapter, a program using four different models is introduced as well 
as a comparison between the various results is conducted.  
 
To achieve this, I used the PyCharm, a coding interface, where someone can write code using Python. For 
this part, Python 3.6 was utilized, which was the latest update of Python. Various modules like pandas, 
matplotlib and sklearn were used to execute it. 
 
 
4.2 Code break – down and process explanation  
In this section, I will try to explain some definitions, why some techniques were selected instead of others 
and further information regarding the whole code process. Furthermore, the details here will be mainly 
technical, since more theoretical information were already provided previously, so that everyone can 
understand the logic behind the following program.  
 
 
First and foremost, it is essential to underline, that this python program is a machine learning process to 
predict future cases of churnings. Machine learning is a method, where a specific algorithm is selected and 
later trained, using given data, so that it can afterwards automatically identify, who is more probable to 
leave the company and who is satisfied with his telecommunication services. Those data have many 
variables that are related with a specific problem except from the last one, which is usually a binary attribute 
(takes either 0 or 1) and it represents the outcome that was observed given that information. In our case, the 
variables are related with telecommunication and the last attribute, know also as class attribute, has to do 
with the decision of the company’s customers on whether to leave or stay loyal. 
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4.2.1 Selected Modules 
Having said all these, we can now proceed to the code itself and start explaining everything. In the beginning 
of the code are the modules, which are inserted to the program. They are actually compact and already – 
written piece of code that can be used without retyping all the code existing inside the module. Below every 
module that is used is explained. 
 
The first module that is used is “pandas”, in order to insert the data inside the program. The data are in an 
excel form and are comma separated. In the first file, there are all the important variables along with their 
given values, while in the second file there is only the class variable, filled with 0 or 1.  So, the above 
module is used to create a data frame, where the data will be stored. The method “pandas.read_csv” has 
many parameters, but for this case only the “sep” is filled, since the data inside are integers and there are 
no blank cells. 
 
The next selected module for this process is the “sklearn” module, which contains exclusively methods and 
algorithms regarding machine learning. From this module “train_test_split” is selected. This method 
allows me to split my data into train data, test data, train targets and test targets, in whichever percentage I 
want, randomly. For my case, I used the most commonly used percent, stated in the literature, which is 
33%. This means 67% of my data will become train data and train targets and the rest 33% will become 
test data and test targets.  
 
Overfitting is a problem that occurs in many machine learning examples. It refers to a case, where a model 
fits so perfectly the trained data, leaving no room for generalization. In order not to overfit the model, we 
use another method called “cross_val_score”, which receives both the data and targets we created and 
randomly splits them in portions defined by the user without the divided parts to overlap with each other. 
This method is really useful in the PCA part, since we can do this as many times as we want and for each 
round, the data are divided in the same portion, but can contain different records compared with the previous 
round. 
 
The accuracy of each classifier needs also to be computed. For this task I used another piece of code from 
the sklearn module called “accuracy_score”. Inside this command I inserted the data with the targets and 
the parameter that defines the number of cross validations that will be executed. This command returns the 
number of the correctly classified instances over the overall number of cases existing in the dataset. 
 
 
In order to do all the above, the process will be executed for all the variables existing in the dataset. 
However, it is essential to observe if the performance is affected by the number of attributes or not. There 
may be a case, where the classifiers perform better with 4 variables rather than with 20. For this task the 
PCA technique is used. According to this, the program can decide and keep the variables that affect mostly 
the classifier’s performance, without dropping the accuracy below a specific threshold. The method for this 
task is “PCA” and it is a piece of code that resides in the “decomposition”, a sub – code of the original 
sklearn module. 
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Finally, it is important to insert a module that can allow the user to draw the outcomes in a plot for better 
understanding and easier decision making. This module is called “pyplot”, an extension of the “matplotlib” 
module, which can create plots that are easily edited and saved. 
 
 
4.2.2 Selected Classifiers  
Rightly selected modules enable the user to create a well – structured and understandable code. However, 
for the machine learning part, the major role for the performance plays the classifier selection. The thesis 
main focus is to observe, if the classifiers, which were previously used by the researchers in the literature 
review, perform as well in this dataset as in the ones used by them. Those classifiers are elaborated and 
explained in the following paragraphs.  
 
 
 
4.2.2.1 Logistic Regression 
The first classifier used in the code is the Logistic Regression. As it was stated in the literature review, it is 
an easily implemented algorithm, with many possibilities and very good performance, especially in 
telecommunication churning datasets. Due to its easy implementation, the user does not have to define any 
variable, making it one of the most popularly used algorithm in modern industries. For this task, I chose 
not to use the Linear Regression and go with the Logistic Regression, because in real – life cases, as the 
one introduced in this thesis, the problem is usually never solved with linear algorithms. 
 
All the parameters for this method are introduced below: 
 
“LogisticRegression(penalty=’l2’, dual=False, tol=0.0001, C=1.0, fit_intercept=True, intercept_scaling
=1, class_weight=None, random_state=None, solver=’warn’, max_iter=100, multi_class=’warn’, verbo
se=0, warm_start=False, n_jobs=None)” 
 
Below, I selected the most important parameters for my research and I give explanation for each one of 
them. 
 
Penalty represents the norm used in the penalization process. It can take either the value l2 or l1, depending 
on the value of the “solver” parameter. If the value l1 is selected, then the regression becomes a Lasso 
Regression, where the absolute value of magnitude of the coefficient is added. On the other hand, if the l2 
is selected, then the regression becomes a Ridge Regression that adds the squared magnitude of the 
coefficient. The difference between the two techniques has to do with the Lasso Regression keeping only 
the important features, while shrinking the less important ones. That is why it is mainly used in big datasets. 
 
Solver is another very important parameter that needs to be defined, before the execution of the algorithm. 
This parameter receives as inputs five possible values. The first one, which is also the default one, is the 
“liblinear”, which is a linear classification supporting both logistic regression and support vector machines. 
The linear classifier succeeds in taking the decisions by linearly combining the features values. Afterwards, 
a coordinate descent algorithm is used to optimize the problem by minimizing along coordinate directions. 
This method can result in a non – optimal solution, it can not run parallel and can not be utilized for a 
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multinomial model. Next one is the “sag”, also known as Stochastic Average Gradient that optimizes the 
sum of a number of smooth convex functions. It is quite fast, when implemented in large dataset with many 
records and variables. However, it supports only the l2 value and the memory cost is O(N), which can 
become extremely high, as the data increase. There is also the “saga”, which is a version of the “sag”, that 
can support l1 option. This algorithm can be implemented in incredibly large datasets as well as in sparse 
multinomial logistic regression problems. Another value for this parameter is the “newton – cg”, or 
Newton’s method. To minimize the quadratic function with this method, instead of using only the first 
derivatives, we employ the partial as well. That can be imagined as a combination of Gradient Descent and 
the Hessian together. Unfortunately, this technique is computationally expensive, due to the computation 
of the Hessian, and can result to a Saddle Point, where the algorithm does not know whether to minimize 
or maximize the quadratic function. Finally, Limited – memory Broyden – Fletcher – Goldfarb – Shanno 
algorithm, or in short “lbfgs”, is an altered version of the Newton’s method, where the Hessian matrix is 
approximated using approximate gradient evaluations. Because it is Limited – memory, it stores only some 
vectors, that can approximate implicitly. It has rather satisfying performance in small datasets, since is saves 
a lot of memory. However, it may lead to no convergence.  
 
C is a positive float number, that is important for the regularization part. Smaller values indicate stronger 
regularizations, as in the support vector machine algorithm. 
 
Max_iter is the next attribute for discussion. According to the algorithm, this parameter defines the 
iterations that are needed in order for the solver to converge. Should the user select “newton – cg”, “sag” 
or “lbfgs” as a solver, this parameter is essential for the algorithm execution. The default value, as it can be 
shown above, is the 100 iterations. 
 
Multi_class attribute defines the type of the classification that will be executed. In a binary problem, the 
suitable value for this variable is “ovr”, whereas for a multiple classification problem, the proper value is 
“multinomial”. The latter option is unavailable, when the solver is “liblinear”. The “auto” option selects 
automatically the “binary” option, if the data is binary or, if the solver is “liblinear”, otherwise it selects the 
“multinomial” option. 
 
Finally, there is the “warm_start” parameter, which takes two values. The first option is “True”, where the 
outcomes from the previous calls are used as initializations. The second option is “False”, where the 
algorithm erases the previous outcomes. In case of a “liblinear” solver selection, this parameter is not 
needed to be defined.  
 
 
 
4.2.2.2 Support Vector Machine (SVM) 
The second algorithm that will be examined in this research is the Support Vector Machine algorithm, or 
in short SVM. This technique is also very well – known among researchers and in most cases, people select 
this algorithm for machine learning, due to having superior performance. The model is more complex than 
the Logistic Regression and can approach more complex problems, even if linearity is absent. High 
dimensionality is not a particular problem, as long as the number of records is not beyond a specific 
threshold.  
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Below, someone can see the entire sklearn command for the SVM algorithm, using “SVC”. 
 
“svm.SVC ( C = 1.0, kernel = ’rbf’, degree=3, gamma=’auto_deprecated’, coef0=0.0, shrinking=True, 
probability=False, tol=0.001, cache_size=200, class_weight=None, verbose=False, max_iter=-1, 
decision_function_shape=’ovr’, random_state=None)” 
 
Some of those parameters are described below. 
 
C is a float number that defines the penalty parameter of the error term. It is a regularization parameter that 
handles the trade – off between low training error and low testing error. The default value is 1.0.  
 
Kernel is a parameter that is filled with a string value. Suitable strings for this variable are “linear”,  “poly”, 
“rbf”, “sigmoid”, “precomputed” or a callable. In case of no selection, “rbf” is automatically selected. In 
case the “callable” value is used, it computes the kernel matrix from data matrices, which should be nxn 
dimension. In any other case, the user must select one among the previously named kernels. The first kernel 
is the “linear”. It is commonly selected, when dealing with large sparse data vectors as well as in text 
categorization problems. This kernel has an exceptional performance in regression problems as well. 
Another option is the polynomial kernel, which is more commonly selected in image processing cases. 
“Rbf”, or Gaussian radial basis function, is used for general purposes and performs really well, when there 
is no prior knowledge regarding the data. Finally, the “sigmoid” kernel is also an option that can transform 
the algorithm into a simple application of neural networks.  
 
Degree is another parameter that is essential, should the user select the “poly” as a kernel. It is an integer 
number and corresponds to the degree of the polynomial kernel function. In all the other cases, this 
parameter is omitted, as it does not affect the algorithm. The default value is 3. 
 
Gamma variable is a float number representing the coefficient for the selected kernel. It is only filled when 
kernel is “rbf”, “poly” or “sigmoid”. Its default value is “auto”, where the number is defined as 
1
𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
 
, whereas if the variable takes the value “scale”, it uses 1
𝑛 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∗ 𝑋.𝑠𝑡𝑑()
 as a value. A small gamma value 
represents a Gaussian function with large variance. As a result, two points are considered similar even if 
they are far apart. On the other hand, having a large gamma value results in a Gaussian function with small 
variance, thus similar points need to be close to each other. 
 
Coef0 is another parameter that is important only in the case of a “poly” or “sigmoid”. It represents the 
independent term inside the kernel function and takes float numbers as an input. Its default value is 0.0. 
  
Shrinking is a parameter that defines whether the algorithm uses the shrinking heuristic method or not. Its 
inputs are either “True” or “False”. 
 
Max_iter is another variable, which represents the number of iterations before the algorithm’s 
convergence. If the user does not want to limit the iterations, then -1 is inserted, otherwise an integer number 
is inserted. The default number for this parameter is -1. 
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Decision_function_shape is the last important variable and results in either a one – vs – rest, for the “ovr” 
value, or a one – vs – one decision function, for the “ovo” value. The shape of the first one is n x n, while 
for the second one n x [n * (n-1)/2)]. The latter method is always used for multi – classification problems. 
The default value is “ovr”. 
 
 
4.2.2.3 Multilayer Perceptron (MLP) 
Another commonly used and certainly interesting algorithm for this research is the Multilayer Perceptron, 
or MLP in short. This algorithm is available inside the “neural network”, a sub – file of the “sklearn” 
module, instead of the previous ones, which were part of the “sklearn” module themselves. It is far more 
complicated than the previous algorithms, since it requires many clarification and parameter optimizations, 
hence more computational power to process them in order to have desirable performance. 
 
Below is the entire command given by the “sklearn” module: 
 
“MLPClassifier ( hidden_layer_sizes = (100, ), activation = ’relu’, solver = ’adam’, alpha = 0.0001, 
batch_size = ’auto’, learning_rate = ’constant’, learning_rate_init = 0.001, power_t = 0.5, max_iter = 
200, shuffle = True, random_state = None, tol = 0.0001, verbose = False, warm_start = False, momentum 
= 0.9, nesterovs_momentum = True, early_stopping = False, validation_fraction = 0.1, beta_1 = 0.9, 
beta_2 = 0.999, epsilon = 1e-08, n_iter_no_change = 10)” 
 
The most interesting parameters for this algorithm will be discussed further in the following paragraphs. 
 
 
First and foremost, the hidden_layer_sizes parameter needs to be defined, since this algorithm is based 
upon layers. This variable takes as input a tuple that has the number of nodes and the number of layers, 
separated by a comma. The length of the layer, in other words the number of nodes, is defined as the number 
of layers – 2. The default value for this parameter is (100,), which means that if the user does not provide 
the algorithm with a value for the hidden_layer_sizes, then it will automatically create one hidden layer 
with 100 units and one output layer. So, for every layer that is defined, there are as many neurons as the 
user inserts inside the tuple in the first place. 
 
Activation is also another very useful parameter that needs to be optimized. The node’s activation function 
receives the outputs from the previous – layer nodes and computes the new outputs, which are later sent to 
the next layers. There are many linear and non - linear activation functions, developed for any occasion. 
There is the “identity” activation function that uses the function f(x) = x, the “logistic” that uses the f(x) = 
1
1 + 𝑒−𝑥
 ,  the “tanh” that uses the f(x) = tanh(x) and finally the “relu”, or the rectified linear unit function, 
that uses the f(x) = max(0 , x). The default value is the “relu” method. 
 
Furthermore, there is the solver variable used for the weight optimization process. This variable can take 
three possible values. The first one is the “lbfgs”, which as it was mentioned before, is another version of 
the Gaussian’ s method, where the Hessian matrix is computed using the approximations of the gradient 
evaluations. The second one is the “sgd”, referring to the Stochastic Gradient Descent method. The last 
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value is the “adam” option that refers to a stochastic gradient optimizer. This particular method performs 
really well in large datasets with many training samples. The default value, given by sklearn, is the “adam” 
method. 
 
Alpha is a variable that takes as inputs float numbers and refers to the penalty parameter. The default 
number is 0.0001. 
 
Batch_size refers to the number of mini batches that will be used during the work of the stochastic 
optimizer. In case of “lbfgs” selection, this parameter will not be defined, since it does not affect the process. 
The default value, should the user not insert a value, is min (200, n_samples), where n_samples is the 
number of samples. In all the other cases, the value should be an integer number. 
 
Learning_rate is especially important, since this process handles the weight updates. This attribute takes 
either “constant”, “invscaling” or “adaptive” as an input value. In the first option, the learning rate is a 
constant given by the MLP’s learning_rate_init parameter (the default value is 0.001), whereas in the second 
option, the learning rate is reduced each time using an inverse scaling exponent of the MLP’s power_t 
parameter (the default value is 0.5). Lastly, in the third option, the learning rate remains constant as long as 
the training loss continuous to be reduced. In case no decrease is observed greater than the value given in 
“tol” parameter within two epochs, the learning rate is divided by 5. This method is used only when solver 
takes as input “sgd”. 
 
Learning_rate_init handles the step – size with which the weights are being updated. This parameter is 
filled with a double number only when “sgd” or “adam” are selected as solvers, otherwise it is ignored. The 
default value for this is 0.001. 
 
Max_iter is an integer number that represents the maximum number of iterations needed for the algorithm 
to converge to the result. In case of “sgd” or “adam”, it defines the epochs as well. The default number here 
is 200. 
 
Warm_start takes a Boolean value as an input and refers to the reuse of the previous solution as new initial 
points or their discard. The default value is False. 
 
Early_stopping takes also a Boolean value and is filled with True only when the validation score is not 
being improved by at least the value given in the “tol” parameter and when solver is either “sgd” or “adam”. 
In this case, it keeps ten percent of the training data for further validation. If this parameter is not needed, 
it is filled with “False”. 
 
 
4.2.2.4 Adaboost 
The last algorithm that will be used in this classification problem is the Adaboost algorithm, an ensemble 
decision tree algorithm. It was developed by Yoav Freund and Robert Schapire and it’s an algorithm that 
focuses on the misclassified instances predicted by the week learners. This is why it is called adaptive. 
Adaboost performs pretty well and is a common choice, when people do machine learning. It can be 
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susceptible to overfitting, but as long as there is a slight improvement in the week learners, it can converge 
to a strong learner. 
 
Below is the entire command provided by the “sklearn” module: 
 
“AdaBoostClassifier(base_estimator=None, n_estimators=50, learning_rate=1.0, algorithm=’SAMME.
R’, random_state=None)” 
 
The parameters of this algorithm will be discussed further in the following paragraphs. 
 
Base_estimator refers to the object upon which the boosted ensemble is built. If no value is provided, the 
base estimator becomes the Decision Tree Classifier with max depth = 1. 
 
N_estimators refers to the maximum number of estimators at which the process is completed. Should the 
algorithm find a perfect fit, the process stops earlier. The default number given by the sklearn module is 
50. 
 
Learning_rate is a variable that takes as an input a float number and indicates the importance of each 
classifier and how each one contributes to the results. A trade – off between learning rate and n estimators 
exists. The default number here is 1. 
 
Finally, the algorithm is a variable that takes as AN input either “SAMME”, or “SAMME.R”. SAMME.R 
refers to real boosting algorithm, while SAMME to discrete boosting algorithm. For the first method, the 
base estimator needs to be able to compute class probabilities. The latter method uses the probability 
estimates to improve the additive model, whereas SAMME only the classifications. SAMME.R usually 
converges faster, has lower test error and requires fewer iterations. The default input for this variable is 
SAMME.R. 
 
 
 
4.3 Results and algorithm comparison 
In the previous sections, the important tools for this classification problem were examined and elaborated. 
Having said all the above, it is much easier for everyone to follow the code and understand the logic as well 
as the selected values for every parameter. 
 
By the time the selected values were inserted to each variable, experiments were initialized to observe if 
the algorithm generate satisfactory results. Since the options were plenty, the most important variables are 
selected to be displayed. In the following paragraphs the different combinations are shown for the four 
selected algorithms along with their prediction accuracies.  
 
For the Logistic Regression, different penalties and kernels were examined to see which one provides the 
highest performance. As it was stated in the previous section, the penalties can be either “l1” or “l2”, while 
the kernels can be either “liblinear”, “sag”, “saga”, “lbfgs” or “gaussian – cg”. 
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Firstly, the penalty “l2” was examined using all the possible kernels for this algorithm. The outcomes were 
exceptionally satisfying and relatively similar with the use of “liblinear”, “lbfgs” and “gaussian – cg”. The 
algorithm kept increasing, reaching a maximum of almost 80% accuracy, while minor drops were spotted 
during the process. Even with only seven components, the algorithm reached around 79% accuracy, 
meaning that it can easily predict the cases of churning and at the same time save precious computational 
power. An important notice for this experiment is that the constant C, which refers to the regularization of 
the algorithm, does not affect very much the performance. 
 
Below, someone can see the plots created for every kernel and their performance. The case of C = 0.8 was 
selected here, since there is no huge difference for the other selected values as well.  
 
 
                                  Fig 4.3.1                                                               Fig 4.3.2 
 
 
 
                                                                               Fig 4.3.3 
 
On the other hand, the “sag” and “saga” kernel were not promising, since they could not surpass the 
boundary of 55% accuracy, even though many different values of “C” were provided. Especially, in the 
case of “saga”, the algorithm reached around 48%, making this approach the worst of all the previously 
mentioned ones. It must be mentioned that for both algorithms the prediction accuracy reached a specific 
point with only 4 components and remained constant for the rest of the process.  
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Below are the plots for those kernels. Again, the cases of C = 0.8 were selected, since no exceptional 
difference was observed with other values. 
 
 
                                  Fig 4.3.4                                                                   Fig 4.3.5 
 
To conclude with this algorithm, the “l1” penalty, or Lasso regression, was also tested in order to see its 
results. However, this technique is only implemented with the “linlinear” and “saga” kernel, since only 
these kernels are compatible. Again, various versions of the “C” variable were tested, and many plots were 
generated. The performance for both models was the same as with the “l2” penalty, or Ridge regression, 
with the second having a slight, but unsatisfying, increase. 
 
                                  Fig 4.3.6                                                                   Fig 4.3.7 
 
For the Support Vector Machine approach, the variables “C” and “kernel” are examined to see the behavior 
of this algorithm towards the dataset. Since “C” is a variable that takes float numbers as input, the possible 
numbers are many. However, since it is important for the regularization part, it does not need to be a very 
large number, otherwise we will overfit the model. Hence, float numbers around the number 1 will be used 
for this variable. As for the “kernel”, the values are either “linear”, “poly”, “rbf”, “sigmoid”, “precomputed” 
or a callable. The last options will not be examined, since no hand – made kernel was created. 
 
The following experiments were conducted around the variable “C”, since it is of great importance for this 
algorithm. The four kernels were examined for their performance using various values for “C”. However, 
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this algorithm did not reach the expectations, since it started dropping accuracy during the process. The 
starting point for all the cases was around 69% and kept decreasing, reaching a minimum boundary.  
 
  
                                   Fig 4.3.8                                                                        Fig 4.3.9  
 
As for the linear and polynomial kernel, no plots were created, since the computational power was 
remarkably high for the computer to handle the process. 
 
Another important variable that needs investigation is “shrinking”, which refers to the use of Shrinking 
Heuristic technique. Hence, an experiment, regarding this parameter, is conducted to see its outcomes. In 
the following plots, no differences were observed in comparison with the previous plots. The information 
drawn by those graphics is that Shrinking Heuristic has absolutely no effect on the prediction outcomes. 
 
  
                                   Fig 4.3.10                                                                Fig 4.3.11 
 
Again, graphics for the linear and polynomial kernel could not be generated due to insufficient 
computational power.  
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Overall, the Support Vector Machine algorithm could not meet the expectations for this experiment, since 
its performance was quite poor and for two out of four possible kernels there was no way to produce results. 
Thus, it would not be a possible approach for future similar cases. 
 
The Multi – layer Perceptron is a more complicated approach; thus, more parameters will be observed here. 
Hidden layer size, activation method, solver, alpha and learning rate are the variables to be tested. The first 
one takes as an input a tuple that defines the number of nodes as well as the number of layers, the second 
one defines a function that can be either “identity”, “logistic”, “relu” or “tanh” and the third one can be 
either “lbfgs”, “sgd” or “adam”. As for the last two variables, the inputs are float numbers. However, for 
the “alpha” parameter, the number must be very small, so that small improvements each time may be 
observed, while the other one must be around 1. 
 
The first approach is to observe the algorithm’s behavior with a two – layer structure (one hidden and one 
output layer) accompanied with 200 nodes. The possible activation functions are tested along with various 
solvers. The following plots are for the “adam”, “lbfgs” and “sgd” respectively.  The learning rate is kept 
constant and the “alpha” variable as well.  
 
Below are the three plots using “relu” for activation function and different solvers: 
 
 
                                  Fig 4.3.12                                                                    Fig 4.3.13 
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                                    Fig 4.3.14 
 
“Relu” and “lbfgs” seems to be a satisfying option for this algorithm, even if many up – and – downs exist 
(Fig 4.3.14). The “sgd” in Fig 4.3.12 shows many significant drops, while the “adam” has less and more 
smoothened decreases (Fig 4.3.13). 
 
“Logistic” activation function seems to be a more suitable approach against the previous one, since here 
the huge drops do not exist, and the algorithm’s performance is increased, reaching almost 79%, when using 
“adam” as a solver (Fig 4.3.15). “Sgd” could not produce any meaningful plots, since the constant graph 
cannot generate any outcome. The “lbfgs” solver is also exceptionally good, since the drops are also 
smoothened. However, it could not outperform the “adam” solver.  
 
 
Below are the three plots using “logistic” for activation and different solvers: 
 
 
                                Fig 4.3.15                                                               Fig 4.3.16 
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                                         Fig 4.3.17 
 
 
The next possible activation function is “identity”, which is examined along with the three solvers available 
for this algorithm.  
 
 
                                     Fig 4.3.18                                                                 Fig 4.3.19  
 
                                                                              Fig 4.3.20  
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This activation function also was not able to provide us with sufficient results, since the performance could 
not surpass the 76%. The only exception was, when it was combined with the “lbfgs” solver. However, 
major decreases occur with this combination, thus the performance is not as satisfied as we would like to 
be. The “sgd” solver continues to disappoint us, since it can not boost the algorithm to achieve a better 
outcome. Fig 4.3.20 as well as Fig 4.3.17 clearly show that “sgd” may not be an appropriate choice for this 
experiment. 
 
Last but not least, we have the “tanh” activation function, which is tested along with our three provided 
solvers. This function shows an extraordinarily good performance due to the small drops, the high 
achievements (Fig 4.3.21 and Fig 4.3.22) as well as the faster convergence, since with only 6 components 
it reached around 77% accuracy. On the other hand, the “sgd” was not able to generate useful results, while 
a huge drop is observed, when using twelve components.  
 
 
                                    Fig 4.3.21                                                                   Fig 4.3.22  
 
 
  Fig 4.3.23 
 
The second approach, conducted using MLP, would be to add more hidden layers to see if this can really 
alleviate the problem. The algorithm will now have 4 hidden layers and one output layer, in comparison 
with the previous approach, where only one hidden and one output layer were used. The other parameters 
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are remained the same as before. Below are the plots created for each activation function using every type 
of solver.  
 
The first one is the “relu” activation function, used with “adam”, “lbfgs” and “sgd” solver. It can easily be 
seen below that even with more layers, there is no significant increase in the algorithm performance. There 
is a slight increase with “adam” as a solver, but no increase with the other two solvers. Especially, with 
“sgd”, the algorithm could not execute well due to remaining constant for the entire process.  
 
 
 
     Fig 4.3.24     Fig 4.3.25 
 
 
                     Fig 4.3.26 
 
 
“Logistic” function has a much better performance, since combined with “adam” in Fig 4.3.27, it reached 
almost 78.5%. The “sgd” could not execute well even in this case, due to its “flatness” (Fig 4.3.29). 
However, this approach is preferred against the previous one, since satisfied outcomes are generated. 
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          Fig 4.3.27      Fig 4.3.28 
 
 
                  Fig 4.3.29 
 
“Identity” function’s results were not as promising as the ones in the first approach, since drops are observed 
as well as minor drops of the maximum accuracies. In Fig 4.3.30 a big decrease in observed after the 17th 
component, while in Fig 4.3.31, even though the changes are minor, the performance was deteriorated.  
 
           Fig 4.3.30                               Fig 4.3.3 
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Lastly, there is the “tanh” activation function implemented with the three provided solvers. “Adam” is 
valuable, since there is a steady but rather increasing state (Fig 4.3.32). “Lbfgs” is adequate, even if there 
are some minor drops, especially after the 17th component. As for the “sgd” (Fig 4.3.34), in this case the 
algorithm worked, but the outcome is terrible, due to the large decrease between the 10th and 15th 
component. Also, the maximum accuracy is low in comparison with the previous solvers.    
 
 
 
          Fig 4.3.32                            Fig 4.3.33 
 
 
      Fig 4.3.34 
       
 
Finally, there is the Adaboost algorithm, where base estimator, n estimators, learning rate and algorithm 
are the variables that will be tested here. In this method, the number of estimators is the goal of this 
experiment along with the different values of the decision tree’s length.  
 
The first plot is always generated using decision tree length equals to 2, while the other parameters remain 
constant. The second one is produced with the same length as before, only now the learning rate is 0.7 rather 
than the default one. Finally, the third plot uses decision trees with length equals to three along with the 
default values for the other parameters.  
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Below are the plots that are generated using 100 estimators: 
 
 
        Fig 4.3.35          Fig 4.3.36 
 
 
                 Fig 4.3.37 
 
 
We can notice that using decision trees with length equals to 2, we can obtain pleasing results. The 
maximum accuracy reaches around 72%, even though there are some minor drops during the process (Fig 
4.3.35 and Fig 4.3.36). However, this case is different, when using length equals to 3, since the plot is much 
more smoothened, reaching the pick of 70% accuracy (Fig 4.3.37).  
 
 
The following plots are generated using 200 estimators, while having the same values as explained before. 
The conditions here are much better than before, even if the performance has slightly decreased. The plots 
are more smoothed than before, while in Fig 4.3.39 we noticed a 72.5% maximum accuracy, which is more 
than in the previous equivalent. Also, we can observe that with only 10 components, we can achieve around 
70% using length equals to 2 and 3. 
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        Fig 4.3.38                          Fig 4.3.39 
 
 
       Fig 4.3.40 
 
 
The next experiment uses 300 estimators. Here the algorithms are not able to surpass the 70% boundary, 
while in Fig 4.3.43, the algorithm reaches 67,5% and remains almost constant for the rest of the process. 
 
 
        Fig 4.3.41           Fig 4.3.42 
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      Fig 4.3.43 
     
Finally, the Adaboost is tested using 400 estimators, while keeping the same values as explained before. 
The use of decision trees with length 2 deteriorates the situation if the number of estimators is increased 
(Fig 4.3.44). In addition, the algorithm can not surpass 70% with any given situation. However, the plots 
are more smoothed, and no major drops are detected. 
 
 
          Fig 4.3.44               Fig 4.3.45 
 
 
      Fig 4.3.46 
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4.4 Assessing the algorithms performance  
In the previous section, the four algorithms were examined, using various approaches and different values 
for each parameter. Those were the algorithms introduced by the researchers of the literature review. Their 
performance differs in each case. In some cases, a satisfying performance was observed, whereas in other 
cases, a terrible one. However, since the dataset being used for this thesis is unbalanced, metrics are needed 
in order to evaluate each algorithm. Accuracy along can not help, due to having more people, who did not 
churn. Hence, the algorithm may achieve high performance due to predicting correctly the major class, 
while ignoring the minor one. 
 
Two metrics are introduced in this section and will be implemented for every algorithm. The first one is the 
Area Under the Curve, or AUC Curve, and the Precision – Recall Curve. Each of these approaches 
examined something unique. The first one depicts the trade – off between the Sensitivity and Specificity of 
the algorithm, while the latter one depicts the trade – off between the Precision and the Recall. 
 
 
4.4.1 AUC Curves 
To proceed with this technique, the most accurate algorithms were selected, one from every category. 
However, since an outstanding performance is not the actual goal of this thesis, we tried to observe the 
sensitivity and the specificity generated from every selected algorithm and select the most accurate one. 
Below is the plot that was created using the following models: 
 
• LogisticRegression(C = 0.8, solver= 'liblinear') 
• svm.SVC(C = 0.8, kernel='sigmoid',shrinking= True, probability=True) 
• MLPClassifier(hidden_layer_sizes = 200, activation= 'logistic' , solver = 'adam', learning_rate= 
'adaptive') 
• AdaBoostClassifier(base_estimator= DecisionTreeClassifier(max_depth= 2) , n_estimators = 
100, learning_rate = 1) 
 
                 Fig 4.4.1.1 
In this plot, the blue line refers to Logistic Regression, the green one to Multi – Layer Perceptron, the yellow 
one to Adaboost and finally, the red one to Support Vector Machine. According to the methodology behind 
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the ROC curves, the curvier the line is, the more unbiased and more effective the algorithm is on predicting 
the two classes. An extra tool that will be used here is the Area Under the Curve, or AUC, that computes 
the area under each line, and the greater the number is, the better the classifier is on predicting as well. In 
our example, it seems that Logistic Regression not only has the best performance but has the greatest area 
under the curve number too, followed by MLP and Adaboost. Unfortunately, someone can observe that 
SVM is not able to compete against those three models, since the red line is on top of the diagonal line, 
meaning that it can not distinguish easily the one class from the other.  
 
Below are the exact numbers that were generated by the AUC command on Python: 
 
Logistic Regression:        0.845943947543 
Support Vector Machine: 0.498049198848 
Multilayer Perceptron:     0.829052017611 
Adaboost:                         0.794137931682 
 
 
 
4.4.2 Precision – Recall Curves 
Another approach for the pursuit of the best algorithm among those four ones are the Precision – Recall 
Curves. With this technique we want to examine the trade – off between the Precision and Recall, rather 
than the Specificity and Sensitivity, which was previously examined. As before, the already mentioned 
algorithms were tested and the following plots were created. 
 
The first plot belongs to Logistic Regression, whose performance was the best, reaching also the highest 
average precision score of 0.640778355713. 
 
 
                              Fig 4.4.2.1 
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                 Fig 4.4.2.2 
 
Fig 4.4.2.2 shows the performance of SVM regarding the trade – off between Precision and Recall. It is 
shown that SVM is clearly the worst selection that someone could make in order to solve this churning 
challenge. On the other hand, Fig 4.4.2.3 and Fig 4.4.2.4 share similarities with Fig 4.4.2.1, since the lines 
have similar behaviors. The average precision scores are also very close, with Logistic Regression being in 
the lead, followed by MLP, Adaboost and finally, SVM.  
 
 
 
      Fig 4.4.2.3 
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                  Fig 4.4.2.4 
 
 
In this section, the actual average precision scores for each model are also stated: 
 
Logistic Regression:            0.640778355713 
Support Vector Machine:    0.269580894094 
Multilayer Perceptron:      0.607370030397 
Adaboost:         0.543525842593 
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Chapter 5 Conclusion and Further Research 
 
 
5.1 Introduction 
Customer churning has always been one of the most vital and stressful problem that an industry ought to 
face in order to achieve success in its field. The more the customers are loyal to the company, the more 
revenue the company will earn. However, each customer is unique, thus different management is expected 
from the company. A telecommunication company nowadays can provide its clients with various services, 
since we are living in a world full of technological advancements. Having satisfying network for someone 
to call via telephone is not always of same importance, since there might be someone, who wants better 
internet service due to his online activities. Hence, a more strategic approach towards this issue is essential 
in order to examine all those cases and upgrade the company's decision making. 
 
 
 
5.2 Conclusion 
The above goal was the purpose of this master’s thesis. In this dissertation, a dataset regarding 
telecommunication services was selected through an online platform and was thoroughly examined. 
Services, like internet service or TV streaming, were provided. Before proceeding to exploratory data 
analysis, cleaning and pre – processing was needed. "YES" and "NO" became 1 and 0 respectively, while 
monthly charge's values were aggregated into categories. During this process, those services were further 
explored using R Studio.  Correlations between the attributes, relationships between the "churn" class and 
each variable were discovered and elaborated. The created plots helped to explain more efficiently the 
outcomes of these relations to readers that may not be related to this field of studying. Many attributes were 
discovered to be more impactful rather than other attributes, like TV streaming or Movie streaming. 
Furthermore, we found out that customers with different age demand different services, while the monthly 
charges form the customers behavior towards staying loyal to the company. Another crucial part for the 
people's subscription is the type of contract, since having a month - to - month contract is cheaper, but at 
the same time, equip them with more freedom, since they can end it at any time they desire. Those acquired 
insights were later utilized on the prediction face.  
 
The prediction face consists of four classifiers that were recommended by the researchers on the literature 
review. All of them had their advantages and disadvantages explained, both theoretical and technical. Their 
usage was suitable for this type of classification, since they are very easily comprehended and implemented. 
A section regarding the used modules and algorithms was created, where the module's inputs and outputs 
were discussed as well as the algorithms parameters were explained to enable the readers to become more 
familiar with the technical concept. The modules were primarily "sklearn", where most of the used 
commands reside, and "matplotlib" that makes us capable of plotting the outcomes of each model. The 
algorithms were Logistic Regression, Support Vector Machine, Multilayer Perceptron and Adaboost 
classifier. During this face, different values for the parameters were used, according to the problem's nature. 
All the generated plots exist inside this dissertation to strengthen our arguments and later on the decision 
making. To save computational power, PCA was utilized, since there are variables that do not affect as 
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much as other ones, hence they need discard. Cross - validation was also used to prevent the classifiers 
from overfitting.  
 
The final part of this thesis is the classifier's evaluation. Since, the used dataset is imbalance, due to the 
75% loyal over 25% churn, we are not satisfied only with the achieved accuracy. The model can focus on 
predicting only the major class, thus ignoring the other class, and yet achieving a high score. To deal with 
this problem two metrics were introduced, which were also recommended in the literature review. The first 
one was the Receiver Operating Characteristic Curves and the second one the Precision – Recall Curve. 
For an enhanced approach, we also used the Area Under the Curve that computed the area under each 
generated line. The most successful classifier was Logistic Regression, since it could achieve high accuracy 
and at the same time, remain unbiased by computing predictions for both classes. The second most 
successful model was MLP followed by Adaboost and finally SVM, which was the worst among the 
classifiers. Especially, the latter one could not accomplish accuracy higher than 70% as well as unbiases.  
 
The above procedure can simulate the process being made in many modern companies. It is really profitable 
and enables the people inside the industry to personalize their customers’ demands, thus increase the 
revenue. Of course, this dissertation was only a small glimpse of the actual process made in real life 
scenarios, since there the data are more and the problem more complex. However, it can easily simulate 
someone to a churning scenario as well as trigger his critical thinking. 
 
 
5.3 Research Limitations 
Even though, this dissertation emulated in detail people’s approach on dealing with the churning challenge 
of a telecommunication company, the restrictions and limitations did not allow us to examine the 
phenomenon in much detail due to various circumstances. The most important limitations are stated in this 
section below. 
 
 
➢ First and foremost, the dataset that was utilized for the purpose of this thesis was obtained by an 
online platform. The data were modified by IBM, who gathered the data in the first place, thus 
valuable information could possibly be lost. Furthermore, the records were only 7000, thus training 
was not optimal, since more records were needed. In addition, only 21 variables existed in this 
dataset, shrinking our research even more.  
 
 
➢ The extinction of demographic data did not allow us to extract more valuable information regarding 
the industry’s customers. Since some customers decisions could possibly be made due to their 
economic situation, or their geographical location, the outcomes that were discussed in this thesis 
had to not be based on that assumption, hence may be inaccurate or not logical enough.  
 
➢ Computational power was also another issue that limited the research. Since the computer that 
processed the data was not equipped with a strong graphic card, computationally “hungry” 
algorithms were eliminated. Furthermore, even for the selected algorithms, some optimizations for 
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their parameters were not allowed by the computer, since it leaded to many lags. Some experiments 
could not be executed, thus more suitable values were used to pull through. 
 
 
➢ Finally, the selected algorithms and metrics were those suggested by the literature. Of course, other 
classifiers and metrics could eventually achieve better performance and accuracy than the selected 
ones. However, since the goal was to test the already tested models and observe their application 
and behavior on this dataset, not high performances were spotted during the prediction process. 
 
 
 
5.4 Recommendations for Further Research. 
Since this phenomenon is studied and examined thoroughly by many researchers globally, different 
approaches were conducted. Others tried a more technical approach, using complicated algorithms and 
criteria, or even created their own algorithms, while others focused more on the theoretical part, thus 
optimized the already existed algorithms. This thesis was more related to the latter one, since the procedure 
was based upon the work of other researchers. However, many improvements could be made to achieve 
better performance. Some thoughts and suggestions, considered for this cause, are stated below. 
 
➢ There are only 7000 instances that represent the number of the industry’s customers. Around 75% 
of this number corresponds to those that remain loyal to the company, whereas 25% decide to leave 
the company and search for better telecommunication services. This has a huge impact to the 
prediction process, since the algorithm will become bias and will predict the major class correctly, 
while ignoring the minor one. To deal with this problem, two suggestions are presented. The first 
approach would be to add more cases of customers that has churned in order to have the same 
number of instances for both classes. Searching for already – provided online instances or agreeing 
with a telecommunication company to provide the researcher with its own clienteles could alleviate 
this problem. The second approach would be to decrease the number of instances that stayed loyal 
to the company in order to have the same number of cases for both classes. However, this will 
conclude to lose of knowledge and will shrink even more the dataset, thus making the training 
process more difficult. 
 
 
➢ More literature would definitely help to improve the prediction face, since due time more 
interesting and effective algorithm may be introduced. The future researcher will find out new 
criteria, metrics and algorithms, since there is a constant development. Of course, learning more 
about the algorithm itself will greatly improve the performance.  
 
 
➢ Computational power is also an important aspect for future researches. In some cases, algorithms 
need much more computational strength in order to execute the program. Since in some of the 
thesis’s experiments, the values of some parameters have been modified in order for the model to 
run, an obvious improvement would be to be able for the computer to run the code with the initial 
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values, no matter how complex they are. This can be done by being equipped with a strong graphic 
card. 
 
 
➢ Finally, trying out other metrics could also improve the classifier’s performance, since each metric 
measures different things. In this thesis, we observed that AUC curves provide better results than 
Precision – Recall curves. As a result, a more effective metric may exist that this literature review 
has not taken into consideration.  
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Appendix 
 
I. Python Code for Churn Prediction 
 
import pandas as pd 
from sklearn.model_selection import train_test_split 
from sklearn.metrics import accuracy_score 
from sklearn.model_selection import cross_val_score 
from sklearn.decomposition import PCA 
import matplotlib.pyplot as plt 
 
from sklearn.linear_model import LogisticRegression 
from sklearn import svm 
from sklearn.neural_network import MLPClassifier 
from sklearn.ensemble import AdaBoostClassifier 
 
data = pd.read_csv("C:\\Users\\aster\\Desktop\\dataset\\dataset3.csv", sep = ",") 
target = pd.read_csv("C:\\Users\\aster\\Desktop\\dataset\\targets.csv", sep = ",") 
 
x_train,x_test,y_train,y_test = train_test_split(data, target.values.ravel(), test_size= 0.33 , random_state= 42) 
 
#################################CLASSIFIERS ############################################## 
lr = LogisticRegression(C = 0.9, solver= 'sag') 
#SVM = svm.SVC(C = 0.8, kernel='sigmoid',shrinking= True) 
#mlp = MLPClassifier(hidden_layer_sizes = (200,3), activation= 'tanh' , solver = 'sgd', alpha = 0.001, learning_rate= 
'adaptive', warm_start= True) 
ada = AdaBoostClassifier(base_estimato r= DecisionTreeClassifier(max_depth= 3) , n_estimators = 500, 
learning_rate = 1) 
 
####################### FITTING OF THE DATA AND ALGORITHM TRAINING ################### 
model = lr.fit(x_train,y_train) 
model2 = SVM.fit(x_train,y_train) 
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model3 = mlp.fit(x_train, y_train) 
model4 = ada.fit(x_train, y_train) 
 
predictions = lr.predict(x_test) 
predictions2 = SVM.predict(x_test) 
predictions3 = mlp.predict(x_test) 
predictions4 = ada.predict(x_test) 
 
print("Our classifier will make the right prediction ",accuracy_score(y_test,predictions)*100, "% of the times \n") 
print("Our classifier will make the right prediction ",accuracy_score(y_test,predictions2)*100, "% of the times \n") 
print("Our classifier will make the right prediction ",accuracy_score(y_test,predictions3)*100, "% of the times \n") 
print("Our classifier will make the right prediction ",accuracy_score(y_test,predictions4)*100, "% of the times \n") 
 
 
components_list=[1,2,3,4,5,7,10,12,14,16,18,20] 
 
pca_scores = [0 for i in range(len(components_list))] 
pca_scores2 = [0 for i in range(len(components_list))] 
pca_scores3 = [0 for i in range(len(components_list))] 
pca_scores4 = [0 for i in range(len(components_list))] 
 
####################### PCA AND PLOT CREATION ################################### 
j=0 
for i in (components_list): 
    pca=PCA(n_components=i) 
    new_data=pca.fit_transform(data) 
    scores = cross_val_score(lr, new_data, target.values.ravel(), cv=10) 
    pca_scores[j]=scores.mean()*100 
    j=j+1 
    print("Cross validation score with Logistic Regression after pca with",i,"components is:", 
scores.mean()*100,"%") 
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plt.figure(1) 
plt.plot(components_list, pca_scores) 
plt.title("Efficiency of PCA versus components in Logistic Regression") 
plt.xlabel("Number of Components") 
plt.ylabel("PCA Accuracy") 
plt.show() 
 
j = 0 
for i in (components_list): 
    pca=PCA(n_components=i) 
    new_data=pca.fit_transform(data) 
    scores2 = cross_val_score(SVM, new_data, target.values.ravel(), cv=10) 
    pca_scores2[j]=scores2.mean()*100 
    j=j+1 
    print("Cross validation score with SVM after pca with",i,"components is:", scores2.mean()*100,"%") 
 
plt.figure(2) 
plt.plot(components_list, pca_scores2) 
plt.title("Efficiency of PCA versus components in SVM") 
plt.xlabel("Number of Components") 
plt.ylabel("PCA Accuracy") 
plt.show() 
 
j=0 
for i in (components_list): 
    pca=PCA(n_components=i) 
    new_data=pca.fit_transform(data) 
    scores3 = cross_val_score(mlp, new_data, target.values.ravel(), cv=10) 
    pca_scores3[j]=scores3.mean()*100 
    j=j+1 
    print("Cross validation score with MLP after pca with",i,"components is:", scores3.mean()*100,"%") 
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plt.figure(3) 
plt.plot(components_list, pca_scores3) 
plt.title("Efficiency of PCA versus components in Multilayer Perceptron") 
plt.xlabel("Number of Components") 
plt.ylabel("PCA Accuracy") 
plt.show() 
 
j=0 
for i in (components_list): 
    pca=PCA(n_components=i) 
    new_data=pca.fit_transform(data) 
    scores4 = cross_val_score(ada, new_data, target.values.ravel(), cv=10) 
    pca_scores4[j]=scores4.mean()*100 
    j=j+1 
    print("Cross validation score with AdaBoost after pca with",i,"components is:", scores4.mean()*100,"%") 
 
plt.figure(4) 
plt.plot(components_list, pca_scores4) 
plt.title("Efficiency of PCA versus components in Adaboost") 
plt.xlabel("Number of Components") 
plt.ylabel("PCA Accuracy") 
plt.show() 
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II. Metrics and Algorithm Evaluation 
 
import pandas as pd 
from sklearn.model_selection import train_test_split 
import matplotlib.pyplot as plt 
 
from sklearn.tree import DecisionTreeClassifier 
from sklearn import metrics 
from sklearn.metrics import roc_curve 
from sklearn.metrics import roc_auc_score 
from sklearn.metrics import precision_recall_curve 
from sklearn.metrics import precision_recall_fscore_support 
 
from sklearn.linear_model import LogisticRegression 
from sklearn import svm 
from sklearn.neural_network import MLPClassifier 
from sklearn.ensemble import AdaBoostClassifier 
 
data = pd.read_csv("C:\\Users\\aster\\Desktop\\dataset\\dataset3.csv", sep = ",") 
target = pd.read_csv("C:\\Users\\aster\\Desktop\\dataset\\targets.csv", sep = ",") 
x_train,x_test,y_train,y_test = train_test_split(data, target.values.ravel(), test_size= 0.33 , random_state= 
42) 
 
###########################CLASSIFIER SELECTION################################### 
 
 
lr = LogisticRegression(C = 0.8, solver= 'liblinear') 
SVM = svm.SVC(C = 0.8, kernel='sigmoid',shrinking= True, probability=True) 
mlp = MLPClassifier(hidden_layer_sizes = 200, activation= 'logistic' , solver = 'adam', learning_rate= 
'adaptive') 
adaboost = AdaBoostClassifier(base_estimator= DecisionTreeClassifier(max_depth= 2) , n_estimators = 
100, learning_rate = 1) 
 
############################### ALGORITHM TRAINING ############################### 
 
model = lr.fit(x_train,y_train) 
model1 = SVM.fit(x_train, y_train) 
model2 = mlp.fit(x_train, y_train) 
model3 = adaboost.fit(x_train, y_train) 
 
 
predictions = lr.predict_proba(x_test) 
predictions1 = SVM.predict_proba(x_test) 
predictions2 = mlp.predict_proba(x_test) 
predictions3 = adaboost.predict_proba(x_test) 
 
predictions = predictions[:,1] 
predictions1 = predictions1[:,1] 
predictions2 = predictions2[:,1] 
predictions3 = predictions3[:,1] 
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################################ AUC CURVES ####################################### 
 
fpr, tpr, threshold = metrics.roc_curve(y_test, predictions) 
roc_auc = metrics.auc(fpr, tpr) 
 
fpr1, tpr1, threshold = metrics.roc_curve(y_test, predictions1) 
roc_auc1 = metrics.auc(fpr1, tpr1) 
 
fpr2, tpr2, threshold = metrics.roc_curve(y_test, predictions2) 
roc_auc2 = metrics.auc(fpr2, tpr2) 
 
fpr3, tpr3, threshold = metrics.roc_curve(y_test, predictions3) 
roc_auc3 = metrics.auc(fpr3, tpr3) 
 
 
############################### PRECISION - RECAL CURVES ########################## 
 
 
precision, recall, threshold = metrics.precision_recall_curve(y_test, predictions) 
#pre_rec = metrics.auc(precision, recall) 
 
precision1, recall1, threshold = metrics.precision_recall_curve(y_test, predictions1) 
#pre_rec1 = metrics.auc(precision1, recall1) 
 
precision2, recall2, threshold = metrics.precision_recall_curve(y_test, predictions2) 
#pre_rec2 = metrics.auc(precision2, recall2) 
 
precision3, recall3, threshold = metrics.precision_recall_curve(y_test, predictions3) 
#pre_rec3 = metrics.auc(precision3, recall3) 
 
 
################################ PRINT THE SCORES ################################### 
 
 
print(roc_auc_score(y_test, predictions)) 
print(roc_auc_score(y_test, predictions1)) 
print(roc_auc_score(y_test, predictions2)) 
print(roc_auc_score(y_test, predictions3)) 
 
#print(precision_recall_fscore_support(y_test, predictions)) 
#print(precision_recall_fscore_support(y_test, predictions1)) 
#print(precision_recall_fscore_support(y_test, predictions2)) 
#print(precision_recall_fscore_support(y_test, predictions3)) 
 
 
############################# PLOT CREATION ######################################## 
 
 
plt.figure(1) 
plt.plot(fpr, tpr, 'b', label = 'AUC = %0.2f' % roc_auc) 
plt.plot(fpr1, tpr1, 'r', label = 'AUC = %0.2f' % roc_auc1) 
plt.plot(fpr2, tpr2, 'g', label = 'AUC = %0.2f' % roc_auc2) 
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plt.plot(fpr3, tpr3, 'y', label = 'AUC = %0.2f' % roc_auc3) 
plt.plot([0, 1], [0, 1]) 
plt.title("ROC Curves of our Four classifiers") 
plt.xlabel("False Positive") 
plt.ylabel("True Positive") 
plt.show() 
 
plt.figure(2) 
plt.step(recall, precision, color='b', alpha=0.2,where='post') 
plt.plot([0, 1], [0, 1]) 
plt.title("Precision - Recall Curves of Logistic Regression") 
plt.xlabel("Precision") 
plt.ylabel("Recall") 
plt.show() 
 
plt.figure(3) 
plt.step(recall1, precision1, color='b', alpha=0.2,where='post') 
 
plt.plot([0, 1], [0, 1]) 
plt.title("Precision - Recall Curves of SVM") 
plt.xlabel("Precision") 
plt.ylabel("Recall") 
plt.show() 
 
plt.figure(4) 
plt.step(recall2, precision2, color='b', alpha=0.2,where='post') 
plt.plot([0, 1], [0, 1]) 
plt.title("Precision - Recall Curves of MLP") 
plt.xlabel("Precision") 
plt.ylabel("Recall") 
plt.show() 
 
plt.figure(5) 
plt.step(recall3, precision3, color='b', alpha=0.2,where='post') 
plt.plot([0, 1], [0, 1]) 
plt.title("Precision - Recall Curves of Adaboost") 
plt.xlabel("Precision") 
plt.ylabel("Recall") 
plt.show() 
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