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GLOBAL WEAK SOLUTIONS FOR AN INCOMPRESSIBLE, NEWTONIAN
FLUID INTERACTING WITH A LINEARLY ELASTIC KOITER SHELL
DANIEL LENGELER AND MICHAEL R ˚U ˇZI ˇCKA
ABSTRACT. In this paper we analyze the interaction of an incompressible Newtonian
fluid with a linearly elastic Koiter shell whose motion is restricted to transverse displace-
ments. The middle surface of the shell constitutes the mathematical boundary of the three-
dimensional fluid domain. We show that weak solutions exist as long as the magnitude
of the displacement stays below some (possibly large) bound which is determined by the
geometry of the undeformed shell.
1. INTRODUCTION
Fluid-solid interaction problems involving moving interfaces have been studied inten-
sively during the last two decades. The interaction with elastic solids has proven to be par-
ticularly difficult, due to apparent regularity incompatibilities between the parabolic fluid
phase and the hyperbolic or dispersive solid phase. Therefore, the first results in this direc-
tion involved damped or regularized elasticity laws; see for instance [3, 2, 5, 25] and the
references therein. In particular, in [5] the global-in-time existence of weak solutions for
the interaction of an incompressible, Newtonian fluid with a damped Kirchhoff-Love plate
is shown. The first results involving the classical elasticity laws without any regularisation
are [11, 12] where the local-in-time existence of a unique solution for an incompressible,
Newtonian fluid interacting with linear and quasilinear three-dimensional elasticity, respec-
tively, is shown. Here, the data is assumed to be very smooth. Similar results are shown in
[6, 7] where the interaction of an incompressible, Newtonian fluid with two-dimensional
nonlinearly elastic structures, so-called shells, constituting the mathematical boundary of
the three-dimensional fluid domain, is analyzed. However, in both papers inertia had to
be neglected in the three-dimensional case, leading to parabolic-elliptic systems. In [5]
the added damping term is mainly needed in the proof of compactness of sequences of ap-
proximate weak solutions. The subsequent work [18] introduces a technique which allows
to get rid of this damping term. In both papers the compactness argument relies on the
strategy to test the system with difference quotients in time. Unfortunately, it seems that
this argument rests heavily upon the simple flat geometry of the elastic plate. In particular,
it seems to be very difficult to apply it to the case of a general shell which is the problem
we are interested in. For this reason, in the present paper we introduce a completely new
approach to this compactness problem which is closely related to the classical Aubin-Lions
theorem.
The present paper summarizes results from Daniel Lengeler’s Ph.D. thesis [24]. It is
organized as follows. In Subsection 1.1 we introduce Koiter’s energy for elastic shells,
in Subsection 1.2 we introduce the coupled fluid-shell system, and in Subsection 1.3 we
derive formal a-priori estimates for this system. In Section 2 we derive some results con-
cerning domains with non-Lipschitz boundaries. Then, in Section 3 we state the main
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result of the paper. The rest of the section is devoted to the proof of this result. In Subsec-
tion 3.1 we give the proof of compactness of sequences of weak solutions. Subsequently,
in Subsection 3.2 we analyse a decoupled variant of our original system, while in Subsec-
tion 3.3 we apply a fixed-point argument to this decoupled system. In Subsection 3.4 we
conclude the proof by letting the regularisation parameter, which we introduced earlier,
tend to zero. Finally, some further results and technical computations can be found in the
appendix.
1.1. Koiter’s energy. Throughout the paper, let Ω ⊂ R3 be a bounded, non-empty do-
main of class C4 with outer unit normal ν . We denote by g and h the first and the second
fundamental form of ∂Ω, induced by the ambient Euclidean space, and by dA the surface
measure of ∂Ω. Furthermore, let Γ ⊂ ∂Ω be a union of domains of class C1,1 having non-
trivial intersection with all connected components of ∂Ω. We set M := ∂Ω\Γ; note that M
is compact. Let ∂Ω represent the middle surface of an elastic shell of thickness 2ε0 > 0 in
its rest state, where ε0 is taken to be small compared to the reciprocal of the principal cur-
vatures. Furthermore, we assume that the elastic shell consists of a homogeneous, isotropic
material whose linear elastic behavior may be characterized by the Lame´ constants λ and
µ . We shall describe deformations of the middle surface and hence of the shell by a vector
field η : M →R3 vanishing at the boundary ∂M. Hence, we assume the part Γ of the mid-
dle surface to be fixed. Letting g(η) and h(η) denote the pullback of the first and second
fundamental form, respectively, of the deformed middle surface, the elastic energy of the
deformation may be modeled by Koiter’s energy for a nonlinearly elastic shell
KN(η) =
1
2
∫
M
ε0 〈C,Σ(η)⊗Σ(η)〉+
ε30
3 〈C,Ξ(η)⊗Ξ(η)〉 dA;
see [19], [20], [9], [10], and the references therein. Here
Cαβ γδ :=
4λ µ
λ + 2µ gαβ gγδ + 2µ (gαγ gβ δ + gαδ gβ γ)
is the elasticity tensor of the shell, and Σ(η) := 1/2(g(η)− g) and Ξ(η) := h(η)− h
denote the differences of the first and the second fundamental forms, respectively. In [20]
this energy is derived from three-dimensional elasticity under the additional assumptions
of small strains and plane stresses parallel to the middle surface. The part of the energy
scaling with ε0 is the membrane energy, the part scaling with ε30 is the bending energy. For
a rigorous justification of this energy we refer to [9, 22, 14]. Motivated by the approach
in [5, 18], we restrict the deformation of the middle surface to displacements along the
unit normal field ν of M. Hence, the displacement η =: η ν may be described by a scalar
function η . Furthermore, we linearize the dependence of the strain tensors Σ(η) and Ξ(η)
on η at η = 0, resulting in the tensor fields1
σ(η) =−hη , ξ (η) = ∇2η − k η ,
where kαβ := hσα hσβ ; see Theorem 4.2-1 and Theorem 4.2-2 in [10]. This way, we obtain
Koiter’s energy for a linearly elastic shell and transverse displacements
K(η) = K(η ,η) = 1
2
∫
M
ε0 〈C,σ(η)⊗σ(η)〉+
ε30
3
〈C,ξ (η)⊗ ξ (η)〉 dA.
1We denote the covariant derivative of tensor fields on Riemannian manifolds (including subsets of Rn) by ∇.
Furthermore, we write ∆ for the associated Laplace operator.
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K is a quadratic form in η which is coercive on H20 (M), i.e. there exists a constant c0 such
that
K(η)≥ c0 ‖η‖2H20 (M); (1.1)
see the proof of Theorem 4.4-2 in [10]. Using integration by parts and taking into account
some facts from Riemannian geometry one can show that the L2 gradient of this energy
has the form
gradL2 K(η) = ε30
8µ(λ + µ)
3(λ + 2µ) ∆
2η +Bη ,
where B is a second order differential operator which vanishes on flat parts of M, i.e.
where h = 0. The details can be found in [24]. Thus, we obtain a generalization of the
linear Kirchhoff-Love plate equation for transverse displacements; cf. for instance [8].
By Hamilton’s principle, the displacement η of the shell must be a stationary point of the
action functional
A (η) =
∫
I
ε0ρS
∫
M
(∂tη(t, ·))2
2
dA−K(η(t, ·)) dt,
where I := (0,T ), T > 0. Here we assume that the mass density of M may be described by
a constant ε0ρS. Hence, the integrand with respect to time is the difference of the kinetic
and the potential energy of the shell. The corresponding Euler-Lagrange equation is
ε0ρS ∂ 2t η + gradL2 K(η) = 0 in I×M.
Note that this equation is dispersive but not hyperbolic since the principal part factorizes
into two Schro¨dinger operators, i.e.
∂ 2t + ∂ 4x = (i∂t + ∂ 2x )(−i∂t + ∂ 2x ).
Hence, we have an infinite speed of propagation of disturbances. For the sake of a simple
notation we assume ε0ρS = 1.
1.2. Statement of the problem. We denote by Ωη(t), t ∈ I, the deformed domain (cf. (2.1))
and by
ΩIη :=
⋃
t∈I
{t}×Ωη(t)
the deformed spacetime cylinder. Now, let us suppose that the variable domain Ωη is filled
by a viscous, incompressible Newtonian fluid whose velocity field u and pressure field pi
is described by the Navier-Stokes equations, i.e.
ρF
(
∂tu+(u ·∇)u
)− div(2σDu−pi id)= f in ΩIη ,
divu = 0 in ΩIη ,
u( · , · +η ν) = ∂tη ν on I×M,
u = 0 on I×Γ.
(1.2)
Here, id denotes the 3× 3 unit matrix and f is a given force density. Furthermore, we set
(u ·∇)u := ui ∂iu. For the sake of a simple exposition we set the constant fluid density
ρF and the constant dynamical viscosity σ equal to 1. Then, 2Du− pi id is the Cauchy
stress tensor and 2Du its viscous part. Due to the divergence-free constraint we have
div2Du = ∆u. (1.2)3,4 is the no-slip condition in the case of a moving boundary, i.e. the
velocity of the fluid at the boundary equals the velocity of the boundary. The force exerted
by the fluid on the boundary is given by the evaluation of the stress tensor at the deformed
boundary in the direction of the inner normal −νη(t), i.e. by
−2Du(t, ·)νη(t)+pi(t, ·)νη(t). (1.3)
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Thus, the equation for the displacement of the shell takes the form
∂ 2t η + gradL2 K(η) = g+F ·ν in I×M,
η = 0, ∇η = 0 on I× ∂M, (1.4)
where g is an additional force density and
F(t, ·) := (− 2Du(t, ·)νη(t)+pi(t, ·)νη(t))◦Φη(t) |detdΦη(t)|
with Φη(t) : ∂Ω → ∂Ωη(t), q 7→ η(t,q)ν(q). Finally, we specify initial values
η(0, ·) = η0, ∂tη(0, ·) = η1 in M and u(0, ·) = u0 in Ωη0 . (1.5)
In the following we will analyse the system (1.2), (1.4), (1.5).
1.3. Formal a-priori estimates. Let us now formally derive energy estimates for this
parabolic-dispersive system. To this end, we multiply (1.2)1 by u, integrate the resulting
identity over Ωη(t), and obtain after integrating by parts the stress tensor2∫
Ωη(t)
∂tu ·u dx+
∫
Ωη(t)
(u ·∇)u ·u dx (1.6)
=−
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f ·u dx+
∫
∂Ωη(t)\Γ
(2Duνη(t)−pi νη(t)) ·u dAη(t).
Here, dAη(t) denotes the surface measure of the deformed boundary ∂Ωη(t). Concerning
the viscous stress tensor we used Korn’s identity
2
∫
Ωη(t)
Du : Du dx = 2
∫
Ωη(t)
Du : ∇u dx =
∫
Ωη(t)
∇u : ∇u dx.
For a (formal) proof of the second equality see Remark A.8. Taking into account that∫
Ωη(t)
(u ·∇)u ·u dx =−
∫
Ωη(t)
(u ·∇)u ·u dx+
∫
∂Ωη(t)
u ·νη(t)|u|2 dAη(t) (1.7)
we may apply Reynold’s transport theorem A.2 to the first two integrals in (1.6) to obtain
1
2
d
dt
∫
Ωη(t)
|u|2 dx =−
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f ·u dx
+
∫
∂Ωη(t)\Γ
(2Duνη(t)−pi νη(t)) ·u dAη(t).
(1.8)
Multiplying (1.4)1 by ∂tη , integrating the resulting identity over M, integrating by parts,
and using the fact that (gradL2 K(η),∂t η)L2 = 2K(η ,∂tη) we obtain
1
2
d
dt
∫
M
|∂tη |2 dA+ ddt K(η) =
∫
M
g∂tη dA+
∫
M
F ·ν ∂tη dA. (1.9)
Adding (1.8) and (1.9), taking into account the definition of F, (1.2)3, and applying a
change of variables to the boundary integral we obtain the energy identity
1
2
d
dt
∫
Ωη(t)
|u|2 dx+ 1
2
d
dt
∫
M
|∂tη |2 dA+ ddt K(η)
=−
∫
Ωη(t)
|∇u|2 dx+
∫
Ωη(t)
f ·u dx+
∫
M
g∂tη dA.
(1.10)
2For the sake of a better readability we suppress the dependence of the unknown on the independent variables,
e.g we write u = u(t, ·).
INTERACTION OF A NEWTONIAN FLUID WITH A KOITER SHELL 5
In view of (1.1) an application of Gronwall’s lemma gives
‖u(t, ·)‖2L2(Ωη(t))+
∫ t
0
‖∇u(s, ·)‖2L2(Ωη(s)) ds+ ‖∂tη(t, ·)‖
2
L2(M)+ ‖η(t, ·)‖2H2(M).
≤ cet
(
‖u0‖2L2(Ωη0 )+ ‖η1‖
2
L2(M)+ ‖η0‖2H2(M) (1.11)
+
∫ t
0
‖f(s, ·)‖2L2(Ωη(s))+ ‖g(s, ·)‖
2
L2(M)ds
)
.
Hence we have
‖η‖W 1,∞(I,L2(M))∩L∞(I,H20 (M))+ ‖u‖L∞(I,L2(Ωη(t)))∩L2(I,H1(Ωη(t))) ≤ c(T,data).
We shall construct weak solutions in this regularity class. In view of the embedding
H2(∂Ω) →֒ C0,θ (∂Ω) for θ < 1 this implies that the boundary of our variable domain
will be the graph of a Ho¨lder continuous function which, in general, is not Lipschitz con-
tinuous. Due to this fact we need to take a closer look at domains with non-Lipschitz
boundaries in the next section.
2. VARIABLE DOMAINS
We denote by Sα , α > 0, the open set of points in R3 whose distance from ∂Ω is less
than α . It’s a well known fact from elementary differential geometry, see for instance [23],
that there exists a maximal κ > 0 such that the mapping
Λ : ∂Ω× (−κ ,κ)→ Sκ , (q,s) 7→ q+ sν(q)
is a C3 diffeomorphism. For the inverse Λ−1 we shall write x 7→ (q(x),s(x)); cf. Figure
1. Note that κ is not necessarily small; if Ω is the ball of radius R, then κ = R. Note
furthermore that Λ has singularities on the boundary of its domain. Let Bα := Ω∪Sα for
x
q(x)
η(q)
q
Ω
s(x)
FIGURE 1.
0< α < κ . The mapping Λ( · ,α) : ∂Ω→ ∂Bα is a C3 diffeomorphism as well. Hence, Bα
is a bounded domain with C3 boundary. For a continuous function η : ∂Ω → (−κ ,κ) we
set
Ωη := Ω\ Sκ ∪{x ∈ Sκ | s(x)< η(q(x))}; (2.1)
cf. Figure 1. Ωη is an open set. For η ∈Ck(∂Ω), k ∈ {1,2,3} we denote by νη and dAη
the outer unit normal and the surface measure of ∂Ωη , respectively. Now, let us construct
a homeomorphism from Ω to Ωη , the so called Hanzawa transform. The details of this
construction may be found in [24]. Let the real-valued function β ∈ C∞(R) be 0 in a
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neighborhood of −1 and 1 in a neighborhood of 0. For a continuous function η : ∂Ω →
(−κ ,κ) we define the mapping Ψη : Ω→Ωη in Sκ ∩Ω by
x 7→ x+ν(q(x))η(q(x))β (s(x)/κ)
= q(x)+ν(q(x))
(
s(x)+η(q(x))β (s(x)/κ)). (2.2)
In Ω\Sκ let Ψη be the identity. For this mapping to have an inverse (which is continuously
differentiable provided that η is sufficiently regular) we need to assume that |β ′(s)| <
κ/|η(q)| for all s ∈ [−1,0] and all q ∈ ∂Ω. This is possible since ‖η‖L∞(∂Ω) < κ . Then,
it’s not hard to see that Ψη is a homeomorphism and, provided that η ∈ Ck(∂Ω) with
k ∈ {1,2,3}, even a Ck diffeomorphism. Similarly, the homeomorphism
Φη := Ψη |∂Ω : ∂Ω → ∂Ωη , q 7→ q+η(q)ν(q)
with inverse x 7→ q(x) is a Ck diffeomorphism provided that η ∈ Ck(∂Ω), k ∈ {1,2,3}.
Furthermore, one can show that the components of the Jacobians of Ψη , Φη , and their
inverses have the form
b0 +∑
i
bi (∂iη)◦ q (2.3)
for bounded, continuous functions b0,bi whose supports are contained in Sκ . Let
τ(η) :=
{
(1−‖η‖L∞(∂Ω)/κ)−1 , if ‖η‖L∞(∂Ω) < κ
∞ , else . (2.4)
For τ(η)→∞ some of the functions b0, bi blow up and the distance between their supports
and the boundary of Sκ tends to zero. In particular, the mapping q in (2.3) is evaluated near
its singularities for large τ(η). We conclude that there are two sources of singularities of
Ψη and Φη : a singularity of η and the maximum of |η | getting close to κ . This is why
the continuity constants of the linear mappings between function spaces constructed below
will always depend on τ(η). Furthermore, note that Ψη depends on the cutoff function β
which in turn may be chosen to depend only on τ(η). Whenever we will be dealing with
sequences (ηn) with supn τ(ηn)< ∞ we will tacitly assume β to be independent of n.
Remark 2.5. For η ∈ C2(∂Ω) with ‖η‖L∞(∂Ω) < κ and ϕ : Ω → R3 we denote by Tηϕ
the pushforward of (detdΨη)−1ϕ under Ψη , i.e.
Tηϕ :=
(
dΨη (detdΨη)−1ϕ
)◦Ψ−1η .
The mapping Tη with the inverse T −1η ϕ :=
(
dΨ−1η (detdΨη)ϕ
) ◦Ψη obviously defines
isomorphisms between the Lebesgue and Sobolev spaces on Ω respectively Ωη as long
as the order of differentiability is not larger than 1. Moreover, the mapping preserves
vanishing boundary values.
The diffeomorphism Ψη is an isometry from Ω with the Riemannian metric h :=(dΨv)T dΨη
to Ωη with the Euclidean metric. From the naturality of the Levi-Civita connection with
respect to isometries as well as the identities
√
dethβ γ = detdΨt we infer that
(divTηϕ)◦Ψδ = divh((detdΨη)−1ϕ) = (detdΨη)−1 divϕ .
Thus, Tδ preserves the divergence-free property and hence defines isomorphisms between
the corresponding function spaces on Ω and Ωη , respectively.
A bi-Lipschitz mapping of domains induces isomorphisms of the corresponding Lp and
W 1,p spaces. For η ∈ H2(∂Ω) the mapping Ψη is barely not bi-Lipschitz, due to the
embedding H2(∂Ω) →֒C0,θ (∂Ω) for θ < 1. Hence a small loss, made quantitative in the
next lemma, will occur.
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Lemma 2.6. Let 1 < p ≤ ∞ and η ∈ H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then the linear map-
ping v 7→ v◦Ψη is continuous from Lp(Ωη) to Lr(Ω) and from W 1,p(Ωη) to W 1,r(Ω) for all
1≤ r < p. The analogous claim with Ψη replaced by Ψ−1η is true. The continuity constants
depend only on Ω, p, ‖η‖H2(∂Ω), τ(η), and r; they stay bounded as long as ‖η‖H2(∂Ω) and
τ(η) stay bounded.
Proof: Without loss of generality we may assume p < ∞. Let us approximate η by func-
tions (ηn)⊂C2(∂Ω) in H2(∂Ω) →֒C(∂Ω). Due to (2.3) and
H2(∂Ω) →֒W 1,s(∂Ω) for all 1 ≤ s < ∞
the components of the Jacobian of Ψ−1ηn , and hence its Jacobian determinant, are bounded
in Ls(Ωηn) for each s<∞, the bound depending on τ(ηn). Hence, by a change of variables
and Ho¨lder’s inequality we obtain for v ∈C∞0 (R3), r < p, and 1/r = 1/p+ 1/s that3
‖v◦Ψηn‖Lr(Ω) = ‖v(detdΨ−1ηn )1/r‖Lr(Ωηn ) ≤ ‖(detdΨ
−1
ηn )
1/r‖Ls(Ωηn ) ‖v‖Lp(Ωηn ).
From the convergence of (ηn) in C(∂Ω)∩W 1,s(∂Ω) we infer
‖v◦Ψη‖Lr(Ω) ≤ ‖(detdΨ−1η )1/r‖Ls(Ωη ) ‖v‖Lp(Ωη )
≤ c(Ω, p,‖η‖H2(∂Ω),τ(η),r)‖v‖Lp(Ωη ).
By the denseness of smooth functions in Lp(Ωη) we deduce the boundedness of the map-
ping in Lebesgue spaces.
By the chain rule and (2.3) we show for r < p that
‖∇(v◦Ψηn)‖Lr(Ω) ≤ c(Ω,‖ηn‖H2(∂Ω),τ(ηn),r)‖(∇v)◦Ψηn‖L(r+p)/2(Ω).
Furthermore, from the uniform convergence of ((∇v) ◦Ψηn) and the convergence of the
components of the Jacobian of Ψηn in Ls(Ω) for s < ∞ we conclude the convergence of
(∇(v◦Ψηn)) to ∇(v◦Ψη) in Lr(Ω). Hence, using the result shown above and the denseness
of smooth functions in W 1,p(Ωη ), see Proposition A.1, we obtain the boundedness of the
mapping in Sobolev spaces.
The proof of the analogous claim with Ψη replaced by Ψ−1η is very similar. 
Remark 2.7. Let the sequence (ηn) converge to η weakly in H2(∂Ω), in particular uni-
formly, due to (0 < θ < 1)
H2(∂Ω) →֒C0,θ (∂Ω) →֒→֒C(∂Ω). (2.8)
Furthermore, we assume supn τ(ηn)< ∞. Extending a function v ∈ Lp(Ωη) by 0 to R3 the
sequence (v ◦Ψηn) converges to v ◦Ψη in Lr(Ω), r < p. This follows, using Lemma 2.6
and approximating v by C∞0 (R3) functions v˜, from the estimate (in Lr(Ω) norms)
‖v◦Ψη − v◦Ψηn‖ ≤ ‖v˜◦Ψη − v˜◦Ψηn‖+ ‖(v− v˜)◦Ψη‖+ ‖(v− v˜)◦Ψηn‖.
Now, let v ∈ Lp(Ω). Extending the functions v◦Ψ−1ηn and v◦Ψ−1η by 0 to R3, we similarly
show the convergence of (v◦Ψ−1ηn ) to v◦Ψ−1η in Lr(R3), r < p.
Let us construct a trace operator for displacements η ∈ H2(∂Ω). In the following we
denote by · |∂Ω the usual trace operator for Lipschitz domains.
3We denote the differential of a mapping f between manifolds (including subsets of Rn) by d f . In the
Euclidean case we usually identify d f with the Jacobian matrix.
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Corollary 2.9. Let 1< p≤∞ and η ∈H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then the linear map-
ping trη : v 7→ (v◦Ψη)|∂Ω is well defined and continuous from W 1,p(Ωη) to W 1−1/r,r(∂Ω)
for all 1 < r < p. The continuity constant depends only on Ω, ‖η‖H2(∂Ω), τ(η), and r; it
stays bounded as long as ‖η‖H2(∂Ω) and τ(η) stay bounded.
Proof: The claim is a direct consequence of Lemma 2.6 and the continuity properties of
the usual trace operator. 
From Lemma 2.6 and the Sobolev embeddings for regular domains we deduce Sobolev
embeddings for our special domains.
Corollary 2.10. Let 1 < p < 3 and η ∈ H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then
W 1,p(Ωη) →֒→֒ Ls(Ωη)
for 1 ≤ s < p∗ = 3p/(3 − p). The embedding constant depends only on Ω,
‖η‖H2(∂Ω), τ(η), p, and s; it stays bounded as long as ‖η‖H2(∂Ω) and τ(η) stay bounded.
We denote by H the mean curvature (with respect to the outer normal) and by G the
Gauss curvature of ∂Ω.
Proposition 2.11. Let 1 < p ≤ ∞ and η ∈ H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then, for ϕ ∈
W 1,p(Ωη) with trη ϕ = bν , b a scalar function, and ψ ∈C1(Ωη ) we have∫
Ωη
ϕ ·∇ψ dx =−
∫
Ωη
divϕ ψ dx+
∫
∂Ω
b(1− 2Hη +Gη2) trη ψ dA.
Proof: We may assume p < ∞ without loss of generality. Let us approximate ϕ by func-
tions (ϕk)⊂C∞0 (R3) in W 1,p(Ωη) and η by (ηn)⊂C2(∂Ω) in H2(∂Ω). Then, integration
by parts gives∫
Ωηn
ϕk ·∇ψ dx =−
∫
Ωηn
divϕk ψ dx+
∫
∂Ωηn
ϕk ·νηn ψ dAηn .
A change of variables in the boundary integral yields∫
∂Ω
trηn ϕk · (νηn ◦Φηn) trηn ψ |detdΦηn | dA.
In a neighborhood of every point in ∂Ω we may construct orthonormal, tangentialC3 vector
fields e1,e2 such that e1× e2 = ν by the Gram-Schmidt algorithm. We set vni := dΦηn ei.
The Jacobian determinant of Φηn is equal to the area of the parallelogram spanned by the
vectors vni , i.e. |vn1×vn2|. Furthermore, the normal νηn ◦Φηn is equal to (vn1×vn2)/|vn1×vn2|.
In particular, the vector fields vn := vn1× vn2 are independent of the choice of the fields ei.
Hence, this local definition, in fact, yields globally, i.e. on ∂Ω, defined vector fields vn.
Thus, the boundary integral may be written in the form∫
∂Ω
trηn ϕk ·vn trηn ψ dA.
For q ∈ ∂Ω and c a curve in ∂Ω with c(0) = q and ddt
∣∣
t=0 c(t) = ei(q) we have
vni (q) =
d
dt
∣∣∣
t=0
Φηn(c(t)) =
d
dt
∣∣
t=0(c(t)+ηn(c(t))ν(c(t)))
= ei(q)+ dηnei(q)ν(q)+ηn(q)
d
dt
∣∣∣
t=0
ν(c(t))
= ei(q)+ dηnei(q)ν(q)−ηn(q)h ji (q)e j(q).
(2.12)
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Here, h ji denote the components of the Weingarten map with respect to the orthonormal
basis e1,e2. Since (ηn) converges in H2(∂Ω), the sequence (vni ) converges in Lr on its
domain of definition for all r < ∞. Hence, (vn) converges to a field v in Lr(∂Ω) for all
r < ∞. If we let first n and then k tend to infinity, we obtain∫
Ωη
ϕ ·∇ψ dx =−
∫
Ωη
divϕ ψ dx+
∫
∂Ω
bν ·v trη ψ dA.
Now we merely have to compute ν ·v. From (2.12) we see that
ν · (vn1× vn2) = 1− (h11+ h22)ηn +(h11h22− h21h12)η2n = 1− 2Hηn+Gη2n .
Taking the limit completes the proof. 
We shall make repeated use of the field v ∈ Lr(∂Ω), r < ∞, constructed in the proof
above. We denote it by vη in order to emphasize its dependence on η .
Remark 2.13. The proof of Proposition 2.11 shows that for ψ ∈ L1(∂Ω) and sufficiently
smooth η we have∫
∂Ωη
(
(ψ ν)◦Φ−1η
) ·νη dAη = ∫
∂Ω
ψ ν ·vη dA =
∫
∂Ω
ψ (1− 2Hη +Gη2) dA.
Remark 2.14. Let us show that the function
γ(η) := 1− 2Hη +Gη2 (2.15)
is positive as long as |η |< κ . For G 6= 0 the roots of this polynomial are
H
G
±
√
H2−G
|G| =
1
2
(
h1 + h2
h1h2
± |h1− h2||h1h2|
)
,
where h1,h2 are the principal curvatures. Thus, their absolute values are
|h1 + h2± (h1− h2)|
2|h1h2| = |h1|
−1, |h2|−1.
Hence, for G 6= 0, the claim is proved provided that we can show that
κ ≤ min(|h1(q)|−1, |h2(q)|−1)
for all q ∈ ∂Ω. But, with this estimate at hand, the proof is trivial for G = 0. In order to
show the estimate we consider the diffeomorphism
Λα := Λ( · ,α) : ∂Ω → Λα(∂Ω)⊂ R3
with α ∈ (−κ ,κ). For an eigenbasis e1,e2 of the Weingarten map in q ∈ ∂Ω we have
dΛα ei = (1−α hi(q))ei. Thus, we deduce the estimate on κ from the fact that the differ-
ential of Λα gets singular for |α| ր min(|h1(q)|−1, |h2(q)|−1).
Consider the space
E p(Ωη) := {ϕ ∈ Lp(Ωη) | divϕ ∈ Lp(Ωη )}
for 1 ≤ p ≤ ∞, endowed with the canonical norm.
Proposition 2.16. Let 1 < p < ∞ and η ∈H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then there exists
a continuous, linear operator
trnη : E
p(Ωη)→ (W 1,p′(∂Ω))′
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such that for ϕ ∈ E p(Ωη ) and ψ ∈C1(Ωη)∫
Ωη
ϕ ·∇ψ dx =−
∫
Ωη
divϕ ψ dx+ 〈trnη ϕ , trη ψ〉W 1,p′ (∂Ω).
The continuity constant depends only on Ω, τ(η), and p; it stays bounded as long as τ(η)
stays bounded.
Proof: It suffices to consider ϕ ∈C1(Ωη ) since these functions are dense in E p(Ωη); see
Proposition A.1. Analogously to the proof of Proposition 2.11 we may show that∫
Ωη
ϕ ·∇ψ dx+
∫
Ωη
divϕ ψ dx =
∫
∂Ω
trη ϕ ·vη trη ψ dA (2.17)
for ψ ∈C1(Ωη ). The left-hand side is dominated by 2‖ϕ‖E p(Ωη )‖ψ‖W 1,p′ (Ωη ). Obviously,
the identity holds for all ψ ∈W 1,p′(Ωη).
Let us now show that the mapping b 7→ b◦q defines a bounded, linear extension operator
from W 1,p′(∂Ω) to W 1,p′(Sα ∩Ωη) for fixed, but arbitrary α with ‖η‖L∞(∂Ω) < α < κ . By
a change of variables we obtain∫
Sα∩Ωη
|b ◦ q|p′ dx =
∫
∂Ω
|b|p′
∫ η
−α
|detdΛ| dsdA.
Hence, the Lp′ norm of b◦q is bounded by a constant times the Lp′ norm of b, the constant
depending on Ω and α . Approximating b by sufficiently smooth functions we can show
the chain rule
∇(b ◦ q) = (∇b)◦ q dq.
Thus, the Lp′ norm of ∇(b ◦ q) is bounded by a constant times the Lp′ norm of ∇b, the
constant depending on Ω, α , and p′. By another approximation argument we obtain the
identity trη(b ◦ q) = b.
Multiplying the constructed extension by the cut-off function x 7→ β (|s(x)|), where β ∈
C∞(R), β = 1 in a neighborhood of the interval [0,‖η‖L∞(∂Ω)] and β = 0 in a neighborhood
of α , we finally obtain a bounded, linear extension operator from W 1,p′(∂Ω) to W 1,p′(Ωη).
Thus, the right hand side of (2.17) defines the trace operator we were looking for. 
Proposition 2.18. Let η ∈ H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then the subspace of functions
whose supports are contained in Ωη is dense in the (canonically normed) space
H(Ωη) := {ϕ ∈ L2(Ωη) | divϕ = 0, trnη ϕ = 0}.
Proof: Let ϕ ∈H(Ωη) with ∫
Ωη
ϕ ·ψ dx = 0
for all ψ ∈ L2(Ωη ) with divψ = 0 and suppψ ⊂Ωη . By DeRham’s theorem there exists a
function p ∈ L2loc(Ωη ) with ϕ = ∇p. Furthermore, from Proposition 2.16 we deduce that∫
Ωη
ϕ ·∇ψ dx = 0
for all ψ ∈C1(Ωη). The proof of Proposition A.1 shows that ∇p may be approximated in
L2(Ωη) by functions ∇ψ , ψ ∈C1(Ωη ). Thus, we have∫
Ωη
|ϕ |2 dx =
∫
Ωη
ϕ ·∇p dx = 0.

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Now, we shall construct an operator extending suitable boundary values bν to divergence-
free vector fields.
Proposition 2.19. Let 1 < p < ∞, η ∈ H2(∂Ω) with ‖η‖L∞(∂Ω) < κ , and α such that
‖η‖L∞(∂Ω) < α < κ . Then there exists a bounded, linear extension operator
Fη :
{
b ∈W 1,p(∂Ω)
∣∣ ∫
∂Ω
bγ(η) dA = 0
}
→W 1,pdiv (Bα);
in particular trη Fηb = bν. The continuity constant depends only on Ω,
‖η‖H2(∂Ω), α , and p; it stays bounded as long as ‖η‖H2(∂Ω) and τ(α) stay bounded.
Proof: Let b ∈W 1,p(∂Ω) with ∫
∂Ω
bγ(η) dA = 0. (2.20)
For x ∈ Sα we define
(Fη b)(x) := exp
(∫ s(x)
η(q(x))
β (q(x)+ τ ν(q(x))) dτ
)
(bν)(q(x)), (2.21)
where β :=−div(ν ◦q). Obviously β is a C2 function. By the chain rule we see that Fη b
is weakly differentiable and
∂i Fηb (2.22)
=
[
∂i((bν)◦ q)+ (bν)◦ q
(∫ s
η◦q
∂i(β (q+ τ ν ◦ q)) dτ +β (q+ sν ◦ q) ∂is
−β (q+(η ν)◦ q) ∂i(η ◦ q)
)]
e
∫ s
η◦q β (q+τν◦q)dτ .
Since ∂i((bν) ◦ q) ∈ Lp(Sα), (bν) ◦ q ∈ Lr(Sα) for some r > p, ∂i(η ◦ q) ∈ Lr(Sα) for
all r < ∞, and all other terms are bounded, we see that Fηb is bounded in W 1,p(Sα).
Furthermore, we have4
divFη b = div(ν ◦ q)e
∫ s
η◦q β (q+τν◦q)dτ b ◦ q+(ν ◦ q) ·∇(e
∫ s
η◦q β (q+τν◦q)dτ b ◦ q)
= (−β e
∫ s
η◦q β (q+τν◦q)dτ + ∂se
∫ s
η◦q β (q+τν◦q)dτ)b ◦ q = 0.
For the second equality we used the defintion of β and the fact that for x ∈ Sα
dqν(q(x)) = ddt
∣∣∣
t=0
q(x+ t ν(q(x))) =
d
dt
∣∣∣
t=0
q(x) = 0
and
dsν(q(x)) = ddt
∣∣∣
t=0
s(x+ t ν(q(x))) =
d
dt
∣∣∣
t=0
s(x)+ t = 1.
Approximating η and b by C2 functions (ηn) in H2(∂Ω) and C1 functions (bn) in
W 1,p(∂Ω), resp., the C1(Sα) functions
ϕn := exp
(∫ s
ηn◦q
β (q+ τ ν ◦ q) dτ
)
(bn ν)◦ q
converge to Fη b in W 1,p(Sα). Furthermore, the traces
trη ϕn = exp
(∫ η
ηn
β (q+ τ ν ◦ q) dτ
)
bn ν (2.23)
converge to bν . Thus, trη Fη b = bν .
4For a scalar field f and a vector field X we have div( f X) = f divX+∇ f ·X.
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Let us now extend Fηb to Ω\ Sα . By Proposition 2.11 we have∫
∂ (Ω\Sα )
(Fη b) ·ν dA =−
∫
∂Ω
bγ(η) dA+
∫
Sα∩Ωη
divFηb dx = 0.
Here, ν denotes the inner unit normal of ∂ (Ω \ Sα). Due to this identity and since ∂ (Ω \
Sα) is a C3 boundary we may solve the Stokes system in Ω \ Sα with boundary values
(Fη b)|∂ (Ω\Sα); cf. Theorem A.6. This defines the extension we were looking for. 
Remark 2.24. If the identity (2.20) holds for a function b ∈ Lp(∂Ω), 1 < p < ∞, we may
construct a divergence-free extension Fη b ∈ Lp(Bα) exactly like in the proof above. This
way we obtain a bounded, linear operator
Fη :
{
b ∈ Lp(∂Ω) ∣∣ ∫
∂Ω
bγ(η) dA = 0
}
→ {ϕ ∈ Lp(Bα) | divϕ = 0},
whose continuity constant depends on the data as in Proposition 2.19.
When constructing the extension we need to apply the solution operator of the Stokes-
system to the formal trace
ϕ|∂ (Ω\Sα ) = exp
(∫ −α
η◦q
β (q+ τ ν ◦ q) dτ
)
(bν)◦ q.
Obviously, this trace is bounded in Lp(∂ (Ω\ Sα)) and we have∫
∂ (Ω\Sα )
ϕ ·ν dA = 0. (2.25)
In the proof that the resulting vector field in Bα is divergence-free we need to use the fact
that for ψ ∈C∞0 (Ω) we have∫
Sα
ϕ ·∇ψ dx =
∫
∂ (Ω\Sα )
ϕ ·ν ψ dA =−
∫
Ω\Sα
ϕ ·∇ψ dx. (2.26)
The identities (2.25) and (2.26) can be easily proven by approximating b by sufficiently
smooth functions. Again by an approximation argument, we may deduce from (2.23) and
(2.17) the identity
trnη ϕ = bγ(η), (2.27)
justifying the term extension operator.
Proposition 2.28. Let 1< p< 3 and η ∈H2(∂Ω) with ‖η‖L∞(∂Ω) < κ . Then extension by
0 defines a bounded, linear operator from W 1,p(Ωη) to W 1/4,p(R3). The continuity con-
stant depends only on Ω, p, ‖η‖H2(∂Ω), and τ(η); it stays bounded as long as ‖η‖H2(∂Ω)
and τ(η) stay bounded.
Proof: To begin with, let us show that extension by 0 defines a bounded, linear operator
from W 1,r(Ω) to W s,r(R3) with 1 ≤ r < 3 and s < 1/3. To this end, it suffices to estimate
the integral∫
R3
∫
R3
|v(x)− v(y)|r
|x− y|3+sr dydx
=
∫
Ω
∫
Ω
|v(x)− v(y)|r
|x− y|3+sr dydx+ 2
∫
Ω
∫
R3\Ω
|v(x)|r
|x− y|3+sr dydx
=
∫
Ω
∫
Ω
|v(x)− v(y)|r
|x− y|3+sr dydx+ 2
∫
Ω
|v(x)|r
∫
R3\Ω
1
|x− y|3+sr dydx
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for v ∈W 1,r(Ω). While the first term on the right-hand side is dominated by c‖v‖W1,r(Ω),
we can estimate the interior integral of the second term by∫
|z|>d(x)
1
|z|3+sr dz =
c(s,r)
d(x)sr ,
where d(x) denotes the distance from x to ∂Ω. Thus, applying Ho¨lder’s inequality with
the exponents r∗/r and (r∗/r)′ to the second summand we see that it is dominated by
c(s,r)‖v‖rr∗ ‖d(·)−s‖rL3(Ω). The identity∫
Sκ/2∩Ω
|d(x)|−3s dx =
∫
∂Ω
∫ 0
−κ/2
|detdΛ|α−3s dαdA,
a consequence of a change of variables, and the inequality 3s < 1 show that the factor
‖d(·)−s‖rL3(Ω) is finite. This proves the claim.
Concatenating the mapping from Lemma 2.6 with the extension by 0 thus yields a
bounded, linear operator
W 1,p(Ωη )→W 1,r(Ω)→W s,r(R3)
for r < p and s < 1/3. Now, let δ ∈C4(∂Ω) with η < δ < κ . If we extend the mapping
Ψδ to Bα , α > 0 sufficiently small, by using the definition (2.2) for x ∈ Sκ ∩Bα , we obtain
a C3 diffeomorphism
Ψ˜δ : Bα →Ωδ+α .
Since the fractional Sobolev spaces are interpolation spaces the linear mapping v 7→ v◦Ψ˜−1δ
is bounded from W s,r(Bα) to W s,r(Ωδ+α). By the same reason, the restriction of functions
is bounded from W s,r(R3) to W s,r(Bα). Furthermore, for suitable s < 1/3 and r < p we
have
W s,r(Ωδ+α) →֒W 1/4,p(Ωδ+α).
Concatenating these mappings we see that the extension by 0 defines a bounded, linear
operator from W 1,p(Ωη ) to W 1/4,p(Ωδ+α). Since Ωη has a positive distance from R3 \
Ωδ+α we may conclude the proof by the estimate
|v|p1/4,p;R3 = |v|
p
1/4,p;Ωδ+α
+
∫
Ωη
∫
R3\Ωδ+α
|v(x)|p
|x− y|3+p/4 dydx
≤ |v|p1/4,p;Ωδ+α + c‖v‖
p
Lp(Ωη ).

The usual Bochner spaces are not the right objects to deal with functions defined on
time-dependent domains. For this reason we now define an (obvious) substitute for these
spaces. For I := (0,T ), T > 0, and η ∈ C( ¯I× ∂Ω) with ‖η‖L∞(I×∂Ω) < κ we set ΩIη :=⋃
t∈I {t}×Ωη(t). Note that ΩIη is a domain in R4. For 1 ≤ p,r ≤ ∞ we set
Lp(I,Lr(Ωη(t))) := {v ∈ L1(ΩIη) | v(t, ·) ∈ Lr(Ωη(t)) for almost all t and
‖v(t, ·)‖Lr(Ωη(t)) ∈ L
p(I)},
Lp(I,W 1,r(Ωη(t))) := {v ∈ Lp(I,Lr(Ωη(t))) | ∇v ∈ Lp(I,Lr(Ωη(t)))},
Lp(I,W 1,rdiv (Ωη(t))) := {v ∈ Lp(I,W 1,r(Ωη(t))) | divv = 0},
W 1,p(I,W 1,r(Ωη(t))) := {v ∈ Lp(I,W 1,r(Ωη(t))) | ∂tv ∈ Lp(I,W 1,r(Ωη(t)))}.
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Here ∇ and div are acting with respect to the space variables. Furthermore, we set
Ψη : ¯I×Ω→ ΩIη , (t,x) 7→ (t,Ψη(t)(x))
and
Φη : ¯I× ∂Ω→
⋃
t∈ ¯I
{t}× ∂Ωη(t), (t,x) 7→ (t,Φη(t)(x)).
If η ∈ L∞(I,H2(∂Ω)) we obtain “instationary” versions of the claims made so far by ap-
plying these at (almost) every t ∈ I. For instance, from Corollary 2.10 we deduce that
L2(I,H1(Ωη(t))) →֒ L2(I,Ls(Ωη(t)))
for 1 ≤ s < 2∗. Note that the construction given above does not provide a substitute for
Bochner spaces of dual-space valued functions.
Note that for all 1/2 < θ < 1 we have
W 1,∞(I,L2(∂Ω))∩L∞(I,H2(∂Ω))
→֒C0,1−θ ( ¯I,H2θ (∂Ω)) →֒C0,1−θ ( ¯I,C0,2θ−1(∂Ω)).
(2.29)
While the second embedding follows from standard results, the first one is a consequence
of the elementary estimate
‖u(t)− u(s)‖(L2(∂Ω),H2(∂Ω))θ ,2 ≤ ‖u(t)− u(s)‖
θ
H2(∂Ω) ‖u(t)− u(s)‖1−θL2(∂Ω)
≤ c‖u‖θL∞(I,H2(∂Ω)) ‖u‖1−θW1,∞(I,L2(∂Ω)) |t− s|1−θ .
Proposition 2.30. Let η ∈ W 1,∞(I,L2(∂Ω)) ∩ L∞(I,H2(∂Ω)) be given with
‖η‖L∞(I×∂Ω) < κ and α a real number such that ‖η‖L∞(I×∂Ω) < α < κ . The application
of the extension operator from Proposition 2.19 at (almost) all times defines a bounded,
linear extension operator Fη from{
b ∈ H1(I,L2(∂Ω))∩L2(I,H2(∂Ω)) |
∫
∂Ω
b(t, ·)γ(η(t, ·)) dA = 0 for all t ∈ I
}
to
{ϕ ∈ H1(I,L2(Bα))∩C( ¯I,H1(Bα)) | divϕ = 0}.
The continuity constant depends only on Ω, ‖η‖W 1,∞(I,L2(∂Ω))∩L∞(I,H2(Ω)), and α; it stays
bounded as long as ‖η‖W 1,∞(I,L2(∂Ω))∩L∞(I,H2(Ω)) and τ(α) stay bounded.
Proof: In view of
H1(I,L2(∂Ω))∩L2(I,H20 (∂Ω)) →֒C( ¯I,H1(∂Ω)), (2.31)
the continuity to {ϕ ∈ L∞(I,H1(Bα)) | divϕ = 0} is a direct consequence of Proposition
2.19. Furthermore, from (2.31), (2.29), and standard embedding results we deduce that
H1(I,L2(∂Ω))∩L2(I,H20 (∂Ω)) →֒C( ¯I,L4(∂Ω)),
W 1,∞(I,L2(∂Ω))∩L∞(I,H2(∂Ω)) →֒C( ¯I,W 1,4(∂Ω)).
Thus, in view of (2.21), (2.22), and the mapping properties of the solution operator of
the Stokes system we deduce that Fη b ∈ C( ¯I,H1(Bα)). Let us now estimate Fη b in
H1(I,L2(Bα)). In I× Sα we have
∂t (Fη b)(t, ·)
=
[
(∂tb)(t,q) ν ◦ q−β (q+η(t,q)ν ◦ q) ∂tη(t,q) b(t,q) ν ◦ q
]
e
∫ s
η◦q β (q+τν◦q)dτ .
(2.32)
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Since ∂tb ∈ L2(I,L2(∂Ω)) the first summand can be estimated in L2(I,L2(Sα)). The esti-
mate of the second summand in L2(I,L2(Sα)) follows from the fact that ∂tη ∈L∞(I,L2(∂Ω))
and b ∈ L2(I,L∞(∂Ω)). The time-derivative of the trace of Fηb on I× ∂ (Ω\ Sα) equals[
(∂tb)(t,q) ν ◦ q−β (q+η(t,q)ν ◦ q) ∂tη(t,q) b(t,q) ν ◦ q
]
e
∫−α
η◦q β (q+τν◦q)dτ ,
and, thus, may be estimated in L2(I,L2(∂ (Ω\ Sα))). Using the mapping properties of the
solution operator of the Stokes system we conclude the proof. 
Remark 2.33. The proof above shows that, under the assumptions of Proposition 2.30,
the application of the extension operator from Remark 2.24 at (almost) all times defines a
bounded linear extension operator Fη from{
b ∈C( ¯I,L2(∂Ω)) |
∫
∂Ω
b(t, ·)γ(η(t, ·)) dA = 0 for almost all t ∈ I
}
to
{ϕ ∈C( ¯I,L2(Bα)) | divϕ = 0}.
The continuity constant depends on the data as in Proposition 2.30.
Remark 2.34. For η ∈C2(I×∂Ω) with ‖η‖L∞(I×∂Ω) < κ an application of Tη(t) for each
t ∈ I defines isomorphisms between appropriate function spaces on I×Ω respectively ΩIη
as long as the order of differentiability is not larger than 1.
3. MAIN RESULT
We define
Y I :=W 1,∞(I,L2(M))∩L∞(I,H20 (M)),
and for η ∈ Y I with ‖η‖L∞(I×M) < κ we set
X Iη := L∞(I,L2(Ωη(t)))∩L2(I,H1div(Ωη(t))).
Here and throughout the rest of the paper we tacitly extend functions defined in M by 0 to
∂Ω. Furthermore, we define the space of test function T Iη to consists of all couples
(b,ϕ) ∈ (H1(I,L2(M))∩L2(I,H20 (M)))× (H1(ΩIη)∩L∞(I,L4(Ωη(t))))
such that b(T, ·) = 0, ϕ(T, ·) = 05, divϕ = 0 and ϕ −Fη b ∈ H0. Here H0 denotes the
closure in H1(ΩIη )∩ L∞(I,L4(Ωη(t))) of the divergence-free elements of this space that
vanish at t = T and whose supports are contained in Ω ¯Iη . From the last requirement we can
infer that trη ϕ = trη Fηb = bν . The converse holds at least for sufficiently regular η and
under the premise that we take the smaller space
H1(I,H20 (M))×H1(I,H1(Ωη(t)))
as a basis for the test functions.6 From trη ϕ = bν we infer that ϕ vanishes on Γ.
We say that the data (f,g,u0,η0,η1) is admissible if f∈L2loc([0,∞)×R3), g∈L2loc([0,∞)×
M), η0 ∈ H20 (M) with ‖η0‖L∞(M) < κ , η1 ∈ L2(M), and u0 ∈ L2(Ωη0) with divu0 = 0,
trnη0 u0 = η1 γ(η0) .
5We will see soon that it makes sense to evaluate ϕ at a fixed point in time.
6Using the mapping Tη from the Remarks 2.5 and 2.34 we see that in the case of a sufficiently regular η
it suffices to consider the analogous situation in a spacetime cylinder I ×Ω. There we can construct suitable
approximations by a standard argument, using the solution operator of the divergence equation, see for example
III.4.1 in [15]. For each t ∈ ¯I these approximations lie in C∞0 (Ω) and converge in H1(Ω). Since this construction
commutes with the time derivative we obtain the convergence in H1(I,H1(Ωη(t))).
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Definition 3.1. A couple (η ,u) is a weak solution of (1.2), (1.4), and (1.5) for the admis-
sible data (f,g,u0,η0,η1) in the intervall I if η ∈ Y I with ‖η‖L∞(I×M) < κ , η(0, ·) = η0,
u ∈ X Iη with trη u = ∂tη ν , and
−
∫
I
∫
Ωη(t)
u ·∂tϕ dxdt−
∫
I
∫
M
(∂tη)2 bγ(η) dAdt +
∫
I
∫
Ωη(t)
(u ·∇)u ·ϕ dxdt
+
∫
I
∫
Ωη(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt + 2
∫
I
K(η ,b) dt (3.2)
=
∫
I
∫
Ωη(t)
f ·ϕ dxdt +
∫
I
∫
M
gb dAdt +
∫
Ωη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
for all test functions (b,ϕ) ∈ T Iη .7
The weak formulation (3.2) arises formally by multiplication of (1.2) with a test func-
tion ϕ , integration over space and time, integration by parts, and taking into account (1.4).
More precisely, we integrate by parts the stress tensor, use Remark A.8, replace the re-
sulting boundary integral by means of (1.4)1, and exploit the identity (gradL2 K(η),b)L2 =
2K(η ,b). Furthermore, we integrate by parts with respect to time the terms containing the
first time-derivative of u and the second time-derivative of η . With regard to the u-term we
obtain a boundary integral that can be calculated using Reynold’s transport theorem A.2.
With v = u = (∂tην)◦Φ−1η(t) and ξ = u ·ϕ we get
d
dt
∫
Ωη(t)
u ·ϕ dx =
∫
Ωη(t)
∂tu ·ϕ dx+
∫
Ωη(t)
u ·∂tϕ dx
+
∫
∂Ωη(t)
u ·ϕ ((∂tη ν)◦Φ−1η(t)) ·νη(t) dAη(t).
By Remark 2.13 the boundary integral equals
∫
M
(∂tη)2 bγ(η) dA.
Hence, (3.2) follows. Now we want to make sure that the third term in (3.2) is well-
defined. It’s not hard to see that the extension of ϕ by (bν) ◦ q lies in H1(I ×Bα) for
‖η‖L∞(I×M) < α < κ so that by standard embedding results we have ϕ ∈ L∞(I,L3(Ωη(t))).
For u ∈ L2(I,L6(Ωη(t))) this would suffice for (u ·∇)u ·ϕ to be in L1(ΩIη). But due to low
regularity of the boundary we merely have u ∈ L2(I,Lr(Ωη(t))) for all r < 6, see Corollary
2.10. For this reason the additional requirement ϕ ∈ L∞(I,L4(Ωη(t))) is needed.
7Note that for this definition to make sense we need ϕ(0, ·) ∈ L2(Ωη0 ). But this is a consequence of the fact
that the extension of ϕ by (bν)◦q on I×Bα , ‖η‖L∞(I×M) < α < κ , lies in H1(I,L2(Bα)). This fact is proved in
Remark A.17.
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Remark 3.3. For each weak solution (η ,u), all test functions (b,ϕ) ∈ T Iη , and almost all
t ∈ I we have
−
∫ t
0
∫
Ωη(s)
u ·∂tϕ dxds−
∫ t
0
∫
M
(∂tη)2 bγ(η) dAds+
∫ t
0
∫
Ωη(s)
(u ·∇)u ·ϕ dxds
+
∫ t
0
∫
Ωη(s)
∇u : ∇ϕ dxds−
∫ t
0
∫
M
∂tη ∂tb dAds+ 2
∫ t
0
K(η ,b) ds
=
∫ t
0
∫
Ωη(s)
f ·ϕ dxds+
∫ t
0
∫
M
gb dAds+
∫
Ωη0
u0 ·ϕ(0, ·) dx (3.4)
+
∫
M
η1 b(0, ·) dA−
∫
Ωη(t)
u(t, ·) ·ϕ(t, ·) dx−
∫
M
∂tη(t, ·)b(t, ·) dA.
In fact we can abandon the assumption b(T, ·) = 0, ϕ(T, ·) = 0, because in order to show
(3.4) we use the test functions (bρ tε ,ϕ ρ tε) in (3.2). Here ρ ∈ C∞(R), ρ(s) = 1 for s ≤ 0,
ρ(s) = 0 for s ≥ 1, and ρ tε(s) = ρ(ε−1(s− t)). Then
−
∫
I
∫
M
∂tη ∂s(bρ tε) dAds
=−
∫
I
ρ tε
∫
M
∂tη ∂tb dAds−
∫
I
ε−1ρ ′(ε−1(s− t))
∫
M
∂tη b dAds
→−
∫ t
0
∫
M
∂tη ∂tb dAds+
∫
M
∂tη(t, ·)b(t, ·) dA
for ε → 0 and almost all t ∈ I. The convergence of the first term follows by the dominated
convergence theorem, while for the second term we used Lebesgue’s differentiation theo-
rem and the identity
∫
R
ρ ′ ds = −1. Analogously the convergence of the other terms in
(3.2) can be shown, so that we obtain (3.4).
Now we are can state the main result of this paper.
Theorem 3.5. For arbitrary admissible data (f,g,u0,η0,η1) there exist a time T ∗ ∈ (0,∞]
and a couple (η ,u) such that for all T < T ∗ (η ,u) is a weak solution of (1.2), (1.4), and
(1.5) in the intervall I = (0,T ). Furthermore we have8
‖η‖2Y I + ‖u‖2X Iη ≤ ce
T
(
‖u0‖2L2(Ωη0 )+ ‖η1‖
2
L2(M)+ ‖η0‖2H2(M)
+
∫ T
0
‖f(s, ·)‖2L2(Ωη(s))+ ‖g(s, ·)‖
2
L2(M)ds
)
.
(3.6)
Either T ∗ = ∞ or limt→T ∗ ‖η(t, ·)‖L∞(M) = κ .
In the following we will denote the right hand side of (3.6) as a function of T , ΩIη , and
the data by c0(T,ΩIη , f,g,u0,η0,η1).
3.1. Compactness. An important step in the proof of Theorem 3.5 consists in showing
that every sequence of approximate weak solutions that is bounded in the energy norm is
relatively compact in L2. In case of the Navier-Stokes system on a spacetime cylinder this
is usually achieved by applying the Aubin-Lions theorem. At first sight this seems to be
8Here, in X Iη we use the equivalent norm ‖·‖L∞(I,L2(Ωη(t)))+‖∇ · ‖L2(ΩIη )
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possible for our coupled system, too. In fact, assuming that the test functions vanish at
t = 0 equation (3.2) takes the form
−
∫
I
∫
Ωη(t)
u ·∂tϕ dxdt−
∫
I
∫
M
(∂tη)2 bγ(η) dAdt−
∫
I
∫
M
∂tη ∂tb dAdt
=−
∫
I
∫
Ωη(t)
(u ·∇)u ·ϕ dxdt−
∫
I
∫
Ωη(t)
∇u : ∇ϕ dxdt− 2
∫
I
K(η ,b) dt
+
∫
I
∫
Ωη(t)
f ·ϕ dxdt +
∫
I
∫
M
gb dAdt.
It seems natural to interpret the right hand side as the definition of the time-derivative of
the couple (∂tη ,u) and to conclude from the spatial regularity of the solution that this
time-derivative is bounded in some dual space. Following the Aubin-Lions theorem this
should suffice to obtain L2-compactness. It is rather difficult to make this idea precise,
though. To begin with, it is not a trivial task to construct substitutes for dual space-valued
Bochner spaces on non-cylindrical spacetime domains of low regularity. Moreover, it is
not clear in which strict sense one could speak of a time-derivative of the couple (∂tη ,u).
Finally, it is important to note that the function spaces involved depend on the solution, and
hence we have to deal with sequences of (dual) spaces. In view of these difficulties another
approach is chosen in [5, 18]; the system is tested with difference quotients with respect
to time. However, the construction of suitable test functions is subtle, due to the time-
dependent domain. Whereas the construction is possible for the simpler case of a plate,
it seems to be very difficult for a general shell. For this reason we turn back towards the
former, more natural approach. In fact, it is possible to transfer some of the proofs of the
Aubin-Lions theorem to the present context. We will neither provide substitutes for dual
space-valued Bochner spaces nor give a precise meaning to the time-derivative. Instead,
we will avoid abstract notions and work directly with the weak formulation. In order to
make the argument more accessible we now give the proof of the Aubin-Lions theorem
upon which we build our approach. Later on, we will refer to this proof.
Proposition 3.7. Let I ⊂ R be an open, bounded intervall and 1 ≤ p ≤ ∞, 1 < r ≤ ∞.
Assume that for the Banach spaces B0, B, and B1 we have
B0 →֒→֒ B →֒ B1.
Then
W :=
{
v ∈ Lp(I,B0)
∣∣ v′ ∈ Lr(I,B1)} →֒→֒ Lp(I,B).
Proof. Let (vn) ⊂ W be bounded. It suffices to show that a subsequence converges in
C( ¯I,B1), since an application of the Ehrling lemma shows that for each ε > 0 and all
n,m ∈N we have
‖vn− vm‖Lp(I,B) ≤ ε ‖vn− vm‖Lp(I,B0)+ c(ε)‖vn− vm‖Lp(I,B1).
Obviously (vn) is bounded in C0,1−1/r( ¯I,B1). Hence, we can infer the convergence of
a subsequence in C( ¯I,B1) from the Arzela-Ascoli theorem, provided that the sequence
(vn(t))n, t from a dense subset of I, is relatively compact in B1. But this follows from the
embeddings
W →֒C( ¯I,(B0,B1)θ ,1/θ ) and (B0,B1)θ ,1/θ →֒→֒ B1
which hold for a suitable 0 < θ < 1; see Theorem 33 in [13]. The
following proposition will not be used in the proof of Theorem 3.5, but we will transfer its
proof almost literally to situations occuring in the proof of Theorem 3.5.
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Proposition 3.8. Let (f,g,un0,ηn0 ,ηn1 ) be a sequence of admissible data with
sup
n
(
τ(ηn0 )+ ‖ηn0‖H20 (M)+ ‖η
n
1‖L2(M)+ ‖un0‖L2(Ωηn0 )
)
< ∞, (3.9)
and let (ηn,un) be a sequence of weak solutions of (1.2), (1.4), and (1.5) for the above
data in the intervall I = (0,T ) such that
sup
n
(
τ(ηn)+ ‖ηn‖Y I + ‖un‖X Iηn
)
< ∞. (3.10)
Then the sequence (∂tηn,un) is relatively compact in L2(I×M)×L2(I×R3).9
Proof. We infer from (3.10) that for a subsequence10 we have
ηn → η weak∗ in L∞(I,H20 (M)) and uniformly,
∂tηn ∗⇀ ∂tη weak∗ in L∞(I,L2(M)),
un
∗
⇀ u weak∗ in L∞(I,L2(R3)),
∇un ⇀ ξ weak in L2(I×R3).
(3.11)
Here, we extend the functions ∇un, which a-priori are defined only in ΩIηn , by 0 to I×R3.
It is easy to verify that the limit ξ is identical ∇u, provided that we extend this function by
0, too. The uniform convergence of (ηn) is due to the embedding (1/2 < θ < 1)
Y I →֒C0,1−θ ( ¯I,C0,2θ−1(∂Ω)) →֒→֒C( ¯I× ∂Ω).
Assuming that we can show that∫
I
∫
Ωηn(t)
|un|2 dxdt +
∫
I
∫
M
|∂tηn|2 dAdt
→
∫
I
∫
Ωη(t)
|u|2 dxdt +
∫
I
∫
M
|∂tη |2 dAdt,
(3.12)
the proposition follows by means of (3.11) and the trivial identity∫
I
∫
R3
|un−u|2 dxdt +
∫
I
∫
M
|∂tηn− ∂tη |2 dAdt
=
∫
I
∫
Ωηn(t)
|un|2 dxdt +
∫
I
∫
M
|∂tηn|2 dAdt +
∫
I
∫
Ωη(t)
|u|2 dxdt
+
∫
I
∫
M
|∂tη |2 dAdt− 2
∫
I
∫
R3
un ·u dxdt− 2
∫
I
∫
M
∂tηn ∂tη dAdt.
The convergence in (3.12) in turn is a consequence of∫
I
∫
Ωηn(t)
un ·Fηn∂tηn dxdt +
∫
I
∫
M
|∂tηn|2 dAdt
→
∫
I
∫
Ωη(t)
u ·Fη∂tη dxdt +
∫
I
∫
M
|∂tη |2 dAdt
(3.13)
and ∫
I
∫
Ωηn(t)
un · (un−Fηn∂tηn) dxdt →
∫
I
∫
Ωη(t)
u · (u−Fη∂tη) dxdt. (3.14)
9Here and throughout the rest of the paper we tacitly extend functions defined in a domain of R3 by 0 to the
whole space.
10When passing over to a subsequence we will tacitly always do so with respect to all involved sequences and
use again the subscript n.
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Here, we assume that the number α in the defintion of F , see Proposition 2.30, satisfies
the inequality supn ‖ηn‖L∞(I×M) < α < κ .
The proofs of (3.13) and (3.14) proceed quite similarly. Let us start with (3.13). An
arbitrary function b ∈ H20 (M) in general does not meet the mean value condition (2.20)
with respect to ηn(t, ·). Hence, it is not extendible to a divergence-free function in Ωηn(t).
That’s why we need the operators Mηn from Lemma A.10. From this lemma, Proposition
2.30, and (3.10) we deduce that
‖Mηnb‖H1(I,L2(M))∩L2(I,H20 (M))+ ‖FηnMηnb‖H1(I,L2(Bα ))∩C( ¯I,H1(Bα ))
≤ c‖b‖H20 (M).
(3.15)
Examining (3.4) with the weak solutions (ηn,un) and (Mηnb,FηnMηnb) ∈ T Iηn as test
functions we infer from (3.10) and (3.15) that the integrands of the involved integrals over
time are bounded in L12/11(I) indepedently of b and n, provided that ‖b‖H20 (M) ≤ 1.
11 For
the convective term (for the other terms it is obvious) this claim follows from∥∥∥∫
Ωηn(t)
(un ·∇)un ·FηnMηnb dx
∥∥∥
L12/11(I)
≤ ‖un‖L12/5(I,L4(Ωηn(t))) ‖∇un‖L2(ΩIηn ) ‖FηnMηnb‖L∞(I,L4(Ωηn(t)))
in view of the embedding
H1(Ωηn(t)) →֒ L5(Ωηn(t)),
which holds uniformly in n and t, see Corollary 2.10, and the interpolation embedding
(θ = 5/6)
L∞(I,L2(Ωηn(t)))∩L2(I,L5(Ωηn(t))) →֒ L12/5(I,L4(Ωηn(t))).
In fact, the boundedness in L12/11(I) is the analogue of the boundedness of (v′n) in Lr(I,B1)
in the Aubin-Lions theorem. It follows that the first eight terms in (3.4) are bounded in
C0,1/12( ¯I) independently of ‖b‖H20 (M) ≤ 1 and n. As a consequence the same claim holds
for the last two terms in this identity, i.e. for
cb,n(t) :=
∫
Ωηn(t)
un(t, ·) · (FηnMηnb)(t, ·) dx+
∫
M
∂tηn(t, ·) (Mηnb)(t, ·) dA,
since the ninth and the tenth term are real numbers that are bounded independently of
‖b‖H20 (M) ≤ 1 and n, due to (3.9). In virtue of (3.11) and Lemma A.11 (1.a), (2.a) for fixed
b ∈H20 (M) the sequence (cb,n)n converges to
cb(t) :=
∫
Ωη(t)
u(t, ·) · (FηMηb)(t, ·) dx+
∫
M
∂tη(t, ·)(Mη b)(t, ·) dA.
in the distributional sense. An application of the Arzela-Ascoli theorem shows that the
convergence is, in fact, uniform in ¯I.
The next step is to show that this uniform convergence is independent of ‖b‖H20 (M) ≤ 1,
i.e. the functions
hn(t) := sup
‖b‖H20 (M)
≤1
(
cb,n(t)− cb(t)
)
11From now on will write “independently of ‖b‖H20 (M) ≤ 1” instead of “independently of b provided that
‖b‖H20 (M) ≤ 1”.
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converge to 0 uniformly in ¯I. This claim is the analogue of the convergence of (vn) in
C( ¯I,B1) in the proof of the Aubin-Lions theorem. In view of (3.10) we have for almost all
t ∈ I
sup
n
(‖un(t)‖L2(R3)+ ‖∂tηn(t)‖L2(M))< ∞.
By a diagonal sequence argument we deduce that there exist a countable, dense subset
I0 of I and a subsequence (ηn,un) such that for all t ∈ I0 the sequences (un(t, ·))n and
(∂tηn(t, ·))n converge weakly in L2(R3) respectively L2(M). Now we show that for fixed
t ∈ I0 the sequence (cb,n(t))n converges independently of ‖b‖H20 (M) ≤ 1. Let η
∗ denote the
weak limit of (∂tηn(t, ·))n in L2(M). Then we deduce this claim for the second term in
cb,n(t) from the estimate∣∣∫
M
∂tηn(t, ·)(Mηn b)(t, ·)−η∗ (Mηb)(t, ·) dA
∣∣
≤ ∣∣∫
M
(
∂tηn(t, ·)−η∗
)
(Mηnb)(t, ·) dA
∣∣
+
∣∣∫
M
η∗
(
(Mηnb)(t, ·)− (Mηb)(t, ·)
)
dA
∣∣
≤ ‖∂tηn(t, ·)−η∗‖(H1(M))′ ‖(Mηnb)(t, ·)‖H1(M)
+ ‖η∗‖L2(M)‖(Mηnb)(t, ·)− (Mηb)(t, ·)‖L2(M),
taking into account (3.15), (2.31), Lemma A.11 (1.a), and
L2(M) →֒→֒ (H1(M))′.
Analogously, let u∗ denote the weak limit of (un(t, ·))n in L2(R3). Then the claim for the
first term in cb,n(t) follows from the estimate∣∣∫
Ωηn(t)
un(t, ·) · (FηnMηnb)(t, ·) dx−
∫
Ωη(t)
u∗ · (FηMηb)(t, ·) dx
∣∣
≤ ∣∣∫
Bα
(
un(t, ·)−u∗
) · (FηnMηnb)(t, ·) dx∣∣
+
∣∣∫
Bα
u∗ · ((FηnMηnb)(t, ·)− (FηMηb)(t, ·)) dx∣∣
≤ ‖un(t, ·)−u∗‖(H1(Bα ))′ ‖(FηnMηnb)(t, ·)‖H1(Bα )
+ ‖u∗‖L2(Bα )‖(FηnMηnb)(t, ·)− (FηMηb)(t, ·)‖L2(Bα ),
taking into account (3.15), Lemma A.11 (2.a), and
L2(Bα) →֒→֒ (H1(Bα))′. (3.16)
At last we show that the convergence of (cb,n(t))n, independent of ‖b‖H20 (M) ≤ 1, does not
merely hold for t ∈ I0 but uniformly for all t ∈ ¯I. Due to the uniform boundedness of (cb,n)
in C0,1/12( ¯I) we have for all t, t ′ ∈ ¯I and n,m ∈ N
|cb,n(t)− cb,m(t)| ≤ |cb,n(t)− cb,n(t ′)|+ |cb,n(t ′)− cb,m(t ′)|+ |cb,m(t ′)− cb,m(t)|
≤ c |t− t ′|1/12 + |cb,n(t ′)− cb,m(t ′)|.
For any given ε > 0 we can find a finite set Iε0 ⊂ I0 such that for each t ∈ ¯I there exists a
t ′ ∈ Iε0 with c |t− t ′|1/12 < ε/2. Furthermore we just showed that |cb,n(t ′)− cb,m(t ′)|< ε/2
provided that t ′ ∈ Iε0 and n,m≥ N, where N depends on ε but not on t ′ and ‖b‖H20 (M) ≤ 1.
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Hence, (cb,n)n converges to cb uniformly in ¯I and independently of ‖b‖H20 (M) ≤ 1, i.e. (hn)
converges to 0 uniformly in ¯I.
Finally, we have to apply some argument of the type of the Ehrling lemma, namely
Lemma A.13. Letting
gn(t) := sup
‖b‖L2(M)≤1
(
cb,n(t)− cb(t)
)
we infer from this lemma that for each ε > 0 there exists a constant c(ε) such that∫
I
gn(t) dt ≤ ε c
(‖un‖L2(I,H1(Ωηn(t)))+ ‖u‖L2(I,H1(Ωη(t))))+ c(ε)
∫
I
hn(t) dt.
In view of the uniform convergence of (hn) to 0 we conclude that
lim
n
∫
I
gn(t) dt = 0. (3.17)
Adding a zero-sum we obtain the identity∫
Ωηn(t)
un(t, ·) · (Fηn∂tηn)(t, ·) dx+
∫
M
|∂tηn(t, ·)|2 dA
−
∫
Ωη(t)
u(t, ·) · (Fη∂tη)(t, ·) dx−
∫
M
|∂tη(t, ·)|2 dA (3.18)
=
∫
Ωηn(t)
un(t, ·) · (Fηn∂tηn)(t, ·) dx+
∫
M
∂tηn(t, ·)∂t ηn(t, ·) dA
−
∫
Ωη(t)
u(t, ·) · (FηMη∂tηn)(t, ·) dx−
∫
M
∂tη(t, ·)(Mη ∂tηn)(t, ·) dA
+
∫
Ωη(t)
u(t, ·) · ((FηMη∂tηn)(t, ·)−Fη∂tη)(t, ·)) dx
+
∫
M
∂tη(t, ·)
(
(Mη∂tηn)(t, ·)− ∂tη(t, ·)
)
dA.
Due to Mηn∂tηn = ∂tηn the first two lines of the right hand side are equal to cb,n(t)−
cb(t) with b = ∂tηn(t, ·). In view of (3.10) their absolute value is dominated by cgn(t) for
almost all t. Integrating (3.18) over I and using (3.17) as well as the weak convergences
of (Mη∂tηn) and (FηMη∂tηn) in L2(I×M) respectively L2(I×Bα), which follow from
the weak convergence of (∂tηn) in L2(I×M), we obtain (3.13); note that Mη∂tη = ∂tη .
Let us proceed with the proof of (3.14). Let σ > 0 be sufficiently small and δσ ∈
C4( ¯I× ∂Ω) with ‖δσ −η‖L∞(I×∂Ω) < σ and δσ < η in ¯I× ∂Ω. For ϕ ∈ H(Ω) we define
cσϕ,n(t) :=
∫
Ωηn(t)
un(t, ·) ·Tδσ (t)ϕ dx, cσϕ (t) :=
∫
Ωηn(t)
u(t, ·) ·Tδσ (t)ϕ dx;
see Remarks 2.5 and 2.34. Now, we can proceed as before to show that the functions
hσn (t) := sup
‖ϕ‖H10,div(Ω)
≤1
(
cσϕ,n(t)− cσϕ(t)
)
converge to 0 uniformly in ¯I. For ϕ ∈ H10,div(Ω) we extend the function Tδσ ϕ , which
a-priori is defined only in ΩIδσ , by 0 to I×Bα . Then
‖Tδσ ϕ‖H1(I,L2(Bα ))∩C( ¯I,H1(Bα )) ≤ c‖ϕ‖H10,div(Ω); (3.19)
see Remarks 2.5 and 2.34. The identity (3.4) with the weak solutions (ηn,un) and the test
functions (0,Tδσ ϕ) ∈ T Iηn (n sufficiently large) shows in view of (3.10) and (3.19) that the
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functions cσϕ,n are bounded in C0,1/12( ¯I) independently of ‖ϕ‖H10,div(Ω) ≤ 1 and n. From
(3.11) and the Arzela-Ascoli theorem we obtain as before the convergence of (cσϕ,n)n to
cσϕ uniformly ¯I. Futhermore, from (3.16) we deduce that for t ∈ I0 the sequence (cσϕ,n(t))n
converges independently of ‖ϕ‖H10,div(Ω) ≤ 1. Again, we conclude that (h
σ
n )n converges to
0 uniformly.
An application of Lemma A.13 shows that
lim
n
∫
I
gσn (t) dt = 0, (3.20)
where
gσn (t) := sup
‖ϕ‖H(Ω)≤1
(
cσϕ,n(t)− cσϕ(t)
)
.
Due to (3.10) the L2(Ωηn(t)) norms of un(t, ·)− (Fηn∂tηn)(t, ·) ∈ H(Ωηn(t)) are bounded
for almost all t, independently of t and n. By Lemma A.16, for each ε > 0 there exists
a σ > 0 such that for almost all t and all sufficiently large n there are functions ψt,n ∈
H(Ωηn(t)) having L2(Ωηn(t)) norms bounded independently of t and n, suppψt,n ⊂ Ωδσ (t)
and
‖un(t, ·)− (Fηn∂tηn)(t, ·)−ψt,n‖(H1/4(R3))′ < ε,
in particular ψt,n ∈ H(Ωδσ (t)) with norms bounded independently of t and n. By adding a
zero-sum we obtain the identity∫
Ωηn(t)
un(t, ·) ·
(
un(t, ·)− (Fηn∂tηn)(t, ·)
)
dx
−
∫
Ωη(t)
u(t, ·) · (u(t, ·)− (Fη∂tη)(t, ·)) dx
=
∫
Ωηn(t)
u(t, ·) · (un(t, ·)− (Fηn∂tηn)(t, ·))dx
−
∫
Ωη(t)
u(t, ·) · (u(t, ·)− (Fη∂tη)(t, ·))dx
+
∫
Ωηn(t)
un(t, ·) ·ψt,n dx−
∫
Ωη(t)
u(t, ·) ·ψt,n dx
+
∫
Ωηn(t)
un(t, ·) ·
(
un(t, ·)− (Fηn∂tηn)(t, ·)−ψt,n
)
dx
−
∫
Ωη(t)
u(t, ·) · (un(t, ·)− (Fηn∂tηn)(t, ·)−ψt,n) dx.
(3.21)
The absolute value of the second line of the right-hand side is dominated by cgσn (t), while
the absolute values of the last two lines can be estimated by
ε (‖un(t, ·)‖H1/4(R3)+ ‖u(t, ·)‖H1/4(R3)),
see Proposition 2.28. Integrating (3.21) over I and using (3.20) as well as the weak con-
vergence of (χΩIηn (un−Fηn∂tηn)) to χΩIη (u−Fη∂tη) in L
2(I×R3), which follows from
(3.11) and Lemma A.11 (2.c), we obtain (3.14). This concludes the proof. 
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3.2. The decoupled system. Let us now construct approximate solutions. Since the do-
main of definition of the solution depends on the solution itself it’s not possible to use a
Galerkin approach directly. For this reason we shall decouple the problem and use a fixed
point argument. There seem to be several possibilities to do so. We choose one which
preserves the coupling of the fluid with the structure. More precisely, for a given motion
δ of the boundary with δ (0, ·) = η0 we seek functions η ∈ Y I with ‖η‖L∞(I×M) < κ and
η(0, ·) = η0 as well as u ∈ X Iδ with trδ u = ∂tη ν satisfying
−
∫
I
∫
Ωδ (t)
u ·∂tϕ dxdt−
∫
I
∫
M
∂tη ∂tδ bγ(δ ) dAdt +
∫
I
∫
Ωδ (t)
(u ·∇)u ·ϕ dxdt
+
∫
I
∫
Ωδ (t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt + 2
∫
I
K(η ,b) dt (3.22)
=
∫
I
∫
Ωδ (t)
f ·ϕ dxdt +
∫
I
∫
M
gb dAdt +
∫
Ωη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
for all test functions (b,ϕ) ∈ T Iδ . In order to preserve the energy estimate we have to
modify the convective term. Otherwise, an application of Reynold’s transport theorem A.2
does not lead to the desired identity since the velocity of the boundary and the velocity of
the fluid at the boundary do not coincide anymore. To solve this problem we rewrite the
convective term in the form∫
I
∫
Ωη(t)
(u ·∇)u ·ϕ dxdt
=
1
2
∫
I
∫
Ωη(t)
(u ·∇)u ·ϕ dxdt− 1
2
∫
I
∫
Ωη(t)
(u ·∇)ϕ ·u dxdt
+
1
2
∫
I
∫
M
(∂t η)2 bγ(η) dAdt
and replace η by the given function δ in the appropriate places. Thus, instead of (3.22) we
obtain
−
∫
I
∫
Ωδ (t)
u ·∂tϕ dxdt− 12
∫
I
∫
M
∂tη ∂tδ bγ(δ ) dAdt
+
1
2
∫
I
∫
Ωδ (t)
(u ·∇)u ·ϕ dxdt− 1
2
∫
I
∫
Ωδ (t)
(u ·∇)ϕ ·u dxdt (3.23)
+
∫
I
∫
Ωδ (t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt + 2
∫
I
K(η ,b) dt
=
∫
I
∫
Ωδ (t)
f ·ϕ dxdt +
∫
I
∫
M
g b dAdt +
∫
Ωη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA.
Testing this equation formally with (∂tη ,u), we see that the two “convective terms” cancel
each other while the first two terms yield∫
I
1
2
d
dt
∫
Ωδ (t)
|u|2 dxdt.
For the fixed-point argument we need to regularize the motion of the domain as well as the
convective term in (3.23). For a detailed explanation see [24]. However, even with these
regularisations the uniqueness of weak solutions of the decoupled system is not obvious.
For this reason we shall employ a variant of Schauder’s fixed-point theorem for multi-
valued mappings, Theorem A.7. Hence, we need to linearise the “convective terms” to
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ensure that the image sets of the multi are convex. The resulting weak formulation is
essentially the one used in [5].
Let us now construct appropriate regularization operators Rε , ε > 0. For a function ω ∈
C∞0 (R3) with
∫
R3 ω dxdt = 1 and suppω ⊂ {(t,x) ∈R3 | t > 0} we set ωε := ε−3ω(ε−1·).
Let (ϕk,Uk)k be a finite atlas of ∂Ω with subordinate partition of unity (ψk)k, see for
instance [23]. Furthermore, we extend functions δ ∈C( ¯I×∂Ω) with δ (0, ·) = η0 by η0 to
(−∞,T ]× ∂Ω. Let
Rε δ := ∑
k
(ωε ∗ ((ψk δ )◦ϕ−1k ))◦ϕk + ε1/2, (3.24)
where the summand with index k is extended by 0 to the complement of Uk. Taking into
account the support of ω we see that Rε η0 := (Rε δ )(0, ·) depends only on η0 (and ε).
Due to the Ho¨lder continuity of η0 we get Rε η0 ≥ η0 for all 0 < ε ≤ c with a constant
c = c(η0). In fact, this follows from the estimate
|ωε ∗ ((ψk δ )◦ϕ−1k )− (ψk δ )◦ϕ−1k |(0,x)
= |
∫
R4
ωε (−s,x− y)
(
((ψk η0)◦ϕ−1k )(y)− ((ψk η0)◦ϕ−1k )(x)
)
dyds|
≤ c
∫
R4
|ωε(−s,x− y)||x− y|3/4 dyds = c ε3/4,
where we used the 3/4-Ho¨lder continuity of η0 and the regularity of ϕk, ψk. Note that the
term
(ωε ∗ ((ψk δ )◦ϕ−1k ))◦ϕk
belongs to C4( ¯I×∂Ω) for sufficiently small ε . By Euclidean theory we deduce the uniform
convergence of (Rε δ ) to δ . If δ possesses a time derivative ∂tδ in
L2(I×∂Ω), then we analogously deduce the convergence of (∂tRεδ ) to ∂tδ in L2(I×∂Ω)
using the identity ∂tRε δ = Rε ∂tδ . Finally, for ω˜ ∈ C∞0 (R4) with
∫
R4 ω˜ dx = 1 we set
ω˜ε := ε−4ω˜(ε−1·). For functions v ∈ L2(I ×R3) we set Rεv := ω˜ε ∗ v where again v is
extended by 0 to R4. (Rε v) converges to v in L2(I×R3).
In general, the domain of definition of the initial value u0 is different from ΩRε η0 . Thus,
we must modify our initial values. Since (Rε η0) approximates the function η0 from above
it suffices to extend u0 appropriately. To this end, using Remark 2.24 we extend η1 to a
divergence-free L2-vector field ψ in Bα , where α satisfies ‖η0‖L∞(M) < α < κ , and define
uε0 :=
{
u0 in Ωη0 ,
ψ in ΩRε η0 \Ωη0
.
Clearly, we have uε0 ∈ L2(ΩRε η0), and from (2.27), trnη0 u0 = η1γ(η0), and Proposition 2.16
we deduce that uε0 is divergence-free. Defining
ηε1 := exp
(∫ Rε η0
η0
β (·+ τν) dτ
)
η1
we also have trn
Rε η0 u
ε
0 = ηε1 γ(Rε η0). This can be easily seen from the definition of ψ and
an approximation argument as in the proof of Proposition 2.19. Extending u0 and uε0 by 0
to R3 we obtain, using the uniform convergence of Rε η0 → η0 in ∂Ω, the convergence
uε0 → u0 in L2(R3),
ηε1 → η1 in L2(M).
(3.25)
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In the following, let I = (0,T ), T > 0, be a fixed time interval and v ∈ L2(I×R3) and
δ ∈ C( ¯I × ∂Ω) with ‖δ‖L∞(I×∂Ω) < κ and δ (0, ·) = η0 be arbitrary but fixed functions.
Based on the above discussion we now define our approximate problem. For the sake of
a better readability we will suppress for the moment the parameter ε in the notation. In
particular stand u0 and η1 for the modified initial conditions uε0 and ηε1 , respectively.
Definition 3.26. A couple (η ,u) is called weak solution of the decoupled and regularized
problem with the data (δ ,v) in the interval I if η ∈ Y I with η(0, ·) = η0, u ∈ X IRδ with
trRδ u = ∂tη ν satisfy
−
∫
I
∫
ΩRδ (t)
u ·∂tϕ dxdt− 12
∫
I
∫
M
∂tη ∂tRδ bγ(Rδ ) dAdt
+
1
2
∫
I
∫
ΩRδ (t)
(Rv ·∇)u ·ϕ dxdt− 1
2
∫
I
∫
ΩRδ (t)
(Rv ·∇)ϕ ·u dxdt (3.27)
+
∫
I
∫
ΩRδ (t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt + 2
∫
I
K(η ,b) dt
=
∫
I
∫
ΩRδ (t)
f ·ϕ dxdt +
∫
I
∫
M
gb dAdt +
∫
ΩRη0
u0 ·ϕ(0, ·) dx+
∫
M
η1 b(0, ·) dA
for all test functions (b,ϕ) ∈ T I
Rδ .
The existence of a solution of the decoupled and regularized problem is shown in [5]
in the case of a flat geometry by transforming the problem to a spacetime cylinder and
a subsequent Galerkin approximation. We show the existence of a solution without the
transformation of the problem. Nevertheless, we need a diffeomorphism of the time vary-
ing domain to a spacetime cylinder for the construction of suitable basis functions.
Proposition 3.28. There exists a weak solution (η ,u) of the decoupled and regularized
problem with the data (δ ,v) in the interval I, which satisfies the estimate
‖η‖2Y I + ‖u‖2X I
Rδ
≤ c0(T,ΩIRδ , f,g,u0,η0,η1). (3.29)
In particular, the left-hand side is bounded independently of the parameter ε and the data
(δ ,v).
Before we can give a proof of this proposition we need to construct appropriate basis
functions for our Galerkin approach. To this end, we choose a basis (X̂k)k∈N of H10,div(Ω)
and a basis (Ŷk)k∈N of the space{
Y ∈ H20 (M)
∣∣∫
M
Y dA = 0
}
.
Theorem A.6 ensures the existence of divergence-free vector fields Ŷk solving the Stokes
system in Ω with boundary data Ŷk ν (as usual extended by 0 to ∂Ω). For t ∈ ¯I we set (see
Remarks 2.5 and 2.34)
Xk(t, ·) := TRδ (t)X̂k, Yk(t, ·) := TRδ (t)Ŷk.
The vector fields Xk(t, ·) obviously form a basis of H10,div(ΩRδ (t)). Note that for q ∈ ∂Ω
the differential dΨRδ (t)(q) merely scales the normal ν(q). Thus, the definition
Yk(t, ·)ν := trRδ (t)Yk(t, ·) = dΨRδ (t) (detdΨRδ (t))−1 Ŷk ν
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makes sense. The identity trn
Rδ Yk = Yk γ(Rδ ) and Proposition 2.11 imply that∫
M
Yk(t, ·)γ(Rδ (t, ·)) dA = 0.
Since the fields Ŷk are a basis we see that the functions Yk(t, ·) form a basis of the space{
Y ∈H20 (M)
∣∣ ∫
M
Y γ(Rδ (t, ·)) dA = 0
}
. (3.30)
To simplify the notation we choose an enumeration12 (Wk)k∈N of Xk,Yk and set Wk ν :=
trRδ Wk.
Now we show that
span{(ϕ Wk,ϕ Wk) | ϕ ∈C10([0,T )), k ∈ N}
is dense in the space of all couples
(b,ϕ) ∈ (H1(I,L2(M))∩L2(I,H20 (M)))×H1(ΩIRδ )
with b(T, ·) = 0, ϕ(T, ·) = 0, divϕ = 0, and trRδ ϕ = bν . Clearly, T IRδ embeds into this
space. Since TRδ induces isomorphisms between corresponding function spaces the as-
sertion is equivalent to the density of
span{(ϕ Ŵk,ϕ Ŵk) | ϕ ∈C10([0,T )), k ∈ N}
in the space T of all couples
(b,ϕ) ∈ H1(I,L2(M))∩L2(I,H20 (M))×H1(I×Ω)
with b(T, ·) = 0, ϕ(T, ·) = 0, divϕ = 0, and ϕ |I×∂Ω = bν . Let (b,ϕ)∈ T . We approximate
b by functions ˜b ∈C∞0 ([0,T ),H20 (M)) in H1(I,L2(M))∩L2(I,H20 (M)) with∫
M
˜b(t, ·) dA = 0
for t ∈ ¯I.13 Now, we can approximate ∂t ˜b by a sequence (ϕkn Ŷk)n (summation with respect
to k from 1 to n) with ϕkn ∈C10([0,T )), in L2(I,H20 (M)). Indeed, for f ∈ L2(I,H20 (M)) with∫
M
f (t, ·) dA = 0
for almost all t ∈ I and ∫
I
ϕ(t)(Ŷk, f (t, ·))H2(M) dt = 0
for all ϕ ∈C10([0,T )) and all k ∈N, we see that the scalar product in the integrand vanishes
almost everywhere. Thus we get f = 0, since the functions Ŷk(t, ·) form a basis. From∥∥∥˜b(t, ·)+ ∫ T
t
ϕkn(s)dsŶk
∥∥∥
H2(M)
≤
∫ T
0
‖∂s ˜b(s, ·)−ϕkn(s)Ŷk‖H2(M) ds
we infer that the sequence (−∫ Tt ϕkn(s)ds Ŷk)n converges to ˜b in C( ¯I,H20 (M)). Thus, these
linear combinations of the fields Ŷk converge to b in H1(I,L2(M))∩L2(I,H20 (M)). In view
of the continuity properties of the solution operator of the Stokes system we deduce that
the corresponding linear combinations of the vector fields Ŷk converge to some function
Y in H1(I ×Ω). Moreover, we have (Y−ϕ)|I×∂Ω = 0, so that it remains to show that
12For instance, we can choose W2k := Xk and W2k−1 := Yk.
13We can construct ˜b in the following way. We first extend b by 0 to [0,∞) and then convolute b(·+h), h > 0,
with a standard mollification kernel. Note that the mean value is preserved.
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we can approximate each ϕ with (0,ϕ) ∈ T by a sequence (ϕkn X̂k)n, ϕkn ∈ C10([0,T )), in
H1(I×Ω). This, however, can be done analogously to the approximation of b.
Proof (of Proposition 3.28): We use the Galerkin method. We seek functions αkn : [0,T ]→
R, k,n∈N, such that un :=αkn Wk and ηn(t, ·) :=
∫ t
0 α
k
n Wk ds+η0 (summation with respect
to k from 1 to n) solve the equation∫
ΩRδ (t)
∂tun ·W j dx+ 12
∫
M
∂tηn ∂tRδ Wj γ(Rδ ) dA
+
1
2
∫
ΩRδ (t)
(Rv ·∇)un ·W j dx− 12
∫
ΩRδ (t)
(Rv ·∇)W j ·un dx
+
∫
ΩRδ (t)
∇un : ∇W j dx+
∫
M
∂ 2t ηn Wj dA+ 2K(ηn,Wj)
=
∫
ΩRδ (t)
fn ·W j dx+
∫
M
gn Wj dA
(3.31)
for all 1 ≤ j ≤ n. Here fn and gn a smooth functions which converge14 to f and g in
L2loc([0,∞)×R3) and L2loc([0,∞)×M), respectively. We choose initial conditions αkn(0)
such that
∂tηn(0, ·)→ η1 in L2(M),
un(0, ·)→ u0 in L2(ΩRη0).
To this end, we choose the coefficients of Yk at t = 0 such that the first convergence holds.
This is possible since the functions Yk(0, ·) form a basis of the space (3.30) with t = 0 and
since Proposition 2.16 yields the identity∫
M
η1 γ(Rη0) dA =
∫
ΩRη0
divu0 dx = 0.
By Theorem A.6 the solution operator of the Stokes system maps{
Y ν ∈ L2(M) |
∫
M
Y γ(Rη0) dA = 0
}
continuously into L2(ΩRη0). Thus, from the convergence of the linear combinations of the
functions Yk(0, ·) to η1 in L2(M) we deduce the convergence of the corresponding linear
combinations of the fields Yk(0, ·) to some Y in L2(ΩRη0). We also have trnRη0(u0−Y) =
0. Since the fields Xk(0, ·) form a basis of{
X ∈ L2(ΩRη0) | divX = 0, trnRη0 X = 0
}
,
we can choose their coefficients at t = 0 such that the sequence (αkn Wk)n converges to u0
in L2(ΩRη0).
Thus, (3.31) with the above initial conditions is a Cauchy problem for a linear system
of ordinary integro-differential equations of the form (1 ≤ j ≤ n, summation with respect
to k from 1 to n)
A jk(t) α˙k(t) = B jk αk(t)+
∫ t
0
C jk(t,s)αk(s) ds+D j(t).
14We can take, e.g., fn := R1/nf and gn := ∑α(ω1/n ∗ ((ψα g)◦ϕ−1α ))◦ϕα (cf. Definition (3.24)).
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The coefficients, given through
A jk(t) =
∫
ΩRδ (t)
Wk ·W j dx+
∫
M
Wk Wj dA,
B jk(t) =
∫
ΩRδ (t)
∂tWk ·W j dx+ 12
∫
M
Wk Wj ∂tRδ γ(Rδ ) dA
+
1
2
∫
ΩRδ (t)
(Rv ·∇)Wk ·W j dx− 12
∫
ΩRδ (t)
(Rv ·∇)W j ·Wk dx
+
∫
ΩRδ (t)
∇Wk : ∇W j dx+
∫
M
∂tWk Wj dA,
C jk(t,s) = 2K(Wk(s),Wj(t)),
D j(t) =
∫
ΩRδ (t)
fn ·W j dx+
∫
M
gn Wj dA,
are continuous. The tensor A(t) is symmetric and positive definite since the basis functions
are linearly independent and we have (β j ∈ R, j = 1, . . . ,n)
β jβ kA jk(t) =
∫
ΩRδ (t)
|β jW j|2 dx+
∫
M
|β jWj|2 dA.
In particular, A(t) is invertible and we infer from Proposition A.3 that (3.31) is solvable on
the interval [0,T ] for all n. In order to derive energy estimates we test (3.31) with (∂tηn,un)
and obtain
∫
ΩRδ (t)
∂tun ·un dx+ 12
∫
M
(∂tηn)2 ∂tRδ γ(Rδ ) dA
+
∫
ΩRδ (t)
|∇un|2 dx+
∫
M
∂ 2t ηn ∂tηn dA+ 2K(ηn,∂tηn)
=
∫
ΩRδ (t)
fn ·un dx+
∫
M
gn ∂tηn dA.
By Reynold’s transport theorem we obtain
1
2
d
dt
∫
ΩRδ (t)
|un|2 dx+
∫
ΩRδ (t)
|∇un|2 dx+ 12
d
dt
∫
M
|∂tηn|2 dA+ ddt K(ηn)
=
∫
ΩRδ (t)
fn ·un dx+
∫
M
gn ∂tηn dA.
Now, we can proceed as in the end of Subsection 1.3 to obtain
‖ηn‖2Y I + ‖un‖2X I
Rδ
≤ c0(T,ΩIRδ , fn,gn,un(0, ·),η0,∂t ηn(0, ·)).
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This in turn implies15
ηn ∗⇀ η weakly∗ in L∞(I,H20 (M)),
∂tηn ∗⇀ ∂tη weakly∗ in L∞(I,L2(M)),
un
∗
⇀ u weakly∗ in X I
Rδ .
The lower semi-continuity of the norm with respect to the weak* convergence shows
(3.29). Moreover, the above convergences and trRδ un = ∂tηn ν imply the identity trRδ u =
∂tη ν .
In order to show that (η ,u) satisfies (3.27) we multiply (3.31) by ϕ(t), where ϕ ∈
C10([0,T )), integrate over I and subsequently use integration by parts with respect to time.
This yields for 1 ≤ j ≤ n
−
∫
I
∫
ΩRδ (t)
un ·∂t(ϕ W j) dxdt− 12
∫
I
∫
M
∂tηn ∂tRδ ϕ Wj γ(Rδ ) dAdt
+
1
2
∫
I
∫
ΩRδ (t)
(Rv ·∇)un · (ϕ W j) dxdt
− 1
2
∫
I
∫
ΩRδ (t)
(Rv ·∇)(ϕ W j) ·un dxdt +
∫
I
∫
ΩRδ (t)
∇un : ∇(ϕ W j) dxdt
+
∫
I
∫
M
∂tηn ∂t(ϕ Wj) dAdt + 2
∫
I
K(ηn,ϕ Wj) dAdt
=
∫
I
∫
ΩRδ (t)
fn · (ϕ W j) dxdt +
∫
I
∫
M
gn ϕ Wj dAdt
+
∫
ΩRη0
un(0) · (ϕ(0)W j(0, ·)) dx+
∫
M
∂tηn(0)ϕ(0)Wj(0, ·) dA.
The limiting process for n→∞ in this identity shows that η and u satisfy (3.27) for all test
functions from
span{(ϕ Wj,ϕ W j) | ϕ ∈C10([0,T )), j ∈N}.
By density we get the validity of (3.27) for all test functions from T I
Rδ . Note that due
to the regularisation and linearisation of the convective terms the convergence of the test
functions in H1(ΩI
Rδ ) is sufficient. 
Remark 3.32. Note that the uniqueness of weak solutions we have just constructed is
not obvious, due to the mixed character of the system and the non-cylindrical spacetime
domain. We circumvent this difficulty by using a multi-valued version of Schauder’s fixed
point theorem, namely the Kakutani-Glicksberg-Fan Theorem A.7.
3.3. Fixed-point argument. Let us now define solutions of our regularized problem.
Definition 3.33. A couple (η ,u) is a weak solution of the regularized problem with the
parameter ε in the interval I if η = ηε ∈ Y I with ‖η‖L∞(I×M) < κ , η(0, ·) = η0, and
15Note that
X I
Rδ ≃ L∞(I,L2(Ω))∩L2(I,H1div(Ω))
≃ (L1(I,L2(Ω))+L2(I,H1div(Ω)))′
≃ (L1(I,L2(ΩRδ (t)))+L2(I,H1div(ΩRδ (t))))′,
where the first and the third identification are induced by the mapping TRδ .
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u = uε ∈ X IRε η with trRε η u = ∂tη ν satisfy
−
∫
I
∫
ΩRε η(t)
u ·∂tϕ dxdt− 12
∫
I
∫
M
∂tη ∂tRεη bγ(Rε η) dAdt
+
1
2
∫
I
∫
ΩRε η(t)
(Rε u ·∇)u ·ϕ dxdt− 12
∫
I
∫
ΩRε η(t)
(Rε u ·∇)ϕ ·u dxdt (3.34)
+
∫
I
∫
ΩRε η(t)
∇u : ∇ϕ dxdt−
∫
I
∫
M
∂tη ∂tb dAdt + 2
∫
I
K(η ,b) dt
=
∫
I
∫
ΩRε η(t)
f ·ϕ dxdt +
∫
I
∫
M
gb dAd
+
∫
ΩRε η0
uε0 ·ϕ(0, ·) dx+
∫
M
ηε1 b(0, ·) dA
for all test functions (b,ϕ) ∈ T I
Rε η .
Proposition 3.35. There exists a T > 0 such that for all sufficiently small ε > 0 there exists
a weak solution (ηε ,uε ) of the regularized system with the parameter ε in the interval
I = (0,T ). Furthermore, we have
‖ηε‖2Y I + ‖uε‖2X I
Rε η
≤ c0(T,ΩIRε η , f,g,uε0,η0,ηε1 ) (3.36)
and supε τ(ηε) < ∞. The time T can be chosen to depend only on τ(η0) and the bound in
(3.36) for the Y I norm of ηε .
Proof: We set α := (‖η0‖L∞(M) + κ)/2 and fix an arbitrary but sufficiently small ε > 0.
For a better readability we will not write this parameter ε > 0 explicitly. We want to use
Theorem A.7. To this end, we define the space
Z :=C( ¯I× ∂Ω)×L2(I×R3)
and the convex set
D :=
{
(δ ,v) ∈ Z | δ (0, ·) = η0, ‖δ‖L∞(I×∂Ω) ≤ α, ‖v‖L2(I×R3) ≤ c1
}
,
where c1 > 0 is sufficiently large. Let
F : D⊂ Z → 2Z
be the mapping which assigns to each couple (δ ,v) the set of all weak solutions (η ,u) of
the decoupled and regularized problem with data (δ ,v) that satisfy the estimate
‖η‖Y I + ‖u‖X I
Rδ
≤ c0(T,ΩIRδ , f,g,u0,η0,η1). (3.37)
Proposition 3.28 implies that F(δ ,v) is non-empty. Let (η ,u) ∈ F(δ ,v). From (3.37) we
deduce that ‖u‖L2(I×R3) ≤ c1 and that the norm of η in
Y I →֒C0,1−θ ( ¯I,C0,2θ−1(∂Ω)) (1/2 < θ < 1) (3.38)
is bounded. Since η(0, ·) = η0 we can choose the time interval I = (0,T ) so small that
‖η‖L∞(I×M) ≤ α , independently of the parameter ε; in particular, τ(η) ≤ c(α). Thus, F
maps the set D into its power set, i.e. F(D) ⊂ 2D. Since the problem is linear the set
F(δ ,v) is convex. Moreover, the set F(δ ,v) is closed in Z. Indeed, let (ηn,un) ⊂ F(δ ,v)
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be a sequence which converges to some (η ,u) in Z. The estimate (3.37) implies that for a
subsequence we have
ηn ∗⇀ η weakly∗ in L∞(I,H20 (M)),
∂tηn ∗⇀ ∂tη weakly∗ in L∞(I,L2(M)),
un
∗
⇀ u weakly∗ in X I
Rδ .
Thus, we can pass to the limit in (3.27) and we obtain that (η ,u) ∈ F(δ ,v).
Next, we want to show that F(D) is relatively compact in Z. For this purpose, let
(δn,vn) ⊂ D be a sequence and (ηn,un) ∈ F(δn,vn). We have to show that there exists
a subsequence of (ηn,un) which converges in Z. In view of the construction of F and
of (3.38) we immediately get the uniform convergence of a subsequence of (ηn). The
mollification operator
R : {δ ∈C( ¯I× ∂Ω)| δ (0, ·) = η0}→C3( ¯I× ∂Ω) →֒→֒C2( ¯I× ∂Ω)
gives compactness and thus there exists a subsequence of (Rδn) converging to Rδ in
C2( ¯I × ∂Ω). The proof of the relative compactness of (un) in L2(I ×R3) can be taken
almost literally from the proof of Proposition 3.8. The only differences are the slightly
changed form (3.27) of the system and that in some places one has to replace the sequence
(ηn) with limit η by the sequence (Rδn) with limit Rδ . Moreover, due to the regular-
ization one can simplify some of the arguments. This reasoning also yields the relative
compactness of (∂tηn) in L2(I×M).
It remains to show that the mapping F has a closed graph.16 Let (δn,vn) ⊂ D and
(ηn,un) ∈ F(δn,vn) be sequences with (δn,vn)→ (δ ,v) and (ηn,un)→ (η ,u) in Z. We
have to show that (η ,u) ∈ F(δ ,v). From (3.37) and the relative compactness we just
showed we can deduce that for a subsequence we have
ηn → η uniformly and weakly∗ in L∞(I,H20 (M)),
∂tηn → ∂tη strongly in L2(I×M) and weakly∗ in L∞(I,L2(M)),
un → u strongly in L2(I×R3) and weakly∗ in L∞(I,L2(R3)),
∇un ⇀ ∇u weakly in L2(I×R3).
(3.39)
We extend ∇un and ∇u, which are a-priori defined on ΩIRδn and Ω
I
Rδ , resp., by 0 to
the whole of I ×R3. The lower semi-continuity of the norms implies that also η and
u satisfy the estimate (3.37). The property η(0, ·) = η0 follows immediately from the
uniform convergence of (ηn). Moreover, we have
∂tηn ν = trRδn un = wn|∂Ω,
where wn := un◦ΨRδn . By Lemma 2.6 there exists a subsequence of (wn) which converges
to some w weakly in L2(I,W 1,3/2(Ω)). This implies ∂tη ν = w|∂Ω. In the estimate
‖wn−u◦ΨRδ‖L1(I×Ω)
≤ ‖(un−u)◦ΨRδn‖L1(I×Ω)+ ‖u◦ΨRδn −u◦ΨRδ‖L1(I×Ω),
the first term tends to zero due to Lemma 2.6 and (3.39)3 while the second term converges
to zero due to Remark 2.7. Thus we have w = u ◦ΨRδ and, hence, ∂tη ν = trRδ u. It
16We prove this in such a way that the arguments also hold under weaker assumptions on the regularity of the
boundary, since we will need these arguments in the proof of 3.5 again.
INTERACTION OF A NEWTONIAN FLUID WITH A KOITER SHELL 33
remains to show that (3.27) is satisfied. We have for all n and all test functions (bn,ϕn) ∈
T I
Rδn
−
∫
I
∫
ΩRδn(t)
un ·∂tϕn dxdt−
1
2
∫
I
∫
M
∂tηn ∂tRδn bn γ(Rδn) dAdt (3.40)
+
1
2
∫
I
∫
ΩRδn(t)
(Rvn ·∇)un ·ϕn dxdt−
1
2
∫
I
∫
ΩRδn(t)
(Rvn ·∇)ϕn ·un dxdt
+
∫
I
∫
ΩRδn(t)
∇un : ∇ϕn dxdt−
∫
I
∫
M
∂tηn ∂tbn dAdt + 2
∫
I
K(ηn,bn) dt
=
∫
I
∫
ΩRδn(t)
f ·ϕn dxdt +
∫
I
∫
M
gbn dAdt
+
∫
ΩRη0
Ru0 ·ϕn(0, ·) dx+
∫
M
Rη1 bn(0, ·) dA.
The limiting procedure is not immediate since the test functions depend on n. Hence, for ar-
bitrary (b,ϕ)∈T I
Rδ we choose the special test functions (bn,ϕn) :=(MRδnb,FRδnMRδnb)∈
T I
Rδn which already have been used in the proof of Proposition 3.8. We choose the number
α in Propositon 2.30 to be (α + κ)/2. In view of the assertions (1.b), (2.b) in Lemma
A.11 and the convergences in (3.39) we can pass to the limit in (3.40) for the above special
test functions. This yields the validity of (3.27) for (b,ϕ) = (b,FRδ b) ∈ T IRδ . Due to the
definition of T I
Rδ it remains to show the validity of (3.27) for test functions (0,ϕ) ∈ T IRδ
with ϕ(T, ·) = 0 and suppϕ ⊂ Ω ¯I
Rδ . From the uniform convergence of (Rδn) it follows
for sufficient large n that (0,ϕ) ∈ T I
Rδn . This in turn enables the limiting process in (3.40).
Now, Theorem A.7 guarantees the existence of a fixed point of F , i.e. there exists a
couple (η ,u) ∈ D with (η ,u) ∈ F(η ,u). This concludes the proof. 
3.4. Limiting process. Now, we can prove our main result by letting the regularizing pa-
rameter ε in Definition 3.33 tend to zero.
Proof: (of Theorem 3.5) We have shown that there exists a T > 0 such that for all ε = 1/n,
n ∈ N sufficiently large, there exists a weak solution (ηε ,uε) of the regularized problem
with the parameter ε in the interval I = (0,T ). The estimate (3.36) and the compact em-
bedding Y I →֒→֒C( ¯I× ∂Ω) yields the following convergences for a subsequence
ηε ,Rε ηε → η uniformly and weakly∗ in L∞(I,H20 (M)),
∂tηε , ∂tRε ηε ∗⇀ ∂tη weakly∗ in L∞(I,L2(M)),
uε
∗
⇀ u weakly∗ in L∞(I,L2(R3)),
∇uε ⇀ ∇u weakly in L2(I×R3).
(3.41)
We extend ∇un and ∇u, which are a-priori defined on ΩIRδn and Ω
I
Rδ , resp., by 0 to the
whole of I×R3. The uniform convergence of (Rε ηε) follows from the estimate
‖Rεηε −η‖L∞(I×∂Ω) ≤ ‖Rε(ηε −η)‖L∞(I×∂Ω)+ ‖Rεη−η‖L∞(I×∂Ω).
Now, we can repeat the proof of Proposition 3.8 almost literally to show that
∂tηε → ∂tη strongly in L2(I×M),
uε → u strongly in L2(I×R3).
(3.42)
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As in the proof of Proposition 3.35 we obtain the identity trη u = ∂tη ν . Moreover, using
(3.42), the interpolation inequality
‖uε −u‖L2(I,L4(R3)) ≤ ‖uε −u‖1/6L2(I×R3) ‖uε −u‖
5/6
L2(I,L5(R3))
and Corollary 2.10 we get
uε → u in L2(I,L4(R3)). (3.43)
Consequently, we have
∂tRε ηε → ∂tη in L2(I× ∂Ω),
Rε uε → u in L2(I,L4(R3)).
(3.44)
The lower semi-continuity of the norms yields the estimate (3.6), while the uniform con-
vergence of (ηε ) gives η(0, ·) = η0. For all ε and all (bε ,ϕε) ∈ T IRε ηε we have
−
∫
I
∫
ΩRε ηε (t)
uε ·∂tϕε dxdt−
1
2
∫
I
∫
M
∂tηε ∂tRε ηε bε γ(Rε ηε) dAdt
+
1
2
∫
I
∫
ΩRε ηε (t)
(Rε uε ·∇)uε ·ϕε dxdt−
1
2
∫
I
∫
ΩRε ηε (t)
(Rε uε ·∇)ϕε ·uε dxdt
+
∫
I
∫
ΩRε ηε (t)
∇uε : ∇ϕε dxdt−
∫
I
∫
M
∂tηε ∂tbε dAdt + 2
∫
I
K(ηε ,bε) dt
=
∫
I
∫
ΩRε ηε (t)
f ·ϕε dxdt +
∫
I
∫
M
gbε dAdt (3.45)
+
∫
Ωηε0
uε0 ·ϕε(0, ·) dx+
∫
M
ηε1 bε(0, ·) dA.
Just like in the proof of Proposition 3.35, we make use of the special test functions (bε ,ϕε) :=
(MRε ηε b,FRε ηε MRε ηε b) ∈ T IRε ηε for (b,ϕ) ∈ T Iη . Here, we assume that α in Proposi-
ton 2.30 satisfies supε ‖ηε‖L∞(I×M) < α < κ . Since the sequence (∇FRε ηε MRε ηε b) is
bounded in L∞(I,L2(Bα)), we get
∇FRε ηε MRε ηε b ⇀ ∇Fη Mηb weakly∗ in L∞(I,L2(Bα)). (3.46)
Using (3.41), (3.42), (3.43), (3.44) and (3.25), as well as the assertions (1.b), (2.b) in
Lemma A.11, and (3.46) we can pass to the limit in (3.45). The convergences (3.42)1 and
(3.44)2 are used for the second term, while the convergences (3.43), (3.44)3 and (3.46)
are needed in the third and the fourth term. This implies the validity of (3.2) for (b,ϕ) =
(b,Fηb) ∈ T Iη . The limiting process for test functions (0,ϕ) ∈ T Iη with ϕ(T, ·) = 0 and
suppϕ ⊂ Ω ¯Iη can be done like in the proof of Proposition 3.35.
The length of the time interval depends only on the L∞ norm of η at t = 0 and on
the bound for the Ho¨lder norm of η . We have ‖η‖L∞(I×M) < κ . Note that the quantities
‖u(t)‖L2(Ωη(t)), ‖η(t)‖H2(M), and ‖∂tη(t)‖L2(M) are uniformly bounded for almost all t ∈ I.
Constructing solutions with this initial data, we get from (3.6) that the Ho¨lder norms of
the displacements are bounded from above, independently of the initial time t. This, in
turn, implies that the length of the existence interval is uniformly bounded from below.
Choosing t ∈ I = (0,T ) sufficiently close to T , we obtain a weak solution on the interval
(t, T˜ ), T˜ > T . Extending the original solution by the new one, by Remark 3.3 we obtain a
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solution (η˜ , u˜) on the interval (0, T˜ ). Moreover, the solution (η˜ , u˜) satisfies the estimate
(3.6) on the interval (0, T˜ ), since for t0 < t < T˜ we have
‖u˜(t, ·)‖2L2(Ωη(t))+
∫ t
0
‖∇u˜(s, ·)‖pLp(Ωη˜(s)) ds+ ‖∂tη˜(t, ·)‖
2
L2(M)+ ‖η˜(t, ·)‖2H2(M)
≤ (‖u(t0)‖2L2(Ωη˜(t0))+ ‖∂tη(t0)‖2L2(M)+ ‖η(t0)‖2H2(M))ec(t−t0)
+
∫ t
t0
(‖f(s, ·)‖2L2(Ωη(s))+ ‖g(s, ·)‖2L2(M))ec(t−s) ds+
∫ t0
0
‖∇u(s, ·)‖pLp(Ωη˜(s)) ds
≤ (‖u0‖2L2(Ωη0 )+ ‖η1‖2L2(M)+ ‖η0‖2H2(M))ect
+
∫ t
0
(‖f(s, ·)‖2L2(Ωη(s))+ ‖g(s, ·)‖2L2(M))ec(t−s) ds.
Repeating this procedure, we obtain a maximal time T ∗ ∈ (0,∞] and a couple (η ,u) that
solves our problem on each interval (0,T ), T < T ∗, and that satisfies the estimate (3.6). If
T ∗ is finite, then this estimate implies that the Ho¨lder norm of η in [0,T ∗]×M is bounded.
Consequently, we have ‖η(t, ·)‖L∞(M) ր κ for t ր T ∗. 
APPENDIX A. APPENDIX
Proposition A.1. Let Ω ⊂ Rd , d ∈ N, be a bounded domain with C0 boundary and 1 ≤
p < ∞. Then C∞0 (Rd) is dense in W 1,p(Ω) and in E p(Ω).
Proof. The proof for W 1,p(Ω) can be found in [21, Theorem 5.5.9], and it can be car-
ried over to prove the assertion for E p(Ω). For the convenience of the reader we briefly
sketch the proof. Let B ⊂ Rd−1 be an open ball, g : B → R a continuous function and let
Ω˜ := {(x′,xd)∈Rd | x′ ∈ B, g(x′)< xd}. Let v∈W 1,p(Ω˜) be a function with bounded sup-
port in {(x′,xd)∈Rd | x′ ∈B, g(x′)≤ xd}. We extend v by 0 to Rd . Let vt(x) := v(x′,xd +t)
with t > 0. Thus, for sufficiently small ε > 0, we have ∇(ωε ∗ vt) = ωε ∗∇vt in Ω˜. Here,
ωε is a standard mollification kernel. Clearly, we obtain that ωε ∗ vt ∈ C∞0 (Rd) converges
to vt in W 1,p(Ω˜) for ε → 0. The convergence of vt to v in W 1,p(Ω˜) follows directly from
the continuity of translation in Lp(Rd). Now, the denseness in W 1,p(Ω) follows by local-
ization. The denseness in E p(Ω) can be shown in the same way by simply replacing ∇ by
div. 
The following classical result can be found in [4].
Proposition A.2. (Reynolds transport theorem) Let Ω ⊂ R3 be a bounded domain with
C1-boundary, let I ⊂ R be an interval, and let Ψ ∈C1(I×Ω,R3) such that
Ψt := Ψ(t, ·) : Ω →Ψt(Ω)
is a diffeomorphism for all t ∈ I. We set Ωt := Ψt(Ω) and v := (∂tΨ)◦Ψ−1t . Then we have
for all ξ ∈C1(⋃t∈I{t}×Ωt) and t ∈ I
d
dt
∫
Ωt
ξ (t,x) dx =
∫
Ωt
∂tξ (t,x) dx+
∫
∂Ωt
v ·νt ξ (t, ·) dAt .
Here, dAt denotes the surface measure and ν t denotes the outer unit normal of ∂Ωt .
Let us now state an existence result for ordinary integro-differential equations.
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Proposition A.3. Let d ∈ N, A ∈C([0,∞)×Rd ,Rd) and B ∈C([0,∞)2 ×Rd ,Rd). Then,
for all α0 ∈ Rd there exists a T ∗ ∈ (0,∞] and a solution α ∈C1([0,T ∗),Rd) of
α˙(t) = A(t,α(t))+
∫ t
0
B(t,s,α(s)) ds ,
α(0) = α0 .
(A.4)
for all t ∈ [0,T ∗). If T ∗ < ∞ then limtրT ∗ |α(t)| = ∞. If A and B are affine linear in α ,
then T ∗ = ∞.
Proof. The proof is an easy adaptation of the proof of the existence theorem of Peano.
Details can be found in [24]. 
Let us now consider the inhomogeneous Stokes system
−∆u+∇pi = 0 in Ω,
divu = 0 in Ω,
u = g auf ∂Ω.
(A.5)
Theorem A.6. Let Ω⊂R3 be a bounded domain with a boundary of class Cmax(2,k), k ∈N,
and let 1 < p < ∞. Moreover, let g ∈W k−1/p,p(∂Ω) satisfy∫
∂Ω
g ·ν dA = 0,
where ν and dA denote the unit outer normal and the surface measure of ∂Ω, respectively.
Then there exists exactly one (very weak) solution u ∈ W k,p(Ω) of (A.5), i.e., we have
divu = 0, and
−
∫
Ω
u ·∆ϕ dx+
∫
∂Ω
g ·∂νϕ dA = 0
is satisfied for all ϕ ∈C2(Ω) with divϕ = 0 and ϕ = 0 on ∂Ω. The mapping g 7→ u defines
a continuous, linear operator from W k−1/p,p(∂Ω) to W k,p(Ω).
For ∂Ω belonging to C2,1, the statement holds also if we replace W k−1/p,p(∂Ω) by
Lp(∂Ω) and W k,p(Ω) by Lp(Ω), respectively.
Proof. The first assertion is proved in [15], while the second one is a direct consequence
of Theorem 3 in [16]. 
A proof of the following variant of Schauder’s fixed point theorem for set-valued map-
pings can be found in [17].
Theorem A.7. (Kakutani-Glicksberg-Fan) Let C be a convex subset of a normed vector
space Z and let F : C → 2C be an upper-semicontinuous set-valued mapping, i.e., for every
open set W ⊂C the set {c ∈C | F(c)⊂W} ⊂C is open. Moreover, let F(C) be contained
in a compact subset of C, and let F(z) be non-empty, convex, and compact for all z ∈ C.
Then F possesses a fixed point, i.e., there exists a c0 ∈C with c0 ∈ F(c0).
It is not hard to see that the requirement of upper-semicontinuity is equivalent to the
requirement that the graph of F is closed, i.e., the convergences cn → c in C and zn → z in
Z, where zn ∈ F(cn), imply that z ∈ F(c).
Lemma A.8. In the context of subsection 1.2 and assuming all involved functions to be
sufficiently regular we have ∫
Ωη(t)
(∇u)T : ∇ϕ dx = 0
for all functions ϕ with trη ϕ = bν for some scalar function b, in particular for ϕ = u.
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Proof. In view of divu = 0 integration by parts shows that∫
Ωη(t)
(∇u)T : ∇ϕ dx =
∫
∂Ωη(t)
(ϕ ·∇)u ·νη(t) dA.
Thus, it suffices to prove that on ∂Ωη(t) we have
((ν ◦ q) ·∇)u ·νη(t) = 0.
To this end, we set e1 := ν ◦ q. Moreover, on ∂Ωη(t) we choose two linearly independent,
tangential vector fields17 and extend these constantly along e1. We denote the resulting
vector fields by e2 und e3. Thus, we have Γk1i ek := ∇e1 ei = 0 and hence Γk1i = 0 for all i,k.
Letting u = ui ei we infer that
((ν ◦ q) ·∇)u = ∇e1 u = dui e1 ei + ui ∇e1 ei = dui e1 ei,
and thus on ∂Ωη(t)
((ν ◦ q) ·∇)u ·νη(t) = du1 e1 e1 ·νη(t). (A.9)
On the other hand we have
0 = divu = dui ei + uk Γiik.
The components u2 and u3 as well as their tangential derivatives du2 e2 respectively du3 e3
vanish on ∂Ωη(t). Hence, on ∂Ωη(t)
0 = du1 e1 + u1 Γi1i = du1 e1.
This identity and (A.9) prove the claim. 
Lemma A.10. Let η ∈ Y I with ‖η‖L∞(I×M) < κ . There exists a linear operator Mη such
that
‖Mηb‖Lr(I×M) ≤ c‖b‖Lr(I×M),
‖Mηb‖C( ¯I,Lr(M) ≤ c‖b‖C( ¯I,Lr(M),
‖Mηb‖Lr(I,H20 (M)) ≤ c‖b‖Lr(I,H20 (M)),
‖Mηb‖H1(I,L2(M)) ≤ c‖b‖H1(I,L2(M))
for all 1 ≤ r ≤ ∞ and ∫
M
(Mη b)(t, ·)γ(η(t, ·)) dA = 0
for almost all t ∈ I. The constant c depends only on Ω, ‖η‖Y I and τ(η); it stays bounded
as long as ‖η‖Y I and τ(η) stay bounded.
Proof. We fix an arbitrary function ψ ∈C∞0 (intM) with ψ ≥ 0, ψ 6≡ 0 and define
(Mη b)(t, ·) := b−ψ a(b(t, ·),η(t, ·))
a(ψ ,η(t, ·)) ,
where
a(b(t, ·),η(t, ·)) :=
∫
M
bγ(η(t, ·)) dA.
Now it’s easy to prove the claims provided we note that a(ψ ,η)≥ c with a constant c > 0
depending only τ(η). But this follows from Remark 2.14 since γ is a continuous function
of η . 
17
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Lemma A.11. Let the sequence (ηn)⊂Y I satisfiy supn ‖ηn‖L∞(I×M)<α < κ and (3.11)(1,2).
(1.a) Provided that b∈C( ¯I,L2(M)) the sequence (Mηnb) converges to Mηb in C( ¯I,L2(M))
independently of ‖b‖C( ¯I,L2(M)) ≤ 1.
(1.b) Provided that b ∈ H1(I,L2(M)) ∩ L2(I,H20 (M)) and, additionally, (∂tηn) con-
verges in
L2(I×M) the sequence (Mηnb) converges to Mηb in H1(I,L2(M))∩L2(I,H20 (M)).
(2.a) Provided that b ∈C( ¯I,L2(M)) the sequence (FηnMηnb) converges to FηMηb in
C( ¯I,L2(Bα)) independently of ‖b‖C( ¯I,L2(M)) ≤ 1.
(2.b) On the conditions of (1.b) the sequence (FηnMηnb) converges to FηMηb in
H1(I×Bα)∩L∞(I,L4(Bα)).
(2.c) Provided that (bn) converges to b weakly in L2(I×M) the sequence (Fηn bn) con-
verges to Fη b weakly in L2(I×Bα).
Proof. (1.a) is a consequence of
‖a(b,ηn)− a(b,η)‖L∞(I) =
∥∥∥∫
M
b(γ(ηn)− γ(η)) dA
∥∥∥
L∞(I)
≤ c‖b‖C( ¯I,L2(M)) ‖γ(ηn)− γ(η)‖L∞(I×M),
the analogous estimate with b replaced by ψ , the inequality a(ψ ,ηn)≥ c > 0, and the fact
that (γ(ηn)) converges to γ(η) uniformly. Assertion (1.b) follows from the convergence
of (a(b,ηn)), (a(ψ ,ηn)) to a(b,η) respectively a(ψ ,η) in H1(I). The proof of these
convergences is very easy.
Now let us prove (2.a). We infer from (2.21) and (1.a) that (FηnMηnb) converges in
C( ¯I,L2(Sα)) independently of ‖b‖C( ¯I,L2(M)) ≤ 1. Similarly, the formal trace
exp
(∫ −α
ηn(t,q)
β (q+ τ ν ◦ q)) dτ
)
(Mηnb)(t,q)ν ◦ q
of FηnMηnb on I×∂ (Ω\Sα) converges in C( ¯I,L2(Ω\Sα)) independently of ‖b‖C( ¯I,L2(M)) ≤ 1.
Thus, the claim follows from the continuity properties of the solution operator of the Stokes
system, cf. Remark 2.24. The proof of (2.c) proceeds analogously.
Now we show (2.b). From (2.21), (1.b), and
H1(I,L2(M))∩L2(I,H20 (M)) →֒C( ¯I,H1(M)) →֒ L∞(I,L4(M))
we deduce the convergence of (FηnMηnb) in L∞(I,L4(Sα)). In order to prove the conver-
gence in H1(I× Sα) we infer by interpolation (θ = 2/3) and Sobolev embedding that
L∞(I,L2(M))∩L2(I,H20 (M)) →֒ L3(I,H4/3(M)) →֒ L3(I,L∞(M)). (A.12)
Now, the convergence in L2(I,H1(Sα)) is consequence of (2.22), (1.b), (A.12), and
Y I →֒→֒ L6(I,H10 (M)),
while the convergence in H1(I,L2(Sα)) can be inferred from (2.32), (1.b), (A.12), and the
convergence of (∂tηn) in L6(I,L2(M)). The latter follows by interpolation. Similarly we
can show the convergence of the trace in H1(I × ∂ (Ω \ Sα))∩L∞(I,L4(∂ (Ω \ Sα))). As
before, in order to prove the claim it suffices now to invoke the continuity properties of the
solution operator of the Stokes system. 
Lemma A.13. For all N ∈N, 3/2< p≤∞ and ε > 0 there exists a constant c such that for
all η , η˜ ∈ H20 (M) with ‖η‖H20 (M) + ‖η˜‖H20 (M)+ τ(η)+ τ(η˜) ≤ N and all v ∈W
1,p(Ωη),
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v˜ ∈W 1,p(Ωη˜) we have
sup
‖b‖L2(M)≤1
(∫
Ωη
v ·FηMηb dx−
∫
Ωη˜
v˜ ·Fη˜Mη˜b dx
+
∫
M
trη v ·ν Mηb− trη˜ v˜ ·ν Mη˜b dA
)
≤ c sup
‖b‖H20 (M)
≤1
(∫
Ωη
v ·FηMηb dx−
∫
Ωη˜
v˜ ·Fη˜Mη˜b dx
+
∫
M
trη v ·ν Mηb− trη˜ v˜ ·ν Mη˜b dA
)
+ ε
(‖v‖W 1,p(Ωη )+ ‖v˜‖W 1,p(Ωη˜ )).
Similarly, for all N ∈ N, 6/5 < p,r ≤ ∞ and ε > 0 there exists a constant c such that for
all η , η˜ ∈ H20 (M) and δ ∈C4(∂Ω) with
‖η‖H20 (M)+ ‖η˜‖H20 (M)+ ‖δ‖C4(∂Ω)+ τ(η)+ τ(η˜)+ τ(δ )≤ N
and all v ∈W 1,p(Ωη ), v˜ ∈W 1,p(Ωη˜) we have
sup
‖ϕ‖H(Ω)≤1
(∫
Ωη
v ·Tδ ϕ dx−
∫
Ωη˜
v˜ ·Tδ ϕ dx
)
≤ c sup
‖ϕ‖
W1,r0,div(Ω)
≤1
(∫
Ωη
v ·Tδ ϕ dx−
∫
Ωη˜
v˜ ·Tδ ϕ dx
)
+ ε
(‖v‖W 1,p(Ωη )+ ‖v˜‖W 1,p(Ωη˜ )).
Proof. We prove these assertions of Ehrling lemma-type by the usual contradiction argu-
ment. Let us start with the first claim. Assuming that it is wrong there exists a 3/2< p≤∞,
an ε > 0, bounded sequences (ηn), (η˜n)⊂ H20 (M) with supn
(
τ(ηn)+ τ(η˜n)
)
< ∞ as well
as sequences (vn), (v˜n) with
‖vn‖W 1,p(Ωηn )+ ‖v˜n‖W1,p(Ωη˜n ) = 1
and
sup
‖b‖L2(M)≤1
(∫
Ωηn
vn ·FηnMηnb dx−
∫
Ωη˜n
v˜n ·Fη˜nMη˜nb dx
+
∫
M
trηn vn ·ν Mηnb− trη˜n v˜n ·ν Mη˜nb dA
)
> ε + n sup
‖b‖H20 (M)
≤1
(∫
Ωηn
vn ·FηnMηnb dx−
∫
Ωη˜n
v˜n ·Fη˜nMη˜nb dx
+
∫
M
trηn vn ·ν Mηnb− trη˜n v˜n ·ν Mη˜nb dA
)
.
(A.14)
Due to Corollary 2.9 the sequences (trηn vn), (trη˜n v˜n) are bounded in W 1−1/r,r(M) for
some r > 3/2 and by Sobolev embedding in Hs(M) for some s > 0. Thus, there exist
subsequences with
trηn vn ·ν → d, trη˜n v˜n ·ν → ˜d in L2(M),
ηn → η , η˜n → η˜ weakly in H20 (M), in particular uniformly.
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Lemma 2.6 and the common Sobolev embeddings show that a subsequence of (wn :=
vn ◦Ψηn) converges to some w in L3(Ω). If we extend all involved functions by 0 to R3,
then from the estimate
‖vn−w◦Ψ−1η ‖L2(R3) ≤ ‖(wn−w)◦Ψ
−1
ηn ‖L2(R3)+ ‖w◦Ψ
−1
ηn −w◦Ψ−1η ‖L2(R3),
Lemma 2.6 and Remark 2.7 we infer that (vn) converges to v := w ◦Ψ−1η˜ in L2(R3).
Similarly, the sequence (v˜n) converges to v˜ in L2(R3). Moreover, Lemma A.11 (1.a),
(2.a) show that the sequences (Mηn b) and (Mη˜nb) converge in L2(M) while (FηnMηnb),
(Fη˜nMη˜nb) converge in L2(R3), each independently of ‖b‖L2(M) ≤ 1. Hence, the supre-
mum on the right hand side of (A.14) tends to
sup
‖b‖H20 (M)
≤1
(∫
Ωη
v ·FηMηb dx−
∫
Ωη˜
v˜ ·Fη˜Mη˜b dx+
∫
M
d Mηb− ˜d Mη˜b dA
)
.
Since the left hand side of (A.14) is bounded this limit must vanish. In view of the dense-
ness of H20 (M) in L2(M) the limit
sup
‖b‖L2(M)≤1
(∫
Ωη
v ·FηMηb dx−
∫
Ωη˜
v˜ ·Fη˜Mη˜b dx+
∫
M
d Mη b− ˜d Mη˜b dA
)
of the left hand side of (A.14) must vanish, too, contradicting ε > 0.
The proof of the second claim proceeds analogously. Therefore, we merely show that
for bounded sequences (ηn)⊂ H20 (M), (δn)⊂C4(∂Ω) and a sequence (vn) with
sup
n
(‖vn‖W 1,p(Ωηn )+ τ(ηn)+ τ(δn))< ∞
there exist subsequences such that∫
Ωηn
vn ·Tδnϕ dx →
∫
Ωη
v ·Tδ ϕ dx
for n → ∞ independently of ‖ϕ‖H(Ω) ≤ 1. As before we can find subsequences such that
vn → v in L2(R3),
ηn → η weakly in H20 (M), in particular uniformly,
δn → δ in C3(∂Ω).
Adding a zero-sum we obtain the estimate∣∣∫
Ωηn
vn ·Tδnϕ dx−
∫
Ωη
v ·Tδ ϕ dx
∣∣≤ ‖vn− v‖L2(R3) ‖Tδnϕ‖L2(R3)
+ ‖v‖W1,p(Ωη ) ‖Tδnϕ −Tδ ϕ‖(W 1,p(Ωη ))′ .
Hence, we merely have to show that (Tδn ϕ) converges to Tδ ϕ in (W 1,p(Ωη))′ indepen-
dently of ‖ϕ‖H(Ω) ≤ 1. Assuming that this is false there exists an ε > 0 and a sequence
(ϕn)⊂ H(Ω) converging to some ϕ weakly in H(Ω) such that
‖Tδnϕn−Tδ ϕn‖(W1,p(Ωη ))′ > ε.
But, in fact, this contradicts
‖Tδnϕn−Tδ ϕn‖(W 1,p(Ωη ))′ ≤‖Tδn(ϕn−ϕ)‖(W1,p(Ωη ))′
+ ‖Tδnϕ−Tδ ϕn‖(W1,p(Ωη ))′ .
(A.15)
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In this respect note that the sequences (Tδ ϕn) and (Tδn ϕ) converge to Tδ ϕ weakly re-
spectively strongly in L2(R3). The strong convergence of (Tδn ϕ) can be easily shown by
approximating ϕ by smooth functions; cf. Remark 2.7. Moreover, the identity∫
R3
Tδn(ϕn−ϕ) h dx =
∫
Ω
dΨδn(ϕn−ϕ) h ◦Ψδn dx,
h ∈ L2(R3), shows that (Tδn(ϕn−ϕ)) converges to 0 weakly in L2(R3). Now, from
L2(Ωη ) →֒→֒ (W 1,p(Ωη))′
we infer that the right hand side of (A.15) gets small for large n. 
Lemma A.16. For all N ∈ N, s > 0 and ε > 0 there exists a small σ > 0 such that for all
η ∈H20 (M) with ‖η‖H20 (M)+τ(η)≤N and all ϕ ∈H(Ωη) with ‖ϕ‖L2(Ωη ) ≤ 1 there exists
a ψ ∈ H(Ωη) with ‖ψ‖L2(Ωη ) ≤ 2, ‖ϕ−ψ‖(Hs(R3))′ < ε and suppψ ⊂ Ωη−σ .18
Proof. Let us assume that the claim is wrong. Then there exist s, ε > 0, a sequence (σn)n∈N
of positive numbers converging to 0, a bounded sequence (ηn)⊂H20 (M) with supn τ(ηn)<
∞ and a sequence (ϕn) ⊂ H(Ωηn) with ‖ϕn‖L2(Ωηn ) ≤ 1, ‖ϕn−ψ‖(Hs(R3))′ ≥ ε for all
ψ ∈ H(Ωηn) with ‖ψ‖L2(Ωηn ) ≤ 2 and suppψ ⊂ Ωηn−σn as well as
ηn → η weakly in H20 (M), in particular uniformly,
ϕn → ϕ weakly in L2(R3).
From the compact embedding
L2(B) →֒→֒ (Hs(B))′
for a suitable ball B ⊂ R3 we deduce the strong convergence of (ϕn) in (Hs(R3))′ us-
ing some extension operator for fractional Sobolev spaces, see, e.g., [1]. Let ψ be a C1-
function defined in a neighbourhood of Ωη . Then Proposition 2.16 shows that∫
Ωη
ϕ ·∇ψ dx = lim
n
∫
Ωηn
ϕn ·∇ψ dx = 0,
because each term of the sequence vanishes. Hence, trnη ϕ = 0, and by Proposition 2.18
there exists a ψ ∈H(Ωη ) with suppψ ⊂ Ωη and ‖ϕ−ψ‖L2(Ωη ) < ε/2. It follows that for
sufficiently large n
‖ϕn−ψ‖(Hs(R3))′ ≤ ‖ϕn−ϕ‖(Hs(R3))′ + ‖ϕ−ψ‖L2(Ωη ) < ε.
This is a contradiction provided that ‖ψ‖L2(Ωηn ) ≤ 2. But this estimate is a consequence
of ‖ϕ−ψ‖L2(Ωη ) < ε/2 for sufficiently small ε . The latter can be assumed without loss of
generality. 
Remark A.17. Let us show that for η ∈ Y I , ‖η‖L∞(I×M) < α < κ and (b,ϕ) ∈ T Iη the
extension of ϕ by (bν) ◦ q to I×Bα is in H1(I,L2(Bα)). We approximate ϕ by functions
(ϕk) ⊂ C∞0 (R4) in H1(ΩIη) and η by (ηn) ⊂ C4( ¯I × ∂Ω) such that (ηn) converges to η
in L∞(I × ∂Ω) and (∂tηn) converges to ∂tη in L2(I × ∂Ω); cf. Definition (3.24). Using
18When constructing Ωη−σ we first extend η by 0 to ∂Ω and then subtract σ .
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Reynolds’ transport theorem with v = (∂tηnν)◦Φ−1ηn(t) and ξ = ϕk ψ , ψ ∈C∞0 (I×R3) we
obtain
0 =
∫
I
d
dt
∫
Ωηn(t)
ϕk ψ dxdt =
∫
I
∫
Ωηn(t)
∂tϕk ψ +ϕk ∂tψ dxdt
+
∫
I
∫
∂Ω
trηn(ϕk ψ)∂tηn γ(ηn) dAdt.
Letting first n and then k tend to infinity results in∫
I
∫
Ωη(t)
ϕ ∂tψ dxdt =−
∫
I
∫
Ωη(t)
∂tϕ ψ dxdt−
∫
I
∫
∂Ω
bν trη ψ ∂tη γ(η) dAdt.
Similarly we show that∫
I
∫
Bα\Ωη(t)
(bν)◦ q ∂tψ dxdt =−
∫
I
∫
Bα\Ωη(t)
(∂tb ν)◦ q ψ dxdt
+
∫
I
∫
∂Ω
bν trη ψ ∂tη γ(η) dAdt.
Adding the last two equalities proves the claim.
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