We study short-range quantum spin systems with Gaussian disorder. We obtain quantum mechanical extensions of the Ghirlanda-Guerra identities. We discuss properties of overlap spin operators with these identities.
Introduction
In this paper, we study short-range quantum spin models with random interactions in
To define short-range interactions, we construct a collection C L of interaction ranges in the following way. Let m be an arbitrarily fixed positive integer independent of L and X k (k = 1, 2, · · · , m) be a subset of Λ L which contains (1, 1, · · · , 1) ∈ Λ L , such that the distance |i − j| between any two sites i, j ∈ X k has an upper bound independent of L for each k. We define C L by the collection of all translated subsets of X 1 , · · · , X m
For example, as C L we can employ Λ L itself or nearest neighbor bonds
The spin operator σ µ i (µ = x, y, z) at a site i ∈ Λ L acting on the Hilbert space j∈Λ L H j is defined by a tensor product of the Pauli matrix σ µ acting on H i ≃ C 2 and two dimensional identity matrices. For an arbitrary X ∈ C L , we denote 
where J is a real constant and H non (σ) is an arbitrary non-random short-range Hamiltonian. We assume that H non (σ) is defined also by another collection C ′ L of interaction ranges as in the same way to define the random Hamiltonian.
Examples

Random field Heisenberg model
For C L = Λ L and the Heisenberg model Hamiltonian H non (σ), the Hamiltonian becomes
2. Random bond Heisenberg model
This bond randomness corresponds to a non-centered Gaussian disorder.
3. Other models The Hamiltonian (2) contains some other physically interesting models, such as Heisenberg model with random next nearer neighbor interactions, and with random plaquette interactions.
For a positive β and a real number J, the partition function is defined by
where the trace is taken over the Hilbert space. The expectation of an arbitrary function f of spin operators with respect to the Gibbs measure is denoted by
We define the following functions of (β, J)
where E stands for the expectation of the random variables (g µ X ) X∈C L ,µ=x,y,z . Here, we introduce a fictitious time t ∈ [0, β] and define a time evolution of operators with the Hamiltonian. Let O be an arbitrary self adjoint operator, and we define an operator valued functionÔ of t byÔ (t) := e −tH Oe tH .
Furthermore, we define the Duhamel expectation of time depending operatorsÔ
where the symbol T is a multilinear mapping of the chronological ordering. If we define a partition function with arbitrary self adjoint operators O 0 , O 1 , · · · , O k and real numbers
the Duhamel expectation of k operators represents the k-th order derivative of the partition function [10, 18] (
Here, we consider a term of random Hamiltonian per interaction range as a function of a sequence
We denote its time evolution byĥ
The covariance of these operators with the expectation in g
where the overlap R(σ
For example, in the random field Heisenberg model, this becomes the site overlap operator
In the random bond Heisenberg model, it becomes the bond overlap operator
In the short-range spin glass models, the bond overlap is independent of the site overlap unlike the Sherrington-Kirkpatrick (SK) model [19] , where the bond-overlap is identical to the square of the site-overlap. We denote its time evolution with (t a , t b )
and we define its Duhamel expectation of n-replicated time depending spin operators by preserving its multilinear property
The overlap is a polynomial of two replicated time depending spin operators. The Duhamel expectation of the overlap for two different replicas is identical to its normal expectation by the Gibbs measure
Hereafter, we considerĥ In this paper, we prove two main theorems with respect to the overlap operators.
Theorem 1.1 Let n be a positive integer and let f be a bounded polynomial function of n replicated time depending spin operatorsσ
Theorem 1.2 Let n be a positive integer and let f be a bounded polynomial function of n replicated time depending spin operatorsσ
Theorem 1.1 gives quantum mechanical extensions of identities obtained by Contucci and Giardinà [5, 6, 7] , and Theorem 1.2 gives those of the Ghirlanda-Guerra identities [13] . In classical disordered Ising spin systems, the overlap R z a,b satisfies the GhirlandaGuerra identities which are valid universally [13, 21] . Sometimes, these identities are called Aizenman-Contucci identities [1, 7] . The Ghirlanda-Guerra identities are useful to understand properties of the random variables R a,b . In classical mean field spin glass models such as the Sherrington-Kirkpatrick model [19] and mixed p-spin models, it is wellknown that the distribution of the overlap shows broadening for sufficiently large β. This phenomenon is called replica symmetry breaking, conjectured by Parisi [17] and proved by Talagrand [20, 21] for the SK model. The replica symmetry breaking is observed generally in mean field spin glass models [15] . Originally, the Ghirlanda-Guerra identities were obtained to understand the ultrametricity of replicated spin configurations in mean field spin glass models. This has been proved by Panchenko using the Ghirlanda-Guerra identities [16] . On the other hand, recently, Chatterjee has proved that the random variable R a,b is single valued in the random field Ising model in any dimensions at any temperature [2] . This result implies that the replica symmetry breaking does not occur in that model. The proof is constructed by utilising the Fortuin-Kasteleyn-Ginibre inequality [12] and the Ghirlanda-Guerra identities. Quantum mechanical extensions of these identities are expected to be useful to study the properties of overlap operators in quantum spin glass models as well. We study general properties of the expectation of overlap operators with these identities. There are several approaches to obtain the Ghirlanda-Guerra identities [1, 2, 3, 7, 13, 15, 21] . Here, we employ a similar approach to Chatterjee's method [2, 3] .
Proof
Lemma 2.1 For every (β, J) ∈ [0, ∞) × R, the following limit exists
Proof. This is proved by a standard argument based on the decomposition of the lattice into disjoint blocks [8, 9, 14] . 
where H del consists of the terms of interaction ranges in C del . We consider the following function of x defined by
where A x and (AB) D,x are the Gibbs and the Duhamel expectations respectively with the Hamiltonian H +xH del for operators A and B, and δĤ del =Ĥ del − H del x . The second inequality gives
In the same argument for ϕ N (1 − x), we obtain
Since the spin operator is bounded, the expectation of H del is bounded by the number of interactions |C del |. Therefore, there exist positive numbers K 1 and K independent of L and N, such that the function p N and p L obey
In the same argument for M instead of L, we have
and therefore
The sequence p L is Cauchy.
Note Functions p, ψ, p L and ψ L are convex functions of each argument for other arbitrarily fixed arguments, since every second order derivative in each argument is the corresponding Duhamel expectation between the same operators, which is nonnegative.
We define a set A by a set of (β, J) ∈ [0, ∞) × R where p is not differentiable.
Note The set A is measure zero, since the function p is convex in each argument for every fixed another argument.
Hereafter, we concern about dependence of ψ L only on (g µ X ) X∈C L with the fixed µ, then we use a lighter notation
where E denotes the expectation in all random variables, and E 1 denotes the expectation in only g 
where we denote
There exists a positive constant K, such that for any positive integer n and for any u 0 ∈ [0, 1), an upper bound on the n-th order derivative of the function γ L is given by
Proof. A straightforward calculation of derivatives and integration by parts in the Gaussian integral yield the identity. The non-negativity of the derivatives in an arbitrary order guarantees that γ (n) L (u) is monotonically increasing in u. Also note that γ (n) L (u) is bounded, as far as the system size L is finite. The first derivative of γ L is bounded by
where K > 0 is a constant independent of L. We have used E σ µ X 2 ≤ 1. The function γ L (u) is continuously differentiable any times in t for finite L. From Taylor's theorem, for any positive β, J, any integer n ≥ 1 and any u 0 ∈ [0, 1), there exists
For any u 0 ∈ [0, 1), each term in right hand side is bounded by γ ′ L (1), and therefore
This completes the proof.
Note. To evaluate the variance of the function ψ L (β, J, g), we define another generating function for all random variables (g
The same result as Lemma 2.2 also for χ L (u) gives the following upper bound on the variance of the function ψ L is obtained
The similar result is obtained in [10] . Here, we define two types of deviations of an arbitrary operatorÔ by
We prove the following two lemmas for these deviations ofĥ L .
Lemma 2.3 For any
Proof. We calculate the following Duhamel expectation of δĥ L =ĥ L − h L with integration by parts, then we use the Cauchy-Schwarz inequality and Lemma 2.2
Since we have
′ independent of L, this gives the limit (18).
Lemma 2.4 For any (β, J) /
∈ A, we have
Proof. Note the relations
For an arbitrary ǫ > 0, the convexity of ψ L implies
Here we use an indicator projection I defined by I[true] = 1 and I[f alse] = 0 . For (β, J) / ∈ A and ǫ > 0, the convexity of ψ L implies
Furthermore, the inequality (17) gives
, which yields the following bound
In the limit L → ∞, Lemma 2.1 implies
Since this bound holds for any ǫ > 0 and p(J) is differentiable at J, we have
The above and the identity (18) yield the identity (20) , since
Here, we prove the main theorems.
Proof of Theorem 1.1. In the following expectation of the energy density, the integration by parts gives
(22) and also we have
Therefore
The absolute value of the left hand side is bounded by
This and Lemma 2.3 give the identity (11). 
Therefore,
By the limit (20) in Lemma 2.4, this converges to zero, then this completes the proof of Theorem 1.2.
Discussions
Here we discuss general properties of overlap operators with the obtained identities. The identity (11) 
These inequalities become equalities in the classical limit, sinceR 1,1 = 1 because of the commutativity between spin operators and the Hamiltonian.
