Abstract
Introduction
The study of adiabatic quantum computation was initiated several years ago by Farhi, Goldstone, Gutmann and Sipser [9] , who suggested a novel quantum algorithm for solving classical optimization problems such as SATISFIA-BILITY (SAT). Their algorithm is based on a celebrated theorem in quantum mechanics known as 'the adiabatic theorem' [14, 19] . Although its exact worst-case behavior is not known, several simulations (e.g., [8] ) on random instances of up to ¾¼ quantum bits led to various optimistic speculations. The bad news is that there is now mounting evidence [4, 5, 23] that the algorithm of [9] takes exponential time in the worst-case for AEÈ-complete problems. Nevertheless, adiabatic computations were since shown to be promising in other less ambitious directions: they exhibit inherent robustness against certain types of quantum errors [3] , and they possess several interesting algorithmic capabilities, as we will soon review.
We briefly describe the adiabatic computation model (a more precise description appears in Section 2.1). A computation in this model is specified by two Hamiltonians named À Ò Ø and À ¬Ò Ð (a Hamiltonian is simply a Hermitian matrix). The ground state (eigenvector with smallest eigenvalue) of À Ò Ø is required to be an easy to prepare state, such as a tensor product state. The output of the adiabatic computation is the lowest eigenvector of the final Hamiltonian À ¬Ò Ð . Hence, we choose an À ¬Ò Ð whose ground state represents the solution to our problem. We require the Hamiltonians to be local, i.e., to only involve interactions between a constant number of particles (this is analogous to allowing gates operating on a constant number of qubits in the standard model). This, in particular, makes sure that the Hamiltonians have a short classical description (by simply listing the matrix entries of each local term). The running time of the adiabatic computation is determined by the minimal spectral gap 1 of all the Hamiltonians on the straight line connecting À Ò Ø and À ¬Ò Ð : À´×µ 1 ×µÀ Ò Ø · ×À ¬Ò Ð for × ¾ ¼ ½ . More precisely, the adiabatic computation is polynomial time if this minimal spectral gap is at least inverse polynomial.
The motivation for the above definition is physical. The Hamiltonian operator corresponds to the energy of the quantum system, and for it to be physically realis-tic it must be local. Its ground state is the lowest energy state. We can set up a quantum system in the ground state of À Ò Ø (which is supposed to be easy to set up) and apply the Hamiltonian À Ò Ø to the system. We then slowly modify the Hamiltonian along the straight line from À Ò Ø towards À ¬Ò Ð . By the adiabatic theorem, if this transformation is performed slowly enough (how slow is determined by the minimal spectral gap), the final state of the system will be in the ground state of À ¬Ò Ð , as desired.
It is known that adiabatic computation can be efficiently simulated by standard quantum computers [8, 4] . Hence, its computational power is not greater than that of standard quantum computers. Several positive results are also known. In [4, 24] it was shown that Grover's quadratic speed-up for an unsorted search [11] can be realized as an adiabatic computation. Moreover, [6, 23, 25] showed that adiabatic computation can 'tunnel' through wide energy barriers and thus outperform simulated annealing, a classical counterpart of the adiabatic model. However, whether adiabatic computation can achieve the full power of quantum computation was not known. In fact, even the question of whether adiabatic computation can simulate general classical computations efficiently was unknown. The focus of this paper is the exact characterization of the computational power of adiabatic computation.
Before we describe our results, let us clarify one subtle point. All previous work on the subject focused on a restricted class of adiabatic algorithms, which can be referred to as adiabatic optimization algorithms. In these algorithms, À ¬Ò Ð is chosen to be a diagonal matrix, corresponding to a combinatorial optimization problem. In particular, this implies that the ground state of À ¬Ò Ð (which is the output of the computation) is a classical state, i.e., a state in the computational basis. In this paper, however, we associate the term adiabatic computation with the more general class of adiabatic algorithms, where the only restriction on À ¬Ò Ð is that it is a local Hamiltonian. We do this because, from a physical point of view, there is no reason to force the physical process described above to have a diagonal À ¬Ò Ð . Thus, our definition of adiabatic computation seems to be the natural one to use.
Results -Computational Complexity of the Adiabatic Model
Our main result clarifies the question of the computational power of adiabatic algorithms. We show:
Theorem 1 The model of adiabatic computation is polynomially equivalent to the standard model of quantum computation.
As mentioned above, one direction of the equivalence is already known [8, 4] . Our contribution is to show that standard quantum computation can be efficiently simulated by adiabatic computation. We do this by using adiabatic computation with 3-local Hamiltonians. We note that [1] made a preliminary step in the direction of Theorem 1 but the model that they considered was quite different. 2 One corollary of our main theorem is the following. We can consider the model of adiabatic computation with a more general set of Hamiltonians known as sparse Hamiltonians. These are Hermitian matrices that have at most polynomially many nonzero elements in each row and column, where we also require that the matrix is explicit in the sense that we can efficiently generate all nonzero entries in any given row or column. It was shown in [1] that adiabatic computation with such Hamiltonians can still be simulated by standard quantum computation (this extends the result of [8, 4] This corollary might be more useful in the context of algorithms and complexity, since sparse Hamiltonians seem to be mathematically easier to handle than local ones.
To summarize, our results show that questions about quantum computation can be equivalently considered in the model of adiabatic computation, a model that is quite different from the more common circuit-based models. There are two reasons why it seems worthwhile to try to design quantum algorithms in the adiabatic framework. First, there are several known powerful techniques to analyze spectral gaps of matrices, including expander theory [10] and rapidly mixing Markov chains [18, 26] . Indeed, probability theory is often used in mathematical physics to analyze spectral gaps of Hamiltonians (see, e.g., [27] ), and our proofs also make extensive use of Markov chain tools. Second, it is known that many interesting algorithmic problems in quantum computation can be cast as quantum state generation problems [1] . The problem of generating special quantum states seems more natural in the adiabatic model than in the standard model.
Results -Towards Experimental Implications
Theorem 1 shows that quantum computation can be implemented by an adiabatically evolving quantum system with ¿-local Hamiltonians. As mentioned before, adiabatic 2 Namely, [1] showed that adiabatic computation using simulatable
Hamiltonians is as powerful as standard quantum computation. Simulatable Hamiltonians are Hamiltonians that can be simulated efficiently by a quantum circuit. They are very different from local Hamiltonians, and they cannot even be written explicitly. Instead, such Hamiltonians are specified using products of local unitary matrices.
implementations of quantum computation have the advantage of being resilient to certain types of noise [3] (although the actual usefulness of this advantage remains to be further studied, both experimentally and theoretically). From a practical point of view, implementing 3-local Hamiltonians is technologically quite difficult. It would be much better to have only 2-local interactions. Another point to consider is the distance of the interactions -it is more difficult to create interaction between particles located faraway from each other. To address these issues, we prove the following theorem. This, we believe, brings the adiabatic quantum model one step closer to physical realization. Another more subtle issue is related to the nature of the spectral gap in the adiabatic computation. Our adiabatic computation evolves inside a certain subspace. In this case, the adiabatic theorem only requires the spectral gap to be non-negligible inside this subspace. This is indeed what we prove in all previously mentioned results. However, in order to obtain resistance against thermal fluctuations (see [3] ) it can be important to have a spectral gap in the entire Hilbert space. An improved analysis of our previous results gives: The proof of this theorem is omitted from this version.
Remark:
The idea to use the existence of a spectral gap for fault tolerance is not new, and is a crucial ingredient in topological (and later, geometrical) quantum computation [17, 21, 13] . Note, however, that unlike in the adiabatic model, in those models the spectral gap has no effect on the running time or on any other algorithmic aspects.
Proof Overview
We are given a quantum circuit, namely the specification of Ä unitary one-or two-qubit gates, Í ½ Í Ä , operating on a set of Ò qubits (without loss of generality we assume that the input to the circuit is fixed to be the all zero string, since the first Ò gates can be used to flip the qubits to the desired input). In order to prove Theorem 1, we need to specify an initial local Hamiltonian À Ò Ø (with a simple, known ground state) and a final local Hamiltonian À ¬Ò Ð such that two things hold. First, the ground state of À ¬Ò Ð corresponds in some way to the output of the quantum circuit, and second, the spectral gap of all the Hamiltonians on the line connecting À Ò Ø and À ¬Ò Ð is lower bounded by some inverse polynomial.
A difficulty arises already in the choice of À ¬Ò Ð . A natural first attempt would be to define À ¬Ò Ð as a local Hamiltonian with a ground state which equals the final state of the quantum circuit (which we denote by «´Äµ ). However, this state is a possibly complicated quantum superposition, unknown to us. How could we give a classical specification of a local Hamiltonian which has this state as its ground state? One might wonder why this is not trivial, since this state does have an efficient local classical description, namely the quantum circuit. However, local quantum gates, which operate one after another to generate a non local overall action, are very different from local Hamiltonians which correspond to simultaneous local constraints.
The key to the solution of this difficulty is the observation that the ground state of À ¬Ò Ð need not necessarily be the state «´Äµ . It is sufficient (under mild restrictions) that the ground state has a non negligible inner product with «´Äµ . This gives us significant flexibility in defining À ¬Ò Ð . Our idea is to turn for this purpose to a seemingly unrelated and very beautiful result by Kitaev [16] , in which he provided the first quantum AEÈ complete problem, namely, LOCAL HAMILTONIANS. This result can be viewed as the quantum analogue of the Cook-Levin theorem [22] which states that ¿ SAT is AEÈ complete. For his proof, Kitaev defines a local Hamiltonian which checks the correct propagation in time of a given quantum circuit. This is done by assigning energy penalty to states that propagate incorrectly (see Subsection 3.1.1). The ground state of this Hamiltonian is the state of the correct history of the quantum computation, in superposition:
where «´ µ is the state of the quantum circuit after the th unitary gate. The right (Ä qubits) register is a clock that counts the steps in unary representation (the superscript denotes clock qubits). It is this unary representation of the clock that enables local checking of the correct propagation from one step of the circuit to the next. Kitaev's Hamiltonian turns out to be the right choice for our À ¬Ò Ð . Crucially, it can be constructed efficiently from a given quantum circuit (in particular, there is no need to know «´Äµ .) Moreover, extracting the output of the quantum circuit from its ground state efficiently is easy: Measure all qubits, and if the clock is at state ½ Ä , the computational qubits carry the result of the circuit (otherwise, start from scratch).
defined such that its ground state is the first state in the history superposition, namely ¼ Ò ª ¼ Ä . A technical problem arises in providing a lower bound on the spectral gap of all the Hamiltonians À´×µ on the line connecting À Ò Ø to À ¬Ò Ð . To this end we map the Hamiltonian À´×µ to a Markov chain on a line of Ä · ½ sites (the sites correspond to time steps of the circuit). This mapping allows us to lower bound the spectral gap of À´×µ by applying the conductance bound [26] to the spectral gap of the corresponding Markov chain. We note that in general, applying the conductance bound requires knowing the limiting distribution of the chain, which in our case is hard since it corresponds to knowing the coefficients of the ground state. We use techniques from [5] and circumvent this problem by noticing that it is actually sufficient in our case to know very little about the limiting distribution of the Markov chains, namely that it is monotone (in a certain sense to be defined later). We deduce that the spectral gap is ª´½ Ä ¾ µ, and from this it follows that the running time of the adiabatic computation is Ç´Ä µ.
This scheme would not suffice to prove Theorem 3. The basic problem lies in arranging sufficient interaction between the computational and the clock particles, since if the particles are set on a grid, each clock particle can only interact with four neighbors. We circumvent this problem as follows. Instead of having separate clock and computational particles, we now assign to each particle both clock and computational degrees of freedom (this is what makes our particles six-state). We then construct a computation that propagates locally over the entire set of particles, snaking up and down each column of the lattice. The adiabatic evolution would now end up in the history state of this snakelike sequence of states.
Organization: In Section 2 we describe the model and state some relevant facts about Markov chains. Section 3 shows how adiabatic systems with local Hamiltonians allowing five-and later three-body interactions, can efficiently simulate standard quantum computations. Section 4 shows how to adapt the construction to a two-dimensional grid. We conclude with open questions.
Preliminaries

The Adiabatic Computation Model
For background on Ò-qubit systems, quantum circuits and Hamiltonians, see [20] . We consider quantum systems composed of -dimensional particles (we first consider ¾, namely qubits, and later ). A Hamiltonian operating on a system of Ò -dimensional particles is a Ò ¢ Ò Hermitian matrix. Its eigenvalues are sometimes called energies and the eigenvector(s) with the lowest eigenvalue are called ground state(s). We define ¡´Àµ, the spectral gap of the Hamiltonian À, to be the difference between the lowest eigenvalue of À and its second lowest eigenvalue. We say that a Hamiltonian À is -local if À can be written as È À where runs over all subsets of particles, and À operates trivially on all but the particles in (i.e., it is a tensor product of a Hamiltonian on with identity on the particles outside of ). We say that À is local if À is -local for some constant . Notice that a local Hamiltonian has a polynomial space description.
An adiabatic computation on an Ò-particle system is specified by two local Hamiltonians, À Ò Ø and À ¬Ò Ð . The ground state of À Ò Ø is required to be a tensor product state. The output of the computation is the ground state of À ¬Ò Ð . The running time is upper bounded by
where À´×µ ´½ ×µÀ Ò Ø · ×À ¬Ò Ð . In our applications, the numerator of the above expression will always be bounded from above by a polynomial in Ò. Hence, in order to show that an adiabatic algorithm is efficient, it is enough to show that for all × ¾ ¼ ½ the spectral gap ¡´À´×µµ is at least ½ Ò for some constant .
In our proofs we make use of the following fact: If there exists a subspace Ë such that for all ×, À´×µ leaves Ë invariant, and the ground state of À Ò Ø belongs to Ë , then one can replace ¡´À´×µµ in the above discussion by ¡´À Ë´× µµ, where À Ë´× µ denotes the restriction of À´×µ to Ë . The adiabatic computation model is based on the adiabatic theorem [14, 19] , which says the following. Consider a time dependent Hamiltonian À´×µ, × ¾ ¼ ½ , and a system initialized at time Ø ¼ in the ground state of À´¼µ. The adiabatic evolution is achieved by applying the Hamiltonian À´Ø Ì µ to the system, from time Ø ¼ to time Ì . The adiabatic theorem says that if Ì is chosen large enough (it suffices to take Ì as in Eq. 2) then the final state of the system is close to the ground state of À´½µ. This gives us the correctness and the running time of the adiabatic algorithm. We remark that the adiabatic theorem does not require À´×µ to be a straight line. In fact, one could define adiabatic computation with more general paths (see, e.g., [7, 3, 1] ) but we will not do it here. Our main results, and in particular Theorem 1, hold in the more general model.
Markov Chains and Hermitian Matrices
Under certain conditions, there exists a standard mapping of Hamiltonians to Markov chains (for background on Markov chains see [18] ). The following fact is useful to show that this mapping applies in our case. 
È is well defined, and is stochastic because all its entries are non-negative and each of its rows sums up to one. It is easy to verify the following fact: 
Spectral Gaps of Markov Chains
Equivalence of Adiabatic and Quantum Computation
Here we prove Theorem 1, by showing how to simulate a quantum circuit with Ä two-qubit gates on Ò qubits by an adiabatic computation on Ò · Ä qubits. We first allow five qubit interactions. We later show how to reduce it to three, using techniques that will also be used in Section 4. 
Universality of Adiabatic Computation with
The three-qubit terms in À move the states of the clock one step forward or backwards in time (or leave them unchanged). The accompanying matrices describe the associated time evolution. For the boundary cases ½ Ä , we omit one clock qubit from these terms:
We can now define:
Claim 7 is a ground state of À ¬Ò Ð with eigenvalue ¼.
Proof: Same as that of Claim 6.
We remark that for the results in this subsection the terms À ÐÓ and À ÒÔÙØ can be omitted. We introduce them here for the sake of consistency with the rest of the paper. 
The Spectral Gap
We now lower bound ¡´À Ë¼´× µµ. We consider two cases:
The case × ½ ¿: Here, À Ë¼´× µ is sufficiently close to À Ë¼ Ò Ø which has a spectral gap of ½, and we can use standard techniques (Gerschgorin's Circle Theorem [2] ) to show that the gap of À Ë¼´× µ is larger than ½ ¿. For The case × ½ ¿: We note that À Ë¼ ¬Ò Ð is the Laplacian of the simple random walk [18] of a particle on a line of length Ä · ½ . A standard result in Markov chain theory implies ¡´À Ë¼ ¬Ò Ð µ ª´½ Ä ¾ µ [18] . For large enough ×, the matrix has enough weight of a random walk to apply Markov chain techniques.
Let´« ¼ « Ä µ be the ground state of À Ë¼´× µ with the eigenvalue . Since the spectral norm of À Ë¼´× µ is at most ¾, is at most ¾. Define the Hermitian matrix ´×µ Á À Ë¼´× µ. Clearly, ´×µ satisfies the conditions of Fact 1. We obtain that the largest eigenvalue of ´×µ is positive and non-degenerate and the corresponding eigenvector´« ¼ « Ä µ has positive entries. We can now map the matrix ´×µ to a stochastic matrix È´×µ as described in Subsection 2.2. The transition matrix È´×µ describes a random walk on the line of Ä · ½ sites (Fig. 1) . This completes the proof of Theorem 1 for -local Hamiltonians.
From Five Qubits to Three
To move to three-body interactions, we modify À in Equations 5,6, by leaving in the expressions corresponding to clock qubits only those terms which correspond to the current time step :
Note that this Hamiltonian no longer leaves the subspace Ë ¼ invariant. To this end, we assign a much larger energy penalty to non-legal clock states. As we will see this will make the effect of the leakage to non-legal states negligi- To prove Theorem 1 using À ¼´× µ, we first restrict the Hamiltonian to Ë, spanned by all legal clock states. We view Ë is a direct sum of ¾ Ò orthogonal subspaces, denoted Ë , for ¾ ¼ ¾ Ò ½ , defined as follows. Recall that Ë ¼ is spanned by , the states which the circuit reaches starting from the input ¼ Ò . The space Ë is defined accordingly, as the span of the states which the quantum circuit reaches starting from the th input. It is easy to check: 
¼ ¼ ¼ ½
We can now use a geometrical lemma by Kitaev (Lemma 14.4 in [16] ) that bounds the ground energy of the sum of two Hamiltonians. It states that if the spectral gaps of both Hamiltonians are larger than £, and the angle between the two ground spaces is , then the ground energy of the sum is at least ¾£ × Ò ¾´ ¾µ. In our case, the spectral gaps are ª´½ Ä ¾ µ by Claim 9. Moreover, the angle between the ground states satisfies Ó×´ µ ½ ½ Ä by the monotonicity of the ground state of À Ë¼´× µ. It follows that the ground energy of À ¼ Ë ´×µ is ª´½ Ä ¿ µ for all Ë with ¼ .
We now claim that the results of Claim 12 are approximately correct even without the restriction to Ë. This will imply Theorem 1. Denote by the subspace orthogonal to Ë The intuition is that since Â, the energy penalty given to states in , is very high, these states cannot appear in the ground state of the Hamiltonian with large weights, and so the interaction with them does not affect the lower energy states that much. This is true as long as Â is much larger than Ã, the size of the interaction between the spaces and Ë.
(We note that similar ideas were used in [15] 
Two-Body Local Interactions on a TwoDimensional Lattice
In this section we prove Theorem 3. First, assume without loss of generality that the quantum circuit operates on Ò qubits arranged in a line, and the circuit consists of Ê rounds, where each round is composed of Ò nearest neighbor gates (some can be the identity gate), as in Figure 2 . The first gate in each round is a one-qubit gate applied to the first qubit. For ¾ Ò , the th gate is a two-qubit gate applied to qubits ½ and . This can be done by introducing extra identity and swap gates. The adiabatic computation is performed ondimensional particles, arranged on a two-dimensional square lattice with Ò rows and Ê · ½ columns. Each column will correspond to a round of the computation of the circuit. The six internal states of each particle are divided to four groups, corresponding to four "clock" degrees of freedom: "unborn": , "first phase": , "second phase": ¶ ·
, and "dead": ¢ . The two "first phase" states and two "second phase" states correspond to computational degrees of freedom, namely to the "zero" and "one" state of a qubit. We write to denote a general state that belongs to the subspace spanned by and . Similarly, Ñ denotes a state in the space spanned by ¶ and · . We now define the states . The state transforms to ·½ by changing the particles on the lattice in an order that resembles a propagation of a snake. See Figure 3 for illustration. Fig. 3a shows the state at the beginning of the Öth round. The Ò particles in the Öth column are in their "first phase", where their computational degrees of freedom are in the state of the circuit's qubits in the beginning of the Öth round, i.e., the superposition obtained by mapping ¼ to and ½ to . (For Ö ½ this is the initial state ¼ which corresponds to the all ¼ input to the quantum circuit. ¼ is thus the state in which the particles in the leftmost column are in whereas the rest are "unborn": .) The next stage is a "downward" stage (Fig. 3b) . In this stage the gates of the Öth round of the circuit are applied one by one on the particles, from top to bottom. The particles on which the gates have been applied are now in their "second phase" while their computational degree of freedom has changed according to the gate that was applied. Once we reach the bottom-most particle in the column, we start the "upward" stage, in which we move from bottom to top, in the same column. For each particle we reach, we copy its computational state one column to the right (Fig. 3c) to a particle whose phase now is "first". The phase of the copied particle becomes "dead". Once this moving stage is over (Fig. 3d) 
The Hamiltonian
The notion of a legal clock state is now slightly more complicated. To define it we consider only which phase each particle is in (unborn, first, second, or dead) ignoring the computational degrees of freedom. A state is a legal clock state if the phases of the particles are in the same shape as one of the four possible shapes in Figure 3 . The following claim is easy to verify (see Table 1 ).
Forbidden
Guarantees that To define À ¬Ò Ð we once again define the terms À to check the propagation from to ·½ . Since differs from ·½ only in two adjacent lattice sites, this is a twobody nearest neighbor Hamiltonian. There are two types of stages: an "upward" stage and a "downward" stage, and thus À À´Ù µ ·À´ µ . For the upward stage, in which all that is supposed to happen is that the particle moves to the right and does not change its internal qubit state, the Hamiltonian is: where the left particle is followed by the right particle. The first two lines correspond to changing the state ¶ into ¢ . The second two lines are similar for · and ¢ . For the downward stage, À´ µ needs to check that a twoqubit gate is applied correctly. We denote the upper particle involved in this gate first, followed by the lower particle in 5 ); everywhere else À´ µ is zero. The Hamiltonians À for the edge cases, i.e., the top most and bottom most particles of each column, are defined similarly, where the only difference is that the first gate of a round in the quantum circuit is a one-qubit gate, and so À operates only on one particle. Formally, if Í is the corresponding gate, we define À as the ¢ matrix 
Like in Subsection 3.2, À deals with edge cases. These are slightly more complicated in this case, and we leave the details to the final version.
To prove Theorem 3, we show that the spectral gap of
À´×µ is ª´½ Ä ¿ µ and that the ground state of À ¬Ò Ð is close to the history state . The proof is essentially identical to that of Subsection 3.2 and we do not repeat it here.
Open Questions
Many important open questions remain. Firstly, we hope that the adiabatic framework might lead to the discovery of new quantum algorithms. As shown in this paper, tools from probability theory might turn out to be useful. It would also be interesting to understand known quantum algorithms in the adiabatic language. Secondly, the possibility of fault tolerant adiabatic computation deserves to be studied both experimentally and theoretically. Lastly, the parameters presented in this work can probably be improved. For example, it might be possible to shorten the running time of our adiabatic simulation. Decreasing the dimensionality of the particles used in Theorem 3 from six to two or three might be important for implementation applications. An interesting question is whether Theorem 3 can be achieved using a one dimensional instead of a two dimensional grid.
