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Cap´ıtulo 1
Introduccio´n
El desarrollo de la tecnolog´ıa aerona´utica en el campo de los veh´ıculos ae´reos
no tripulados (UAVs) ha abierto nuevas posibilidades de aplicacio´n de las te´cni-
cas de procesamiento de ima´genes tomadas en tiempo real desde estos veh´ıculos.
La presencia en el mercado de pequen˜os UAVs de bajo costo con capacidad para
portar pequen˜as ca´maras de v´ıdeo de alta resolucio´n y de realizar despegue verti-
cal con posibilidad de movimiento en cualquier direccio´n del espacio, hace posible
abordar nuevos retos en el campo de la deteccio´n y seguimiento de determinadas
situaciones de la realidad. Por ejemplo:
Intervencio´n y coordinacio´n en cata´strofes naturales: incendios, naufragios,
manchas de petro´leo en el mar, etc. (deteccio´n y seguimiento de incendios,
deteccio´n y seguimiento de manchas de petro´leo en el mar).
Identificacio´n de a´reas de cultivo con determinadas anomal´ıas
La vigilancia de fronteras
Inspeccio´n de infraestructuras como l´ıneas ele´ctricas, redes de poliductos o
redes de gasoductos
Seguimiento y control del tra´fico de veh´ıculos terrestres
Control de edificaciones en zonas urbanas
Vigilancia ae´rea o mar´ıtima
Estas posibilidades se ampl´ıan cuando en lugar de un UAV utilizamos mu´lti-
ples UAVs siguiendo una pol´ıtica coordinada de cooperacio´n en la realizacio´n de
la correspondiente tarea. E´stas posibilidades constituyen uno de los principales
elementos motivadores para el presente trabajo de investigacio´n, en el que nos
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planteamos el problema de la bu´squeda, identificacio´n y seguimiento de a´reas
geogra´ficas desde UAVs utilizando visio´n artificial.
1.1. Antecedentes
Este trabajo tiene sus or´ıgenes en los trabajos previos desarrollados por el
grupo de investigacio´n ISCAR. Concretamente a trave´s del proyecto con la em-
presa EADS-Casa al amparo del art´ıculo 83 de la LOU titulado “Evaluacio´n
de te´cnicas de Inteligencia Artificial para toma de decisiones y optimizacio´n de
estrategias” aplicadas al campo de la simulacio´n para UAVs
Los trabajos anteriores tiene su continuacio´n en el proyecto CICYT (DPI2006-
15661-C02-01) actualmente en activo titulado “Plataforma de planificacio´n, sim-
ulacio´n y control para colaboracio´n de mu´ltiples veh´ıculos auto´nomos marinos y
ae´reos”. Bajo la cobertura de este proyecto el autor de este trabajo posee una
beca FPI, que ha posibilitado la estancia de los cuatro u´ltimos meses en el MIT
en USA.
Algunos trabajos han sido divulgados en el marco de la investigacio´n y con-
stituyen una fuente de referencia [PROL+08, RAPdlC07, RAdlCP06]:
Los objetivos del proyecto DPI2006-15661-C02-01 son los siguientes:
1. Desarrollar una arquitectura (plataforma) software para la identificacio´n y
seguimiento de superficies geogra´ficas mediante UAVs dotados de sistemas
de percepcio´n.
2. Realizar un estudio sobre el estado del arte de los diferentes subproblemas.
3. Analizar y desarrollar algoritmos de “Asignacio´n de Tareas y Planificacio´n
de Caminos” para UAVs. Esta tarea la podemos descomponer en las sigu-
ientes subtareas.
Asignacio´n y planificacio´n automa´tica de tareas para los UAVs
Generacio´n automa´tica de caminos para cada UAV en funcio´n de las
tareas asignadas
Automatizacio´n de la toma de decisiones en la generacio´n de caminos.
4. Desarrollo de modelos de entorno para desarrollar las diferentes misiones.
5. Estudiar y adaptar nuevos algoritmos para las aplicaciones previstas
6. Identificar nuevos problemas y abrir nuevas v´ıas de investigacio´n
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1.2. Objetivo del presente trabajo: Identificacio´n y seguimien-
to de superficies geogra´ficas
Las aplicaciones citadas al principio del presente cap´ıtulo participan de una
serie de caracter´ısticas comunes que podemos resumir en cuatro:
1. Generacio´n de una trayectoria que lleve el UAV a la zona de bu´squeda.
2. Bu´squeda del objetivo siguiendo trayectorias con ma´xima probabilidad de
deteccio´n.
3. Identificacio´n del contorno del objetivo
4. Seguimiento del objetivo y transmisio´n de su ubicacio´n a una estacio´n ter-
restre.
El objetivo vendra´ identificado por el per´ımetro de un a´rea geogra´fica que
podra´ ser esta´tica o dina´mica. En el segundo caso nos referiremos siempre a
objetivos que se desplazan a una velocidad compatible con la velocidad de los
UAVs.
La generacio´n de una trayectoria esta´tica o´ptima que lleve el UAV a la zona
de bu´squeda, evitando obsta´culos y zonas de riesgo, ya ha sido abordada por el
grupo de investigacio´n utilizando te´cnicas de programacio´n matema´tica (MILP)
y te´cnicas heur´ısticas (algoritmo A* y gene´ticos). En el presente trabajo se han
analizado los otros tres problemas: Bu´squeda, identificacio´n y seguimiento (ver
figura 1.1), problemas ya planteados en la literatura como Justin et Al. y Eric
W. Frew et Al. argumentan en [CF05] y [Fre04] respectivamente. Desde el punto
de vista de nuestro problema en cuestio´n se puede dividir en tres bloques que se
complementan:
1. Bu´squeda de una trayectoria que recorra una zona buscando puntos que
acumulen la ma´xima probabilidad de encuentro del contorno. La trayecto-
ria planificada se interrumpira´ cuando se detecte el contorno (criterio de
deteccio´n). Se utilizara´ una funcio´n espacial de probabilidad de encuentro
del contorno. El criterio de deteccio´n sera´ la identificacio´n por primera vez
de una seccio´n del contorno. La aportacio´n en este tema es un estudio de
te´cnicas de bu´squeda de objetos esta´ticos bajo incertidumbre y bu´squedas
de objetivos dina´micos; la creacio´n de un algoritmo de contencio´n utilizan-
do contornos; y el desarrollo de una estrategia de bu´squeda h´ıbrida donde
se tiene en cuenta la contencio´n y la bu´squeda de ma´xima probabilidad.
Aparte se introduce la posibilidad de usar te´cnicas de contencio´n para la
monitorizacio´n de superficies geogra´ficas.
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2. Identificacio´n del objetivo y extraccio´n del contorno. Para la identificacio´n
se necesita conocer las propiedades del objeto que se busca. En el caso con-
creto de una mancha de petro´leo, las propiedades de a´rea, per´ımetro y
posicio´n (contorno) son necesarias. La aportacio´n en este problema es la es-
pecializacio´n de algoritmos de procesamiento de ima´genes para identificar
superficies geogra´ficas aplicado a una mancha de petro´leo y el desarrollo
un generador trayectoria de alto nivel que permita el seguimiento de con-
torno de forma horaria. Para su posterior monitorizacio´n se introduce una
estrategia para ajustar una forma elipsoidal o poligonal.
3. Seguimiento o monitorizacio´n del objetivo. Dependiendo del objetivo,
es necesaria la monitorizacio´n del mismo. Por ejemplo en misiones de con-
tencio´n de fuego la monitorizacio´n es imprescindible para la coordinacio´n
de los recursos de contencio´n y para la toma de decisiones. En este tema la
aportacio´n se centra en el desarrollo de un nuevo algoritmo para la moni-
torizacio´n de superficies sobredimensionadas por medio de un enjambre de
agentes.
Figura 1.1: El primer subproblema es encontrar la trayectoria que maximice
la probabilidad de encontrar el objetivo. El segundo subproblema es esquiv-
ar obsta´culos inesperados, el tercer subproblema incluye la identificacio´n y el
seguimiento
El sistema tiene que poder adaptarse a cada una de las situaciones tenien-
do siempre en cuenta la seguridad del camino, es decir evitar las colisiones. El
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seguimiento del objetivo dependera´ de cada problema en cuestio´n. Por ejemplo en
monitorizacio´n de fuego D. W. Casbeer et Al. [CBM+05], es importante hacer un
seguimiento constante del objetivo para poder orientar a los servicios terrestres.
Dentro de este trabajo se abordan los subproblemas de bu´squeda, identifi-
cacio´n y seguimiento. Adema´s se propone una arquitectura que permita la iden-
tificacio´n de superficies terrestres sobre UAVs. El trabajo se organiza de forma
que en el cap´ıtulo 2 se aborda el problema de la bu´squeda de objetivos dina´mi-
cos con incertidumbre, que se corresponde con el subproblema 1. El capitulo 3
se centra en la identificacio´n de superficies terrestres sobredimensionadas, que
corresponde con el subproblema 3. Y Finalmente en el cap´ıtulo 4 se trata la mon-
itorizacio´n y seguimiento de superficies, que corresponde con el subproblema 4.
Para cada uno de los subproblemas se muestran los resultados obtenidos medi-
ante las diferentes estrategias de test utilizadas. En el ape´ndice B se muestra un
disen˜o y implementacio´n de la arquitectura que ha permitido la prueba de los
algoritmos para la identificacio´n y seguimiento de superficies geogra´ficas.

Cap´ıtulo 2
Bu´squeda
En este cap´ıtulo exploramos el problema de la bu´squeda desde una perspectiva
general, no limitada a unas a´reas geogra´ficas. En el ape´ndice A se muestran dos
ejemplos del uso de los algoritmos presentados a superficies geogra´ficas.
2.1. Introduccio´n
La bu´squeda cooperativa ha sido estudiada en los u´ltimos ocho an˜os [BH06,
WSZ05, YMP02, YMP04]. Realizaremos una revisio´n de las estrategias utilizadas
para bu´squeda estad´ıstica y se aborda un nuevo concepto para objetivos dina´mi-
cos utilizando la frontera de la probabilidad. Extendemos [BH06] incorporando
seguimiento de contorno, definiendo el contorno o frontera como los u´ltimos lu-
gares donde las probabilidades del objetivo son propagadas debido al movimiento
de este. Mientras que en [BH06] se habla sobre un problema de colocacio´n de los
UAVs, aqu´ı el concepto de bu´squeda toma mayor importancia. La prediccio´n
basada en cadenas de Markov proporcionara´ un incremento de probabilidades
positivas en las zonas de la frontera, lo que significa que la probabilidad de en-
contrar al objetivo en las fronteras es probable y por lo tanto intentaremos que
el objeto no escape. Es decir una estrategia de contencio´n. Esta estrategia tam-
bie´n puede proporcionar soluciones a vigilancia de fronteras con incertidumbre,
reconstruccio´n de entornos, seguimiento de contornos sobredimensionados e iden-
tificacio´n de superficies geogra´ficas.
2.1.1. Objetivo
La idea es buscar la frontera de las posiciones donde el objetivo podr´ıa moverse
adelanta´ndonos mediante prediccio´n, e intentar realizar una contencio´n de e´ste.
El objetivo de este cap´ıtulo es estudiar el uso de una estrategia h´ıbrida que
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toma en consideracio´n la bu´squeda de ma´xima probabilidad (bu´squeda de pico)
y la frontera del mapa de probabilidad. Se usa el mapa de probabilidad como la
informacio´n de la bu´squeda y se utiliza como una funcio´n de aprendizaje para
conducir las decisiones de los UAVs. La estrategia de frontera se utiliza para
contener el objetivo y la bu´squeda de pico es para objetivos ma´s esta´ticos o que
mueven en una zona uniforme. El gradiente del mapa de probabilidad actual y las
probabilidades predichas son utilizadas para calcular la frontera en el siguiente
paso temporal. El disen˜o del algoritmo de bu´squeda esta´ basado en la formulacio´n
de un controlador PD, con un termino derivativo que es la frontera, y un te´rmino
proporcional que son los picos.
2.1.2. Escenario
El escenario es ba´sicamente una regio´n poblada por objetivos que necesitan
identificacio´n por algunos agentes (UAV). Los objetivos son dina´micos, as´ı que se
mueven sobre el entorno. El entorno es dividido en celdas M ×N con el taman˜o
del alcance del sensor del UAV. La decision de la trayectoria depende de que
celda debera´ observar el UAV en el siguiente paso temporal. Cada celda contiene
la informacio´n necesaria para la bu´squeda como una matriz M ∈ RM×N . El
movimiento del objetivo esta´ definido por una matriz de transicio´n y la velocidad
para moverse de una celda a otra. Cada celda de la matriz de transicio´n significa
Aji
.= P{Xk+1 = j|Xk = i}, as´ı que la probabilidad del objetivo para saltar
de una celda a otra es conocida por el UAV, pero no la posicio´n real. El mapa
de probabilidad P ∈ RMN es la informacio´n del entorno para el movimiento del
objetivo.
2.2. Mapas Probabil´ısticos
Antes de entrar en detalles sobre la bu´squeda es necesario definir como inter-
pretar la informacio´n. Para su mejor entendimiento vamos a suponer en principio
que los objetivos son esta´ticos. En la literatura podemos encontrar bastante infor-
macio´n [YMP04]. Luego se extendera´ a objetivos dina´micos [BH06], es decir, que
pueden modificar su posicio´n. No existe casi literatura concerniente a la bu´sque-
da de objetivos dina´micos con incertidumbre. La principal fuente de informacio´n
son art´ıculos relacionados con cadenas de Markov. La idea principal es que no
sabemos exactamente donde se encuentra el objetivo, pero tenemos una certeza
de donde puede estar. Para modelar esa certeza se usara´n mapas probabil´ısticos.
Desde el punto de vista continuo P i(x, y) es la funcio´n que nos proporciona la
probabilidad de encontrar el objetivo i en la posicio´n en el espacio x, y. Dado que
tenemos un a´rea donde el sensor del UAV puede actuar, podemos discretizar el
entorno en celdas del taman˜o del alcance del sensor. Al discretizar se podra´ inter-
pretar como cadenas de Markov (solamente se tiene en cuenta el estado anterior)
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y podra´n ser aplicadas para objetivos dina´micos. As´ı, podemos pensar en una
matriz P que representa el entorno discretizado. Cada posicio´n de la matriz de-
terminara´ la probabilidad de encontrar el objetivo en esa regio´n. As´ı la matriz
queda definida en 2.1. Un valor de cero representa que es imposible encontrar
lo que se busca en esa celda. En caso contrario, es decir, un 1, implica que la
certeza de encontrar el objetivo en ese lugar es ma´xima. Como se introdujo en la
definicio´n del escenario, la matriz o mapa probabil´ıstico es de taman˜o M ×N .
P i(i, j) = Pr(i, j), donde
∑
i,j
Pr(i, j) = 1 (2.1)
La complejidad de ca´lculo es O(cte) que es el tiempo que se tarda en acceder
a la posicio´n en la matriz. El taman˜o de la matriz viene dado por el disco de
accio´n del sensor (ca´mara) y por el taman˜o de la regio´n de bu´squeda (Ej. para
un radio de accio´n de 100 metros del sensor y una regio´n de 1 km2, la matriz P
tendra´ un taman˜o de 10× 10.
2.2.1. Mapas esta´ticos
Un mapa esta´tico implica que no existe ningu´n movimiento de los objetivos.
El mapa probabil´ıstico so´lo sera´ modificado por la accio´n del sensor. Para ello
se introduce el concepto del mapa temporal P ik. Para cada instante k existe una
matriz de probabilidades. La prediccio´n de encontrar el objetivo en el instante k
esta´ descrita as´ı:
Pk|k = Pˆk|k (2.2)
Sea la accio´n X del sensor una funcio´n determinista que decide si hay pres-
encia o no del objetivo, el mapa de probabilidades sera´ modificado por la accio´n
deteccio´n, actualizando el valor en esa celda y normalizando la matriz.
Pj = Pijδ(X = 1) + (1− Pij)δ(X = 0) (2.3)
2.2.2. Mapas dina´micos
Con objetivos dina´micos es necesario tener en cuenta la dina´mica del objeto
que queremos identificar. El mapa probabil´ıstico toma un significado parecido,
pero este mapa determinara´ la probabilidad del objetivo para moverse desde
la celda i a la celda j. Segu´n el escenario definido anteriormente, algunos obje-
tivos dina´micos deben ser identificados por el UAV en una regio´n determinada. El
movimiento probabil´ıstico del objetivo (matriz de transicio´n A) y las caracter´ısti-
cas del UAV son conocidas. El controlador de bu´squeda conduce las decisiones del
UAV para detectar los objetivos utilizando el entorno como una funcio´n de apren-
dizaje que sera´ actualizada cada vez que se realiza una observacio´n. El objeto se
movera´ de acuerdo con su capacidad de movimiento y el objetivo es encontrar el
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ma´ximo nu´mero de objetos posibles en el menor tiempo posible. El entorno dis-
cretizado esta´ compuesto por: el mapa de probabilidad para cada objetivo P ik; el
estado de los UAVs uik; la frontera predicha para las probabilidades en el siguiente
paso temporal ∆P ik.
A ∈ RMN,MN = αij Es la matriz de transicio´n del objetivo para el entorno
MxN . Representa la probabilidad de que el objetivo se mueva a la celda
i ∈ 1, · · · ,MN en el instante k + 1 desde la celda j ∈ 1, · · · ,MN en el
instante k.
Pik Es el mapa de probabilidad, si el entorno se divide en celdas en el
instante k para cada objetivoi. El paso de prediccio´n en el instante k + 1
es calculado como:
Pk+1|k = APk|k (2.4)
Teniendo en cuenta las medidas Y de deteccio´n tomadas por el sensor Py =
Pijδ(X = 1)+(1−Pij)δ(X = 0), y usando un vector en vez una matriz para
representar el mapa probabil´ıstico, cada valor nuevo de la celda sera´ definido
por la siguiente ecuacio´n:
Pi(Yk+1|k) =
N∑
j=1
(Pr(ik+q | jk)Pj(Yk | k)) (2.5)
=
N∑
j=1
βijPj(Yk|k),
∑N
i=1 βij = 1 (2.6)
∆Pik Es el gradiente de la prediccio´n del objetivo i en el instante k y es uti-
lizado para definir la frontera como las aristas de la regio´n de probabilidad.
Utilizando Eq. 2.4 el gradiente de la prediccio´n esta´ definido como:
∆Pik+1 =
(
APik
)− P ik (2.7)
Pck Es el mapa de probabilidad global, que es una combinacio´n lineal de P
i
k
como es mostrado en Eq. 2.8.
Pck =
∑
βiPik,
n∑
i
βi = 1 (2.8)
∆Pck Es el gradiente global de la prediccio´n. Ana´logamente a la Eq. 2.7
pero utilizando el mapa global de probabilidad, podemos derivar la formula
como:
∆Pck+1 =
∑
βi∆Pck,
n∑
i
βi = 1 (2.9)
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2.3. Estrategia de ma´xima probabilidad
La estrategia de ma´xima probabilidad intenta que el UAV acumule la ma´xima
probabilidad de encontrar al objetivo en su trayectoria. Teniendo el movimiento
probabil´ıstico del objeto a detectar podemos optimizar el camino para conseguir la
ma´xima recompensa que es encontrar el objetivo. Esta estrategia puede tambie´n
ser llamada estrategia de pico. Como podemos observar en la figura 2.1, la regio´n
de probabilidad forma unas curvas de nivel donde el centro en este caso representa
la ma´xima probabilidad. El camino buscado ira´ al epicentro de las probabilidades
o pico de la funcio´n probabilidad. Con la toma de muestras y el paso del tiempo
conseguimos que el mapa se allane en las zonas visitadas y que la probabilidad
crezca en las zonas no visitadas, siempre de acuerdo con la matriz de transicio´n
que define la dina´mica del objetivo.
Figura 2.1: Trayectoria de ma´xima acumulacio´n de probababilidad
Las decisiones que tome el UAV influira´n en la trayectoria y por lo tanto en
la acumulacio´n de probabilidades de encontrar al objeto.
k → {P k}
k + 1→ {P k + P k+1}
k + 2→ {P k + P k+1 + P k+2}
La ecuacio´n a optimizar bajo la condicio´n que la deteccio´n o no deteccio´n no
afecta sobre el computo es la siguiente:
Jki,j = arg ma´x
∞∑
k
P k (2.10)
El algoritmo para encontrar la solucio´n del camino de ma´xima acumulacio´n
es explicado posteriormente en la estrategia h´ıbrida.
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2.4. Estrategia de contencio´n de frontera
Dada alguna probabilidad de movimiento la estrategia de contencio´n en vez
de visitar la celda que maximiza la probabilidad de encontrar el objetivo, intenta
contener la propagacio´n del objetivo visitando las celdas que es ma´s probable
que e´ste se mueva, anteponie´ndose a los movimientos. Dividimos el entorno en
celdas M×N y colocamos el objetivo con su mapa de probabilidad asociado en la
celda i, j. Si tenemos una distribucio´n uniforme para la propagacio´n del objetivo,
dina´mica completa para ir a cualquiera de las celdas adyacentes y asumimos que
no existen observaciones o medidas desde el UAV, las celdas donde el objetivo
puede ser encontrado en el conjunto 8-conectado de celdas de i, j. Este conjunto de
celdas es exactamente la frontera de las probabilidades. Utilizando la prediccio´n
como la manera para conocer que celdas el objetivo posiblemente visitara´ en
el siguiente instante de tiempo, la frontera o contorno de las probabilidades es
definido con el paso de la prediccio´n.
Figura 2.2: Trayectoria de contencio´n
2.4.1. Definicio´n de frontera
∂Bik Es la frontera local en el instante k del objetivo i. Como el gradiente
calculara´ tambie´n pesos negativos debido al decremento de la probabilidad,
es necesario combinar el mapa de probabilidad Pik y el gradiente predicho
∆Pik+1. La frontera local son las celdas donde en el instante k son cero y
en el instante k + 1 son mayores que cero. As´ı que el objetivo podr´ıa ser
encontrado en esas celdas en el siguiente instante de tiempo.
∂Bik+1
.=
(
Pik = 0 ∧∆Pik+1 > 0
)
(2.11)
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∂Bck Es la frontera global, una combinacio´n lineal de P
c
k . Podemos derivar
de la misma forma que se realiza en la Eq. 2.11.
∂Bck+1
.=
(
Pck = 0 ∧∆Pck+1 > 0
)
(2.12)
Tambie´n podemos definir el contorno global usando el cierre y el interior y
calculando la interseccio´n para computar la frontera Eq. 2.14. El proceso para su
ca´lculo es el siguiente:
Sea Sik el cierre ∂B
i
k y S
i0
k el interior de ∂B
i
k, cada frontera local es definida
como:
∂Bik = S
i
k \ Si0k (2.13)
La regio´n definida por ∂Bik, sera´ R
i
k = S
i
k. Si la interseccio´n de las regiones
es calculada Ik =
⋂n
i=1R
i
k el contorno global es definido como sigue:
∂Bck = Ik \ I0k (2.14)
La frontera puede ser resuelta como un problema de deteccio´n de bordes
ampliamente estudiado en segmentacio´n de ima´genes. As´ı que ana´logamente a
una formulacio´n con ima´genes, definimos la frontera como una matriz binaria
B ∈ [0, 1]M×N donde
B[i, j] =
{
1 if Bi,j ∈ ∂B,
0 if Bi,j /∈ ∂B.
Figura 2.3: Fronteras combinadas. Bc12k = α(B
1
k +B
2
k) and B
c3
k = B
3
k. La frontera
global es una combinacio´n lineal: Bck = α(B
c12
k +B
c3
k )
Las aristas o bordes pueden ser encontradas utilizando el gradiente, que en
este caso es la diferencia entre las probabilidades predichas en el instante k +
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1 y las probabilidades actuales en k. No todos los bordes son necesarios para
extraer la forma exterior de la regio´n como en procesamiento de ima´genes, so´lo las
transiciones entre cero y no cero en el paso de prediccio´n. Dependiendo del numero
de objetivos dos tipos de fronteras ha sido definidas: Frontera local, asociada con
cada objetivo (la frontera de la regio´n descrita por los posibles lugares que el
objetivo puede ir); Frontera global, que combina todos las fronteras locales.
Tenemos la unio´n de las fronteras pero es imposible extraer informacio´n co-
mo el nu´mero de zonas de probabilidad que hay en el entorno. Hay que pensar
que tenemos fronteras probabil´ısticas que algunas intersecan y otras permanecen
aisladas. Para recuperar esa informacio´n de los mapas de probabilidad, una seg-
mentacio´n de la imagen binaria es necesaria. La frontera son los puntos de la
curva parame´trica (x(t), y(t)) para cada regio´n, as´ı un algoritmo de seguimiento
de contorno es necesario.(e.j. para cada punto de la frontera queremos encontrar
el punto siguiente y el punto anterior). Existen numerosos me´todos propuestos
en la literatura de visio´n por computador. Como tenemos un mapa binario de la
frontera global cualquier me´todo sera´ suficientemente ra´pido para procesamiento
en tiempo real. Utilizando este me´todo podemos extraer las propiedades de cada
regio´n formadas por la propagacio´n de las probabilidades del objetivo.
Fronteras para objetivos ra´pidos
Con dina´micas de gran velocidad el paso de propagacio´n se realiza muchas
veces y produce que el contorno se disperse demasiado ra´pido. La definicio´n de
la frontera en Eq. 2.12 es una frontera del 100 %, que significa que toda la prob-
abilidad esta´ contenida en su interior. En vez de propagar todas las celdas en la
prediccio´n del contorno, un umbral δ es utilizado para reducir la dispersio´n. El
nuevo contorno es definido como la frontera que contiene el R% de las probabil-
idades (Eq.2.15). Celdas con baja probabilidad no son tomadas en consideracio´n
restringiendo la masa de probabilidad incluso cuando el objetivo es ra´pido.
∂BckR% = (P
c
k > δ ∧∆P′ck+1 > 0) (2.15)
∆P′ck+1 = AP
′c
k − P ′ck donde P ′ck = P ck > δ (2.16)
2.4.2. Midiendo el rendimiento
En esta seccio´n se muestra una forma de medir la eficiencia y rendimiento
del controlador de frontera. Si las observaciones son siempre que el objetivo no
es encontrado, algunas medidas son extra´ıdas para conocer el rendimiento de la
estrategia en diferentes escenarios. Estas medidas nos indican si el controlador
puede manejar la situacio´n. La probabilidad de e´xito y el nu´mero de UAVs nece-
sarios para el e´xito de la misio´n dependiendo de la dina´mica del objetivo como
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Figura 2.4: La huella del sensor define el taman˜o de la celda. Los segundos nece-
sarios para que el objetivo cambie de una celda a otra y la velocidad del UAV
para observar la celda i definen el para´metro kupdate.
la tasa de actualizacio´n de la propagacio´n versus las celdas visitadas por el UAV
(Sea el taman˜o de la celda lxl y definiendo la dina´mica del objetivo como el tiem-
po en media para cambiar de una celda a otra, kupdate = l/vtargetl/vUAV+tObservation
que puede ser simplificado si tObservation ≈ 0 como kupdate = vUAVvTarget). Si
el para´metro kupdate incrementa el UAV tiene ma´s tiempo para visitar celdas.
En caso opuesto el objetivo es ma´s ra´pido, as´ı que el nu´mero de celdas que el
UAV puede visitar se reduce.(e.j. Asumiendo que la velocidad media del objeto
es 10 mps y el la huella del sensor del UAV puede capturar 100 m en una altura
determinada de vuelo a partir del ı´ndice focal de la ca´mara. Definimos la celda
con 100 m de longitud de lado. El objetivo podr´ıa cambiar a cualquier celda con
un mı´nimo tiempo de 5 segundos, as´ı usando un kupdate de 8 significa que la
velocidad del UAV debera´ ser de 288 mps).
Principalmente el controlador de contorno tendra´ e´xito en dos casos. El primer
caso cuando el UAV puede visitar todas las celdas de frontera antes del siguiente
paso de propagacio´n. El segundo caso ocurre cuando al calcular el contorno global
un conjunto vac´ıo es devuelto. Esto ocurrira´ cuando no exista ninguna fuente para
las probabilidades.
Definimos e´xito como el nu´mero de celdas de frontera visitadas dividida por
el nu´mero total de celdas de frontera.
success = #
| ∂B |k
∂BTOT
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Probabilidad de e´xito, P (success), muestra como el controlador trabaja de
acuerdo con el entorno y los para´metros del objetivo.
P (success) =
1
total
∑
i
successi
Tomando en consideracio´n el objetivo, el e´xito del controlador depende ex-
clusivamente en cuantos objetos son encontrados. As´ı, esta primera definicio´n de
e´xito se refiere al caso peor.
El limite del e´xito para la contencio´n puede ser calculado anal´ıticamente bus-
cando la interseccio´n de la caja del UAV definida por su dina´mica y la propagacio´n
de la frontera formada por el objetivo. ∆T sera´ el tiempo que se necesita para
llegar a la frontera propagada. (e.j para una una distribucio´n uniforme en un
entorno MN existe una expansio´n de 2(N +M + 2K)− 4, ver figura 2.5).
Figura 2.5: Ana´lisis del tiempo para la contencio´n de la frontera
2.4.3. Algoritmo de contencio´n
El algoritmo de contencio´n se divide en tres pasos importantes explicados en
la figura 2.6, donde se producen las observaciones de los UAV, luego se efectu´a el
planeamiento del camino y finalmente si se necesita la propagacio´n del objetivo
se realiza, dando paso de nuevo a la fase de observacio´n.
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Figura 2.6: Algoritmo de contencio´n, diagrama de flujo abstracto para la arqui-
tectura del sistema
Actualizacio´n por Observacio´n
La actualizacio´n del mapa depende de la observacio´n tomada por una ca´mara
modelada de forma determin´ıstica, donde la salida es 1 cuando el objetivo es
detectado y 0 cuando no es detectado. (Eq. 2.3). El conjunto de observaciones
entre cada paso de propagacio´n conducira´ la bu´squeda. Las medidas restringira´n
la regio´n del la posicio´n probable del objetivo. El mapa de probabilidad y el mapa
de contorno son actualizados con la medida.
Planeamiento del Camino
Para decidir la trayectoria que el UAV seguira´, partimos desde estas hipo´tesis
extra´ıdas del entorno:
Una estrategia de seguimiento de contorno no puede ser utilizada si no
existe frontera o si e´sta esta´ lejos.
Si existe alguna frontera cerca del UAV, e´ste tiene que seguirlo de una
alguna forma “o´ptima”.
Sea uk la posicio´n del UAV en el instante k y dk+1 el destino del UAV, se
presenta un algoritmo 2.4.3 que tiene en cuenta las hipo´tesis mencionadas. Si no
existe frontera el UAV intentara´ acercarse a la celda con ma´xima probabilidad de
encontrar el objetivo (bu´squeda del pico “greedy”). En el caso de que una frontera
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este presente pero lejos, el UAV ira´ a la celda ma´s cercana de frontera (contencio´n
de frontera “greedy”). Es posible ir a la celda con ma´ximo gradiente pero es muy
importante llegar cuanto antes posible a la masa de probabilidad para reducir la
incertidumbre, as´ı la estrategia para ir a celda ma´s cercana proporciona una mejor
tasa de e´xito. Finalmente si el UAV tiene la frontera cerca, seguira´ el contorno de
una manera “o´ptima” utilizando un planeamiento del camino de paso adelante.
algorithm 1 Algoritmo de Path Planning
if
∑
i∈adj(uk) B
c
k = 0
if ∂Bck = ∅
GreedyPeakF inding
dk+1 = cq wherePck(cq) = ma´x P
c
k
Determine cras the adjacent cell of uk that is in the direction of dk+1
using the angle α as arctanukdk+1j , ukdk+1i
uk+1 = cr
else
GreedyBoundaryContainment
dk+1 = cq where ∆Pck(cq) = ma´x ∆P
c
k
Determine cr in an analog way as before
uk+1 = cr
end
else
dk+1 · · · dk+n = n− stepaheadsearch(∂Bck,∆Pk)
uk+1 = dk+1
end
El algoritmo paso adelante desarrollado es un αβ ramificacio´n y poda que
encuentra el camino de longitud n (Q1k+1, · · · , Qnk+1) que maximiza en n pasos
la ma´xima diferencia de las probabilidades Pck, que es lo mismo que encontrar el
camino que maximiza ∆Pck. Debido a la gran purga de los estados por que las
posibles posiciones es restringida por el contorno, la velocidad del algoritmo es
aproximadamente el rendimiento de un algoritmo voraz. Normalmente so´lo hay
dos ramas abiertas en la bu´squeda. As´ı que sera´ 2 ∗ (n pasos adelante).
Sea W ∈ RM0N0 la ventana de celdas donde n ∗ 2 + 1 es el nu´mero de celdas
de cada lado, rellenada por los valores de ∆Pk, que necesitamos para mirar n
pasos ma´s adelante, y adj(i) los posibles estados que el UAV puede llegar desde la
celda i una definicio´n recursiva del algoritmo es proporcionada. La funcio´n para
el caso recursivo esta´ basado en una funcio´n multiobjetivo.
(base case) pr(i) = W (i) ←− n = 0
(rec. case) ←− n > 0
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pr(i) = W (i) + γn
ma´x a ∈ adj(i)
a ∈ ∂Bck
pr(a)
− αnd(i, a)
El coste del camino es
∑n
i=1Q
i y es ma´ximo en W ∈ RM0N0 . Las restricciones
para conducir la poda son: los estados va´lidos son celdas de frontera; el camino
no puede contener estados repetidos; los estados utilizados por otros UAVs no
pueden estar en el camino.
Paso de propagacio´n
En cada actualizacio´n del objetivo el paso de propagacio´n es realizado en este
orden:
1. Pck+1 = AP
c
k
2. ∂Bck+1 =
(
APck = 0 ∧∆Pck+1 ≥ 0
)
2.4.4. Experimento del algoritmo de contencio´n
El experimento posee estos para´metros: MN=100, NUAV=1, NTARGETS=1,
n steps ahead=4, maxtime=100. En la figura 2.7 se puede observar como la ı´ndice
de paso de propagacio´n (kupdate) afecta a la probabilidad de e´xito. Como era de
esperar, altos ı´ndices de pasos de propagacio´n implican menos e´xito en media. Si el
controlador falla, el tiempo computado es igual al tiempo ma´ximo de la bu´squeda.
Existe un l´ımite donde si seguimos incrementando kupdate no existira´ mejor
rendimiento. Esto demuestra emp´ıricamente el valor derivado anal´ıticamente en
2.4 para la contencio´n de la frontera.
2.5. Estrategia H´ıbrida
El objetivo es encontrar objetos de una manera o´ptima utilizando la infor-
macio´n proporcionada por el conocimiento del entorno. Los mapas de probabil-
idad Pck y ∆P
c
k conducira´n las decisiones del los UAVs. El estado del entorno
esta´ definido como x(t) = {P (t),∆P (t), u(t)}. Las decisiones de los UAVs esta´n
representadas por u(t) = [u1(t), · · · , uN (t)]. As´ı la decisio´n en el instante t+ 1 es
una funcio´n del estado del entorno en el instante t y del estado del entorno en el
instante t+ 1, es decir, el estado actual, las decisiones y las nuevas observaciones
hechas por los sensores.
Queremos maximizar una funcio´n de recompensa G(x(t), u(t)) y minimizar el
coste D(x(t), u(t)). La funcio´n de coste tiene en consideracio´n que la distancia
para los movimientos diagonales son mayores que la de los otros movimientos.
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Figura 2.7: Simulacio´n de Montecarlo para 100 ejecuciones, 1 UAV y un objetivo
en un entorno de 10x10 celdas
As´ı, movimientos diagonales son penalizados. Esto es necesario porque la frontera
esta´ definida por formas cuadradas y queremos observar las esquinas en vez de
dejarlas aisladas, para que no se propaguen de nuevo.
D(x(t), u(t)) =
M∑
i=1
d(ui(t)) (2.17)
La funcio´n d es la distancia del UAV i al estado designado ui(t). El proble-
ma de bu´squeda se disen˜a como una definicio´n de controlador o´ptimo donde se
tiene un termino proporcional Pck y un termino derivativo ∆P
c
k. Tambie´n pode-
mos definirlo como un controlador h´ıbrido piramidal donde, dependiendo del
entorno, uno u otro controlador conducira´ la trayectoria del UAV. El controlador
de bu´squeda esta´ descrito en 2.26. Con este tipo de enfoque el controlador se
comporta como una bu´squeda informada multiobjetivo. As´ı, el controlador tra-
bajara´ como contencio´n de frontera en el caso de que exista frontera y como una
bu´squeda de pico en otros casos. Los pesos de Kp y Kd modificara´n la importancia
de cada controlador.
u∗ = KpPck +Kd∆P
c
k (2.18)
Queremos encontrar el camino Qn donde
∑n
i=1Q
i es ma´xima. Por fuerza
bruta, la solucio´n puede ser computada creando todas las posibles combinaciones
de subconjuntos de longitud n. El nu´mero de posibles soluciones viene dado por
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2.19.
(Ckn) =
(
n
k
)
=
n!
k!(n− k)! (2.19)
La explosio´n combinatoria para grandes n, k puede ser tratada precomputan-
do los subconjuntos off-line. Este ca´lculo puede ser acelerado dividie´ndolo en
subproblemas. Calcular el subconjunto para cada nodo y despue´s mezclarlos,
tomando so´lo los caminos va´lidos.
subset(Qn) = subset(Qn/2) ∪ subset(Qn/2)
La complejidad computacional online esta´ dada por la complejidad de encontrar
el ma´ximo de los subconjuntos ma´x subset(Qn). El coste de almacenamiento es
demasiado grande incluso si tenemos en cuenta que para ir de un nodo a otro
so´lo existen 8 posibilidades como ma´ximo.
La estrategia recursiva propuesta en la contencio´n de contorno puede ser
utilizada tomando para cada comportamiento un tabla de costes W1,W2. Esto
no es pra´ctico en tiempo real con un taman˜o de camino de ma´s de 6, debido a la
explosio´n combinatoria del a´rbol recursivo. Esta estrategia puede ser acelerada
utilizando una tabla indexada (DP) donde los valores ya calculados de longitud
s para cada nodo son almacenados.
(base case) pr(i) = W1(i) +W2(i) ←− n = 0
(rec. case) ←− n > 0
pr(i) = W1(i) +W2(i) + γn
(
ma´xa∈adj(i) pr(a)
)
− αnd(i, a)
Para mostrar la complejidad del problema podemos abstraerlo a teor´ıa de
grafos. Un digrafo puede ser construido utilizando las celdas como nodos, as´ı para
un entorno M × N se tiene MN nodos. La solucio´n o´ptima para un camino de
longitud MN es encontrar el ciclo hamiltoniano de ma´ximo coste. Esto es un
caso especial del problema del viajante de comercio (TSP), que significa que es
NP-completo. La complejidad es la de un FNP para un problema de decisio´n,
as´ı que es un problema NP-duro. La programacio´n lineal puede ser utilizada para
obtener una solucio´n como un problema TSP. Pero por ser un entorno discretizado
donde tenemos que tomar decisiones, el enfoque de resolverlo con las ecuaciones
de Bellman 2.20 como un problema de decisio´n de Markov, permitira´ incluso
an˜adir incertidumbres en el movimiento del UAV.
V ∗(s) = G(s) + ma´x
a
γ
∑
s′
P (s′ | s, a)V ∗(s′) (2.20)
Sea G(i, j, k) la recompensa para ir de i a j en el instante k la recompensa
infinita es
ma´xEj
{ ∞∑
K=0
γkλkG(i, j, k)
}
(2.21)
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Utilizando la deteccio´n del sensor 2.3 y 2.22 implica G(i, j) = Pij
G(i, j, k) = G(i, j) =
{
1,
0
(2.22)
En cada paso con una actualizacio´n de propagacio´n de ı´ndice alto, la recom-
pensa acumulada para el camino con medida 0 es:
k → P k
k + 1→ {P k + λP k+1}
k + 2→ {P k + λP k+1 + λ2P k+1}
As´ı la optimizacio´n de horizonte finito e infinito esta´ definida por esta ecuacio´n:
ma´x
{
MN∑
k=0
λkPij
}
≈ ma´x
{
t∑
k=0
λkPij + Jcost-to-go
}
(2.23)
Debido al factor de descuento temporal, no existe optimalidad probada en el
final del camino seguido por el UAV, as´ı la decisio´n so´lo sera´ localmente o´ptima
para un entorno espec´ıfico en el instante k. La accio´n de la medida, debido a
la normalizacio´n, hace que la decisio´n no sea o´ptima. (e.j. si en el instante k la
mejor solucio´n es hacer {0, 1, 2}, en el instante k+1, dependiendo del factor de
descuento, la solucio´n o´ptima podr´ıa ser {1, 2} o {2, 1}). La condicio´n que hace
que exista este salto es la siguiente:
En el instante k tenemos una pol´ıtica que construye este camino: {0, 1, 2}
p0 + λ(P1) + λ2(P2)
Si la medida es una no deteccio´n del objetivo (z = 0) la normalizacio´n impli-
cada es: P1 = ∆P1 y P2 = ∆P2 donde ∆ = 1P1+P2 . Las posibles decisiones en el
instante k + 1 son:
λ∆P1 + λ2∆P2
λ∆P2 + λ2∆P1
La condicio´n para cambiar la decisio´n habiendo tomado la celda nu´mero 0 es:
λ∆P2 + λ2∆P1 > λP1 + λ2P2 (2.24)
As´ı se necesita replanificacio´n, dependiendo de ∆ y λ. La conclusio´n es que
un o´ptimo local es calculado. La decisio´n sera´ o´ptima hasta el siguiente paso
de propagacio´n. Para objetivos esta´ticos el o´ptimo local se convierte en o´ptimo
global.
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Utilizando las ecuaciones de Bellman definimos la funcio´n de recompensa
como una formulacio´n de controlador PD derivado de Eq. 2.18.
G(i, j) = KpPck(i, j) +Kd∆P
c
k(i, j) (2.25)
Finalmente la pol´ıtica de bu´squeda o´ptima se encuentra maximizando la rec-
ompensa menos la funcio´n D(x(t), u(t). La solucio´n o´ptima viena dada por la
Eq.2.26.
u∗ = arg ma´x
i,j
(∑
λGk(i, j)
)
− J(x(t), u(t) (2.26)
Una matriz de transicio´n T y una matriz de recompensa R para el UAV y el
entorno es necesario. La matriz de transicio´n esta´ definida como la probabilidad
de ir del estado i a j ejecutando la accio´n a: T = P aij = {j | i, a}. Sea Cij la rep-
resentacio´n de la recompensa del entorno, la matriz de recompensa esta´ definida
por: Rai = {Cij | i, a→ j}.
Utilizando iteracio´n de valor y cuatro acciones que el UAV puede tomar en
cada celda, la media de co´mputo para un entorno de 20 × 20 es ≈ 1 segundos
(con una implementacio´n en Matlab).
2.5.1. Experimentos
Se han realizado pruebas con las diferentes estrategias con objetivos dina´micos
usando una matriz de transicio´n de distribucio´n aleatoria uniforme. Modificando
los pesos Kp y Kd en la funcio´n de recompensa podemos cambiar del compor-
tamiento de contencio´n de frontera a bu´squeda de pico pura. La figura 2.8 muestra
el UAV usando una estrategia de contencio´n. Este permanece en los ma´rgenes de
la masa de probabilidad intentando que ningu´n objetivo se escape. La figura 2.9
muestra la bu´squeda de ma´xima probabilidad pura, es decir, la estrategia de pico.
El UAV intenta alcanzar el centro de la masa de probabilidades, acumulando a
su paso el ma´ximo. En la figura 2.10 se muestra el caso h´ıbrido donde se intentan
aunar las dos estrategias. El UAV intenta cubrir el contorno o acercarse al pico
dependiendo de los cambios en el entorno.
Los resultados para el caso h´ıbrido para una distribucio´n uniforme aleatoria
no mejora en media la bu´squeda de ma´xima probabilidad. Este resultado puede
ser observada en la figura 2.11. El caso h´ıbrido con Kd = 1,Kp = 1 es siempre un
l´ımite superior para el e´xito y un l´ımite inferior para el tiempo de e´xito. El uso del
gradiente de la probabilidad ∆P y el mapa de probabilidad P como informacio´n
conjunta produce, con altos valores de Kd, comportamientos de cambio brusco
siguiendo siempre la misma trayectoria. Esto es debido a que las celdas que se han
visitado recientemente tienen un alto gradiente de cambio. Para que el sistema
h´ıbrido funcione correctamente se debera´n eliminar los comportamientos de ”flip-
back”.
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Figura 2.8: La figura muestra el comportamiento de contencio´n para una funcio´n
de recompensa con Kp = 0,Kd = 1. En la derecha se encuentra el mapa de
probabilidad del objetivo y en la derecha el gradiente entre la prediccio´n y el
mapa de probabilidad AP − P . El camino seguido por el UAV es la frontera de
la regio´n de probabilidad.
Figura 2.9: La figura muestra el comportamiento de pico con una funcio´n de
recompensa con Kp = 1,Kd = 0. En la derecha se encuentra el mapa de prob-
abilidad del objetivo y en la derecha el gradiente entre la prediccio´n y el mapa
de probabilidad AP − P . El camino seguido por el UAV intentara´ acumular el
ma´ximo de las probabilidades acerca´ndose al pico.
Matriz de transicio´n para carreteras
En estos experimentos se desea comprobar el uso de las estrategias para en-
tornos ma´s realistas como pueden ser las carreteras. Para la realizacio´n de los
experimentos se modificara´ la matriz de transicio´n de los objetivos para que ten-
gan el comportamiento de un coche circulando por la carretera. Tambie´n se desea
comprobar como afecta la bifurcacio´n de caminos en la bu´squeda.
Dos tipos de carreteras son definidas por la matriz de transicio´n: carreteras
de dos direcciones, el objetivo puede ir hacia atra´s; carreteras de una direccio´n,
el objetivo nunca puede ir hacia atra´s. En la figura 2.12, se muestra el mapa de
probabilidad formado por este tipo de matriz de transicio´n. En este experimento el
objetivo intentara´ alcanzar una posicio´n antes de que el UAV le detecte. El patro´n
utilizado es un rombo donde el objetivo puede tomar dos caminos diferentes
para alcanzar el destino. Con una carretera de una direccio´n la probabilidad
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Figura 2.10: La figura muestra el comportamiento h´ıbrido para una funcio´n de
recompensa con Kd = 10,Kp = 1. El camino elegido por el UAV tiene en cuenta
la frontera modificando la trayectoria hacia la frontera de la regio´n.
de e´xito para kupdate = 1, 2 se muestra en la figura 2.13. Esta simulacio´n de
montecarlo con 100 ejecuciones por cada kupdate muestra la probabilidad de
e´xito dependiendo de los para´metros elegidos para Kd y Kp. El patro´n para la
carretera hace que el objetivo elija aleatoriamente uno de los dos caminos para
llegar al destino.
Cooperacio´n de UAV con diferentes controladores h´ıbridos
En este experimento se refleja el uso de un enjambre de UAVs con diferentes
pesos para la contencio´n y la bu´squeda de ma´xima probabilidad. En la figura
2.14 se describe la posibilidad de utilizar mu´ltiples UAVs con diferentes compor-
tamientos sobre un objetivo con una matriz de transicio´n de distribucio´n uniforme
aleatoria. La l´ınea roja representa la probabilidad de e´xito para dos UAVs con
bu´squeda de ma´xima probabilidad y la l´ınea negra muestra la probabilidad de
e´xito donde uno de los UAV esta´ en modo bu´squeda pura del pico y el otro
esta´ realizando bu´squeda h´ıbrida.
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Figura 2.11: Simulacio´n de Montecarlo con 100 ejecuciones, 1 UAV y un objetivo.
La figura superior muestra la probabilidad de e´xito (eje “y” es P (success) y el
eje “x” es el para´metro kupdate o ı´ndice de velocidad del objetivo), La figura
del medio representa la media de tiempo para cada ejecucio´n. La figura inferior
muestra la media en tiempo de encontrar el objeto. Para las figura del medio y la
inferior el eje y es el tiempo en pasos requeridos y el eje x es la tasa de kupdate.
El color representa los siguientes pesos: Kd = 1,Kp = 0,negro; Kd = 10,Kp =
1,morado; Kd = 0,Kp = 1,verde; Kd = 1,Kp = 1,rojo
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Figura 2.12: Mapa de probabilidades formado por un patro´n de rombo como una
carretera bifurcada.
Figura 2.13: Esto es una simulacio´n de montecarlo con 100 ejecuciones, La l´ınea
roja representa la pura bu´squeda de pico,y los otros, diferentes configuraciones
de caso h´ıbrido. La l´ınea negra es Kd = 1,Kp = 1
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Figura 2.14: Simulacio´n de Montecarlo con 100 ejecuciones, se muestran dos tipos
de configuracio´n de bu´squeda con un objetivo a buscar. La l´ınea negra muestra la
configuracio´n mixta con dos UAVs, donde uno esta´ realizando bu´squeda pura del
pico y el otro esta´ realizando una bu´squeda h´ıbrida con pesos Kd = 1,Kp = 1.
La l´ınea roja es una configuracio´n con 2 UAVs utilizando so´lo bu´squeda de pico
Kd = 0,Kp = 1.
Cap´ıtulo 3
Identificacio´n
En este cap´ıtulo se explica como abordar el subproblema 3 en la identificacio´n
y seguimiento de superficies geogra´ficas. La principal aportacio´n en el cap´ıtulo
es la especializacio´n de algoritmos de procesamiento de ima´genes para identificar
superficies geogra´ficas aplicado a una mancha de petro´leo, y el desarrollo de un
generador de puntos de trayectoria de alto nivel que permita flexibilidad a la hora
de tomar decisiones.
Figura 3.1: Para la identificacio´n vamos a usar una arquitectura flexible que
permita la inclusio´n de la ca´mara y que gracias a un generador de trayectorias
podamos ejecutar diferentes estrategias
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3.1. Generador de waypoints de alto nivel
El generador de trayectorias (GTAN) va a decidir que puntos debera´ seguir
el UAV para completar la misio´n asignada. Dependiendo del estado del UAV y
de la informacio´n recibida por medio de los sensores, el generador de trayectorias
puede estar en diferentes modos de ejecucio´n o estados. El vector de estado del
GTAN se compone de dos flags:
GTAN(modo, t)
El flag modo indica en que tarea se encuentra y el flag t indica si esta tarea se
ha terminado o no. Se puede ver como un auto´mata finito, o como la secuencia
de acciones de alto nivel de un agente, figura 3.2.
Figura 3.2: Diagrama de estados y transiciones del generador de trayectorias de
alto nivel
1. Modo bu´squeda (B): Los sensores no han detectado la superficie buscada,
as´ı que la trayectoria seguida por el UAV vendra´ determinada por una
estrategia de bu´squeda como por ejemplo los algoritmos descritos en el
capitulo 2.
2. Modo Objeto-Encontrado (OE): Cuando la certeza de la deteccio´n so-
brepasa un determinado valor se establece que el objeto ha sido localizado
y se procede a la colocacio´n del UAV en la frontera de la superficie.
3. Modo Identificacio´n (I): El generador de trayectorias calculara´, dependi-
endo de la estrategia elegida, los puntos necesarios que se tienen que visitar
para la identificacio´n de la superficie. (Ej. Seguimiento del contorno en sen-
tido horario.)
4. Modo Seguimiento: Todas las tareas de identificacio´n han sido ejecutadas
(Ej. no existen ma´s objetos que identificar) y se procede a la monitorizacio´n.
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Para pasar de la etapa de bu´squeda a la de identificacio´n, tenemos que estar
seguros de que los sensores nos esta´n dando la informacio´n correcta. As´ı ten-
dremos un l´ımite de probabilidad donde estaremos totalmente seguros de que
hemos encontrado el objetivo. Es importante en nuestro caso, el filtrado de las
ima´genes capturadas por la ca´mara. La primera vez que encontremos un contorno
que satisfaga las propiedades del objetivo teniendo en cuenta el campo de visio´n
de la ca´mara, podremos pasar a la correcta identificacio´n.
Dado que los objetivos pueden ser ma´s grandes que el campo de deteccio´n
del sensor, necesitamos una maniobra de aproximacio´n. Para la maniobra de
aproximacio´n usaremos tanto el centro de masas de la imagen filtrada como la
informacio´n que sabemos de la superficie en cuestio´n. Para manchas de petro´leo
en el mar es importante saber cuando se produjo la cata´strofe para estimar el
taman˜o del contorno y as´ı tener una base con la que comparar para extraer las
dimensiones del objetivo.
Sea los puntos de la imagen filtrada cuyo valor es uno, el centro de masas
sera´:
−−−→
RCM =
∑
(−→r (i,j)m(i,j))∑
m(i,j)
Dado que el peso de cada punto tiene como valor uno por el uso de una imagen
binaria, el centro de masas resulta:
−−−→
RCM =
∑
(−→r (i,j))∑
p−→r
Una vez que nos hemos aproximado a la superficie, hay que identificarla.
Existen numerosas formas de seguimiento del contorno. La propuesta por Susca
et Al [SBM08], parece la ma´s indicada para contornos dina´micos ya que distribuye
la colmena de UAVs usando el me´todo de serpiente de manera uniforme sobre
la superficie. A continuacio´n se presentan dos me´todos que explotan el campo
de visio´n de la ca´mara usando un u´nico UAV. El primero encuentra la siguiente
celda (siendo cada celda del taman˜o del sensor) en el sentido de las agujas del
reloj para recorrer todo el contorno de la superficie. El segundo intenta explotar
la informacio´n que tenemos sobre el objetivo y con pocos puntos hace encuentra
una forma que se ajusta a la superficie encontrada.
3.2. Seguimiento de contorno
La estrategia utilizada en este caso es el seguimiento de contorno en el senti-
do de las agujas del reloj es decir que geogra´ficamente se recorrera´ de la forma:
{N,NE,E, SE, S, SO,O,NO}. Asumimos que nos encontramos sobre el con-
torno de la superficie que queremos identificar y que esta´ sobredimensionada,
el sensor no puede abarcar toda la superficie. El sensor utilizado es una ca´mara
situada en el UAV haciendo un a´ngulo de 90o con el eje x e y del UAV. Una vez la
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ca´mara captura la imagen, e´sta queda almacenada en una matriz C(i, j) ∈ RM×N
donde cada posicio´n contiene un p´ıxel. La imagen pasa de la ca´mara a un mo´du-
lo de filtrado. Definimos la informacio´n filtrada como una matriz binaria D que
representa la deteccio´n de la superficie. Dada la superficie Ω se cumple:
D[i, j] =
{
1 si Di,j ∈ Ω,
0 if Di,j /∈ Ω.
Figura 3.3: El sensor que se usara´ es una ca´mara colocada sobre el UAV enfocando
al suelo es decir 90o con respecto al eje del UAV.
A continuacio´n necesitamos el contorno o frontera de Ω denotada como ∂B
como se muestra en la figura 3.3. E´sta sera´ otra matriz B donde:
B[i, j] =
{
1 if Bi,j ∈ ∂B,
0 if Bi,j /∈ ∂B.
Las etapas son mostradas de forma conceptual como un modelo de tuber´ıa
en la figura 3.4. La imagen es almacenada en una matriz de p´ıxeles que posteri-
ormente es filtrada por un detector binario y en la tercera etapa el contorno es
extra´ıdo.
Figura 3.4: La imagen es almacenada en una matriz de p´ıxeles que posteriormente
es filtrada por un detector binario y finalmente el contorno es extra´ıdo
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Posteriormente se explican diferentes formas de extraer el contorno y cuales
son sus ventajas. Estas etapas pueden verse representadas como la funcio´n ca´mara
F (x, y) que aparece en la figura 3.3.
Una vez determinado el contorno necesitamos saber a que´ regio´n nos debemos
dirigir para capturar la siguiente imagen, ve´ase la figura 3.6. Sea ∂B# la funcio´n
que define el contorno de la superficie en la huella # de la ca´mara y sea f# el
pol´ıgono que define la huella, los puntos necesarios para decidir la siguiente regio´n
viene dada por la interseccio´n de ∂B# y f#, y la direccio´n en el sentido horario
que lleva el UAV.
κ = ∂B#
⋂
f# (3.1)
Figura 3.5: El esquema representa el diagrama de estados para recorrer en sentido
{N,E, S,O} la superficie a identificar
Para elegir la direccio´n {N,E, S,O} se usara´ el diagrama de estados que
aparece en la figura 3.5 (se comenzara´ en el estado Norte y dependiendo si hay
intersecciones o no con el lado norte de la huella del sensor se pasa al estado
siguiente). Las intersecciones κ pueden encontrarse en los lados del polinomio
f#, es decir, en {N,E, S,O}. La funcio´n ∂B# puede ser aproximada mediante
segmentos. As´ı, el problema reside en comprobar si alguno de los segmentos in-
terseca entre s´ı. La complejidad de ese co´mputo es de O(N logN), siendo N el
nu´mero de segmentos. Dentro del conjunto de intersecciones so´lo vamos a utilizar
el ma´ximo y el mı´nimo y para ello vamos a especificar un poco ma´s en detalle
κ. κ(x, y) son las coordenadas cartesianas que definen los puntos de interseccio´n
con la huella del sensor. Sea κx y κyel subconjunto de los valores de la x e y
respectivamente en κ, El punto que generara´ la direccio´n es definido como sigue:
Caso N: κ(x, y) | x = ma´xκx
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Caso E: κ(x, y) | y = ma´xκy
Caso S: κ(x, y) | x = mı´nκx
Caso O: κ(x, y) | y = mı´nκy
Ya tenemos la direccio´n −→v a seguir y en este paso se puede optar por usar el
punto extra´ıdo como siguiente waypoint o elegir como siguiente punto el centro
de la regio´n determinada por −→v , como se indica en la figura 3.6
Figura 3.6: El espacio se divide en M×N teniendo en cuenta el disco de deteccio´n
de la ca´mara y la altura del UAV. La decisio´n de la trayectoria reside en elegir
cual es la nueva celda
3.2.1. Deteccio´n de Contorno
Figura 3.7: Mediante te´cnicas de visio´n artificial, se puede filtrar la imagen y
extraer el contorno ∂B de la zona donde se encuentra el UAV
Existen numerosas te´cnicas de obtencio´n de contorno, y en nuestro caso con-
tamos con un mapa binario que representa la deteccio´n o no del objeto. En la
figura 3.7 se muestra un ejemplo de deteccio´n de contorno. El ma´s utilizado se
basa en el seguimiento de contorno marcando los cambios de gradiente alto. Para
el caso de una imagen binaria el procedimiento se explica en la figura 3.8. La
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extraccio´n del contorno se realiza mediante te´cnicas de seguimiento de los p´ıxeles
de tipo 4-conectado o 8-conectado.
Figura 3.8: La extraccio´n del contorno se puede realizar mediante te´cnicas de
seguimiento del borde de tipo 4-conectado y 8-conectado
En este caso no necesitamos todos los puntos, sino determinados puntos que
nos orienten a tomar la siguiente decisio´n. Una extraccio´n de puntos de intere´s y
la formacio´n de una curva entre ellos ser´ıa suficiente. Dependiendo del rango del
sensor y del taman˜o de la superficie, el nu´mero de puntos necesarios variara´. Si
queremos definicio´n a nivel de p´ıxel, cualquier te´cnica de seguimiento de contorno
servira´ para la extraccio´n. En la figura 3.9 se muestra co´mo se puede extraer el
contorno usando el algoritmo de Susan [SB95] para la extraccio´n de puntos de
intere´s. Se pueden unir los puntos de tal forma que tenemos segmentos que indican
el contorno de la superficie.
Figura 3.9: No necesitamos todos los puntos de la frontera, sino so´lo los que nos
van a dar la orientacio´n de hacia donde hay que dirigirse
3.2.2. Reconstruccio´n de la superficie
Despue´s de la obtencio´n de fotograf´ıas de la superficie necesitamos realizar
la reconstruccio´n de la superficie (figura 3.10). Utilizando todas las ima´genes
adquiridas se genera una reconstruccio´n del objeto que se desea identificar. Cada
imagen capturada tiene asociada las coordenadas geogra´ficas de donde se tomo la
foto. Asumiendo que la ca´mara siempre esta´ a 90o con respecto al suelo, la unio´n
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de las ima´genes se realiza solapando cada una de ellas para formar una gran
imagen I. Los p´ıxeles situados en varias ima´genes a la vez, es decir lo p´ıxeles
solapados I(i, j) ∈ I1, · · · , In se calculara´n haciendo la media:
I(i)i⊆I =
n∑
k
Ik/n (3.2)
Figura 3.10: A partir de todas las ima´genes adquiridas se generara´ una recon-
struccio´n del objeto que se deseaba identificar
En el caso de fuerte ruido producido por la mala deteccio´n de los sensores o
debido al movimiento del UAV, los a´ngulos del UAV toman una gran importancia
y te´cnicas de correlacio´n o matching ma´s complejas debera´n ser utilizadas.
3.2.3. Experimentos
En este experimento se probara´ el uso de la estrategia explicada en este cap´ıtu-
lo reconociendo una superficie. Se pretende detectar dos objetivos que coincidan
con unas caracter´ısticas determinadas. En particular se pretende identificar el
lago Michigan y el lago Huron. Para la simulacio´n se ha utilizado una imagen
extra´ıda de la aplicacio´n Google Earth, de los grandes lagos situados en Estados
Unidos. Los lagos sera´n las superficies a identificar. En la figura 3.11 se muestra
un instante de la simulacio´n usando el generador de trayectorias de alto nivel,
donde la imagen superior izquierda representa la regio´n a explorar, la imagen
superior derecha muestra la imagen capturada por la ca´mara del UAV, en la im-
agen inferior izquierda aparece el mapa de deteccio´n binario, es decir la imagen
filtrada donde blanco implica deteccio´n y negro no deteccio´n, y finalmente en
la imagen inferior derecha, encontramos el contorno extra´ıdo y las intersecciones
con la huella del sensor.
La imagen reconstruida, a partir de las capturas de la simulacio´n, se muestra
en la figura 3.12. Podemos apreciar que se han recogido dos lagos, ya que el
nu´mero de objetivos a identificar en la simulacio´n era 2.
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Figura 3.11: Captura de la simulacio´n utilizando los puntos de intere´s para decidir
la trayectoria
Figura 3.12: La imagen reconstruida representa toda la superficie identificada

Cap´ıtulo 4
Seguimiento y Monitorizacio´n
Este cap´ıtulo responde al subproblema identificado en 1.2 que es el seguimien-
to o monitorizacio´n de la superficie terrestre.
4.1. Introduccio´n
En este cap´ıtulo se muestra una estrategia inteligente para el seguimiento
de un contorno basada en el radio de accio´n del sensor. Una aproximacio´n para
tiempo real del problema de optimizacio´n sera´ presentada como una buena forma
de minimizar los recursos a la hora del seguimiento de contornos dina´micos. El
objetivo es encontrar la trayectoria para seguir todo el contorno, incluso cuando
el objeto esta´ sobredimensionado (el a´rea del sensor del agente es menor que el
objeto a identificar) en comparacio´n con el radio de accio´n del sensor. La idea
es ajustar una forma al contorno y explotar las propiedades matema´ticas de esa
forma para encontrar el mı´nimo nu´mero de puntos de observacio´n que cubran
todos los puntos del contorno. Finalmente una estrategia para la cooperacio´n de
UAVs es disen˜ada para el uso de enjambres para el seguimiento del contorno.
La flexibilidad del los UAVs, nos permite el desarrollo de estrategias ma´s efi-
cientes e inteligentes para el seguimiento de objetos o contornos dina´micos. Exis-
ten multitud de enfoques para el seguimiento de objetos sobredimensionados. En
[CF05] una bu´squeda en espiral y un controlador de campo potencial es usado
para seguir una mancha de petro´leo. En [CBM+05] se habla sobre una estrategia
de puntos equidistantes y un controlador de seguimiento en sentido horario para
monitorizar fuegos. En [SBM08] Sara Susca et al. combinan el algoritmo de ser-
piente con veh´ıculos sin piloto para distribuir los robots en un contorno que var´ıa
con el tiempo. Utilizan sensores de visio´n y una red inala´mbrica para subir la
informacio´n. Su algoritmo esta´ basado en una aproximacio´n o´ptima para cuerpos
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convexos por pol´ıgonos. Aparte en [McL08], utilizan un conjunto o enjambre de
robots para probar algoritmos como distribucio´n uniforme o seguimiento de l´ıder.
Proponen una manera de evaluar el rendimiento de los algoritmos como: el ancho
de banda el tiempo, la distancia, etc.
Nuevos algoritmos inteligentes o tareas complejas pueden ser desarrolladas
hoy en d´ıa utilizando enjambres como una red de sensores. Estas estrategias
siempre tienen en cuenta los recursos y el rendimiento. Este algoritmo que ex-
plota el a´rea del sensor para reducir el consumo de recursos en un seguimiento
de contornos de larga duracio´n. La estrategia asume que siempre es posible en-
contrar una forma que se ajuste al contorno del objeto de intere´s. Se prueba
mediante experimentos que la estrategia produce buenos resultados en tareas de
larga duracio´n.
4.2. Definicio´n como un problema MILP
Este me´todo parte del conocimiento del per´ımetro, cosa que no se conoce
a priori. La solucio´n del problema sera´ la mı´nima trayectoria para realizar una
identificacio´n completa de la superficie geogra´fica buscada. La optimizacio´n tiene
dos subproblemas: el nu´mero mı´nimo de puntos de observacio´n que se necesitan
y que la trayectoria para recorrer esos puntos sea mı´nima.
mı´n
N,Xop
N∑
i,j
(Xopj −Xopi)2 (4.1)
Para poder convertirlo en un problema lineal necesitamos hacer una aproxi-
macio´n de la distancia 1-norm o distancia Manhattan.
mı´n
N,Xop
N∑
i,j
| Xopj −Xopi | (4.2)
Hay que tener en cuenta que estamos minimizando el per´ımetro del pol´ıgono
formado por los puntos de observacio´n y que por lo tanto tenemos que utilizar el
absoluto ya que con la aproximacio´n 1-norm las soluciones intentara´ acercarse al
origen de coordenadas.
Tambie´n necesitamos discretizar el contorno de la superficie, y comprobar que
todos los puntos son observados. Luego las restricciones son:
Sea ∂B el contorno de la superficie, todo punto perteneciente a ese contorno
tiene que estar contenido en el disco del sensor de alguno de los puntos de ob-
servacio´n. Si definimos # como la huella producida por el sensor en la superficie
(la superficie que puede capturar la ca´mara), podemos utilizar una variable bi-
naria para seleccionar en que huella se encuentra cada punto del contorno de la
superficie.
∀p ∈ ∂B, δp# ∈ # (4.3)
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Debido a la posible geometr´ıa del objeto los puntos pueden estar contenidos en
ma´s de una huella.
∑
δp# ≥ 1∀# (4.4)
As´ı que el problema definido en MILP es:
mı´nN,Xop
∑N
i,j | Xopj −Xopi |
s.t ∀p ∈ ∂Bδp# ∈ #∑
δp# ≥ 1, ∀#
Por ejemplo, para un sensor radial con radio R la huella # define esta restric-
cio´n:
∀p ∈ ∂B | ∃Xop | (Xop − p)2 < R2
La restriccio´n lineal para el circulo viene dada por una aproximacio´n en for-
ma de pol´ıgono del circulo producido por el sensor [PROL+08]. Los puntos de
observacio´n obtenidos pueden verse en la figura 4.1.
Figura 4.1: Resultado usando MILP y un sensor con huella circular
Dada la complejidad de co´mputo para acelerar la bu´squeda de la solucio´n
usamos un l´ımite superior para el nu´mero de puntos de observacio´n que nos
proporcionara´ siempre una solucio´n. El l´ımite superior es calculado de la siguiente
forma:
Sea la superficie Ω y su funcio´n expl´ıcita z = f(x, y), y la huella del sensor #
de radioR, podemos definir la caja contenedora (bounding box) con el ma´x f(x, y)
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y el mı´n f(x, y), como la caja que contiene la superficie. Definimos el a´rea de Ω
como
A(Ω) =
∫ ∫
Ω
√
1 +
(
∂f
∂x
)2
+
(
∂f
∂y
)2
dxdy
Y el per´ımetro de la mismo como:
P (Ω) =
N∑
i,j
(pj − pi), ∀p ∈ ∂B
As´ı el l´ımite superior del nu´mero de puntos NXop necesarios para cubrir el
borde de la superficie es:
NXop = mı´n
{
bbox(Ω)
R
,
A(Ω)
A(#)
,
P (Ω)
R
}
(4.5)
Usando la aproximacio´n 1-norm para la distancia obtenemos el pol´ıgono mı´ni-
mo mostrado en la figura 4.2
Figura 4.2: Resultado usando MILP, optimizando la distancia y un sensor con
huella rectangular
La optimizacio´n puede utilizar las restricciones de la trayectoria que debe
seguir el UAV [RAdlCP06]. En la figura 4.3 se observa la optimizacio´n para 4
puntos de observacio´n y dos UAVs teniendo en cuenta las restricciones dina´micas
de los veh´ıculos.
Para el caso de ma´s de 5 puntos de observacio´n el computo es intratable pero
podemos obtener soluciones que no optimizan en distancia como se presenta en
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Figura 4.3: Resultado usando MILP cuatro puntos de observacio´n y un sensor
con huella rectangular
la figura 4.4, donde se puede observar que se cumplen las restricciones dina´micas
pero el camino no es o´ptimo en distancia.
Figura 4.4: Resultado de la trayectoria para dos UAVS con 6 puntos de obser-
vacio´n y un sensor con huella rectangular
Como conclusio´n es factible usar esta te´cnica para pocos puntos de obser-
vacio´n. La minimizacio´n del nu´mero de puntos de observacio´n es computacional-
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mente alto y en la pra´ctica exponencial con el nu´mero de puntos. Para poder
utilizar te´cnicas de optimizacio´n lineal, hay que proporcionar un nu´mero fijo de
lugares de observacio´n. Usando un l´ımite superior para el nu´mero de puntos, que
nos proporcionara´ una solucio´n, en un pentium CORE 2 DUO con ma´s de 5
puntos de observacio´n para una superficie arbitraria el tiempo de ca´lculo para la
solucio´n sobrepasa los 100 segundos. Dado que estamos buscando una estrategia
que nos permita tomar decisiones en tiempo real, vamos a buscar una solucio´n
subo´ptima por aproximacio´n. El l´ımite inferior de la solucio´n sera´ recorrer todo
el contorno de la superficie, es decir que si el rango del sensor es muy pequen˜o
estaremos realizando el seguimiento del contorno.
4.3. Smart Shape Tracking
La solucio´n propuesta SST, es una solucio´n geome´trica que explota las propiedades
matema´ticas de una superficie ajustada al contorno que necesitamos identificar y
monitorizar. El eje central de esta estrategia es la bu´squeda de los puntos de ob-
servacio´n. As´ı esta te´cnica describe como encontrar esos puntos usando una elipse
como aproximacio´n a la superficie. Para la definicio´n del problema asumiremos
que toda la informacio´n acerca del contorno es conocida. Aparte del algoritmo
SST presentado a continuacio´n, en la figura 4.5 se representa la estrategia como
una caja negra donde la entrada es una superficie geome´trica ajustada al con-
torno de la superficie que se quiere identificar y la salida esta´ compuesta por el
nu´mero de puntos de observacio´n y la posicio´n en el espacio de los mismos.
Figura 4.5: La entrada del mo´dulo es la forma geome´trica ajustada al contorno
y la salida es el nu´mero de puntos de observacio´n y su posicio´n
Existe mucha documentacio´n sobre shape fitting. Recientemente en visio´n por
computador esta´ siendo utilizada para el reconocimiento de caras. Pero tambie´n se
esta´ usando en geometr´ıa computacional [HPM03]. Una vez que tenemos la forma
aproximada, podemos encontrar un mı´nimo nu´mero de puntos de observacio´n que
nos dara´ una solucio´n subo´ptima.
La solucio´n que se presenta es subo´ptima ya que se utiliza un contorno aprox-
imado y no el real. La comparacio´n con la solucio´n o´ptima no sera´ tratada en este
documento y dependera´ de el objetivo final de la tarea. La estrategia esta´ pensa-
da para su ejecucio´n en tiempo real, y para el uso en enjambres de agentes como
un problema de asignacio´n (allocation problem).
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4.3.1. Algoritmo SST
Asumimos que la superficie es conocida de antemano, por medio de una iden-
tificacio´n (un recorrido horario, un algoritmo de ajuste [SBM08], etc). La comuni-
cacio´n esta´ garantizada en cada paso de comunicacio´n, ya que dado el polinomio
de mı´nima distancia calculado implica que los puntos de observacio´n esta´n lo
ma´s cerca posible para la completa identificacio´n. Si no existe comunicacio´n hay
que establecer puntos de encuentro (Rendez-vous). En el algoritmo 4.3.1 queda
detallado en alto nivel el SST, en el caso de que la superficie ajustada sea una
elipse. E´sta ha sido utilizada ya que es una superficie sencilla pero que permite el
almacenamiento de mucha informacio´n y adema´s proporciona propiedades muy
interesantes para la particio´n de su contorno. La elipse se ajusta muy bien a su-
perficies del tipo de manchas de petro´leo y fuegos. La tarea de identificacio´n en el
seguimiento termina cuando todos los puntos de observacio´n han sido visitados.
Para el almacenamiento de puntos de intere´s de la imagen obtenida se utiliza una
cola con factor de olvido, donde los puntos que no han sido detectados durante
un tiempo, dejan de existir. Dado que suponemos dina´micas lentas, se utiliza
un margen de error para el ca´lculo de los puntos de observacio´n de tal manera
que cuando el agente llegue al punto de observacio´n el contorno seguira´ siendo
capturado. La superficie ajustada se guarda en una estructura (s). El estado de
los agentes se define como el vector (u(t)1, · · · , u(t)n). El conjunto de puntos de
observacio´n es Xop y el nu´mero de puntos de observacio´n es NXop. Las tareas a
realizar por los agentes son un conjunto de destinos para cada uno que se define
como TAi. La funcio´n de particio´n mencionada en el algoritmo se profundiza en
la seccio´n 4.3.2.
4.3.2. Particiones de la superficie usando una elipse
Sean pk ∈ ∂B los puntos frontera de la superficie, Xop definido como un
conjunto de puntos de observacio´n, que tienen la propiedad de que desde all´ı se
puede capturar todo el contorno del objeto. Los puntos de observacio´n tienen que
cumplir la condicio´n definida en 4.3 y 4.4
Puede ser tambie´n visto como la mı´nima trayectoria definida por puntos en el
espacio para identificar la superficie. Si field of view(s(o)) es el campo de visio´n
del sensor s con origen en o, se cumple
⋃
pk ∈ field of view(s(Xop)) = ∂B
Para encontrar estos puntos de observacio´n vamos a utilizar una elipse como
forma que se ajusta a nuestro objeto. Sabemos que una bounding-box (mı´n pk ∈
∂B,ma´x pk ∈ ∂B) como forma es muy simple de ajustar, pero proporciona poca
informacio´n. Sin embargo la elipse posee mucha ma´s informacio´n y se puede
ajustar mucho mejor a formas como una mancha de petro´leo en el mar. Las
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algorithm 2 Algoritmo SST
p = points extraction(I)
mientras no fin
e = ellipse fitting(p)
thr = error estimation(u, e)
Puntos de observacion
si 2r < e.longaxis
Xop = center(e)
sino si 2r < e.shortaxis
Xop = partitions case2(e, r)
sino
NXop = upperbound(e, r)
Xop = partitions case3(e, r)
fsi
Asignacion de los puntos de observacion a los agentes
TA = allocate(Xop)
mientras no identificado
si en punto de observacio´n
p = points extraction(I)
fmientras
fmientras
propiedades matema´ticas de la elipse son explotadas para conseguir una buena
solucio´n subo´ptima para el tracking en tiempo real de los puntos frontera de una
superficie geogra´fica. El per´ımetro es dividido en particiones. Este nu´mero de
particiones depende de la longitud del per´ımetro y del taman˜o del sensor. Como
precondicio´n imponemos que siempre se puede ajustar una elipse y que el sensor
es una ca´mara, que captura ima´genes cuadradas.
Tres casos tienen que ser diferenciados, dependiendo del radio del sensor para
obtener una mejor solucio´n: no sobredimensionado, sobredimensionado en un eje,
sobredimensionado en dos ejes(caso general). Definimos la elipse E que se ajusta
al contorno y que posee estos para´metros:
φ - Orientacio´n en radianes de la elipse (tilt)
longaxis - Taman˜o del eje mayor de la elipse
shortaxis - Taman˜o del eje menor de la elipse
No sobredimensionado
Sea r el radio de accio´n del sensor 2r > longaxis. Implica que todo el contorno
esta´ cubierto por el sensor. La solucio´n sera´ un u´nico punto, el centro de la elipse.
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Figura 4.6: SST, Solucio´n cuando el sensor es ma´s grande que la superficie ge-
ogra´fica
Sobredimensionado en una dimensio´n
Sea r el radio de accio´n del sensor 2r > shortaxis.
La solucio´n viene dada por encontrar los puntos en el eje largo de la elipse
que minimice la distancia. Dependiendo del signo de φ la dimensio´n sobredimen-
sionada es x o y. Los puntos de observacio´n pueden ser encontrados siguiendo el
me´todo siguiente:
Sea mp el punto mı´nimo de la elipse en el eje largo mp = mı´n pk donde pk ∈ E,
con una matriz de rotacio´n R
R =
[
cos(φ) sin(φ)
− sin(φ) cos(φ)
]
Encontramos los puntos que cumplen esta restriccio´n: pp = R ·mp | ‖mp −
pp‖ = r,donde r es el radio de la huella del sensor. La restriccio´n busca por el
punto no rotado a distancia r desde el mı´nimo punto del contorno en la direccio´n
del eje. Finalmente la proyeccio´n rotada pi de pp en el eje largo de la elipse no
rotada proporcionara´ el punto inicial.
pstart = Rpi
Si el doble de la distancia calculada desde el punto extremo en el eje largo
de la elipse al punto de comienzo es mayor que el eje largo, implica que la elipse
esta´ contenida en la diagonal del sensor cuadrado, as´ı la solucio´n es la misma que
en el primer caso.
En otro caso el eje largo es subdividido en particiones de taman˜o r comen-
zando en el punto pstart y terminando en pend (que se encuentra de manera
sime´trica que pstart).
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Figura 4.7: SST, Solucio´n cuando el sensor es ma´s grande en una dimensio´n que
la superficie geogra´fica
Caso general, sobredimensionado en dos dimensiones
El contorno es dividido en particiones utilizando un l´ımite superior para el
nu´mero de puntos de observacio´n.
Sea Xop los puntos de observacio´n; r el radio del sensor; P el per´ımetro de la
elipse ajustada; bbox la caja contenedora del objeto; Aellipse el a´rea de la elipse;
Asensor el a´rea del sensor. El l´ımite superior para una solucio´n va´lida es definido
como se muestra en Eq. 4.5.
min {p/r, P (bbox)/r,Aellipse/Asensor}
La solucio´n sera´ un conjunto de puntos y de a´ngulos de rotacio´n del sensor
en el caso de que el sensor no sea circular. El a´ngulo es definido por el arco entre
las dos particiones y depende de su curvatura. Es la l´ınea que une el punto medio
de las dos particiones y el punto solucio´n. As´ı el lado superior del recta´ngulo que
define la huella del sensor sera´ una l´ınea tangente a la elipse.
Sea pk los puntos de particio´n, Ce el centro de la elipse rotada, dk = ‖pk−Ce‖
la distancia entre el punto de particio´n y el centro de la elipse, y −→v k el vector
normalizado del segmento pkCe. la solucio´n es:
Xopk = Ce + dk · −→v k (4.6)
4.4. Estudio de la altura y la huella del sensor
Esta´ demostrado que la proporcio´n de radio del sensor sobre el per´ımetro de
la superficie ajustada define el nu´mero de puntos de observacio´n y por lo tanto
la trayectoria.
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Figura 4.8: SST, Solucio´n general haciendo una particio´n del per´ımetro
Sabemos que el sensor cubrira´ el contorno si esta´ entre el 15 % y el 20 %.
Con la elipse como la superficie ajustada y un cuadrado como huella del sensor,
tenemos que la diagonal de la huella y el a´ngulo de rotacio´n de la elipse modifican
el nu´mero de puntos de observacio´n.
Teniendo un campo de vista fijo, el radio so´lo depende de la componente Z
del sensor. Es decir la altura. La ca´mara esta´ definida por el ı´ndice de muestreo,
el nu´mero de p´ıxeles, a´ngulo del campo de vista y la distancia focal.
Existen dos casos especiales: cuando el campo de vista es muy pequen˜o sera´ lo
mismo que realizar un seguimiento del contorno; en el caso opuesto el campo de
visio´n es suficiente para cubrir todo el contorno.
El l´ımite para modificar la altura de la ca´mara en UAV es: el ruido producido
por estar ma´s lejos del objetivo, la dina´mica del UAV y los l´ımites del entorno.
La figura 4.9 muestra como la estrategia funciona en un contorno que se mueve.
La altura del UAV es suavemente incrementada, pero la dina´mica del contorno
es ra´pida y el nu´mero de puntos de observacio´n aumenta. Notar que el contorno
es ajustado por una elipse y que el contorno no es un c´ırculo. El contorno se
mueve lateralmente y longitudinalmente, adema´s de expandirse de acuerdo con
las corrientes del mar y las componentes de viento.
El ı´ndice de per´ımetro - radio en 4.10, demuestra emp´ıricamente que en 0.2 en
el eje y (es decir la proporcio´n per´ımetro - radio), el coste de la trayectoria comien-
za a crecer. El nu´mero de puntos de observacio´n tambie´n crece. As´ı en cuanto se
alcanza el 20 % de proporcio´n del per´ımetro, se consigue mejor rendimiento.
Se puede observar que en el instante (time=40) que la trayectoria de seguir el
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Figura 4.9: Capturas de la simulacio´n usando SST para hayar los puntos de
observacio´n con una superficie que varia con el tiempo y un sensor que puede
incrementar su altura
contorno entero es de 10000 metros; mientras tanto con esta estrategia los valores
son cercanos a a 0 metros, salvando 10 km de recursos. Si se tiene que realizar
un seguimiento continuo 10 km son salvados en cada pasada.
4.5. Pol´ıtica de asignacio´n para mu´ltiples UAVs
El seguimiento realizando esta estrategia y an˜adiendo un manejador de asig-
nacio´n de tareas (todos los agentes tienen que estar trabajando si existe alguna
tarea que realizar) sera´ simulada para probar su rendimiento. Otras pol´ıticas de
asignacio´n permite tener algunos de los agentes cargando las bater´ıas mientras
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Figura 4.10: Capturas de la simulacio´n usando SST para hallar los puntos de
observacio´n con una superficie que varia con el tiempo y un sensor que puede
incrementar su altura
que el contorno esta´ siendo identificado por el resto.
Dos escenarios son propuestos. El primero, extra´ıdo de [SBM08], es un con-
torno no convexo. El segundo es una modelada mancha de petro´leo que tiene en
cuenta factores de mar y viento. El primer es escenario es representativo para el
seguimiento de contornos no convexos y el segundo se usara´ para ver el rendimien-
to de la estrategia ante contornos de dina´micas ma´s ra´pidas y que se desplazan
en el plano XY Asumimos que los agentes conoce el contorno en el inicio. El
algoritmo es comparado con un id´ılico controlador de seguimiento de contorno.
4.5.1. Definiciones
El concepto de tareas es introducido para calcular el rendimiento del algorit-
mo. Una tarea contempla una completa identificacio´n del contorno. Por ejemplo
en el sigue contorno la tarea sera´ completada cuando se realice cuando el primer
robot llegue a la posicio´n inicial del segundo robot. As´ı si so´lo hay un agente
la tarea sera´ una vuelta en el sentido horario. Utilizando la estrategia SST, una
tarea sera´ completada cuando todos el enjambre se encuentra en estado idle, que
significa que el contorno ha sido identificado completamente.
Las reglas de asignacio´n de tareas se refieren a como cada conjunto de
puntos observacio´n es asignado a cada entidad en el enjambre. En este caso los
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puntos de observacio´n sera´n asignados en orden a cada entidad. Si hay menos
puntos de observacio´n que agentes, los agentes sin tarea ira´n a un punto es-
pec´ıfico con comunicacio´n y esperara´n nuevas tareas. Si el nu´mero de puntos de
observacio´n es mayor que los agentes, un subconjunto de puntos de observacio´n
sera´n asignados en orden a cada entidad.
La distancia acumulada del enjambre es la distancia acumulada para to-
dos los agentes tratado como una u´nica entidad. Esto sera´ utilizado para estudiar
el consumo de recursos (Bater´ıa, combustible, etc).
4.5.2. Contorno de variacio´n lenta en el tiempo
En este escenario de simulacio´n se usa un enjambre donde cada agente esta´ de-
scrito por las mismas dina´micas. El tiempo de simulacio´n es 200s, el paso de
tiempo es 0,1s, el radio del sensor es 35. El contorno no convexo que varia con el
tiempos ∂B(t) esta´ descrito por
γ(φ, t) =
(
2(1− t
tf
) + (2 + cos(10piφ) + 0,5 sin(4piφ))
t
tf
)
(
cos(2piφ)
sin(2piφ)
) (4.7)
Sera´ utilizado como el objeto a seguir.
La figura 4.11 muestra el algoritmo ejecuta´ndose en diferentes instantes in-
cluyendo el estado inicial y final. El nu´mero de agentes es 3 y esta´n representados
por tria´ngulos, blanco cuando esta´n en estado idle y rojo cuando tienen una tarea
que realizar. Se muestra la configuracio´n del enjambre en los instantes t = 0, t =
50, t = 100 y t = 200. En la configuracio´n inicial los agentes se encuentran en el
contorno e intentara´n posicionarse en el centro, formando un pol´ıgono mı´nimo.
Este caso esta´ elegido porque siempre hay un agente en movimiento.
La figura 4.12 compara el rendimiento entre la estrategia SST y un sigue
contornos ideal. La barra azul representa el seguimiento de la forma ajustada
presentada en este cap´ıtulo. La distancia acumulada del enjambre es obviamente
mayor en el otro controlador, excepto en las dos primeras simulaciones, con uno
y dos agentes respectivamente. Se necesita mirar los dos gra´ficos de barras para
explicar el feno´meno. El nu´mero de tareas de identificacio´n terminadas con un
agente utilizando SST es ma´s alto, que significa que para el mismo ı´ndice de tareas
por segundo la distancia acumulada, la barra azul sera´ siempre menor que la roja.
Las tareas por segundo es asumiendo que la accio´n realizada por cada agente para
la deteccio´n es menor que el tiempo de cada paso. En los casos donde esto necesita
ma´s tiempo, como utilizando algoritmos complejos de visio´n por computador, las
tareas por segundo sera´n modificadas por el tiempo de procesamiento, pero las
proporciones entre los rendimientos seguira´n siendo casi los mismos.
Con un enjambre de 10 agentes 1508 metros son acumulados con la estrate-
gia propuesta, mientras que con el seguimiento del contorno se acumulan 15902
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Figura 4.11: La figura muestra el algoritmo ejecuta´ndose en diferentes instantes
incluyendo el estado inicial y final. El nu´mero de agentes es 3 y esta´n representa-
dos por tria´ngulos, blanco cuando esta´n en estado idle y rojo cuando tienen una
tarea que realizar.
metros. Un orden menos o 10 veces menos, as´ı que los recursos que se salvan son
bastante altos.
4.5.3. Mancha de petro´leo
Para este experimento se asume que la dina´mica del objeto a seguir son ma´s
lentas, comparadas con la dina´mica del agente. En [SS07, WSZ05] la dina´mica de
las manchas de petro´leo es presentada. Utilizando estos conceptos un contorno es
generado y se mueve conforme a componentes de viento y mar. En la simulacio´n
se tienen en cuenta dos fases de la dina´mica del objeto. Los primeros 100s las
dina´micas son ra´pidas y en los siguientes 100s las dina´micas son lentas.
En la figura 4.13 y la figura 4.14 un comportamiento diferente es mostrado.
Como el contorno es mayor que en el otro caso, incluso con 10 agentes, tienen que
moverse a lo largo de todo el contorno para seguir el borde. Tambie´n se tienen
que desplazar en la misma direccio´n que el objeto, lo que implica que siempre
se esta´n moviendo. El rendimiento en la distancia acumulada y las tareas por
segundo siguen siendo mejores que en el caso de seguir todo en contorno. De
hecho la distancia acumulada es muy dependiente del viaje del objeto. Si las
dina´micas son ma´s lentas el rendimiento del algoritmo sera´n ma´s altas.
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Figura 4.12: Estas dos figuras tienen que ser analizadas al mismo tiempo. En azul
es el SST y en rojo es el seguimiento de contorno ideal. En la izquierda se muestra
la distancia acumulada del enjambre, la suma de todo el camino realizado de los
agentes. En la derecha se muestra el nu´mero de tareas de identificacio´n realizadas
por segundo. Cada grupo de barras representan una simulacio´n diferente de 200
segundos con diferente nu´mero de robots con sensores.
4.6. SST con informacio´n local
En esta seccio´n se introducen algunas ideas sobre como se puede adaptar esta
estrategia cuando no todos los UxVs tienen toda la informacio´n sobre el entorno.
Utilizar una red de comunicaciones con sensores ha sido estudiado reciente-
mente [OFL04, GK05] y aplicado a optimizacio´n [RN04]. Aqu´ı se presenta la
adaptacio´n de intercambiar la informacio´n porque cada agente so´lo posee infor-
macio´n local.
Sea pk ∈ ∂B los puntos que definen el contorno, la caja contenedora (bounding
box) puede ser representada por estas dos funciones:
Mn = mı´n(pk)
Mx = ma´x(pk)
En vez de intercambiar toda la informacio´n y calcular el mı´nimo en cada
nodo, se puede calcular el mı´nimo local de cada nodo y propagarlo.
Sea Mnn el mı´nimo local de cada nodo y Mxn el ma´ximo local
Mn =
n
mı´n
1
(Mnn)
Mx =
n
ma´x
1
(Mxn)
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Figura 4.13: Esta figura muestra el enjambre en los instantes t=0, t=50, t=100
and t=200, incluyendo los estados inicial y final. El nu´mero de robots es 10 y
esta´n representados por tria´ngulos, blancos cuando esta´n en estado idle y rojos
cuando esta´n realizando alguna tarea.
Cada agente computa su funcio´n local y en cada paso de comunicacio´n la red
calculara´ la funcio´n global. As´ı al final de la etapa de comunicacio´n cada agente
con sensor tendra´ la funcio´n global como se muestra en la figura 4.15. Con la
funcio´n global en cada nodo, se puede calcular el SST para la forma representada
por la funcio´n. La pol´ıtica de asignacio´n de los puntos de observacio´n consiste en
nombrar cada nodo y asignar en orden el nu´mero de puntos de observacio´n.
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Figura 4.14: En azul se representa la estrategia SST y en rojo el seguimiento de
contorno ideal.En la izquierda se muestra la distancia acumulada del enjambre,
la suma de todo el camino realizado de los agentes. En la derecha se muestra el
nu´mero de tareas de identificacio´n realizadas por segundo. Cada grupo de barras
representan una simulacio´n diferente de 200 segundos con diferente nu´mero de
robots con sensores.
Figura 4.15: En el instante t de la etapa de comunicacio´n la funcio´n es propagada.
Cap´ıtulo 5
Conclusiones
El resultado del trabajo realizado durante una estancia de 4 meses en el
MIT (EEUU) queda plasmado en este documento. El proyecto CICYT (DPI2006-
15661-C02-01) que ha permitido este trabajo de investigacio´n titulado ”Platafor-
ma de planificacio´n, simulacio´n y control para colaboracio´n de mu´ltiples veh´ıculos
auto´nomos marinos y ae´reos”, es el inicio de un proyecto de mayor escala. Por
ello destacaremos dos apartados importantes: Las aportaciones que se han llevado
acabo en el campo de la investigacio´n y el trabajo futuro que se realizara´ tomando
como base este documento.
5.1. Aportaciones
As´ı como en la introduccio´n se comento la subdivisio´n de la identificacio´n y
el seguimiento de superficies geogra´ficas con visio´n artificial en diferentes sub-
problemas, me referire´ del mismo modo en esta seccio´n. Esta subdivisio´n ha sido
realizada conforme a un minucioso estudio de la literatura acerca de problemas
similares.
Dentro de la tarea de bu´squeda hay que resen˜ar que se introduce una nove-
doso algoritmo de contencio´n de objetivos dina´micos bajo incertidumbre
para multi-UAV. Aparte conforme a un estudio y revisio´n de te´cnicas de
bu´squeda con incertidumbre, se ha creado una estrategia de bu´squeda h´ıbri-
da basada en la definicio´n de un controlador PD donde la parte proporcional
es la bu´squeda de la ma´xima probabilidad y la parte diferencial se refiere
a la estrategia de contencio´n. Este nuevo algoritmo se ha desarrollado para
trabajar en tiempo real mediante una optimizacio´n de horizonte infinito con
optimalidad local temporal. Finalmente se propone un seguimiento activo
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donde el UAV influira´ directamente sobre el entorno para la monitorizacio´n
de manchas de petro´leo o fuego.
En la tarea de identificacio´n se ha realizado un estudio de te´cnicas de iden-
tificacio´n de contorno y su posible aplicacio´n o especializacio´n para las su-
perficies geogra´ficas utilizando visio´n artificial, disen˜ando una arquitectura
con un generador de trayectorias de alto nivel que permite flexibilidad a
la hora de tomar decisiones y la total transparencia al programador a la
hora de programar un UAV. Esto se ha probado mediante el desarrollo de
un generador de trayectorias para identificar el contorno de una superficie
sobredimensionada en sentido horario. Aparte se introduce la posibilidad
de ajustar una superficie geome´trica para su posterior monitorizacio´n.
Bajo la tarea de seguimiento y monitorizacio´n se ha disen˜ado e implemen-
tado un nueva estrategia para la monitorizacio´n de superficies dina´micas
sobredimensionadas con multiagentes, explotando el campo de accio´n del
sensor, para el seguimiento prolongado. El problema ha sido definido en
MILP para el posterior desarrollo de un algoritmo subo´ptimo basado en el
nu´mero de puntos de observacio´n y la asignacio´n ordenada sobre los agentes.
Se ha implementado una plataforma para probar los algoritmos menciona-
dos para la identificacio´n y seguimiento de superficies geogra´ficas con cierto
comportamiento dina´mico, utilizando visio´n artificial. La implementacio´n
esta realizada en Matalab Simulink.
5.2. Trabajo Futuro
Las numerosas v´ıas de investigacio´n que se abren debido a este documento
conforman un buen comienzo para el proyecto. As´ı se pueden enumerar como
posibles ideas para continuar trabajando, las siguientes.
Adaptacio´n de la estrategia h´ıbrida de bu´squeda para la identificacio´n de
manchas de petro´leo y monitorizacio´n de fuegos.
Desarrollo de un algoritmo o´ptimo global para entornos dina´micos con in-
certidumbre.
Investigar te´cnicas de coordinacio´n con enjambres de agentes
Desarrollo de te´cnicas de identificacio´n y seguimiento robustas.
Inclusio´n de me´todos de aprendizaje.
Implementacio´n de los algoritmos para uso real con UAVs en el exterior
Inclusio´n de me´todos o estrategias para esquivar obsta´culos inesperados
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Inclusio´n de obsta´culos dina´micos con incertidumbre.
Desarrollo de una plataforma so´lida para probar algoritmos de coordinacio´n
entre UAVs
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Ape´ndice A
Seguimiento activo, aplicacio´n
para superficies
sobredimensionadas
El seguimiento activo se define como una estrategia de contencio´n para mon-
itorizar superficies geogra´ficas. Es activo ya que estamos modificando el entorno
conforme realizamos detecciones. En todo momento estamos hablando de bu´sque-
da de objetos dina´micos, pero si el objetivo en vez de moverse sin modificar su
taman˜o, se expande, la estrategia de contencio´n puede ser utilizada para su mon-
itorizacio´n. Numerosas aplicaciones como identificacio´n de manchas de petro´leo y
monitorizacio´n de fuegos, pueden ser tratadas con estrategias de contencio´n de la
probabilidad. Es ma´s, usando el gradiente, podemos averiguar que zonas tienen
un mayor incremento y por tanto hay que visitar primero. Otra forma de interpre-
tarlo es teniendo en cuenta la escala. La deteccio´n de una superficie sobredimen-
sionada depende de la discretizacio´n del entorno. As´ı se utilizara´ una bu´squeda
del objetivo con un taman˜o de celda que contenga la superficie (macro-escala,
nos interesa la posicio´n de la superficie y no su forma), y una vez encontrada
se procedera´ a reducir la escala para su correcta identificacio´n y seguimiento
(micro-escala, nos interesa la forma detallada del objeto).
A.1. Aplicacio´n sobre manchas de petro´leo
Un ejemplo muy atractivo del seguimiento activo, es decir, que estamos in-
teraccionando con el entorno de manera activa, es el uso de toallas de papel para
la absorcio´n del petro´leo. Francesco Stellaci, un experto en nanotecnolog´ıa del
departamento de materiales del MIT, asegura que han inventado un papel for-
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mado por nanohilos que pueden absorber selectivamente hasta 20 veces su peso
en petro´leo, del agua. Utilizando este tipo de papel, se podr´ıa efectuar un algorit-
mo de contencio´n donde se distribuyera este tipo de papel absorbente, incidiendo
activamente en la erradicacio´n del problema.
Ape´ndice B
Implementacio´n del sistema
La arquitectura disen˜ada para la bu´squeda e identificacio´n de superficies ter-
restres forma una plataforma para la implementacio´n de las estrategias desarrol-
ladas en los cap´ıtulos anteriores. El disen˜o se basa en modelos de entrada / salida
con cuatro bloques bien diferenciados (figura B.1):
Figura B.1: Disen˜o de la arquitectura del sistema, modelos e interconexiones.
1. Sistema de Visio´n: Permite la captura de ima´genes y el filtrado de las mis-
mas. Se puede dividir en dos partes:
Adquisicio´n de ima´genes: Consta de una ca´mara que es el sensor prin-
cipal del UAV para proporcionar informacio´n. El retardo de la captura
de las ima´genes es modelado.
Procesamiento de ima´genes. Dada una imagen capturada en el proce-
so de adquisicio´n, se somete a varias etapas de filtros y se extrae la
informacio´n necesaria.
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2. Generador de trayectorias de alto nivel: Conforma el cerebro de la arqui-
tectura, ya que es donde se toman las decisiones. En e´l se calculara´n las
trayectorias que debe seguir el UAV para realizar la tarea asignada.
3. Quatrimotor: es el modelo del UAV que vamos a utilizar extra´ıdo de [Bea08].
En este bloque residen tanto los sensores como los actuadores del UAV.
Contiene el controlador de bajo nivel que garantiza la llegada a los puntos
definidos por el generador de trayectorias de alto nivel.
4. Superficie: Define la informacio´n que poseemos sobre a superficie a identi-
ficar, su dina´mica y sus propiedades.
B.1. Etapa de filtrado
Figura B.2: Diagrama de matlab simulink de la etapa de filtrado
La etapa de filtrado sera´ la encargada de segmentar la imagen y darnos la
informacio´n que necesitamos. Dada una imagen como entrada, los pasos a seguir
en el filtrado son los siguientes (el diagrama de cajas se puede ver en la figura
B.2):
1. Conversio´n a sistema HSV para evitar que los cambios de luz afecten a la
deteccio´n.
2. Realizar un estudio de la intensidad por medio de un histograma para crear
un filtro robusto ante los cambios de luz.
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3. Filtrado binario con αsup proporcionando la imagen binaria con los valores
por debajo de αsup
4. Filtrado binario con αinf proporcionando la imagen binaria con los valores
por debajo de αinf
5. Imagen binaria final calculada como:
I = ¬Iαsupbin − ¬Iα
inf
bin
6. Erosio´n y dilatacio´n
I = I ⊕K1 ⊕K2 ◦K3
7. Segmentacio´n
Extraccio´n de puntos de intere´s o contorno ∂(I)
Extraccio´n de propiedades: Centro de Masas (CM(I)) y Orientacio´n(φ(I))
B.2. Generador de trayectoria de alto nivel
El controlador de alto nivel se encarga de decidir los puntos en el espacio
donde se tiene que dirigir el UAV, conforme a la informacio´n del sistema y los
datos recogidos por los sensores. En este bloque se implementa la estrategia que
se quiere utilizar. Como ejemplo en la figura B.3 la identificacio´n con un ajuste
de elipse y su posterior monitorizacio´n utilizando SST. En la imagen superior se
muestra la regio´n de bu´squeda y los puntos de intere´s que se esta´n extrayendo. El
c´ırculo rojo representa el siguiente waypoint que tiene que alcanzar el UAV. En
la imagen inferior izquierda se muestra la representacio´n 3D del UAV donde se
puede observar la huella de la ca´mara. Adema´s se observa la elipse ajustada a la
superficie. En la imagen inferior derecha se muestra la imagen que esta´ capturando
la ca´mara situada en el UAV.
B.3. Controlador del quatrimotor
El controlador de bajo nivel es la capa que nos permite transparencia respecto
a los actuadores del UAV, es decir, es el que se encarga de asegurar que el UAV
pasa por los puntos que hemos decidido en el controlador de alto nivel.
El controlador esta´ basado en la documentacio´n de [Bea08]. Es un controlador
para un quatrimotor UAV y ser´ıa el controlador de bajo nivel, que recibira´ como
entrada los puntos de la trayectoria que debe seguir.
Se utilizara´ el estado estimado para el controlador, pero en vez de usar un
filtro (Filtro extendido de Kalman) para estimarlo, el sistema de seguimiento
VICON es utilizado para conocer el estado actual del UAV.
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Figura B.3: Muestra un instante de tiempo en la simulacio´n utilizando SST para
la monitorizacio´n de la superficie
El estado es:
f(x, u) =

p˙x
p˙y
p˙z
θaz
−θaz
g + az
p
q
r

(B.1)
El disen˜o de control es una estrategia de PID para las componentes ux,uy y
uz. A partir de estas componentes, se procedera´ a calcular la fuerza deseada F ,
el a´ngulo de cabeceo φc y balanceado θc.
B.3.1. Control de la altitud por visio´n
Para el control de altitud se necesita derivar una expresio´n para uz para
generar pz a la altitud deseada basada en el taman˜o del objeto que se quiere
identificar y la altitud ma´xima a la que se puede volar sin afectar a la deteccio´n.
Se necesita medir el error de ruido de la ca´mara para calcular esa altura ma´xima
a la que el UAV puede ir.
El radio debe ser r = αPer´ımetro. El radio depende del a´ngulo del campo de
visio´n y la componente Z.
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Teniendo el plano de la imagen a la distancia focal f , r0 es definida. Usando
tria´ngulos equivalentes tenemos:
−Pz
r
=
f
r0
pz =
fαPer´ımetro
r0
Debido a los l´ımites de la altura
pz = ma´x
(
fαPer´ımetro
r0
, limite de ruido
)
Diferenciando podemos derivar el controlador PID.
B.3.2. Control del balanceo
La ecuacio´n de movimiento para el balanceo viene dada por: φ¨ = τpJx . Se
usara´ un PID para regular el balanceo como:
τp = kpφ(φ
c − φ)− kdφp+ kiφ
∫ t
0
(φc − φ)dτ (B.2)
El diagrama de control se muestra en la figura B.4.
Figura B.4: Estructura de control para el balanceo
B.3.3. Control del cabeceo
Se deriva de la misma manera que el de balanceo. Se utiliza un PID para
regularlo.
B.3.4. Control de posicio´n para seguimiento
La dina´mica lateral es dada por p¨y = uy,donde py es la posicio´n lateral relativa
que tendera´ a ser cero por medio de una estrategia PID.
uy = −kpypy − kdyv + kiy
∫ t
0
pydτ (B.3)
La dina´mica longitudinal es dada por p¨x = uy , donde px es la posicio´n lateral
relativa que tambie´n sera´ llevada a cero utilizando un PID.
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ux = −kpxpx − kdxv + kix
∫ t
0
pxdτ (B.4)
La referencia (x, y) como una posicio´n en dos dimensiones, proporciona una
lista de puntos interpolados con restricciones dina´micas entre la posicio´n del
UAV y los puntos de seguimiento o observacio´n. sea uavx y uavy las posiciones
absolutas del UAV en el entorno, el error es calculado como:
px = −x+ uavx
py = −y + uavy
B.3.5. Control de rumbo
La dina´mica de la direccio´n es dada por ψ¨ = τpJx . Definiendo ψ
d como el
cabeceo inercial del objetivo, si existe, y definiendo ψ˜ .= ψ − ψd como direc-
cio´n relativa. La ca´mara directamente mide ψ˜. Asumiendo que ψd es constante,
tenemos ˜¨ψ = τpJx . Regulamos la direccio´n relativa con un PID
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