THE PRINCIPLE OF ERRORCORRECTION
The decoding method described here is simply to choose a set of polynomials { Qi (x) ) of degree k-1 or less so that for any error pattern E(x) of weight t or less, there is one polynomial Qi (x) in the set such that x'Qi (x) agrees with E(x) or a cyclic shift of E(x) in its ic information positions. Let q?(x) be the parity sequence associated with the information sequence X'Qi (x). We recall that the syndrome is the sum of the noise sequence in the parity positions and the encoded noise sequence in the information positions. Thus, adding qi(x) to the syndrome pi(x) gives the error pattern in the parity places when x'Qi(x) coincides with x'+;E(x) in the information positions. Since the code has a minimum distance of at least 2t + 1, this coincidence can be detected uniquely by the inequality ~[Pi(x> + nib91 2 t -4QiWl.
Then the original error pattern E(z) is given by
The factor x7 is introduced simply for the convenience of implementing the error correction. We shall say that &j(x) covers E(x) when x'Qj(Z) agrees with E(x) or a cyclic shift of E(x) in its L information positions. Suppose that any error pattern of weight t or less is covered by one polynomial in a set Qi (x) (0 < j < J). Then from those considerations mentioned above we have the following decoding procedure: 1) Calculate pO(x) from the received vector R(x). 2) Calculate pi(x) from pi-,(x). This may be accomplished by the r-stage shift register described by Peterson.' 3) For each i calculate w[pi(x) + qj(x)](O 5 j < J).
If, for some j, U&,(X) + qj(x)] 5 t -w[Qi(x)], then take R(X) + xkwi (p,(x) + qj(x) + Z'Qj (x)) as the corrected vector. The automatic multiplication by xkWi and the correction may be done by a method analogous to one described by Peterson. (See Example 1 in the next section.) If there exists no j for which (1) holds, increase i by one and go to 2 unless i = n. If i = n and p,->(x) # 0, say that an error of weight at least t + 1 has been detected but cannot be corrected.
This method may be extended to maximum likelihood correction for all cosets that have a unique minimum weight leader.
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EXAMPLES Let E, denote the set of error patterns of weight t or less, and let C [Q, (x) ] denote the set of error patterns in E, covered by Q?(X). Let IA] designate the number of elements in set A. Our present problem is to make the choice of Q;(X) (0 < j < J) such that Et C @QhL (3) In general, the fewer the number of the &j(Z), the simpler the decoding procedure. The problem of finding the minimum number of the Q?(r) is reduced to the minimum covering problem which occurs in various fields of mathematics and engineering. Several methods have been proposed for the solution of this problem. ' There are, however, practical limits to the size of tables that can be conveniently solved by these methods. The total number of candidates for Q,(X) is c:=, '
IE,/ equal to xi=, (?).
i and
Even for moderate values of n, r and t, c:=,, k 0 i and Et=, n 0 seem to be too large to employ these methods effectively.
Then we can get a reasonably good solution by the following procedures:
2) Suppose Q?(X) (0 < j 5 i) are chosen, and that E, a viz0 C[Qi(x)]. Then choose Qi+l(~) so that I@, -uj=, CIQi(x>l) n CIQi+,(x)ll is as large as possible.
Thus the Qj(x) described in the following examples were found by taking (4) into account and by applying the above-mentioned procedures approximately.g Let us write E(x) = xza + x2' + . . . + x2"-'
(0 5 1, < 1, < f.. < L1 < n; u 5 t)
and let m be a suffix such that vm = max vi. EC-11, pp. 473-482; August, 1962;  and D. C. Foata, "On a program for Ray-Chaudhuri's algorithm for a minimum cover of an abstract complex," Comm. ACM, vol. 4, pp. 504-506; November, 1961. 9 The suffixes of the Q;(Z) are not necessarily the same as those Phase 1: Gates 1, 3 and 5 are opened and Gates 2 and 4 are closed. Then pO(z) is calculated by shifting the entire received vector R(x) into the shift register P described by Peterson.7 At the same time, the received vector is stored in the 23-stage shift register SR and the previous stored vector which has been corrected is read out through Gate 5.
Phase %(a): Gates 1,4 and 5 are closed, and Gates 2 and 3 are opened. The contents of the syndrome register P are tested for correctable error patterns. Zi = 1 if and only if w[p,(x) + qj(x)] i t -w[Qi(z)]. Since Q~(x) and Qi(x) are fixed this is a simple check whether the register P, with those positions complemented corresponding to "ones" in qj(x), has t -w[&~(z)] or fewer "ones." If Z,VZ, VZ,=O, then P is shifted with no input. At the same time, the contents of SR are cyclically shifted and this step is repeated.
Phase 2(b): When Z, V Z, V Z, = 1,13 Gate 3 is closed while Gate 4 is opened. At the same time if Z, = 1, then the octal counter C is set to 2 and starts counting the clock pulses. If Z, = 1, then C is set to 3 and starts counting the clock pulses. Q takes the value 1, if and only if the content of C is 3 or 4. Q is added to Y,, Y, and Y,,. By these two additions, those positions in p<(x), corresponding to '(ones" in gi(x), are complemented. The binary I1 m -1 and m + 1 are taken mod 3. For the case where zu[E(z)] 2 2, take some YI to be zero. Hereafter we shall use this convention.
I2 It is assumed that the received messages are buffered if necessary. Quicker error correction can be obtained by using some additional equipment.
I3 Only one of 2~ can be equal to 1. digit coming out of SR which indicates the error position is added to the binary digit coming out of P. At the same time, the contents of XR are cyclically shifted and this step is repeated. When C,, the carry of C, takes the value 1, the left-most flip-flop of P is set to 1, and C stops its count. This corresponds to error position x16-i or x17-i. When the contents of SR have circulated just twice in Phase 2, the error correction has been completed.
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For a discussion of realizations of Zj, see Minnick.'4 Some simplification may be achieved by making use of the fact that the error patterns not covered by QO(x) or QZ(z) are only ~'(1 + x5 + XII). Instead of Z,, we may use 2: such that 2: = 1 if and only if x"~E(z) = 1 + x5 + xl' mod (xZ3 -1).
2: = P,YlY,~3',4~5Y,P,Y,Y,Y,,.
Example W: The Bose-Chaudhuri (31, 16) triple-errorcorrecting code. ' We can similarly show that any error pattern of weight 3 or less is covered by one of QO(x) = 0, Q,(s) = x7 and &z(x) = x8. For each error pattern, one of the covering polynomials is shown in Table I . Exanaple 4: Consider the Bose-Chaudhuri (31, 11) code that corrects all combinations of five or less errors.' Note t,hat v,>31/5>6. Since ~,+~+v,+~~31-~,--2 max (%-I, v~+~), we have max (v,+~, vm+d 2 {6(31 -vJ1 -max (v~--~, v,+d, min (v,+~, v,+J 2 31 -2(vm + max (v,-~, v,+d>. By aid of these relations, we readily ascertain that for &11(x) = x5, Qdx) = xl5
&13(x) = x1". Now, we have v m 2 {41/4] = 11. We can readily obtain Table II . (h+~, h--l) Covering polynomial &o(x) &d-c) &11(x) &12(x) Qi(X),j = max(h+~, ~+--l) Qi(x),j = max (v,+b vm-I) We have shown that few Q,(x) suffice for decoding five important codes. As n --+ m with t/n fixed, however, an exponentially growing number of Qi(x)'s is required with this method (see Appendix). Therefore, the scope of applicability is limited, for practical purposes to the case of small t. I6 ( ) denote "the greatest integer less than".
