The paper deals with the comparative calibration model, i.e. with a situation when both variables are subject to errors. The calibration function is supposed to be a polynomial. From the statistical point of view, the model after linearization could be represented by the linear errors-in-variables (EIV) model. There are two different ways of using the Kenward and Roger's type approximation to obtain the confidence region for calibration function coefficients. These two confidence regions are compared on a small simulation study. Calibration process and process of measuring with calibrated device are described under the assumption that the measuring errors are normally distributed.
INTRODUCTION
Calibration is a very important part of metrology. According to [1] calibration is an operation that, under specified conditions, in a first step, establishes a relation between the quantity values with measurement uncertainties provided by measurement standards and corresponding indications with associated measurement uncertainties and, in a second step, uses this information to establish a relation for obtaining a measurement result from an indication. Calibration may be expressed by a statement, calibration function, calibration diagram, calibration curve, or calibration table. It means that, if we have a measuring device and a measurement standard, calibration (process) establishes a relation between the quantity values provided by the measurement standard and corresponding values indicated on the (calibrated) measuring device. Of course, if we measure a quantity by the standard, we obtain only the evidence value (estimate) y of the true quantity value ν (expressed in units of the standard). In the same way, if we measure the same quantity by the (calibrated) measuring device, we obtain only the evidence value (estimate) x of the true quantity value µ (expressed in units of the (calibrated) measuring device). The indications (evidence values) can be obtained in the same or different units. In this paper, the theoretical calibration function, ν = f (µ), is understood as a function which expresses the relation between the ideal (true, errorless) values of the same object measured by the calibrated measuring device and the standard, respectively. More precisely, we consider the problem of calibrating the less precise measuring device X by the more precise measuring device Y . The paper derives the confidence region for calibration function coefficients based on repeated measurements of m different objects (substances, quantities of interest) V 1 ,V 2 , . . . ,V m realized by two different measuring devices X and Y , respectively. The accuracy of both measuring devices X and Y is unknown, but it is supposed that the squared standard uncertainties σ 2 x and σ 2 y are unchanged (but need not be equal) in the whole range of measurements. They are estimated using the MINQUE estimators. The measurements are supposed to be normally distributed and the calibration function is a polynomial of degree k.
The calibration process consists of two parts: (i) creation and evaluation of the calibration model, and (ii) measuring with the calibrated device. In the contribution, we are dealing with creation of the calibration model under some specific but real conditions. In fact, our contribution is about estimation of the calibration function parameters including the problem of determinating the confidence region for these parameters. It turns out that there exist two ways of determinating the desired confidence region using Kenward and Roger's approximation. Using simulations, we compare the behavior of these two confidence regions. It turns out that in the considered situations the statistical performance of both confidence regions is practically the same. Finally, we derive the procedure for measuring with the calibrated device. Given the recorded value x, which is an estimate of the true unknown value µ of the measured object (in units of the less precise measuring device X ), we determine the (1 − α) confidence interval for ν µ -the true (unknown) errorless value of the same measured object (in units of the more precise measuring device Y ).
In this paper, we describe the model of comparative calibration with polynomial calibration function. We derive the best linear unbiased estimators (BLUEs) which are the optimal estimators of the model parameters, and moreover, we also derive the approximate (1 − α) confidence region for the unknown parameters, as well as for any linear function of the parameters under assumption of normally distributed measurements.
In Section 2 we describe the polynomial calibration model and derive the BLUEs of the model parameters. In Section 3 are derived methods for estimation of the unknown variances (squared uncertainties) of the measurement error. In particular, we consider the minimum norm quadratic unbiased estimator (MINQUE). In Section 4 we present detailed description of the iterative procedure for estimating the model parameters. In Section 5 and Section 6 are described two types of construction of the confidence region for the calibration function parameters based on the Kenward and Rogger's approximation. In Section 7, these two approaches are compared based on using the empirical coverage probabilities by Monte Carlo simulations. Section 8 describes the method of measurements with the calibrated device. The final conclusions and discussion is presented in Section 9.
THE CALIBRATION MODEL AND BLUES OF PARAME-

TERS
We assume that we have m different objects (substances, quantities of interest) V 1 ,V 2 , . . . ,V m . Each of these objects is measured with two different measuring devices (device X and Y , respectively) and we repeat the measurements n times. It is assumed that values measured on both devices are realizations of independent normally distributed random variables.
We shall use the following notation. X i, j is the j-th measurement of object V i with the device X and X i, j ∼ N(µ i , σ 2 x ), i = 1, 2, . . . , m, j = 1, 2, . . . , n, where the mean value of X i, j is µ i -the true errorless value of the object V i in units of the measuring device X and σ 2 x is the dispersion of X i, j . Analogously, Y i, j is the j-th measurement of object V i with the device Y and Y i, j ∼ N(ν i , σ 2 y ), i = 1, 2, . . . , m, j = 1, 2, . . . , n, where the mean value of Y i, j is ν i -the true errorless value of the object V i in units of the measuring device Y and σ 2 y is the dispersion of Y i, j .
As mentioned above, from the statistical point of view the calibration function expresses the ideal (true, errorless) values of the measurand (the measured object, substance, or quantity) in units of the measuring instrument Y (here the more precise measuring instrument, the standard) as a function of the true values of the measurand in units of the measuring instrument X (here the less precise instrument, the calibrated device). In other words, the calibration function expresses the relationship between the ideal (true, errorless) values of measuring the same object (substance, quantity) by two measuring instruments X and Y , respectively. In our case, we assume that the calibration function is a polynomial of degree
Let us denote
(⊗ means the Kronecker product) with the nonlinear constraints on parameters, 
we obtain the linear regression model with (linear) constraints on parameters (see e.g., [2] , [3] , [4] ),
is the diagonal matrix with elements of the vector a 10 1 m + · · · + ka k0 µ k−1 0 on the diagonal and a = (a 0 , a 1 , . . . , a k ) ′ ).
If we denote
and according to [2] , [3] , and [4] , the BLUE (best linear unbiased estimator) of vector
and the covariance matrix of a is
where
After a short calculation we finally have (see e.g., [5] )
and
We only note that
3. MINQUE ESTIMATORS OF σ 2 x AND σ 2 y According to [4] , [5] , and [6] , it can be shown that the MINQUE (minimum norm quadratic unbiased estimator) of the variance components σ 2 x and σ 2 y (locally at some appropriate values σ 2 x0 , σ 2 y0 ) is
The covariance matrix of σ 2
4. ITERATIVE PROCEDURE FOR ESTIMATING PARAME-
To estimate the desired parameters of the calibration function, we apply results described in Section 2 and 3.
1. We compute the initial (appropriate) values of parameters σ 2 x and σ 2 y as (realizations of the following random variables)
then we compute the initial values µ 0 as (realization of the random vector)
and the vector a 0 as (realization of the random vector)
2. As in Section 2, we obtain the estimators µ and ν from (4) and (5), the estimator a from (6), where
3. We put the realization of a (i.e. the estimate) as the initial value a 0 = (a 00 , a 10 , . . . , a k0 ) ′ and calculate the estimators σ 2 x , σ 2 y by the procedure described in Section 3. Thus, we obtain the (approximate) BLUE of µ, ν, a together with the covariance matrix cov ( a).
We put the realizations of σ 2
x , σ 2 y (the estimates) as the values σ 2 x0 and σ 2 x0 , respectively, subsequently we put the realization of µ (i.e. the estimate) as the initial value µ 0 and return to step 2. We have refined the estimates.
We continue with this iteration process (steps 2, 3, and 4) till the subsequent estimates are sufficiently accurate. According to our opinion 4-7 iteration steps are needed.
The MATLAB codes created for this iterative procedure are available on the website 1 .
TYPE 1 CONFIDENCE REGION FOR THE CALIBRATION FUNCTION PARAMETERS
For the final estimator of a, obtained in (6) , it holds
In notation of Appendix 1 we have
(σ 2 x0 and σ 2 y0 are from Section 4, point 4). So,
Similarly,
In the notation of Appendix 1 we have
where {W} i, j is the (i, j)-th element of the matrix W(σ 2 x0 , σ 2 y0 ) given in (9). According to Appendix 1 we compute ( (1) u, and (1) λ . The (1 − α) confidence region for vector a using the Kenward and Roger's method is
where F k+1, (1) 
The (1 − α) confidence region for l ′ a using the Kenward and Roger's method is
A special case is determination of the (1 − α) confidence interval for the value a 0 + a 1 µ x + a 2 µ 2 x + · · · + a k µ k x for a known value µ x . In that case is l = l x = (1, µ x , . . . , µ k x ) ′ and according to (12)
i.e.
where 
The mean value of (15) is
(from condition (2)) and the covariance matrix of (15) is
So, for the random vector η holds
In the notation of Appendix 1, in this section we have
x0 and σ 2 y0 are from Section 4, point 4). The REML (restricted maximum likelihood) estimator of a is the generalized least squares estimator
The adjusted estimator for small sample covariance matrix of a recommended by Kenward and Roger [7] is
According to Appendix 1 (analogously as in Section 5) we
u, and (2) λ .
The (1 − α) confidence region for vector a using the Kenward and Roger's method is now
If inferences are made about the linear combination l ′ a of the elements of a, then again according to Appendix 1 we calculate (l,2) A, (l,2) B, (l,2) c 1 , (l,2) c 2 , (l,2) c 3 , (l,2) ρ, (l,2) u, and (l,2) λ .
The (1 − α) confidence region for l ′ a using the Kenward and Roger's method is now
So for the value a 0 + a
The process of determinating the parameters of the calibration function (the parameter estimation) together with determinating the confidence region for the parameters (and also the confidence region for the whole calibration function) is described as calibrating the measuring device.
COMPARISON OF TYPE 1 AND TYPE 2 CONFIDENCE REGIONS USING SIMULATIONS
There are two different possibilities to construct the (approximative) (1 − α) confidence region for the calibration function parameters a 0 , a 1 , . . . , a k , namely (11) (derived in Section 5) and (17) (derived in Section 6). To compare their statistical performances, we carried out a (small) simulation study. For various parameter sets of the calibration function (polynomial of degree 2, 3, and 4), we realized 10000 repeated measurements of the calibration function and investigated the percentage of the empirical coverage of the true parameters by the (1 − α) confidence region (11) (labeled KR1) and by the (1 − α) confidence region (17) (labeled KR2). Here, α was in all cases 0.05. Sample results are recorded in Appendix 2. Other simulation results can be found on the website 2 . From the presented simulations it is evident that the performance of both confidence regions (11) and (17) is practically the same.
MEASUREMENTS WITH THE CALIBRATED DEVICE
Let us assume that by the measuring device X (the less precise measuring device, the calibrated measuring device) we have recorded an errorless value µ. We want to determine the (approximate) (1 − α) confidence interval for the value ν µ = a 0 + a 1 µ + a 2 µ 2 + · · · + a k µ k , i.e. the (1 − α) confidence interval for the errorless recorded value measured by the measuring device Y (the more precise measuring device, the standard) using the Kenward and Roger's method.
In that case l µ = 1, µ, µ 2 , . . . , µ k ′ and the desired (1 − α) confidence interval is given by (14) or by (19). If we compute this confidence interval for all µ in a given interval (γ, δ ), we obtain a confidence region along the estimated calibration function a 0 + a 1 µ + · · · + a k µ k in the given interval (γ, δ ). Now, let us determine the confidence interval for ν µ = a 0 + a 1 µ + a 2 µ 2 + · · · + a k µ k when (errorless, true) value µ is measured by the measuring device X , but the realization of the measurement (the registered value, evidence value) is x. It means we have realized the measurement X ∼ N(µ, σ 2 x ). It is well known that if X ∼ N(µ, σ 2 x ) and S 2 is an estimator of σ 2
x for which it holds
w is χ 2 distribution with w degrees of freedom), while X and S 2 are independent, then the following holds true
It means that the dispersion is D(S 2 ) = . If we substitute S 2 by the MINQUE estimator σ 2 x , then the degrees of freedom are given approximately as
Our main aim is to find the confidence interval for ν µ = a 0 + a 1 µ + a 2 µ 2 + · · · + a k µ k (the errorless (true) value measured on the standard) if the reading on the calibrated measuring device is x. Let us denote
then, by using the Bonferroni inequality, we finally get the
In our case, the index i can be equal to 1 or 2.
9. CONCLUSIONS We derived the comparative calibration model where the calibration function is a (complete) polynomial of a given degree. This model is an errors-in-variables model and after linearization could be represented as a linear regression model with linear constraints on parameters. The optimal linear estimators (BLUEs) of the unknown calibration function parameters are shown. The (approximate) (1 − α) confidence region for the whole unknown parameter vector and also for any linear function of the parameters is derived using results obtained by Kenward and Roger [7] . This derivation was done in two ways, and simulations indicate that the performance of both ways is practically the same. Further deeper investigation is needed to explain this fact, which is beyond the scope of this paper. The whole contribution is based on the assumption of normally distributed measuring errors. Further research in the issues continues in considering also type B uncertainties of measurements.
APPENDIX 1 -SMALL SAMPLE INFERENCE FOR FIXED
EFFECTS
Let us derive the confidence region for the whole parameter a and also for an arbitrary linear combination l ′ a by using the method suggested by Kenward and Roger [7] . Consider the general Gaussian linear model for s observa-
where X is s × (k + 1) matrix with rank k + 1, V is a known covariance matrix, a is a (k + 1)-dimensional vector of unknown parameters, and the elements of the covariance matrix V(σ 2 1 , σ 2 2 ) are assumed to be functions of two parameters σ 2 1 and σ 2 2 . We assume that the first two partial derivatives
The REML (restricted maximum likelihood) estimator of a is the generalized least squares estimator
The REML estimator of a is unbiased. Kenward and Roger [7] recommend to use an adjusted estimator of the small sample covariance matrix of a
where for i = 1, 2
and {W} i, j is the (i, j)-th element of the matrix W( σ 2 1 , σ 2 2 ) given in (9).
Inferences are to be made simultaneously about the (whole) vector a. Kenward and Roger in [7] showed that the statistics
has approximately 1 λ F k+1,u distribution, where λ and u are calculated as follows:
, c 3 B) , and finally,
The (1 − α) confidence region for vector a using the Kenward and Roger's method is
If inferences are made about the linear combination l ′ a of the elements of a (e.g., we are interested in the (1 − α) confidence interval for l ′ a), then according to Kenward and Roger in [7] ( a − a)
where (l) λ and (l) u are calculated as follows:
and finally,
The (1 − α) confidence interval for l ′ a using the Kenward and Roger's method is
APPENDIX 2 -SIMULATION RESULTS
The simulation results presented in the tables are explained in Section 7. 
