ABSTRACT
is minimized. The paths may be node-disjoint or edge-disjoint, and the network may be directed or undirected. This problem has applications in reliable communication. We show that all four versions of this problem are NP-complete. Then we give an approximation of ( is defined as the sum of the lengths of its edges. To avoid single point of failure, the paths may be node-disjoint or edge disjoint, and the network may be directed or undirected. Thus, a problem of finding disjoint paths have four versions.
Various problems of finding optimized disjoint paths between two nodes & and ' in have been investigated. Ford and Fulkson gave gave a polynomial-time algorithm for finding two paths with minimum total length (called MIN-MAX 2-Path Problem), using the algorithm of finding minimum weighted network flows [7] . Suurballe and Tarjan provided different treatment, and presented algorithms that are more efficient [18] [19] . Li et al. proved that all four versions of the problem of finding two disjoint paths such that the length of the longer path is minimized (called the MIN-MAX 2-Path Problem) are strongly NP-complete [9] . They also considered a generalized MIN-SUM problem (which we call the G-MIN-SUM e -Path Problem) assuming that each edge is associated with e different lengths. The objective of this problem is to find e disjoint paths such that the total length of the paths is minimized, where the f t h edge-length is associated with the f t h path. They showed that all four versions of the G-MIN-SUM e -path problem are strongly NP-complete even for e g h W [10] . In [12] , we considered the problem of finding two disjoint paths such that the length of the shorter path is minimized (named the MIN-MIN 2-path problem). We showed that all four versions of the MIN-MIN 2-path problem are strongly NP-complete [12] . In the same paper, we also showed there does not exist any polynomial-time approximation algorithm with a constant approximation bound for any of these four versions of the MIN-MIN 2-path problem unless
. In this paper we consider a generalized weighted 2-path problem. Let 
and the other is to minimize
We name the former as the 
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-MIN-SUM 2-path problem). The relationship among these 2-path problems is shown in Figure 1 . 
¥ X
-MIN-SUM 2-path problem. We would like to mention that our results on the normalized ¥ X -MIN-SUM 2-path problem are reported in [13] . It turns out that the properties of these two normalized 2-path problems are quite different.
Apart from its theoretical interest, this ¥ u -MIN-SUM 2-path problem has important applications in survival network design. In many real-world network applications, there requires to provide two disjoint (node-disjoint or edge-disjoint) paths between two nodes to guarantee reliability. One is called primary route and the other is called a secondary route. In case there is a failure on the primary route, the traffic can be quickly switched to the secondary route. To build a path, the service provider normally charges a fee proportional to the length of the path. The service provider sometimes will give price discount to the shorter path, as ¥ times the normal price. There are similar cases in other areas, like retail business. For example, a shoe store will have "buy one and get 2nd one with 50% off" policy for business promotion. The one with 50% off has to have smaller or equal value as the other one.
In this paper, we first show that all four versions of the normalized ¥ -MIN-SUM 2-path problem are NPcomplete. We show that using MIN-SUM 2-path solutions to approximate normalized . Then, we prove that for directed graphs there does not exist any polynomial-time approximation algorithm guaranteeing an approximation bound smaller than
. Finally, give pseudo-polynomial-time algorithms for finding optimal disjoint paths in acyclic directed graphs.
NP-Completeness
Two paths are said to be edge-disjoint in b 2 B " % $ if they have no edge in common, while they are said to be node-disjoint if they have no intermediate node in common. Clearly, node-disjoint paths are also edge-disjoint, but the converse is not true. There are four versions of the normalized edge-disjoint paths in undirected graphs (ED-UD 2-path problem).
All graphs considered in this paper are simple graphs, i.e. graphs without self-loops and parallel edges between any pair of nodes. We show that all these versions are NPcomplete by reducing the partition problem ( [1] ) to the decision problem corresponding to the normalized ¥ -MIN-SUM 2-path problem.
Edge-Disjoint Paths in Directed Graphs
The Partition Problem is defined as following ( [8] 
The partition problem is a well-known NP-complete problem [1] . We prove that the ED-D version of the normalized ¥ E -MIN-SUM 2-path problem is NP-complete by reducing the partition problem to it. Let , shown in Figure  3 , a block and denote it by .
Lemma 2 Any partition
.
Proof: Given . From Lemma 2, we can find 2 edge-disjoint paths ( ) and 
Theorem 1 The ED-D version of the normalized

¥ u -MIN-SUM 2-path problem is NP-complete.
Proof: Obviously, this problem belong to the NP class. Lemmas 1-3 show that the partition problem is polynomialtime reducible to edge-disjoint, directed ¥ u -MIN-SUM 2-path problem.
Corollary 1 The ND-D, ED-UD and ND-UD versions of the normalized
¥ 0 -MIN-SUM 2-path problem are NPcomplete.
Proof: Since paths used in the proof of previous lemmas are also node-disjoint, the node-disjoint normalized ¥ u -MIN-SUM 2-path problem for directed graphs is also NPcomplete. Since the proofs of the previous lemmas also apply undirected graph 
Approximation Analysis
We say that an instance of the normalized ¥ u -MIN-SUM 2-path problem is feasible if for which a feasible solution exists. We say that there exists an approximation algorithm with bounded (worst-case) error for the normalized 
where , be the optimal solution of the MIN-SUM 2-path problem, which is polynomial-time solvable [7] [18]). We show that
is an optimal solution for MIN-SUM 2-path problem,
And as
We now establish the tightness of our approximation bound. Clearly,
Theorem 3 With respect to using a MIN-SUM 2-path solution to approximate a normalized
Hence, the error bound 1 ) Y X à is tight for the two (edgedisjoint and node-disjoint) directed versions. Obviously, this example can be used the two undirected versions.
Theorem 3 states that using optimal MIN-SUM solutions to approximate optimal 
, create a new graph 
That is because any two disjoint paths from 
Suppose that there is a polynomial-time approximation algorithm with error bound smaller than 
Pseudo-Polynomial-Time Algorithm for Acyclic Directed Graphs
For the special case ¥ 0 -MIN-SUM 2-path problem on acyclic directed graphs, there exists a pseudo-polynomialtime algorithm to find optimal solutions. The algorithm is obtained by extending the Li's algorithm [9] to find two disjoint paths on acyclic directed graphs for MIN-MAX objectiveh.
The Node-Disjoint Case
For this case, we adopt a technique used in a pseudopolynomial-time algorithm of [9] . Given an acyclic directed graph e ! # " % $ <2,4>  <2,6>   <3,4>  <3,6>   <6,5>   <1,1>  <1,2>  <1,3>  <1,4>   <2,1>  <2,3>  <2,5>   <3,1>  <3,2>  <3,5>   <4,1>  <4,2>  <4,3>  <4,5>  <4,6>   <5,2>  <5,3)  <5,4>  <5,6>  <5,1>   <6,1>  <6,2>  <6,3>  <6, . From the proof in [9] , the above algorithm covers all valid non-redundant paths from
