The objective of the present work is to find an optimal path for a mobile of four wheels. The kinematic model related to the studied engine is a nonlinear system, where several nonlinear objective functions must be optimized in a conflicting situation. Under these circumstances, we propose to apply the algorithm studied in [13] for the planification of this optimal trajectory. For more efficiency, we took advantage of artificial neural networks parallelism by using neurons commonly used seen in [14] , [13] and some other new created ones. Also a Matlab 638 M. Khouil, I. Sanou, M. Mestari and A. Aitelmahjoub simulation has been programmed in the last section toward observing the convergence of the results obtained.
Introduction
In robotics field, path planning has long been a fundamental problem. Although many solutions have been proposed [11] , [10] , there is always room for more research to reduce the cost and time calculation. The problem is to find an optimal trajectory leading the robot from an initial configuration to an arrival one within the constraints and taking into account the geometrical uncertainties. The main cause limiting the development of robotic systems is the computational complexity [16] . Direct application of classic optimization methods to Nonlinear Equality Constrained Multiobjective Optimization Problems [13] is mostly difficult and complicated to solve. These methods often makes use of very complex mathematical tools, also the amount of computation required may grow exponentially with the problem size. A number of new approaches using genetic algorithms has been proposed in several manners to solve NECMOP (for example, see [1] - [7] ). Unfortunately, when the constraints of the problem considered becomes too laborious to satisfy or when the objective space is non convex, the multiobjective genetic algorithms converge with arduousness to optimal pareto front [2] and [9] . Besides, the algorithm we are using in this study has brought some advances in terms of swiftness and simplicity. This approach makes use of decomposition coordination principle which allows nonlinearity to be treated at a local level and where coordination is achieved through use of Lagrange multipliers [15] . Artificial neural network are commonly used in the area of different classes of optimization problems. Analog neural networks has the faculty to process a large number of variables simultaneously, which makes possible to find solutions for complex multiobjective optimization problems in real time. In furtherance of simplifying the use of the algorithm studied in this paper and to subsequently put the mobile robot studied theoretically into practice in a real operational environment, we have developed a simulation comprising two examples of optimal trajectory using the Matlab software. The complete Matlab code has a cinch structure using basic functions. The scientific contribution of this study is the application of a new method of resolution of NECMOPs in order to conceive an optimal path. To reduce the time and complexity of computation, we used the artificial neural network inside an architecture based on simple circuit. The remainder of this paper will be as follows: The second section concerns the planification path of the robot studied, then in a third section the resolution of the kinematic model seen in section one according to the decompositioncoordination method. The forth section is for the construction of the neural network Architecture and finally a fifth section for the Matlab simulation.
PLANNING PATH FOR A MOBILE ROBOT

Study of the environment and its constraints
The studied robot is considered as rigid and is evolving on a plane. It has conventional wheels: the contact point between the wheel and the ground is reduced to a point I and the wheel is subjected to the constraint of rolling without slipping. Under good conditions, there is rolling without sliding of the wheel on the ground, however, the relative velocity of the wheel in relation to ground at the point of contact is zero. Let P be the wheel center, Q the contact point linking the wheel with the ground, ψ is the wheel's clean rotation angle and θ the angle between the wheel plane and the ground one(O, − → x , − → z ) (See fig.1 ). The nullity of the relative speed − → V Q(wheel/ground) at the contact point gives a vector relationship between the speed − → V P of the wheel's center P and the vector speed of wheel's rotation
Kinematic model of a mobile robot of four wheels
Take as a reference point (x, y) the mid-axis wheels of the rear axle where both wheels matrices is located (see fig.2 ). We introduce here the notion of director wheel center. Its introduction can simplify the equations by disregarding the steering wheels coupling mechanism to observe the rolling without slipping constraints and considering only one steering angle. The corresponding kinematic model:
With (ẋ,ẏ,θ,ψ) the first derivative with respect to time. where L represents the distance between the front axes and rear wheels, Ψ is the steering angle which is formed by the front wheels and the vehicle main axis, V is the linear velocity, and W is the angular velocity according to the vertical axis of the steering wheel relative to the vehicle body.
Nonlinear formatting of the Kinematic model
Our aim is to compute an optimal path in a short time following a specialized algorithm solving nonlinear systems with multiple constraints. This algorithm will be used for the first time in robotics field.
In what follows we notice the transformation of the kinematic model (2) with respect to NECMOP system format [13] . We converted the system of differential equations (derivations with respect to time) into an appropriate system of difference equations using the forward Euler rule as follows:
As a matter of simplification we put:
with
U k represents the control function and q k denotes the state of the system at time k.
3 Resolution of the nonlinear system
Analysis of the problem
With the objective of applying the algorithm that solves nonlinear systems with multiple constraints, we set the following system:
where :
• E(q,u) represent the energy function
• Z k is the output of the system and q(0) is the given initial condition
For the moment, we proceed with the construction of the ordinary Lagrange function: (6) µ k and β k are composed of four components and represents the Lagrange multiplier Vectors, their main function is to manage the equality constraints in (5). we note that q k and f (q k , u k ) are also composed of four components, where u k is composed of two:
and
The derivations of the ordinary Lagrange function enable us to transform the equality constrained minimization problem (5) into a set of differential equations. An equilibrium point (q *
, with respect to the KKT conditions [12] , satisfies the following equations:
These five differential equations above (9)- (13) serves as the key of solving the equality constrained minimization problem (5) .
In consonance with the kinematic model of the mobile robot studied here. We listed below all the derivations seen in the differential equations: Derivation of the function f with respect to q k
with:
Derivation of the function f with respect to u k
with :
Regarding the energy function E, which is expressed by only the control function u k , we notice its derivation with respect to q k :
Derivation of the energy function E with respect to u k :
Decomposition-coordination solving method
The only efficient method for solving the equality constrained minimization problem (5) enclose the decomposition of the associated treatment system into differential equations (9)- (13) between two levels. The processing of the system (9)- (13) is partioned into two levels. The upper level is in charge of equations (11) and (13) to fix Z k (0 ≤ k ≤ N − 2) and β k (1 ≤ k ≤ N − 1) and then propose it to the lower level. However each subproblem becomes:
.., N − 2) and β k (k = 1, 2, ..., N − 2) W hich is given by the upper level
Resultantly, the solution of each sub problem is equal to the processing of equations (9), (10) and (12) for Z k (k = 0, 1, ..., N − 2) and β k (k = 1, ..., N − 1) supplied by the upper level. Hence, with the application of a gradient method we obtain the system of difference equations using the Forward Euler rule:
Where λ q , λ u , λ µ are all stricly positive. This system of difference equations (27)-(29) can only be solved locally if the necessary information about β k (k = 0, ..., N − 2), which make up the coordination parameters. These coordination are considered as known within the lower level, allowing local resolution of the system of difference equations (27)- (29) and determination of the variables q *
k ) which respectively satisfy equations (9), (10) and (12) . The results q *
k ) are supplied for the upper level which verifies if the previously supplied information was correct and corrects it if necessary. At this stage the lower level can recommence its work with information of increased validity. This correction is necessary for the evolution and satisfaction of equations (11) and (13) . The upper level proceeds progressively making the necessary correction to the coordination parameters in order to approach the satisfaction of coordination equations (9) and (11). Though, the coordination parameters at iteration j+1 are improvements of the coordination parameters at iteration j (see fig.3 ).
with λ Z and λ β strictly positive.
The solution of the system (27)- (29) is repeated until we reach the coordination satisfactory ,i.e satisfaction of equations (11) and (13).
Analysis of the stability
Regarding the convergence, we have seen according to [13] that the two sufficient conditions for stability were:
1. Only one of the matrices ,1,. ..,N-1) must be absolutely positive definite against the other matrices can be only positive semi-definite. Where:
2. The adaptive coefficient λ must be chosen in a way that:
Where:
µ k designate the errors calculated at iteration j of the coordination loop. For this second condition, we took a variable adaptive coefficient λ that is adjusted at each iteration j of the coordination loop, with α a parameter which can take any value within the open interval ]1; 0[ so that:
The convergence speed of the algorithm depends essentially on how adaptive coefficient λ is chosen at each iteration of the coordination loop.
Modeling algorithm using Artificial Neural Networks 4.1 Neural networks used
The neural network here studied is composed of multiple networks such as weighted network (WN), the Jacobian network, the lower and upper level network and the Input network. Each network is himself composed of some specific and common neurons. The WN network is specialized in computing the weighted sum of objective functions E(q, u). This network is realized by incorporating adaptive nonlinear building blocks and a linear neuron. The linear neuron is commonly used in neural networks applications [14] , [13] , [15] . It's representation is shown in Fig.4 , where y is the output, θ (θ ∈ ) is the external threshold, w i are the synaptic weights, x i are the inputs (i = 1, 2, ..., n) and n is the number of inputs. The linear neuron sums the n weighted inputs and pass the result through a linear activation function according to the equation:
where φ L is the linear activation function, defined by φ L (x) = x. The two Jacobian networks JNN developed in [15] are used for the final architecture (see fig.5 ) and are respectively related to the calculation of the jacobians J F and J E specific to the dynamic system and the energy function given in (5) . The Jacobians matrices J F and J E are defined respectively as the (4 + 2) × 4 and (4 + 2) × 1 matrices:
The input network is realized by using the switched capacitor techniques putting into practice some elementary and simple elements as seen in [13] . Concerning the Upper level and lower level networks, their architecture follow the exact reasoning and the same concatenation seen in Fig.3 . The decomposition-coordination method illustrated in Fig.3 can be executed practically by using switched capacitor techniques [15] . The final architecture of the neural network is detailed in Fig.5 .
Simulation of the decomposition-coordination algorithm by matlab
The simulation will be elaborated with the Matlab software. During this study we observed that the coordination parameter (λ) and the shape of the trajectory change constantly according to the initial condition values and number of steps chosen. Therefore, we took two different examples that gives us two different trajectories (see Fig.6 , Fig.7 ) and two variations of λ (see Fig.8, Fig.9 ). Indeed, as explained before, the curves (Fig.8)-(Fig.9) show that under the conditions of stability, convergence is guaranteed. The method implemented for selecting adaptive coefficients λ has greatly improved the convergence speed and performs the algorithm stability calculation speed compromise with much information and not intuitive way. The analysis therefore shows that if λ is chosen too small, the convergence can be very slow, so it is advantageous to initially choose λ sufficiently large. Since initially the ratio
is sufficiently high, the initial value chosen for λ is large enough.
Conclusion
The aim of our research in the present paper is about the theoretical implementation of the decomposition-coordination method for the case of a mobile robot with four wheels for the sake of planning an optimal path. The conventional optimization techniques are established commonly on a global treatment inserted within an iterative process. The modification of the entire problem and its resolution are in most of the case an expensive stage in time and memory space of the treatment process, making it almost impossible to treat these problems in real time. With regard to overcome the constraint of time and memory, we used the artificial neural networks in order to process in a parallel and appropriate time. The neural network architecture is based on simple circuit element according to VLSI techniques. Finally we implemented the decomposition-coordination method in Matlab software by taking two effective examples with a view to test the evolution of the coordination parameter and to evaluate the optimal path resulted. 
