Abstract. We establish elliptic regularity for nonlinear inhomogeneous Cauchy-Riemann equations under minimal assumptions, using a strong form of Green's Theorem due to Cohen. In some cases where the inhomogeneous term has a separable factorization, the solution set can be explicitly calculated. The methods also give local parametric formulas for pseudoholomorphic curves with respect to some continuous almost complex structures.
Introduction
We consider the nonlinear, inhomogeneous Cauchy-Riemann equation: for open sets Ω 1 , Ω 2 ⊆ C and a function u : Ω 1 → Ω 2 , the equation is (1.1) ∂u ∂z = E(z, u).
Section 2 starts with the linear case, Theorem 2.5, establishing some regularity of solutions u under minimal assumptions: u is continuous, the partial derivatives u x and u y (and the LHS 1 2
(u x +iu y )) exist except possibly on some small set, and the linear equation ∂u ∂z = P (z) holds almost everywhere for P ∈ L p loc , p ≥ 2. An analogue in the homogeneous case is the Looman-Menchoff Theorem, that a continuous, but not necessarily C 1 , function with zeroz-derivative must be analytic. Regularity of u satisfying the nonlinear equation (1.1) then follows in some corollaries of Theorem 2.5.
In Section 3, we consider the "separable" case of the nonlinear CauchyRiemann equation where the RHS of (1.1) factors in the form E(z, u) = f (u)g(z). Theorem 3.6 is the main result of this paper; the goal in Section 3 is to explicitly compute solutions for u without strong a priori assumptions on the regularity of u.
In Section 4, we consider some examples of almost complex structures J in four dimensions, and use the results of Sections 2 and 3 to find formulas for all the J-holomorphic curves. (u x + iu y ) are the pointwise z-andz-derivatives. The distributionalz-derivative of u on Ω (and similarly for z) is the operator denoted ∂zu, which maps compactly supported smooth test functions ϕ ∈ C ∞ 0 (Ω) to − Ω u ∂ϕ ∂z . We say that ∂zu is represented on Ω by a function r to mean that − Ω u ∂ϕ ∂z = Ω rϕ.
It is easy to check that a distributional derivative represented by r on a domain behaves as expected under restriction: if Ω 2 is an open subset of Ω 1 , and ∂zu is represented on Ω 1 by r, then ∂z(u| Ω 2 ) is represented on Ω 2 by r| Ω 2 .
Notation 2.2. Let R ⋐ Ω denote that R is a bounded, open rectangle of the form (a 1 , b 1 ) × (a 2 , b 2 ), with closure R contained in the open set Ω ⊆ C. Let ∂R denote the boundary of R.
Usually, Green's Theorem is stated with a C 1 or W 1,1 hypothesis ( [AIM] Theorem 2.9.1). However, in a situation where the partial derivatives exist but may not all be integrable, the following version of Green's Theorem ([C 1 ], [C 2 ], [CV] , [GM] 
Remark 2.4. The statement can be generalized to shapes other than rectangles, and the condition ( * ) can be weakened to allow a larger exceptional set: see [CV] . The property ( * ) can also be assumed to hold only on one particular rectangle R, but the above formulation is more convenient for us. The main significance of the Proposition is that its hypothesis omits any assumption about the integrability or continuity of the individual partial derivatives v x , v y , or v z . We also remark that the integrand on the RHS is the pointwise derivative (where it exists), not the distributional derivative.
Theorem 2.5. Suppose u : Ω 1 → Ω 2 is continuous, satisfies ( * ), and there is a function P :
Proof. The restriction u| R is continuous and bounded on R, and an element of L 2 (R). The following argument (some steps of which are similar to steps in [BBC] and [CV] ) shows u| R ∈ W 1,2 (R), meaning that its distributional derivatives on R, ∂z(u| R ) and ∂ z (u| R ), are represented by functions in L 2 (R). By compactness, there is a larger rectangle with R ⋐ R 1 ⋐ Ω 1 . Let u 1 and P 1 be the restrictions of u and P to R 1 , so
For a test function ϕ ∈ C ∞ 0 (R 1 ), the product u 1 ϕ satisfies, for all z except in some set of measure 0 (which includes the exceptional set from ( * )),
We emphasize that Equations (2.1) and (2.2) are a.e. equalities of functions, not equalities of distributions. P 1 and the RHS of (2.2) are defined for all z ∈ R 1 , while uz and the LHS of (2.2) may be undefined for some z in a set of measure 0. Because the two functions differ only on a set of measure 0 and
. For p ≥ 2, define this function P 2 : C → C:
Theorem 4.3.9, Theorem 4.3.13), and its distributional derivative on C, ∂zC(P 2 ), is represented by P 2 ∈ L 2 (C) ([AIM] Theorem 4.3.10). The restriction C(P 2 )| R 1 has distributional derivative ∂z((C(P 2 )| R 1 )) on R 1 represented by P 2 | R 1 = P 1 . The restriction u 1 − (C(P 2 )| R 1 ) is integrable on R 1 , and the distributional derivative on R 1 satisfies, for ϕ ∈ C ∞ 0 (R 1 ),
Line (2.4) follows from Equation (2.2), and R 2 ⋐ R 1 is a smaller rectangle with interior containing the support of ϕ. Line (2.5) uses Proposition 2.3, and this is the key technical step using the assumptions on thez-derivative without any integrability of the z-derivative. It follows from (2.3) and (2.5) that the distributional derivative on R 1 , ∂zu 1 = ∂z (C(P 2 )| R 1 ), is represented by P 1 , which is a.e. equal to ∂u 1 ∂z as in (2.1), so the distributional and a.e. pointwisez-derivatives coincide. It follows by restriction that u| R = u 1 | R has distributional derivative on R, ∂z(u| R ), represented by P 1 | R = P | R ∈ L 2 (R). Also, Weyl's Lemma ( [AIM] Lemma A.6.10, [GM] Theorem 9) applies, so there is a holomorphic function Φ :
Theorem 4.3.13), and the restric-
Corollary 2.6. Let E : Ω 1 × Ω 2 → C, let u : Ω 1 → Ω 2 be continuous, and suppose that u satisfies ( * ), and
almost everywhere.
• If E is continuous, then for any
Proof. First, if E is continuous on Ω 1 ×Ω 2 , then for any p ≥ 2, u satisfies the hypotheses of Theorem 2.5, with ∂u ∂z equal almost everywhere to the continuous function P (z) = E(z, u(z)) ∈ L p loc (Ω 1 ). The conclusion from the Theorem is that for any R ⋐ Ω 1 and any 0 < α < 1,
For the second claim of the Corollary, consider a larger rectangle
, and the composite E(z, u(z)) is continuous, with Hölder exponent αβ. Because the RHS of (2.6), restricted to z ∈ R 1 , is in C 0,αβ (R 1 ), it follows from (2.7) and [AIM] Theorem 15.0.7 that u| R 1 ∈ C 1,αβ loc (R 1 ). For the third claim with r = 1, because the conclusion is a local property of u, it is enough to work with the same rectangle R as the previous case and u| R as in (2.7). If E ∈ C 1 (Ω 1 × Ω 2 ), then the composite E(z, u(z)) is C 0,α on R, and again by [AIM] Theorem 15.0.7,
loc (R). For r > 1, the bootstrap technique applies, iterating r times when E is C r , and if E is smooth, then u is smooth.
When E(z, w) is real analytic, u is smooth, and using the chain rule ([AIM] §2.9.1) gives:
This complex equation (or the system of two real equations ∆(Re(u)) = Re(∆(u)) and ∆(Im(u)) = Im(∆(u))) is a second order nonlinear elliptic system where RHS is real analytic expression in z, u, (or their real and imaginary parts) and the first derivatives of u. For such a system, C 3 solutions u must be real analytic ( [M] ).
Example 2.7. The following function (adapted from [AIM] §15.1) is continuous but not C 1 ; it satisfies the assumptions of Theorem 2.5 for all p ≥ 2, and the first part of Corollary 2.6 but not the second or third. Using the real-valued natural logarithm log and positive square root, define this function for z in a neighborhood of the origin in C:
v is real analytic except at the origin, where the partial derivatives v x (0) and v y (0) do not exist. For z = 0, the derivatives are:
So, there is a continuous function equal to vz almost everywhere, but there is no continuous function equal to the unbounded function v z almost everywhere.
Remark 2.9. Proposition C of [GR] is similar to the above statement, but its hypothesis includes the distributional derivative version of (2.10) (see also [IS 1 ], [IS 2 ]). In view of the Proof of Theorem 2.5, the distributional derivative equation is equivalent to the a.e. pointwise property under these conditions, so Corollary 2.8 is also a corollary of [GR] Proposition C. Because we need formula (2.11) in the Proof of Theorem 3.6, here we sketch a Proof of Corollary 2.8 using the same methods as the Proof of Theorem 2.5.
Proof. Let z 0 be an arbitrary point of Z 0 , and let R 1 ⋐ Ω 1 be a neighborhood of z 0 . Define this function A 1 : C → C:
, with distributionalz-derivative on R 1 represented by A 1 | R 1 . This is enough ( [GT] ) for the weak chain rule to apply: the com-
, and its distributionalz-derivative on R 2 is represented by P | R 2 , from (2.3). This is enough for the weak product rule to apply: the product (exp(C(
restricts to a holomorphic function, so σ is holomorphic on R 1 \ Z 0 . Because σ is continuous on R 1 and equal to 0 exactly on R 1 ∩ Z 0 , Radó's Theorem ( [N] ) implies σ is holomorphic on R 1 , so z 0 is either an isolated zero of u(z) − w 0 or u(z) ≡ w 0 on R 1 . It follows that the set of non-isolated points in Z 0 is both open and closed in Ω 1 , so it is either empty or all of Ω 1 .
The Separable Cauchy-Riemann Equation
Let Ω 1 and Ω 2 be open subsets of C. Here we consider the "separable" case of the nonlinear Cauchy-Riemann equation where the RHS of (1.1) factors in the form:
for u : Ω 1 → Ω 2 , g : Ω 1 → C, and where f : Ω 2 → C is holomorphic. We have already considered one separable equation in Corollary 2.8. We consider two further cases: first, where f is nonvanishing, Subsection 3.1 uses only results of single-variable complex analysis, as in [Conway] Ch. IV and [N] , without appealing to integral transforms as in Section 2. Second, where f has a zero of multiplicity greater than one, we use the results of Section 2 in Subsection 3.2. The goal in both cases is to find explicit or implicit formulas for solutions u of (3.1).
3.1. Nonvanishing f .
The following Lemma is an existence result; it is essentially the firstyear calculus method for solving a separable first-order ODE. Proof. For the existence of a primitive F , it is necessary that f is holomorphic and nonvanishing on Ω 2 , and it would further be sufficient for Ω 2 to be simply connected.
Because
) is an open subset of C, and there is a holomorphic local inverse H :
Let Ω 1 1 be any neighborhood of z 0 in Ω 1 , and let θ : Ω 1 1 → C be any holomorphic function. The following function,
is an open neighborhood of z 0 , contained in the domain of the composite function u = H • G 1 . By construction, u(z 0 ) = w 0 , and
and θ can be chosen so that the derivative is non-zero at z 0 .
The above method constructs a solution u = H • G 1 with the same C r regularity as G. Theorem 3.3 shows this holds for all continuous solutions, using the following uniqueness Lemma and the same property ( * ) from Proposition 2.3. 
almost everywhere in Ω 1 . Then there exists C : Ω 1 → C which is holomorphic and satisfies
Proof. Applying the chain rule off the union (still countable) of the exceptional sets for u and v from ( * ), and the Looman-Menchoff Theorem
Theorem 3.3. Let f : Ω 2 → C be holomorphic, and suppose g : Ω 1 → C is equal to
Proof. Let z 0 be an arbitrary point in Ω 0 , so f (v(z 0 )) = 0 and there is some simply connected neighborhood of v(z 0 ), Ω 1 2 ⊆ Ω 2 , so that f is nonvanishing on Ω 
2 ), and plugging into H gives v(z) = H(F (u(z)) + C(z)). It follows that v ∈ C r (Ω 3 0 ), which since z 0 was arbitrary, is enough to show v ∈ C r (Ω 0 ).
Example 3.4. Let f (w) = e w , g(z) ≡ 1, and choose F (w) = −e −w , G(z) =z. Let Ω 0 2 be a neighborhood of w 0 ∈ C where F is one-to-one, so there is a branch of the complex logarithm which is a holomorphic local inverse of F , H(ζ) = −Log(−ζ). Then, for any z 0 ∈ C, if Ω 1 is a neighborhood of z 0 , and v : Ω 1 → C is continuous, satisfies ( * ), is a solution of ∂v ∂z = e 
, f is holomorphic and nonvanishing on D w 0 ,r \ {w 0 }, and because f is continuous, f is holomorphic on D w 0 ,r . Let k ≥ 1 be the order of vanishing of f (w) at w 0 , so there is a series expression converging on D w 0 ,r ,
with f 0 = 0. The reciprocal has a Laurent expansion
The existence of the primitive F is equivalent to k > 1 and q k−1 = 0 (this is the Residue of 1 f at w 0 ). By integrating the above Laurent series, any holomorphic primitive F has a pole of order exactly k − 1 at w 0 . So,
extends to a holomorphic function on D w 0 ,r , which is nonvanishing on some possibly smaller disk D w 0 ,r 0 ; denote the extensionF :
1 be a neighborhood of z 0 , so that, using (3.4), u satisfies the hypotheses of Corollary 2.8 on R 0 . As in (2.11), on a neighborhood of z 0 , R 1 ⋐ R 0 , u(z) − w 0 = e U σ, where σ is holomorphic on R 1 and U ∈ C 0,α (R 1 ). On R 1 , the compositeF (u(z)) is continuous and nonvanishing. There is a neighborhood of z 0 , Ω 1 1 ⊆ R 1 , where z 0 is the only point where u(z) = w 0 , the holomorphic factor σ has a series expansion at z 0 with order of vanishing m ≥ 1, and
for some nonvanishing continuous function p(z). An expression for F (u(z)) can be computed on Ω 1 1 \ {z 0 }, using (3.6) and (3.7):
It follows that the product
extends from Ω 1 1 \ {z 0 } to a nonvanishing, continuous function on Ω 1 1 , and by the continuity of G, the expression
is also nonvanishing and continuous on some neighborhood of z 0 , Ω 2 1 ⊆ Ω 1 1 . For all z except z 0 and possibly countably many more from the exceptional sets from ( * ) for u and G, ∂ ∂z
so by the Looman-Menchoff Theorem, φ is holomorphic on Ω 2 1 . Note that the exponent M = m(k − 1) depends on the order of vanishing of u and f , but not on the choices of primitives F and G.
, and w 0 = 0, so k = 2 and p > 2. Choose antiderivatives F (w) = −w −1 , and G(z) = 2 1+αz |z| −1+α extended to G(0) = 0. Then for any z 0 , if u is a non-constant, continuous solution of
almost everywhere, satisfying ( * ) and u(z 0 ) = 0, then there is a positive integer m and a holomorphic function φ with φ(z 0 ) = 0 and for non-zero z near z 0 ,
In this case, choosing any m and φ gives an example of a solution u with order of vanishing m as in (3.7). When extended by continuity to
, u is Hölder continuous on rectangles, as in Theorem 2.5, and if g and u are restricted to a domain not containing z = 0, then g and u are real analytic, as in Corollary 2.6.
Example 3.8. If, in Example 3.7, α = 1, then (3.8) becomes the autonomous equation ∂u ∂z = u 2 . All solutions with initial condition u(z 0 ) = 0 are real analytic, but the form of the solution set does not change: non-constant solutions still satisfy (3.10), with α = 1. Equations with higher powers, ∂u ∂z = u k , have implicit solutions (3.3) similar to (3.9), but require selecting a local root to get an explicit solution for u as in (3.10).
4. An Application to Almost Complex Geometry 4.1. Normal coordinates in R 4 . Let J( x) be a smooth almost complex structure on a neighborhood of the origin in R 4 . For example, if J std is the 2 × 2 constant ma-
We very briefly recall the geometric construction of "normal coordinates" from [S] , [ST] , [T] , but then, starting with Equation (4.2), go into some detail regarding computations in this coordinate system. Near a given point Z 0 on an embedded J-holomorphic curve u, there exists a family of local perturbations of the curve, parametrized by a complex variable w, which together with a complex coordinate ζ for the original curve, defines a smooth local coordinate system (ζ, w), with Z 0 at the origin. The matrix representation of J in this coordinate system is:
where the blocks B 1 , B 2 are smooth 2 × 2 matrix functions of the coordinates (ζ, w), satisfying B 1 (ζ, 0) = 0 and B 2 (0, 0) = 0, so J(0, 0) = J 0 . By construction, the previously given curve u in these coordinates is the complex ζ-axis, parametrized by z → (z, 0), and the nearby Jholomorphic curves are parametrized by z → (z, c), for complex constants c. The mapping z → (ζ, w) = (h(z), c) is J-holomorphic for any holomorphic h and constant c.
The real entries of the 4×4 matrix (4.1) (depending on ζ, w) are constrained by the property J 2 = −Id R 4 , so they must be of the following form. It can be assumed that |b 2 | < 1 for (ζ, w) near 0:
The −i eigenspace can be calculated (4.8) and then written in complex coordinates with smooth complex coefficients β 1 , β 2 :
Conversely, given complex coefficients β 1 , β 2 in an expression of the form (4.3) with |β 1 | < 1, the real entries a 1 , a 2 , b 1 , b 2 in a complex structure operator of the form (4.2) are uniquely determined by:
In terms of β 1 , β 2 , the matrix (4.2) for J(ζ, w) is: are both 0, so β 1 , β 2 are holomorphic in ζ.
If the parametric equation is written in complex form as
then thez-derivatives of the components are related to the z-derivatives using a 2 × 2 complex matrix Q(ζ, w), in the following complex nonlinear system of equations:
The calculation deriving Q in terms of J is well-known ([IS 2 ], [S] ). However, in this coordinate system, it is more convenient to express the entries of Q in terms of the coefficients β 1 , β 2 from the complex eigenvectors (4.3). The diagonalizing matrix of eigenvectors, its inverse, and the diagonalization of J are:
Then, from (4.5),
and this equality of vectors follows:
The first and second entries in each vector (4.9), (4.10), are complex conjugates, and the third and fourth entries are also conjugates, so for |β 1 | = 1, the above vector equality is equivalent to a system of two complex equations (4.11), (4.12). Setting the fourth entries of (4.9), (4.10) equal and multiplying by |β 1 | 2 − 1:
Setting the second entries of (4.9), (4.10) equal and multiplying by |β 1 | 2 − 1:
(β 1β1 − 1)(if 
Equation (4.12) looks more complicated than (4.11), but there is a significant simplification using (4.11) in the last step. The conclusion is that when J is of the form (4.1), (4.3), Q is of the form (4.13) Q(ζ, w) = 0 β 2 (ζ, w) 0 β 1 (ζ, w) .
So, for u = (h, k) as in (4.6), h satisfies a nonlinear inhomogeneous Cauchy-Riemann equation (4.14) hz = β 2 (h, k)k z , and k satisfies a Beltrami equation (4.15) kz = β 1 (h, k)k z .
The pseudoholomorphically fibered case.
The results of Sections 2 and 3 apply to (4.14), so at this point we consider the special case where the complex structure in normal coordinates satisfies β 1 ≡ 0. We also drop the assumption that β 2 (ζ, w) is smooth. The matrix (4.2) for the complex structure operator J(ζ, w) is: The previously stated differentiability assumption in the definition of J-holomorphic curve has been weakened by some authors (e.g., [IS 2 ]) to u ∈ C 0 ∩ W 1,2 , when working with lower regularity u and J. However, for this special case where Q is strictly upper-triangular, the z-derivative of h does not appear, and k is already holomorphic under the hypotheses of the Looman-Menchoff Theorem, so as in Section 2, one may consider solutions of the system without assuming W 1,2 . More precisely, suppose u = (h, k) is a parametric map Ω → C 2 , where h and k are continuous, satisfy ( * ) on Ω, and satisfy the system (4.17) almost everywhere in Ω. Then k is holomorphic, and if β 2 is continuous, then Theorem 2.5 and Corollary 2.6 apply to h, so the W 1,2 property follows as a conclusion. Further, it follows immediately from (4.17) and
