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GRADUAL TYPING FOR PYTHON, UNGUARDED
Gradual typing integrates static and dynamic typing with the guarantee that statically typed regions
of a program will never have their types violated even if they interact with dynamically typed regions.
Traditionally, this guarantee has been achieved by using proxies to mediate when values flow between
statically and dynamically typed code. However, languages such as Python cannot support these prox-
ies, and so a different approach is needed to adapt gradual typing to Python. In my dissertation, I show
that the guarded approach is a poor match for Python, but also that sound and efficient gradual typing
for Python can be achieved with enforcement strategies that do not use proxies.
I show two approaches for achieving soundness without proxies. The first, the monotonic approach for
mutable references, uses runtime type information to ensure that data corresponds to all types at which
it has been referenced, removing the need for proxies. However, the need to track this information is a
serious challenge.
Alternatively, lightweight transient checks may be inserted throughout the statically typed regions of
the compiled program, which ensure that all values shallowly correspond to the static types they are
expected to have. I implemented this strategy in a gradually typed version of Python, and found that
the transient strategy is a good match with Python: transient checks can be straightforwardly imple-
mented and are efficient. In order to improve the runtime performance of transient gradual typing, I
developed a type-inference-based approach to erase transient checks when they can be statically shown
to be redundant. I studied a number of benchmarks in Python with this implementation and found that
the performance impact of transient gradual typing is minimal in most cases, especially when used in
combination with PyPy, a JIT-based Python runtime.
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CHAPTER 1
Introduction
1. Overview
Static and dynamic typing are well-suited to different programming tasks [59]. Static typing excels at
documenting and enforcing constraints, enabling IDE support such as auto-completion, and helping
compilers generate more efficient code. Dynamic typing, on the other hand, supports rapid prototyp-
ing and is suited to metaprogramming and reflection. Because of these tradeoffs, different parts of a
program may be better served by one typing discipline or the other. Further, the same project may be
best suited to different type systems at different points in time—a system may start out in an amor-
phous state with quickly-changing structures and design goals, but then evolve into a larger system
with precise specifications that benefit from the automatic verification provided by static type systems.
For this reason, combining static and dynamic typing within a single language and type system has
been a popular goal, especially in the last decade. Early approaches include those of Abadi et al. [3],
Thatte [91], and Bracha and Griswold [22]. Siek and Taha [75] introduced gradual typing as an approach
to merging static and dynamic typing using a notion of consistency between (partially dynamic) types,
together with higher-order casts. Over the last decade, gradual typing has been of great interest to both
the research community [67, 88, 86, 84, 70, 10, 5], and to industry developers, who have introduced
several languages with elements of gradual typing, such as TypeScript [61], Flow [31, 25], and Hack [30].
Vitousek and Siek [98] draw a distinction between two approaches to combining static and dynamic
typing: optional typing and gradual typing. These approaches share a common approach to static type-
checking: both approaches include a static type system that detects incompatibilities between statically
typed regions of code, just as a traditional typechecker would. Both gradually and optionally typed lan-
guages include a “dynamic type” (often written as ⋆, ?, dyn, or any; in this dissertation the symbol ⋆
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denotes the dynamic type) that represents that the static typechecker should be optimistic: an expres-
sion of any type may be passed into the dynamic type and vice versa without the typechecker raising
a static type error. This gives programmers an “escape hatch” when they do not want to, or cannot,
precisely specify the types of their programs, while allowing them to gradually transition towards full
static typing if desired.
The distinction between optional and gradual typed languages is centered in their dynamic semantics.
Programs in an optionally typed language are usually translated to an existing dynamically-typed lan-
guage by erasing type annotations. For example, TypeScript and Flow translate to JavaScript, Typed
Clojure [20] to Clojure, Hack [30] to PHP, and Typed Lua [58] to Lua. The resulting programs are then
executed on existing runtimes for their target languages. Because of the existence of the dynamic type
in the optionally typed language’s static type system, it is possible for these programs to have values
flow from dynamically typed to statically typed regions of code, and for those values to not correspond
to the static types they are expected to have. In an optionally typed language, nothing at runtime en-
forces that values correspond to their expected static types, and so no errors result in such situations
(although the semantics of the target language may cause such programs to reach an error state, for
example if a number is called as if it were a function). Optionally typed languages are therefore unsound
with respect to their type annotations—they may not be unsafe in the sense of lacking memory safety or
eliciting undefined behavior (unless the target language is itself unsafe), but the type specifications
given by the programmer are not necessarily respected at runtime.
By contrast, a gradually typed language is defined as being sound with respect to its type annotations.
This is a property that gradual typing shares with traditional statically typed languages. Like optionally
typed languages, gradually typed languages usually translate their programs into a target language, but
this translation enforces sound interaction between static and dynamic code at runtime by inserting
runtime type checks, which inspect values at runtime. Runtime type checks are used to prevent values
from inhabiting variables of the wrong type where static types are expected. Soundness with respect
to type annotations is a desirable property because it improves the debugging experience for program-
mers by allowing them to trust their type annotations, but the need to perform runtime type checking
degrades performance at runtime.
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The traditional approach used for runtime type checks in gradually typed languages is for the transla-
tion to the target language to insert casts at the site of implicit conversions between static and dynamic
code [75, 48, 103, 93]. Casts on first-order types are constant-time operations that either succeed or fail
immediately, but higher-order casts create wrappers or proxies. These proxies then mediate further in-
teraction between the proxied value and the code it is embedded in, and will perform its own additional
runtime checks to ensure that static types are never invalidated. Proxies can also be used to perform
blame-tracking [103], which allows runtime type errors to be traced back to the boundary crossing site
that eventually led to the error, helping debugging. I refer to this design as the guarded semantics for
gradual typing.
Unfortunately, guarded has issues with both efficiency and practicality in many circumstances. Not all
dynamic languages support robust proxies, and the pervasive use of proxies has been found to degrade
performance in existing gradually typed languages. The designer of a gradually or optionally typed lan-
guage may not be able to alter the target language to fix these problems: the designers of TypeScript,
for example, cannot unilaterally alter JavaScript to better suit their designs without losing compatibil-
ity with existing JavaScript codebases. These factors interfere with the desirable goal of transitioning
unsound optionally typed languages into gradually typed ones that are sound with respect to their an-
notations. However, new techniques that avoid dependence on proxies may smoothen the path for
optionally typed languages to become gradually typed ones, and I will examine this space in this disser-
tation. I will do so in the context of a gradually typed language that translates to Python, a dynamically
typed language that does not support robust proxies. Modifying Python itself is outside the scope of
this work in order to maintain compatibility with existing Python programs and lower the barrier to
entry for programmers already using Python.
In this dissertation, I will explore the following thesis:
The guarded approach is a poor match for a gradually typed variant of Python implemented as a
source-to-source translation to Python, but I develop alternate enforcement strategies and achieve
sound and efficient gradual typing for Python without relying on proxies.
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I will discuss two alternate enforcement strategies which I have developed, as well as the system that I
use to evaluate them in practice. Chapter 3 of this dissertation will discuss a system for efficient gradual
typing for mutable references. Chapter 4 will present the Reticulated Python programming language,
a gradually-typed version of Python that I use as a testbed. It also informally introduces the approach
to sound gradual typing that relies on pervasive lightweight checks: the transient semantics for grad-
ual typing. Chapter 5 will dive deeper into the transient semantics, proving several key theorems that
show its practicality. Chapter 6 will evaluate the performance of the transient semantics in Reticu-
lated Python. The remainder of this chapter will discuss and summarize the key contributions of this
dissertation.
1.1. Reticulated Python: Gradual Typing for Python. I developed the Reticulated Python program-
ming language to explore the challenges of gradual typing. Reticulated Python is a testbed for gradual
typing for the Python 3 programming language which typechecks type-annotated Python code using a
gradual type system, and then translates this code into standard Python 3. Because Reticulated Python
is a gradually typed language, it inserts code during translation that perform runtime checks.1
Initially, Reticulated Python used the guarded semantics for these checks, but I encountered signifi-
cant problems with this approach. In particular, Python’s support for proxies is limited: proxies ought
to behave indistinguishably from the proxied object except for raising runtime type errors when type
guarantees are violated, but Python’s proxies are easily distinguishable from their underlying objects
in ways that cause programs to fail unexpectedly. For example, the type() function (for inspecting
the class of runtime values) returns the class of the proxy rather than the proxied value, and a prox-
ied value is not pointer-identical to the proxied value, which is revealed by using Python’s is operator
[100]. Most significantly, proxies are unable to interact with the compiled C++ code that implements the
Python runtime itself, so when proxied objects are passed into built-in language functions, unexpected
errors arise [101]. I refer to languages like Python, with limited proxy support, as spartan hosts, and
without modifying the Python language, proxies powerful enough to implement the guarded approach
are impossible.
1Reticulated Python is available at github.com/mvitousek/reticulated.
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In addition, even if proxies were possible in Reticulated Python, their use necessarily demands sig-
nificant performance overhead. For example, when a proxied mutable reference is dereferenced even
within statically typed code a cast will have to occur at runtime—the proxied value will first have to be
dereferenced, and then the resulting value casted to ensure that it corresponds to its expected static
type.
Furthermore, Takikawa et al. [90] showed via practical experiments that Typed Racket, a prominent
gradually typed language that uses the guarded design [93, 85], exhibits severe overhead (in some cases,
over 100×!) in certain combinations of static and dynamic typingwhen compared to eitherwholly typed
or wholly untyped versions of the same program.
1.2. Alternative Strategies for Sound Gradual Typing. I initially experimented with a solution to
these problems with themonotonic semantics for gradual typing, which allows mutable data to be type-
safe at runtime without proxying. This approach works by causing mutable values to keep track of their
own types at runtime, and as a value passes into contexts where it is expected to have a static type, it be-
comesmonotonicallymore precise (i.e. less use of the dynamic type). This allows statically typed uses of
the value to be efficient, and in theory allows for compiler optimizations to leverage type information.
I implemented this approach in Reticulated [100] and it was proved sound in a calculus [83]. However, I
found that this approach, while promising in some contexts, was not appropriate for Python: functions
still require proxies, Python does not robustly support themechanisms needed to enforcemonotonicity,
and requiring that types become monotonically more precise during execution could cause unexpected
type errors that would not occur with the guarded semantics. Additionally, the most significant opti-
mization that monotonic supports, removing the need for dispatching at statically-typed dereferences,
is unavailable in Reticulated Python, because it is a source-to-source translator that uses the standard
Python runtime. As such, while themonotonic semantics remains a subject of interest in gradual typing
and may be appropriate for other languages (or a specialized implementation of the Python language
itself), I have ceased developing it for Reticulated Python.
Instead,my recentwork has been focused on the transient semantics. This approach uses no proxies, and
instead inserts lightweight runtime checks pervasively throughout the statically typed portion of the
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program. These checks ensure that values shallowly correspond with their expected types: for example,
a function that takes an argument f of type int → int will have a check at its entry point to ensure that
f is a function. Then if f is called, another check will ensure that the result has type int. This approach
avoidsmany pitfalls of other techniques because nowrappers or reflection are used anywhere—the only
language features required is the ability to inspect the shallow runtime type (or type tag) of a value,
which Python fully supports, allowing Reticulated Python to use the transient approach without errors
[100].
I proved that this approach is sound in a calculus, and further that it obeys the property of open-world
soundness [101]. This requires that a gradually typed program can be translated to a dynamic target
language and can then interact soundly with code native to that target language. This ensures that
translated code can serve as a library to be used by target-language clients, and that it can be embedded
in code (like the Python runtime) that does not respect its expected types, without any errors arising
other than ones raised by transient type checks or from the code native to the target language.
I also showed that this approach avoids the efficiency problems discovered by Takikawa et al. [90] by
analyzing Reticulated programs with various combinations of type annotations. To further improve
performance, I combined transient with static type inference to discover which runtime checks are un-
necessary and remove them [102]. This resulted in an average slowdown of just 6% compared to the
performance of Python on an untyped program. When combined with a tracing JIT implementation of
Python, which can further remove checks via a dynamic analysis, the overhead of gradual typing was
reduced further.
In this dissertation I will discuss my work in gradual typing for Python andmy approaches to preserving
soundness while avoiding the use of proxies. While my work has been guided by Python and its limita-
tions, and the traditional approaches may work for other languages, by developing the design space of
gradual typing outside of proxy-based approaches I hope to help expand the space of its useful appli-
cations. In particular, I aim to smoothen the path for optionally typed languages to become gradually
typed ones. In Section 2 of this chapter I discuss the Reticulated Python programming language, the
platform I use to explore these issues. In Section 3 I describe the monotonic semantics for gradual typ-
ing, which ensures soundness of mutable data and displays no overhead from heap lookups in statically
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typed code, but which I found to not be suitable for Reticulated Python. Section 4 explores the transient
semantics, which inserts lightweight typechecks pervasively throughout statically typed code. Section
5 concludes this chapter.
2. Designing Gradually Typed Python
With the goal of adapting gradual typing to the Python programming language, I initially worked on
the Jython programming language with Jeremy G. Siek, Shashank Bharadwaj, and Jim Baker. Jython is
a compiler for Python that produces bytecode for the Java virtual machine [51], and in this context we
first studied alternatives to the standard semantics for gradual typing such as the monotonic approach,
described below [99]. However, Jython is a very heavyweight piece of software and using it as a testbed
for experimentation quickly proved to be impractical.
As an alternative, I developed the Reticulated Python programming language2 [100], which I will dis-
cuss in Chapter 4 (and further develop in Chapters 5 and 6). Zeina Migeed, Benjamin Greenman, and
AndrewKent also contributed to Reticulated Python’s development. Rather than a new implementation
of Python, Reticulated is a source-to-source translator that accepts syntactically valid Python 3 code
with type annotations, typechecks this code, and generates Python 3 code, which it then executes using
an off-the-shelf Python runtime. The dynamic semantics of Reticulated programs differ from Python 3
programs in that Reticulated’s translation processmay insert run-time checks tomediate between static
and dynamically typed code, which will raise runtime errors if static types are violated at runtime. The
run-time checks are implemented as calls into Python libraries which are distributed with Reticulated,
and Reticulated’s source-to-source translator is intended to be somewhat agnostic with regards to the
details of these libraries. This approach enabled fast experimentation with the design of the runtime
libraries without much need for altering the translator (although, as discussed below in Section 4, some
approaches require the translation to insert more calls to the runtime library than others).
While I experimented with varying approaches to Reticulated Python’s dynamic semantics, all share a
common static type system [100]. This type system supports first-class functions, object and class types,
2Reticulated Python is named for Python reticulatus, the largest species of snake in the python genus. I refer to it as
“Reticulated” for short.
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and accounts for Python’s approach to method binding. Reticulated gives nominal types to objects and
classes, but also supports structural types when desired. Also supported are many of the basic data
structures provided by Python, such as lists, sets, and dictionaries. Also included is the dynamic type,
which can be explicitly written by the programmer using the keyword Any, or which is assumed in the
absence of an annotation.
Since this type system is suited to Pythonprograms, and since Python itself provides libraries thatmodel
much of its own functionality, Reticulated leverages these libraries in implementing a type system for
Python programs. For example, the specification of a Python function’s parameters can be very com-
plex: parameters can have default values or be keyword-only (meaning they can only be called if the
caller explicitly maps an argument to the parameter by name), and both positional and keyword-only
rest arguments are supported. Similarly, function call sites can be complex. Therefore, rather than
building a type specification for function arguments that accounts for this complexity, Reticulated rep-
resents function types using Python’s reflective Signature object, which contains a full specification
of a function’s arguments. When typechecking a call site, the Signature.bindmethod, which imple-
ments Python’s argument-parameter binding algorithm, is used to bind argument types to parameter
types, after which they are compared to determine if the call site was well-typed.
As of version 3.5, Python does not provide syntax for giving type annotations to local variables. Instead,
Reticulated uses local type inference to determine the static type of locals. This inference is conserva-
tive, and results in the dynamic type if a single type cannot be inferred.
3. Gradual Typing with Monotonic References
With Jeremy Siek, I developed the monotonic design for gradual typing by observing a fundamental is-
sue for implementing sound gradual typing with mutable references (and by extension, other forms of
mutable data) using guarded. In general, it is impossible to statically determine whether any derefer-
ence site is dereferencing a proxied value or a bare reference. This means that a compiler for a gradually
typed languagewith references would need to emit code that dispatches on the form of the dereferenced
value, degrading performance for all dereferences, including those that do not involve proxies. This es-
sentially what Python and other dynamic languages always do—list lookups, for example, always check
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that the value being looked into is definitely a list (or some other value that supports lookup) before
allowing the operation to proceed.
The monotonic design attempts to recover performance in these cases. It does not use proxies to me-
diate between static and dynamic. Instead, the runtime maintains the invariant that the contents of a
reference always have a type that is more or equally precise than every static type that the reference
inhabits. Here, “precision” is how static a type is: int → int is more precise than int → ⋆ and ⋆→ int,
which are bothmore precise than⋆→ ⋆, which is itselfmore precise than⋆. The runtime alsomaintains
this most-precise-type as part of the reference itself. When a reference flows through a cast between
static and dynamic code (which are inserted at implicit conversion sites during translation to a target
language), if the target of the cast is more precise than the reference’s internal type, the internal type
is updated with this new type and the referenced value is downcasted to it.
Since references are never proxied, there is no need to check whether a dereference is of a proxy or
a bare reference—the system can optimize with the assumption that the target of the dereference is
always a bare reference. After the dereference happens, however, the result may be of a more precise
type than is expected for the context: for example, if a reference with type ref ⋆ is dereferenced, but the
reference value has flowed into code where it has type ref int, then the result of the dereference would
have type int rather than ⋆, which is relevant if values with type ⋆ are boxed but typed values are not.
In such cases, after the dereference occurs, the result needs to be casted from its precise type to the
less-precise type that it is expected to have at the dereference site.
However, if the reference has a fully-static type, with no appearances of ⋆, then no cast needs to occur
because the valuemust already have this type, since no type is strictlymore precise than any fully-static
types. The overall result is that fully-static code can be made efficient, at the cost of some additional
overhead at cast sites.
With Jeremy Siek, Matteo Cimini, Sam Tobin-Hochstadt, and Ronald Garcia, I developed a gradually-
typed lambda calculus for the monotonic approach. We proved it sound and showed that it obeyed the
blame-subtyping theorem, which allows runtime type errors to be traced back to the cast (or casts) that
potentially caused the error.
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In Chapter 4 I will discuss an experimental implementation of the monotonic approach in Reticulated
Python. Several problems arose that prevent monotonic from being an ideal solution for this context.
First, it still uses proxies in some situations, such as for functions, and proxies cause significant prob-
lems for Python, even beyond performance overhead, as discussed below in Section 4.1. Additionally,
the key benefits of the monotonic approach to gradual typing are unavailable in Reticulated Python
under its current approach. In order to use type information to optimize dereferences, as monotonic
is theoretically capable of doing, the actual runtime or compiler has to be able to efficiently perform
dereferences without dispatching on the form of the reference value. Reticulated Python, however, is
simply a source-to-source translator—applying monotonic to Python would require significant mod-
ification of the Python runtime itself, which is beyond the scope of this work. Other researchers are
currently investigating the monotonic approach in a compiler for a gradually typed language, which
may bear more fruit [56]-, but for Reticulated Python the monotonic approach does not appear to be
ideal at the moment.
4. Transient Gradual Typing
Themost successful approach used by Reticulated Python is the transient approach. This approach, like
monotonic, attempts to solve some of the underlying problems of the guarded semantics, including
performance issues and limitations of Python.
4.1. Python Supports Proxies Poorly. As discussed above, the use of proxies incurs serious perfor-
mance costs, and it does so even beyond the overhead inherent in dynamically-typed languages which
don’t leverage static types for efficiency (the kinds of overhead that monotonic is designed to min-
imize). This is due to the need to instantiate proxy values at runtime and the indirection that they
cause. Takikawa et al. [90] found that in some combinations of static and dynamically typed code, pro-
grams performed as much as 100× worse than either the fully typed or the fully untyped version of the
program. While the underlying language for Typed Racket is Racket rather than Python, Python would
likely perform worse because Typed Racket has proxies as a core language feature [85] while Python
proxies are implemented using general-purpose (and slow) reflection.
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In addition, the guarded approach failed to cope well with significant real-world Python programs be-
cause Python does not have powerful enough support for proxies. To fully implement the guarded ap-
proach, a proxy for a value must be indistinguishable from that value, except if it detects a violation of
the expected static types and raises a runtime error. In Python, however, this is impossible, as I dis-
cuss in Chapter 4: proxies are implemented as instances of a special proxy class, and using the builtin
type() function on a proxy (which returns the class value that its argument is an instance of) will re-
veal that the proxy is an instance of the proxy class, not of the proxied value’s class. Similarly, a proxied
value can be distinguished from its underlying value with the is operator, which implements pointer
equality. I found that this behavior caused problems in practice in case studies.
While this problem could be avoided by rewriting all uses of type(), is, and other operations that
reveal proxies, in Chapter 5 I will discuss an even more severe problem with proxies in Python: proxies
cannot interact with parts of the basic Python runtime without causing errors. This issue is shown in
the following program:
1 def append42(y:List[int]):
2 list.append(y, 42)
3
4 def pass_to_append(z:⋆):
5 append42(z)
6
7 x = [1,2,3]
8 pass_to_append(x)
Here, the dynamically-typed pass_to_append function passes its argument to append42, which ex-
pects a list of integers. With guarded, a cast will be inserted at this call site to ensure that the dynam-
ically typed value behaves as a list of integers. This cast will install a proxy around z, and the proxy is
passed into append42. Then, inside append42, this proxy is passed into list.append(), which is the
Python class method for lists that appends the second argument onto the first.3 The expected result of
running this program is that the list xwill now contain 42. However, in reality (when using the guarded
3Typically this code would be written as y.append(42), and if y were an unproxied list the result would be identical.
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semantics), either an error will occur because list.append was passed a proxy value rather than a list,
or the program will run to completion but will fail to actually mutate x to contain 42. Which problem
occurs depends on choices made in implementing guarded proxies and involve other tradeoffs; regard-
less both results occur because the list.append function is implemented in compiled code that does
not respect themechanisms that I use to implement Python proxies (overriding the __getattribute__
method). Instead this code will attempt to directly alter the internal structure of the list in memory,
and since the value passed into list.append is not the original list but is instead a proxy, this mutation
fails.
Because Python’s proxies are not robust enough to allow for proxied code to interact with foreign func-
tions and because they cannot successfully imitate their underlying values, Python is a spartan host. By
contrast, the language that most successfully implements the guarded approach (though with perfor-
mance caveats) is Typed Racket, and its target language Racket is not a spartan host: its chaperones
and impersonators are specifically designed to implement proxies and are core language features [85].
However, making it a non-spartan host took dedicated engineering work, as chaperones and proxies
were implemented in Racket specifically as an aid to supporting guarded gradual typing; systems where
the target language is out of the control of the designer of the gradually typed language face similar
challenges.
4.2. Gradual Typing through Transient Checks. Chapter 4 will discuss how I developed the transient
approach to gradual typing in an effort to solve this problem in Reticulated Python. This approach
does not use proxies at all—instead, the translation process inserts lightweight checks into programs.
These checks inspect runtime values to ensure that they shallowly correspond to the static types they
are expected to have. For example, if a function foo has a parameter bar that is expected to have type
int → int, then at the entry to foo, a check will ensure that bar is a function. Then, when bar is called,
another check will ensure that the result of the call is an integer, since bar is expected to return values
of type int. Each of these checks is “transient” in its effect—it simply examines a runtime value and
compares its runtime type information to a type tag [13]. If the comparison holds, then the value is
returned without being wrapped or mutated in any way; if it fails the result is an error. This approach is
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sound despite the limited nature of transient checks because the checks are inserted pervasively (though
see Section 4.6 below). As an example, consider the following program, written in Reticulated Python:
1 def f(x:⋆):
2 x[0] = 'hello world'
3
4 def g(y:List[int]):
5 f(y)
6 y[0]
7
8 g([0])
In this program, g passes its argument y, expected to be a list of integers, to f and then looks up y’s
zeroth element. In f, the dynamically typed argument is treated as a list and updated to have its zeroth
elements be a string. This program contains a runtime type error, because the lookup at line 6 will
return a string when it is expected to be an integer. In order to detect this and raise a runtime error, the
transient approach inserts a check at the site of the list lookup:
1 def f(x):
2 x[0] = 'hello world'
3
4 def g(y):
5 y⇓List
6 f(y)
7 y[0]⇓int
8
9 g([0])
The check at line 5 (written y⇓List) checks that y is a list, which it is, so the program proceeds with an
unaltered, unproxied list. Then at line 7, the check inspects the result of the list lookup to ensure that
it is an integer. When it sees that the value is a string instead, an error is raised.
13
4.3. Properties of Transient Gradual Typing. In Chapter 5 I will develop a formal analysis of the
transient semantics in a calculus and prove several key properties. Transient gradual typing is designed
very differently than guarded. It offloads the responsibility of ensuring soundness to the user of values,
rather than the values themselves, and since all checks are inserted statically, all dereferences and call
sites in statically typed code will be checked—even if, at runtime, the check cannot fail. However, this
pessimism means that transient is sound with respect to type annotations, even in the presence of
unmoderated interaction with foreign functions and the “open world:” programs native to the target
language that interact with translated code.
In order to study the soundness of transient gradual typing as an approach, I developed theλ⋆→ calculus,
which is a gradually-typed lambda calculus with mutable references that uses the transient design. It is
translated to another calculus, the λ⇓ℓ calculus, which is dynamically typed and which models Python.
I model the embedding of translated Reticulated Python code within standard Python by using program
contexts C, which are essentially λ⋆→ programs with holes in them into which other programs can be
embedded. With this system, I proved the following open-world soundness property:
Theorem 1.1 (Open-World Soundness). Suppose t is a λ⋆→ expression of type T that translates to the term
e in λ⇓ℓ . Then, for any program context C, either:
• C[e] reduces to a value in zero or more steps, or
• C[e] diverges, or
• C[e] reduces to a runtime check failure, or
• C[e] causes an uncaught type error while evaluating in C.
This definition has the flavor of type soundness (defined for gradually typed languages in Section 1.2.2
of Chapter 2) with one fundamental difference: instead of prohibiting (in isolation) translated λ⋆→ pro-
grams frommisbehaving, it allows interaction with code native toλ⇓ℓ , and guarantees that any incorrect
behavior is due to the program context C, which may represent a client program interacting with the
translated code or the translated code interacting with an untyped library.
Because λ⋆→ admits open-world soundness, a program written in λ⋆→ can be used by native λ
⇓
ℓ clients.
For example, an λ⋆→ library may put type annotations on its API boundaries, preventing ill-typed terms
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from raising difficult-to-diagnose errors deep within the library—even if the library interacts with code
which has no concept of static types.
Furthermore, the λ⋆→ code is protected from errors arising due to mutation: while foreign functions are
not modeled directly in the λ⋆→ and λ
⇓
ℓ calculi, the distinction between untranslated target-language
programs and foreign, compiled C code is only relevant in guarded because of the presence of proxies.
The transient design lacks proxies, and thus this distinction is irrelevant—foreign functions may be
modeled as native λ⇓ℓ code.
Finally, I also proved that the gradual guarantee holds for λ⋆→. The gradual guarantee is a promise to the
programmer that their programs can bemoved from static to dynamic and vice versa without being hin-
dered by the semantics of the program changing. This theorem, defined by Siek et al. [82] and discussed
in further depth in Section 1.2.4 of Chapter 2 ensures that changing the static type annotations in a pro-
gram does not alter either the static or dynamic semantics of the program, except by raising a static type
error or causing blame at runtime if the type annotations are strengthened [82]. This property allows
programmers to be confident in gradually adding types to their program: they know that a programwill
never produce an entirely different result because of a change to the type annotations. They are also
guaranteed that if a program raises a new error after a type annotation is added or strengthened, it is
because the new annotation was “wrong”: it did not correspond to other types in the program (if the
error is static) or to the program’s values at runtime (if it is a runtime blame error).
4.4. Blame Tracking with Transient. With the guarded approach, proxies served as the mechanism
for tracking and propagating blame information [35, 104, 93]. The runtime system uses this information
when a runtime type error is encountered to report the source of the error—not just the location where
the error was discovered and the error was raised, but also which boundary-crossing site between static
and dynamic was violated. This information helps the programmer debug the issue more efficiently.
Transient, lacking proxies, does not have the basic mechanism used for blame tracking, but in Chapter
5 I will show a solution to this problem by tracking blame information in a global blame map, updating
the relevant blame information at every implicit conversion. The system tracks when values are passed
between different static types by statically inserting casts into the program as in guarded; rather than
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serving as a type enforcement mechanism, these casts only update the blame map—checks are still the
main mechanism for detecting type errors. When a check fails, this blame map is used in conjunction
with the type information at the failure site to construct the full error account to the programmer.
Furthermore, this construction process provides a blame history, indicating the conflicting assumptions
that different pieces of the program made to produce this error.
Through use of the blame map, casts and checks collaborate to reconstruct the chains of responsibility
that guarded proxies provide. Even so, the transient blame behavior differs fromguarded: the algorithm
may blame multiple casts if each of them is reachable in the blame map and may be responsible for the
check failure occurring, and if a sequence of incompatible casts are applied to a value but the value is
never used (e.g., a function that is never applied), then no error occurs.
Despite the difference, I proved that this approach, when implemented in the λ⋆→/λ
⇓
ℓ system, preserves
the blame-subtyping theorem of Wadler and Findler [104]. This property, described in depth in Section
1.2.3 of Chapter 2, guarantees that casts (or other boundary crossings from one type to another) can
only be blamed for a runtime error if they are unsafe. This result ensures that programs whose implicit
type conversions are safe will never be blamed for cast failures.
4.5. Implementation and Efficiency in Reticulated Python. The runtime checks required for sound
gradual typing inevitably impose some degree of runtime overhead no matter what approach is used.
Since gradual typing is designed to allow programmers to gradually vary their programs between static
and dynamic [82], it is also important that adding or removing individual annotations does not dra-
matically degrade the program’s performance. Takikawa et al. [90] examine the performance of Typed
Racket’s guarded gradual typing with this criterion in mind by studying programs through the lens of
a typing lattice made up of differently-typed configurations of the same program. The top of the lattice
is a fully typed configuration of the program and the bottom is unannotated, and incrementally adding
types moves up the lattice.
Takikawa et al. show that in Typed Racket, certain configurations result in catastrophic slowdown com-
pared to either the top or bottom configurations. This indicates that the guarded semantics incurs a
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substantial cost when interaction between static and dynamic code is frequent. Many of their bench-
marks show mean overheads of over 30× and worst cases of over 100×, which “projects an extremely
negative image of sound gradual typing” [90].
In Chapter 6 I will discuss how I determined whether Reticulated Python and the transient semantics
face the same problem. I analyzed the performance of several benchmarks across their typing lattices,
and found that the cost of transient gradual typing increases as the number of type annotations grows.
As a program evolves from dynamic to static, its performance linearly degrades, with the worst perfor-
mance in the most static configurations. This is because each static type annotation induces checks to
ensure that values correspond to that type. This is, of course, counter to one hypothetical benefit of
static typing—ideally, static types should aid performance, or at least not degrade it. On the other hand,
the linear degradation of performance to a worst-case of less than 6× overhead means that the cata-
strophic configurations encountered in Typed Racket never occur and the cost of adding an individual
type annotation to a program is predictable.
4.6. Optimizing Transient with Type Inference. The transient approach inserts checks throughout
the program, but not all checks are necessary for the program to be sound because some checks may be
redundant and always succeed. In Chapter 6 I will discuss how, in order to remove unnecessary checks, I
modified Reticulated Python to perform type inference on the program after checks have been inserted.
This inference algorithm is based on those of Aiken and Fähndrich [6] and Rastogi et al. [67] and uses
subtyping constraints as well as special check constraints, generated by transient checks. I proved that
this algorithm can soundly remove unnecessary checks in a transient calculus similar to the λ⋆→/λ
⇓
ℓ
system:
Theorem 1.2 (Optimization Correctness). Suppose that an expression t evaluates to a value v. If the type
inference system finds that t has type T and T corresponds to the type tag S, then a transient check that v
has tag S will always succeed.
Since such checks are proven to always succeed, they can be removed without altering the semantics of
the program.
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After modifying Reticulated Python with this algorithm, I measured its performance, again sampling at
all points of the typing lattices. With redundant checks removed, the linear increase in execution times
disappears, resulting in the fully-typed configurations displaying negligible overhead and a 6% average
overhead over all sampled configurations. I will discuss this work in Chapter 6 as well.
5. Conclusions
Gradual typing is a promising approach in programming language design, and Python is a language
that appears well-suited to it. Python is commonly used in a multitude of different applications, from
scientific computing toweb backends, and inmany cases static typecheckingwould be highly valuable—
I found several potential bugs in Python programs by adding typechecking [100]. Other Python projects,
such as MyPy [57], are also interested in adding types to Python (though they are optional, not gradual,
type systems) and the Python syntax itself has been extended with function parameter annotations
(which are Python expressions that are evaluated at runtime).
Reticulated Python is designed as a testbed for studying gradual typing in Python. With it, I discovered
that there are several major obstacles to implementing sound gradual typing in Python. Python is a
spartan host for gradual typing—it does not support the kind of proxies that the traditional approach
to gradual typing requires. Python proxies can be easily distinguished from their underlying values,
causing surprising errors, and they cannot soundly interact with the compiled C code that makes up
much of the Python runtime.
I explored these challenges in the context of Python, and developed two designs that depart from the
traditional proxy-based semantics. One of these, the monotonic approach, does not appear to be an
appropriate solution for Python, but it may turn out to be a powerful technique in other contexts. The
transient approach, on the other hand, is well-suited to Reticulated Python—Python supports inspec-
tion of runtime type information, which is all that the transient design needs. Furthermore, transient
supports open-world soundness, allowing Reticulated Python programs to work soundly with compiled
Python runtime functions, standard Python libraries, and even standard Python clients if the translated
Reticulated program is distributed as a library.
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The transient approach introduces its own set of challenges: blame tracking requires a more complex
approach than with guarded, and there is substantial overhead involved in pervasively performing run-
time checks. However, I studied and experimentally implemented solutions to both problems: blame
tracking is possible by using a global map that tracks the flow of values between static and dynamic,
and the performance overhead can be vastly reduced by using type inference to remove unnecessary
checks.
As a result, Reticulated Python with the transient approach appears to be a promising way forwards for
gradual typing in the Python programming language. Furthermore, the problems that we encountered
in this work are not unique to Python, and our solutions are likely to be translatable to other contexts.
As such, the transient design may lower the barrier to entry for converting optionally typed languages
to gradually typing, allowing programmers to reap the benefits of being able to truly trust their type
annotations.
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CHAPTER 2
Background
In this chapter I will review the necessary background for the research that will be presented in later
chapters, focusing especially on the state of the art in runtime enforcement for gradually typed lan-
guages, as well as the background of gradual typing itself.
1. Understanding Gradual Typing
Gradual typing was introduced by Siek and Taha [75] in order to seamlessly blend static and dynamic
typing within the same language, without requiring the programmer specially handle either paradigm.
Gradually typed languages use the dynamic type ⋆ and a consistency relation on types to govern how
statically typed and untyped code interacts: the consistency relation plays the role that type equality
usually does in the type system. Types are consistent if they are equal up to the presence of ⋆. For
example, a statically typed lambda calculus might include a rule for function application as follows:
Γ ⊢ e1 : T1 → T2 Γ ⊢ e2 : T3 T1 = T3
Γ ⊢ e1 e2 : T2
This rule requires that e1 is a function type, and that its source type T1 is equal to the type of the
argument e2. In a gradually typed language, this same rule must hold if the types of e1 and e2 are static.
The presence of the dynamic type, however, must serve as an “opt-out” from the static type system:
it must not reject any programs due to the presence of the dynamic type, while still rejecting ill-typed
code where the dynamic type is not used. The traditional rules for achieving this are two-fold: first, the
above rule is modified to use consistency in place of equality:
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Γ ⊢ e1 : T1 → T2 Γ ⊢ e2 : T3 T1 ∼ T3
Γ ⊢ e1 e2 : T2
Here, the requirement that T1 ∼ T3 (pronounced “T1 is consistent with T3”) means that T1 and T3
are identical up to the presence of the dynamic type. Consistency is defined, for a language with the
dynamic type ⋆, base typesB, and function types T1 → T2, as follows:
T ∼ T
⋆ ∼ T T ∼ ⋆ B ∼ B
T1 ∼ T3 T2 ∼ T4
T1 → T2 ∼ T3 → T4
The definition of the consistency relation, and the way that it is used in the above typing judgment,
means that arguments of dynamic type can be passed into any function and that functions whose source
type is ⋆ can accept any argument, but it is still illegal to pass a string into a function that accepts
integers.
This rule is on its own insufficient for a gradually typed language, however: it still requires that e1 be
statically typable as a function. In order to allow dynamically typed values to be called, the approach of
Siek and Taha [75] is to add a second function call judgment to the system:
Γ ⊢ e1 : ⋆ Γ ⊢ e2 : T
Γ ⊢ e1 e2 : ⋆
That is, if a callee is dynamically typed, then calling it is well-typed at type ⋆ as long as the argument is
well-typed. Later authors such as Rastogi et al. [67] and Cimini and Siek [26] have collapsed these two
rules down to one:
Γ ⊢ e1 : T1 Γ ⊢ e2 : T4 T1 ▷ T2 → T3 T2 ∼ T4
Γ ⊢ e1 e2 : T3
where the▷ operator, called “matching,” is defined as follows:
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T ▷ T
⋆▷ ⋆→ ⋆ T1 → T2 ▷ T1 → T2
· · ·
1.1. A Gradually Typed Lambda Calculus. I use this approach in the type system of a gradually typed
lambda calculus (GTLC), the syntax and static type system of which is given in Figure 1. This calculus
includes references (with creation ref e, dereferencing !e, and mutation e1:=e2), which are treated
similarly to functions with respect to consistency, following Herman et al. [48]: a departure from Siek
and Taha [75], whose references are invariant with respect to consistency. Most of the interesting rules
in this calculus are discussed above; one unusual feature is that functions in this calculus include return
type annotations in addition to parameter types: λ(x:T1)→T2. e is a function with type T1 → T2, and
its typing judgment requires that its body e has a type consistent with T2. I make this choice to remain
consistent withmany of the other approaches described in this dissertation, in particular the key calculi
of Chapters 5 and 6, but it is not an essential feature of gradually typed languages.
1.2. Properties of Gradually Typed Languages. I will use this calculus to explore the properties that
I use to guide development of gradually typed languages. Several properties were initially proposed by
Siek and Taha [75], but Siek et al. [82] developed amore robust program of ideal properties for gradually
typed languages, all of which hold for the GTLC (in some cases, depending on its dynamic semantics).
Note that these properties were developed by myself and others in the course of the research described
in this dissertation: this work helped inform the development of these properties as well as vice versa.
The criteria in this section are claims about both the static and dynamic behavior of the GTLC, andwhile
claims about the static behavior can be verified against the type system for the GTLC shown in Figure
1, properties about the GTLC’s dynamic semantics will guide its development below in Section 1.3, as
well as guide the development of the various languages and calculi discussed in the remainder of this
dissertation.
1.2.1. Gradual typing is a superset of static and dynamic. Since gradual typing is intended to allow
static and dynamic typing to intermingle seamlessly, a basic requirement is that it can admit static
typing and dynamic typing directly. Let e ⇓ v denote some evaluation function for a GTLC expression
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variables x, y
numbers n ∈ Z
expressions e ::= n | x | λ(x:T )→T. e | e e | ref e | !e | e:=e | e + e
types T ::= ⋆ | int | T → T | ref T
type environments Γ ::= · | Γ, x:T
Γ ⊢ e : T
Γ(x) = T
Γ ⊢ x : T Γ ⊢ n : int
Γ, x:T1 ⊢ e : T ′2 T2 ∼ T ′2
Γ ⊢ λ(x:T1)→T2. e : T1 → T2
Γ ⊢ e1 : T1 Γ ⊢ e2 : T4 T1 ▷ T2 → T3 T2 ∼ T4
Γ ⊢ e1 e2 : T3
Γ ⊢ e : T
Γ ⊢ ref e : ref T
Γ ⊢ e : T1 T1 ▷ ref T2
Γ ⊢ !e : T2
Γ ⊢ e1 : T1 Γ ⊢ e2 : T3 T1 ▷ ref T2 T3 ∼ T2
Γ ⊢ e1:=e2 : T1
Γ ⊢ e1 : T1 Γ ⊢ e2 : T2 T1 ▷ int T2 ▷ int
Γ ⊢ e1 + e2 : int
T ∼ T
⋆ ∼ T T ∼ ⋆ int ∼ int
T1 ∼ T3 T2 ∼ T4
T1 → T2 ∼ T3 → T4
T1 ∼ T2
ref T1 ∼ ref T2
T ▷ T
⋆▷ ⋆→ ⋆ T1 → T2 ▷ T1 → T2 ⋆▷ ref ⋆ ref T ▷ ref T ⋆▷ int int▷ int
Figure 1. Syntax and static type system for the GTLC.
e that produces a value v, and let e ⇓S v denote the same evaluation except without any rules dealing
specifically with dynamically typed code or with the interaction of static and dynamic. Let also ⊢S be
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the typing judgment for the statically typed lambda calculus (obtained by replacing▷ and∼ with= in
Figure 1).
Criterion 2.1 (Gradual typing subsumes static typing). Let e be a GTLC term whose type annotations do
not contain ⋆. Then:
• ∅ ⊢ e : T if and only if ∅ ⊢S e : T .
• e ⇓ v if and only if e ⇓S v.
Likewise, a gradually typed language must admit dynamic typing. This is somewhat more challenging
to represent, given that using the rules in Figure 1, some expressions always have non-dynamic types:
an integer will always have type int and a function will always have an arrow type. To show that dy-
namic typing can be represented in gradual typing, I therefore use an embedding function ⌊e⌋, which
η-expands all expressions in e by wrapping them with a dynamically-typed identity function. For ex-
ample, n becomes (λ(x:⋆)→ ⋆ . x) n, a term whose type is ⋆. Let also e ⇓D v be the evaluation
function obtained by removing any evaluation rules that deal with specifically statically typed code, or
the interaction between static and dynamic.
Criterion 2.2 (Gradual typing subsumes dynamic typing). Let e be a GTLC term where all annotations are
⋆. Then:
• ∅ ⊢ ⌊e⌋ : ⋆.
• e ⇓ v if and only if ⌊e⌋ ⇓D v.
Similar criteria are given by Siek and Taha [75], and they are explored in greater depth by Siek et al. [82].
1.2.2. Gradual typing is sound. Gradually typed languages also display a soundness property analo-
gous to that of statically typed languages. Let e ⇑ denote that e diverges when evaluated.
Criterion 2.3 (Type soundness). If ∅ ⊢ e : T then either:
• e ⇓ v and ∅ ⊢ v : T , or
• e ⇑, or
• e evaluates to a runtime enforcement error.
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T <:b T
int <:b int ⋆ <:b ⋆ int <:b ⋆
T3 <:b T1 T2 <:b T4
T1 → T2 <:b T3 → T4
T1 → T2 <:b ⋆→ ⋆
T1 → T2 <:b ⋆
T1 <:b T2 T2 <:b T1
ref T1 <:b ref T2
ref T <:b ref ⋆
ref T <:b ⋆
Figure 2. Blame safety and blame subtyping for the GTLC.
This criterion differs from the typical formof a type soundness theorem [107] in the presence of the third
condition. If e evaluates to a runtime enforcement error, then somehow the interaction between static
and dynamic code has reached a statewhere, were further evaluation to occur, an uncaught runtime type
error would arise (for example, if a value whose static type is ⋆ but whose value at runtime is a string
were to be passed into a function that expects arguments of type int). In such cases, the evaluation
function must raise an error and halt the program’s evaluation in order to be sound.
This property is subsumed by a further property desirable for some gradually typed languages, the open-
world soundnessproperty introduced in Section 4.3 of Chapter 1, which I discuss inmore detail inChapter
5.
1.2.3. Runtime enforcement errors only arise from unsafe code. In addition to evaluating to run-
time enforcement errors when need be, it is also important that gradually typed languages do not evalu-
ate to runtime enforcement errorswhenno runtime errors are This is captured by the following theorem,
using the safe subtyping rules in Figure 2.
Criterion 2.4 (Blame-subtyping property). Suppose that ∅ ⊢ e : T . Suppose also that e contains some
expression where a subterm e′ is passed from a context where it is expected to have type T1 to one where it is
expected to have T2, and that T1 <:b T2. Then if e evaluates to a runtime enforcement error, the error was
not caused by this boundary-crossing site.
Traditionally, this property is expressed using a notion of blame labels: every boundary crossing site
is given a unique label that, at runtime, is attached to a mechanism of runtime enforcement, which
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T ⊑ T
T ⊑ ⋆ int ⊑ int
T1 ⊑ T3 T2 ⊑ T4
T1 → T2 ⊑ T3 → T4
T1 ⊑ T2
ref T1 ⊑ ref T2
e ⊑ e
x ⊑ x n ⊑ n
T1 ⊑ T3 T2 ⊑ T4 e1 ⊑ e2
λ(x:T1)→T2. e1 ⊑ λ(x:T3)→T4. e2
e1 ⊑ e3 e2 ⊑ e4
e1 e2 ⊑ e3 e4
e1 ⊑ e2
ref e1 ⊑ ref e2
e1 ⊑ e2
!e1 ⊑ !e2
e1 ⊑ e3 e2 ⊑ e4
e1:=e2 ⊑ e3:=e4
e1 ⊑ e3 e2 ⊑ e4
e1 + e2 ⊑ e3 + e4
Figure 3. Precision on types and expressions.
blames the label if it detects a violation of the expected static types. The blame-subtyping property
shows that if the use of the consistency relation in the static semantics that allowed the boundary-
crossing site to be well-typed was also a valid use of the safe subtyping relation, then this use of the
consistency relation is “innocent” of any runtime errors that may occur later on. In many systems, a
corollary of this property is that if all boundary crossings are safe, then the program cannot evaluate to a
runtime enforcement error. Wadler and Findler [104] introduced this property and informally describe
it as “well-typed programs can’t be blamed.”
1.2.4. Programs must be able to evolve between static and dynamic. The ultimate design goal of
gradual typing is to enable programmers to mix static and dynamic typing where desirable, and one
important reason to do so is to allow programs to start off as dynamic prototypes and then become
statically typed as requirements become more concrete. For a gradually typed language to allow this
key behavior, it must not be the case that altering the type annotations within the program alters the
program’s result, unless by a static type error or a runtime enforcement error if the “wrong” type was
added.
We can reason about shifting between different typings for the same program by introducing a partial
order on types and terms, the precision relation shown in Figure 3. This relation was also referred to as
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“naive subtyping” byWadler and Findler [104] and others. The precision relation on types captures how
much dynamicity a type contains:
int → int ⊑ ⋆→ int ⊑ ⋆→ ⋆ ⊑ ⋆
The precision relation applied to terms simply uses precision on types in the places where types appear
in the program’s syntax: in the case of the GTLC, exclusively in function type annotations.
With this partial order, it is possible to define a criterion for gradual typing that states that programs
must behave the samewhen type information is added or removed. Siek et al. [82] refers to this property
as the gradual guarantee; it has also been named graduality (by analogy with parametricity) by New and
Ahmed [64].
Criterion 2.5. Suppose e ⊑ e′ and ∅ ⊢ e : T . Then:
• ∅ ⊢ e′ : T ′ and T ⊑ T ′.
• If e ⇓ v, then e′ ⇓ v′ and v ⊑ V ′.
• If e ⇑ then e′ ⇑.
• If e′ ⇓ v′, then either e ⇓ v and v ⊑ v′, or e evaluates to a runtime enforcement error.
• If e′ ⇑, then either e ⇑ or e evaluates to a runtime enforcement error.
The gradual guarantee ensures that removing type annotations from a well-typed program results in
another well-typed program, and if it ran correctly originally the resulting program will also run cor-
rectly. Of course, themore common case is likely to be the reverse: taking a program that runs correctly
and adding static types to it. In this case, it is not always true that the program will behave the same,
because the type added could be the “wrong” one. For example, the program
(λ(x:⋆)→ ⋆ . x) 42
is well-typed and evaluates to 42, but
(λ(x:str)→str. x) 42
is ill-typed, and
(λ(x:⋆)→str. x) 42
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evaluates to a runtime enforcement error (when using the evaluation rules shownbelow in Section 1.3.1,
because the return type of the function is annotated to be str). However, the programmer still has the
guarantee that the only ways that the program can behave differently by going up the precision lattice
is if it becomes ill-typed or reaches an enforcement error, and if the “correct” type annotation is added
(if it exists) the behavior will not change at all (other than possibly evaluating to a value that is more
precise than the original result of evaluation).
1.3. Dynamic Semantics and Enforcement Strategies for Gradual Typing. The above criteriamake
claims about both the static and dynamic behavior of gradually typed languages. The static components
are all satisfied by the type system for gradually typed lambda calculus defined in Figure 1, so I now turn
to defining a dynamic semantics for the GTLC that satisfies the dynamic requirements.
The dynamic semantics for a gradually typed lambda calculus that satisfies the above criteria must per-
form some amount of runtime inspection of types or values. A dynamic semantics that, for example,
ignored type annotations in the source program and evaluated terms as though they originated in a
dynamically typed lambda calculus would fail Criterion 2.3 (type soundness): the statically well-typed
program (λ(x:⋆)→int. x) (ref 42)will evaluate to a reference, which does not have the type int as the
term is expected to have.
For this reason, when defining the dynamic semantics of a gradually typed language, care needs to be
taken to ensure that the above criteria hold. In this dissertation, I describe dynamic semantics as using
enforcement strategies to ensure that the above criteria hold; the enforcement strategy is the means or
method that the dynamic semantics uses to ensure that the properties are not violated.
1.3.1. The Guarded Enforcement Strategy. When Siek and Taha [75] introduced gradual typing, they
used an approach to ensuring soundness that I dubbed the “guarded” enforcement strategy, so-called
because higher-order values are wrapped with guards that make sure that, when the values are used or
passed around, their behavior conforms to the types they are expected to inhabit. The guarded strategy
is by far the most commonly used approach to gradual typing: Herman et al. [48] extended it to refer-
ences, Wadler and Findler [104] applied blame-tracking to it, and numerous researchers have extended
it [76, 5, 52, 88, 106, 43], optimized it [79, 49, 9], and studied variations on it [80, 12]. I discuss this
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related work below in Section 2. Notably, this approach is the one taken by Typed Racket, a prominent
gradually typed language used in professional practice [92] (see Section 3).
A dynamic semantics that uses the guarded enforcement strategy operates in two phases: first, a com-
pilation phase translates the gradually typed program (with implicit conversions between types at the
boundaries between static and dynamic) into a statically typed intermediate language where the con-
versions are made explicit. These explicit conversions or casts are inserted at the boundary of static
and dynamic code. Once this compilation has occurred, the resulting program can be evaluated. When
cast expressions are evaluated, they can result in wrappers being inserted or removed around values at
runtime, and when a wrapped value passes through a cast with which it is incompatible, the result is a
runtime enforcement error (in this context usually just called a cast error).
Figure 4 shows the syntax and static type system for the intermediate language used by the guarded
strategy, called the cast calculus. Expressions in this calculus are mostly identical to the expressions
of the GTLC, except for addresses a (the result of evaluating a reference) and casts t::T1⇒T2, which
is the expression representing an expression t being casted from type T1 (the source of the cast) to T2
(its target).1 This calculus is statically typed: the▷matching operator is unused and the∼ consistency
operator is only used in the type judgment for casts, to ensure that “nonsense” casts between incom-
patible static types such as 42::int⇒ref int are rejected. Casts require that the expression being cast
has the type of the cast’s source, and the type of the cast overall is that of its target. Value forms for
the cast calculus are also specified in Figure 4; they include numbers, reference addresses, and func-
tions as usual, but they also include a limited subset of cast expressions: namely those where the casted
expression is also a value and the cast is either from a ground type to the dynamic type or is between
two higher-order types with the same constructor. Values that have been casted to dynamic are boxed
or injected values; in real-world systems this can correspond to tagged values or values with a level of
indirection. The source type for the cast on a boxed value is limited to ground types G, following Siek
et al. [82], which are restricted to types with a non-dynamic constructor but with only ⋆ appearing as
arguments to the type constructor. I refer to values casted from one higher-order type to another as
1When consulting relatedwork, readers should be aware that the syntax for casts varies significantly frompaper to paper.
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addresses a ∈ Z
ground types G ::= int | ⋆→ ⋆ | ref ⋆
expressions t ::= n | a | x | λ(x:T )→T. t | t t | a | ref t | !t | t:=t | t + t | t::T⇒T
values v ::= n | a | λ(x:T )→T. t | v::G⇒⋆ | v::T → T⇒T → T | v::ref T⇒ref T
heap type Σ ::= · | Σ[a 7→ T ]
Γ; Σ ⊢ t : T
Γ(x) = T
Γ;Σ ⊢ x : T Γ;Σ ⊢ n : int
Σ(x) = T
Γ;Σ ⊢ a : ref T
Γ, x:T1; Σ ⊢ t : T2
Γ;Σ ⊢ λ(x:T1)→T2. t : T1 → T2
Γ;Σ ⊢ t1 : T1 → T2 Γ;Σ ⊢ t2 : T1
Γ;Σ ⊢ t1 t2 : T2
Γ;Σ ⊢ t : T
Γ;Σ ⊢ ref t : ref T
Γ;Σ ⊢ t : ref T
Γ;Σ ⊢ !t : T
Γ;Σ ⊢ t1 : ref T Γ;Σ ⊢ t2 : T
Γ;Σ ⊢ t1:=t2 : T1
Γ;Σ ⊢ t1 : int Γ;Σ ⊢ t2 : int
Γ;Σ ⊢ t1 + t2 : int
Γ;Σ ⊢ t : T1 T1 ∼ T2
Γ;Σ ⊢ t::T1⇒T2 : T2
Figure 4. Syntax and type system for the cast calculus.
“proxies:” the cast is a proxy for the underlying value, representing it at a different type than its source
but behaving identically other than performing type enforcement.
Figure 5 defines a translation (or cast insertion) from the GTLC to the cast calculus. This translation
inserts a cast for each use of the consistency or matching relations, resulting in a program in the cast
calculus in which the conversions between types that these operations represent are made explicit in
the form of casts. Some of these casts are identity casts and therefore redundant; some presentations
are defined in such a way that redundant casts are not inserted [75], but their presence does not alter
the program’s outputs.
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Γ ⊢ e⇝ t : T
Γ(x) = T
Γ ⊢ x⇝ x : T Γ ⊢ n⇝ n : int
Γ, x:T1 ⊢ e⇝ t : T ′2 T2 ∼ T ′2
Γ ⊢ λ(x:T1)→T2. e⇝ λ(x:T1)→T2. (t::T ′2⇒T2) : T1 → T2
Γ ⊢ e1 ⇝ t1 : T1 Γ ⊢ e2 ⇝ t2 : T4 T1 ▷ T2 → T3 T2 ∼ T4
Γ ⊢ e1 e2 ⇝ (t1::T1⇒T2 → T3) (t2::T4⇒T2) : T3
Γ ⊢ e⇝ t : T
Γ ⊢ ref e⇝ ref t : ref T
Γ ⊢ e⇝ t : T1 T1 ▷ ref T2
Γ ⊢ !e⇝ !(t::T1⇒ref T2) : T2
Γ ⊢ e1 ⇝ t1 : T1 Γ ⊢ e2 ⇝ t2 : T3 T1 ▷ ref T2 T3 ∼ T2
Γ ⊢ e1:=e2 ⇝ (t1::T1⇒ref T2):=(t2::T3⇒T2) : T1
Γ ⊢ e1 ⇝ t1 : T1 Γ ⊢ e2 ⇝ t2 : T2 T1 ▷ int T2 ▷ int
Γ ⊢ e1 + e2 ⇝ (t1::T1⇒int) + (t2::T2⇒int) : int
Figure 5. Compilation from the GTLC to the cast calculus.
ς ::= 〈t, µ〉 | fail
µ ::= · | µ[a := v]
E ::= □ | E + t | v + E | (E t) | (v E) | refE | !E | E:=t | v:=E | E::T⇒T
⌊T ⌋ = G
⌊T1 → T2⌋ = ⋆→ ⋆
⌊ref T ⌋ = ref ⋆
⌊int⌋ = int
Figure 6. Runtime syntax and auxiliary functions for the cast calculus.
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〈e, µ〉 −→ ς
EIdInt 〈v::int⇒int, µ〉 −→ 〈v, µ〉
EIdDyn 〈v:: ⋆⇒⋆, µ〉 −→ 〈v, µ〉
ESucceed 〈(v::G⇒⋆):: ⋆⇒G,µ〉 −→ 〈v, µ〉
EFail 〈(v::G1⇒⋆):: ⋆⇒G2, µ〉 −→ fail ifG1 ̸= G2
EInject 〈v::T⇒⋆, µ〉 −→ 〈(v::T⇒⌊T ⌋)::⌊T ⌋⇒⋆, µ〉
if T ̸= ⌊T ⌋, T ̸= ⋆
EProject 〈v:: ⋆⇒T, µ〉 −→ 〈(v:: ⋆⇒⌊T ⌋)::⌊T ⌋⇒T, µ〉
if T ̸= ⌊T ⌋, T ̸= ⋆
ERef 〈ref v, µ〉 −→ 〈a, µ[a := v]〉
where a fresh
EDeref 〈!a, µ〉 −→ 〈v, µ〉
where µ(a) = v
EDerefCast 〈!(v::ref T1⇒ref T2), µ〉 −→ 〈(!v)::T2⇒T1, µ〉
EUpdt 〈a:=v, µ〉 −→ 〈a, µ[a := v]〉
where µ(a) = v′
EUpdtCast 〈(v1::ref T1⇒ref T2):=v2, µ〉 −→ 〈v1:=v2::T2⇒T1, µ〉
EApp 〈((λ(x:T1)→T2. t) v), µ〉 −→ 〈t[x/v], µ〉
EAppCast 〈((v1::T1 → T2⇒T3 → T4) v2), µ〉 −→ 〈(v1 (v2::T3⇒T1))::T2⇒T4, µ〉
EAdd 〈n1 + n2, µ〉 −→ 〈n′, µ〉 where n1 + n2 = n′
〈e, µ〉 −→ 〈e′, µ′〉
〈E[e], µ〉 7−→ 〈E[e′], µ′〉
〈e, µ〉 −→ fail
〈E[e], µ〉 7−→ fail
Figure 7. Dynamic semantics for the cast calculus.
Once a GTLC program has been translated into the cast calculus, it can then be evaluated using the
single-step, substitution-based evaluation rules shown in Figure 7, with syntactic forms and auxiliary
functions defined in Figure 6. This reduction system steps from configurations 〈e, µ〉, which contain
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the expression being evaluated e and a heap µ which maps addresses to values, to either other config-
urations or to the special state fail, which is the result of evaluating a program with a cast error. The
EApp rule is standard β-reduction and the EAdd rule is simple addition, and ERef, EDeref, and EUpdt
are standard for creating, dereferencing, and mutating a reference on the heap. The rest of the rules
fall into two categories: those used for reducing or expanding casts (EIdInt, EIdDyn, ESucceed, EFail,
EInject, EProject) and elimination forms for casted values (EDerefCast, EUpdtCast, EAppCast).
Identity casts for the int type and for ⋆ are immediately removed via the EIdInt and EIdDyn rules. Iden-
tity casts for other, higher order types do not need to be removed because their elimination forms use
other rules, as discussed below.
The EProject and EInject rules handle cases where expressions are casted to and from the dynamic
type. Since injections (casts to dynamic) are only values when their sources are ground types G, if a
non-ground type is the source of a cast to dynamic the EInject rule decomposes into two casts, first to a
ground type corresponding to the original source type (using the partial function ⌊T ⌋, defined in Figure
6), and from there to ⋆. Likewise, if a value is casted (or “projected”) from ⋆ to a static type, the EProject
rule casts it to the ground type corresponding to its target type, and from there to the target.
The ESucceed and EFail rules deal with situations where expressions are casted to the dynamic type
and then casted again to some other type. For example, the following program in the surface-language
GTLC passes the int-typed value 42 into a function that takes dynamic arguments, which in turn passes
it into a function that takes int arguments.
(λ(x:⋆)→int. (λ(y:int)→int. y) x) 42
After this program is translated to the cast calculus, 42 will be casted to ⋆, and x casted to int:
(λ(x:⋆)→int. (λ(y:int)→int. y) (x:: ⋆⇒int)) (42::int⇒⋆)
By EApp, this expression will reduce to
(λ(y:int)→int. y) ((42::int⇒⋆):: ⋆⇒int)
Recall that in the cast calculus, v::int⇒⋆ is a value but v:: ⋆⇒int is not. The right-hand side of the
application in the above expression must instead be evaluated using the ESucceed rule, which removes
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both casts altogether, producing the value 42.
(λ(y:int)→int. y) 42
The ESucceed rule was only able to be applied in this example because the source of the inner cast and
the target of the outer cast are the same ground type. This explains the restriction of injected values
allowing only ground types as sources: determining whether a value can be unboxed when casted to
and then from dynamic requires only a syntactic equality check, corresponding to examining a type tag,
and not requiring a deep comparison.
By comparison, the following example changes the target of the outer cast to the type ref ⋆.
〈(λ(x:⋆)→ ⋆ . (λ(y:ref ⋆)→ ⋆ . !y) (x:: ⋆⇒ref ⋆)) (42::int⇒⋆), µ〉
−→ 〈(λ(y:int)→ref ⋆ . !y) ((42::int⇒⋆):: ⋆⇒ref ⋆), µ〉
In this case, the EFail rule steps to the fail state, indicating that a cast failure has occurred. Indeed,
this is the only rule that produces a fail state, and this describes how the guarded strategy uses casts
to ensure soundness: it detects and reports errors exactly when a value has gone from one ground
type to another through the dynamic type, and the value’s original source and final destination make
inconsistent demands about its type. It is also worth noting that the actual form of the value itself is
never examined during evaluation—that is, the error was not reached because of runtime typechecking,
but simply because two casts with inconsistent types were combined. The fact that 42 is an integer was
relevant during the cast insertion process, when the cast 42::int⇒⋆ was inserted, but the evaluation
rules themselves only examine types in casts.
Finally, the EAppCast, EDerefCast, and EUpdtCast rules are needed because the callees of function calls
and the values being dereferenced or updated in dereference or mutation expressions may actually be
proxies. For example, focusing on functions, consider the following program in the GTLC, in which a
dynamically-typed function receives a statically typed function of type int → int as its argument and
then calls it on the number 22.
(λ(x:⋆)→ ⋆ . x 22) (λ(y:int)→int. y + 20)
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Cast insertion will produce the following program in the cast calculus, in which the int → int function
has been casted to ⋆, and the argument of the dynamically typed function has been cast from ⋆ to ⋆→ ⋆.
(λ(x:⋆)→ ⋆ . (x:: ⋆⇒⋆→ ⋆) (22::int⇒⋆)) ((λ(y:int)→int. y + 20)::int→int⇒⋆)
By EInject, the cast from int → int to ⋆ will be decomposed:
(λ(x:⋆)→⋆ . (x::⋆⇒⋆→ ⋆) (22::int⇒⋆)) (((λ(y:int)→int. y+20)::int→int⇒ ⋆→⋆)::⋆→⋆⇒⋆)
The term ((λ(y:int)→int. y + 20)::int→int⇒ ⋆→⋆):: ⋆→ ⋆⇒⋆ is a value, so through EApp, this
program partially evaluates to
((((λ(y:int)→int. y + 20)::int→int⇒ ⋆→⋆):: ⋆→ ⋆⇒⋆):: ⋆⇒⋆→ ⋆) (22::int⇒⋆)
Through ESucceed, this becomes
((λ(y:int)→int. y + 20)::int → int⇒⋆→ ⋆) (22::int⇒⋆)
The terms (λ(y:int)→int. y+20)::int → int⇒⋆→ ⋆ and 22::int⇒⋆ are both values in this calculus,
and so cannot be further evaluated, and instead the top-level applicationmust be eliminated. However,
the EApp rule cannot apply here, since the left-hand side value of the application does not have the form
λ(x:T )→T. t. Instead, the EAppCast rule uses the cast on the function to ensure that the function’s
argument comports to the type it is expected to have by the function cast’s source type, and that the
result of the function call comports to the type expected to have by the target type. To do this, the
function cast decomposes into two casts: the argument is casted from the domain of the target type
to the domain of the source type (reversing the direction of the cast due to contravariance), and then
(after this casted argument is passed to the underlying function value) the result of the application is
casted from the codomain of the source type to the codomain of the target type, as illustrated below:
((λ(y:int)→int. y + 20) ((22::int⇒⋆):: ⋆⇒int))::int⇒⋆
Through ESucceed, EApp, and EAdd, this finally evaluates to the result 42::int⇒⋆.
Siek et al. [82] proved that guarded enforcement strategy satisfies the criteria for gradual typing defined
in Section 1.2, although their formulation of the gradually typed lambda calculus is slightly different
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from that in Figure 1 and their statements of Criteria 2.2 and 2.4 are specific to the guarded enforcement
strategy.
2. Further Research in Gradual Typing
Beyond the gradually typed lambda calculus and its semantics as presented above, research in gradual
typing has extended in many directions. In this section I will summarize the current state of research
in gradual typing.
2.1. Origins of Gradual Typing. Much work has gone into integrating static and dynamic typing in
the same system. Early work on the subject includes the dynamic of Abadi et al. [3] and the quasi-static
typing of Thatte [91], as well as Strongtalk [22]. Cecil [24] and the Bigloo variant of Scheme [73] allow
optional type annotations, but do not encode runtime checks between static and dynamic code. Gray
et al. [40] extended Java with contracts to enable interoperability with Scheme.
Siek and Taha [75] introduced gradual typing as an approach to combining static and dynamic typing
with the consistency relation. Contemporary work that is similarly foundational to the state of the
art in gradual typing includes that of Tobin-Hochstadt and Felleisen [92], which provided a framework
for evolving a multi-module program from dynamic to static at a per-module basis, and the hybrid type
checking of Gronski et al. [43], which combined static typecheckingwith dynamic checks and automated
theorem proving in order to synthesize dynamic typing and refinement types.
2.2. Exploring the Language Feature Space of Gradual Typing. The original work of Siek and Taha
[75] only applied gradual typing to functions. Herman et al. [48] extended gradual typing to mutable
references, and Siek and Taha [76] defined gradual typing for objects, combining consistency and sub-
typing into a unified consistent-subtyping relation. Siek and Vachharajani [77] combined gradual typing
with unification-based type inference, à la ML, and their work was simplified and clarified by Garcia
and Cimini [37]. Ahmed et al. [5] combined gradual typing with parametric polymorphism using run-
time sealing to guarantee parametricity, and Ina and Igarashi [52] combine gradual typing with Java-
style generics. Takikawa et al. [88] explore an approach to gradual typing with first-class classes with
36
inheritance, as used in Racket. Wolff et al. [106] develop gradual typestate, which combines static and
dynamic checking to provide permission guarantees in imperative languages.
Garcia et al. [38] developed a new foundation for gradual typing based on abstract interpretation called
“Abstracting Gradual Typing,” and use this technique to apply gradual typing to record subtyping. They
show that languages developed with this technique straightforwardly satisfy the gradual guarantee.
Similarly, Cimini and Siek [26, 27] show a technique for automatically constructing gradually typed
languages with arbitrary language features when given a corresponding statically typed language as an
input.
2.3. Blame-Tracking in Gradual Typing. Blame-tracking, as a technique to point programmers to-
wards the causes of runtime violations rather than simply where those violations arise, was developed
for contract systems well before the development of gradual typing [35]. Tobin-Hochstadt and Felleisen
[92] extended this notion to languages that combine static and dynamic modules, where the region of
code that violated the expectations of static code is blamed when the violation is detected. They also
showed that statically typed modules cannot be responsible for an error and therefore all errors orig-
inate in untyped code. Wadler and Findler [104] refined this property for a gradually typed lambda
calculus and defined the blame-subtyping theorem, described in Section 1.2.3. Siek et al. [80] describe
two variations on the rules of blame-tracking, describing whether both upcasts and downcasts on the
blame-subtyping lattice (Figure 2) can be blamed or only downcasts. Dimoulas et al. [29] introduce com-
plete monitoring, a correctness criterion for blame tracking that which uses a notion of ownership, where
different components of a program own and take responsibility for their values. Complete monitoring
ensures that if an error occurs that blames a party, then a value owned by that party must have crossed
a boundary and this boundary-crossing led to the error.
2.4. Semantics of Gradual Typing. Even for simple gradually-typed lambda calculi, the rules defined
in Figure 7 are just one possible semantics for gradual typing. Siek et al. [80] and Siek and Garcia [74] ex-
plore several variations of the semantics of gradually typed lambda calculi, identifying the rules shown
above as the lazy semantics, so-called because cast errors are only detected at use-sites, as well as show-
ing an alternative eager approach.
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Confined gradual typing, due to Allende et al. [12], enhances the language of types in a gradually typed
lambda calculus with qualifiers describing whether values inhabiting those types have passed through
dynamically typed code in the past, andwhether theywill flow into dynamically typed code in the future.
These qualifiers allow for reasoning about efficiency and the presence of proxies in a system with the
guarded enforcement strategy.
As discussed below in Section 3.1.1 and in greater detail in Chapter 4, the use of proxies in gradually
typed languages, as required by the guarded enforcement strategy, can degrade performance. Wrigstad
et al. [108] address this by introducing a distinction between like types and concrete types. Concrete
types are the usual types of a statically-typed language and incur zero run-time overhead, because they
may be inhabited only by non-proxied values. However, because of this restriction, interoperability
between dynamic code and concretely typed code is limited: dynamically-typed values cannot flow into
concretely typed locations nor vice-versa. Like types, on the other hand, may interact with dynamically
typed values using the guarded strategy, but they incur run-time overhead.
2.5. Representations of Casts. Casts can be represented in various ways that achieve the same se-
mantics but may display different time and space complexity and characteristics. The original work of
Siek and Taha [75] does not treat values casted from one function type to another as values, but instead
evaluates such casts to a fresh function that performs the cast:
v::T1 → T2⇒T3 → T4 −→ λ(x:T3)→T4. ((v (x::T3⇒T1))::T2⇒T4) with fresh x
This approach treats function proxies as simply functions, rather than a special proxy value.
Herman et al. [48] introduced the use of the coercion calculus of Henglein [47] to represent casts. Coer-
cions are composed of injections of the form T !, which describes a conversion from T to ⋆; projections
T?which convert values from ⋆ to T (and which may fail when evaluated, if the value is not an injected
value of type T ), conversions from one higher order type to another type with the same constructor
(for example, a coercion from one function type to another would have the form c1 → c2 where c1
and c2 are other coercions, which describe the coercion to be applied to the function’s argument and
result respectively), and sequences of coercions. Herman et al. [48] prove that any sequence of casts can
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be reduced to at most three coercions, allowing for conversions between types to be described space-
efficiently. Siek andWadler [79] represent casts with “threesomes,” written T1
T2=⇒ T3, which describe a
cast from T1 to T3 “through” T2, and they similarly show that any sequence of casts can be represented
with a single threesome.
3. Gradual and Optional Typing in Practice
Interest in gradual typing is not limited to academic research, and a number of languages use gradual
typing or related ideas.
3.1. Gradual Typing for Practical Languages. The guarded enforcement strategy has been imple-
mented in a number of real-world languages, most prominently Typed Racket [92], a language which
derives from Racket, a Scheme/LISP-based dynamically typed impure functional language.
3.1.1. Typed Racket. In Typed Racket the programmer’s choice between static and dynamic typing
occurs at the level of modules rather than individual identifiers: a module is either fully statically typed
or entirely dynamically typed (i.e. written in standard Racket). However, typedmodules may depend on
untyped modules and vice versa, so Typed Racket still faces the same problem of ensuring soundness in
typed code that more fine-grained gradually typed languages do. Typed Racket’s particular implemen-
tation of the guarded semantics uses chaperones, a feature of the core Racket runtime that implements
proxies that can apply checks or install other chaperones at their boundaries [85]. (Racket also provides
a more powerful structure in the form of impersonators, which are more powerful in what kinds of op-
erations they can perform at their boundaries and which are needed for e.g. parametricity-enforcing
proxies on polymorphic functions.) With this feature, typed and untyped Racket code can interoperate
soundly, with reasonable blame-tracking behavior and with the ability to evolve between dynamic and
static as per the gradual guarantee (with the caveat that entire modules must be transitioned between
static and dynamic).
However, Typed Racket also needs to be performant to fulfill its goal of real-world use. In many cases,
Typed Racket is able to leverage static type information to improve the efficiency of operations—for
example, vector dereferencing (a.k.a. array access) can soundly be performed without bounds checking
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if the index is known (by refinement typing) to be within the length of the vector [54], so when Typed
Racket is used as an entirely statically typed language (i.e. not using any untyped modules), it achieves
this goal. However, Takikawa et al. [90] showed that this is often not the case when statically and dy-
namically typed code interact. They established this by studying many different configurations of the
same basic program by varying whether each module in the program is statically or dynamically typed.
These configurations form a lattice with a height of the number of modules in the program, where the
top configuration is entirely statically typed and the bottom configuration entirely dynamic, a structure
referred to as the typing or performance lattice.
With this lens, Takikawa et al. showed that while configurations at the top and bottom of the lattice are
very performant, some combinations of static and dynamic are very slow—to the point of over 100×
overhead compared to either the top or bottom. This result threatens the practical usefulness of Typed
Racket as a gradually typed language: adding or removing types from part of a program can catastroph-
ically affect the performance of the program in unpredictable ways, rendering impractical the gradual
evolution from dynamic to static that gradual typing offers. Takikawa et al. [90] also show that this per-
formance degradation is a direct result of the use of proxies tomediate between static and dynamic code.
This is not an unexpected result; it is obvious that the need to create and install proxies (as performed
by cast insertion) and the need to apply casts to the input and output of values with higher-order types
(corresponding to the EAppCast, EUpdtCast, and EDerefCast rules in Figure 7) requires overhead that
scales with the number of proxies in the program—and when interaction between static and dynamic is
frequent, many or most values will be proxied.
3.1.2. Other Languages. While Typed Racket is themost prominent gradually typed language in prac-
tical use, other work has extended sound gradual typing in various forms to other languages, though
without widespread adoption.
Responding to the performance issues of Typed Racket, Muehlboeck and Tate [63] designed a gradually
typed language called Nom with nominal object types and without structural types or functions and
examined its performance across the lattices of several benchmarks, finding negligible overhead.
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Gradualtalk, a gradually-typed variant of the Smalltalk programming language, was developed by Al-
lende et al. [10] with an eye towards ensuring sound interaction with existing Smalltalk programs. Al-
lende et al. [11] develop a cast insertion scheme for Gradualtalk intended to facilitate interaction be-
tween typed libraries anduntyped clientswithout requiring client recompilation. Their approach, called
execution semantics, inserts casts on function arguments at the entry points of the functions, rather than
at their call sites. This allows dynamically typed code to be compiled without needing to insert casts
used within typed code, and is therefore similar to the transient enforcement strategy for gradual typ-
ing, developed below in Chapters 4 and 5. However, Gradualtalk’s casts still generate proxies à la the
guarded strategy.
C# [16] provides a dynamic type, though implicit conversions to and from it are limited. Rastogi et al.
[67] analyzed the performance of ActionScript, which similarly has limited interaction between static
and dynamic code, by taking fully-typed benchmarks and removing all type annotations except for those
on interfaces. They found that this resulted in significant overhead compared to the original fully-
typed versions. They then used a inference-based to reconstruct type annotations; this fully recovered
performance in most benchmarks.
3.2. Optional Typing. While the guarded approach to gradual typing has problems in practice, the ap-
peal of combining static and dynamic typing has undeniable practical appeal. In particular, as dynam-
ically typed scripting languages such as Python, Lua, Clojure, and especially JavaScript have become
widespread, there has been a practical software engineering desire to have the ability to apply static
typing where possible. As a result, optionally typed languages that compile to these existing dynamic
languages have becomepopular. Such languages allowprogrammers to use static type systems to reason
about and document their code, while allowing their code, once compiled, to execute on off-the-shelf
runtimes and interoperate with existing codebases native to the target language of compilation.
JavaScript is an especially important backend for optionally typed languages, with several competing
approaches taken. TypeScript [17, 61] is a syntactic superset of JavaScript that programmers with type
annotations and support for generics and classes, and is intended to support common JavaScript idioms
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without the need to refactor code. The TypeScript community also maintain type definitions for stan-
dard JavaScript code, allowing typed interoperability. Flow [25, 31], by contrast, places less emphasis
on type annotations and a greater emphasis on type inference, using a flow-based intermodular type
inference algorithm to detect static type errors. As optionally typed languages, both TypeScript and
Flow execute as standard JavaScript without runtime checks, but the completeness and expressivity of
their type systems means that, in principle, users should be able to write their programs in an entirely
statically typed style should they desire to.
Beyond JavaScript, other dynamic languages are also targeted by optionally typed languages. Python
has two robust type systems that target it, the Mypy project [57] and Pyre [32]. The Python language
itself, while dynamically typed, syntactically supports annotations and provides recommendations for
the syntax of type annotations [96]; bothMypy and Pyre target these annotations. TypedClojure [20, 19]
provides optional typing for Clojure, including Java interoperability and occurrence typing, and Typed
Lua [58] does the same for Lua.
3.2.1. Towards gradually typed TypeScript. Existing approaches do exist to applying sound grad-
ual typing to optionally typed languages, especially TypeScript. TS* [86] and Safe Typescript [68] are
further variants of TypeScript that are sound and allow some interaction between static and dynamic
code. They avoid the guarded enforcement strategy and do not rely on proxies, instead monotonically
“locking down” values at static types as they pass from dynamic to static code, in a manner similar to
the monotonic enforcement strategy I present in Chapter 3. However, compared to full gradual typing
(including the monotonic strategy), these languages are restrictive in what kinds of programs are ac-
cepted. In these systems, implicit conversions are only allowed on upcasts (using a subtyping lattice
similar to that shown in Figure 2). For example, a function of the type any → any cannot be cast to
bool → bool (where any corresponds to ⋆). The gradual guarantee (Criterion 2.5) therefore does not
hold.
The approach of concrete and like types, as discussed above in Section 2.4, has also been applied to Type-
Script by Richards et al. [72], again partially avoiding the guarded strategy. They designed a sound vari-
ant of TypeScript called StrongScript, which allows for interaction between soundly typed StrongScript
code and arbitrary external JavaScript. However, because of the incompatibility of concrete and like
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types, it is not straightforward to evolve a program in StrongScript from dynamic to static, as is fre-
quently desirable—similar to TS⋆. As a result, it does not satisfy the gradual guarantee.
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CHAPTER 3
Monotonic References for Efficient Gradual Typing
1. Introduction
Gradual typing enables the seamless integration of static and dynamic typing, but the goal of providing
all the benefits of static typing, such as efficiency, in statically-typed regions, is elusive: there are chal-
lenges regarding the efficiency of gradual typing due to the traditional guarded runtime enforcement
semantics. One issue concerns mutable references in statically-typed regions of code. Consider the
following statically-typed function f that dereferences its parameter x.
let f = λx:Ref Int. !x in
f(ref 4);
f(ref (4 as ⋆))
In the first application of f , a normal reference to an integer flows into f . For the second application,
I allocate a reference of type ref ⋆ then implicitly cast it to ref int before applying f . According to the
guarded enforcement strategy of Herman et al. [48], this cast wraps the reference in a proxy which
performs dynamic checks on reads and writes. Thus code generated for the dereference in the body of
f must inspect the reference to find out whether it is a normal reference or a proxied reference, and in
the proxied case, apply a coercion.
Before discussing solutions to this problem, recall the gradual guarantee of Boyland [21] and Siek et al.
[81], an important property of the standard semantics for mutable references, and of gradual typing in
general. The gradual guarantee promises that removing type annotations, or changing type annota-
tions to be less precise, does not affect the behavior of a program: it should still type check and the
result should be the same modulo proxies. (Adding or making type annotations more precise, on the
other hand can sometimes induce static type errors and runtime cast errors.) Consider the statically-
typed program on the left that allocates a reference to an integer and then dereferences it from within
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a function. In the code on the right, I change the annotation on h from ref int to ref ⋆, but the program
still type checks and the result remains 42.
let r = ref 42 in
let f = λh:ref int. !h
in f(r)
=⇒
let r = ref 42 in
let f = λh:ref ⋆ . !h
in f(r)
As discussed in Chapter 2, Section 2.4, Wrigstad et al. [108] address the efficiency problem by introduc-
ing a distinction between like types and concrete types. The distinction between like types and concrete
types achieves the efficiency goals, but the restrictions in their type system means that removing con-
crete type annotations, as in the above example, can trigger a static type error—violating the gradual
guarantee.
In this chapter I investigate this run-time overhead problem in the context of the gradually-typed
lambda calculus with mutable references. I propose an enforcement strategy, the monotonic references
strategy, that enables the compilation of statically-typed regions to machine code that is free of any of
the indirection or run-time checking associated with dynamic typing, like boxing or bit tags. Monotonic
references allow dynamically-typed values to flow into code with (concrete) static types. When a refer-
ence flows through a cast, the cast may coerce its underlying heap cell to becomemore statically typed.
In general, this means that values in the heap may evolve monotonically with respect to the precision
relation (Section 2).
Monotonic references preserve a global invariant that a value in the heap is at least as precise as any
reference that points to it. Thus, a static reference always points to a value of the same type, so there
is no overhead associated with reading or writing through the reference: the reads and writes may be
implemented as machine loads and stores. By a static reference I mean that there are no occurrences of
the dynamic type ⋆ in the pointed-to type of the reference, such as ref int and ref (int×bool). Reads and
writes to references that are not static, such as ref ⋆ and ref (⋆× bool), still require casts: the dynamic
regions of code have to pay their own way. The intermediate representation that I compile to contains
different instructions for fast, static loads and stores versus non-static loads and stores that require
casts.
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Swamy et al. [86] and Rastogi et al. [68] integrate static and dynamic typing in the context of TypeScript
with the TS⋆ and Safe TypeScript languages. Both use a notion ofmonotonicity in the heap, but with re-
spect to subtyping, treating ⋆ as a universal supertype, instead of with respect to the precision relation.
Because these languages compile to JavaScript, they inherit the overhead of dynamic typing, whereas
with monotonic references, the overhead of dynamic typing occurs only in dynamically-typed code. In
the example above, making the type annotation on h less precise causes TS⋆ to halt the program with a
cast error at the implicit cast from ref int to ref ⋆. TS⋆ does not allow casts from one mutable reference
type to a different one because its references are invariant with respect to subtyping. Thus, TS⋆ does
not satisfy the gradual guarantee.
In gradually-typed languages with higher-order features such as first-class functions and objects, blame
tracking plays an important role in providingmeaningful errormessageswhen casts fail. Blame tracking
enables fine-grained guarantees, via a blame theorem, regardingwhich regions of the code are statically
type safe. In this chapter I present blame tracking formonotonic references and prove a blame theorem.
This design uses the labeled types of Siek andWadler [79] as run-time type information (RTTI), together
with three new operations on labeled types: a bidirectional cast operator that captures the dual read-
/write nature of mutable references, a merge operator that models how casts on separate aliases to the
same heap cell interact over time, and an operator that casts heap cells between labeled types.
To summarize, this chapter presents a new semantics for gradually-typedmutable references that deliv-
ers guaranteed efficiency for the statically-typed parts of a program,maintains type safety, and provides
blame tracking, while continuing to enable fine-grained migration between static and dynamic code.
This chapter makes the following technical contributions:
(1) I define the semantics of monotonic references (Sections 3 and 5).
(2) I discuss a proof of type safety, mechanized in Isabelle (Section 4).
(3) I augment monotonic references with blame tracking and prove the blame-subtyping theorem
(Section 6).
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I review the gradually-typed lambda calculus with references in Section 2 and discuss the run-time
overhead associated with mutable references. I address an implementation concern regarding strong
updates in Section 7. The chapter concludes in Section 9.
2. Background and Problem Statement
Figures 1 and 2 review the syntax and static semantics of a gradually-typed lambda calculus with ref-
erences, generally similar to the calculus shown in Section 1.3.1 of the previous chapter, but with a
larger space of expressions and with blame-tracking. The consistency relation, also defined in Figure 2,
is used where the equality relation would be in a statically-typed lambda calculus. The consistency rela-
tion enables implicit casts to and from ⋆. (In contrast, an object-oriented language only allows implicit
casts to the top Object type.) This consistency relation is a congruence, even for reference types [48],
which differs from the original treatment of references as invariant [75]. Themore flexible treatment of
references enables the passing of references between more and less dynamically typed regions of code,
but is also the source of the difficulties that I solve in this chapter. The precision relation, which says
whether one type is more or less dynamic than another, is also defined in Figure 2, and is closely related
to consistency. Two types are consistent when there exists a greatest lower bound with respect to the
precision relation. This relation is also known as naïve subtyping [104].
In this calculus, all of the types, except for ⋆, classify unboxed values. So, for example, int is the type
for native integers (e.g. 64-bit integers). The auxiliary relations fun, pair, and ref, defined in Figure 2,
implement pattern matching on types, enabling a more concise presentation of the typing rules com-
pared to prior presentations of gradual type systems. Labels ℓ represent source code locations that are
captured during parsing.
The dynamic semantics of the gradually-typed lambda calculus is defined by a type-directed translation
to the coercion calculus [47], using the guarded enforcement strategy due to Herman et al. [48].
Each use of consistency between typesT1 andT2 in the type system, and each use of one of the auxiliary
relations, becomes an explicit cast from T1 to T2. The coercion calculus expresses casts in terms of
combinators that say how to cast from one type to another. Figure 3 gives the compilation of casts into
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Base types B ::= int | bool
Types T ::= B | T → T | T × T | refT | ⋆
Labels ℓ
Operators op ::= plus | minus | is | · · ·
Expressions e ::= k | opℓ(e⃗) | x | λx:T. e | (e e)ℓ | e asℓ T |
(e, e) | fst ℓe | snd ℓe | ref e | !ℓe | e:=ℓe
λx. e ≡ λx: ⋆ . e
Figure 1. Syntax for the gradually typed λ calculus with mutable references.
coercions, written (T ⇒ℓ T ) = c. The compilation of gradually-typed terms into the coercion-based
calculus is otherwise straightforward, so I give just the function application rule as an example:
Γ ⊢ e1 ⇝ e′1 : T1 Γ ⊢ e2 ⇝ e′2 : T2
fun(T1, T11, T12) T2 ∼ T11 (T1 ⇒ℓ T11 → T12) = c1 (T2 ⇒ℓ T11) = c2
Γ ⊢ (e1 e2)ℓ ⇝ e′1〈c1〉 e′2〈c2〉 : T12
Figures 4, 5, and 6 define the coercion-based calculus. The parts of the definition related to references
are highlighted, as they are of particular interest here. I review the coercion calculus in the context of
discussing the run-time overhead problem in the next subsection. For an introduction to the coercion
calculus, I refer to Henglein [47].
2.1. Run-time overhead in fully-static code. Recall the example in Section 1 in which the derefer-
ence of a statically-typed reference must first check whether the reference is proxied or not.
let f = λx:Ref Int. !x in
f(ref 4);
let r = ref (4 as ⋆) in f(r)
The overhead can be seen in the dynamic semantics (Figure 6), where there are two reduction rules for
dereferencing: (Deref) and (DerefCast), and two reduction rules for updating references: (Update) and
(UpdateCast). Another way to look at this problem is that there are two canonical forms of type ref int,
a plain address a and also a value wrapped in a reference coercion, v〈ref c1 c2〉, so operations on values
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Consistency T ∼ T
⋆ ∼ T T ∼ ⋆ B ∼ B
T1 ∼ T2
refT1 ∼ refT2
T1 ∼ T3 T2 ∼ T4
T1 → T2 ∼ T3 → T4
T1 ∼ T3 T2 ∼ T4
T1 × T2 ∼ T3 × T4
Precision T ⊑ T
T ⊑ ⋆ B ⊑ B
T1 ⊑ T2
refT1 ⊑ refT2
T1 ⊑ T3 T2 ⊑ T4
T1 → T2 ⊑ T3 → T4
T1 ⊑ T3 T2 ⊑ T4
T1 × T2 ⊑ T3 × T4
Expression typing Γ ⊢ e : T
k : B
Γ ⊢ k : B
Γ ⊢ e⃗ : T⃗ op : B⃗ → B T⃗ ∼ B⃗
Γ ⊢ opℓ(e⃗ ) : B
Γ ⊢ e : T1 T1 ∼ T2
Γ ⊢ e asℓ T2 : T2
Γ(x) = T
Γ ⊢ x : T
Γ(x 7→ T1) ⊢ e : T2
Γ ⊢ λx:T1. e : T1 → T2
Γ ⊢ e1 : T1 Γ ⊢ e2 : T2 fun(T1, T11, T12) T2 ∼ T11
Γ ⊢ (e1 e2)ℓ : T12
Γ ⊢ e1 : T1 Γ ⊢ e2 : T2
Γ ⊢ (e1, e2) : T1×T2
Γ ⊢ e : T pair(T, T1, T2)
Γ ⊢ fst ℓe : T1
Γ ⊢ e : T pair(T, T1, T2)
Γ ⊢ snd ℓe : T2
Γ ⊢ e : T
Γ ⊢ ref e : refT
Γ ⊢ e : T ref(T, T ′)
Γ ⊢ !ℓe : T ′
Γ ⊢ e1 : T1 Γ ⊢ e2 : T2 ref(T1, T ′1) T2 ∼ T ′1
Γ ⊢ e1:=ℓe2 : T1
Type matching
fun(T11 → T12, T11, T12) fun(⋆, ⋆, ⋆)
pair(T11 × T12, T11, T12) pair(⋆, ⋆, ⋆)
ref(refT, T ) ref(⋆, ⋆)
Figure 2. Gradually-typed λ calculus with mutable references
of this type need to dispatch on which form occurs at runtime. To eliminate this overhead a design is
needed with only a single canonical form for values of reference type.
The run-time overhead for references affects every read and write to the heap and is particularly detri-
mental in tight loops over arrays. When adding support for contracts to mutable data structures in
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(T ⇒ℓ T ) = c
(B ⇒ℓ B) = ι
(⋆⇒ℓ ⋆) = ι
(I ⇒ℓ ⋆) = I!
(⋆⇒ℓ I) = I?ℓ
(T1 → T2) ⇒ℓ (T ′1 → T ′2) = (T ′1 ⇒ℓ T1) → (T2 ⇒ℓ T ′2)
(T1 × T2) ⇒ℓ (T ′1 × T ′2) = (T1 ⇒ℓ T ′1)× (T2 ⇒ℓ T ′2)
refT ⇒ℓ refT ′ = ref (T ⇒ℓ T ′) (T ′ ⇒ℓ T )
Figure 3. Compile casts to coercions
Expressions e ::= k | op(e⃗) | x | λx. e | e e | (e, e) | fst e | snd e |
ref e | !e | e:=e | e〈c〉 | blame ℓ
Injectibles I ::= B | T → T | T × T | refT
Coercions c ::= ι | I?ℓ | I! | c→ c | c× c | c ; c | ref c c
Values v ::= k | λx. e | (v, v) | v〈I!〉 | a | v〈ref c c〉
Heap µ ::= ∅ | µ(a 7→ v)
Heap Typing Σ ::= ∅ | Σ(a 7→ T )
Frames F ::= op(v⃗,□, e⃗) | □ e | v □ | (□, e) | (v,□) | fst□ | snd□ |
ref□ | !□ | □:=e | v:=□ | □〈c〉
Figure 4. Syntax for the coercion-based calculus with mutable references
Racket, Strickland et al. [85, Figure 9] measured this overhead at approximately 25% for fully-typed
code on a bubble-sort microbenchmark.
2.2. Non-determinism in multi-threaded code. The guarded enforcement strategy for mutable ref-
erences produces an error only if type inconsistency is witnessed by some read or write to a particular
reference, so in a non-deterministic multi-threaded program, whether a check will fail at run-time is
difficult to predict.
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Coercion typing c : T ⇒ T
ι : T ⇒ T
c1 : T3 ⇒ T1 c2 : T2 ⇒ T4
c1 → c2 : (T1 → T2) ⇒ (T3 → T4)
I?ℓ : ⋆⇒ I
c1 : T1 ⇒ T3 c2 : T2 ⇒ T4
c1 × c2 : (T1 × T2) ⇒ (T3 × T4)
I! : I ⇒ ⋆
c1 : T1 ⇒ T2 c2 : T2 ⇒ T3
c1 ; c2 : T1 ⇒ T3
c1 : T1 ⇒ T2 c2 : T2 ⇒ T1
ref c1 c2 : refT1 ⇒ refT2
Expression typing Γ;Σ ⊢ e : T
· · ·
Σ(a) = T
Γ;Σ ⊢ a : T
Γ;Σ ⊢ e : T1 c : T1 ⇒ T2
Γ;Σ ⊢ e〈c〉 : T2
Figure 5. Type system for the coercion-based calculus with mutable references
The contract system in Racket implements the guarded semantics [36]. For example, the following
program sometimes fails and blames b1, sometimes fails and blames b2, and sometimes succeeds, as
explained below.
#lang racket
(define b (box #f))
(define/contract b1 (box/c integer?) b)
(define/contract b2 (box/c string?) b)
(thread (lambda ()
(for ([i 2])
(set-box! b1 5)
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Reduction rules for functions, primitives, and pairs e −→ e
(λx. e) v −→ [x := v]e
op(k⃗) −→ δ(op, k⃗)
fst (v1, v2) −→ v1
snd (v1, v2) −→ v2
Cast reduction rules e −→c e
v〈ι〉 −→c v
v〈I1!〉〈I2?ℓ〉 −→c v〈I1 ⇒ℓ I2〉 if I1 ∼ I2
v〈I1!〉〈I2?ℓ〉 −→c blame ℓ if I1 ̸∼ I2
v〈c1 → c2〉 −→c λx. v (x〈c1〉)〈c2〉
(v1, v2)〈c1 × c2〉 −→c (v1〈c1〉, v2〈c2〉)
v〈c1 ; c2〉 −→c v〈c1〉〈c2〉
Reference reduction rules e, µ −→r e, µ
ref v, µ −→r a, µ(a 7→ v) if a /∈ dom(µ)(AllocRef)
!a, µ −→r µ(a), µ(Deref)
!(v〈ref c1 c2〉), µ −→r (!v)〈c1〉, µ(DerefCast)
a:=v, µ −→r a, µ(a 7→ v)(Update)
v1〈ref c1 c2〉:=v2, µ −→r v1:=v2〈c2〉, µ(UpdateCast)
State reduction rules
e −→ e′
e, µ −→ e′, µ
e −→c e′
e, µ −→ e′, µ
e, µ −→r e′, µ′
e, µ −→ e′, µ′
e, µ −→ e′, µ′
F [e], µ −→ F [e′], µ′
F [blame ℓ], µ −→ blame ℓ, µ
Figure 6. Reduction rules for the coercion-based calculus with mutable references
(sleep 0.000000001)
(add1 (unbox b1)))))
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(thread (lambda ()
(for ([i 2])
(set-box! b2 "hello")
(sleep 0.000000001)
(string-append "world" (unbox b2)))))
The program creates a single heap cell b, and accesses it through two distinct proxies, b1 and b2, each
with its own dynamic check. When the two threads do not interleave, the program succeeds, but if the
second thread changes b2 to contain a string between the set-box! and unbox calls for b1, the system
halts, blaming one of the parties.
In contrast, if box/c implemented monotonic references, then an error would deterministically occur
when define/contract is used for the second time.
3. Monotonic References Without Blame
Figures 7, 8, 9, and 10 define the syntax and semantics of the new coercion calculus with monotonic
references, but without blame. Figure 12 defines the compilation of casts to monotonic coercions, also
without blame. The addition of blame adds considerable complexity, so I postpone its treatment to
Section 5. Typical of gradually-typed languages, there is a value form for values that have been boxed
and injected to ⋆, which is v〈I!〉. The I plays the role of a tag that records the type of v. The values at
all other types are unboxed, as they would be in a statically-typed language.
With monotonic references, only one kind of value has reference type: normal addresses. When a cast
is applied to a reference, instead of wrapping the reference with a cast, the systems casts the underlying
value on the heap. To make sure that the new type of the value is consistent with all the outstanding
references, it requires that a cast only make the type of the value more precise (Figure 2). Otherwise the
cast results in a run-time error. Thus, it maintains the heap invariant that the type of each reference in
the program is less or equally precise as the type of the value on the heap that it points to, as captured
in the typing rule (WTRef).
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Onemight wonder why the heap invariant uses the precision relation instead of subtyping. Could same
efficiency goals be obtained using subtyping instead? Consider the following program in which a func-
tion of type ⋆→ int is referenced from the static type int → int. (Recall that ⋆→ int <: int → int.)
let r1 = ref (λx : ⋆. x as int) in
let r2 = (r1 as ref (int → int)) in
!r2 42
The dereference of r2 should not require overhead, but there is a function of type ⋆ → int that is to
be applied to an integer, and the conversion from int to ⋆ requires boxing in this setting. Thus, the
dereference of r2 is not simply a load instruction, but it must handle the casting from ⋆ → int to
int → int. In general, given a reference of type refT2, even when T2 is a static type, there are many
types T1 such that T1 <: T2 and T1 ̸= T2.
The syntax of the monotonic calculus differs from the guarded calculus in that there are two kinds of
dereference and update expressions. Programmers need not worry about choosing which of the two
dereference or update expressions to use because this choice is type-directed and therefore is handled
during compilation from the source language to the coercion calculus. The forms !e and e1:=e2 are
reserved for situations in which the reference type is fully static (See the typing rules in Figure 8). In
these situations the value in the heapmust have the same type as the reference. Thus, if a reference has
a fully static type, such as ref int, the corresponding value on the heap must be an actual integer (and
not an injection to ⋆), so only one reduction rule is needed for dereferencing a fully-static reference
(DerefM), and one rule is needed for updating a fully-static reference (UpdM).
For expressions of reference type that are not fully-static, we introduce the syntactic forms !e@T and
e1:=e2@T for dereference and update, respectively. The type annotation T records the compile-time
type of e, that is, e has type refT . For example, T could be ⋆, ⋆ × ⋆, or ⋆ × int. Because the value on
the heap might be more precise than T , a cast is needed to mediate between T and the run-time type
of the heap cell.
The reduction rule (DynDerefM) casts from the addresses’ run-time type, which is stored next to the
heap cell, to the compile-time type T . I write µ(a)rtti for the run-time type information for reference
a and I write µ(a)val for the value in the heap cell. The reduction rule (DynUpdM) casts the incoming
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Expressions e ::= .. | refT e | !e@T | e:=e@T | error
Coercions c ::= ι | I? | I! | c→ c | c× c | c ; c | refT
Values v ::= k | λx. e | (v, v) | v〈I!〉 | a
Casted Values cv ::= v | cv〈c〉 | (cv, cv)
Heap µ ::= ∅ | µ(a 7→ v : T )
Evolving Heap ν ::= ∅ | ν(a 7→ cv : T )
Frames F ::= .. | !□@T | □:=e@T | v:=□@T
Figure 7. Syntax for monotonic references without blame
value v from T to the address’s run-time type, so the new content of the cell is cv = v〈T ⇒ µ(a)rtti〉.
This cv is not a value yet, so storing it in the heap is unusual. In earlier versions of the semantics I
tried to reduce cv to a value before storing it in the heap, but there are complications that force this
design, which is discussed later in this section . To summarize my treatment of dereference and update,
I present efficient semantics for the fully-static dereference and update but have slightly increased the
overhead for dynamic dereferences and updates. This is a price paid to have dynamic typing “pay its
own way”.
The crux of the monotonic semantics is in the reduction rules that apply a reference coercion to an
address: (CastRef1), (CastRef2), and (CastRef3). In (CastRef1) there is an address thatmaps to cv of type
T1 and cv is casted so that it is no more dynamic than (i.e. at least as static as) both the target type T2
and all of the existing references to the cell. To accomplish this, the rule takes the greatest lower bound
T3 = T1⊓T2 (Figure 11) to be the new type of the cell, so the new contents is cv′ = cv〈T1 ⇒ T3〉. There
are two side conditions on (CastRef1): T1⊓T2 must be defined and T3 ̸= T1. If T1⊓T2 is undefined, or
equivalently, if T1 ̸∼ T2, an error is instead signaled, as handled by (CastRef3). If T3 = T1, then there
is no need to cast cv, which is handled by (CastRef2).
The last coercion reduction rule (PureCast) imports the reduction rules from the guarded semantics
(Figure 6) though here I ignore blame, i.e., replace blame ℓ with error, I2?ℓ with I2?, and I1 ⇒ℓ I2
with I1 ⇒ I2.
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Expression typing Γ;Σ ⊢ e : T
Γ;Σ ⊢ e : refT static T
Γ;Σ ⊢ !e : T
Γ;Σ ⊢ e1 : refT Γ;Σ ⊢ e2 : T static T
Γ;Σ ⊢ e1:=e2 : refT
Γ;Σ ⊢ e : refT
Γ;Σ ⊢ !e@T : T
Γ;Σ ⊢ e1 : refT Γ;Σ ⊢ e2 : T
Γ;Σ ⊢ e1:=e2@T : refT
· · ·
Σ(a) ⊑ T2
Γ;Σ ⊢ a : T2
(WTRef)
Figure 8. Type system for monotonic references without blame
e, ν −→cr e, ν
e −→c e′
e, ν −→cr e′, ν
(PureCast)
ν(a) = cv : T1 T3 = T1 ⊓ T2 T3 ̸= T1 cv′ = cv〈T1⇒T3〉
a〈refT2〉, ν −→cr a, ν(a 7→ cv′ : T3)
(CastRef1)
ν(a) = cv : T1 T1 = T1 ⊓ T2
a〈refT2〉, ν −→cr a, ν
(CastRef2)
ν(a) = cv : T1 T1 ̸∼ T2
a〈refT2〉, ν −→cr error, ν
(CastRef3)
Figure 9. Cast reduction rules for monotonic references without blame
Themeet function defined in Figure 11 computes the greatest lower bound with respect to the precision
relation.
To motivate my organization of the heap, I present two examples that demonstrate why run-time type
information and casted values, not just values, are stored on the heap.
Cycles and termination. The first complication is that there can be cycles in the heap and we need
to make sure that when a cast is applied to an address in a cycle, the cast terminates. Consider the
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Program reduction rules e, µ −→e e, ν
e, µ −→e e′, µ if e −→ e′
refT v, µ −→e a, µ(a 7→ v : T ) if a /∈ dom(µ)
!a, µ −→e µ(a)val, µ(DerefM)
!a@T, µ −→e µ(a)val〈µ(a)rtti ⇒ T 〉, µ(DynDerefM)
a:=v, µ −→e a, µ(a 7→ v : µ(a)rtti)(UpdM)
a:=v@T, µ −→e a, µ(a 7→ cv : µ(a)rtti)(DynUpdM)
where cv = v〈T ⇒ µ(a)rtti〉
e, ν −→X e′, ν ′ X ∈ {cr, e}
F [e], ν −→X F [e′], ν ′
X ∈ {cr, e}
F [error], ν −→X error, ν
State reduction rules e, ν −→ e, ν
e, µ −→X e′, ν X ∈ {cr, e}
e, µ −→ e′, ν
ν(a) = cv : T cv, ν −→cr cv′, ν ′ ν ′(a)rtti = T
e, ν −→ e, ν ′(a 7→ cv′ : T )
(HCast)
ν(a) = cv : T cv, ν −→cr error, ν ′
e, ν −→ error, ν ′
ν(a) = cv : T cv, ν −→cr cv′, ν ′ ν ′(a)rtti ̸= T
e, ν −→ e, ν ′
(HDrop)
Figure 10. Monotonic references without blame
T ⊓ T = T
⋆ ⊓ T = T
T ⊓ ⋆ = T
B ⊓B = B
(T1 × T2) ⊓ (T3 × T4) = (T1 ⊓ T3)× (T2 ⊓ T4)
(T1 → T2) ⊓ (T3 → T4) = (T1 ⊓ T3) → (T2 ⊓ T4)
refT1 ⊓ refT2 = ref (T1 ⊓ T2)
Figure 11. The meet function (greatest lower bound)
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following example in which a pair is created whose second element is a reference back to itself.
let r1 = ref (42, 0 as ⋆) in
r1:=(42, r1 as ⋆);
let r2 = r1 as ref (int× ref ⋆) in
fst !r2
Once the cycle is established, r1 is casted from type ref (int×⋆) to ref (int× ref ⋆). The presence of the
nested ref ⋆ in the target typemeans that the cast on r1 will trigger another cast on r1. The correct result
of this program is 42 but a naïve dynamic semantics would diverge. My semantics avoids divergence by
checking whether the new run-time type is equal to the old run-time type; in such cases the heap cell
is left unchanged (see rule (CastRef2)).
Casted values in the heap. Consider the following example in which a triple of type ⋆×⋆×⋆ is created
whose third element is a reference back to itself.
let r0 = ref (42 as ⋆, 7 as ⋆, 0 as ⋆) in
r0:=(42 as ⋆, 7 as ⋆, r0 as ⋆);
let r1 = r0 as ref (int× ⋆× ref (int× int× ⋆)) in
fst (fst !r1)
Suppose a0 is the address created in the allocation on the first line. On line three a0 is casted in such a
way that it triggers two casts on a0. Considering the action of these casts on just the first two elements
of the triple, we have:
⋆× ⋆⇒ int× ⋆⇒ int× int
The second cast occurs while the first is still in progress. Now, suppose we delayed updating the heap
cell until we finished reducing to a value. At the moment when we apply the second cast, we would still
have the original value, of type ⋆× ⋆, in the heap. This is problematic because our next step would be
to apply a cast from int × ⋆ ⇒ int × int to this value, but the value’s type and the source type of the
cast don’t match! In fact, in this example the result would be incorrect; we would get 42〈int!〉 instead
of 42.
58
There are several solutions to this problem, and they all require storing more information on the heap
or as a separate map. Here we take the most straightforward approach of immediately updating the
heap with casted values, that is, with values that are in the process of being cast.
I walk through the execution of the above example, explaining the rules for reducing casted values in
the heap and showing snapshots of the heap. I use the following abbreviations.
T0 = ⋆× ⋆× ⋆
T1 = int× ⋆× refT2
T2 = int× int× ⋆
c = int?× ι× (refT2)?
The first line of the program allocates a triple.
a0 7→ (42〈int!〉, 7〈int!〉, 0〈int!〉) : T0
The second line sets the third element to be a reference to itself.
a0 7→ (42〈int!〉, 7〈int!〉, a0〈(refT0)!〉) : T0
The third line casts the reference to refT1 via (CastRef1).
a0 7→ (42〈int!〉, 7〈int!〉, a0〈(refT0)!〉)〈c〉 : T1
We have a casted value in the heap that needs to be reduced. We apply (HCast) and (PureCast) to get
a0 7→ (42, 7〈int!〉, a0〈refT2〉) : T1
We cast address a0 again, this time to T1 ⊓ T2, via rule (HDrop) and (CastRef1).
a0 7→ (42, 7〈int!〉, a0〈refT2〉)〈ι× int?× refT2〉 : int× int× refT2
A few reductions via (HCast) and (PureCast) give us
a0 7→ (42, 7, a0〈refT2〉) : int× int× refT2
The final cast applied to a0 is a no-op because the run-time type is already more precise than T2. So we
reduce via (HCast) and (CastRef2) to:
a0 7→ (42, 7, a0) : int× int× refT2
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Even though casted values are allowed on the heap, all such casts must be normalized before returning
to the execution of the program. Normal heaps of values, µ, are distinguished from and evolving heaps,
ν, that may contain both values and casted values. Normal heaps are a subset of the evolving heaps.
Encoding permissive references. The monotonic discipline and its run-time invariant-enforcement
seems to restrict how developers can formulate their programs. It is natural to ask whether monotonic
references are compatible with the flexibility that is expected in dynamic languages. In this section
I show that the monotonic discipline admits permissive references through a syntactic discipline that
can be conveniently provided to programmers.
Consider the following program that uses an allocated reference cell at two incompatible types, int and
bool.
let x = ref (4 as ⋆) in
let y = (x as ref int) in
let z = (x as ref bool) in
!y;
z:=true;
!z
Under the guarded reference semantics, this program runs without incident, but under monotonic ref-
erences it fails in the cast to ref bool. This flexibility may be regained under monotonic references via
a disciplined use of ⋆ typed reference cells. Consider the following rewrite of this program:
let x = ref (4 as ⋆) in
let y = x in // treat y like ref int
let z = x in // treat z like ref bool
(!y) as int;
(z:=(true) as ⋆) as bool;
(!z) as bool
In this encoding, all references have type ref ⋆, and typing is enforced only at dereferences and up-
dates, using ascriptions. This program runs successfully under the monotonic semantics, but it would
be tedious and error prone to insert these ascriptions by hand.
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Luckily there is no need: this permissive reference discipline can be codified by introducing a surface
language that makes this convenient. I extend the expressions with permissive references r˜ef e, and the
types with a corresponding type r˜efT . Consistency is extended so that permissive references have the
same consistency properties asmonotonic references, but permissive references are not consistent with
monotonic references.
Finally I introduce a type-directed transformationΓ|−e : T ⇝ e that translates permissive references
to monotonic references. The interesting cases are presented below.
x : r˜efT ∈ Γ
Γ| − x : r˜efT ⇝ x
Γ| − e : T ⇝ e′
Γ| − r˜ef e : r˜efT ⇝ ref (e′ as ⋆)
Γ| − e : r˜efT ⇝ e′
Γ|−!e : T ⇝ (!e′) as T
Γ| − e1 : r˜efT1 ⇝ e′1 Γ| − e2 : T2 ⇝ e′2 T1 ∼ T2
Γ| − e1 := e2 : T1 ⇝ (e′1 := (e′2 as ⋆)) as T1
Note that the static semantics for permissive references enforces type consistency at assignments, even
though the assigned value is ultimately cast to ⋆. Furthermore, reference values translate to themselves,
so object identity is preserved. However cast overhead is introduced at each dereference and update, so
permissive references pay their own way with respect to performance.
If we revisit the initial example in this section and replace ref with r˜ef and ref with r˜ef , then this
judgment translates the first program above into the second.
Proposition 3.1 (Translation). IfΓ|−e : T ⇝ e′ then |Γ|| − e′ : |T |, Where |·| is the compatible extension
of the equation |r˜efT | = ref ⋆.
This syntactic extension gives programmers access to both permissive references and monotonic refer-
ences as desired.
Permissive references are a useful abstraction for the programmer and provide strong guarantees. How-
ever, such guarantees are provided only as long as permissive references do not flow into monotonic
references. Consider the program above (with permissive references) where the following code comes
after the let statements.
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(T ⇒ T ) = c
(B ⇒ B) = ι
(⋆⇒ ⋆) = ι
(I ⇒ ⋆) = I!
(⋆⇒ I) = I?
(T1 → T2) ⇒ (T ′1 → T ′2) = (T ′1 ⇒ T1) → (T2 ⇒ T ′2)
(T1 × T2) ⇒ (T ′1 × T ′2) = (T1 ⇒ T ′1)× (T2 ⇒ T ′2)
refT ⇒ refT ′ = refT ′
Figure 12. Compile casts to monotonic coercions (without blame)
letw1 = (x as ⋆) in
letw2 = (w1 as ref bool) in
w2:=true;
The program finds itself in the same situation as the original program that the monotonic semantics
could not run without error. This example shows an important syntactic discipline for programmers
that want to employ the monotonic paradigm for gradual references: permissive references should not
flow into monotonic references.
4. Type Safety for Monotonic References
I present the high-points of the type safety proof here. The full proof is mechanized in Isabelle 2013
and available on arxiv [78]. The semantics in the mechanized version differs from the semantics pre-
sented here in that it uses an abstract machine instead of a reduction semantics, as the mechanized
proof was found to be easier to carry out on an abstract machine while the reduction semantics is more
approachable.
I begin by lifting the precision relation to heap typings.
Definition 3.1 (Precision relation on heap typings). Σ′ ⊑ Σ iff dom(Σ′) = dom(Σ) and Σ(a) = T
impliesΣ′(a) = T ′ where T ′ ⊑ T .
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My first lemma below is important: expression typing is preserved whenmoving to a more precise heap
typing.
Lemma 3.1 (Strengthening wrt. the heap typing). If Γ;Σ ⊢ e : T andΣ′ ⊑ Σ, then Γ;Σ′ ⊢ e : T .
Proof sketch. The interesting case is for addresses. We have
Σ(a) ⊑ T
Γ;Σ ⊢ a : T
FromΣ′ ⊑ Σ and transitivity of⊑, we haveΣ′(a) ⊑ T . Therefore Γ;Σ′ ⊢ a : T . □
The definition of well-typed heaps is standard.
Definition 3.2 (Well-typed heaps). A heap ν is well-typed with respect to heap typingΣ, writtenΣ ⊢ ν, iff
∀a T. Σ(a) = T implies ν(a) = cv : T and ∅; Σ ⊢ cv : T for some cv.
From the strengthening lemma, we have the following corollary.
Corollary 3.1 (Monotonic heap update). If Σ ⊢ ν and Σ(a) = T and T ′ ⊑ T and ∅; Σ ⊢ cv : T ′, then
Σ(a 7→ T ′) ⊢ ν(a 7→ cv : T ′).
sketch. LetΣ′ = Σ(a 7→ T ′). FromT ′ ⊑ T we haveΣ′ ⊑ Σ, so by Lemma 3.1 we have ∅; Σ′ ⊢ cv : T ′
andΣ′ ⊢ ν. Thus,Σ(a 7→ T ′) ⊢ ν(a 7→ cv : T ′). □
Lemma 3.2 (Progress and Preservation). Suppose ∅; Σ ⊢ e : T and Σ ⊢ ν. Exactly one of the following
holds:
(1) (a) e is a value, or
(b) e = error, or
(c) e, ν −→ e′, ν ′ for some e′ and ν ′.
(2) for all e′, ν ′, if e, ν −→ e′, ν ′ then ∅; Σ′ ⊢ e′ : T andΣ′ ⊢ ν ′ andΣ′ ⊑ Σ for someΣ′.
Theorem 3.1 (Type Safety). Suppose ∅; Σ ⊢ e : T andΣ ⊢ ν. Exactly one of the following holds:
(1) e, ν −→∗ v, ν ′ and ∅; Σ′ ⊢ v : T for someΣ′, or
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(2) e, ν −→∗ error, ν ′, or
(3) e diverges.
Proof. If e diverges we immediately conclude the proof. Otherwise, suppose e does not diverge. Then
e, ν −→∗ e′, ν ′ and e′ cannot reduce. We proceed by induction on the length e, ν −→∗ e′, ν ′, and use
Lemma 3.2 to conclude. □
5. Monotonic References with Blame
I turn to the challenge of designing blame tracking for monotonic references, presenting several ex-
amples that motivate and provide intuitions for the design. The later part of this section presents the
dynamic semantics of monotonic references with blame tracking.
Consider the following example in which I allocate a reference of dynamic type and then, separately,
cast from ref ⋆ to ref int and to ref bool.
let r0 = ref (42 asℓ1 ⋆) in
let r1 = r0 asℓ2 ref int in
let r2 = r0 asℓ3 ref bool in
!r2
With monotonic references, the cast at ℓ3 triggers an error, because int and bool are inconsistent. But
what blame labels should the error message include? Is it only the fault of ℓ3? Not really; because ℓ3
would not cause an error if it were not for the cast at ℓ2. The casts at ℓ2 and ℓ3 disagree with each other
regarding the type of the heap cell, so both are blamed. The result of this program is blame {ℓ2, ℓ3}.
Next consider an example in which a reference is allocated at type ref int, cast it to ref ⋆, and then has
a Boolean written to it.
let r0 = ref 42 in
let r1 = r0 asℓ1 ref ⋆ in
r1:=
ℓ3(true asℓ2 ⋆)
The update on the third line triggers an error, and there are three possible locations to blame: ℓ1, ℓ2,
and ℓ3. The cast at ℓ2 is from bool to ⋆, which is harmless. There is no cast at ℓ3, just a write of a
value of type ⋆ to a reference of type ref ⋆. The real culprit here is ℓ1, which casts from ref int to ref ⋆,
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B <: B T <: ⋆ refT <: refT
T ′1 <: T1 T2 <: T
′
2
T1 → T2 <: T ′1 → T ′2
T1 <: T
′
1 T2 <: T
′
2
T1 × T2 <: T ′1 × T ′2
Figure 13. Subtyping relation
thereby opening up the potential for the later cast error. Naïvely, this looks like an upcast, but a proper
treatment of subtyping for references makes references invariant. So we have ref int ̸<: ref ⋆ and the
result of this program is blame {ℓ1}. Figure 13 presents the subtyping relation.
Consider a pair of examples below that differ only on the fourth line. A reference to a pair is allocated
at type ref (⋆× ⋆) then cast to ref (int× ⋆) and to ref (⋆× int). In the first example, an update occurs
through the original reference, writing a Boolean and integer, whereas in the second example an integer
and a Boolean are written. Here is the first example:
let r0 = ref (1 asℓ1 ⋆, 2 asℓ2 ⋆) in
let r1 = r0 asℓ3 ref (int× ⋆) in
let r2 = r0 asℓ4 ref (⋆× int) in
r0:=(true asℓ5 ⋆, 2 asℓ6 ⋆);
fst !r0
and here is the second example, just showing the fourth line:
· · ·
r0:=(1 asℓ7 ⋆, true asℓ8 ⋆);
· · ·
The first example should produce blame {ℓ3} while the second example should produce blame {ℓ4},
but the challenge is how to associate multiple blame labels with the same heap cell?
I take inspiration from Siek and Wadler [79] and use labeled types for this treatment of run-time type
information. With a labeled type, each type constructor within the type can be labeled with a blame
label. Figures 14 and 15 give the syntax of labeled types and operations on them, which are explained
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later in this section. In the above examples, the run-time type information for the heap cell evolves as
follows:
(⋆×∅ ⋆) ⇒ (intℓ3 ×∅ ⋆) ⇒ (intℓ3 ×∅ intℓ4)
In the first example, when true is written into the first element of the pair, the cast to int fails and
blames ℓ3, as desired. In the second example, when true is written into the second element, the cast
to int fails and blames ℓ4, as desired.
The next example brings up a somewhat ambiguous situation. A reference is allocated at type ref ⋆,
casted to ref int twice, then has a Boolean written to it.
let r0 = ref (42 asℓ1 ⋆) in
let r1 = r0 asℓ2 ref int in
let r2 = r0 asℓ3 ref int in
r0:=(true asℓ4 ⋆)
Which should be blamed: ℓ2 or ℓ3? In some sense, they are both just as guilty and the ideal would be to
blame them both. On the other hand, maintaining potentially large sets of blame labels would induce
some space overhead. This design instead blames the first cast with respect to execution order, in this
case ℓ2.
For the final example, the above example is adapted to have a function in the heap cell so that we can
consider the behavior to the left of the arrow.
let r0 = ref (λx: ⋆ . true) in
let r1 = r0 asℓ1 ref (int → bool) in
let r2 = r0 asℓ2 ref (int → bool) in
r0:=λx:int. zero?(x);
!r0 (true asℓ3 ⋆)
The run-time type information for the heap cell evolves in the following way:
(⋆→∅ bool∅) ⇒ (intℓ1 →∅ bool∅) ⇒ (intℓ1 →∅ bool∅)
The function application on the last line of the example triggers a cast error, with the blame going to ℓ1,
again because the first cast with respect to execution order should be blamed. However, to obtain this
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Optional labels p, q ::= ∅ | {ℓ}
Label sets L ::= ∅ | {ℓ} | {ℓ1, ℓ2}
Labeled types P,Q ::= Bp | P →p P | P×pP | ref pP | ⋆
Erase labels |P | = T
|Bp| = B |P →p Q| = |P | → |Q| |P ×p Q| = |P | × |Q| |ref pP | = ref |P | | ⋆ | = ⋆
Top label lab(P ) = L
lab(Bp) = p lab(P →p Q) = p lab(P ×p Q) = p lab(ref pP ) = p lab(⋆) = ∅
Merge optional labels p △ p = p
{ℓ} △ q = {ℓ} ∅ △ q = q
Figure 14. Syntax and utilities for labeled types
semantics some care must be taken. On the second cast, the labeled type for the second cast merges
with the current run-time type information:
(intℓ1 →∅ bool∅) △ (intℓ2 →∅ bool∅)
If this operation were to use the composition function from Siek and Wadler [79], the result would be
intℓ2 →∅ bool∅ because that composition function is contravariant for function parameters. Here we
instead want to be covariant on function parameters, so the result is intℓ1 →∅ bool∅. I define a new
function for merging labeled types,△, in Figure 15.
5.1. Semantics of monotonic references with blame. Armed with the intuitions from the above ex-
amples, I discuss the semantics of monotonic references with blame, defined in Figures 17, 18, and 19.
The semantics is largely similar to the semantics without blame except that the run-time type informa-
tion is represented as labeled types and I replace the functions, such as meet (⊓) that operate on types,
with functions such as merge (△) that operate on labeled types.
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Merge labeled types P △ P = P or⊥L
Bp △ Bq = Bp△q
P △ ⋆ = P ⋆ △ Q = Q
(P →p P ′) △ (Q→q Q′) = (P △ Q)→ˆp△q(P ′ △ Q′)
(P ×p P ′) △ (Q×q Q′) = (P △ Q)×ˆp△q(P ′ △ Q′)
ref pP △ ref qQ = ˆref p△q(P △ Q)
P △ Q = ⊥lab(P )∪lab(Q) otherwise
Bidirectional cast between labeled types P ⇔ P = P or⊥L
Bp ⇔ Bq = B∅
P ⇔ ⋆ = P ⋆⇔ Q = Q
(P →p P ′) ⇔ (Q→q Q′) = (P ⇔ Q)→ˆ∅(P ′ ⇔ Q′)
(P ×p P ′) ⇔ (Q×q Q′) = (P ⇔ Q)×ˆ∅(P ′ ⇔ Q′)
ref pP ⇔ ref qQ = ˆref ∅(P ⇔ Q)
P ⇔ Q = ⊥lab(P )∪lab(Q) otherwise
Cast between labeled types P ⇒ P = c or⊥L
Bp ⇒ Bq = ι ⋆⇒ ⋆ = ι
P ⇒ ⋆ = P ! ⋆⇒ Q = Q?
(P →p P ′) ⇒ (Q→q Q′) = (Q⇒ P )→ˆ∅(P ′ ⇒ Q′)
(P ×p P ′) ⇒ (Q×q Q′) = (P ⇒ Q)×ˆ∅(P ′ ⇒ Q′)
ref pP ⇒ ref qQ = ˆref ∅(P ⇔ Q)
P ⇒ Q = ⊥lab(P )∪lab(Q) otherwise
Figure 15. Labeled types and their operations
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(T ⇒ℓ T ) = c
(B ⇒ℓ B) = ι
(⋆⇒ℓ ⋆) = ι
(T ⇒ℓ ⋆) = T ∅!
(⋆⇒ℓ T ) = T ℓ?
(T1 → T2) ⇒ℓ (T ′1 → T ′2) = (T ′1 ⇒ℓ T1) → (T2 ⇒ℓ T ′2)
(T1 × T2) ⇒ℓ (T ′1 × T ′2) = (T1 ⇒ℓ T ′1)× (T2 ⇒ℓ T ′2)
refT1 ⇒ℓ refT2 = ref (T ℓ1 ⇔ T ℓ2)
Add labels to a type T ℓ = P
Bℓ = Bℓ (T1 → T2)ℓ = T ℓ1 →ℓ T ℓ2 (T1 × T2)ℓ = T ℓ1 ×ℓ T ℓ2
(refT )ℓ = ref ℓT ℓ ⋆ℓ = ⋆
Figure 16. Compile casts to monotonic coercions (with blame)
Proposition 3.2 (Meet is the erasure of merge).
If |P1| ∼ |P2|, then |P1 △ P2| = |P1| ⊓ |P2|.
If |P1| ̸∼ |P2|, then P1 △ P2 = ⊥L for some L.
As discussed with the example above, the definition ofP1 △ P2 takes into account thatP1 is temporally
prior toP2 and should therefore take precedencewith respect to blame responsibility. I use the auxiliary
function p △ q to choose between two optional labels, returning the first if it is present and the second
otherwise.
When a reference is casted via rule (CastR1B), the heap cell must be updated from labeled type P1 to
P3. This is accomplished with a new operator P1 ⇒ P3 that produces a coercion. The most interesting
line of its definition is for reference types. There a different operator is used, P ⇔ Q, that produces a
labeled type and captures the bidirectional read/write nature of mutable references.
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The definitions of△,⇒, and⇔ need to percolate errors, written as⊥L whereL is a set of blame labels.
I use “smart” constructors →ˆ, ×ˆ, and ˆref that return ⊥L if either argument is ⊥L (with precedent to
the left if both arguments are errors), but otherwise act like the underlying constructor.
In the rule for allocation, the RTTI is initialized to T ∅. (Figure 16 defines converting a type to a labeled
type.) In the rule for a dynamic dereference, (DynDrfMB), the reference’s run-time labeled type is casted
to T by promoting T to the labeled type T ∅ and then applying the⇒ function to cast between labeled
types, so we have µ(a)rtti ⇒ T ∅. Suppose that µ(a)rtti is ref intℓ and T is ref ⋆. Then the coercion we
apply during the dereference is intℓ!; so injection coercions contain labeled types. The rule for dynamic
update, (DynUpdMB), is dual, performing the cast T ∅ ⇒ µ(a)rtti.
Because injection and projection coercions contain labeled types, the (Collapse) rule becomes
v〈P1!〉〈P2?〉 −→c v〈P1 ⇒ P2〉 if |P1| ∼ |P2|
Similar changes are needed to the (Conflict) rule.
Figure 16 defines the compilation of casts to monotonic coercions. Compared to the compilation with-
out blame (Figure 12), there are three differences. The first two concern injection and projection coer-
cions: instead of only having a blame label on projections there are labeled types inside both injections
and projections, as noted above. In the compilation of a cast labeled ℓ, the rule generates a labeled type
for the injection from T by adding the empty label to T , and for the projection to T by adding ℓ to T .
The third difference is in the formation of the reference coercion. Instead of simply taking the target
type, the bidirectional operator⇔ is used. Recall the second example of this section in which execution
blamed the cast from ref int to ref ⋆. By using⇔, the resulting coercion is ref intℓ1 instead of ref ⋆.
6. The Blame-Subtyping Theorem
The blame-subtyping theorem pin-points the source of cast errors in gradually-typed programs. The
blame-subtyping theorem states that if a program results in a cast error, blameL, then the blame labels
inL identify the location of implicit casts that did not respect subtyping. That is, the blame labels that
occur in a safe implicit cast, T1 ⇒ T2 where T1 <: T2, can never be blamed.
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Expressions e ::= · · · | blame L
Coercions c ::= ι | P? | P ! | c→ c | c×c | c ; c | refP
Values v ::= k | λx. e | (v, v) | v〈P !〉 | a
Casted Values cv ::= v | cv〈c〉 | (cv, cv)
Heap µ ::= ∅ | µ(a 7→ v : P )
Evolving Heap ν ::= ∅ | ν(a 7→ cv : P )
Figure 17. Syntax for monotonic references with blame
Coercion typing c : T ⇒ T
P? : ⋆⇒ |P | P ! : |P | ⇒ ⋆ · · ·
Pure cast reduction rules e −→c e
· · · v〈P1!〉〈P2?〉 −→c v〈P1 ⇒ P2〉 if |P1| ∼ |P2|(Collapse)
v〈P1!〉〈P2?〉 −→c blame L if P1 ⇒ P2 = ⊥L(Conflict)
Cast reduction rules e, ν −→cr e, ν
e −→c e′
e, ν −→cr e′, ν
(PCastB)
ν(a) = cv : P1 P3 = P1 △ P2 |P3| ̸= |P1| cv′ = cv〈P1⇒P3〉
a〈refP2〉, ν −→cr a, ν(a 7→ cv′ : P3)
(CastR1B)
ν(a) = cv : P1 P1 = P1 △ P2
a〈refP2〉, ν −→cr a, ν
(CastR2B)
ν(a) = cv : P1 P1 △ P2 = ⊥L
a〈refP2〉, ν −→cr blame L, ν
(CastR3B)
Figure 18. Type system and cast reduction rules for monotonic references with blame
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Program reduction rules e, µ −→e e, µ
refT v, µ −→e a, µ(a 7→ v : T ∅) if a /∈ dom(µ)
!a, µ −→e µ(a)val, µ(DerefMB)
!a@T, µ −→e µ(a)val〈µ(a)rtti ⇒ T ∅〉, µ(DynDrfMB)
a:=v, µ −→e a, µ(a 7→ v : µ(a)rtti)(UpdMB)
a:=v@T, µ −→e a, µ(a 7→ cv : µ(a)rtti)(DynUpdMB)
where cv = v〈T ∅ ⇒ µ(a)rtti〉
ForX ∈ {cr, e}:
e, ν −→X e′, ν ′
F [e], ν −→X F [e′], ν ′
F [blame L], ν −→X blame L, ν
State reduction rules e, ν −→ e, ν
e, µ −→X e′, ν X ∈ {cr, e}
e, µ −→ e′, ν
ν(a) = cv : P cv, ν −→cr blame L, ν ′
e, ν −→ blame L, ν ′
ν(a) = cv : P cv, ν −→cr cv′, ν ′ |ν ′(a)rtti| = |P |
e, ν −→ e, ν ′(a 7→ cv′ : P )
ν(a) = cv : P cv, ν −→cr cv′, ν ′ |ν ′(a)rtti| ̸= |P |
e, ν −→ e, ν ′
Figure 19. Monotonic references with blame
I prove the blame-subtyping theorem via a preservation-style proof in which I preserve the e safe ℓ
predicate [104]. This proof is conducted on the coercion calculus, so to relate the result back to the
gradually-typed λ-calculus, a theorem is needed concerning the relationship between subtyping and
coercion blame safety, Theorem 3.2. Recall that subtyping is defined in Figure 13 and compilation to
coercions is defined in Figure 16.
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Theorem 3.2 (Blame-Subtyping Theorem for coercion calculus). For all T1, T2, and ℓ, it holds that T1 <:
T2 iff (T1 ⇒ℓ T2) safe ℓ.
Lemma 3.3 (Preservation of blame safety).
For all e, e′, ν, ν ′, and ℓ, if e, ν safe ℓ and e, ν −→ e′, ν ′ then e′, ν ′ safe ℓ.
I nowmove away from the coercion calculus and prove these important results on the gradually typed λ
calculus with references. This latter language is indeed the one that programmers are expected to use.
The following definitions will help to recast the results into the setting of the gradually typed language.
Definition 3.3 (Casts for a label in an expression). Let e be an expression and ℓ a label, we say that e
contains the cast T1 ⇒ T2 for ℓ whenever, in the derivation of Γ ⊢ e ⇝ e′ : T , there is the creation of a
coercion via T1 ⇒ℓ T2.
Definition 3.4 (Blame safety for gradually-typed expressions). A gradually-typed expression e is safe for
ℓ if all the casts contained in e labeled ℓ respect subtyping.
I now have all the ingredients to state and prove one of the main contributions of this chapter, i.e. the
Blame-Subtyping Theorem for the gradually-typed λ calculus with references.
Lemma 3.4 (Translation preserves blame safety). If e safe ℓ and Γ ⊢ e⇝ e′ : T , then e′ safe ℓ.
Proof. The proof is a straightforward induction on Γ ⊢ e⇝ e′ : T . □
Theorem 3.3 (Blame-Subtyping Theorem). For all e, e′, T1, T2, ℓ, if ∅ ⊢ e ⇝ e′ : T , e safe ℓ, and
e′, ∅ −→ blame L, ν, then ℓ ̸∈ L.
Proof. From the assumptions we have e′ safe ℓ by Lemma 3.4. Thenwe conclude by applying the Blame-
Subtyping Theorem for the coercion calculus. □
7. Implementation Concerns for Strong Updates
The monotonic semantics for references performs in-place updates to the heap with values of different
type. In languages where values have uniform size, likemany functional and object-oriented languages,
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this does not pose a problem. However, for languages where values may have different sizes, in-place
updates pose a problem. This issue can be addressed using an approach inspired by garbage collec-
tion techniques. When the semantics is to update a cell with a larger value than the current one, the
implementation allocates a new piece of memory and places a forwarding pointer in the old location.
When reading and writing through dynamic references, the implementation must check for and follow
the forwarding pointers. However, when reading and writing through fully-static references, the im-
plementation does not need to consider forwarding pointers because fully-static heap cells never move.
Then during a garbage collection, the implementation can collapse sequences of forwarding pointers to
reduce overhead in subsequent execution.
8. Related Work
Here I mention related work that is not discussed in the introduction or elsewhere in this chapter.
The casts and coercions studied in this chapter bear many similarities with contracts [35]. Racket [36]
provides contracts for mutable values in the form of impersonators [85], which, for my purposes, can be
viewed as implementing the guarded semantics of Herman et al. [48], as seen in Section 2.
Fähndrich and Leino [33] introduce a technique similar to monotonic references with their monotonic
typestate. In this design, objects may flow from less restrictive to more restrictive typestates, but
not vice versa. Unlike monotonic references, which require runtime checks due to the existence of
dynamically-typed regions of code, their system enforces monotonicity statically.
9. Conclusions
I have presented a new design for gradually-typed mutable references, called monotonic references,
the first to incur zero-overhead for reference accesses in statically typed code while maintaining the
full expressiveness of a gradual type system. I defined a runtime enforcement strategy for monotonic
references and presented a mechanized proof of type safety. Further, I defined blame tracking based on
using labeled types in the run-time type information and proved the blame-subtyping theorem.
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CHAPTER 4
Design and Evaluation of Gradual Typing for Python
1. Introduction
In order to evaluate the practical advantages and disadvantages of different approaches to runtime en-
forcement in gradually typed languages, a powerful testbed is required, beyond simply specialized cal-
culi. In this chapter, I present Reticulated Python,1 a framework for developing gradual typing for the
Python language. Reticulated provides programmers with a variant of Python 3 that offers optional
type annotations, and can then be used to experiment with different approaches as to the enforcement
of these type annotations. Reticulated uses a static type system based on the first-order object calculus
of Abadi and Cardelli [2], including structural object types. I augment this system with the dynamic
type and open object types. Reticulated uses Python 3’s annotation syntax for type annotations and
a dataflow-based type inference system to infer types for local variables. Reticulated is available for
download at https://github.com/mvitousek/reticulated.
Reticulated Python is implemented as a source-to-source translator that accepts syntactically valid
Python 3 code, typechecks this code, and generates Python 3 code, which it then executes. The dynamic
semantics of Reticulated differs from Python 3 in that run-time checks occur where implicit casts are
needed tomediate between static and dynamically typed code. The run-time checks are implemented as
calls into a Python libraries. In this way, I achieve a system of gradual typing for Python that is portable
across different Python implementations and which may be applied to existing Python projects. I also
made use of Python’s tools for altering the module import process to insure that all imported modules
are typechecked and translated at load time.
1Named for Python reticulatus, the largest species of snake in the python genus. “Reticulated” for short.
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In addition to serving as a practical implementation of a gradually typed language, Reticulated has
served as a test bed for experimenting with design choices for runtime enforcement strategies to me-
diate between static and dynamic code. While later work with Reticulated (in Chapters 5 and 6) ex-
plores one specific enforcement strategy in depth, the version of Reticulated presented in this chapter—
Reticulated v1—is designed to be used for developingmultiple new enforcement strategies and is agnos-
tic to their particulars. With Reticulated v1, I implemented and evaluated three distinct enforcement
strategies for mutable objects: 1) the traditional guarded strategy of Siek and Taha [76] and Herman
et al. [48], but optimized with threesomes [79], 2) the transient strategy, an approach that does not use
proxies but involves ubiquitous lightweight checks, and 3) the monotonic strategy, as described previ-
ously in Chapter 3. The guarded system is relatively complicated to implement and does not preserve
object identity, which was found to be a problem in practice (see Section 3.2.5). The transient approach
is straightforward to implement and preserves object identity, but when runtime checks discover that
type constraints have been violated, it is unable to report the location of the original cast that caused
the error to occur, a process known as blame tracking. It therefore is less helpful when debugging cast
errors. Themonotonic strategy preserves object identity and enables zero-overhead access of statically-
typed object fields but requires locking down object values to conform to the static types they have been
cast to.
To evaluate the usability of these designs, I performed case studies in which I applied Reticulated to
several third-party codebases. I annotated them with types and then ran them using Reticulated. The
type system design fared well, e.g. enabling statically-checked versions of statistics and cryptographic
hashing libraries, while requiring only light code modifications. Further, these experiments detected
several bugs extant in these projects. The experiments also revealed tensions between backwards com-
patibility and the ability to statically type portions of code. This tension is particularly revealed by the
choice of whether to give static types to literals. These experiments also confirmed results from other
languages [94]: type systems for Python should provide some form of occurrence typing to handle de-
sign patterns that rely heavily on runtime dispatch. Regarding the evaluation of the three enforcement
strategies, the results indicate that the proxies of the guarded design can be problematic in practice
due to the presence of identity tests in Python code. The transient and monotonic strategies both fared
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well, although the principal efficiency benefits of themonotonic strategy, as described in Chapter 3, are
unavailable in this setting.
Gradual typing for Python. Regardless of the choice of enforcement strategy, gradual type systems
allow programmers to control of which portions of their programs are statically or dynamically typed.
In Reticulated, this choice is made in function definitions, where parameter and return types can be
specified, and in class definitions, where Python decorators are used to specify the types of object fields.
When no type annotation is given for a parameter or object field, Reticulated gives it the dynamic (aka.
unknown) type named Dyn. The Reticulated type system allows implicit casts to and from Dyn, as
specified by the consistency relation [75]. In the locations of these implicit casts, Reticulated inserts
casts to ensure, at runtime, that the value can be coerced to the target type of the cast.
One of the primary benefits of gradual typing over dynamic typing is that it helps to detect and localize
errors. For example, suppose a programmer misunderstands what is expected regarding the arguments
of a library function, such as the moment function of the stat.pymodule, and passes in a list of strings
instead of a list of numbers. In the following, assume read_input_list is a dynamically typed function
and the value it produces is a list of strings.
1 lst = read_input_list()
2 moment(lst, m)
In a purely dynamically typed language or an optionally typed language, a runtime type error will occur
deep inside the library, perhaps not even in the moment function itself but inside some other function it
calls, such as mean. It is then challenging for the library’s client to fix the problem, since they may not
know the precise cause nor even if it is in fact their fault, rather than a bug in the library. On the other
hand, if library authors make use of gradual typing to annotate the parameter types of their functions,
then the error can be localized and caught before the call to moment, resulting in easier debugging. The
following shows the moment function with annotated parameter and return types.
def moment(inlist: List(Float), m: Int)→Float:
...
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With this change, the runtime error points to the call to moment on line 2, where an implicit cast from
Dyn to List(Float) occurred. A programmer using a library with gradual types need not use static
types themselves — they gain the benefit of early localization and detection of errors even if they con-
tinue to write their own code in a dynamically typed style.
Casts on base values like integers and booleans are straightforward— either the value is of the expected
type, in which case the cast succeeds and the value is returned, or the value is not, in which case it fails.
However, casts on mutable values, such as lists, or higher-order values, such as functions and objects,
are more complex. For mutable values, it is not enough to verify that the value meets the expected type
at the site of the implicit cast because the value can later be mutated to violate the cast’s target type. I
discuss this issue in detail in Section 2.2.
Contributions.
• I develop Reticulated Python, a source-to-source translator that implements gradual typing on top
of Python 3.
• In Section 2, I discuss Reticulated’s type system and use Reticulated v1 to discuss three dynamic
semantics for mutable objects, one of which is based on proxies and two new approaches: one
based on use-site checks and one in which objects become monotonically more precisely typed.
• In Section 3, I carry out several case studies of applying gradual typing to third-party Python pro-
grams.
• In Section 4, I evaluate the source-to-source translation approach and consider lessons for other
implementers of gradually-typed languages.
2. The Reticulated Python Designs
I present three language designs for Reticulated Python: guarded, transient, and monotonic. The three
designs share the same static type system (Section 2.1) but have different dynamic semantics due to
their different enforcement strategies (Sections 2.2.1, 2.2.2, and 2.2.3).
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labels ℓ type variables X
base types B ::= Int | String | Float | Bool | Bytes
types T ::= Dyn | B | X | List(T ) | Dict(T, T ) | Tuple(T ) |
Set(T ) | Object(X){ℓ:T} | Class(X){ℓ:T}Function(P, T )
parameters P ::= Arb | Pos(T ) | Named(ℓ:T )
Figure 1. Static types for Reticulated programs
2.1. Static semantics. From a programmer’s perspective, the main way to use Reticulated is to anno-
tate programs with static types. Source programs are Python 3 code with type annotations on function
parameters and return types. For example, the definition of a distance function could be annotated
to require integer parameters and return an integer.
def distance(x: Int, y: Int)→ Int:
return abs(x - y)
In Python 3, annotations are arbitrary Python expressions that are evaluated at the function definition
site but otherwise ignored. In Reticulated, I restrict the expressions that can appear in annotations
to the type expressions shown in Figure 1 and to aliases for object and class types. The absence of an
annotation implies that the parameter or return type is the dynamic type Dyn.
The type system is primarily based on the first-order object calculus ofAbadi andCardelli [2] with several
important differences discussed in this section.
2.1.1. Function types. Reticulated’s function parameter types have a number of forms, reflecting
the ways in which a function can be called. Python function calls can be made using keywords in-
stead of positional arguments; for example, the distance function can be called by explicitly set-
ting x and y to desired values like distance(y=42, x=25). To typecheck calls like this, parameter
names may be included in function types using the Named parameter specification, so in this case, the
type of f is Function(Named(x:Dyn, y:Dyn), Dyn). On the other hand, higher-order functions
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Γ ⊢ class X: ℓk:Tk = ek : Class(X){ℓk:Tk}
Γ ⊢ e : Class(X){ℓk:Tk} ̸ ∃k. __init__ = ℓk
Γ ⊢ e() : Object(X){ℓk:bind(Tk)}
Γ ⊢ e : T T = Object(X){ℓ:Tℓ, . . .}
Γ ⊢ e.ℓ : Tℓ[X/T ]
Figure 2. Class and object type rules.
most commonly call their function parameters using positional arguments, so for such cases Retic-
ulated provides the Pos annotation. For example, the map function would take a parameter of type
Function(Pos(Dyn), Dyn); any function that takes a single parameter may then be passed in to
map, because a Named parameters type is a subtype of a Pos when their lengths and element types
correspond. Function types with Arb (for arbitrary) parameters can be called on any form of argument.
2.1.2. Class and object types. Reticulated includes types for both objects and classes, because classes
are also runtime values in Python. Both of these types are structural, mapping attribute names to types,
and the type of an instance of a class may be derived from the type of the class itself.
As an example of class and object typing, consider the following example:
1 class 1DPoint:
2 def move(self:1DPoint, x:Int)→1DPoint:
3 self.x += x
4 return self
5 p = 1DPoint()
Here the variable 1DPoint has the type
1 Class(1DPoint){ move : Function(Named(self:1DPoint, x:Int),1DPoint) }
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The occurrence of 1DPoint inside of the class’s structural type is a type variable bound to the type of
an instance of 1DPoint. Figure 2 shows Reticulated’s typing rule for class definitions in the simple case
where the class being defined has no superclass; classes that do have superclasses with static types also
include the superclasses’ members in their own type, and check that their instances’ type is a subtype
of that of their superclasses.
Values with class type may be invoked as though they were functions, as shown in the second rule of
Figure 2. In the above example, p has type
Object(1DPoint) {move:Function(Named(x:Int),1DPoint)}
This type is derived from the class type of 1DPoint by removing the self parameter of all the functions in
the class’ type. The type parameter 1DPoint represents the self type. The bindmeta-function converts
function definitions from unbound form—with an explicit self-reference as their first parameter — to a
formwith this parameter already bound and thus invisible. If the self-referential type parameter X in an
object type is not used in the types of any of its members I write Object{…} instead of Object(X){…}.
The type system also includes a rule to handle the situation when the class defines an __init__
method, which in Python serves as the class’ constructor, in which case Reticulated checks that the
arguments of the construction call site match the parameters of __init__.
In Python, programmers can dynamically add properties to objects at will. In recognition of this, Retic-
ulated’s object types are open with respect to consistency — two object types are consistent if one type
has members that the other does not and their common members are consistent; in other words, im-
plicit downcasts on width subtyping are allowed and checked at runtime. This can be seen in line 3 of
the above example: x is not part of the type of a 1DPoint, so when x is accessed, an implicit down-
cast on self occurs to check that x exists. In this sense, Reticulated’s object types are similar to the
bounded dynamic types of Ina and Igarashi [52], except that their approach is appropriate for nominal
type systems while open objects are appropriate for structural typing.
Programmers specify that object instances should have statically typed fields by using the @fields()
decorator and supplying the expected field types. For example,
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1 @ fields({'x':Int, 'y':Int})
2 class 2DPoint:
3 def __init__(self:2DPoint):
4 self.x = 42
5 self.y = 21
6 2DPoint().x
This class definition requires that an instance of 2DPoint have Int-typed fields named x and y; this
information is included in the type of an instance of 2DPoint, so the field access at line 6 has type Int.
If 2DPoint’s constructor fails to produce an object that meets this type, a runtime cast error is raised.
Lists, tuples, sets, and dictionaries have special, builtin types but they are also given object types that
are used when they are the receiver of a method call.
2.1.3. Recursive type aliases. Structural object types are an appropriatematch for Python’s duck typ-
ing, but structural types can be rather verbose. To ameliorate this problem, class names are aliases for
the types of their instances, as inferred from the class definition. Such aliases are straightforward when
the aliased type only contains function and base types; however, obtaining the correct type for a given
alias becomes more interesting in mutually recursive classes such as the following.
1 class A:
2 def foo(self, a:A, b:B):
3 pass
4 class B:
5 def bar(self, a:A, b:B):
6 pass
In the above code, A and B are type aliases when they appear in the annotations of foo and bar. For the
remainder of this example, I use Â and B̂ to represent type aliases and the unadorned A and B as bound
type variables. The task here is to determine the appropriate types to substitute for Â and B̂ in the type
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Obj(Y ){ℓi:Ti}[Xˆ/T ] −→ Obj(Y ){ℓi:Ti[Xˆ/T ′]}
where T ′ = T [Yˆ /Y ]
Xˆ[Xˆ/T ] −→ T
List(T1)[Xˆ/T2] −→ List(T1[Xˆ/T2])
. . .
Figure 3. Alias substitution
annotations of foo and bar. To arrive at these types, I start with the mapping
[A^ 7→ Object(A){foo:Function([A^, B^], Dyn)},
B^ 7→ Object(B){bar:Function([A^, B^], Dyn)}]
The right-hand side of each pair in this mapping then has all the other pairs substituted into it using the
substitution algorithm in Figure 3. This substitution repeats until it reaches a fixpoint, at which point
all type aliases will have been replaced by object types or type variables. In the case of this example,
the final mapping is 
A^ 7→ Object(A){foo:Function([A,
Object(B){bar:Function([A, B], Dyn)}],
Dyn)}

B̂ receives a similar mapping.
2.1.4. Types of Literals. One of the objectives of Reticulated is to achieve at least the option of full
backwards-compatibilitywith untypedPython code— that is, if a normal Pythonprogram is run through
Reticulated, one would like the result to be observationally identical to what it would be if it were run
directly.2 This goal leads to certain surprising design choices, however. For example, it is natural to
expect that an integer literal have type Int. However, that would to statically rejecting a program like
42 + 'hello world'. This is a valid Python program in that it produces a result when evaluated (an
exception), and the programmer has not “opted in” to static typing by using type annotations. So, to
2There are some places where this is violated: for example, if a Python function has pre-existing annotations that are
syntactically identical to Reticulated’s type annotations.
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maintain maximal backwards compatibility with Python, even ridiculous programs like this cannot be
rejected statically! Therefore I offer a flag in the Reticulated system to switch between giving integer
literals the type Dyn or Int, and similarly for other kinds of literals. In Section 3 I discuss the practical
effect of this choice.
2.1.5. Load-time typechecking. Reticulated’s type system is static in the sense that typechecking is
a syntactic operation, performed on a module’s AST. However, when a program first begins to run, it is
not always possible to know which modules will be imported and executed. Reticulated’s typechecking,
therefore, happens at the load time of individual modules. This can mean that a static type error is
reported after other modules of a program have already run.
Reticulated does attempt to perform static typechecking ahead of time: when a module is loaded, it
tries to locate the corresponding source files for any further modules that need to be loaded, typecheck
them, and import the resulting type information into the type environment of the importing module.
This is not always possible, however — modules may be imported at runtime from locations not visible
to Reticulated statically. In general, programmers cannot count on static type errors to be reported
when a program starts to execute, only when the module with the error is loaded.
2.1.6. Dataflow-based type inference. Python 3 does not provide syntax for annotating the types of
local variables. Reticulated could use function decorators or comments for this purpose, but I instead
choose to infer types for local variables. I perform a simple intraprocedural dataflow analysis [55] in
which each variable is given the type that results from joining the types of all the values assigned to it,
a process which is repeated until a fixpoint is reached. For example, consider the function
1 def h(i:Int):
2 x = i; y = x
3 if random():
4 z = x
5 else: z = 'hello world'
The system infers that x and y have type Int, because the expressions on the right-hand sides have
that type, and that z has type Dyn, which is the join of Int and Str. This join operation is over the
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subtyping lattice with Dyn as top from Siek et al. [80], and always results in a type that can be safely
casted to.
2.2. Dynamic semantics. With the enforcement-strategy-agnostic approach of Reticulated v1, I ex-
plore three different dynamic semantics for Reticulated Python, varying by which enforcement strategy
is used. Consider the following example in which a strong (type-changing) update occurs to an object
to which there is an outstanding statically-typed reference.
1 class Foo:
2 bar = 42
3 def g(x):
4 x.bar = 'hello world'
5 def f(x:Object({bar:Int}))→Int:
6 g(x)
7 return x.bar
8 f(Foo())
Function f passes its statically-typed parameter to the dynamically-typed g, which updates the bar
field to a string. Function f then accesses the bar field, expecting an Int.
In this section, I discuss how each enforcement strategy detects this error at runtime.
2.2.1. The guarded enforcement strategy. The guarded enforcement strategy is implemented in
Reticulated following the standard design of Herman et al. [48], as described in Chapter 2. To briefly
review this strategy and to show its use in Reticulated: when using the guarded strategy, Reticulated in-
serts casts into programs where implicit coercions occur, such as at function call sites (like line 6 above)
and field writes. The inserted cast — which is a call to a Python function which performs the cast —
is passed the value being casted as well as type tags for the source and target of the cast, plus an error
message and line number that will be reported if and when the cast fails (I elide this error information
in the examples). For example, the above program will have casts inserted as follows:
3 def g(x):
4 cast(x, Dyn, Object({bar:Dyn})).bar = 'hello world'
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5 def f(x:Object({bar:Int}))→Int:
6 g(cast(x, Object({bar:Int}), Dyn))
7 return x.bar
8 f(cast(Foo(), Object({bar:Dyn}), Object({bar:Int})))
Casts between Dyn and base types will simply return the value itself (if the cast does not fail — if it does,
it will produce a CastError exception), but casts between function or object types produce a proxy.
This proxy contains the error message and line number information provided by the static system for
this cast, which serves as blame information if the cast’s constraints are violated later on. Guarded
proxies do not just implement individual casts — they represent compressed sequences of casts using
the threesomes of Siek and Wadler [79]. In this way, proxies do not build up on themselves, layer after
layer — a proxy is always only one step away from the actual, underlying Python value.
Method calls or field accesses on proxies redirect to a lookup on the underlying object, the result of
which is casted from the part of the source type that describes the member’s type to the same part of
the meet type, and then from the meet type to the final target type. This process occurs in reverse for
member writes. Proxied functions, when invoked, cast the parameters from target to meet to source,
and then cast results from source to meet to target. In the above example, when the field write occurs
at line 4, the proxy will attempt to cast 'hello world' to Int, which is the most precise type that
the object being written to has had for bar in its sequence of casts. This cast fails, and a cast error is
reported to the programmer.
One important consequence of the guarded approach is that casts do not preserve object identity — that
is, if the expression
x is cast(x, Dyn, Object({bar:Int}))
were added to function g in the example above (where is is the Python operator for pointer equality), it
would return False. Similarly, the Python runtime type is not preserved: the type of a proxy is Proxy,
not the type of the underlying object, and this information is observable to Python programs that invoke
the builtin type function on proxies. However, the proxy class is a subclass of the runtime Python class
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of the underlying value,3 instance checks generally return the same result with the bare value as they
do with the proxied value. In the case studies in Section 3, I evaluate the consequences of this issue in
real-world code.
2.2.2. The transient dynamic semantics. In the transient enforcement strategy, a runtime operation
checks that the value has a type consistent with the type it is expected to have, but does not wrap
the value in a proxy. Returning to the running example, just as in the guarded semantics, runtime
enforcement code is inserted around the argument in the call to function f, but instead of being a cast,
here the enforcement is performed by a check:
8 f(check(Foo(), Object({bar:Int})))
In the transient strategy, this operation checks that Foo() is an object, that it has a member named
bar, and that bar is an Int. It then returns the object. The check’s effect is therefore transient; nothing
prevents the field update at line 4. To prevent f from returning a string value, an additional check is
instead inserted at the point where f reads from bar:
5 def f(x:Object({bar:Int}))→Int:
6 g(check(x, Object({bar:Int}), Dyn))
7 return check(x.bar, Int)
This check attempts to verify that x.bar has the expected type, Int. Because the call to g mutates
x.bar to contain a string, this check fails, preventing an uncaught type error from occurring.
In addition, it is possible that f could be called from a context in which its type is not visible, if it
was passed into type Dyn for example. In this case, the call site cannot check that the argument being
passed to f is a List(Int), and unlike the guarded system, there is no proxy around f to check that the
argument has the correct type either. Therefore, f needs to check that its parameters have the expected
type in its own context. Thus, the final version of the function becomes
5 def f(x:Object({bar:Int}))→Int:
6 check(x, Object({bar:Int}))
3Unless the underlying value’s class is non-subclassable, such as bool or function.
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7 g(check(x, Object({bar:Int}), Dyn))
8 return check(x.bar, Int)
In general, checks are inserted at the use-sites of variables with non-base types and at the entry to
function bodies and for-loops. Checks are used in these circumstances to verify that values have the
type that they are expected to have in a given context before operations occur that may rely on that
being the case. Because of these additional checks, it is sound to remove checks inserted on arguments
at call sites: instead of f(check(Foo(), Object({bar:Int}))), one could simply write f(Foo()),
and trust that f will check at its own entry point that its argument has type Object({bar:Int}). Both
strategies have been taken by Reticulated during points in its development; for the remainder of this
chapter I will assume that this check is included.
Figure 4 shows an excerpt of the has_type function used within transient checks. Some values and
types cannot be eagerly checked by has_type function, however, such as functions — all that Retic-
ulated can do at the check site is verify that a value is callable, not that it takes or returns values of a
1 def has_type(val, ty):
2 if isinstance(ty, Dyn):
3 return True
4 elif isinstance(ty, Int):
5 return isinstance(val, int)
6 elif isinstance(ty, Object):
7 return all(hasattr(val, member) and has_type(getattr(val, member),
ty.member_type(member)) for member in ty.members)
8 elif isinstance(ty, Function):
9 return callable(val)
10 elif ...
Figure 4. Definition for the has_type function.
88
particular type. Function types need to be enforced by checks at call sites. Moreover, even when ea-
ger checking is possible, the transient design only determines that values have their expected types at
time of the check site, and does not detect or prevent type-altering mutations from occurring later —
instead, such mutations are prevented from being observable by use-site checks. Chapter 5 shows a
formal calculus for the transient enforcement strategy.
Transient and Dart’s checked mode. The transient semantics for Reticulated is reminiscent of Dart’s
checkedmode [39], in which values are checked against type annotations (which are otherwise ignored at
runtime). However, Dart’s checks are performed under different circumstances than Reticulated’s, and
these choices cause Dart’s type system to be unsound even when checked mode is enabled. Consider
the following Dart program:
1 void g(⋆amic foo) {
2 foo[0] = "hello world";
3 }
4 void f(List〈int〉 foo) {
5 g(foo);
6 print(foo[0]);
7 }
8 main() {
9 List〈⋆amic〉 foo = new List〈⋆amic〉();
10 foo.add(42);
11 f(foo);
12 }
Dart does not check the value that results from the index at line 6, unlike transient Reticulated. There-
fore “hello world” will be printed despite the presence of a string in a list of integers.
Additionally, in Dart, object updates are checked against the annotated field types of the underlying ob-
ject, rather than the type of the reference to the object in the scope of the update, causing the following
program to fail.
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1 class Foo {
2 int bar = 42;
3 }
4 void f(⋆amic a) {
5 a.bar = "hello world";
6 }
7 main() {
8 f(new Foo());
9 }
In transient Reticulated, the equivalent programwould runwithout error until thebar field of the object
is read in a context where it is expected to be an int. Dart’s object update checks therefore behavemore
like guarded than transient.
2.2.3. The monotonic dynamic semantics. The monotonic enforcement strategy for references, de-
scribed previously in Chapter 3, is also implemented in Reticulated v1 for its mutable values. Like
the transient strategy, the monotonic strategy avoids using proxies, but rather than using transient
checks, the monotonic approach preserves type safety by restricting the types of objects themselves.
In this approach, when an object flows through a cast from a less precise (closer to Dyn) type to a
more precise one, the cast has the effect of locking the type of the object at this more precise type.
Objects store a type for each of their fields; this type is always equally or more precise than any of the
types at which the field has been viewed. For example, if an object has had references to it with types
{'foo':Tuple(Int, Dyn)} and {'foo':Tuple(Dyn, Int)}, the object will record that 'foo'
must be of type Tuple(Int, Int), because a value of this type is consistent with both of the refer-
ences to it.
When field or method updates occur, the newly written value is cast to this precise type. Back to the
ongoing example:
3 def g(x):
4 cast(x, Dyn, Object({bar:Dyn})).bar = 'hello world'
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5 def f(x:Object({bar:Int}))→Int:
6 g(cast(x, Object({bar:Int}), Dyn))
7 return x.bar
8 f(cast(Foo(), Object({bar:Dyn}), Object({bar:Int})))
Under the monotonic semantics, casts are inserted at the same places as they are in guarded, but their
effects are different. When the newly created object goes through the cast at line 8, the object is per-
manently set to only accept values of type Int in its bar field. When g attempts to write a string to the
object at line 4, the string is cast to Int, which fails. This cast is performed by the object itself, not by
a proxy — the values of x in f and g are the same even though they appear at different types.
The monotonic system’s approach of permanently, monotonically locking down object types results is
one clear difference from guarded and transient — it is not possible to pass an object from untyped code
into typed code, process it, and then treat it as though it is once again dynamically typed. The object’s
sojourn into statically-typed code has forever rendered it incapable of containing values whose types
conflict with those that the typed code expected. On the other hand, monotonic’s key guarantee is that
the type of the actual runtime value of an object is at least as precise as any reference to it. Because of
this, when a reference is of fully static type, the value of the object has the same type as the reference,
and no casts or checks are needed when a field is accessed. Even if the reference is of a partially dynamic
type, only an upcast needs to occur. The requirement of monotonicity is enforced by tracking the most
precise type a value has been casted to; the type is stored as part of the value.
3. Case Studies and Evaluation
To evaluate the design of Reticulated’s type system and runtime systems, I performed case studies on
existing, third-party Python programs. I annotated these programswith Reticulated types and ran them
under each enforcement strategy. I categorized the code that could not be typed statically and identified
several additional features that would let more code be typed. I discovered several situations in which
I had to modify the existing code to interact well with the system, and I also discovered several bugs
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in these programs in the process. The annotated case studies used in this experiment are available at
http://bit.ly/1rqSvQM.
3.1. Case study targets. Python is a very popular language and it is used for many applications, from
web backends to scientific computation. To represent this wide range of uses, I chose several different
code bases to use as case studies for Reticulated.
3.1.1. Statistics library. I chose the Harvard neuroscientist Gary Strangman’s statistics library4 as a
case study as an example of the kind of focused numerical programs that are common in scientific
Python code. The stats.py module contains a wide variety of statistics functions and the auxiliary
pstat.pymodule provides list manipulation functions.
To prepare them for use with Reticulated, I removed the libraries’ dependence on the external Numeric
array library. This had the effect of reducing the amount of “Pythonic” dynamicity that exists in the
libraries — prior to my modification, two versions of most functions existed, one for Numeric arrays
and one for native Python data structures, and a dispatch function would redirect any call to the version
suited to its parameter. Although I removed this dynamic dispatch from these modules, this kind of
behavior is considered in the next case study. I then simply added types to the libraries’ functions
based on their operations and the provided documentation, and replaced calls into the Python math
library with calls into statically typed math functions.
3.1.2. CherryPy. CherryPy5 is a lightweight web application framework written for Python 3. It is
object-oriented and makes heavy use of callback functions and dynamic dispatch on values. My in-
tent in studying CherryPy was to realistically simulate how library developers might use gradual typing
to protect against bad user input and report useful error messages. To accomplish this, I annotated sev-
eral functions in the CherryPy system with types. I tried to annotate client-facing API functions with
types, but in many cases it was not possible to give specific static types to API functions, for reasons I
discuss in Section 3.2.6. In these situations, I annotated the private functions that are called by the API
functions instead.
4http://www.nmr.mgh.harvard.edu/Neural_Systems_Group/gary /python.html
5http://www.cherrypy.org/
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3.1.3. SlowSHA. I added types to StefanoPalazzo’s implementation of SHA1/ SHA2.6 This is a straight-
forward 400 LOC program that provides several SHA hash algorithms implemented as Python classes.
3.2. Results. By running these case studies in Reticulated, I made a number of discoveries about both
the system and the targets of the studies themselves. I discovered two classes of bugs that exist in the
target programs which were revealed by the use of Reticulated. I also found several deficiencies in the
Reticulated type system which need to be addressed, and some challenges that the guarded system in
particular faces due to its use of proxies: theCherryPy case study relies on checks against object identity,
and the inability of the guarded semantics to preserve object identity under casts causes the program
to crash.
3.2.1. Reticulated reveals bugs. I discovered two potential bugs in the target programs by running
them with Reticulated.
Missing return values. Below is one of the annotated functions from stats.py:
1 def βcf(a:Float,b:Float,x:Float)→Float:
2 ITMAX = 200
3 EPS = 3.0e-7
4 # calculations elided...
5 for i in range(ITMAX+1):
6 # more calculations elided...
7 if (abs(az-aold)〈(EPS⋆abs(az))):
8 return az
9 print('a or b too big, or ITMAX too small in Betacf.')
This function only conditionally returns a value; if the inputs are such that the for loop executes more
than ITMAX+1 times, the function “falls off” the end of its definition. In Python this has the effect of
returning the unitary None value. This falling-off behavior poses a problem when betacf is called by
other functions in the library, which do not check if the result is None. None of the test cases supplied
by the developer trigger this bug, but it could be triggered by client code. This behavior could cause
6http://code.google.com/p/slowsha/
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a confusing error on the caller’s side, or even worse, it could continue to execute, likely producing an
incorrect result. The printed error message could easily be missed by the programmer, especially since
stats.py is a library, and it may be used by clients unfamiliar with the design of its functions. By
annotating betacf with the static return type Float, the function is forced to always either return a
float value, or to raise an exception. In this case, the appropriate fix is to replace the final line with
something like
9 raise Exception('a or b too big, or ITMAX too small in Betacf.')
which Reticulated’s type system will accept.
Parameter name mismatch. Reticulated’s type system is designed to guarantee that when one class
is a subclass of another, the type of an instance of the subclass is a subtype of the type of an instance of
the superclass. Additionally, as I discuss in Section 2.1.1, function types can include the names of their
parameters so that calls with keyword arguments may be typed.
These properties of Reticulated cause it to report a static type error when a subclass overrides a su-
perclass’s method without using the same parameter names. I regard this situation as a latent bug in a
program that exhibits it, as illustrated below:
1 class Node:
2 def appendChild(self, node):
3 # ...
4 class Entity(Node): # subclass of Node
5 def appendChild(self, newChild):
6 # ...
If the programmer expects that any instance nd of Node or its subclasses can be used in the same fash-
ion, then they expect that
7 nd.appendChild(node=Node())
will always succeed. However, if node is actually an instance of Entity, this call will result in a Python
TypeError. This is an easy mistake to make, and this pattern occurs in multiple places — even within
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the official Python Standard Library itself, which is where this example arises.7 I have not encoun-
tered situations where this potential bug actually results in a runtime error; it would be unusual for
node/newChild to be used as a keyword argument.
3.2.2. The Reticulated type system in practice. The choice of whether or not to include typed lit-
erals, as discussed in Section 2.1.4, greatly affects the behavior of math-heavy code. Enabling typed
literals requires some code to be slightly changed, but lets substantially more code be entirely statically
typed.
Invariant mutable types and typed literals mix poorly. The statistics libraries I studied frequently
intermingle integers and floating point values, including within lists, as in this example:
1 def var (inlist:List(Float))→Float:
2 ...
3 mn = mean(inlist)
4 deviations = [0]⋆len(inlist)
5 for i in range(len(inlist)):
6 deviations[i] = inlist[i] - mn
7 return ss(deviations)/float(n-1)
In this function, the deviations variable is initialized to be a list of integer zeros. Reticulated’s type
inferencer only reasons about assignments to variables, such as that at line 4, not assignments to at-
tributes or elements, such as that at line 6. Therefore, when number literals have static types, the type
inference algorithm will determine that the type of deviations is List(Int). However, float values
are written into it at line 6, and at line 7 it is passed into the function ss, which has been given the
type Function([List(Float)],Float). The Reticulated type system detects this call as a static
type error because list element types are invariant under subtyping (though not under consistency);
Reticulated’s subtyping rules contain the only the rule
Γ ⊢ List(T1) <: List(T1)
7In the Python 3.2 standard library, in xml/minidom.py.
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for lists. Even though Int is a subtype of Float, neither the type List(Int) nor List(Float) is
appropriate for deviations as written. In such situations, the code can be rewritten to only use float
values; in this case I changed line 4 to
4 deviations = [0.0]⋆len(inlist)
Typed literals and type inference allow math to be typed.When typed literals are enabled, and any
necessary edits to the source are made as above, Reticulated’s approach to type inference allows many
of the calculation-heavy statistics functions that I studied to become almost entirely statically typed,
with few or no casts to or from Dyn. For example, the sum-of-squares function behaves extremely well:
1 def ss(inlist: List(float)) →float:
2 _ss = 0
3 for item in inlist:
4 _ss = (_ss + (item ⋆item))
5 return _ss
This code above actually shows this function after cast insertion — no casts have been inserted at all,8
and the computations here occur entirely in typed code. Overall, when typed literals are enabled, 48%
of the binary operations in stats.py occur in typed code, compared to only 30% when literals are
assigned the dynamic type. Reticulated, as a test-bed for gradual typing in Python, is not currently able
to make use of this knowledge, but a system that does perform type optimizations would be able to
execute the mathematical operations in this function entirely on the CPU, without the runtime checks
that Python typically must perform.
3.2.3. Cast insertion with open structural object types. In general, structural objects and object
aliases workedwell for the test cases. However, I discovered one issue that arose in each runtime system
because the rules for cast insertion on object accesses made an assumption that clashed with accepted
8Using the guarded semantics. Transient checks would be inserted to check that inlist is a list of floats at the entry
to the function, and that item is a Float at the beginning of each iteration of the loop.
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Python patterns. One rule for cast insertion in the guarded and monotonic enforcement strategies is
Γ ⊢ e⇝ e′ : T T = Object(X){ℓi:Ti} ∀i. ℓi ̸= x
Γ ⊢ e.x⇝ cast(e′, T, Object(X){x : Dyn}).x : Dyn
That is, when a program tries to read an object member that does not appear in the object’s type, the
object is cast to a type that contains that member at type Dyn. A similar check would be inserted by the
transient strategy. This design clashes with the common Python pattern below:
1 try:
2 value.field
3 # do something
4 except AttributeError:
5 # do something else
If the static type of value does not contain the member field, Reticulated verifies at runtime that
the field exists. This implicit downcast, allowed because of the open design for object types, causes this
program to typecheck statically even if the static type of value does not contain field—without open
object types this program would not even be accepted statically. However, even with this design, this
program still has a problem: if and when that cast fails, a cast error is triggered, which would not let
the program continue down the except branch as the programmer intended. In order to support the
expected behavior of this program, cast errors are designed to be caught by the try/except block. Cast
errors are implemented as Python exceptions, so by letting any cast errors generated by this particular
kind of object cast actually be instances of a subclass of AttributeError, the enforcement code an-
ticipates the exception that would have been thrown without the cast. This specialized cast failure is
then caught by the program itself if it was designed to catch AttributeErrors. Otherwise, the error is
still reported to the programmer as a cast error with whatever blame information is supplied. A similar
solution is implemented for function casts, since programs may call values if they were functions and
then catch resulting exceptions if they are not.
3.2.4. Monotonic and inherited fields. The basic principle behind the monotonic approach is that
when objects are cast to a more precise type, any future values that may inhabit the object’s fields must
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meet this new precise type as well. However, it is not always clear where this “locking down” should
happen. Field accesses on Python objects can return values that are not defined in the object’s local
dictionary but rather in the object’s class or superclasses. Therefore, when a monotonic object goes
through a cast that affects the type of a member that is defined in the object’s class hierarchy, there
are two choices: either that member can be downcasted and monotonically locked down in its original
location, or it can be copied to the local object and locked down there. Both designs have problems:
the former will cause all instances of the class to behave as though they had gone through the cast,
while the latter causes class attributes to be eagerly copied into objects, damaging space efficiency and
blinding instances to mutation of class attributes, significantly altering the program’s behavior.
Initially I chose the former behavior, monotonically locking down fields and methods in their original
locations. However, applying this behavior to lists in the statistics library revealed an additional prob-
lem: it is impossible tomonotonically downcast and lockmembers of builtin classes, such as lists. Even
if it had been possible to do so, however, this approach would have made it so that there could only ever
be one type of list in any Reticulated program. Instead, the monotonic system copies class fields to the
dictionary of the casted object.
3.2.5. Challenges for guarded. The guarded enforcement strategy causes several problems that do
not occur with the transient strategy and are less severe with monotonic, because proxies do not pre-
serve object or type identity. The loss of object identity was a serious problem that prevented the Cher-
ryPy case study from even running successfully, and the loss of type identity meant that I had to modify
the statistics library case study for it to run.
Object identity is a serious issue…. I was aware from the outset that the design for the guarded strat-
egy does not preserve object identity. However, it was initially unclear how significant of a problem this
is in practice. Object identity was not relevant in the statistics or hashing libraries, but identity checks
are used in CherryPy in a number of locations. In particular, there are places where the wrong outcome
from an identity check causes an object to be incorrectly initialized, as in the following:
1 class _localbase(object):
2 def __new__(cls, ⋆args, ⋆⋆kw):
3 ...
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4 if args or kw and (cls.__init__ is object.__init__):
5 raise TypeError("Initialization arguments are not supported")
6 ...
If the parameter cls is proxied, then cls.__init__ will be as well. In that case, the identity check at
line 4 will return False if the underlying value is object.__init__. The TypeError exception will
not be raised, and confusing errors may occur later.
In many places where identity testing is used simply replacing iswith== (which is equivalent to call-
ing the __eq__method, which is defined per-class) would have the same effect and be compatible with
the use of proxies. However, identity testing is an extremely fast operation, and some implementa-
tions of __eq__may be highly expensive or cause side effects. Furthermore, object identity issues also
arose from calls into the Python Standard Library, causing unpredictable, incorrect behavior. Python’s
pickling library is unable to correctly serialize proxied objects, and file reads on proxied file objects
occasionally and unpredictably fail for unclear reasons. The end result of this was that the CherryPy
webserver was unable to run without error under the guarded semantics. Modifying it to work with
guarded would be a substantial undertaking, requiring modification to the Python Standard Library it-
self in order to work.
…and type identity sometimes is. Although the statistics library never checks object identity, it in-
cludes 28 static code locations where the type function is used to get a value’s Python runtime type.
At these sites, unexpected behavior can arise because proxies’ Python types are not the same as the
Python types of their underlying objects. Fortunately, these situations only required minor edits to
resolve. One problematic location was the following code from pstat.py:
1 def abut (source, ⋆args)→List(Dyn):
2 if type(source) not in [list, tuple]:
3 source = [source]
4 ...
If the value of source is a proxy, then the call to type on line 2 will return the Proxy class, resulting
in source being wrapped in a list even if the underlying value already is a list. This can be solved by
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providing a substitute type function that is aware of proxies, or by rewriting this line of code to use
isinstance:
2 if not any(isinstance(source, t) for t in [list,tuple]):
Reticulated arranges for the class of a proxy to be a subclass of the class of the underlying value, and
with this modification, I was able to run the statistics library under the guarded strategy.
3.2.6. Classifying statically untypable code. Inmany circumstances I found functions that could not
be given a fully static type. This is to be expected — Python is a dynamic language and many Python
programs are written in idioms that depends on dynamic typing. Wisely-chosen extensions of Reticu-
lated’s static type system would let certain classes of these currently-untypable functions be statically
checked, but sometimes the appropriate thing to do is just use Dyn. I classify these situations, discuss
how frequently they arise, and consider which features, if any, would allow them to be assigned static
types.
Dynamically typed parameters may act like generics. One deficiency of Reticulated’s type system is
its lack of support for generics. Dynamic typing lends itself well to a generic style of programming, and
thus it is no surprise that many of the functions and portions of code that could be given static types to
would by much more typable if the type system provided generics.
Dispatch occurs on Python runtime types. The below code snippet — the definition of the update
method invoked in the previous example — shows a pattern used extensively in CherryPy which is dif-
ficult to type precisely:
1 def update(self, config):
2 if isinstance(config, string):
3 config = Parser().read(config).as_dict()
4 elif hasattr(config, 'read'):
5 config = Parser().readfp(config).as_dict()
6 else:
7 config = config.copy()
8 self._apply(config)
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(This snippet actually combines together two CherryPy functions for clarity.) The updatemethod may
take any of three kinds of values: a string, a value with the attribute “read” (contextually, a file), or
something else, but whatever it initially is, it is eventually converted into a value which is passed into
the _applymethod.
It is clear thatconfig cannot be annotatedwith a single precise type— the logic of the programdepends
on the fact that config may be any of several disparate types. Static typing could be achieved by
introducing sum types into the language, or by using the occurrence typing of Tobin-Hochstadt and
Felleisen [95]. In the absence of such techniques, static typing can still be helpful if the_apply function
is annotated instead, as shown below:
9 def _apply(self, config:Dict(Str, Dyn))→Void:
10 ...
By declaring that this function accepts only config values that are dictionaries with string keys, run-
time enforcement code will be inserted to ensure that, no matter what the value passed in to update
was, the one handed off to _apply will have the correct type.
Data structures can be heterogeneous. Dynamic typing enables the easy use of heterogeneous data
structures, which naturally cannot be assigned static types. In these case studies, I did not find signif-
icant use of heterogeneous lists, other than ones that contain both Ints and Floats as discussed in
Section 3.2.2. The same is not true of dictionaries, whose values frequently display significant hetero-
geneity in CherryPy, as seen in this call into CherryPy’s API from a client program:
1 cherrypy.config.update({
2 'tools.encode.on': True,
3 'tools.encode.encoding': 'utf-8',
4 'tools.staticdir.root': os.path.abspath(os.path.dirname(__file__)),
5 })
This dictionary, which contains only strings as keys but both strings and booleans as values, is repre-
sentative ofmany similar configuration dictionaries used in CherryPy and other Python libraries. Retic-
ulated can represent such heterogeneous types — this dictionary could be given the type Dict(Str,
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Dyn). This example could be given a more precise type if sum types were introduced into the Reticu-
lated type system.
eval and other villains. Finally there are cases where fundamentally untypable code is used, such as
the eval function. The effect of eval and its close relative exec is, of course, unpredictable at compile
time. In some cases, eval is used in rather astonishing fashions reminiscent of those described by
Richards et al. [71]:
1 def dm (listoflists,criterion):
2 function = 'filter(lambda x: '+criterion+',listoflists)'
3 lines = eval(function)
4 return lines
This pstat.py function is evidently written for the use of novice programmers who do not understand
how to use lambdas but who still wish to use higher order functions. Examples like this, and other
bizarre operations such asmutation of the active stack can throw a wrench in Reticulated’s type system.
Miscellaneous. In addition to these sources of dynamism, values can also be forced to be typed Dyn
due to more mundane limitations of the Reticulated type system. Functions with variable arity and
those that take arbitrary keyword arguments have their input annotations ignored and their parameter
type set to Arb; designing a type specification for functions that captures all of such behavior is an
engineering challenge and is important for practical use of Reticulated. Reticulated also does not yet
typecheck metaclasses or function decorators; values that use them are simply typed Dyn.
3.2.7. Efficiency. None of these approaches make any attempt to speed up typed code. The mecha-
nisms that they use to perform runtime checks slow it down, and because Reticulated works by gener-
ating standard Python 3 code, when a Python interpreter executes this code it will perform its standard
runtime checks even when Reticulated’s type system has proven them unnecessary. As a result, Retic-
ulated programs perform far worse than their unchecked Python implementations — the slowSHA test
suite, for example, has on the order of a 10x slowdown under transient compared to normal Python. The
version of Reticulated Python studied in this chapter does not includemuch optimization effort and this
could be much improved, but never beyond baseline Python. However, the enforcement strategies can
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be compared to each other meaningfully. The test suite included with the statistics library took 2.7
seconds to run under the guarded semantics and 5.5 under monotonic, but only 1.6 with transient. The
slowSHA library test suite took 10.4 seconds with guarded and 13.6 with monotonic, but only 5.1 with
transient. These figures are from an 8-core Intel i7 at 2.8 GHz, and they exclude time spent in the type-
checker and cast inserter. Due to issues with object identity, CherryPy was unable to run without error
at all when using the guarded semantics, as discussed in Section 3.2.5, so I do not show a timing figure
that program.
This result indicates that the simple, local checks made by the transient semantics are, taken together,
more efficient than the proxy system used by guarded and (for functions only) monotonic, and that the
special getters and setters used by monotonic are expensive, even if they do not cause casts to occur.
This may simply be because these features rely on Python’s slow reflection and introspection features,
as discussed in Section 4; in any case, this enhances the advantages of the transient design.
4. Implementation
Reticulated is implemented as a source-to-source translator, and thus the enforcement code for each
strategy is itself Python code. In this section, I discuss the implementation of the enforcement opera-
tions for each of design studied in this chapter.
4.1. Guarded. Developing the guarded system’s proxieswas the largest engineering challenge of Retic-
ulated’s implementation. These objects need to accurately imitate the behavior of their underlying val-
ues. Fundamental limitations of Python prevent them from fully doing so, as I discuss in Section 3.2.5,
however, proxies that behave correctly in many cases are implementable.
The proxies of the guarded system are implemented as instances of a Proxy class which is defined at
the cast site where the proxy is installed. The __getattribute__ property of the Proxy class, which
controls attribute access on Python objects, is overrided to instead retrieve attributes from the casted
value and then cast them. The __setattr__ and __delattr__ methods, which control attribute
update and deletion respectively, are similarly overridden. This is sufficient for most proxy use cases.
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However, classes themselves can be casted, and thereforemust be proxied in the guarded system. More-
over, when a class’ constructor is called via a proxy, the result should be an object value that obeys the
types of its class, and which therefore itself needs to be a proxy — even though there was no “original,”
unproxied object in the first place.
Python is a rich enough language to allow us to accomplish this. In Python, classes are themselves
instances of metaclasses, and so a class proxy is a class which is an instance of a Proxy metaclass.
When an object is constructed from a class proxy, the following code is executed:
1 underlying = object.__new__(cls)
2 proxy = retic_make_proxy(underlying, src.instance(), trg.instance())
3 proxy.__init__()
In this code, cls is the underlying class being proxied. The call toobject.__new__ creates an “empty”
instance of the underlying class, without the class’s initializationmethod being invoked. Then an object
proxy is installed on this empty instance; the source and target types of the cast that this proxy imple-
ments are the types of instances of the class proxy’s source and target types. Finally, the initialization
method is invoked on the object proxy.
Another source of complexity in this system comes from the eval function. In Python, eval is dynam-
ically scoped; if a string being evaled contains a variable, evalwill look for it in the scope of its caller.
This poses a problem when eval is coerced to a static type and is wrapped by a function proxy, because
then eval only has access to the variables in the proxy’s scope, not the variables in the proxy’s caller’s
scope. To handle this edge case, proxies check at their call site if the function they are proxying is the
eval function. If it is, the proxy retrieves its caller’s local variables using stack introspection, and runs
eval in that context.
Another challenge comes from the fact that some values in Python are not Python code. In the CPython
implementation (initially the onlymajor Python implementation to support Python 3, and therefore the
main target of Reticulated’s implementation), many core features are implemented in C, not self-hosted
by Python itself. However, C code does not respect the indirection that proxies use, and so when it tries
to access members from the proxy, it might find nothing. I developed a partial solution for this by
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1 def retic_check(val, trg, msg)
2 assert has_type(val, trg, msg)
3 return val
Figure 5. Casts and checks in the transient system.
removing proxies before values are passed into C whenever possible. The C code is then free to modify
the value without respecting the cast’s type guarantees, but if a read occurs later, the reinstalled proxy
will detect any incorrectly-typed values and report an error. This approach does not, however, work if
the value is not already proxied, for example if it is native to typed code.
4.2. Transient. While the guarded strategy is challenging to implement in Python, the implementa-
tion of the transient strategy is very straightforward. Figure 5 shows the essence of the transient run-
time system; the actual implementation is a bit more complicated for the sake of efficiency, in order to
provide more informative runtime errors than simple assertion failures, and to perform the specialized
object casts described in Section 3.2.3. The has_type function, used by transient’s implementation, is
shown in Figure 4. The guarded and monotonic approaches depend on the reflection capabilities of the
host language. The transient design, on the other hand, is almost embarrassingly simple, and depends
on only the ability to check Python types at runtime and check the existence of object fields; it could
likely be ported to nearly any language that supports these operations.
4.3. Monotonic. My implementation of the monotonic semantics uses techniques similar to those
used by the guarded design, in that it modifies the __getattribute__ and __setattr__methods of
objects. In this case, however, these methods are overwritten on the class of the casted object itself, not
a proxy. The implementation of the monotonic strategy also installs specialized getters and setters for
when the result of the read is statically known to be of a precise static type, and for when it needs to be
upcast to some specific imprecise type. For example, an access of the form o.x will be rewritten by the
cast inserter to o.__staticgetattr__('x') if the type of o providesxwith a fully-static type. This is a
call to the original getter for o, which performs no casts or checks. On the other hand, if o.x instead has
105
a fully or partially dynamic type T, the typechecker will rewrite it as o.__getattr_attype__('x', T),
which reads the field and then casts the result to T.
Monotonic is not totally free from guarded-style proxies. Although this approach does not use object
proxies, it does use proxies to implement function casts. I did not encounter any issues in the case
studies that I traced to monotonic function proxies.
4.4. Discussion. When retrofitting gradual typing to an existing language, one’s concerns are some-
what different than theymight be if gradual typingwas integral to the design of the underlying language.
Type safety, for example, is not of the same paramount importance, because Python is already safe —
an error in the guarded cast implementation may cause unexpected behavior, but it will not lead to a
segmentation fault any more than it would have if the program was run without types. On the other
hand, by developing the system in this manner I cannot constrain the behavior of Python programs ex-
cept through runtime enforcement of static types. Behavior that poses a challenge to the system cannot
simply be outlawed when that behavior occurs in untyped code, even if it interacts with typed portions
of a program.
Previous work involved implementing gradual typing directly in the Jython implementation of Python.
We were able to achieve some success in increasing efficiency of typed programs by compiling them
into typed Java bytecode. However, the amount of effort it took to make significant modifications to
the systemmade it difficult to use as a platform for prototyping different designs for casts. By taking the
source-to-source translation approach with Reticulated, I can rapidly prototype enforcement strategies
by simply writingmodules that define cast and check functions, and I can use Python’s rich reflection
and introspection libraries rather than needing to write lower-level code to achieve the same goals.
Reticulated does not depend on the details of any particular implementation of Python, and can be
used with both CPython and the alternative runtime PyPy.
5. Conclusions
In this chapter I presented Reticulated Python, a lightweight framework for designing and experiment-
ing with gradually typed dialects of Python. With this system I developed three designs for runtime
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enforcement of types. The guarded system implements the design of Siek and Taha [76], while the novel
transient enforcement strategy does not require proxies but instead uses additional use-site checking
to preserve static type guarantees, and the monotonic approach causes object values to become mono-
tonically more precise such that they are more or equally statically typed than all references to them.
I evaluated these systems by adapting several third party Python programs to use them. By annotating
and running these programs using Reticulated, I determined that, while Reticulated’s type system is
mostly sufficient, much more Python code would be able to be typed statically were the type system to
support generics. I also discovered that with the right design choices, including supporting static types
for literals and using local, dataflow-based type inference, significant portions of real-world Python
programs can be entirely statically typed, and therefore suitable for compiler optimization. I made sev-
eral alterations to Reticulated’s type system based on how it interacted with existing Python patterns,
such as modifying casts that check the existence of object members to be catchable by source-program
try/except blocks. I also encountered other situations where I had to modify the original program to
interact well with the type system, including by replacing object and type identity checks with other
operations and preventing lists from varying between different element types. I discovered several po-
tential bugs in the target programs by running them with Reticulated and found that the proxies used
by the guarded system cause serious problems because they do not preserve object identity.
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CHAPTER 5
“Big Types in Little Runtime:” Open-World Soundness and Collaborative
Blame
1. Introduction
Most gradually typed languages operate by translating a surface language program into an underlying
target language, which is then executed. In Reticulated Python and similar real-world languages, the
target language is a dynamically typed programming language, and gradually typed programs are ex-
pected to seamlessly interact with legacy code in the dynamic language that has not been translated. In
this chapter, I present a formal treatment of this property, which I refer to as open-world soundness.
In optionally typed languages like TypeScript and Hack, which do not enforce types at runtime when
statically typed and dynamically typed code interact, the translation can simply erase the types and
no responsibility is placed on target-language programs to supply the translated code with values of
the correct type at runtime. This design allows translated programs to straightforwardly interact with
target-language programs. However, interoperability is more challenging to achieve for sound gradu-
ally typed languages, where runtime enforcement code is inserted to ensure that values flowing into
statically typed regions of code satisfy their expected static types. Soundness in these languages is usu-
ally shown in a closed world, where the only programs considered are ones that originate in the surface
language and are translated and then executed. Open-world soundness extends soundness to translated
programs that are embedded in arbitrary target-language code.
In this chapter, I discuss open-world soundness in the context of different runtime enforcement strat-
egy, demonstrating that the traditional guarded strategy fails open-world soundness when the target
language is a spartan host (i.e., a language which lacks native runtime support for gradual typing) and
that the transient design, described informally in the Chapter 4 and implemented in Reticulated Python,
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satisfies it. Having established that the transient strategy supports open-world soundness in a broad
range of contexts, I also show an approach to blame-tracking for the transient enforcement strategy,
an important feature of gradually typed languages that is supported by the guarded and monotonic
enforcement strategies. I add this blame-tracking approach to Reticulated’s implementation of the
transient enforcement strategy.
Moreover, I explore open-world soundness in the context of the gradual guarantee, which states that
weakening or removing type annotations from a program does not introduce new errors. Languages
which support the gradual guarantee allow programmers to evolve their code from untyped scripts to
precisely typed programs, and languages that combine open-world soundness and the gradual guaran-
tee let programmers transition projects from dynamic to static at any granularity without needing to
change the untyped sections of their code.
In this chapter, I identify the open-world soundness property and prove, for the first time, that it holds
for a calculus (using the transient enforcement strategy). However, I hypothesize that open-world
soundness holds for some existing gradually-typed languages, including Typed Racket [93, 88], TS* [86]
and StrongScript [72]. These designs support some degree of open interaction with dynamically typed
code in the target languagewithout error. Unfortunately,many of these systems achieve this interaction
by significantly limiting which implicit type conversions are allowed, violating the gradual guarantee.
Typed Racket is aided by Racket’s built-in contract support. When functions are exported from Typed
Racket into untyped code, they are wrapped with a contract monitor that ensures that interactions
between typed and untyped code are sound. Racket is therefore not a spartan host; its features enable
Typed Racket to have open-world soundness with the guarded strategy.
Contributions. In this chapter, I explore the design of open-world gradual typing with the gradual
guarantee as a guiding principle. Its contributions are:
• I identify and formalize open-world soundness as an important property for integrating gradual
typing into existing languages (Section 2.1).
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• I demonstrate the difficulties of supporting open-world soundness with the guarded strategy when
translating to a language with limited support for proxies, and show how the transient approach
recovers it (Section 2.2).
• I discuss the challenge of defining blame tracking for the transient strategy and present a solution
(Section 3).
• I define the first formal semantics for the transient strategy as a variant of the gradually typed
lambda calculus λ⋆→, including the new blame tracking strategy (Section 4).
• I prove that λ⋆→ satisfies the Blame Theorem (Section 5.1), Open-World Soundness (Section 5.2),
and the Gradual Guarantee (Section 5.3).
• I present experimental results showing that the performance overhead for the transient strategy
is “usable” à la Takikawa et al. [90] and avoids the worst-case slowdowns found in Typed Racket
(Section 6).
2. Open-World Soundness and Gradual Typing
In this section, we introduce open-world soundness for gradual typing, presenting the general idea and
then its formalization and proof technique, and discuss how it benefits users. We then contrast ap-
proaches to runtime verification for gradual typing in the context of open-world soundness, and show
that the guarded design does not support open-world soundness when the target language of the trans-
lation is a spartan host.
2.1. Open-World Soundness in a Nutshell. Many gradually typed languages [19, 61, 95, 100] trans-
late programs written in the source language into dynamically typed programs in the target language.
This translation process does not necessarily produce programs that may safely interoperate with un-
translated code in the target language without losing the usual type soundness guarantees of gradual
typing. This lack of soundness inhibits the implementation and distribution of typed-and-translated
libraries, prevents gradually typed programs from using existing, target-language libraries, and misses
out on much of the utility of type annotations.
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In this work, we propose an additional property, open-world soundness: if a program is well-typed and
translated from a gradually-typed surface language into an untyped target, it may interoperate with
arbitrary untyped code without producing uncaught type errors. If a translation process fulfills open-
world soundness, then programmers are free to write their programs in the gradually-typed source lan-
guage, using untyped third-party libraries and distributing their own code to untyped clients. Open-
world soundness is therefore a related property to full abstraction for compilers: attackers at the level
of the target language cannot violate the guarantees provided by the source language, even if the tar-
get language provides significantly more capabilities than the source. Open-world soundness differs,
however, from full abstraction in that it only makes this guarantee at the level of the languages’ types
(and a mapping between the source and target languages’ types), rather than their full semantics.
2.1.1. Formalizing Open-World Soundness. To formalize open-world soundness, we must differen-
tiate between terms based on their origin: terms e that originate from translated portions of the program
aremarked ♦, while program contexts C, which represent target-language code, aremarked ♦. With this
distinction in place, we define open-world soundness:
Definition (Open World Soundness). Suppose es is a source expression of type T that translates to term e
of the target language. The system fulfills open-world soundness if, for any program context C in the target
language, either:
• C[e] reduces to v in zero or more steps for some value v, or
• C[e] diverges, or
• C[e] reduces to a runtime cast error, or
• C[e] reduces to a type error while evaluating a term marked ♦.
This definition has the flavor of type soundnesswith one fundamental difference: instead of prohibiting
programs C[e] in the target language frommisbehaving, we ensure that any incorrect behavior is due to
the program context C, which may represent a client program interacting with e or the source program
e interacting with an untyped library.
2.1.2. Open-World Soundness Helps Programmers. Open-world soundness goes beyond traditional
type safety: programmers using gradually typed languages that satisfy open-world soundness can safely
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write programs that interact with arbitrary programs in the underlying dynamic language. Moreover,
programmers may distribute their translated programs as libraries to users of the underlying language,
who will benefit from the improved error detection without having to use—or even know about—the
gradually typed source language.
Likewise, open-world soundness benefits users who write their own code with static types to ensure
correctness, but nevertheless wish to take advantage of external libraries written in the target language.
Open-world soundness guarantees that using such libraries will not cause the typed code to misbehave
or produce errors, even in the presence of two-way communication between translated code and the
target-language library (e.g. via callbacks).
2.2. Gradual Typing Strategies and Open-World Soundness. We now inspect two runtime enforce-
ment strategies for gradual typing and discuss each in the context of open-world soundness.
2.2.1. The Guarded Strategy Inhibits Open-World Soundness. In the guarded semantics, the tra-
ditional approach to gradual typing [75, 48], the programmer annotates part of the program with types
and the compiler translates the entire program into a target language. During translation, the types
are erased and casts are inserted at every implicit conversion site. At runtime, these casts ensure that
values adhere to the specified types, raising runtime errors when they detect type violations. Consider
the following example and the translation of its invocation:
1 fun filter(f:int→bool, l:list int)→list int.
2 if f(head l)
3 then cons (head l) (filter f (tail l))
4 else filter f (tail l)
5 filter (fun _ (x:⋆)→⋆ . x % 2 = 0) [1,2,3,4]
In the guarded strategy, the compiler inserts a cast on the anonymous procedure argument to filter
from ⋆→ ⋆ to int → bool during translation.
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1 # Guarded Call Translation
2 filter ((fun _ (x:⋆)→⋆. x%2 = 0) :: ⋆→⋆⇒ℓ0(int→bool))
3 [1,2,3,4]
4 # −→∗ [2,4]
While casts on first-order values are checked immediatelywhen evaluated at runtime, casts on functions
and objects in the guarded strategy install proxies: in the example above, the cast from ⋆ → ⋆ to
int → bool installs a wrapper on the original procedure that, when called, casts the input from int to ⋆,
calls the underlying procedure, and then casts the result from ⋆ to bool [35].
Unfortunately, these proxies interfere with open-world soundness on spartan hosts by inhibiting sound
module interactions and sound foreign-function calls.
The guarded strategy inhibits sound module interaction.Without modifying the target-language
runtime to reason about proxied values, translated programs cannot soundly interact with programs
written in the target language. The guarded strategy dictates that callers, not callees, are responsible for
type safety when interacting with typed code. For example, consider the following function definition,
which defines isEven as a function (also named isEven) which takes an integer n, and returns whether
n is even (by checking whether the remainder of n/2 is zero).
1 isEven ∆= fun isEven (n:int)→bool. (n % 2) = 0
After guarded translation, this program contains no casts; the translation process proved that the out-
put will always be a bool, and so the program is provided without additional annotation:
1 ## Guarded Translation
2 isEven ∆= fun isEven n. (n % 2) = 0
Unfortunately, while the caller is responsible for invoking isEvenwith an integer, nothing enforces this
responsibility. As a result, a program in the target language may incorrectly invoke isEven:
1 # Plain Code (Target Language)
2 isEven("Hi")
3 # −→∗ Error in (n % 2) = 0:
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4 # n is a string, expected an integer
Under the guarded strategy, the callee fails its responsibility and thus the program yields an error from
the internals of the translated program. This error would occur in an untyped version of this program,
but is nowmore difficult to debug: the programmer may incorrectly think that they can trust their type
annotations.
The guarded strategy inhibits foreign function calls. Programs translated with the guarded seman-
tics may alsomisbehave when using foreign functions, including built-in functions provided by the lan-
guage runtime. For example, consider a program that uses built-in sum and length functions from the
spartan target language, which both expect a list (and are assumed to be type ⋆→ ⋆ by the translation
process) and which do not respect or accept proxies.
1 avg ∆= fun avg (l: list float) →float. (sum l) / (length l)
2 readFile ∆= fun readFile (name : ⋆) →⋆. openAndParse name
3
4 # main
5 avg(readFile "arr")
After guarded translation, the program is:
1 # Guarded Translation
2 avg ∆= fun avg l.
3 ((sum (l : list float ⇒ℓ1⋆)) /
4 (length (l : list float ⇒ℓ2⋆))) ::⋆⇒ℓ3float
5 readFile ∆= fun readFile name. openAndParse name
6
7 # main
8 avg ((readFile "arr") ::⋆⇒ℓ0list float)
9 # −→∗ Error in sum: l is not a list
This program yields an error complaining that l is not a list: when the argument l in avg is passed to
sum, the argument is cast from list float to ⋆ (because sum is a built-in function assumed to be type
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⋆→ ⋆.), wrapping l in a proxy. The built-in sum, however, expects an unproxied list. When it receives
a (structurally different) proxied value at runtime, it produces an error. Worse, the programmer may be
misled during debugging: avg is typed, so they may assume readFile (and not the invocation of sum
itself) is to blame.
This problem can be further exacerbated by objects and classes. For example, in Reticulated Python
(which compiles to Python, a spartan host), a list proxy is a subtype of a list (to maintain the behavior
of the commonly-used isinstance function), causing further misbehavior. The proxied list is a sub-
type of list, which means it contains a private, internal list structure, and when the CPython built-in
functions operate over a proxied list, they directlymanipulate this internal value (instead of the proxied
list, as intended). The result is that calls appear to have no effect, and programmers may be at a loss to
explain this behavior.
2.2.2. Transient Semantics Support Open-World Soundness. The transient enforcement strategy
eschews proxies in favor of shallow runtime type checks—lightweight queries that inspect values’ “type
tags” [13]—rather than proxy-building casts. During translation, the transient design inserts these
checks into function bodies (to defensively ensure its inputs have correct type) and at function call
sites (to ensure their results have the expected type).
This type-and-check approach allows the transient strategy to elide proxies, which solves the pointer-
identity problemswith the guarded semantics as described inChapter 4 and recovers open-world sound-
ness.
The transient strategy supports sound module interaction. Under the transient strategy, functions
are responsible for checking the types of their arguments, function calls are responsible for checking the
type of return values, and dereference sites are responsible for checking the type of dereferenced values.
As a result, plain programswritten in the target language (i.e., Python for Reticulated Python, JavaScript
for TypeScript, andClojure for TypedClojure) are not responsible for performing any checks themselves,
and may invoke their typed-and-translated counterparts and rely on checks within the typed modules
to detect and directly report type mismatches to the user. Consider the transient translation of isEven,
which contains a type check (written n⇓ 〈 int, isEven, Arg〉) to ensure that its input n is an integer
before executing the function’s body:
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1 ## Transient Translation
2 isEven ∆= fun isEven n. n⇓〈int, isEven, Arg〉; (n % 2) = 0
In the case that n is not an int, the check contains the information to report the error to the user (in
this case, n was an argument in isEven, as indicated by Arg):
1 # Plain Code (Target Language)
2 isEven("Hi")
3 # −→∗ Error in isEven:
4 # isEven was called with "Hi", which is not an int
Under transient semantics, the error correctly indicates that the argument to isEven was ill-typed;
the user is now guaranteed that once they’ve added type annotations to a piece of code, it will not
misbehave.
The transient strategy supports foreign function calls. Eschewing proxies in the transient strat-
egy enables safe interaction with foreign function calls. Consider the transient translation of the avg-
readFile example:
1 # Transient Translation
2 avg ∆= fun avg l. l⇓ 〈 list, avg, Arg〉;
3 (sum (l : list float⇒ℓ1 ⋆)) /
4 (length (l : list float⇒ℓ2 ⋆))
5
6 readFile ∆= fun readFile name . openAndParse name
7
8 (avg ((readFile "arr") ::⋆⇒ℓ0list float))⇓〈float, avg, Res〉
9 # −→∗ 47.6
Where the guarded strategy installed a proxy around the list l before passing it to sum, the transient
cast at the same place are only used to inform blame. As a result, the unproxied list l is passed to sum,
and it behaves correctly. In lieu of the proxy, the type checks at the beginning of avg and the call site
(written l⇓ 〈 list,avg,Arg〉 and ...⇓ 〈 float,avg,Res〉) inspect the top-level type (or type tag) of
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each value, ensuring safe interaction and providing the expected type safety to programmers. Moreover,
if a built-in or foreign function mutates its input in an ill-typed way, these checks will detect and report
the ill-typed value when used.
3. Collaborative Blame
While the transient approach recovers pointer identity and open-world soundness, it does so by remov-
ing proxies. In previous work, proxies served as the mechanism for tracking and propagating blame
information [35, 104, 93]. The runtime system uses this information when a runtime type error is en-
countered to report the source of the error—not just the location where the error was discovered and
the error was raised, but also which implicit conversion site was violated. This information helps the
programmer debug the issue more efficiently.
Traditionally, blame information is propagated through programs at runtime by being included in prox-
ies so that when cast errors occur, the information can be included in errors. Consider the following
example, in which isEven is cast to ⋆ → ⋆ and then invoked on a string (all within a gradually typed
module):
1 ## Guarded Translation
2 isEven ∆= fun isEven n. (n % 2) = 0
3
4 let dyFunc = (isEven ::int→bool ⇒ℓ0⋆→⋆)
5 in dyFunc ("Hi" ::str ⇒ℓ1⋆)
When the cast on isEven is applied at runtime, the result is a proxy around isEven which includes the
information that the proxy was created by a cast with the label ℓ0. When this proxy is applied to the
string "Hi" (which has been casted to ⋆), it casts the argument to int. This cast fails and the resulting
error message blames ℓ0, indicating that the cast int→bool ⇒ℓ0⋆→⋆ is at fault.
Because the transient strategy lacks proxies, it is initially unclear that implementing blame tracking is
possible in our system. However, without blame information, the programmer may not have enough
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details to properly diagnose errors and, as such, we develop an alternative mechanism to maintain and
propagate this information and report blame errors.
3.1. Runtime Blame Management. We solve this problem by tracking blame information in a global
blamemap, updating the relevant blame information at every implicit conversion. We track when values
are passed between different static types by statically inserting casts into the program as in the guarded
strategy; rather than serving as a type enforcement mechanism, these casts only update the blame
map—checks are still themainmechanism for detecting type errors. When a check fails, this blamemap
is used in conjunction with the type information at the failure site to construct the full error account
to the programmer. Furthermore, this construction process provides a blame history, indicating the
conflicting assumptions that different pieces of the program made to produce this error.
Consider the previous example with isEven, now using the transient translation:
1 ## Transient Translation
2 isEven ∆= fun isEven n. n⇓〈int, isEven, Arg〉; (n % 2) = 0
3
4 let dyFunc = (isEven ::int→bool ⇒ℓ0⋆→⋆)
5 in dyFunc ("Hi" ::str ⇒ℓ1⋆)
When the cast ℓ0 is applied at runtime to isEven, the blame map records the cast. Then, when the
check at the beginning of isEven’s function body detects that n is not an integer, the runtime attempts
to determine which cast (if any) was responsible by looking up the address of the isEven function in
the blame map, where it will find the cast int→bool ⇒ℓ0⋆→⋆. Next, the runtime determines if this
cast was potentially responsible for the error: the Arg context tag at the failed check indicates that it
was checking a function argument, and that the cast int→bool ⇒ℓ0⋆→⋆ is unsafe in its argument
positions (due to contravariance). Finally, the runtime finds that the actual argument to the function
call is str, which conflicts with the domain of the function type int, and therefore indicates that the
int→bool ⇒ℓ0⋆→⋆ cast is at fault.
It is not always possible, however, to go directly from a check failure to an incompatible cast. In the fol-
lowing program, makeEqChecker takes a string and returns a function that checks its argument against
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{str→str→str ⇒ℓ0str→⋆→⋆}
makeEqChecker
{ 〈 makeEqChecker, Res〉}
eqChecker
Figure 1. The blame map for eqChecker and makeEqChecker.
the string. The makeEqChecker function is then cast to str → ⋆→ ⋆, applied to a string, and then the
resulting function is applied to an integer.
1 # Transient translation
2 fun makeEqChecker v.
3 v⇓ 〈 str, makeEqChecker, Arg〉;
4 fun eqChecker w.
5 w⇓ 〈 str, eqChecker, Arg〉;
6 v = w
7
8 let castFunc=(makeEqChecker ::str→str→bool ⇒ℓ0str→⋆→⋆)
9 in ((castFunc "Hi")⇓〈→, castFunc, Res〉) (42 ::int⇒ℓ1⋆)
At runtime, a check inside eqChecker will detect that 42 is not a string. At this point, the runtime will
look up eqChecker in the blame map in an attempt to find the responsible cast, but eqChecker never
passed through a cast; it was implicitly cast as a result of the cast on makeEqChecker.
However, there is enough information in the inserted casts and checks to tie the check failure with the
cast on makeEqChecker: when makeEqChecker is applied, a check ensures that the result corresponds
with the type tag→. This check updates the blame map before returning the result, adding an internal
pointer from the result of the function call (the address of this particular instance of eqChecker) to the
value that returned it (here makeEqChecker). This blame map appears in Figure 1.
When the check fails, the runtime must construct blame information. To do so, it traverses the pointer
within the blamemap from eqChecker to makeEqChecker, including the context tag Res that indicates
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eqChecker is the result of a call to makeEqChecker. The runtime uses this data in collaboration with
the cast on makeEqChecker to discern that the cast is potentially responsible for the check failure, and
ultimately blame it.
3.2. Transient Blame is not Guarded Blame. Through use of the blamemap, casts and checks collab-
orate to reconstruct the chains of responsibility that proxies provide with the guarded strategy. Even
so, the transient blame behavior differs from that of the guarded strategy: the algorithm may blame
multiple casts if each of them is reachable in the blame map and may be responsible for the check fail-
ure occurring (similar to the behavior of the monotonic approach discussed in Chapter 3). For example,
consider the following variation on the isEven program above, in which isEven is cast twice to ⋆→ ⋆.
1 ## Transient Translation
2 isEven ∆= fun isEven n. n⇓〈int, isEven, Arg〉; (n % 2) = 0
3
4 let dyFunc1 = (isEven ::int→bool ⇒ℓ0⋆→⋆)
5 in let dyFunc2 = (isEven ::int→bool ⇒ℓ1⋆→⋆)
6 in dyFunc1 ("Hi" ::str ⇒ℓ2⋆)
At runtime, the casts on lines 4 and 5 both are recorded in the blame map. When the check in isEven
detects that an error has occurred, it will find that both casts are potentially at fault. Since the casts
both simply return isEven, at runtime dyFunc1 and dyFunc2 are the same identical value, and the
blame tracking system cannot distinguish between them. Therefore, since both casts are unsafe, and
both casts could have been responsible for this error, both ℓ0 and ℓ1 are blamed. By contrast, in a system
using the guarded strategy as defined by Wadler and Findler [104], dyFunc1 and dyFunc2 evaluate to
separate and distinct proxies, and so when the call at line 6 is evaluated, only ℓ0 is blamed.
Similarly, the transient strategy only raises errors if ill-typed values are used, and so transient and
guarded can blame entirely different casts if multiple errors are present in a program. For example, the
following program casts isEven to ⋆→ ⋆ and names the result dyFunc, as above. It then casts dyFunc
to int → int and names it badFunc, then calls dyFunc on a string as before, and finally calls badFunc
on a number.
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1 ## Transient Translation
2 isEven ∆= fun isEven n. n⇓〈int, isEven, Arg〉; (n % 2) = 0
3
4 let dyFunc = (isEven ::int→bool ⇒ℓ0⋆→⋆)
5 in let badFunc = (dyFunc ::⋆→⋆⇒ℓ1int→int)
6 in dyFunc ("Hi" ::str ⇒ℓ2⋆);
7 (badFunc 42)⇓〈bool, badFunc, Res〉
In the transient system, the casts on lines 4 and 5 updated the blame map and return isEven. Then the
call on line 6 results in a check failure within isEven, blaming ℓ0 as above. With the guarded semantics
using the eager strategy of Siek et al. [80], however, the cast on line 5would fail because it is inconsistent
with the previous cast on dyFunc, represented at runtime by a proxy. This cast failure would blame ℓ1—
an entirely different result than that produced by the transient strategy.
Despite these differences, the transient blame tracking strategy does result in a system that satisfies
the blame-subtyping theorem [104] (as shown in Section 5.1).
4. The Transient Gradual Lambda Calculus λ⋆→
In this section, we present the first formal semantics for the transient strategy, including a source-to-
target translation, runtime semantics, and a blame system.
We begin with the source language λ⋆→ with expressions es in Figure 2, which includes variables, re-
cursive functions, mutable references, numbers, and addition. λ⋆→ also has types T which range over
function types T1 → T2, reference types ref T , integer types int, and the dynamic type ⋆.
Following previous approaches to gradual typing [75, 80, 91, 93], the semantics of λ⋆→ are defined by
translation into a target language λ⇓ℓ (as expressions e in Figure 2) which contains type checks as well
as the usual type casts. We then define a single-step reduction relation over the λ⇓ℓ language. Unlike
the targets of cast insertion from previous work [75, 48, 104], λ⇓ℓ is a dynamically typed calculus. Types
appear syntactically in the casts of λ⇓ℓ , and shallow type tags S [13] are used in its checks.
121
λ⋆→ exprs es ::= x | fun f (x:T ) → T. es | es es | ref es | !es | es:=es | n | es + es
types T ::= int | T → T | ⋆ | ref T
λ⇓ℓ exprs e ::= x | v | fun f x. e | e e | e + e | ref e | !e | e:=e | e::T⇒ℓT | e⇓〈S; e; r〉
tags r ::= Res | Arg | Deref
type tags S ::= int |→| ref | ⋆
addresses a ∈ addresses
labels ℓ ∈ blame labels
Figure 2. Syntax of λ⋆→ and λ
⇓
ℓ .
This section proceeds as follows: we present the transient translation process (§4.1); the runtime se-
mantics for the target language, including blamemachinery for the transient strategy (§4.2); and finally
present the formal transient blame assignment algorithm (§4.3).
4.1. Translating λ⋆→ to λ
⇓
ℓ . The translation relation, given in Figure 3 with ancillary relations defined
in Figure 4, converts a type environment Γ and source term es into a target term e at type T , inserting
type casts e::T⇒ℓT ′ and type checks e1⇓〈S; e2; r〉.
The translation proceeds as follows:
• Numbers n and variables x are translated to themselves; numbers have type int and the types of
variables are given by Γ.
• Addition translates its operands es1 and es2 into e1 and e2 and constructs an output expression
that casts e1 and e2 to integers with new blame labels ℓ1 and ℓ2 before performing addition.
• The translation of a function fun f (x:T ) → T. es is a λ⇓ℓ function without type annotations. To
ensure that the function argument corresponds to the static type T1 of the original function input,
the translation inserts the type check x⇓〈T1; f ;Arg〉 before the translated function body. If this
check fails, f indicates the function being eliminated by the call and Arg indicates that the failure
was the result of an ill-typed argument.
• Application translates its arguments es1 and es2 into e1 and e2, ensures that es1 has type T , and
uses the▷ relation (“matching”) to ensure thatT is either dynamic or a function type, which allows
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Γ ⊢ es ⇝ e : T
Γ ⊢ n⇝ n : int
Γ(x) = T
Γ ⊢ x⇝ x : T
Γ ⊢ es1 ⇝ e1 : T1 T1 ∼ int fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T2 T2 ∼ int fresh(ℓ2)
Γ ⊢ es1 + es2 ⇝ (e1::T1⇒ℓ1 int) + (e2::T2⇒ℓ2 int) : int
Γ, f : T1 → T2, x : T1 ⊢ es ⇝ e′ : T ′2 T2 ∼ T ′2
Γ ⊢ fun f (x:T1) → T2. es ⇝
fun f x. (let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′) : T1 → T2
Γ ⊢ es1 ⇝ e1 : T T ▷ T1 → T2 fresh(f)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ)
Γ ⊢ es1 es2 ⇝ let f = e1::T⇒ℓT1 → T2 in
(f (e2::T
′
1⇒ℓT1))⇓〈⌊T2⌋; f ; Res〉 : T2
Γ ⊢ es ⇝ e : T
Γ ⊢ ref es ⇝ ref e : ref T
Γ ⊢ es ⇝ e : T T ▷ ref T1 fresh(x) fresh(ℓ)
Γ ⊢ !es ⇝ let x = e::T⇒ℓref T1 in !x⇓〈⌊T1⌋;x;Deref〉 : T1
Γ ⊢ es1 ⇝ e1 : T T ▷ ref T1 fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ2)
Γ ⊢ es1:=es2 ⇝ (e1::T⇒ℓ1ref T1):=(e2::T ′1⇒ℓ2T1) : int
Figure 3. Translation from λ⋆→ to λ
⇓
ℓ .
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⌊T ⌋ = S
⌊⋆⌋ = ⋆ ⌊int⌋ = int
⌊T1 → T2⌋ =→ ⌊ref T ⌋ = ref
T ▷ T
ref T ▷ ref T ⋆▷ ref ⋆
T1 → T2 ▷ T1 → T2 ⋆▷ ⋆→ ⋆
T ∼ T
int ∼ int ⋆ ∼ T T ∼ ⋆
T1 ∼ T2
ref T1 ∼ ref T2
T1 ∼ T3 T2 ∼ T4
T1 → T2 ∼ T3 → T4
Figure 4. Additional relations used in translating from λ⋆→ to λ
⇓
ℓ .
it to be broken down into a source type T1 and a target type T2. It also ensures that es2 has type T ′1
consistent with T1, and it casts e1 to type T1 → T2 and e2 to type T1. The cast of e1 to T1 → T2
does not ensure that the result of the application has type T2, however, and thus the translation
process wraps the application in a check to ensure that the result has the appropriate type. This
check includes the information that e1 (which we let-bind to f to prevent duplicate evaluation)
was the function that was applied and that the result Res of the application is being checked.
• References ref es translate es to e and yield ref e.
• Reference mutation translates both sides of the assignment. Similar to function application, casts
are inserted to ensure that the left hand side is a reference and that the right hand side matches
the reference type.
• Dereferences !es are translated by translating es to e, using a cast to ensure that its type is consis-
tent with type ref T1, and, finally, placing a check around the dereference which ensures that the
reference being eliminated is at type T1 (where the eliminated value is the reference itself and the
context tag Deref indicates dereference).
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evaluation contexts E ::= □ | E e | v E | E + e | v + E | refE | !E | E:=e | E::T⇒ℓT
| E⇓〈S; e; r〉 | v⇓〈S;E; r〉
machine states ς ::= 〈e, σ,B〉 | Blame(L)
values v ::= a | n
heaps σ ::= · | a 7→ h;σ
heap values h ::= (λx.e) | v
blame sets B ::= · | a 7→ b;B
blame elems. b ::= 〈a, r〉 | L
labeled types L ::= intq | L→q L | refq L | ⋆ | ⊥ℓ
label sets L ⊂ blame labels
optional labels q ::= ℓ | ϵ
Figure 5. Syntax for evaluating λ⇓ℓ machine configurations.
4.2. Reduction Semantics for λ⇓ℓ . The λ
⇓
ℓ reduction relation, defined in Figure 6, is a single-step
reduction that works over configurations defined in Figure 5. Configurations have the form
〈e, σ,B〉
where e is an expression, σ is a heap, and B is the runtime blame map, which associates heap addresses
with cast information. We update this blame map B at cast and check sites (using the utility definition
ϱ), associating new blame information with heap addresses a. When a cast or check fails, we use this
blame map to assign blame.
The reduction relation−→ has a number of unusual features:
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〈e, σ,B〉 −→ ς
〈fun f x. e, σ, B〉 −→ 〈a, σ[a 7→ (λx.e[a/f ])],B〉 where fresh(a)
〈a v, σ, B〉 −→ 〈e[v/x], σ,B〉 where σ(a) = (λx.e)
〈ref v, σ, B〉 −→ 〈a, σ[a 7→ v],B〉 where fresh(a)
〈!a, σ, B〉 −→ 〈v, σ,B〉 where σ(a) = v
〈a:=v, σ, B〉 −→ 〈0, σ[a 7→ v],B〉 where σ(a) = v′
〈n1 + n2, σ, B〉 −→ 〈n′, σ,B〉 where n′ = n1 + n2
〈v::T1⇒ℓT2, σ, B〉 −→ 〈v, σ, ϱ(B, a, JT1 ⇒ℓ T2K)〉 where hastype(σ, v, ⌊T2⌋), v = a
〈v::T1⇒ℓT2, σ, B〉 −→ 〈v, σ,B〉 where hastype(σ, v, ⌊T2⌋), v ̸= a
〈v::T1⇒ℓT2, σ, B〉 −→ Blame({ℓ}) where ¬(hastype(σ, v, ⌊T2⌋))
〈v⇓〈S; a; r〉, σ, B〉 −→ 〈v, σ, ϱ(B, a′, 〈a, r〉)〉 where hastype(σ, v, S), v = a′
〈v⇓〈S; a; r〉, σ, B〉 −→ 〈v, σ,B〉 where hastype(σ, v, S), v ̸= a′
〈v⇓〈S; a; r〉, σ, B〉 −→ blame(σ, v, a, r,B) where ¬(hastype(σ, v, S))
ϱ(B, a, b) = B ϱ(B, a, b) = B[a 7→ B(a) ∪ {b}]
〈e, σ,B〉 7−→ ς
〈e, σ,B〉 −→ 〈e′, σ′,B′〉
〈E[e], σ,B〉 7−→ 〈E[e′], σ′,B′〉
〈e, σ,B〉 −→ Blame(L)
〈E[e], σ,B〉 7−→ Blame(L)
hastype(σ, v, S)
hastype(σ, n, int) hastype(σ, v, ⋆)
σ(a) = (λx.e)
hastype(σ, a,→)
σ(a) = v
hastype(σ, a, ref)
Figure 6. Reduction definitions and semantics for the machine configuration for e.
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JT ⇒ℓ T K = L
J⋆⇒ℓ ⋆K = ⋆Jint ⇒ℓ intK = intϵJint ⇒ℓ ⋆K = intϵJ⋆⇒ℓ intK = intℓJT1 → T2 ⇒ℓ T3 → T4K = JT3 ⇒ℓ T1K →ϵ JT2 ⇒ℓ T4KJT1 → T2 ⇒ℓ ⋆K = J⋆⇒ℓ T1K →ϵ JT2 ⇒ℓ ⋆KJ⋆⇒ℓ T1 → T2K = JT1 ⇒ℓ ⋆K →ℓ J⋆⇒ℓ T2KJref T1 ⇒ℓ ref T2K = refϵ JT2 ⇔ℓ T1KJref T1 ⇒ℓ ⋆K = refϵ J⋆⇔ℓ T1KJ⋆⇒ℓ ref T1K = refℓ JT1 ⇔ℓ ⋆KJT1 ⇒ℓ T2K = ⊥ℓ otherwise
JT ⇔ℓ T K = L
J⋆⇔ℓ ⋆K = ⋆Jint ⇔ℓ intK = intϵJint ⇔ℓ ⋆K = intℓJ⋆⇔ℓ intK = intℓJT1 → T2 ⇔ℓ T3 → T4K = JT3 ⇔ℓ T1K →ϵ JT2 ⇔ℓ T4KJT1 → T2 ⇔ℓ ⋆K = J⋆⇔ℓ T1K →ℓ JT2 ⇔ℓ ⋆KJ⋆⇔ℓ T1 → T2K = JT1 ⇔ℓ ⋆K →ℓ J⋆⇔ℓ T2KJref T1 ⇔ℓ ref T2K = refϵ JT2 ⇔ℓ T1KJref T1 ⇔ℓ ⋆K = refℓ J⋆⇔ℓ T1KJ⋆⇔ℓ ref T1K = refℓ JT1 ⇔ℓ ⋆KJT1 ⇔ℓ T2K = ⊥ℓ otherwise
Figure 7. Compilation of casts to labeled types
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• Functions are not values in this calculus. Evaluating a function yields a fresh heap address pointing
to the function’s code (with self-references substituted away). Functions are stored in the heap so
that every function has a unique address, which is used in blame tracking.
• Function applications look up the callee’s code from the heap and then perform β-reduction as
usual.
• Cast expressions v::T1⇒ℓT2 check if the value v corresponds to the tag ⌊T2⌋ (which is the shallow
tag corresponding to the type T2, as defined in Figure 4) using the hastype relation (bottom of
Figure 6). Evaluation proceeds as follows, based on hastype’s result and v’s shape:
– If hastype(σ, v, ⌊T2⌋) and v is not a heap address, v is returned immediately.
– If hastype(σ, v, ⌊T2⌋) and v is a heap address, the blame map B is updated to record the cast,
and v is returned.
– If the value and the tag do not match, then the result is an error blaming ℓ.
Casts alter B by extending the blame information associated with a particular address with a new
labeled type L (compiled from the casts as shown in Figure 7) that annotates each element in the
type structure with an optional label indicating whether or not the associated cast is responsible
for introducing that portion of the type [79].
• Check expressions v⇓〈S; a; r〉 use the hastype relation to compare v and S. If the comparison
succeeds, the checked value v is returned unmodified, and if v is higher-order then B is updated
to record the check. Otherwise, the blame algorithm (§4.3) is invoked to assign blame. Successful
checks on higher order values add blame pointers 〈a′, r〉 to a blame map entry B(a), where a′ is
v, the checked value. Cast insertion ensures that a is the value responsible for this check—if the
check is on a function call or argument, a is the address of the function, and if it is a check on a
dereference, a is the reference. The blame pointer indicates that any casts applied to a′ (or any
value reachable from a′ in B), can potentially affect any future check on a, and may need to be
considered when assigning blame. These pointer chains within the blame map allow the runtime
system to blame specific casts when a check signals an error.
4.3. Blame Assignment. As previously stated, if the runtime system detects a type violation, it deter-
mines which boundary crossing caused the violation to occur and blames it. If a cast fails immediately,
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we blame the cast itself. If, however, we detect the violation through a check, determining the guilty
cast is more complicated: the runtime system must determine which cast(s) are responsible for the
failure, and blame each cast that could potentially be responsible for the error that occurred. For exam-
ple, consider the following code, in which a string reference is casted and passed into two dynamically
typed functions which both update it with an integer. The original λ⋆→ source is on the left and the λ
⇓
ℓ
translation is on the right.
λ⋆→
1 g ∆= fun g (x : ⋆) . x := 42
2 h ∆= fun h (y : ⋆) . y := 21
3 rf ∆= ref "hello"
4 g rf;
5 h rf;
6 !rf
λ⇓ℓ
1 g ∆= fun g x . x := 42
2 h ∆= fun h y . y := 21
3 rf ∆= ref "hello"
4 g (rf::ref str ⇒ℓ0⋆);
5 h (rf::ref str ⇒ℓ1⋆);
6 (!rf)⇓ 〈 str, rf, DEREF〉
When the check on the dereference on the last line of the λ⇓ℓ code occurs, the result is 21, and thus an
error is raised. However, the blame assignment algorithm will report that both casts could potentially
have led to the error.
Figure 8 shows the blame function (used to allocate blamewhen a check fails), which takes the following
arguments:
• the current heap σ,
• the value v which triggered the check failure,
• the heap address a representing the eliminated value of the triggering check,
• a context tag r indicating what operation triggered the check,
• and the current blame set B.
Given these inputs, the algorithm computes a set of labels ℓ which are collectively responsible for the
failure, using helper functions collectblame and resolve.
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The collectblame function takes a blame element b—either a labeled type L or an internal pointer—and
a list of context tags r, and proceeds based on the shape of b, collecting blame from the blame set B as
follows:
• If the blame element is a pointer 〈a, r〉, then the pointer’s context tag r is prepended to r, and
collectblame is recursively invoked on all the blame elements in B(a).
• If the blame element is a labeled type L, then the extractmetafunction uses r as a “path” through
L to extract some L′, a subterm of L. For example,
extract(Arg:Res:Deref, (intϵ →ℓ2 refϵ intℓ3) →ℓ1 intϵ) = intℓ3
according to the cast labeled ℓ3. If L′ does not have a label, it cannot be blame candidate: the
cast that introduced the new type did not change this portion of the type. If a label is attached,
however, then the cast could have introduced this error and thus L′ is included in the “potential
blame set” L.
Once collectblame has constructed a set L of blame candidates, the resolve metafunction compares v—
the actual value that triggered the error—with each L ∈ L. If L is⊥ℓ or if, after L is converted to type
tagS as ⌊L⌋ = S, S is not related to v by hastype, the top-level label ℓ attached toL is one of the labels
blamed.
For example, in the following program, the constant function cnst42 is passed into fn1 and fn2.
λ⋆→
1 fn1 ∆= fun g (x:int→int)→str . x
2 fn2 ∆= fun h (y:str→str)→str . y 21
3 cnst42 ∆= fun cnst42 (n : ⋆) →⋆. 42
4 fn1 cnst42;
5 fn2 cnst42
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λ⇓ℓ
1 fn1 ∆= fun g x . x
2 fn2 ∆= fun h y . (y 21)⇓〈str, y, Res〉
3 cnst42 ∆= fun cnst42 n . 42
4 fn1 (cnst42 ::⋆→⋆⇒ℓ0int→int);
5 fn2 (cnst42 ::⋆→⋆⇒ℓ1str→str)
Casts are applied to cnst42when it is passed into both fns. Each cast adds an entry inB to the casts that
have been applied to the address of cnst42: intϵ →ℓ0 intℓ0 for the cast labeled ℓ0, and strϵ →ℓ1 strℓ1
for the cast labeled ℓ1. Then, when fn2 applies cnst42 and expects to receive a str as the result, an
error is raised because 42 is returned instead. The collectblame metafunction looks into the casts that
have been applied to cnst42 in B, and since the check that detected the error was marked with Res,
extracts the target type from each of the labeled function types. The result is {intℓ0 , strℓ1}. The value
that actually triggered the error, 42 is related to int by hastype, so ℓ0 cannot be blamed. However, it is
not related to str, so the result blames ℓ1.
5. Blame, Soundness, and the Gradual Guarantee
With our languages, translation, and runtime systems in place, we now present theoretical results for
the λ⋆→/λ
⇓
ℓ formalism, including the blame theorem (§5.1), open-world soundness (§5.2), and the grad-
ual guarantee (§5.3).
5.1. Blame Theorem. The algorithm that the transient strategy uses for blame tracking and assign-
ment is dramatically different from the techniques in guarded systems. Nonetheless, it still obeys the
blame-subtyping theorem [104]: programs whose implicit type conversions are safe will never be blamed
for cast failures. Specifically, conversions which are upcasts with respect to the blame subtyping rela-
tion (Figure 9) will never be blamed.
Inλ⇓ℓ it is insufficient to reason solely about terms because blame information also appears in the blame
map B. Therefore we extend the standard safe relation [104, 84, 5, 79] to use B:
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extract(r, L) = L
extract(·, L) = L
extract((Res : r), L1 →q L2) = extract(r, L2)
extract((Arg : r), L1 →q L2) = extract(r, L1)
extract((Deref : r), refq L) = extract(r, L)
extract((r : r), ⋆) = ⋆
label(L) = q
label(⋆) = ϵ
label(intq) = q
label(L1 →q L2) = q
label(refq L) = q
label(⊥ℓ) = ℓ
⌊L⌋ = T
⌊⋆⌋ = ⋆
⌊intq⌋ = int
⌊L1⌋ = T1 ⌊L2⌋ = T2
⌊L1 →q L2⌋ = T1 → T2
⌊L⌋ = T
⌊refq L⌋ = ref T
collectblame(r,B, b) = L
extract(r, L)=L′ label(L′) = ℓ
collectblame(r,B, L) = {L′}
extract(r, L)=L′ label(L′) = ϵ
collectblame(r,B, L) = ∅
collectblame(r,B, 〈a, r〉) = ∪b∈B(a) collectblame((r;r),B, b)
resolve(σ, v, L) = L
resolve(σ, v, (⊥ℓ;L)) = ℓ;resolve(σ, v, L)
resolve(σ, v, (L;L)) =
label(L);resolve(σ, v, L) if ¬hastype(σ, v, ⌊⌊L⌋⌋)resolve(σ, v, L) otherwise
resolve(σ, v, ·) = ·
blame(σ, v, a, r,B) = ς
L = ∪b∈B(a) collectblame(r,B, b) L = resolve(σ, v, L)
blame(σ, v, a, r,B) = Blame(L)
Figure 8. The transient blame-assignment algorithm
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T <:b T
int <:b ⋆
T1 → T2 <:b ⋆→ ⋆
T1 → T2 <:b ⋆
ref T <:b ref ⋆
ref T <:b ⋆
int <:b int
T3 <:b T1 T2 <:b T4
T1 → T2 <:b T3 → T4 ref T <:b ref T
Figure 9. Subtyping with respect to blame
Definition 5.1 (Blame Safety for Terms). A term e is safe with respect to label ℓ under a blame map B,
written B ⊢ e safe ℓ, if there are no unsafe-for-ℓ casts are present in e and that no reachable unsafe casts
have occurred and been stored in B.
We define this predicate in Figure 6 of Appendix 1, along with similar predicates over L-types, blame
elements b, and heaps σ.
To prove the blame theorem, we must also show that the blame algorithm presented above does not
blame any cast that the program was safe for. We show this using variants of the standard progress
and preservation lemmas, showing that safety is preserved by evaluation and that terms that are safe ℓ
cannot blame ℓ when evaluated.
Lemma 5.1 (Blame safety progress). If B ⊢ e safe ℓ and B ⊢ σ safe ℓ and 〈e, σ,B〉 −→ ς , then ς ̸=
Blame(L) with ℓ ∈ L.
Lemma 5.2 (Blame safety preservation). If B ⊢ e safe ℓ and B ⊢ σ safe ℓ and 〈e, σ,B〉 −→ 〈e′, σ′,B′〉,
then B′ ⊢ e′ safe ℓ and B′ ⊢ σ′ safe ℓ.
Complete proofs of these lemmas are given in Appendix 2.2. Finally, we state the blame theorem:
Theorem 5.1 (The Blame Theorem). For any es and T , if
• ∅ ⊢ es ⇝ e : T ,
• e contains a subterm e′::T1⇒ℓT2 containing the only occurrence of ℓ in e, and
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e ::= x | v | fun f x. e | (e e)p | e +p e | ref e | !ep | e:=pe | e::T⇒ℓT | e⇓〈T ; e; r〉
p ::= ♦ | ♦
C ::= □ | fun f x. C | C e♦ | v C♦ | . . .
Figure 10. Syntax of λ⇓ℓ with origin tracking.
• T1 <:b T2,
then 〈e, ∅, ∅〉 ̸−→∗ Blame(L) with ℓ ∈ L.
The proof of this theorem is given in Appendix 2.2 of Appendix 1.
5.2. Open-World Soundness. Next, we focus on open-world soundness, which states that a well-typed
term in λ⋆→, translated into λ
⇓
ℓ , may safely interact with arbitrary λ
⇓
ℓ code.
To prove this property we proceed as follows: first, we introduce origin tracking for terms, indicating if
a term e is a translated λ⋆→ term or a native λ
⇓
ℓ term; then we introduce a type system for λ
⇓
ℓ that uses
this origin tracking to ensure that translated terms include the appropriate casts and checks; next, we
introduce expression contexts for embedding translated expressions into untyped code; and finally we
state the open-world soundness theorem and discuss its proof. The entire proof is in Appendix 2.
Origin tracking for λ⇓ℓ . To prove that only untranslated code can reach a stuck configuration, we must
distinguish between translated and untranslated code. We achieve this by introducing origin tracking
for λ⇓ℓ (similar to the ownership annotations of Dimoulas et al. [28]) and marking the elimination forms
of the language (application, addition, dereference, and mutation) with owners. Figure 10 defines this
revised version of λ⇓ℓ with origin markers p, which ranges over ♦, for code translated from well-typed
λ⋆→ terms, and ♦, for code that originates in λ
⇓
ℓ and lacks static types.
With this modified target language, the translation shown in Figure 3 is modified to attach ♦ markers
to translated terms (Figure 1 of Appendix 1. The reduction rules of Figure 6 are unchanged modulo the
addition of markers.
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〈e, σ,B〉 stuck p
〈n vp, σ,B〉 stuck p
σ(a) = v′
〈a vp, σ,B〉 stuck p 〈a +p v, σ,B〉 stuck p 〈n +p a, σ,B〉 stuck p
〈!np, σ,B〉 stuck p
σ(a) = (λx.e)
〈!ap, σ,B〉 stuck p
〈n:=pv, σ,B〉 stuck p
σ(a) = (λx.e)
〈a:=pv, σ,B〉 stuck p
〈e, σ,B〉 stuck p
〈E[e], σ,B〉 stuck p
Figure 11. Stuck configurations
Next, we define a stuck relation over machine configurations (Figure 11). Configurations are stuck if
they cannot be reduced by any evaluation rule, similar to the faulty expressions of Wright and Felleisen
[107]. The stuck relation also indicates whether a stuck state was caused by a ♦-marked term or a ♦-
marked term. (We will prove below that no ♦ term is ever stuck.)
Origin-sensitive typing for λ⇓ℓ . In addition to indicating whether a dynamic type error occurred in
typed or untyped code, origin markers also let us define a type system for λ⇓ℓ that places restrictions on
translated code. We use this type system to state and prove open-world soundness. This type system
relates expressions to type tags S, as defined in Figure 2, which are repurposed as types.
The typing rules are shown in Figure 12, with supplementary rules and relations shown in Figure 13.
There are two rules for each marked expression, one for ♦ and one for ♦.
Each ♦ rule requires that all subexpressions be typed at ⋆ (which may subsume any other type via TSub-
sump), and thus no programs may be ill-typed unless they contain ♦-marked expressions. The ♦ rules
are more restrictive and allow us to prove that a ♦-marked expression is well-typed when it cannot
become stuck, and thus ♦ rules require that subexpressions have the appropriate types to ensure −→
reducibility.
Finally, TApp and TDeref are judged to have type ⋆. If the result of such an expression is expected to
have a more specific type like→ or ref, then a check has to be inserted around the expression. Checks
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Γ;Σ ⊢ e : S
(TVar)
Γ(x) = S
Γ;Σ ⊢ x : S
(TAddr)
Σ(a) = S
Γ;Σ ⊢ a : S
(TInt)
Γ;Σ ⊢ n : int
(TSubsump)
Γ;Σ ⊢ e : S
Γ;Σ ⊢ e : ⋆
(TCheck)
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : tagtype(r)
Γ; Σ ⊢ e1⇓〈S; e2; r〉 : S
(TCast)
Γ;Σ ⊢ e : ⌊T1⌋ T1 ∼ T2
Γ;Σ ⊢ e::T1⇒ℓT2 : ⌊T2⌋
(TFun)
Γ, x : ⋆, f :→; Σ ⊢ e : ⋆
Γ;Σ ⊢ fun f x. e :→
(TLet)
Γ;Σ ⊢ e1 : S1 Γ, x : S; Σ ⊢ e2 : S2
Γ;Σ ⊢ let x = e1 in e2 : S2
(TApp)
Γ;Σ ⊢ e1 :→ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 e♦2 : ⋆
(TApp-⋆)
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 e♦2 : ⋆
(TRef)
Γ;Σ ⊢ e : ⋆
Γ;Σ ⊢ ref e : ref
(TDeref)
Γ;Σ ⊢ e : ref
Γ;Σ ⊢ !e♦ : ⋆
(TDeref-⋆)
Γ;Σ ⊢ e : ⋆
Γ;Σ ⊢ !e♦ : ⋆
(TUpdtRef)
Γ;Σ ⊢ e1 : ref Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
(TUpdtRef-⋆)
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
Figure 12. Typing rules for λ⇓ℓ (excluding addition).
accept expressions of type ⋆ and return the type that the expression is checked against. This design
ensures that any ♦-marked expression uses casts and checks in a defensive way.
Expression contexts for explicit embedding. To reason about code interactions, we use program con-
texts C [45], defined in Figure 10. These contexts indicate how embedding occurs for translated ♦ code
into ♦ programs, and thus these contexts are all marked with ♦ origin. These contexts are typed in the
usual way [45]:
C : Γ;S1 ⇒ Γ′;S2
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tagtype(r) = S
tagtype(Arg) =→ tagtype(Res) =→ tagtype(Deref) = ref
Σ ⊢ σ
(THeap)
∀a ∈ dom(Σ), Σ ⊢ σ(a) : Σ(a)
Σ ⊢ σ
Σ ⊢ h : S
(THRef)
∅; Σ ⊢ v : ⋆
Σ ⊢ v : ref
(THFun)
∅, x:⋆; Σ ⊢ e : ⋆
Σ ⊢ (λx.e) :→
Σ ⊑ Σ
∀a ∈ dom(Σ2), Σ1(a) = Σ2(a)
Σ1 ⊑ Σ2
Figure 13. Additional rules for typing λ⇓ℓ .
The context typing rules are in Figure 5 of Appendix 1.
Open-world soundness. Equipped with origin markers and a type system for λ⇓ℓ , we now state open-
world soundness (where ⌊Γ⌋ is the result of applying ⌊T ⌋ from Figure 4 to all the types in Γ).
Theorem 5.2 (Open-world soundness). If Γ ⊢ es ⇝ e : T and ⊢ C : ⌊Γ⌋;⌊T ⌋ ⇒ ∅;S, then ∅; ∅ ⊢
C[e] : S and either:
• 〈C[e], ∅, ∅〉 −→∗ 〈v, σ,B〉 and ∅; Σ ⊢ v : S andΣ ⊢ σ, or
• 〈C[e], ∅, ∅〉 −→∗ Blame(L), or
• 〈C[e], ∅, ∅〉 −→∗ 〈e′, σ,B〉 and 〈e′, σ,B〉 stuck ♦, or
• for all ς such that 〈C[e], ∅, ∅〉 −→∗ ς , have that ς = 〈e′, σ,B〉 and exists ς ′ such that 〈e′, σ,B〉 −→
ς ′.
The proof is given in Appendix 2.1. The proof combines a progress and preservation type soundness
proof (for λ⇓ℓ ) with proofs that the translation relation is type preserving and that the composition of
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terms and contexts is well-typed. The progress lemma requires that a configuration with a well-typed
term either steps to a new ς or is stuck via a ♦-marked term.
This theorem states that stuck configurations can never arise from evaluating a ♦-marked term. If ♦-
marked terms could become stuck, it would indicate an uncaught type error in translatedλ⋆→ code. Type
soundness is an immediate corollary of this theorem:
Corollary 5.1 (Type soundness). If ∅ ⊢ es ⇝ e : T then ∅; ∅ ⊢ e : ⌊T ⌋ and either:
• 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉 and ∅; Σ ⊢ v : ⌊T ⌋ andΣ ⊢ σ, or
• 〈e, ∅, ∅〉 −→∗ Blame(L), or
• for all ς such that 〈e, ∅, ∅〉 −→∗ ς , have that ς = 〈e′, σ,B〉 and exists ς ′ such that 〈e′, σ,B〉 −→ ς ′.
Proof. By Theorem 5.2, taking C to be the empty context. □
Ramifications of open-world soundness. Becauseλ⋆→ admits open-world soundness, a programwrit-
ten in λ⋆→ can be used by native λ
⇓
ℓ clients. For example, an λ⋆→ library may put type annotations on
its API boundaries, preventing ill-typed terms from raising difficult-to-diagnose errors deep within the
library—even if the library interacts with code which has no concept of static types.
Furthermore, the λ⋆→ code is protected from errors arising due to mutation: while foreign functions are
not modeled directly in the λ⋆→ and λ
⇓
ℓ calculi, the distinction between untranslated target-language
programs and foreign, compiled C code is only relevant with the guarded strategy because of the pres-
ence of proxies. The transient design lacks proxies, and thus this distinction is irrelevant—foreign func-
tions may be modeled as native λ⇓ℓ code.
5.3. The Gradual Guarantee. Finally, we prove that the gradual guarantee holds for λ⋆→. The gradual
guarantee ensures that changing the static type annotations in a program does not alter either the static
or dynamic semantics of the program, except by raising a static type error or causing blame at runtime
if the type annotations are strengthened [82]. This property allows programmers to be confident in
gradually adding types to their program: they know that a program will never produce an entirely dif-
ferent result because of a change to the type annotations. They are also guaranteed that if a program
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T ⊑ T
T ⊑ ⋆ int ⊑ int
T1 ⊑ T2
ref T1 ⊑ ref T2
T11 ⊑ T21 T12 ⊑ T22
T11 → T12 ⊑ T21 → T22
Figure 14. Type precision
raises a new error after a type annotation is added or strengthened, it is because the new annotation was
“wrong”: it did not correspond to other types in the program (if the error is static) or to the program’s
values at runtime (if it is a runtime blame error).
To prove the gradual guarantee, we use a precision relation for types, also referred to as naïve subtyp-
ing [79], which is defined in Figure 14. A type T1 is said to be more precise than T2, written T1 ⊑ T2, if
T2 contains ⋆ in places where T1 does not.
We also extend precision to expressions in λ⋆→. For any two expressions es1, es2, we have that es1 ⊑ es2
if the expressions are identical up to their type annotations, and if every type annotation in es1 is more
precise than the same type annotation in es2. The specification of expression precision is given in Figure
3 of Appendix 1.
To state the gradual guarantee, we also extend precision to heaps and values. These extensions are
straightforward and can be found in Figure 4. With them, we prove the gradual guarantee for λ⋆→.
Theorem 5.3 (The gradual guarantee). If es ⊑ e′s and ∅ ⊢ es ⇝ e : T , then
(1) ∅ ⊢ e′s ⇝ e′ : T ′, with T ⊑ T ′, and
(2) if 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉, then 〈e′, ∅, ∅〉 −→∗ 〈v′, σ′,B′〉 with v ⊑ v′ and σ ⊑ σ′, and
(3) if 〈e, ∅, ∅〉 diverges, then 〈e′, ∅, ∅〉 diverges, and
(4) if 〈e′, ∅, ∅〉−→∗〈v′, σ′,B′〉, then either 〈e, ∅, ∅〉−→∗〈v, σ,B〉withv ⊑ v′ andσ ⊑ σ′, or 〈e, ∅, ∅〉 −→∗
Blame(L), and
(5) if 〈e′, ∅, ∅〉 diverges, then either 〈e, ∅, ∅〉 diverges or
〈e, ∅, ∅〉 −→∗ Blame(L).
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The proof is given in Appendix 2.3. Part 1 is proved by induction on es ⊑ e′s. Parts 2 and 3 are proved
by first showing that e ⊑ e′, and then proving a simulation between the evaluation of e and e′. Parts 4
and 5 are corollaries of parts 2 and 3.
Part 1 of this theorem indicates that a less precise expression will always typecheck successfully and be
translated into a λ⇓ℓ expression if a more precise one does: removing or weakening type annotations
will never cause a program to behave worse. Parts 2 and 3 show that the weakening of type annotations
from a program can never cause the program to behave differently: if the stronger program diverges,
so will the weaker one, and if it returns a result, the weaker one will return a result that is weaker than
it. Finally, parts 4 and 5 show that strengthening a program’s type annotations can only cause it to
behave differently than a weaker one by producing a blame error—if the weaker program diverges, then
the stronger one will either go to blame or also diverge, and if the weaker program returns a result, then
the stronger one will either go to blame or return a stronger result. Adding type annotations can never,
for example, cause a program to diverge if it didn’t before.
6. Implementation and Evaluation
In this section, wediscuss our implementation of the transient systemwith blame inReticulatedPython.
We discuss the importance of open-world soundness in this setting and then show experimental per-
formance results.
Reticulated Python provides a static typechecker, a source-to-source translator from type-annotated
Python-like programs to Python 3 programswith the appropriate casts and checks, and runtime libraries
that implement these casts and checks. While Reticulated supports several gradual typing designs, we
focus on extending the transient semantics with blame tracking as presented in the previous sections.
The implementation of Reticulated v1, as described in Chapter 4, was extended with optional support
for blame tracking. During evaluation when using blame tracking, casts are recorded and associated
with the casted value in a global map and checks add internal pointers within the map and use the
algorithm described in Section 4.3. When an error occurs, the runtime uses this map to identify the
responsible parties.
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Figure 15. Runtime comparison of Reticulated Python to standard Python 3.4. Experi-
ments were performed on an Ubuntu 14.04 laptop with a 2.8GHz Intel i7-3840QM CPU
and 16GB memory.
6.1. Open-World Soundness and Reticulated Python. We conjecture that Reticulated Python is also
open-world sound when using the transient semantics; it is certainly closer to open-world soundness
than its guarded semantics, and in separate work we proved open-world soundness for Anthill Python,
a calculus based on Reticulated and supporting many of Python’s features [97]. In Chapter 4 I was able
to execute each case study without issue under the transient strategy, but the guarded counterparts
required substantial modification to avoid proxy identity problems and, in the case of the CherryPy
web framework, the program was unable to run because proxied values could not correctly interact
with Python’s pickling library. Likewise, the benchmarks that we test with our modified version of
Reticulated Python are able to interact with pure Python libraries without errors or incorrect results.
6.2. Performance of Transient Reticulated Python. The pervasive checks that the transient design
uses to ensure open-world soundness come at a runtime cost, but our results indicate that the cost is
relatively small, especially when blame-tracking features are disabled.
To analyze the runtime performance of the transient strategy, we applied the transient implementation
of Reticulated Python to several benchmarks from the official Python benchmark suite.1 We selected
13 benchmark programs that were compatible with Python 3 and which did not make extensive use of
1https://hg.python.org/benchmarks/
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external libraries. (While Reticulated Python is designed to be open-world sound and therefore allow
interactionwith external libraries, doing so herewould shed little light on the cost of runtime soundness
since the bulk of execution time would occur in untranslated code.)
We modified each of these benchmarks, inserting static type annotations wherever possible. In some
cases, therewere parameters or object fields thatwere inherently dynamic, orwhichReticulatedPython’s
type system is unable to provide static types for. In these cases, we defaulted to the dynamic type. Addi-
tionally, in several examples wemademinor changes to function bodies to avoid trivial dynamicity—for
example, when it couldn’t change the semantics of the program, changing a list that was initialized with
None objects and then filled with ints (which could only be typed as List(⋆)), to a list initialized with
numbers (soundly typed at List(int)). We then used Reticulated Python to translate the programs
using transient semantics and executed the translated program with standard Python 3.4.
Our experiments consider two versions of Reticulated v1’s transient implementation: one using the
blame tracking technique described in Section 3 and the non-blame-tracking version described in Chap-
ter 4.
Figure 15 compares the runtime efficiency of the transient translations of the benchmarks with the
original untyped code. The green bars show the relative performance of the typed-and-translated pro-
grams without blame compared to standard Python (the black bars, normalized to 1), while the purple
bars show the relative performance of those same programs with blame tracking.
In our tests, the transient system without blame performs at best equally as fast as regular Python, and
at worst 5.4x slower. The average slowdown was 2.5x. The test cases that use classes and lists heavily
(and thus require checks when members are read from objects or elements read from lists) performed
worse than those which primarily used functions and mathematical operators.
The performance degradation exhibited by transient Reticulated Python is significantly less than has
been observed in Typed Racket, where in many cases slowdown of over 100x occurs [90]. Transient is
usable in contexts where a slowdown of up to 6× is acceptable compared to the performance of the
regular Python version.
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While this slowdown is not acceptable for all classes of Python programs (where it may be necessary to
disable runtime checks for distribution), many other applications are tolerant of this degree of overhead,
and in such cases it would be practical to deploy applications with the transient strategy’s runtime
system in place.
Unsurprisingly, Reticulated Python is less efficient when performing blame tracking. As Figure 15
shows, however, this additional cost is never more than 4x compared to the blame-free version, and
never more than 18x compared to the original, untyped code. While substantial, this overhead is not
necessarily prohibitive: programmers may still use it for developmental debugging, and in most cases
it displays overhead less than 6×, and never incurs as much slowdown as Typed Racket does in its worst
cases. We envision that a common approach, when blame tracking is too expensive, would be to run
programs with blame disabled but then re-enable it when a check failure is detected.
7. Related Work
Open-world soundness. The execution semantics of Allende et al. [10], discussed in Chapter 2, Section
1.3.1, is similar to transient in that runtime enforcement code is inserted defensively—functions “pro-
tect themselves” by ensuring at their entry points that values being passed into them have the correct
type. However, the enforcement strategy actually used at runtime is the guarded strategy, and so is
vulnerable to problems of object identity and interactions with foreign functions.
Typed Racket [93, 88] includes first-class classes and strives for open-world interaction between Typed
Racketmodules and untypedRacket, utilizing Racket’s software contract system. While Racket provides
robust capabilities for module exports and proxied values, the Typed Racket implementation also faces
some of the same problems we address in this paper. First, Racket’s native proxies inhibit pointer-based
equality checking viaeq? (thoughRacket’s deep equality operatorequal? looks through proxies). Sec-
ond, Racket’s runtime system accounts for potential proxies when using built-in operations. As stated
previously, this style of support would require modifying the Python runtime, impacting Reticulated
Python’s portability.
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Dimoulas et al. [29] introduce complete monitoring, a correctness criterion for contract systems that
ensures that each contract violation blaming party k is the result of evaluating a module boundary
crossing, where the value crossing the boundary is owned by k. Open-world soundness similarly uses
origin tracking (applied to reducible expressions, rather than values) to ensure that any stuck state is
reached by evaluating untranslated code. Open-world soundness also guarantees that the system will
detect any errors original to the gradually-typed program.
The compiler correctness property of full abstraction [1, 4, 65] is similar to open-world soundness in that
it requires that the behavior of a program in a target language of compilation corresponds to its behavior
in the source language. In the case of full abstraction, the guarantee provided is that the behavior of a
program component that is observable in the target language is no greater than what is observable in
the source [65]. The guarantee provided by open-world soundness is in the same spirit, but only makes
a guarantee about the types of observable results, not specific values–open-world soundness does not
guarantee semantic preservation, but it does guarantee type soundness.
Alternatives to transient semantics. Other approaches also tackle the problem of object identity:
Keil and Thiemann [53] present a solution based on the idea of making proxies transparent with respect
to identity and type tests. Optionally typed languages, not having runtime enforcement at all, neatly
sidestep this issue.
Contracts. Eiffel [60] first popularized software contracts and the idea of writing programs with per-
vasive contract checking, and it has inspired a large body of research [35, 28, 5, 53, 29, 34]. This work
typically relies on a hybridized guarded/transient approach to verification: functions and objects are
wrapped in proxies as they move through contracts [85], but contracts are “defensive”: callees are al-
ways responsible for ensuring their inputs and outputs pass their contracts, and callers are absolved of
all programming responsibility. The transient approach is more defensive: each callee ensures that its
inputs have the correct type, and every translated caller ensures that its outputs have the correct type.
Blame tracking was originally invented for software contracts and has been widely studied in that con-
text [35, 28, 5, 53]. While our approach mirrors the overall blame approaches proposed in these works,
gradual typing varies due to its need to enforce global type invariants. Moreover, our values do not
carry blame information, and thus we introduce a side-channel, global communication model similar
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to approach described by Swords et al. [87], communicating cast expectations to the blame map during
execution.
8. Conclusions
We have discussed an important problem in the implementation of sound gradually typed languages:
ensuring soundness of typed programs in the presence of unmoderated interaction with untyped, un-
translated code. We refer to this problem as open-world soundness. We showed that the traditional
guarded design for gradual typing, when embedded in a spartan host, inhibits open-world soundness,
but that it holds for the transient enforcement strategy. We developed a novel blame tracking technique
that does not rely on proxies and is therefore compatible with the transient design, and we showed that
the transient design obeys the gradual guarantee, allowing programmers to freely evolve their code be-
tween static and dynamic. By evaluating Reticulated Python’s transient design and extending it with
blame, we showed that the use of the transient design does not sacrifice usable efficiency. We provided
the first formal treatment of the transient strategy with the λ⋆→ calculus (and its translation target, λ
⇓
ℓ ),
and proved open-world soundness, the blame theorem, and the gradual guarantee.
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CHAPTER 6
Optimizing and Evaluating Transient Gradual Typing
1. Introduction
In Chapters 4 and 5 I introduced the transient enforcement strategy for gradual typing as a response to
challenges faced by the traditional guarded strategy. I also performed an initial performance analysis
of the transient strategy as applied to Reticulated Python. In this chapter, I perform a more detailed
performance analysis of the transient strategy in Reticulated Python. I show that, when running Retic-
ulated Python and the transient approach on CPython, performance decreases as programs evolve from
dynamic to static types, up to a 6× slowdown compared to equivalent Python programs.
To reduce this overhead, I design a static analysis and optimization that removes redundant runtime
checks. The optimization employs a static type inference algorithm that solves traditional subtyping
constraints and also a new kind of check constraint. I implement this optimization on a version of Retic-
ulated Python that focuses exclusively on the transient enforcement strategy: Reticulated v2. I evaluate
the resulting performance and find that for many programs, the efficiency of partially typed programs
is close to their untyped counterparts, removing most of the slowdown of transient checks. Finally, I
measure the efficiency of Reticulated Python programs when running on PyPy, a tracing JIT. I find that
combining PyPy with this type inference algorithm reduces the overall average overhead to zero.
1.1. Reviewing the Transient Enforcement Strategy. To explain my approach to optimizing the
transient enforcement strategy, I will start with a review of an example of the transient strategy as
described in Chapter 5. Consider the program in Figure 1a, written in a gradually typed language. Here,
the makeEq function is a curried equality function on integers with type int → int → bool. It is called
to produce the eqFive function on line 12, which is then called at line 14 on the result of calling the
idDyn function on a string. Because the result of idDyn has static type ⋆ (representing the dynamic
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1 # Gradual surface program
2
3 def idDyn(a:⋆)→⋆: return a
4
5 def makeEq(n:int)→int→bool:
6 def internal(m:int)→bool:
7 return n == m
8 return internal
9
10
11
12 eqFive = makeEq(5)
13 eqFive(20)
14 eqFive(idDyn('hello world'))
(a)
1 # Program with transient checks
2
3 def idDyn(a): return a
4
5 def makeEq(n):
6 n⇓int
7 def internal(m):
8 m⇓int
9 return n == m
10 return internal
11
12 eqFive = makeEq(5)⇓→
13 eqFive(20)⇓bool
14 eqFive(idDyn('hello world'))⇓bool
(b)
Figure 1. Translation to target language using the transient gradual typing approach.
type), this program should pass static typechecking, but a runtime check is needed to detect that at
runtime the value being passed into eqFive is actually a string and raise an error.
No matter what strategy is used, in a sound gradually typed language the result should be a runtime
error. The transient strategy achieves this goal by inserting checks (such as n⇓int, which checks that n
is an integer) as shown in Figure 1b. Type annotations have been erased, and the bodies of makeEq and
its internal function now contain checks at lines 6 and 8 to ensure that, whatever arguments they are
passed are definitely ints. Similarly, the call to makeEq at line 12 also contains a check, to ensure that
the result of the function call is a function. Note that this check does not ensure that the call returns a
value of type int → bool—such a check cannot be performed by immediate inspection of the runtime
value, but it can verify that the result is a function. It is then up to the function itself to check that
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it is only passed ints (as it does with the argument checks discussed above), and additional checks are
inserted when eqFive is called on lines 13 and 14 to ensure that the result of that call is a bool.
When this program executes, an error will be raised by the check at line 8, because the call to eqFive at
line 14 passed in a string. This result is expected and correct; if the error had not arisen, there would be
an uncaught type error in the body of makeEq’s inner function, as a string would inhabit the int-typed
variable m. This error could then (depending on the semantics of equality testing) lead to a confusing,
difficult to debug error. As it is, the programmer is simply informed that a type mismatch occurred and
where.
In Chapter 5 I showed that this approach supports the open-world soundness property, which states that
programs written in a gradually typed language, translated into a dynamic target language, and then
embedded in arbitrary code native to that dynamic language, will only “go wrong” due to errors in the
native code. The translated, gradually typed program will not be the source of any errors (other than
errors caught by transient checks) even in the presence of unmoderated interaction with the “open
world.”
1.2. Performance of Transient Gradual Typing. Performance is also of critical concern for gradu-
ally typed languages. The runtime checks required for sound gradual typing inevitably impose some
degree of runtime overhead, but ideally this overhead would be minimized or made up for by type-
based compiler optimizations. Since gradual typing is designed to allow programmers to gradually vary
their programs between static and dynamic [82], it is also important that adding or removing individual
annotations does not dramatically degrade the program’s performance. Takikawa et al. [90] examine
the performance of Typed Racket with this criterion in mind by studying programs through the lens of a
typing lattice [89] made up of differently-typed configurations of the same program. The top of the lattice
is a fully typed configuration of the program and the bottom is unannotated, and incrementally adding
types moves up the lattice.
Takikawa et al. show that in Typed Racket, certain configurations result in catastrophic slowdown com-
pared to either the top or bottom configurations. This indicates that the guarded semantics incurs a
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substantial cost when interaction between static and dynamic code is frequent. Many of their bench-
marks show mean overheads of over 30× and worst cases of over 100×, which “projects an extremely
negative image of sound gradual typing” [90].
In this work, I aim to establish whether the transient strategy faces the same problem. In Chapter 5 I
performed an initial performance evaluation of Reticulated Python benchmarks and found that over-
heads (compared to an untyped, standard Python version of the same program) ranged from negligi-
ble to over a 5× slowdown. However, this analysis was limited to examining a single configuration,
the configuration closest to being fully typed. As shown by Takikawa et al. [90], this is insufficient to
make a strong claim about the overall performance of Reticulated Python. Additionally, for this work,
Reticulated underwent significant engineering changes in order to focus exclusively on the transient
enforcement strategy, altered its type system and the meaning of its types as discussed below in Sec-
tion 2.2. In addition, the implementation of transient checks was made more efficient. The resulting,
transient-focused system is referred to as Reticulated v2.
To obtain a clear picture of Reticulated v2’s performance, in this chapter I analyze the performance of
ten benchmarks across their typing lattices. Since Reticulated Python uses fine-grained gradual typing
(where the choice to use static types exists on the level of individual identifiers) rather than coarse-
grained (where the choice is per-module) as is Typed Racket [90], the size of the typing lattice is too
large to generate and test every possible configuration. Instead, I generate samples from the lattice
by randomly removing type annotations from a fully-typed version of the benchmark, replacing them
with the dynamic type and taking care to ensure that each level in the lattice is equally sampled. Each
sample is then translated to standard Python 3 using Reticulated Python and executed with CPython,
the reference Python runtime.
With this approach, I found that the cost of transient gradual typing increases as the number of type
annotations grows. As a program evolves from dynamic to static, its performance linearly degrades,
with the worst performance in the most static configurations. This is because each static type anno-
tation induces checks to ensure that values correspond to that type. This is, of course, counter to one
hypothetical benefit of static typing—ideally, static types should aid performance, or at least not de-
grade it. On the other hand, the linear degradation of performance to a worst case 6× overhead means
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that the catastrophic configurations encountered in Typed Racket never occur and the cost of adding
an individual type annotation to a program is predictable.
1.3. Reducing the Burden of Pervasive Checks. The transient approach inserts checks throughout
the program, but not all checks are necessary for the program to be sound because some checks may be
redundant and always succeed. To remove unnecessary checks, I perform type inference on the program
after checks have been inserted. Our inference algorithm is based on those of Aiken and Fähndrich [6]
and Rastogi et al. [67] and uses subtyping constraints as well as new check constraints, generated by
transient checks. We prove that our algorithm can soundly remove unnecessary checks in a transient
calculus similar to that presented in Chapter 5.
I implemented Reticulated v2 to support this optimization and measured its performance, again sam-
pling from the typing lattices at all levels. With redundant checks removed, the linear increase in exe-
cution times disappears, resulting in the fully-typed configurations displaying negligible overhead and
a 6% average overhead over all sampled configurations.
1.4. Transient Gradual Typing on a Tracing JIT. While this analysis removesmany checks statically,
the nature of transient checks suggests that they could also be dynamically optimized away by a JIT.
Fortunately, there is a tracing JIT for Python 3, PyPy [18]. Reticulated Python compiles to standard
Python 3, so it is suitable to use with PyPy. Existing work also suggests that tracing JITs are capable of
dramatically improving the performance of gradually typed languages by optimizing away much of the
runtime enforcement. Bauman et al. [15] showed that Pycket, a version of TypedRacket that executes on
a tracing JIT (which itself uses the same technology as PyPy), worst-case overheadswere vastly improved
from the results found by Takikawa et al. [90]. Pycket shows a worst-case overhead of no worse than
10.5× in any configuration tested by Bauman et al. [15]; in this chapter I will examine if the same
improvements can be derived in Reticulated Python by using PyPy’s tracing JIT.
I found that gradually typed programs running on PyPy displayed much less overhead than the same
configurations running on CPython—the average overhead over all configurations was 3% with PyPy
compared to 2.21× with CPython, suggesting that PyPy is able to optimize away most of the overhead
of transient checks. Some benchmarks still incurred a linear increase in time as types were added, but
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to a lesser degree than with CPython (with a worst case overhead of 2.61×). By combining PyPy with
our type inference optimization, the average overhead was reduced to zero.
1.5. Contributions. In this chapter, I measure the performance of transient gradual typing in Reticu-
lated Python and design techniques to improve it. The contributions of this chapter are:
• I analyze the performance of Reticulated Python programs across their typing lattices, finding an
average overhead of 2.21× and much better worst-case performance than Typed Racket (Section
2).
• I develop a type inference optimization for reducing the number of checks needed by the transient
approach, and prove it correct (Section 3).
• I implement this optimization in Reticulated Python and show that it reduces the average overhead
to just 6% across all typing lattices (Section 4).
• I analyze both the unoptimized and optimized versions of Reticulated when running under a trac-
ing JIT, and find that it performs very well, especially in combination with our optimization (Sec-
tion 5).
Section 7 discusses related work, and Section 8 concludes.
2. Performance of Transient Gradual Typing
Before investigating approaches to improve the performance of transient gradual typing, we first es-
tablish the performance characteristics of Reticulated Python across the typing lattice [90]. A similar
performance evaluation of Reticulated Python was previously conducted by Greenman andMigeed [42],
wherein they found that “the cost of soundness in Reticulated Python is at most one order of magni-
tude, and increases linearly with the number of type annotations.” In this section, I perform a similar
analysis and come to a similar conclusion, which will serve as a starting point for the remainder of this
chapter. Conducting the evaluation with the blame tracking system presented in Chapter 5 is important
future work.
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2.1. Experimental Setup. We selected ten Python 3 programs and translated them to Reticulated
Python by inserting type annotations. These benchmarks are mostly drawn from the official Python
benchmark suite,1 with several drawn from the analysis of Takikawa et al. [90] and translated from
Racket to Python. In most cases, the resulting Reticulated programs are fully annotated with static
types. However, even with a fully annotated program, the Reticulated type checker can assign expres-
sions the type Any (the Reticulated Python name for the dynamic type), such as an if-then-else expres-
sion where the branches have different types; we did not attempt to guarantee that such cases do not
arise.
To examine the typing lattice for a benchmark, we first count the number of type constructors that
appear in the program’s annotations. We call this the type weight of a program. For example, the pres-
ence of the type List[int] in a program’s annotations adds 2 to its weight, and Callable[[int],
bool] (which is the Reticulated representation of the type int → bool) adds 3. We then divide the
type weight into a maximum of 100 intervals: a program with a type weight of 300 would have intervals
[0, 3), [3, 6), . . . , [297, 300). Programs with a total type weight of less than 100 naturally have fewer
than 100 intervals. For each interval, we randomly erase type annotations and replace them with Any,
until the program’s type weight falls within the interval. This process can “dynamize” types under-
neath type constructors; both Any and List[Any] are possible types that could be generated from an
original type annotation List[int]. Each partially-dynamized program is a configuration from the
typing lattice at the level corresponding to its type weight. Ten configurations are generated per inter-
val, plus a single fully-typed configuration consisting of the original program, for a maximum of 1001
configurations. This choice of ten configurations is arbitrary.
Each configuration was executed on an Intel Core i3-4130 CPUwith 8GB of RAM running Ubuntu Server
14.04. Configurations were executed repeatedly on CPython 3.4.3 and average runtimes were recorded.
This sampling methodology differs from that used by Greenman and Migeed [42] in that their evalua-
tion is exhaustive for programs with up to 221 total possible configurations, and after that the number
of sampled configurations scales in proportion to the number of function and class definitions. Further,
1https://github.com/python/performance
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rather than generating configurations at a per-type-constructor granularity, they generate configura-
tions at the level of individual functions, methods, or sets of class fields. In my evaluation, the number
of evaluated configurations scales by type weight, a measure that corresponds to the per-constructor
level of granularity, but has a much lower maximum number of configurations as a result of using con-
sumer hardware rather than a computing cluster as a testbed. However, both overall evaluations arrive
at similar conclusions, as discussed below.
2.2. Results. Figures 2 and 3 show the execution times for configurations across the typing lattice for
each benchmark. Each graph corresponds to one benchmark, and each red circle in the graph repre-
sents the average execution time of one configuration. The dashed line marks the execution time of the
untyped version of the benchmark in standard Python 3. (The blue triangles show the performance of
optimized configurations, discussed below in Section 4). Moving from left to right moves up the lattice
from untyped to typed, execution time is shown on the left y axis, and relative overhead compared to
the untyped program is shown on the right y axis—higher y coordinates indicates slower performance.
These results are in concordance with those found by Greenman and Migeed [42]; see especially their
Figure 7, which presents the results of a similar analysis. Some differences arise between their evalu-
ation and mine, for example in the spectralnorm benchmark; these are likely due to fixed bugs in
Reticulated Python, which Greenman and Migeed speculate are the cause of a surprising performance
pattern in their evaluation.
Over the entire typing lattices of all benchmarks, Reticulated Python incurs an average overhead of
2.21× compared to the untyped Python versions of the benchmarks. Typically the slowest configura-
tions are the ones with the highest type weight: fully typed configurations have an average overhead of
3.63×. The slowest configuration is from the nbody benchmark at 5.95×.
Performance degrades as types are added because changing an annotation from Any to a static type re-
sults in checks being inserted. The graphs of pystone, snake, and others display a linear degradation
because each check is executed approximately the same number of times when the configuration runs.
Graphs with greater variance, such as that of spectral_norm, arise when some checks are executed
more often than others, so different configurations at the same point in the lattice perform differently
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Figure 2. Typing lattices for Reticulated Python benchmarks under CPython (1 of 2).
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Benchmark: sieve Benchmark: spectral_norm
(50 SLoC, 282 configurations) (44 SLoC, 312 configurations)
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Figure 3. Typing lattices for Reticulated Python benchmarks under CPython (2 of 2).
depending on which annotations are dynamized. The configurations from meteor_contest form
two large clusters: the parameter fps of the solve function has type List[List[List[Set[int]]]];
solve loops over the second and third dimensions of this value and every iteration of a loop includes a
check if the loop’s target is typed, and so replacing fps’s annotation with Any or List[Any] dramati-
cally reduces the amount of time spent performing transient checks.
In Chapter 5, I examined some of these benchmarks and compared the performance of untyped config-
urations to configurations that were close to fully-typed. With the analysis presented in this chapter,
I find different results in some of these cases: for example, here I show an overhead of 5.19× for the
nbody benchmark in the fully-typed configuration, while previously it displayed an overhead of less
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than 2×. This is because previous work studied Reticulated v1, which differs in important ways from
Reticulated v2: Reticulated v2 has amore expressive type system and can handle a fully static version of
nbody (for example, by allowing type annotations to be placed on functions with default arguments).
On the other hand, some of our changes to Reticulated Python’s semantics resulted in better perfor-
mance. For example, Reticulated v2 checks whether an object is an instance of a class rather than
checking that it supports all the methods of the class. As a result, the spectral_norm benchmark’s
overhead was reduced from over 5× to 2.98× in fully-typed configurations.
Overall, the performance cost of transient gradual typing in Reticulated Python is significant, but unlike
TypedRacket [90], the cost is generally predictable across the lattice and it never approachesworst cases
of over 100×. Takikawa et al. [90] suggest that in some contexts an overhead of less than 3× is a cutoff
for real-world releasability (with the notation 3-deliverable) while an overhead in the range 3× to 10×
is usable for development purposes (written 3/10-usable). While they note that such values are “rather
liberal” and are unacceptable in many applications, they provide a minimal criterion to evaluate the
acceptability of overheads. With Reticulated Python and the baseline transient semantics, the average
overhead over every sampled configuration falls within the 3-deliverable range, and all configurations
are at least 3/10-usable. This result is in concordance with the analysis of Greenman and Migeed [42],
who found an overall performance cost of no worse than one order of magnitude in Reticulated Python
programs and also found that the cost of gradual typing increased as programs became more statically-
typed, and also corresponds to the experience in Typed Racket reported by Greenman and Felleisen
[41].
2.3. Module-Based Configurations. Our sampling methodology is different from the methodology
used by Takikawa et al. [90], in which all possible configurations of the tested Typed Racket programs
were tested, because the space of possible configurations is much larger in Reticulated Python since
Reticulated Python uses fine-grained gradual typing and Typed Racket is coarse-grained. I expect that
the fact that dynamic and static aremuchmore intermingled inmost of our configurations than they are
in Typed Racket would result in our configurations showing even more overhead due to run-time type
enforcement. However, to ensure that our sampling did not miss pathological cases that are drawn out
by module-level gradual typing, I generated typing lattices equivalent to those that would be generated
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sieve (2 modules, 4 config.) snake (8 modules, 256 config.)
max overhead 2.20× max overhead 3.81×
mean overhead 1.60× mean overhead 2.28×
Figure 4. Performance of module-based lattices of sieve and snake.
by Typed Racket for two of our test cases (cases that Takikawa et al. [90] also analyzed). For these
cases, the sieve and snake benchmarks, we recreated configurations equivalent to those possible in
Typed Racket. While the difference in languages precludes a direct comparison, this analysis ensures
that if there was some specific interaction between static and dynamic displayed in the Typed Racket
configurations that led to a mean overhead of 102.49× (for sieve) or 32.30× (for snake), I would also
encounter it.
Figure 4 shows the performance of the typing lattices of sieve and snake when generated on a per-
module basis à la Typed Racket. The performance of these configurations are in line with the overall
performance of the benchmarks using our sampling methodology—compare the graphs for snake in
Figure 2 and sieve in Figure 3. In these graphs, the configurations (red circles) that perform worst
show approximately the same proportional overhead (the scale shown on the right y-axis) as the worst
case configurations of the module-based lattices. Similarly, the mean overheads of the module-based
lattices would, if plotted on the graphs in Figures 2 and 3, be close to average. This suggests that the
configurations tested by Takikawa et al. [90] are not exceptional cases.
2.4. Comparison to Guarded Gradual Typing. While our performance results compare favorably to
those reported by Takikawa et al. [90] in Typed Racket, this is an imprecise comparison because of the
different underlying languages involved. As a better comparison between the transient approach and
the traditional proxy-based “guarded” approach, I took one configuration of the sieve as a case study.
Specifically, this was a configuration whose equivalent Typed Racket program showed approximately
100× overhead. For this configuration, I manually created a cast-inserted, proxy-based version of the
program. As discussed in Chapters 4 and 5, in general the proxy-based or guarded approach is incom-
patible with Python, but those incompatibilities do not arise in this limited example.
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I found that the performance of the guarded version of the program had an overhead of 11.73× over the
standard Python version, compared to an overhead of 1.43× for the transient version. This overhead is
significantly lower than that of Typed Racket in this situation, which may be due to the overall perfor-
mance of the implementations of these languages. Through varying the parameters of the benchmark,
I observed that the execution times for guarded sieve show the same computational complexity as
untyped and transient sieve, indicating that the difference in performance is not a result of the use of
proxies increasing the complexity of the program. I instrumented the guarded version of the program
to verify that there were no chains of proxies—in no case was there a value more than two “layers” deep
(i.e. a proxy of a proxy of a value). The high overhead of the guarded approach compared to the tran-
sient approach, therefore, is attributable to a large constant factor. Through profiling, I found that the
largest contributor to this overhead was the indirection performed by proxies at their use sites, followed
by casting, proxy instantiation, and calls from translated user code into the casting code. By contrast,
the transient version’s reduced overhead comes almost entirely from the runtime inspection of val-
ues performed by the code implementing transient checks, and from the calls to these checks. Python
performs these inspections very efficiently, and so the overall overhead is relatively low, despite the
frequency of the checks.
3. Optimizing Transient Gradual Typing
To improve Reticulated Python’s performance, we aim to reduce the number of checks while preserving
those required for soundness. The basic idea of transient gradual typing is to use pervasive runtime
checks to verify that values correspond to their expected static types. With the transient approach,
type annotations are untrusted: they do not provide information to be relied on, but rather are claims
that must be verified. Therefore, to reduce the runtime burden of transient gradual typing, we move
this verification from runtime to compile time wherever possible. We do so by using type inference to
determine when types can be trusted and do not need runtime verification.
Our inference process is based on the approaches of Aiken and Wimmers [7] and Rastogi et al. [67], us-
ing subtyping constraints and also a new form of constraint, the check constraint. To determine which
checks are redundant, our inference algorithm occurs after transient checks have already been inserted,
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because the existence of a check in one part of a program can allow checks elsewhere to be removed.
Check constraints let the system reason conditionally about checks, and they express the idea of tran-
sient checks: the type of the check expression e⇓S and the type of the expression being checked e are
constrained to be equal if, when solved for, the type of e corresponds to the type tag S (for example, if
the type of e is solved to be α → β and S is→). If that is not the case, for example if S is→ and the
type of e is solved to be ⋆, then the type of the overall check e⇓S is constrained to be the most general
type that corresponds with S (in this example, ⋆→ ⋆).
3.1. Overall approach. We generate sets of check constraints and subtype constraints from programs
and find a solution that maps type variables to types, and then remove redundant checks. Our approach
is as follows:
• Perform transient check insertion as normal.
• Assign a unique type variable to every function argument, return type, and reference in the pro-
gram.
• Perform a syntax-directed constraint generation pass.
• Solve the constraint system to obtain a mapping from type variables to types.
• Using this mapping, perform a syntax-directed translation to the final target language. For each
check in the program, if the inferred type of the termbeing checked and the tag it is checked against
agree, remove the check, otherwise retain it.
As an example, we return to the program shown in Figure 1a, which shows a curried equality function
written in a gradually typed language and which should pass static typechecking but fail due to a tran-
sient check at runtime. Figure 5a shows the result of this program after the first phase of our optimizing
translation. In this phase, transient checks have been inserted exactly as in Figure 1b, but instead of the
programmer’s type annotations being erased, they have been replaced by type variables α, β, γ, δ, ϵ, ζ .
Our system infers types (which may be entirely different from the programmer’s annotations) for these
type variables by generating subtyping constraints and special check constraints. Check constraints are
generated by transient checks, and serve to connect the type of the checked expression with the type
it is used at after the check. For example, at line 12, the result of makeEq(5) has type δ, and is then
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1 # Program with transient checks and
vars
2
3 def idDyn(a:α)→β: return a
4
5 def makeEq(n:γ)→δ:
6 n⇓int
7 def internal(m:ϵ)→ζ:
8 m⇓int
9 return n == m
10 return internal
11
12 eqFive = makeEq(5)⇓→
13 eqFive(20)⇓bool
14 eqFive(idDyn('hello world'))⇓bool
(a)
1 # Final optimized program
2
3 def idDyn(a): return a
4
5 def makeEq(n):
6 def internal(m):
7 m⇓int
8 return n == m
9 return internal
10
11
12 eqFive = makeEq(5)
13 eqFive(20)
14 eqFive(idDyn('hello world'))
(b)
Figure 5. Stages of optimized transient compilation for the program shown in Figure 1.
checked to ensure that it is a function (⇓→). The type of the result of this check, and therefore the type
of eqFive, is η → θ, where η, θ are fresh type variables. This type is linked to δ by a check constraint
(δ:→) = η → θ, which can be read as “if δ is solved to be a function, then its solution is equal to
η → θ.” We use check constraints rather than equality constraints [50, 62] because the same variable
can be checked against many different types at different points in the program. Check constraints are
only generated by transient checks where the checked type tag corresponds to a non-base type, because
constraints of the form (γ:int) = int (as would be generated on line 6) add no new information to the
system: the type on the right will be int whether γ is solved to be int or not.
Subtyping constraints are also generated from the program. For example, because the call to makeEq
on line 12 has an integer argument, it generates the constraint int <: γ, meaning that γ is constrained
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to be a supertype of int. The full set of constraints for this example is:
{α <: β, ϵ→ ζ <: δ, bool <: ζ, int <: γ, (δ:→) = η → θ, int <: η, β <: η}
We then solve this constraint set to obtain a mapping from each variable to a single non-variable type.
The only subtyping constraint on δ is that ϵ → ζ <: δ, so we determine that δ must be a function and
that ϵ→ ζ = η → θ. This, combined with the fact that both int and (transitively) str must be subtypes
of η due to the calls on lines 13 and 14, means that the only solution for η and ϵ is ⋆ (the dynamic type).
In all, the solution we find for this constraint set is
α=β=str, γ=int, δ=⋆→bool, ϵ=η=⋆, ζ=θ=bool
Some of the transient checks in Figure 5a verify information that the constraint solution has already
confirmed. For example, the check at line 6 verifies that n is an integer—but n’s type γ was statically
inferred to be integer, and so this check is not needed. However, the check at line 8, which verifies that
m is an integer, is not redundant: the type ⋆ was inferred for m’s variable ϵ. In fact, this check is needed
for soundness because it will fail with a string on line 14. The final program, with redundant checks
removed and all annotations erased, is listed in Figure 5b.
For the purposes of this example we do not include constraints based on potential interaction with the
open world. If this programwere to be visible to the open world and potentially used by untyped Python
clients, we would need to generate the additional constraints ⋆ <: α and ⋆ <: γ in order to maintain
open-world soundness, because the open world could pass arbitrary values into these functions.
3.2. Constraint Generation with Check Constraints. In this section we describe our approach to
generating type constraints for programs in a transient calculus λ⇓d . Programs in λ
⇓
d are not the surface
programs written by the programmer, and λ⇓d is not a gradually typed language. Instead, λ
⇓
d programs
are the result of translating programs in a gradually typed surface languageλ⋆s intoλ
⇓
d . This translation,
which along with the syntax for λ⋆s is shown in Figure 6, inserts transient checks throughout translated
programs in order to enforce the type annotations present in the surface program, exactly as described
in Chapter 5. The λ⇓d calculus is analogous to the cast calculi in guarded gradual typing [75, 104, 48]
and the transient translation from λ⋆s to λ
⇓
d is nearly identical to the translation from the surface λ⋆→
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variables x, y numbers n ∈ Z
λ⋆s expressions s ::= x | n | s+ s | λ(x:U)→U. s | s s | refU s | !s | s:=s
λ⇓d expressions d ::= x | n | d+ d | λ(x:α)→α. d | d d | let x = d in d | refα d |
!d | d:=d | d⇓S
types U ::= ⋆ | int | ref U | U → U
type tags S ::= ⋆ | int | → | ref
U ∼ U
⋆ ∼ U U ∼ ⋆ int ∼ int
U1 ∼ U3 U2 ∼ U4
U1 → U2 ∼ U3 → U4
U1 ∼ U2
ref U1 ∼ ref U2
U ▷ U
U1 → U2 ▷ U1 → U2
⋆ ▷ ⋆→ ⋆
ref U ▷ ref U
⋆ ▷ ref ⋆
⌊U⌋ = S
⌊U1 → U2⌋ = →
⌊ref U⌋ = ref
⌊int⌋ = int
⌊⋆⌋ = ⋆
Γ ⊢ s⇝ d : U
Γ, x:U1 ⊢ s⇝ d : U ′2 U ′2 ∼ U2 α, β fresh
Γ ⊢ λ(x:U1)→U2. s⇝ λ(x:α)→β. let x = x⇓⌊U1⌋ in d : U1 → U2
Γ ⊢ s1 ⇝ d1 : U U ▷ U1 → U2
Γ ⊢ s2 ⇝ d2 : U ′1 U ′1 ∼ U1
Γ ⊢ s1 s2 ⇝ ((d1⇓→) d2)⇓⌊U2⌋ : U2
Γ(x) = U
Γ ⊢ x⇝ x : U Γ ⊢ n⇝ n : int
Γ ⊢ s⇝ d : U2 U2 ∼ U1 α fresh
Γ ⊢ refU1 s⇝ refα d : ref U1
Γ ⊢ s⇝ d : U U ▷ ref U ′
Γ ⊢ !s⇝ !(d⇓ref)⇓⌊U ′⌋ : U ′
Γ ⊢ s1 ⇝ d1 : U U ▷ ref U ′
Γ ⊢ s2 ⇝ d2 : U ′′ U ′′ ∼ U ′
Γ ⊢ s1:=s2 ⇝ (d1⇓ref):=d2 : int
Γ ⊢ s1 ⇝ d1 : U1 U1 ∼ int
Γ ⊢ s2 ⇝ d2 : U2 U2 ∼ int
Γ ⊢ s1 + s2 ⇝ d1⇓int + d2⇓int : int
Figure 6. The λ⋆s calculus and translation from λ⋆s to λ
⇓
d .
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calculus to the target λ⇓ℓ calculus presented in Chapter 5 (except that the calculi presented here elide
features needed for blame tracking). The λ⋆s calculus includes functions and mutable references (with
syntax refU s for introducing a reference with type U , !s for dereferencing, and s:=s for mutation).
Figure 6 shows the syntax for λ⇓d , which supports all the features of λ⋆s as well as transient checks,
written d⇓S. The meta-variable d ranges over expressions of λ⇓d . In the dynamic semantics for λ⇓d
(defined by translation into a third calculus λ→e in Figure 13 with evaluation rules given in Figure 16)
such checks examine the value of an expression d to determine if it corresponds to the type tag S, and
fails if not. Type tags, shown in Figure 6, correspond to type constructors. Functions and references are
annotated with type variables.
To infer types for these type variables such that the overall program is well-typed, we first generate
constraints using the syntax-directed rules defined in Figure 7, in the style of Aiken and Fähndrich [6].
These rules generate sets Ω of constraints C over types A, also defined in Figure 7. Types A are not
inductively defined—function and reference types can only contain type variables or ⋆, not arbitrary
types.
The rules in Figure 7 generate constraints. Subtyping constraints are generated from function and ref-
erence introduction and elimination sites, to ensure that any solution found for these variables is well-
typed.
The rule for transient checks differs from the others. First, there is the question of what constraint type
to give the result of a check. Consider the program λ(x:α)→β. (x⇓→). In the body of the function x
has type α, but the type of the check expression x⇓→ ought to be a function, because the check will
fail at runtime if x is not a function. The check cannot, however, specify argument and return types.
Therefore the type of x⇓→ is a function whose argument and return types are fresh type variables.
This type is obtained using the▷S relation in Figure 7, where S is the type tag checked against (in this
case→). If the type on the left already corresponds to S, the type on the right is the same, but if it is
a variable the right-hand side is a new type that corresponds to S but is otherwise inhabited by fresh
variables.
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type variables α, β, γ
leaf types V ::= α | ⋆
constraint types A ::= V | int | ref V | V → V
constraints C ::= A <: A | (A:S) = A
constraint sets Ω ∈ P(C)
A▷S A
V1 → V2 ▷→ V1 → V2
α ▷→ β → γ
with β, γ fresh
ref V ▷ref ref V
α ▷ref ref β
with β fresh
int ▷int int
V ▷int int
A ▷⋆ A
Γ ⊢ d : A; Ω
Γ ⊢ d : A1; Ω A1 ▷S A2
Γ ⊢ d⇓S : A2; Ω ∪ {(A1:S) = A2}
Γ, x:α ⊢ d : A; Ω
Γ ⊢ λ(x:α)→β. d : α→ β; Ω ∪ {A <: β}
Γ ⊢ d1 : V1 → V2; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1 d2 : V2; Ω1 ∪ Ω2 ∪ {A <: V1}
Γ ⊢ d : A; Ω
Γ ⊢ refα d : ref α; Ω ∪ {A <: α}
Γ ⊢ d1 : ref V ; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1:=d2 : int; Ω1 ∪ Ω2 ∪ {A <: V }
Γ ⊢ d1 : int; Ω1 Γ ⊢ d2 : int; Ω2
Γ ⊢ d1 + d2 : int; Ω1 ∪ Ω2
Γ(x) = A
Γ ⊢ x : A; ∅ Γ ⊢ n : int; ∅
Γ ⊢ d : ref V ; Ω
Γ ⊢ !d : V ; Ω
Figure 7. Syntax and constraint generation for λ⇓d
Checks do not generate subtype constraints: checking that something with type α is a function should
not introduce the constraint α <: β → γ, because the solution to α might not actually be a function.
For example, if all values that flow into a variablewith typeα are integers, then at runtime this checkwill
fail, which is an acceptable behavior for gradually typed programs. However, if only functions inhabit
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x, then the argument and return types of those functions must be equal to β and γ respectively. Check
expressions instead generate check constraints, written (A1:S) = A2, which constrain the solution for
A2 so that, if the solution ofA1 corresponds to the type tag S, thenA1 = A2.
Note that these type-directed constraint generation rules show that λ⇓d is not a gradually typed lan-
guage: for example, the application rule requires that the expression in function position has a function
type, not that it be consistent with a function type. This is because the translation process in Figure 6
has inserted check expressions throughout the program already; any well-typed, closed λ⋆s terms can
be translated to a well-typed λ⇓d term.
Theorem 6.1. If ∅ ⊢ s⇝ d : U , then ∅ ⊢ d : A; Ω.
This lemma is an immediate corollary of Lemma B.4, given in Appendix 2.
3.2.1. Constraints from the open world. The constraint generation system in Figure 7 is sufficient
to find a solution if the program does not interact with external code (a closed world), but not if the
program can interact with code that may not know about or respect the types it expects. Previously, I
showed that transient check insertion ensures safety in open world contexts, but optimizing transient
programs based only on internal information could result in the deletion of checks critical to preserving
open-world safety.
Fortunately, Rastogi et al. [67] observed that the overall type of a program will encode the information
flows that it exchanges with the open world. Figure 8 shows additional constraints generated from the
overall type of a program to protect it from the open world. Constraints such as ⋆ <: V constrain V
to be dynamic, while constraints like V <: ⋆ allow V to be more specific types, but guarantee that any
type variables that flow through V in a contravariant position will be constrained to ⋆. For example,
given the constraints
V1 <: ⋆, V2 → V3 <: ⋆
the rules shown below in Section 3.3 guarantee that V2 will be constrained to ⋆; this is essential because
V2 is in a contravariant position, and if the a function with type V2 → V3 flows into the open world, the
open world can pass whatever it wishes into V2. This also allows our analysis to be modular: individual
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⊢ A : Ω
⊢ V : {V <: ⋆} ⊢ int : ∅ ⊢ ref V : {V <: ⋆, ⋆ <: V } ⊢ V1 → V2 : {⋆ <: V1, V2 <: ⋆}
Figure 8. Open world constraint generation.
types T ::= T → T | ref T | int | ⋆ | α
constraints C ::= A <: A | (A:S) = A | A = A | α : S | α ≜ T
maps σ ::= α 7→ T, . . . , α 7→ T
parts(A) = {α, . . . , α}
parts(⋆) = ∅
parts(int) = ∅
parts(α) = ∅
parts(α1 → α2) = {α1, α2}
parts(ref α) = {α}
⌈S⌉ = A
⌈int⌉ = int
⌈ref⌉ = ref ⋆
⌈→⌉ = ⋆→ ⋆
⌈⋆⌉ = ⋆
Figure 9. Syntax and utility functions for simplifying constraint sets.
modules can be optimized in isolation by making pessimistic assumptions about what kinds of values
flow from one module to another.
3.3. Computing Constraint Solutions. We compute solutions σ for constraint sets Ω with an ap-
proach based on the algorithm of Aiken and collaborators [6, 8, 7], but with the addition of check con-
straints, requiring constraint sets to be solved incrementally.
Figure 10 shows rules for simplifying constraint sets, with syntax and utility functions shown in Figure
9. These rules introduce three additional forms of constraints: equality constraints A1 = A2 indicate
equality between A1 and A2 [50, 62], tag constraints α : S indicate that the solution to the variable
α must have the type constructor corresponding to S, and definition constraints α ≜ T constrain the
solution of variables α to be exactly T , which is a “full” inductive type as shown in Figure 9.
166
Ω −→ Ω
Ω ∪ {V1 → V2 <: ⋆} −→ Ω ∪ {⋆ <: V1, V2 <: ⋆}
Ω ∪ {V1 → V2 <: V3 → V4} −→ Ω ∪ {V3 <: V1, V2 <: V4}
Ω ∪ {ref V <: ⋆} −→ Ω ∪ {V = ⋆}
Ω ∪ {ref V1 <: ref V2} −→ Ω ∪ {V1 = V2}
Ω ∪ {V <: V } −→ Ω
Ω ∪ {int <: ⋆} −→ Ω
Ω ∪ {V1 → V2 = V3 → V4} −→ Ω ∪ {V1 = V3, V2 = V4}
Ω ∪ {ref V1 = ref V2} −→ Ω ∪ {V1 = V2}
Ω ∪ {A = A} −→ Ω
Ω ∪ {A = α} −→ Ω ∪ {α = A}
where A ̸= α′
Ω ∪ {α = A} −→ Ω[α/A] ∪ {α ≜ A}
where α ̸∈ vars(A) and (α ≜ T ) ̸∈ Ω
Ω ∪ {(A:S) = A} −→ Ω
Ω ∪ {α : S, (α:S) = A} −→ Ω ∪ {α = A}
where ((α:S ′) = A′) ̸∈ Ω
A ̸= α
Ω ∪ {α : S1, (α:S2) = A} −→ Ω ∪ {α : S1} ∪ {α′ = ⋆ | ∀α′ ∈ parts(A)}
where S1 ̸= S2
Ω ∪ {(α:S) = A1, (α:S) = A2} −→ Ω ∪ {(α:S) = A1, A2 = A1}
Ω ∪ {α : S} −→ Ω ∪ {α = A}
where ((α:S ′) = A′) ̸∈ Ω and (α ≜ T ) ̸∈ Ω and
(α = A′) ̸∈ Ω and α▷S A
Figure 10. Simplification of constraint sets.
The first six rules decompose subtyping constraints, and are followed by rules for decomposing equal-
ities. Equality constraints on variables α = A immediately become definition constraints α ≜ A
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S ⊔ S = S
S ⊔ S = S
S1 ⊔ S2 = ⋆ if S1 ̸= S2
⌊A⌋ = S
⌊int⌋ = int
⌊ref V ⌋ = ref
⌊V1 → V2⌋ = →
⌊⋆⌋ = ⋆
Ω ⇓ σ
Ω = Ω′ ∪ {A1 <: α, . . . , An <: α}
α ∈ vars(Ω′) ∨ n > 0 ∀i ≤ n, Ai ̸= α′ ∧ α ̸∈ vars(Ai)
S = ⊔i≤n⌊Ai⌋ Ω′ solvable α Ω normal Ω ∪ {α : S} ⇓ σ
Ω ⇓ σ
Ω −→∗ Ω′ Ω′ ⇓ σ
Ω ⇓ σ
Ω = {α1 ≜ T1, . . . , αn ≜ Tn}
∀α, i ≤ n, α ̸∈ vars(Ti)
Ω ⇓ α1 7→T1, . . . , αn 7→Tn
Ω solvable α
Ω = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4
Ω2 = {α1 ≜ T1, . . . , αn ≜ Tn} Ω3 = {(α:S1) = A1, . . . , (α:Sm) = Am}
Ω4 = {α <: V1, . . . , α <: Vp} α ̸∈ vars(Ω1) ∀i ≤ n, αi ̸= α ∀j ≤ m, α ̸∈ vars(Aj)
Ω solvable α
Figure 11. Solving constraint sets.
(exploiting the fact that all shallow typesA are syntactically also full typesT ) and result inα being sub-
stituted byA in the rest of the constraint set. Tag constraintsα : S1 and check constraints (α:S2) = A
combine to generate equality constraints forα: if the tag constraint’s tag and the check constraint’s tag
are equal (S1 = S2) then the constraint α = A is added. Otherwise, the leaves (or parts) ofA are con-
strained to be ⋆, indicating that the system was unable to prove that the check that generated the check
constraint will succeed. The next rule causesmultiple check constraints on the same variable and tag to
be combined, and finally, if the system contains a tag constraint but no check constraint on its variable,
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a ∈ addresses
e ::= a | x | n | e+ e | λx. e | (e e) | let x = e in e | ref e | !e | e:=e | e⇓S | fail
Σ ::= · | Σ, a:T
Figure 12. Syntax for λ→e .
the variable is constrained to be a type with a constructor corresponding to S but fresh variables in its
leaves.
Figure 11 shows the solution algorithm Ω ⇓ σ. This algorithm applies the simplification rules until
exhaustion and then selects an unsolved variable α and determines its tag. The variable to be solved
can only appear at the top level of subtyping constraints (e.g.,α→ β <: ⋆ ̸∈ Ω). Further,αmust have
only other variables or ⋆ as upper bounds—but this requirement is satisfied by all constraints generated
from the rules in Figure 7. These conditions are specified by the Ω solvable α relation in Figure 11. If
these conditions hold, α’s tag is the join of all the lower bounds of α (using the ⊔ operator in Figure
11). The resulting tag constraint is then added toΩ and the result is simplified. This process terminates
onceΩ is only inhabited by definition constraints, and results in a substitution σ generated from these
constraints.
3.4. Check Removal. When a constraint set Ω is solved by a substitution σ, the types in σ can be
relied on because they were inferred directly from the program. They may be more or less precise, or
entirely different, from the programmer’s annotated types. Figure 13 shows the rules for translating the
program to final target language, λ→e , which is defined in Figure 12. This translation uses σ to decide
which checks can be deleted, as shown in rules DCheckRemove, DCheckKeep, and DCheckFail: if the
inferred type for the checked expression d is found to be more or equally precise (with the⪯ operator)
than the tag it is checked against, then the check can be removed by DCheckRemove. If the type of d is
less precise (which is only the case when d’s type is ⋆), the check remains by DCheckKeep, and if S and
d’s type are unrelated, then the check will always fail at runtime, so by DCheckFail the check is replaced
by fail, an expression which errors when evaluated. Since this expression always fails, it would be
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Γ;σ ⊢ d⇝ e : T
DAbs
Γ, x:α;σ ⊢ d⇝ e : T ⊢ T <: σβ
Γ;σ ⊢ λ(x:α)→β. d⇝ λx. e : σα→ σβ
DLet
Γ;σ ⊢ d1 ⇝ e1 : T1 Γ, x:T1;σ ⊢ d2 ⇝ e2 : T2
Γ;σ ⊢ let x = d1 in d2 ⇝ let x = e1 in e2 : T2
DApp
Γ;σ ⊢ d1 ⇝ e1 : T1 → T2 Γ;σ ⊢ d2 ⇝ e2 : T ′1 ⊢ T ′1 <: T1
Γ;σ ⊢ d1 d2 ⇝ (e1 e2) : T2
DRef
Γ;σ ⊢ d⇝ e : T ⊢ T <: σα
Γ;σ ⊢ refα d⇝ ref e : ref σα
DDeref
Γ;σ ⊢ d⇝ e : ref T
Γ;σ ⊢ !d⇝ !e : T
DUpdt
Γ;σ ⊢ d1 ⇝ e1 : ref T
Γ;σ ⊢ d2 ⇝ e2 : T ′ ⊢ T ′ <: T
Γ;σ ⊢ d1:=d2 ⇝ e1:=e2 : int
DVar
Γ(x) = A
Γ;σ ⊢ x⇝ x : σA
DInt
Γ;σ ⊢ n⇝ n : int
DAdd
Γ;σ ⊢ d1 ⇝ e1 : int Γ;σ ⊢ d2 ⇝ e2 : int
Γ;σ ⊢ d1 + d2 ⇝ e1 + e2 : int
DCheckRemove
Γ;σ ⊢ d⇝ e : T ⌊T ⌋ ⪯ S
Γ;σ ⊢ d⇓S ⇝ e : T
DCheckKeep
Γ;σ ⊢ d⇝ e : ⋆ S ̸= ⋆
Γ;σ ⊢ d⇓S ⇝ e⇓S : ⌈S⌉
DCheckFail
Γ;σ ⊢ d⇝ e : T T ̸= ⋆ ⌊T ⌋ ̸⪯ S
Γ;σ ⊢ d⇓S ⇝ fail : T ′
Figure 13. Translation from λ⇓d to λ→e .
reasonable to additionally warn the programmer of the error at compile-time, and Reticulated Python’s
implementation of this algorithm does so. However, the DCheckFail rule does not cause the program
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⌈S⌉ = T
⌈→⌉ = ⋆→ ⋆
⌈ref⌉ = ref ⋆
⌈int⌉ = int
⌈⋆⌉ = ⋆
⌊T ⌋ = S
⌊T1 → T2⌋ = →
⌊ref T ⌋ = ref
⌊int⌋ = int
⌊⋆⌋ = ⋆
S ⪯ S
→ ⪯ → ref ⪯ ref
int ⪯ int S ⪯ ⋆
⊢ T <: T
⊢ int <: int
⊢ T3 <: T1 ⊢ T2 <: T4
⊢ T1 → T2 <: T3 → T4
⊢ T1 <: T2 ⊢ T2 <: T1
⊢ ref T1 <: ref T2
⊢ ⋆ <: ⋆ ⊢ int <: ⋆
⊢ T1 → T2 <: ⋆→ ⋆
⊢ T1 → T2 <: ⋆
⊢ ref T <: ref ⋆
⊢ ref T <: ⋆
Figure 14. Full types and subtyping.
to be statically rejected, because this analysis is a runtime optimization that maintains the semantics
of the gradually typed language, where a check would detect a runtime error and fail.
3.4.1. Soundness of constraint solving. To prove that the solution algorithm shown in Figure 11
generates valid solutions to constraint sets, we must first define what a solution to a constraint set Ω
must consist of. A constraint set is solved by a mapping σ if all the constraints in Ω are satisfied, and
a subtyping constraint A1 <: A2 is satisfied if ⊢ σA1 <: σA2, where σA is the substitution of all
variables in A with their definitions in σ, resulting in a type T , and using the subtyping relation on T
defined in Figure 14. Note that the subtyping rules for types T do not admit ⋆ as a universal supertype
(i.e. ⊤): function types are only subtypes of ⋆ if the function is a subtype of ⋆ → ⋆, which in turn
requires the function’s source type to be ⋆ itself. This is required to ensure that function types that
are passed into ⋆ cannot make any assumptions about what arguments are passed into them. Similar
reasoning applies to why references are only subtypes of ⋆ if they are subtypes of ref ⋆.
A check constraint (A1:S) = A2 can be satisfied in one of two ways: first, ifσA1 corresponds to the tag
S, then the check constraint is simply an equality constraint, and it is satisfied if σA1 is syntactically
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equal to σA2, written⊢ σA1 = σA2. On the other hand, if σA1 does not correspond to S, then all that
can be known about σA2 is that it does correspond to S, since the transient check that generated the
constraint will fail if values flowing through it do not. If S is→, then ⌊σA2⌋ = → but the argument
and return types of σA2 must be dynamic—the values flowing through the check may be from the open
world, beyond the reach of the analysis. Likewise, reference types must be references to ⋆ if they are on
the right of a check constraint with a mismatch between the checked type on the left and the tag.
Therefore, the definition of a solution σ toΩ is as follows:
Definition 6.1. A mapping σ is a solution toΩ if:
(1) For allA1 <: A2 ∈ Ω, ⊢ σA1 <: σA2.
(2) For all (A1:S) = A2 ∈ Ω:
(a) If ⌊σA1⌋ = S, then ⊢ σA1 = σA2.
(b) Otherwise, for all α ∈ parts(A2), ⊢ σα = ⋆.
(3) For allA1 = A2 ∈ Ω, ⊢ σA1 = σA2.
(4) For all α ≜ T ∈ Ω, ⊢ σα = T .
(5) For all α : S ∈ Ω, ⌊σα⌋ = S.
We can now prove that the solution algorithm in Figure 11 generates valid solutions.
Theorem 6.2. IfΩ ⇓ σ, then σ is a solution toΩ.
This proof is shown in Appendix 2.5 and is by induction onΩ ⇓ σ. It relies on a lemma showing that a
solution to anyΩ is also a solution forΩ′ ifΩ′ −→ Ω.
3.4.2. Correctness of check removal. To show that our our approach preserves the semantics of the
program, we prove that any check that would be removed by the translation process (as given in Figure
13) cannot fail if it remained in the program. Given some λ⇓d program d, suppose that the constraint
generation process from Figure 7 gives d the type A (which may be a variable) and generates the con-
straintsΩ, and assume thatΩ is solved by someσ. We can translate d directly intoλ→e by simply erasing
its type annotations, without using σ to perform the syntax-directed optimization process from Figure
13. This erased program |d|, generated using the erasure rules defined in Figure 15, contains all the
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ρ ::= · | ρ, x = v
Σ ⊢ ρ : Γ
Σ ⊢ · : ∅
∅; Σ ⊢ v : T Σ ⊢ ρ : Γ
Σ ⊢ ρ, x = v : Γ, x : T
|d| = e
|x| = x
|n| = n
|λ(x:X)→Y. d| = λx. |d|
|d1 d2| = |d1| |d2|
|refX d| = ref |d|
|!d| = !|d|
|d1:=d2| = |d1|:=|d2|
|d1 + d2| = |d1| + |d2|
|d⇓S| = |d|⇓S
Figure 15. Rules for environments and for erasing to λ⇓d to λ→e .
checks originally present in d. Suppose that |d| evaluates to a value using the small-step dynamic se-
mantics for λ→e defined in Figure 16, and is then checked against the type tag of its solution, ⌊σA⌋. We
prove that this check will always succeed at runtime. This is the same criterion used to actually remove
checks in Figure 13, so by showing that the checks that would be removed are redundant, we verify that
they can be removed.
In this theorem, dmay be an open term—ρ(|d|) substitutes values from an environment ρ (defined and
given a typing judgment in Figure 15) into |d|.
Theorem 6.3. Suppose Γ ⊢ d : A; Ω and σ is a solution to Ω and Σ ⊢ ρ : σΓ and Σ ⊢ µ and
〈ρ(|d|), µ〉 −→∗ 〈v, µ′〉. If ⌊σA⌋ ⪯ S, then 〈v⇓S, µ′〉 ̸−→ fail.
This proof is shown in Appendix 2.4. It relies on a preservation lemma and a lemma showing that, from
the canonical forms lemma on λ→e , any value v with type σA will necessarily correspond to that type.
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ς ::= 〈e, µ〉 | fail
v ::= a | n | λx. e
µ ::= · | µ[a := v]
E ::= □ | E + e | v + E | (E e) | (v E) | let x = E in e | refE | !E | E:=e | v:=E | E⇓S
〈e, µ〉 −→ ς
ECheck 〈v⇓S, µ〉 −→ 〈v, µ〉 if hastype(v, S)
ECheckFail 〈v⇓S, µ〉 −→ fail if ¬hastype(v, S)
EFail 〈fail, µ〉 −→ fail
ERef 〈ref v, µ〉 −→ 〈a, µ[a := v]〉 where a fresh
EDeref 〈!a, µ〉 −→ 〈v, µ〉 where µ(a) = v
EUpdt 〈a:=v, µ〉 −→ 〈0, µ[a := v]〉 where µ(a) = v′
EApp 〈((λx. e) v), µ〉 −→ 〈e[x/v], µ〉
ELet 〈let x = v in e, µ〉 −→ 〈e[x/v], µ〉
EAdd 〈n1 + n2, µ〉 −→ 〈n′, µ〉 where n1 + n2 = n′
〈e, µ〉 −→ 〈e′, µ′〉
〈E[e], µ〉 7−→ 〈E[e′], µ′〉
〈e, µ〉 −→ fail
〈E[e], µ〉 7−→ fail
hastype(v, S)
hastype(v, ⋆) hastype(n, int) hastype(λx. e,→) hastype(a, ref)
Figure 16. Dynamic semantics for λ→e .
4. Performance of Optimized Transient Gradual Typing
In this section we apply the above approach to optimize Reticulated Python, and summarize Reticu-
lated’s performance characteristics when running on CPython. This required expanding the type sys-
tem and constraint generation of Section 3 to handle Python features such as objects and classes, data
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structures such as lists and dictionaries, bound and unbound methods, and variadic functions. In addi-
tion, the constraint generation includes polymorphic functions and intersection types, although they
only occur in the pre-loaded type definitions for Python libraries and builtin functions.
Figures 2 and 3, as previously discussed, show the execution time and overheads for optimized configu-
rations from the typing lattice of each benchmark when executed using CPython. Optimized configura-
tions are shown as blue triangles. Performance is dramatically improved compared to the unoptimized
(red circle) configurations. In several benchmarks, the overhead is entirely eliminated because the op-
timization is able to delete nearly every check in every configuration from the typing lattice. For these
results, we make the closed world assumption for the benchmarks.
The suffixtree benchmark, which Takikawa et al. [90] tested in Typed Racket and found overheads of
up to 105×, also performs worse than other benchmarks in Reticulated Python after optimization: al-
though it has negligible overhead in configurations with high type weight, some configurations with in-
termediate typeweight still have an overhead of over 2×. This is becausesuffixtree, unlike the other
benchmarks, cannot be fully statically typed using Reticulated Python’s type system: the version with
the highest type weight, used to generate the other samples, still includes a function, node_follow,
which is both annotated as returning type Any, and which our inference process is unable to generate
any type more specific than Any, because it is able to return either a function or a boolean, and neither
Reticulated Python’s surface gradual type system, nor the type system used in inference, support union
types.
Because node_follow’s return values flow into statically typed code, checks will be needed. In most
configurations, checks occur when the result of node_follow passes into a statically typed function,
and checks can be removed from the rest of the program. However, some configurations allow the
dynamic values to flow further into the program before encountering a check; the dynamicity has “in-
fected” more of the program and degraded performance.
Figure 17 summarizes the performance results for both optimized and unoptimized Reticulated Python
under CPython. This table shows the mean overhead, maximum overhead, and overhead for the fully
typed (or nearest to fully typed) configurations for each benchmark with the original unoptimized ap-
proach and with our optimization. Without optimization, the average of all configurations from each
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Unopt. overheads Opt. overheads
Benchmark Mean Max Static Mean Max Static
pystone 2.39× 3.82× 3.72× 1.01× 1.03× 1.00×
chaos 1.84× 3.22× 3.15× 1.10× 1.46× 0.98×
snake 2.31× 3.79× 3.70× 1.04× 1.49× 0.98×
go 2.32× 4.87× 4.56× 1.02× 1.14× 1.02×
meteor_contest 1.82× 3.20× 3.05× 1.00× 1.10× 1.00×
suffixtree 2.49× 4.48× 4.34× 1.27× 2.38× 0.98×
float 2.04× 3.53× 3.53× 1.01× 1.12× 1.00×
nbody 2.70× 5.95× 5.19× 0.98× 1.27× 0.95×
sieve 1.52× 2.17× 2.09× 1.01× 1.06× 1.01×
spectral_norm 2.19× 3.33× 2.98× 1.00× 1.20× 0.99×
Average 2.21× 5.95× 3.63× 1.06× 2.38× 0.99×
Figure 17. Performance details for Reticulated Python benchmarks under CPython.
Red text indicates worse than 3-deliverability and blue highlighting indicates 1.25-
deliverability.
benchmark meets the cutoff of 3-deliverability, meaning that their overheads were 3× or less, but most
static cases in the benchmarks are not 3-deliverable. Our optimization dramatically improves the re-
sults: not only are all configurations 3-deliverable, but all fully typed configurations pass the stricter
cutoff of 1.25-deliverability, with slowdowns of 25% or less over the original untyped program. In all,
we found that with the optimization, the average overhead across the typing lattices of all benchmarks
was only 6%.
5. Performance on PyPy, a Tracing JIT
The analysis described in Section 3 and evaluated in Section 4 removed checks when they can be stati-
cally guaranteed to never fail, which suggests that a dynamic analysis could accomplish the same task.
We examined this question using a tracing JIT implementation of Python 3, PyPy [18]. As a tracing JIT,
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PyPy’s implementation of Python 3 is dramatically more efficient in general than CPython, which is
implemented as an interpreter; as a result, PyPy performs on average 4.3× better than CPython on the
untyped version of the benchmarks when considering absolute execution time. As a result, in order to
isolate the specific cost of runtime enforcement of gradual typing, in this section all comparisons are
between one PyPy execution and another.
Figures 18 and 19 show the typing lattices for our benchmarks when run on PyPy, bothwith the standard
and optimized transient approaches. Figure 20 summarizes these results. Without static check removal,
PyPy’s performance varies but is almost always better than CPython’s relative to the baseline perfor-
mance of the untyped benchmarks. In some benchmarks (float, nbody, sieve, spectral_norm)
configurations across the typing lattice perform almost as well as the untyped version of the program
without any static optimizations. In other cases (pystone, chaos, snake) performance still degrades
as types are added, although to a lesser degree than with CPython. In one case, go, transient gradual
typing significantly improves performance on average, suggesting that transient checks may cause the
JIT compiler to activate earlier or with better traces than it would otherwise. All configurations were
3-deliverable and most were 1.25-deliverable even without optimization, with an overall mean slow-
down of 3%, though some configurations have significant overhead (up to 2.61×). In all cases, the
parameters of the experiment were tuned in order to allow the JIT to have sufficient time to warm up,
and without this additional time the performance overhead of Reticulated Python is relatively larger.
For example, in the pystone experiment shorter executions led to the fully-typed version of the pro-
gram displaying a 3× overhead compared to the untyped program, similar to the overhead observed
with CPython. However, when increasing the number of iterations of the main loop in this example by
100×, the overall overhead (including warmup) drops to 1.7×. As Barrett et al. [14] show, JIT warmup
behavior is unpredictable, and future work will require further study of the performance of PyPy with
Reticulated Python at different stages of warmup.
The best results were obtained by combining our optimization and the PyPy JIT. When run with opti-
mized transient gradual typing, the average overhead was 0% over the baseline, and every configuration
fell within the 1.25x-deliverable range. The result is an approach that appears practical for real-world
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Benchmark: snake Benchmark: go
(112 SLoC, 662 configurations) (394 SLoC, 1001 configurations)
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Benchmark: meteor_contest Benchmark: suffixtree
(106 SLoC, 972 configurations) (338 SLoC, 1001 configurations)
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Figure 18. Typing lattices for Reticulated Python benchmarks under PyPy (1 of 2).
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Benchmark: float Benchmark: nbody
(48 SLoC, 162 configurations) (74 SLoC, 892 configurations)
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Benchmark: sieve Benchmark: spectral_norm
(50 SLoC, 282 configurations) (44 SLoC, 312 configurations)
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Figure 19. Typing lattices for Reticulated Python benchmarks under PyPy (2 of 2).
applications. In future work, we will further examine the interactions between JITs and the transient
approach, for example, to better understand the speedups seen in go.
Figure 21 shows the relative performance of each approach, normalized to the performance of stan-
dard, unoptimized Reticulated Python running on CPython. Every configuration of every experiment
is represented in this graph, normalized against the overhead of CPython without optimization. This
representation is owed to Bauman et al. [15]. Since CPythonwithout optimization is normalized against
itself, it forms a line x = y, while the farther below that line every other configuration is, the better
its relative performance. As always, PyPy configurations are normalized against the baseline perfor-
mance of the untyped experiment under PyPy, and CPython overheads are normalized against CPython
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Unopt. overheads Opt. overheads
Benchmark Mean Max Static Mean Max Static
pystone 1.24× 1.65× 1.62× 1.01× 1.04× 1.00×
chaos 1.18× 2.61× 2.31× 1.02× 1.12× 1.00×
snake 1.25× 2.28× 2.24× 1.02× 1.23× 1.00×
go 0.61× 1.29× 0.57× 0.92× 1.19× 1.16×
meteor_contest 1.02× 1.12× 1.01× 1.01× 1.05× 1.05×
suffixtree 1.06× 1.31× 1.06× 1.00× 1.16× 0.96×
float 0.98× 1.05× 0.98× 0.97× 1.00× 0.95×
nbody 1.00× 1.05× 1.01× 1.00× 1.02× 0.99×
sieve 1.05× 1.18× 1.06× 1.05× 1.11× 1.04×
spectral_norm 1.08× 1.15× 1.12× 1.01× 1.03× 1.01×
Average 1.03× 2.61× 1.30× 1.00× 1.23× 1.02×
Figure 20. Performance details for Reticulated Python benchmarks under PyPy.
executions. This representation shows that each alternate approach studied in this chapter—the static
optimization, running on PyPy, and both—result in a dramatic improvement in performance compared
to the standard design.
Reticulated Python is not the only approach to gradual typing that can use a tracing JIT—Bauman et al.
[15] showed that Pycket, a language based on Typed Racket but implemented in RPython (a language
for automatically generating tracing JITs that PyPy itself is implemented in) [18], performed better than
standard Typed Racket but still displayed worst-case overheads of up to 10.5×. Pycket uses the guarded
strategy, and while the tracing JIT was successful at reducing the overhead of that approach, our results
suggest that the transient enforcement strategy is especially suited to use with tracing JITs.
6. Discussion and Future Work
In this section I will discuss some of the remaining open problems introduced by this work, and suggest
directions for future research.
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Figure 21. Performance comparison of CPython and PyPy with and without optimiza-
tion, relative to the performance of Reticulated under CPython without optimization.
6.1. Further Optimizations. The inference technique discussed in this chapter and implemented in
Reticulated Python has so far only been applied to remove the checks inserted during the transient
translation phase. However, in principle it could be use to perform additional optimizations. For in-
stance, Python programmers oftenmanually write checks that are equivalent to transient enforcement:
for example, the following program includes a isinstance check which returns whether a variable is
an integer or not.
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1 def f(x):
2 if isinstance(x, int):
3 return x + x
4 else:
5 return -1
6
7 f(42)
In this case, the type inference phase could determine that x is always an integer (assuming a closed
world), and so the isinstance check is known to always return true. As a result, the runtime overhead
of the check could be removed, and the entire else-branch of the conditional could be deleted as dead
code.
Yet more potential optimizations may become available in other contexts. For example, many dynamic
languages like Python perform runtime tag checks to ensure that, for example, callees are values that
may be called. If a surface language is translated to a target language that explicitly represents these
checks, our inference approach may be able to remove unnecessary checks, allowing for the program to
become more performant overall; this approach would be similar to the tag-check-removal inference
techniques proposed for Scheme by Henglein [46].
6.2. Blame. Blame tracking and the blame theorem are key features of gradually typed languages (cf.
Chapter 5), andwhile the optimization technique and implementation discussed in this chapter does not
focus on blame tracking, there are important connections and crucial future work which I will discuss
in this section.
6.2.1. Collaborative blame tracking à la Chapter 5. In Chapter 5 I described an approach to blame
tracking for transient gradual typing that uses a runtime blame map to indicate, when a check fails, a
set of possibly responsible boundary-crossing sites. Combining this approach to blame tracking with
the optimization presented here is future work made more challenging by the fact that, in the blame
tracking scheme, runtime checks domore than just verify that values correspond to type constructors—
they also update the blamemapwhen the check passes, in order to link the blame history of the result of
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the check with the value that triggered it (for example, if a check is validating that the result of calling
a function with type int → int → int is a function and the check passes, the check then also connects
the resultant returned function’s blame information with that of the original function that produced it,
in order to blame the source of the original function if the resultant function turns out not to actually
return an int). As a consequence, checks cannot be so cavalierly deleted in that system as they are here,
because of their dual role.
It is clearly possible and would be a straightforward extension to replace any check which has been
proven to be redundant with a command that unconditionally updates the blamemap, without needing
to examine the value’s runtime type. This would remove some of the overhead of transient blame-
tracking, though much of it would remain. It is possible that this analysis could be extended to prove
whether or not segments of code have to be blame-tracked at all, by proving that not only do they not
evaluate to fail, but that no blame-tracking path can traverse values originating in that segment of
code either. In such a case, all blame-tracking code could be removed altogether; it is not immediately
apparent that the inference technique presented here (focused as it is on type constructors) extends to
the analysis required for that optimization, however.
6.2.2. Static blame computation. The inference technique used here does, however, suggest a differ-
ent technique for providing blame information to programmers when checks fail, by augmenting those
checks that are not deleted with why they were not able to be deleted. Recall that the key technique
used in Section 3 is to determine the type constructors of all lower bounds of type variables, and delete
checks of values whose types are variables if the variable’s lower bounds all correspond to the construc-
tor being checked against. In the cases when a check is not deleted, it is because one of these lower
bounds has a constructor that does not correspond to the check.
In future work, I aim to extend this approach so that constraints include blame labels corresponding
to their location in the source, and when a check is not proven to be redundant, the check will be aug-
mented with these blame labels. Then, if the check fails at runtime, it will report the possible locations
that could have led to the error occurring.
This approach is distinct from traditional blame tracking because it is entirely static—values themselves
do not track blame information and it is not calculated during execution; instead, types and constraints
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track blame information, and it is calculated statically and is therefore less precise than traditional
blame tracking. Nonetheless, unlike runtime blame tracking, the fact that it can be computed statically
means that it is likely to display little or no runtime overhead. I aim to implement this design and
explore this hypothesis in future work.
6.2.3. Correctness and the BlameTheorem. Finally, I observe thatwhile blame-tracking as a practical
development aid to programmers is not a part of this work, properties similar to those required by the
blame theorem are. Recall that the blame theorem, informally described by Wadler and Findler [104] as
“well-typed programs can’t be blamed,” requires that any conversion between two types (in the context
of the guarded strategy, a cast) is “safe,” then if a program containing such a conversion results in a
runtime enforcement failure, that particular conversion is not blamed. A corollary of this is that if all
conversions in a program are safe, and assuming that runtime enforcement failures are only generated
from conversion sites (as is the case in the guarded strategy), then the program will not fail—again,
“well-typed programs can’t be blamed.”
A similar property also holds for the transient design presented here, as a corollary of Theorem 6.3.
Corollary 6.1. Suppose ∅ ⊢ d : A; Ω and σ is a solution toΩ.
Suppose also that for all terms e⇓S that appear in the derivation of∅ ⊢ d : A; Ω, there exists aΓ, ρ, A′,Ω′,Σ, µ, µ′
such that Γ ⊢ d : A′; Ω′, σ is a solution toΩ′,Σ ⊢ ρ : σΓ′, 〈ρ(e), µ〉 −→∗ 〈v, µ′〉, and ⌊σA′⌋ ⪯ S.
Then 〈v⇓S, µ′〉 ̸−→ fail.
In other words, if all of the checks that appear in a program are safe, then the program itself will not
fail (whether or not those checks are removed). This proof relies on the fact that all checks that could
ever be evaluated in a program exist in its source (no new checks are generated), and that the only way
for a program to step to fail is via a failed check—both assumptions that clearly hold from inspecting
the evaluation rules in Figure 12.
One remaining question is what the relationship between the “safety” criterion presented here and that
of the blame theorem in guarded systems is. Both are claims about the runtime behavior of a program,
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and in both cases the antecedents of the theorem trivially hold for all programs in statically-typed sub-
sets of the languages that the theorem holds in. However, there may be significant differences in what
other programs can be considered “safe.” As discussed inChapter 5, the sets of gradually typed programs
that evaluate to runtime enforcement failures under guarded and under transient are overlapping, but
distinct, sets, which suggests that the safety criteria between them will vary as well. An important step
for understanding this may involve the development of criteria that describe safe evaluations rather
than safe programs; I conjecture that such a perspective may reveal behavior relationships between the
guarded and transient designs which are not apparent from simply observing the source locations where
runtime enforcement code has been inserted, a perspective from which guarded and transient appear
very different. In future work, I hope to develop such a perspective and use it to characterize what
makes programs safe or unsafe in both settings.
7. Related Work
Gradual type systems. In our work, checks are removed when we infer that the types they verify can
be trusted. This is suggestive of the strict confined gradual typing of Allende et al. [12], which allows
programmers to restrict types such that their inhabitants must never have passed through dynamic
code (indicated by ↓T ) or will never pass through dynamic code in the future (indicated by ↑T ). If a
term has type ↓T , the type system verifies that value originated from an introduction form for values of
that type. We suspect that this information could be used to remove transient checks or perform other
optimizations.
Our approach is also related to concrete types [108, 72], as discussed in Chapter 2, Section 2.4. The
formulation of concrete vs. like types given by Wrigstad et al. [108] is appropriate for the guarded se-
mantics, but splitting types into those which can be statically relied on and those which need runtime
verification is similar to our approach.
In addition to the Reticulated Python performance study of Greenman and Migeed [42], the transient
approach was also studied and evaluated by Greenman and Felleisen [41]. This work compared the tran-
sient and guarded approaches (there, referred to as “first-order embedding” and “higher order embed-
ding”) in the context of Racket. The use of a single host language allows these approaches to be directly
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compared, and they found that the transient approach resulted in much better worst-case performance
(in their experiments, 20.36× compared to 1072.80×) at the cost of losing the guarded approach’s
efficiency benefits when code is fully-typed.
Type inference. Aiken and Wimmers [7] generalize equational constraints used in standard Hindley-
Milner type inference [50, 62] to subset constraintsT ⊆ S. In this work types are interpreted as subsets
of a semantic domain of values and the subset relation is equivalent to subtyping. Their type system
includes union and intersection types and generates systems of constraints that may be simplified by
rewriting, similar to the rules for constraint simplification shown in Figure 9. Aiken and Fähndrich [6]
specialize this approach to determine where coercions are needed in dynamically typed programs with
tagging and untagging in order to optimize Scheme programs. This approach is similar to ours, except
that while our type system is much simpler and does not include untagged types and values, transient
checks must generate check constraints. Check constraints are similar to the conditional constraints of
Pottier [66], but rather than allowing arbitrary implications, check constraints reason exclusively about
type tags.
Soft type systems [23, 8] use a similar approach to integrating static and dynamic typing with type infer-
ence, but with a different goal: to allow programs written in dynamically typed languages to leverage
the benefits of static typing. Soft type systems use type inference to determine where runtime type
checks must be inserted into dynamically typed programs so they are well-typed in some static type
system. Cartwright and Fagan [23] reconstruct types for their language and determine where checks
are needed using circular unification on equality constraints [105] over an encoding of the supertypes
of each type in the program which factors out subtyping [69]. Aiken et al. [8] adapt subset constraint
generation to soft typing with similar results. The runtime checks, or narrowers, used in soft typing are
similar to transient checks: a narrower checks that a value corresponds to a specific type constructor.
The value is returned unmodified if so, and an error is raised if not. Narrowers serve a different pur-
pose than checks, however: narrowers let programs written in dynamically typed languages pass static
typechecking for optimization, while checks enforce the programmer’s claims about the types of terms.
The constraint system used by Flow’s type inference system, described for the Flowcore calculus by
Chaudhuri et al. [25], reasons about tags and tagchecks in order to find sound typings for JavaScript
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programs, though it relies on and trusts type annotations at module boundaries. Likewise Guha et al.
[44] relate type tags and types similarly to our approach and their tagchecks are equivalent to transient
checks, but their goal is to insert the tagchecks needed to type function bodies with respect to their
(trusted) annotations, rather than to detect violations of those annotations by untrusted callers.
Rastogi et al. [67] present an approach to optimizing gradually typed programs by inferringmore precise
types for program annotations, while preserving the program’s semantics. Our approach to ensuring
interoperability is based on theirs: visible variables in the overall type of a program and their co- or con-
travariant positions encodes escape analysis, and solutions that can soundly interoperate with arbitrary
code can be generated by adding constraints on these variables. Our constraints, however, are based on
subtyping rather than on consistency, because our constraints arise from checks and from elimination
forms rather than from casts, which are appropriate for guarded gradual typing rather than transient.
8. Conclusions
Gradual typing allows programmers to combine static and dynamic typing in the same language, but
allowing interaction between static and dynamic code while ensuring soundness incurs a runtime cost.
Takikawa et al. [90] found that this cost can be serious obstacle to the practical use of Typed Racket,
a popular gradually typed language which uses the guarded approach to gradual typing. In this paper,
we perform a detailed performance analysis of the transient approach in Reticulated Python by ana-
lyzing configurations from the typing lattices of ten benchmarks. We show that, in combination with
the standard Python interpreter, performance under the transient design degrades as programs evolve
from dynamic to static types, to a maximum of 6× slowdown compared to equivalent untyped Python
programs. To reduce this overhead, we use an static type inference algorithm based on subtyping and
check constraints to optimize programs after transient checks are inserted. This allows many redun-
dant checks to be removed. We evaluated the performance of this approach with an implementation in
Reticulated Python and found that performance across the typing lattices of our benchmarks improved
to nearly the efficiency of the original programs—a very promising result for the practicality of gradual
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typing. Finally, we re-analyzed our Reticulated Python benchmarks using PyPy, a tracing JIT, as a back-
end, and found that it produced good performance even without type inference, and that it displayed a
no overhead when used in combination with our static optimization.
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APPENDIX A
Appendices to Chapter 5
1. Appendix: Additional semantics
Figure 1 shows the translation fromλ⋆→ toλ
⇓
ℓ including the insertion of originmarkers, and is otherwise
identical to Figure 3. Similarly,Figure 2 shows the single-step reduction rules forλ⇓ℓ with originmarkers
p included; otherwise it is identical to the rules shown in Figure 6.
Figure 3 shows the precision relations for λ⇓ℓ and λ⋆→ used in proving the gradual guarantee. Figure 4
shows related auxiliary precision relations.
Figure 5 shows the typing rules for λ⇓ℓ expression contexts.
Figure 6 shows blame safety predicates.
2. Appendix: Proofs
2.1. Open world soundness.
Lemma A.1. If Γ(x) = T , then ⌊Γ⌋(x) = ⌊T ⌋.
Proof. Straightforward induction on Γ. □
Lemma A.2. If Γ;Σ ⊢ e : S and for all x ∈ dom(Γ), Γ(x) = Γ′(x) then Γ′; Σ ⊢ e : S.
Proof. Induction on Γ;Σ ⊢ e : S. □
Lemma A.3 (Translation preserves types). For all Γ, es, e, T , if Γ ⊢ es ⇝ e : T , then ⌊Γ⌋; ∅ ⊢ e : ⌊T ⌋.
Proof. By induction on Γ ⊢ es ⇝ e : T .
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Γ ⊢ es ⇝ e : T
(CInt)
Γ ⊢ n⇝ n : int
(CVar)
Γ(x) = T
Γ ⊢ x⇝ x : T
(CAdd)
Γ ⊢ es1 ⇝ e1 : T1 T1 ∼ int fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T2 T2 ∼ int fresh(ℓ2)
Γ ⊢ es1 + es2 ⇝ (e1::T1⇒ℓ1 int) +♦ (e2::T2⇒ℓ2 int) : int
(CFun)
Γ, f : T1 → T2, x : T1 ⊢ es ⇝ e′ : T ′2 T2 ∼ T ′2
Γ ⊢ fun f (x:T1) → T2. es ⇝
fun f x. (let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′) : T1 → T2
(CApp)
Γ ⊢ es1 ⇝ e1 : T T ▷ T1 → T2 fresh(f)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ)
Γ ⊢ es1 es2 ⇝ let f = e1::T⇒ℓT1 → T2 in
(f (e2::T
′
1⇒ℓT1)♦)⇓〈⌊T2⌋; f ; Res〉 : T2
(CRef)
Γ ⊢ es ⇝ e : T
Γ ⊢ ref es ⇝ ref e : ref T
(CDeref)
Γ ⊢ es ⇝ e : T T ▷ ref T1 fresh(x) fresh(ℓ)
Γ ⊢ !es ⇝ let x = e::T⇒ℓref T1 in !x♦⇓〈⌊T1⌋;x;Deref〉 : T1
(CUpdtRef)
Γ ⊢ es1 ⇝ e1 : T T ▷ ref T1 fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ2)
Γ ⊢ es1:=es2 ⇝ (e1::T⇒ℓ1 ref T1):=♦(e2::T ′1⇒ℓ2T1) : int
Figure 1. Compilation from λ⋆→ to λ
⇓
ℓ with origin markers.
Case CInt:
Γ ⊢ n⇝ n : int
By TInt, ⌊Γ⌋; ∅ ⊢ n : int.
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〈e, σ,B〉 −→ ς
(EFun) 〈fun f x. e, σ, B〉 −→ 〈a, σ[a 7→ (λx.e[a/f ])],B〉 where fresh(a)
(EApp) 〈a vp, σ, B〉 −→ 〈e[v/x], σ,B〉 where σ(a) = (λx.e)
(ERef) 〈ref v, σ, B〉 −→ 〈a, σ[a 7→ v],B〉 where fresh(a)
(EDeref) 〈!ap, σ, B〉 −→ 〈v, σ,B〉 where σ(a) = v
(EUpdtRef) 〈a:=pv, σ, B〉 −→ 〈0, σ[a 7→ v],B〉 where σ(a) = v′
(EAdd) 〈n1 +p n2, σ, B〉 −→ 〈n′, σ,B〉 where n′ = n1 + n2
(ECheckHO) 〈v⇓〈S; a; r〉, σ, B〉 −→ 〈v, σ, ϱ(B, a′, 〈a, r〉)〉 where hastype(σ, v, S), v = a′
(ECheckFirst) 〈v⇓〈S; a; r〉, σ, B〉 −→ 〈v, σ,B〉 where hastype(σ, v, S), v ≠ a′
(ECheckFail) 〈v⇓〈S; a; r〉, σ, B〉 −→ blame(σ, v, a, r,B) where ¬(hastype(σ, v, S))
(ECastHO) 〈v::T1⇒ℓT2, σ, B〉 −→ 〈v, σ, ϱ(B, a, JT1 ⇒ℓ T2K)〉 where hastype(σ, v, ⌊T2⌋), v = a
(ECastFirst) 〈v::T1⇒ℓT2, σ, B〉 −→ 〈v, σ,B〉 where hastype(σ, v, ⌊T2⌋), v ̸= a
(ECastFail) 〈v::T1⇒ℓT2, σ, B〉 −→ Blame({ℓ}) where ¬(hastype(σ, v, ⌊T2⌋))
ϱ(B, a, b) = B[a 7→ B(a) ∪ {b}]
〈e, σ,B〉 7−→ ς
〈e, σ,B〉 −→ 〈e′, σ′,B′〉
〈E[e], σ,B〉 7−→ 〈E[e′], σ′,B′〉
〈e, σ,B〉 −→ Blame(L)
〈E[e], σ,B〉 7−→ Blame(L)
Figure 2. Single step reduction with markers attached
Case CVar:
Γ(x) = T
Γ ⊢ x⇝ x : T
By Lemma A.1, ⌊Γ⌋(x) = ⌊T ⌋.
By TVar, ⌊Γ⌋; ∅ ⊢ x : ⌊T ⌋.
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es ⊑ es
(PEVar)
x ⊑ x
(PEInt)
n ⊑ n
(PEFun)
T11 ⊑ T21 T12 ⊑ T22 es1 ⊑ es2
fun f (x:T11) → T12. es1 ⊑ fun f (x:T21) → T22. es2
(PEApp)
es11 ⊑ es21 es12 ⊑ es22
es11 es12 ⊑ es21 es22
(PEAdd)
es11 ⊑ es21 es12 ⊑ es22
es11 + es12 ⊑ es21 + es22
(PERef)
es1 ⊑ es2
ref es1 ⊑ ref es2
(PEDeref)
es1 ⊑ es2
!es1 ⊑ !es2
(PESet)
es11 ⊑ es21 es12 ⊑ es22
es11:=es12 ⊑ es21:=es22
e ⊑ e
(PVar)
x ⊑ x
(PInt)
n ⊑ n
(PAddr)
a ⊑ a
(PFun)
e1 ⊑ e2
fun f x. e1 ⊑ fun f x. e2
(PApp)
e11 ⊑ e21 e12 ⊑ e22
e11 e12 ⊑ e21 e22
(PAdd)
e11 ⊑ e21 e12 ⊑ e22
e11 + e12 ⊑ e21 + e22
(PRef)
e1 ⊑ e2
ref e1 ⊑ ref e2
(PDeref)
e1 ⊑ e2
!e1 ⊑ !e2
(PSet)
e11 ⊑ e21 e12 ⊑ e22
e11:=e12 ⊑ e21:=e22
(PCheck)
e11 ⊑ e21 e12 ⊑ e22 S1 ⊑ S2
e11⇓〈S1; e12; r〉 ⊑ e21⇓〈S2; e22; r〉
(PCast)
e1 ⊑ e2 T11 ⊑ T21 T12 ⊑ T22
e1::T11⇒ℓT12 ⊑ e2::T21⇒ℓT22
(PLet)
e11 ⊑ e21 e12 ⊑ e22
let x = e11 in e12 ⊑ let x = e21 in e22
Figure 3. Expression precision
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S ⊑ S
S ⊑ ⋆ int ⊑ int ref ⊑ ref →⊑→
Γ ⊑ Γ
∀x ∈ dom(Γ), Γ(x) ⊑ Γ′(x)
Γ ⊑ Γ′
σ ⊑ σ
∀a ∈ dom(σ), σ(x) ⊑h σ′(x)
σ ⊑ σ′
h ⊑h h
v ⊑ v′
v ⊑h v′
e ⊑ e′
(λx.e) ⊑h (λx.e′)
Figure 4. Auxiliary precision relations
⊢ C : Γ;S ⇒ Γ;S
(CxHole)
⊢ □ : Γ;S ⇒ Γ;S
(CxSubsump)
⊢ C : Γ;S1 ⇒ Γ′;S2
⊢ C : Γ;S1 ⇒ Γ′;⋆
(CxAddL)
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e : ⋆
⊢ C +♦ e : Γ;S ⇒ Γ′;int
(CxAddR)
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e : ⋆
⊢ e +♦ C : Γ;S ⇒ Γ′;int
(CxFun)
⊢ C : Γ;S ⇒ Γ′, f : →, x: ⋆ ;⋆
⊢ fun f x. C : Γ;S ⇒ Γ′; →
(CxAppL)
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e : ⋆
⊢ C e♦ : Γ;S ⇒ Γ′;⋆
(CxAppR)
⊢ C : Γ;S ⇒ Γ′;⋆ [1ex]Γ′; ∅ ⊢ e : ⋆
⊢ e C♦ : Γ;S ⇒ Γ′;⋆
(CxRef)
⊢ C : Γ;S ⇒ Γ′;⋆
⊢ ref C : Γ;S ⇒ Γ′;ref
(CxDerefL)
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e : ⋆
⊢ C:=♦e : Γ;S ⇒ Γ′;int
(CxDerefR)
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e : ⋆
⊢ e:=♦C : Γ;S ⇒ Γ′;int
Figure 5. Context typing
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L safe ℓ
(LInt)
q ̸= ℓ
intq safe ℓ
(LBot)
ℓ1 ̸= ℓ2
⊥ℓ1 safe ℓ2
(LDyn)
⋆ safe ℓ
(LFun)
q ̸= ℓ L1 safe ℓ L2 safe ℓ
L1 →q L2 safe ℓ
(LRef)
q ̸= ℓ L safe ℓ
refq L safe ℓ
B ⊢ b safe ℓ
(SfLType)
L safe ℓ
B ⊢ L safe ℓ
(SfRef)
∀b ∈ B(a) \ {〈a, r〉}, B ⊢ b safe ℓ
B ⊢ 〈a, r〉 safe ℓ
B ⊢ σ safe ℓ
(SfEmpHeap)
B ⊢ · safe ℓ
(SfHeapCell)
B ⊢ v safe ℓ B ⊢ σ safe ℓ
B ⊢ σ[a 7→ v] safe ℓ
(SfHeapClosure)
B ⊢ e safe ℓ B ⊢ σ safe ℓ
B ⊢ σ[a 7→ (λx.e)] safe ℓ
B ⊢ e safe ℓ
(SfCast)
B ⊢ e safe ℓ2 JT1 ⇒ℓ1 T2K safe ℓ2
B ⊢ e::T1⇒ℓ1T2 safe ℓ2
(SfCheck)
B ⊢ e1 safe ℓ B ⊢ e2 safe ℓ
B ⊢ e1⇓〈S; e2; r〉 safe ℓ
(SfAddr)
∀b ∈ B(a), B ⊢ b safe ℓ
B ⊢ a safe ℓ
(SfVar)
B ⊢ x safe ℓ
(SfApp)
B ⊢ e1 safe ℓ B ⊢ e2 safe ℓ
B ⊢ e1 e2 safe ℓ · · ·
Figure 6. Blame safety predicates
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Case CAdd:
Γ ⊢ es1 ⇝ e1 : T1 T1 ∼ int fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T2 T2 ∼ int fresh(ℓ2)
Γ ⊢ es1 + es2 ⇝ (e1::T1⇒ℓ1 int) +♦ (e2::T2⇒ℓ2 int) : int
By the IH, ⌊Γ⌋; ∅ ⊢ e1 : int.
By the IH, ⌊Γ⌋; ∅ ⊢ e2 : int.
By TPlus, ⌊Γ⌋; ∅ ⊢ e1 +♦ e2 : int.
Case CFun:
Γ, f : T1 → T2, x : T1 ⊢ es ⇝ e′ : T ′2 T2 ∼ T ′2
Γ ⊢ fun f (x:T1) → T2. es ⇝
fun f x. (let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′) : T1 → T2
By TVar, ⌊Γ⌋, f : →, x:⋆; ∅ ⊢ x : ⋆.
Let us assume that x ̸= f .
Then by TVar ⌊Γ⌋, f : →, x:⋆; ∅ ⊢ f :→.
By TCheck,
⌊Γ⌋, f : →, x:⌊T1⌋; ∅ ⊢ x⇓〈⌊T1⌋; f ;Arg〉 : ⌊T1⌋.
By the IH, ⌊Γ⌋, f : →, x:⌊T1⌋; ∅ ⊢ e′ : ⌊T ′2⌋.
By Lemma A.2, ⌊Γ⌋, f : →, x:⋆, x:⌊T1⌋; ∅ ⊢ e′ : ⌊T ′2⌋.
By TLet,
⌊Γ⌋, f : →, x:⋆; ∅ ⊢ let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′ : ⌊T ′2⌋.
By TSubsump,
⌊Γ⌋, f : →, x:⋆; ∅ ⊢ let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′ : ⋆.
By TFun, ⌊Γ⌋; ∅ ⊢ fun f x. (let x = x⇓〈⌊T1⌋; f ;Arg〉 in e′) :→.
Case CCall:
Γ ⊢ es1 ⇝ e1 : T T ▷ T1 → T2 fresh(f)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ)
Γ ⊢ es1 es2 ⇝ let f = e1::T⇒ℓT1 → T2 in
(f (e2::T
′
1⇒ℓT1)♦)⇓〈⌊T2⌋; f ; Res〉 : T2
By the IH, ⌊Γ⌋; Σ ⊢ e1 : ⌊T ⌋.
By the IH, ⌊Γ⌋; Σ ⊢ e2 : ⌊T ′1⌋.
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By TCast, ⌊Γ⌋; Σ ⊢ e2::T ′1⇒ℓT1 : ⌊T1⌋.
By TSubsump, ⌊Γ⌋; Σ ⊢ e2::T ′1⇒ℓT1 : ⋆.
By Lemma A.2, ⌊Γ⌋, f : →; Σ ⊢ e2::T ′1⇒ℓT1 : ⋆.
By TCast, ⌊Γ⌋; Σ ⊢ e1::T⇒ℓT1 → T2 :→.
By TVar, ⌊Γ⌋, f : →; Σ ⊢ f :→.
By TApp, ⌊Γ⌋, f : →; Σ ⊢ f (e2::T ′1⇒ℓT1)♦ : ⋆.
By TCheck,
⌊Γ⌋, f : →; Σ ⊢ (f (e2::T ′1⇒ℓT1)♦)⇓〈⌊T2⌋; f ; Res〉 : ⌊T2⌋.
By TLet, ⌊Γ⌋, f : →; Σ ⊢ let f = e1::T⇒ℓT1 → T2 in (f (e2::T ′1⇒ℓT1)♦)⇓〈⌊T2⌋; f ; Res〉 : ⌊T2⌋.
Case CRef:
Γ ⊢ es ⇝ e : T
Γ ⊢ ref es ⇝ ref e : ref T
By the IH, ⌊Γ⌋; Σ ⊢ e : ⌊T ⌋.
By TSubsump, ⌊Γ⌋; Σ ⊢ e : ⋆.
By TRef, ⌊Γ⌋; Σ ⊢ ref e : ref.
Case CDeref:
Γ ⊢ es ⇝ e : T T ▷ ref T1 fresh(x) fresh(ℓ)
Γ ⊢ !es ⇝ let x = e::T⇒ℓref T1 in !x⇓〈⌊T1⌋;x;Deref〉 : T1
By the IH, ⌊Γ⌋; Σ ⊢ e : ⌊T ⌋.
By TCast, ⌊Γ⌋; Σ ⊢ e1::T⇒ℓref T1 : ref.
By TVar, ⌊Γ⌋, x:ref; Σ ⊢ x : ref.
By TDeref, ⌊Γ⌋, x:ref; Σ ⊢ !x♦ : ⋆.
By TCheck, ⌊Γ⌋, x:ref; Σ ⊢ !x♦⇓〈⌊T1⌋;x;Deref〉 : ⌊T1⌋
By TLet, ⌊Γ⌋; Σ ⊢ let x = e1::T⇒ℓref T1 in !x♦⇓〈⌊T1⌋;x;Deref〉 : ⌊T1⌋.
Case CUpdt:
Γ ⊢ es1 ⇝ e1 : T T ▷ ref T1 fresh(ℓ1)
Γ ⊢ es2 ⇝ e2 : T ′1 T1 ∼ T ′1 fresh(ℓ2)
Γ ⊢ es1:=es2 ⇝ (e1::T⇒ℓ1 ref T1):=♦(e2::T ′1⇒ℓ2T1) : int
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By the IH, ⌊Γ⌋; Σ ⊢ e1 : ⌊T ⌋.
By TCast, ⌊Γ⌋; Σ ⊢ e1::T⇒ℓ1ref T1 : ref.
By the IH, ⌊Γ⌋; Σ ⊢ e2 : ⌊T ′1⌋.
By TCast, ⌊Γ⌋; Σ ⊢ e2::T ′1⇒ℓ2T1 : ⌊T1⌋.
By TSubsump, ⌊Γ⌋; Σ ⊢ e2::T ′1⇒ℓ2T1 : ⋆.
By TUpdt, ⌊Γ⌋; Σ ⊢ (e1::T⇒ℓ1ref T1):=♦(e2::T ′1⇒ℓ2T1) : int
□
Lemma A.4 (Inversion). Suppose Γ;Σ ⊢ e : S. Then
• If e = fun f x. e′, then Γ, f : →, x:⋆; Σ ⊢ e′ : ⋆ and S ∈ {⋆,→}.
• If e = e1 e♦2, then Γ;Σ ⊢ e1 :→ and Γ;Σ ⊢ e2 : ⋆ and S = ⋆.
• If e = e1 e♦2, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and S = ⋆.
• If e = ref e′, then Γ;Σ ⊢ e′ : ⋆ and S ∈ {⋆, ref}.
• If e = !e′♦, then Γ;Σ ⊢ e′ : ref and S = ⋆.
• If e = !e′♦, then Γ;Σ ⊢ e′ : ⋆ and S = ⋆.
• If e = e1:=♦e2, then Γ;Σ ⊢ e1 : ref and Γ;Σ ⊢ e2 : ⋆ and S ∈ {⋆, int}.
• If e = e1:=♦e2, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and S ∈ {⋆, int}.
• If e = e1 +♦ e2, then Γ;Σ ⊢ e1 : int and Γ;Σ ⊢ e2 : int and S ∈ {⋆, int}.
• If e = e1 +♦ e2, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and S ∈ {⋆, int}.
• If e = e′::T1⇒ℓT2, then Γ;Σ ⊢ e′ : ⌊T1⌋ and T1 ∼ T2 and S ∈ {⋆, ⌊T2⌋}.
• If e = e1⇓〈S ′; e2; r〉, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and S ∈ {⋆, S ′}.
• If e = a, thenΣ(a) = S ′ and S ∈ {⋆, S ′}.
Proof. Induction on Γ;Σ ⊢ e : S. □
Lemma A.5 (Heap weakening). If Γ;Σ ⊢ e : S andΣ′ ⊑ Σ, then Γ;Σ′ ⊢ e : S.
Proof. By induction on Γ;Σ ⊢ e : S. Only interesting case:
Case TAddr: Since a ∈ dom(Σ), andΣ′ ⊑ Σ,Σ′(a) = Σ(a). Therefore Γ;heapenv′ ⊢ e : Σ(a).
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□Lemma A.6 (Substitution). If Γ, x : S; Σ ⊢ e : S ′ and Γ;Σ ⊢ v : S, then Γ;Σ ⊢ e[v/x] : S ′.
Proof. By induction on Γ, x : S; Σ ⊢ e : S ′. □
Lemma A.7 (Runtime types are sound). If ∅; Σ ⊢ v : ⋆ andΣ ⊢ σ and hastype(σ, v, S), then ∅; Σ ⊢ v :
S.
Proof. By inversion on hastype(σ, v, S).
Case :
hastype(σ, n, int)
By TInt, ∅; Σ ⊢ n : int
Case :
hastype(σ, v, ⋆)
Immediate.
Case :
σ(a) = (λx.e, ρ)
hastype(σ, a,→)
SinceΣ ⊢ σ,Σ ⊢ (λx.e) : Σ(a).
By inversion onΣ ⊢ (λx.e) : Σ(a),Σ(a) =→.
By TAddr, ∅; Σ ⊢ a :→.
Case :
σ(a) = v
hastype(σ, a, ref)
SinceΣ ⊢ σ,Σ ⊢ v : Σ(a).
By inversion onΣ ⊢ v : Σ(a),Σ(a) = ref.
By TAddr, ∅; Σ ⊢ a : ref.
□
Lemma A.8 (Heap extension). If Σ ⊢ σ and Σ[a 7→ S] ⊢ h : S and a ̸∈ dom(Σ), then Σ[a 7→ S] ⊢
σ[a 7→ h].
Proof. Suppose a′ ∈ Σ[a 7→ S]. If a = a′, then immediatelyΣ[a 7→ S] ⊢ σ(a′) : Σ[a 7→ S](a′).
If a ̸= a′, thenΣ ⊢ σ(a′) : Σ(a′). Cases on σ(a′).
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Case : σ(a′) = v,Σ(a′) = ref. Have that ∅; Σ ⊢ σ(a′) : ⋆. By Lemma A.5, ∅; Σ[a 7→ S] ⊢ σ(a′) :
⋆. ThusΣ[a 7→ S] ⊢ σ(a′) : Σ(a′). Since a ̸= a′,Σ[a 7→ S] ⊢ σ(a′) : Σ[a 7→ S](a′).
Case : σ(a′) = (λa.e),Σ(a′) =→. Have that ∅, x:⋆; Σ ⊢ e : ⋆. By Lemma A.5, ∅, x:⋆; Σ[a 7→ S] ⊢
e : ⋆. ThusΣ[a 7→ S] ⊢ σ(a′) : Σ(a′). Since a ̸= a′,Σ[a 7→ S] ⊢ σ(a′) : Σ[a 7→ S](a′).
Thus for all a′ ∈ Σ[a 7→ S], have Σ[a 7→ S] ⊢ σ(a′) : Σ[a 7→ S](a′), so by THeap, Σ[a 7→ S] ⊢
σ[a 7→ h]. □
Lemma A.9 (Preservation). If ∅; Σ ⊢ e : S andΣ ⊢ σ and 〈e, σ,B〉 −→ 〈e′, σ′,B′〉, then ∅; Σ′ ⊢ e′ : S
andΣ′ ⊢ σ′ andΣ′ ⊑ Σ.
Proof. By induction on 〈e, σ,B〉 −→ 〈e′, σ′,B′〉.
Case EFun: With fresh(a),
〈fun f x. e, σ,B〉 −→ 〈a, σ[a 7→ (λx.e[a/f ])],B〉
By Lemma A.4, ∅, f : →, x:⋆; Σ ⊢ e′ : ⋆ and S ∈ {⋆,→}.
Since a fresh,Σ[a 7→→] ⊑ Σ.
By Lemma A.5, ∅, f : →, x:⋆; Σ[a 7→→] ⊢ e′ : ⋆
By TAddr, ∅, x:⋆; Σ[a 7→→] ⊢ a :→
By Lemma A.6, ∅, x:⋆; Σ[a 7→→] ⊢ e[a/f ] : ⋆
By THClosure,Σ[a 7→→] ⊢ (λx.e[a/f ]) :→.
By Lemma A.8,Σ[a 7→→] ⊢ σ[a 7→ (λx.e[a/f ])].
By TAddr, ∅; Σ[a 7→→] ⊢ a :→.
By TSubsump, ∅; Σ[a 7→→] ⊢ a : ⋆.
Since S ∈ {⋆,→}, theorem satisfied.
Case EApp: Where σ(a) = (λx.e),
〈a vp, σ,B〉 −→ 〈e[v/x], σ,B〉
By Lemma A.4, ∅; Σ ⊢ v : ⋆ and S = ⋆.
By inversion onΣ ⊢ σ,Σ ⊢ (λx.e) : S ′ for some S ′.
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By further inversion, S ′ =→ and ∅, x:⋆; Σ ⊢ e : ⋆.
By Lemma A.6, ∅; Σ ⊢ e[a/x] : ⋆, which satisfies the theorem.
Case ERef: With fresh(a),
〈ref v, σ,B〉 −→ 〈a, σ[a 7→ v],B〉
By Lemma A.4, ∅; Σ ⊢ v : ⋆ and S ∈ {⋆, ref}.
Since a fresh,Σ[a 7→ ref] ⊑ Σ.
By Lemma A.5, ∅; Σ[a 7→ ref] ⊢ v : ⋆
By THRef,Σ[a 7→→] ⊢ v :→.
By Lemma A.8,Σ[a 7→ ref] ⊢ σ[a 7→ v].
By TAddr, ∅; Σ[a 7→ ref] ⊢ a : ref.
By TSubsump, ∅; Σ[a 7→ ref] ⊢ a : ⋆.
Since S ∈ {⋆, ref}, theorem satisfied.
Case EDeref: With σ(a) = v,
〈!ap, σ,B〉 −→ 〈v, σ,B〉
By Lemma A.4, S = ⋆.
By inversion onΣ ⊢ σ,Σ ⊢ v : S ′ for some S ′.
By further inversion, S ′ = ref and ∅; Σ ⊢ v : ⋆, which satisfies the theorem.
Case EUpdtRef: With σ(a) = v′,
〈a:=pv, σ,B〉 −→ 〈0, σ[a 7→ v],B〉
By Lemma A.4, ∅; Σ ⊢ v : ⋆ and S ∈ {⋆, int}.
By THRef,Σ ⊢ v : ref. By inversion onΣ ⊢ σ,Σ ⊢ v′ : S ′ for some S ′.
By further inversion, S ′ = ref, and thusΣ(a) = ref.
By THeap,Σ ⊢ σ[a 7→ v].
By TInt, ∅; Σ ⊢ 0 : int.
By TSubsump, ∅; Σ ⊢ 0 : ⋆.
Since S ∈ {⋆, int}, theorem satisfied.
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Case EAdd: With n′ = n1 + n2,
〈n1 +p n2, σ,B〉 −→ 〈n′, σ,B〉
By Lemma A.4, S ∈ {⋆, int}.
By TInt, ∅; Σ ⊢ n′ : int.
By TSubsump, ∅; Σ ⊢ n′ : ⋆.
Since S ∈ {⋆, int}, theorem satisfied.
Cases ECheckFirst and ECheckHO: With hastype(σ, v, S), and for some B′,
〈v⇓〈S ′; a; r〉, σ,B〉 −→ 〈v, σ,B′〉
By Lemma A.4, ∅; Σ ⊢ v : ⋆ and ∅; Σ ⊢ a : ⋆ and S ∈ {⋆, S ′}.
By Lemma A.7, ∅; Σ ⊢ v : S ′. By TSubsump, ∅; Σ ⊢ v : ⋆.
Since S ∈ {⋆, S ′}, theorem satisfied.
Case ECheckFail: is vacuous.
Cases ECastFirst and ECastHO: With hastype(σ, v, ⌊T2⌋), and for some B′,
〈v::T1⇒ℓT2, σ,B〉 −→ 〈v, σ,B′〉
By Lemma A.4, ∅; Σ ⊢ v : ⌊T1⌋ and S ∈ {⋆, ⌊T2⌋}.
By TSubsump, ∅; Σ ⊢ v : ⋆.
By Lemma A.7, ∅; Σ ⊢ v : ⌊T2⌋. By TSubsump, ∅; Σ ⊢ v : ⋆.
Since S ∈ {⋆, ⌊T2⌋}, theorem satisfied.
Case ECastFail: is vacuous.
□
Lemma A.10 (Canonical forms). If ∅; Σ ⊢ v : S andΣ ⊢ σ, then
• If S = int, then v = n.
• If S =→, then v = a and σ(a) = (λx.e).
• If S = ref, then v = a and σ(a) = v′.
• If S = ⋆, then ∃S ′, S ̸= ⋆, such that ∅; Σ ⊢ v : S ′.
Proof. By induction on ∅; Σ ⊢ v : S. Most cases vacuous.
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Case TSubsump:
Γ;Σ ⊢ v : S ′
Γ;Σ ⊢ v : ⋆
If S ̸= ⋆, case is vacuous. If S ′ = ⋆, then apply the IH with Γ;Σ ⊢ v : S ′.
Otherwise, S ′ ̸= ⋆, and theorem satisfied.
Case TInt:
Γ;Σ ⊢ n : int
If S ̸= int, case is vacuous. If S = int, then v = n.
Case TAddr:
Σ(a) = S ′
Γ;Σ ⊢ a : S ′
SinceΣ ⊢ σ,Σ ⊢ σ(a) : S ′.
Subcases on σ(a).
Subcase : σ(a) = (λx.e)
Then S ′ =→. If S ̸=→, case is vacuous. Otherwise, theorem satisfied.
Subcase : σ(a) = v
Then S ′ = ref. If S ̸= ref, case is vacuous. Otherwise, theorem satisfied.
□
Lemma A.11 (Progress). If ∅; Σ ⊢ e : S andΣ ⊢ σ, then either:
• 〈e, σ,B〉 7−→ 〈e′, σ′,B〉, or
• 〈e, σ,B〉 7−→ Blame(L), or
• e = v, or
• 〈e, σ,B〉 stuck ♦.
Proof. By induction on ∅; Σ ⊢ e : S.
Case TVar: is vacuous.
Cases TAddr and TInt: have e = v.
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Case TSubsump:
Γ;Σ ⊢ e : S
Γ;Σ ⊢ e : ⋆
Immediate from the IH.
Case TAdd:
Γ;Σ ⊢ e1 : int Γ;Σ ⊢ e2 : int
Γ;Σ ⊢ e1 +♦ e2 : int
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values.
If e1 is a value, then by Lemma A.10, e1 = n1.
If e2 is a value, then by Lemma A.10, e2 = n2.
Then by EAdd, 〈e1 +♦ e2, σ,B〉 −→ 〈n, σ,B〉, where n = n1 + n2.
Case TAdd-Dyn:
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 +♦ e2 : int
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values.
If e1 is a value, then either e1 = n or e1 = a. If e1 = a, then 〈e1 +♦ e2, σ,B〉 stuck♦. Suppose that
e1 = n1. If e2 is a value, then either e2 = n or e2 = a. If e2 = a, then 〈e1 +♦ e2, σ,B〉 stuck ♦.
Suppose that e2 = n2. Then by EAdd, 〈e1 +♦ e2, σ,B〉 −→ 〈n, σ,B〉, where n = n1 + n2.
Case TFun:
Γ, x : ⋆, f :→; Σ ⊢ e : ⋆
Γ;Σ ⊢ fun f x. e :→
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Immediately have by EFun that 〈fun f x. e, σ,B〉 −→ 〈a, σ[a 7→ (λx.e[a/f ])],B〉 for fresh a.
Case TApp:
Γ;Σ ⊢ e1 :→ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 e♦2 : ⋆
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values.
If e1 is a value, then by Lemma A.10, v = a and σ(a) = (λx.e′).
Then, with e2 a value, by EApp 〈e1 e♦2, σ,B〉 −→ 〈e′[e2/x], σ,B〉.
Case TApp-Dyn:
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 e♦2 : ⋆
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values. Suppose that e2 is a value.
If e1 is a value, then either e1 = n or e1 = a. If e1 = n, then 〈e1 e♦2, σ,B〉 stuck ♦. Suppose that
e1 = a.
By Lemma A.10, ∃S ′, S ′ ̸= ⋆, such that Γ;Σ ⊢ e1 : S ′.
By Lemma A.4,Σ(a) = S ′.
SinceΣ ⊢ σ,Σ ⊢ σ(a) : Σ(a).
Cases on σ(a): if σ(a) = v, then 〈e1 e♦2, σ,B〉 stuck ♦.
If σ(a) = (λx.e′), then by EApp, 〈e1 e♦2, σ,B〉 −→ 〈e′[e2/x], σ,B〉.
Case TRef:
Γ;Σ ⊢ e′ : ⋆
Γ;Σ ⊢ ref e′ : ref
By the IH, either e′ is a value, it steps (to either blame or another expression), or it is stuck (blaming
♦). If it to another expression, then e steps. If it steps to blame, then e steps to the same blame. If
214
it is stuck by ♦, then e is stuck by ♦. Otherwise, e′ is a value. Suppose that e′ is a value.
Immediately have by by ERef that 〈ref e′, σ,B〉 −→ 〈a, σ[a 7→ e],B〉 for fresh a.
Case TDeref:
Γ;Σ ⊢ e′ : ref
Γ;Σ ⊢ !e′♦ : ⋆
By the IH, either e′ is a value, it steps (to either blame or another expression), or it is stuck (blaming
♦). If it to another expression, then e steps. If it steps to blame, then e steps to the same blame. If
it is stuck by ♦, then e is stuck by ♦. Otherwise, e′ is a value. Suppose that e′ is a value.
By Lemma A.10, v = a and σ(a) = v′.
By EDeref, 〈!e′♦, σ,B〉 −→ 〈v′, σ,B〉.
Case TDeref-Dyn:
Γ;Σ ⊢ e′ : ⋆
Γ;Σ ⊢ !e′♦ : ⋆
By the IH, either e′ is a value, it steps (to either blame or another expression), or it is stuck (blaming
♦). If it to another expression, then e steps. If it steps to blame, then e steps to the same blame. If
it is stuck by ♦, then e is stuck by ♦. Otherwise, e′ is a value. Suppose that e′ is a value.
If e′ is a value, then either e′ = n or e′ = a. If e′ = n, then 〈!e′♦, σ,B〉 stuck ♦. Suppose that
e′ = a.
By Lemma A.10, ∃S ′, S ′ ̸= ⋆, such that Γ;Σ ⊢ e′ : S ′.
By Lemma A.4,Σ(a) = S ′.
SinceΣ ⊢ σ,Σ ⊢ σ(a) : Σ(a).
Cases on σ(a): if σ(a) = (λx.e′), then 〈!e′♦, σ,B〉 stuck ♦.
If σ(a) = v, then by EDeref, 〈!e′♦, σ,B〉 −→ 〈v, σ,B〉.
Case TUpdtRef:
Γ;Σ ⊢ e1 : ref Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
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steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values.
If e1 is a value, then by Lemma A.10, v = a and σ(a) = v.
Then, with e2 a value, by EUpdtRef 〈e1:=♦e2, σ,B〉 −→ 〈0, σ[a 7→ e2],B〉.
Case TUpdtRef-Dyn:
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values. Suppose that e2 is a value.
If e1 is a value, then either e1 = n or e1 = a. If e1 = n, then 〈e1:=♦e2, σ,B〉 stuck ♦. Suppose
that e1 = a.
By Lemma A.10, ∃S ′, S ′ ̸= ⋆, such that Γ;Σ ⊢ e1 : S ′.
By Lemma A.4,Σ(a) = S ′.
SinceΣ ⊢ σ,Σ ⊢ σ(a) : Σ(a).
Cases on σ(a): if σ(a) = (λx.e′), then 〈e1:=♦e2, σ,B〉 stuck ♦.
If σ(a) = v, then by EUpdtRef, 〈e1:=♦e2, σ,B〉 −→ 〈0, σ[a 7→ e2],B〉.
Case TCheck:
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : tagtype(r)
Γ; Σ ⊢ e1⇓〈S; e2; r〉 : S
By the IH, for both e1 and e2, either they are a value, they step (to either blame or another expres-
sion), or they are stuck (blaming ♦). If either steps to another expression, then e steps. If either
steps to blame, then e steps to the same blame. If either is stuck by ♦, then e is stuck by ♦. Other-
wise, e1 and e2 are values.
By definition of tagtype, either Γ;Σ ⊢ e2 :→ or Γ;Σ ⊢ e2 : ref. In either case, by Lemma A.10
have that e2 = a.
Let B′ be defined as B if e1 = n, and ϱ(B, a′, 〈a, r〉) if e1 = a′.
We proceed by subcases on hastype(σ, e1, S).
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Subcase : hastype(σ, v, S).
Then we have 〈e1⇓〈S; e2; r〉, σ,B〉 −→ 〈e1, σ,B′〉 by ECheckFirst (if e1 = n) or ECheckHO
(if e1 = a′).
Subcase : ¬(hastype(σ, v, S)).
Then by ECheckBlame,
〈e1⇓〈S; e2; r〉, σ,B〉 −→ blame(σ, v, a,B,).
Case TCast:
Γ;Σ ⊢ e′ : ⌊T1⌋ T1 ∼ T2
Γ;Σ ⊢ e′::T1⇒ℓT2 : ⌊T2⌋
By the IH, either e′ is a value, it steps (to either blame or another expression), or it is stuck (blaming
♦). If it to another expression, then e steps. If it steps to blame, then e steps to the same blame. If
it is stuck by ♦, then e is stuck by ♦. Otherwise, e′ is a value. Suppose that e′ is a value.
Let B′ be defined as B if e1 = n, and ϱ(B, a′, JT1 ⇒ℓ T2K) if e1 = a.
We proceed by subcases on hastype(σ, e′, ⌊T2⌋).
Subcase : hastype(σ, e1, ⌊T2⌋). Then we have 〈e′::T1⇒ℓT2, σ,B〉 −→ 〈e′, σ,B′〉 by ECastFirst
(if e1 = n) or ECastHO (if e1 = a).
Subcase : ¬(hastype(σ, v, S)). Then by ECheckBlame,
〈e1⇓〈S; e2; r〉, σ,B〉 −→ Blame({ℓ}).
□
Lemma A.12 (Composition). If ⊢ C : Γ;S ⇒ Γ′;S ′ and Γ; ∅ ⊢ e : S, then Γ; ∅ ⊢ C[e] : S ′.
Proof. By induction on ⊢ C : Γ;S ⇒ Γ′;S ′.
Case CxHole:
⊢ □ : Γ;S ⇒ Γ;S
Since□[e] = e, have that Γ; ∅ ⊢ e : S.
Case CxSubsump:
⊢ C : Γ;S1 ⇒ Γ′;S2
⊢ C : Γ;S1 ⇒ Γ′;⋆
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By the IH, Γ; ∅ ⊢ C[e] : S2. By TSubsump, Γ; ∅ ⊢ C[e] : ⋆
Case CxAddL:
⊢ C : Γ;S ⇒ Γ′; ⋆ Γ′; ∅ ⊢ e′ : ⋆
⊢ C +♦ e′ : Γ;S ⇒ Γ′;int
By the IH, Γ; ∅ ⊢ C[e] : ⋆. By TAdd-Dyn, Γ; ∅ ⊢ C[e] +♦ e′ : int.
Remaining cases are similar. □
Lemma A.13 (Open world soundness). If Γ ⊢ es ⇝ e : T and ⊢ C : ⌊Γ⌋;⌊T ⌋ ⇒ ∅;S, then ∅; ∅ ⊢ C[e] :
S and either:
• 〈C[e], ∅, ∅〉 −→∗ 〈v, σ,B〉 and ∅; Σ ⊢ v : S andΣ ⊢ σ, or
• 〈C[e], ∅, ∅〉 −→∗ Blame(L), or
• 〈C[e], ∅, ∅〉 −→∗ 〈e′, σ,B〉 and 〈e′, σ,B〉 stuck ♦, or
• for all ς such that 〈C[e], ∅, ∅〉 −→∗ ς , have that ς = 〈e′, σ,B〉 and exists ς ′ such that 〈e′, σ,B〉 −→
ς ′.
Proof. By Lemma A.3, ⌊Γ⌋; ∅ ⊢ e : ⌊T ⌋. By Lemma A.12, ∅; ∅ ⊢ C[e] : S.
Suppose that for all ς such that 〈C[e], ∅, ∅〉 −→∗ ς , have that ς = 〈e′, σ,B〉 and exists ς ′ such that
〈e′, σ,B〉 −→ ς ′. Then the theorem is satisfied.
Otherwise, there exists some ς such that ς ̸= 〈e′, σ,B〉 or there is no ς ′ such that 〈e′, σ,B〉 −→ ς ′.
If ς ̸= 〈e′, σ,B〉, then ς = Blame(L).
Otherwise, 〈C[e], ∅, ∅〉 −→∗ 〈e′, σ,B〉 and 〈e′, σ,B〉 ̸−→ ς ′. By repeating Lemma A.9, ∅; Σ ⊢ e′ : S
andΣ ⊢ σ. By Lemma A.11, either e′ = v or 〈e′, σ,B〉 stuck ♦. □
2.2. Blame.
Lemma A.14. For all T1, T2, ℓ, JT1 ⇔ℓ T2K safe iff T1 = T2.
Proof. First we prove that if T1 = T2, then JT1 ⇔ℓ T2K safe ℓ by trivial induction on T1 <:b T2.
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Example Case: T11 → T12 = T21 → T22
Have JT11 → T12 ⇔ℓ T21 → T22K = JT21 ⇔ℓ T11K →ϵ JT12 ⇔ℓ T22K.
By IH, JT21 ⇔ℓ T11K safe ℓ since T21 = T11.
By IH, JT12 ⇔ℓ T22K safe ℓ since T12 = T22.
Hence JT21 ⇔ℓ T11K →ϵ JT12 ⇔ℓ T22K safe ℓ.
Next we prove that if JT1 ⇔ℓ T2K safe , then T1 = T2 by induction on JT1 ⇔ℓ T2K safe
Case LInt:
q ̸= ℓ
intq safe ℓ
There are three ℓ-labeled casts that compile to intq:
Subcase : Jint ⇔ℓ intK:
Have that int = int.
Subcases : Jint ⇔ℓ ⋆K and J⋆⇔ℓ intK:
Then q = ℓ, which is contradictory.
Case LBot: is vacuous.
Case LDyn:
⋆ safe ℓ
The only ℓ-labeled cast that compiles to ⋆ is ⋆⇔ℓ ⋆. Have that ⋆ = ⋆.
Case LFunc:
q ̸= ℓ L1 safe ℓ L2 safe ℓ
L1 →q L2 safe ℓ
There are three ℓ-labeled casts that compile to L1 →q L2:
Subcase : JT1 → T2 ⇔ℓ T3 → T4K:
Then L1 = JT3 ⇔ℓ T1K and L2 = JT2 ⇔ℓ T4K.
By the IH, T3 = T1.
By the IH, T2 = T4.
Thus T1 → T2 = T3 → T4.
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Subcases : JT1 → T2 ⇔ℓ ⋆K and J⋆⇔ℓ T1 → T2K:
Then q = ℓ, which is contradictory.
Case LRef:
q ̸= ℓ L safe ℓ
refq L safe ℓ
There are three ℓ-labeled casts that compile to refq L:
Subcase : Jref T1 ⇔ℓ ref T2K:
Then L = JT2 ⇔ℓ T1K.
By the IH, T1 = T2.
Thus ref T1 = ref T2.
Subcases : Jref T ⇔ℓ ⋆K and J⋆⇔ℓ T1 → T2K:
Then q = ℓ, which is contradictory.
□
Lemma A.15. For all T1, T2, ℓ, T1 <:b T2 iff JT1 ⇒ℓ T2K safe ℓ.
Proof. First we prove that if T1 <:b T2, then JT1 ⇒ℓ T2K safe ℓ by induction on T1 <:b T2.
Case SIntDyn:
int <:b ⋆Jint ⇒ℓ ⋆K = intϵ, and intϵ safe ℓ.
Case SFuncDyn:
T1 → T2 <:b ⋆→ ⋆
T1 → T2 <:b ⋆
Have JT1 → T2 ⇒ℓ ⋆K = J⋆⇒ℓ T1K →ϵ JT2 ⇒ℓ T1K.
Also, JT1 → T2 ⇒ℓ ⋆→ ⋆K = J⋆⇒ℓ T1K →ϵ JT2 ⇒ℓ T1K.
By the IH, JT1 → T2 ⇒ℓ ⋆→ ⋆K safe ℓ.
Case SRefDyn:
ref T <:b ref ⋆
ref T <:b ⋆
220
Have Jref T ⇒ℓ ⋆K = refϵ J⋆⇒ℓ T K.
Also, Jref T ⇒ℓ ref ⋆K = refϵ J⋆⇒ℓ T K.
By the IH, Jref T ⇒ℓ ref ⋆K safe ℓ.
Case SIntInt:
int <:b intJint ⇒ℓ intK = intϵ, and intϵ safe ℓ.
Case SFuncFunc:
T3 <:b T1 T2 <:b T4
T1 → T2 <:b T3 → T4
Have JT1 → T2 ⇒ℓ T3 → T4K = JT3 ⇒ℓ T1K →ϵ JT2 ⇒ℓ T4K.
By the IH, JT3 ⇒ℓ T1K safe ℓ.
By the IH, JT2 ⇒ℓ T4K safe ℓ.
Therefore JT3 ⇒ℓ T1K →ϵ JT2 ⇒ℓ T1K safe ℓ.
Case SRefRef:
ref T <:b ref T
Have Jref T ⇒ℓ ref T K = refϵ JT ⇔ℓ T K.
By Lemma A.14, JT ⇔ℓ T K safe ℓ.
Therefore refϵ JT ⇔ℓ T K safe ℓ.
We now prove that if JT1 ⇒ℓ T2K safe ℓ, then T1 <:b T2 by induction on JT1 ⇒ℓ T2K safe ℓ.
Case LInt:
q ̸= ℓ
intq safe ℓ
There are three ℓ-labeled casts that compile to intq:
Subcase : Jint ⇒ℓ intK:
Have that int <:b int.
Subcase : Jint ⇒ℓ ⋆K:
Have that int <:b ⋆.
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Subcase : J⋆⇒ℓ intK:
Then q = ℓ, which is contradictory.
Case LBot: is vacuous.
Case LDyn:
⋆ safe ℓ
The only ℓ-labeled cast that compiles to ⋆ is ⋆⇒ℓ ⋆. Have that ⋆ <:b ⋆.
Case LFunc:
q ̸= ℓ L1 safe ℓ L2 safe ℓ
L1 →q L2 safe ℓ
There are three ℓ-labeled casts that compile to L1 →q L2:
Subcase : JT1 → T2 ⇒ℓ T3 → T4K:
Then L1 = JT3 ⇒ℓ T1K and L2 = JT2 ⇒ℓ T4K.
By the IH, T3 <:b T1.
By the IH, T2 <:b T4.
Thus T1 → T2 <:b T3 → T4.
Subcase : JT1 → T2 ⇒ℓ ⋆K:
Then L1 = J⋆⇒ℓ T1K and L2 = JT2 ⇒ℓ ⋆K.
By the IH, ⋆ <:b T1.
By the IH, T2 <:b ⋆.
Hence T1 → T2 <:b ⋆→ ⋆.
Thus T1 → T2 <:b ⋆.
Subcase : J⋆⇒ℓ T1 → T2K:
Then q = ℓ, which is contradictory.
Case LRef:
q ̸= ℓ L safe ℓ
refq L safe ℓ
There are three ℓ-labeled casts that compile to refq L:
Subcase : Jref T1 ⇒ℓ ref T2K:
Then L = JT2 ⇔ℓ T1K.
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By the IH, T1 = T2.
Thus ref T1 <:b ref T2.
Subcase : Jref T ⇒ℓ ⋆K:
Then L = J⋆⇔ℓ T K.
By the IH, ⋆ = T .
Hence ref T <:b ref ⋆.
Thus ref T <:b ⋆.
Subcase : J⋆⇒ℓ T1 → T2K:
Then q = ℓ, which is contradictory.
□
Lemma A.16. If B ⊢ b safe ℓ, then ϱ(B, a, b) ⊢ b safe ℓ.
Proof. By induction on B ⊢ b safe ℓ.
Case SfLType:
L safe ℓ
B ⊢ L safe ℓ
Since B not used and L safe ℓ, ϱ(B, a, L) ⊢ L safe ℓ.
Case SfPtr:
∀b′ ∈ B(a′) \ {〈a′, r〉}, B ⊢ b′ safe ℓ
B ⊢ 〈a′, r〉 safe ℓ
Subcases on a = a′.
Subcase : a = a′
Then ∀b′ ∈ B(a) \ {〈a, r〉}, B ⊢ b′ safe ℓ.
Have that b = 〈a′, r〉.
ϱ(B, a, 〈a, r〉)(a) \ {〈a, r〉} = (B(a) ∪ {〈a, r〉}) \ {〈a, r〉}
= B(a) \ {〈a, r〉}
By the IH, ∀b′ ∈ B(a) \ {〈a, r〉}, ϱ(B, a, b) ⊢ b′ safe ℓ.
Therefore, ϱ(B, a, b) ⊢ b safe ℓ.
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Subcase : a ̸= a′
Then B(a′) = ϱ(B, a, b)(a′).
By the IH, ∀b′ ∈ B(a′) \ {〈a′, r〉}, ϱ(B, a, b) ⊢ b′ safe ℓ.
Therefore, ϱ(B, a, b) ⊢ b safe ℓ.
□
Lemma A.17. If B ⊢ b safe ℓ and B ⊢ b′ safe ℓ, then ϱ(B, a, b′) ⊢ b safe ℓ.
Proof. By induction on B ⊢ b safe ℓ.
Case SfLType:
L safe ℓ
B ⊢ L safe ℓ
Since B not used and L safe ℓ, ϱ(B, a, b′) ⊢ L safe ℓ.
Case SfPtr:
∀b′′ ∈ B(a′) \ {〈a′, r〉}, B ⊢ b′′ safe ℓ
B ⊢ 〈a′, r〉 safe ℓ
Subcases on a = a′.
Subcase : a = a′
Then ∀b′′ ∈ B(a) \ {〈a, r〉}, B ⊢ b′′ safe ℓ.
By the IH, ∀b′′ ∈ B(a) \ {〈a, r〉}, ϱ(B, a, b′) ⊢ b′′ safe ℓ
By Lemma A.16, ϱ(B, a, b′) ⊢ b′ safe ℓ.
Therefore, ϱ(B, a, b′) ⊢ b safe ℓ.
Subcase : a ̸= a′
Then B(a′) = ϱ(B, a, b)(a′).
By the IH, ∀b′′ ∈ B(a′) \ {〈a′, r〉}, ϱ(B, a, b′) ⊢ b′′ safe ℓ
Therefore, ϱ(B, a, b′) ⊢ b safe ℓ.
□
Lemma A.18. If B ⊢ e safe ℓ and B ⊢ b safe ℓ, then ϱ(B, a, b) ⊢ e safe ℓ.
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Proof. By straightforward induction on B ⊢ e safe ℓ. Only interesting case:
Case SfAddr:
∀b′ ∈ B(a′), B ⊢ b′ safe ℓ
B ⊢ a′ safe ℓ
By Lemma A.17, ∀b′ ∈ ϱ(B, a, b)(a′), ϱ(B, a, b) ⊢ b′ safe ℓ.
Therefore ϱ(B, a, b) ⊢ a′ safe ℓ
□
Lemma A.19. If B ⊢ σ safe ℓ and B ⊢ b safe ℓ, then ϱ(B, a, b) ⊢ σ safe ℓ.
Proof. By straightforward induction on B ⊢ σ safe ℓ, using Lemma A.18. □
Lemma A.20. If B ⊢ e1 safe ℓ and B ⊢ e2 safe ℓ, then B ⊢ e1[e2/x] safe .
Proof. By straightforward induction on B ⊢ e1 safe ℓ. □
Lemma A.21. If B ⊢ e safe ℓ and B ⊢ σ safe ℓ and 〈e, σ,B〉 −→ 〈e′, σ′,B′〉, then B′ ⊢ e′ safe ℓ and
B′ ⊢ σ′ safe ℓ.
Proof. By induction on 〈e, σ,B〉 −→ 〈e′, σ′,B′〉.
Case EFun: With fresh(a),
〈fun f x. e, σ,B〉 −→ 〈a, σ[a 7→ (λx.e[a/f ])],B〉
Since B ⊢ fun f x. e safe ℓ, have B ⊢ e safe ℓ.
Since a fresh, B(a) = ∅. Thus by SfAddr, B ⊢ a safe ℓ.
By Lemma A.20, B ⊢ e[a/f ] safe ℓ.
By SfHeapClosure, B ⊢ σ[a 7→ (λx.e[a/f ])] safe ℓ.
Case EApp: Where σ(a) = (λx.e),
〈a vp, σ,B〉 −→ 〈e[v/x], σ,B〉
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Since B ⊢ σ safe ℓ, B ⊢ e safe ℓ.
By inversion, B ⊢ v safe ℓ.
By Lemma A.20, B ⊢ e[v/x] safe B.
Case ERef: With fresh(a),
〈ref v, σ,B〉 −→ 〈a, σ[a 7→ v],B〉
Since B ⊢ ref v safe ℓ, have B ⊢ v safe ℓ.
Since a fresh, B(a) = ∅. Thus by SfAddr, B ⊢ a safe ℓ.
By SfHeapCell, B ⊢ σ[a 7→ v] safe ℓ.
Case EDeref: With σ(a) = v,
〈!ap, σ,B〉 −→ 〈v, σ,B〉
Since B ⊢ σ safe ℓ, B ⊢ v safe ℓ.
Case EUpdtRef: With σ(a) = v′,
〈a:=pv, σ,B〉 −→ 〈0, σ[a 7→ v],B〉
Since B ⊢ a:=pv safe ℓ, have B ⊢ v safe ℓ.
By SfHeapCell, B ⊢ σ[a 7→ v] safe ℓ.
By SfInt, B ⊢ 0 safe ℓ.
Case EAdd: With n′ = n1 + n2,
〈n1 +p n2, σ,B〉 −→ 〈n′, σ,B〉
By SfInt, B ⊢ n′ safe ℓ.
Case ECheckFirst: With hastype(σ, v, S) and v ̸= a,
〈v⇓〈S ′; a; r〉, σ,B〉 −→ 〈v, σ,B〉
By inversion, B ⊢ v safe ℓ.
Case ECheckHO: With hastype(σ, a′, S),
〈a′⇓〈S ′; a; r〉, σ,B〉 −→ 〈a′, σ, ϱ(B, a′, 〈a, r〉)〉
By inversion B ⊢ a safe ℓ and B ⊢ a′ safe ℓ.
Therefore, for all b ∈ B(a), B ⊢ b safe ℓ.
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Hence B ⊢ 〈a, r〉 safe ℓ.
By Lemma A.18, ϱ(B, a′, 〈a, r〉) ⊢ a′ safe ℓ.
By Lemma A.19, ϱ(B, a′, 〈a, r〉) ⊢ σ safe ℓ.
Case ECheckFail: is vacuous.
Case ECastFirst: With hastype(σ, v, ⌊T2⌋) and v ̸= a,
〈v::T1⇒ℓ′T2, σ,B〉 −→ 〈v, σ,B〉
By inversion B ⊢ v safe ℓ.
Case ECastHO: With hastype(σ, a, ⌊T2⌋),
〈a::T1⇒ℓ′T2, σ,B〉 −→ 〈a, σ, ϱ(B, a, JT1 ⇒ℓ′ T2K)〉
Immediately, JT1 ⇒ℓ′ T2K safe ℓ.
Therefore B ⊢ JT1 ⇒ℓ′ T2K safe ℓ.
By inversion B ⊢ a safe ℓ.
By Lemma A.18, ϱ(B, a, JT1 ⇒ℓ′ T2K) ⊢ a safe ℓ.
By Lemma A.19, ϱ(B, a, JT1 ⇒ℓ′ T2K) ⊢ σ safe ℓ.
Case ECastFail: is vacuous.
□
Lemma A.22. If L safe ℓ, then extract(r, L) safe ℓ.
Proof. By straightforward induction on extract(r, L), using inversion on the safe relation. □
Lemma A.23. If B ⊢ b safe ℓ and collectblame(r,B, b) = L, then ℓ ̸∈ {label(L) | L ∈ L}.
Proof. By induction on collectblame(r,B, b) = L.
Case:
extract(r, L) = L′ label(L′) = ℓ′
collectblame(r,B, L) = {L′}
Since b = L and B ⊢ L safe ℓ, L safe ℓ. By Lemma A.22, L′ safe ℓ. Therefore label(L′) ̸= ℓ.
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Case:
extract(r, L) = L′ label(L′) = ϵ
collectblame(r,B, L) = ∅
Trivially, ℓ ̸∈ {label(L) | L ∈ ∅}.
Case:
collectblame(r,B, 〈a, r〉) = ∪b′∈B(a) collectblame((r;r),B, b′)
Since b = 〈a, r〉 and B ⊢ 〈a, r〉 safe ℓ, ∀b′ ∈ B(a), B ⊢ b′ safe ℓ.
By the IH, for each a′, ℓ ̸∈ {label(L) | L ∈ collectblame((r;r),B, b′)}.
Hence ℓ ̸∈ {label(L) | L ∈ ∪b′∈B(a) collectblame((r;r),B, b′)}.
□
Lemma A.24. Have that resolve(σ, v, L) ⊆ {label(L) | L ∈ L}.
Proof. Straightforward induction on resolve(σ, v, L). □
Lemma A.25. If B ⊢ a safe ℓ and blame(σ, v, a, r,B) = Blame(L), then ℓ ̸∈ L.
Proof. Have
L = ∪b∈B(a) collectblame(r,B, b) L = resolve(σ, v, L)
blame(σ, v, a, r,B) = Blame(L)
Since B ⊢ a safe ℓ, have that for all b ∈ B(a), B ⊢ b safe ℓ.
By Lemma A.23, ℓ ̸∈ {label(L) | L ∈ L}.
By Lemma A.24, L ⊆ {label(L) | L ∈ L}
Therefore ℓ ̸∈ L. □
Lemma A.26. If ∅; Σ ⊢ v : ⌊T1⌋ andΣ ⊢ σ and JT1 ⇒ℓ T2K safe ℓ, then hastype(σ, v, ⌊T2⌋).
Proof. By induction on ∅; Σ ⊢ v : ⌊T1⌋. Most cases vacuous.
Case TInt:
Then T1 = int and v = n. For it to hold that Jint ⇒ℓ T2K safe ℓ, then either T2 = int or T2 = ⋆.
In either case, hastype(σ, n, ⌊T2⌋).
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Case TAddr:
Then v = a and ⌊T1⌋ = Σ(a).
Subcase: ⌊T1⌋ = ref:
Then σ(a) = v.
For it to hold that JT1 ⇒ℓ T2K safe ℓ with ⌊T1⌋ = ref, either ⌊T2⌋ = ⋆ or ⌊T2⌋ = ref. (This
is necessary but not sufficient.) In either case, hastype(σ, a, ⌊T2⌋).
Subcase: ⌊T1⌋ =→:
Then σ(a) = (λx.e).
For it to hold that JT1 ⇒ℓ T2K safe ℓ with ⌊T1⌋ =→, either ⌊T2⌋ = ⋆ or ⌊T2⌋ =→. (This is
necessary but not sufficient.) In either case, hastype(σ, a, ⌊T2⌋).
Case TSubsump:
Then T1 = ⋆. For it to hold that J⋆ ⇒ℓ T2K safe ℓ, we must have T2 = ⋆. Then we have that
hastype(σ, v, ⋆).
□
Lemma A.27. If ∅; Σ ⊢ e : S and Σ ⊢ σ and B ⊢ e safe ℓ and B ⊢ σ safe ℓ and〈e, σ,B〉 −→ ς , then
ς ̸= Blame(L) with ℓ ∈ L.
Proof. By induction on 〈e, σ,B〉 −→ ς . Most cases vacuous.
Case ECheckFail: With ¬(hastype(σ, v, S)),
〈v⇓〈S; a; r〉, σ,B〉 −→ blame(σ, v, a, r,B)
By inversion, B ⊢ a safe ℓ.
Suppose blame(σ, v, a, r,B) = Blame(L).
Then by Lemma A.25, ℓ ̸∈ L.
Case ECastFail: With ¬(hastype(σ, v, ⌊T2⌋)),
〈v::T1⇒ℓ′T2, σ,B〉 −→ Blame({ℓ′})
Subcase : ℓ ̸= ℓ′:
Have immediately that ℓ ̸∈ {ℓ′}.
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Subcase : ℓ = ℓ′:
Since B ⊢ v::T1⇒ℓT2 safe ℓ, JT1 ⇒ℓ T2K safe ℓ.
By Lemma A.4, ∅; Σ ⊢ v : ⌊T1⌋.
By Lemma A.26, hastype(σ, v, ⌊T2⌋). But this contradicts ¬(hastype(σ, v, ⌊T2⌋)).
□
Lemma A.28. Suppose that ∅; ∅ ⊢ e : S and that e contains a subterm e′::T1⇒ℓT2 containing the only
occurrence of ℓ in e. Then if T1 <:b T2, 〈e, ∅, ∅〉 ̸−→ Blame(L) with ℓ ∈ L.
Proof. By Lemma A.15, JT1 ⇒ℓ T2K safe ℓ. Since ℓ does not otherwise occur in e, ∅ ⊢ e safe ℓ. Then by
applying Lemmas A.9, A.27, and A.21, we have that 〈e, ∅, ∅〉 ̸−→∗ Blame(L) with ℓ ∈ L. □
2.3. The gradual guarantee.
Lemma A.29. If T1 ∼ T2 and T1 ⊑ T ′1 and T2 ⊑ T ′2, then T ′1 ∼ T ′2.
Proof. By induction on T1 ∼ T2, and then cases on T ′1 and T ′2.
Case : T11 → T12 ∼ T21 → T22
T11 ∼ T21 T12 ∼ T22
T11 → T12 ∼ T21 → T22
Have that T ′1 must be either ⋆ or T ′11 → T ′12.
In the former case, theorem holds immediately.
Otherwise, have that T11 ⊑ T ′11 and T12 ⊑ T ′12.
Then have that T ′2 must be either ⋆ or T ′21 → T ′22.
In the former case, theorem holds immediately.
Otherwise, have that T21 ⊑ T ′21 and T22 ⊑ T ′22.
Then by the IH, T ′11 ∼ T ′21 and T ′12 ∼ T ′22.
Therefore T ′11 → T ′12 ∼ T ′21 → T ′22.
Remaining cases are similar. □
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Lemma A.30. If T1 ⊑ T2 and T1 ▷ T11 → T12 then T2 ▷ T21 → T22 and T11 ⊑ T21 and T12 ⊑ T22.
Proof. By cases on T1 ⊑ T2.
Case : T ⊑ ⋆
Then T21 = T22 = ⋆.
Proceed by subcases on T
Subcase : T = ⋆ Then T11 = T12 = ⋆.
Have ⋆ ⊑ ⋆.
Subcase : T = T ′11 → T ′12 Then T11 = T ′11 and T12 = T ′12.
Have T11 ⊑ ⋆ and T12 ⊑ ⋆.
Other subcases vacuous.
Case : T ′11 → T ′12 ⊑ T ′21 → T ′22
Have T ′11 ⊑ T ′21 and T ′12 ⊑ T ′22
Have T11 = T ′11 and T12 = T ′12 and T21 = T ′21 and T22 = T ′22.
Other subcases vacuous. □
Lemma A.31. If T1 ⊑ T2 and T1 ▷ ref T ′1 then T2 ▷ ref T ′2 and T ′1 ⊑ T ′2.
Proof. By cases on T1 ⊑ T2.
Case : T ⊑ ⋆
Then T ′2 = ⋆.
Proceed by subcases on T
Subcase : T = ⋆ Then T ′1 = ⋆.
Have ⋆ ⊑ ⋆.
Subcase : T = ref T ′′1 Then T ′1 = T ′′1 .
Have T ′1 ⊑ ⋆.
Other subcases vacuous.
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Case : ref T ′′1 ⊑ ref T ′′2
Have T ′′1 ⊑ T ′′2 .
Have T ′′1 = T ′1 and T ′′2 = T ′2.
Other subcases vacuous. □
Lemma A.32 (Weakening preserves cast insertion). If es1 ⊑ es2 and Γ1 ⊑ Γ2 and Γ1 ⊢ es1 ⇝ e1 : T1,
then Γ2 ⊢ es2 ⇝ e2 : T2 and T1 ⊑ T2.
Proof. By induction on es1 ⊑ es2.
Case PEVar:
SinceΓ1 ⊑ Γ2 andΓ1(x) = T1, have thatΓ2(x) = T2 and T1 ⊑ T2. ThereforeΓ2 ⊢ x⇝ x : T2.
Case PEInt: is immediate.
Case PEFun:
T11 ⊑ T21 T12 ⊑ T22 es1 ⊑ es2
fun f (x:T11) → T12. es1 ⊑ fun f (x:T21) → T22. es2
Immediately, T11 → T12 ⊑ T21 → T22.
Since Γ1 ⊑ Γ2 and T11 → T12 ⊑ T21 → T22 and T11 ⊑ T12, have that Γ1, f : T11 → T12, x :
T11 ⊑ Γ2, f : T21 → T22, x : T21.
By inversion, Γ1, f : T11 → T12, x : T11 ⊢ es1 ⇝ e1 : T ′12 and T ′12 ∼ T12.
By the IH, Γ2, f : T21 → T22, x : T21 ⊢ es2 ⇝ e2 : T ′22 and T12′ ⊑ T ′22.
By Lemma A.29, T ′22 ∼ T22.
Therefore by CFun Γ′ ⊢ fun f (x:T21) → T22. es2 ⇝ e : T21 → T22.
Case PEApp:
es11 ⊑ es21 es12 ⊑ es22
es11 es12 ⊑ es21 es22
By inversion, Γ1 ⊢ es11 ⇝ e11 : T1.
By the IH, Γ2 ⊢ es21 ⇝ e21 : T2 and T1 ⊑ T2.
By inversion, T1 ▷ T11 → T12.
By Lemma A.30, T2 ▷ T21 → T22 and T11 ⊑ T21 and T12 ⊑ T22. By inversion, Γ1 ⊢ es12 ⇝ e12 :
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T ′11.
By the IH, Γ2 ⊢ es22 ⇝ e22 : T ′21 and T ′11 ⊑ T ′21.
By Lemma A.29, T ′21 ∼ T21.
By CApp, Γ2 ⊢ es21 es22 ⇝ e : T22.
Case PERef:
es1 ⊑ es2
ref es1 ⊑ ref es2
By inversion, Γ1 ⊢ es1 ⇝ e1 : T1.
By the IH, Γ2 ⊢ es2 ⇝ e2 : T2 and T1 ⊑ T2.
Thus ref T1 ⊑ ref T2.
By CRef, Γ2 ⊢ ref es2 ⇝ e : ref T2.
Case PEDeref:
es1 ⊑ es2
!es1 ⊑ !es2
By inversion, Γ1 ⊢ es1 ⇝ e1 : T1.
By the IH, Γ2 ⊢ es2 ⇝ e2 : T2 and T1 ⊑ T2.
By inversion, T1 ▷ ref T ′1.
By Lemma A.31, T2 ▷ ref T ′2 and T ′1 ⊑ T ′2.
By CDeref, Γ2 ⊢ !es2 ⇝ e : T ′2.
Case PESet:
es11 ⊑ es21 es12 ⊑ es22
es11:=es12 ⊑ es21:=es22
By inversion, Γ1 ⊢ es11 ⇝ e11 : T1.
By the IH, Γ2 ⊢ es21 ⇝ e21 : T2 and T1 ⊑ T2.
By inversion, T1 ▷ ref T ′1.
By Lemma A.31, T2 ▷ ref T ′2 and T ′1 ⊑ T ′2.
By inversion, Γ1 ⊢ es12 ⇝ e12 : T ′1.
By the IH, Γ2 ⊢ es22 ⇝ e22 : T ′2 and T ′1 ⊑ T ′2.
By inversion, T1 ∼ T ′1.
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By Lemma A.29, T2 ∼ T ′2.
By CUpdtRef, Γ2 ⊢ es21:=es22 ⇝ e : int.
Case PEAdd:
es11 ⊑ es21 es12 ⊑ es22
es11 + es12 ⊑ es21 + es22
By inversion, Γ1 ⊢ es11 ⇝ e11 : T11.
By the IH, Γ2 ⊢ es21 ⇝ e21 : T21 and T11 ⊑ T21.
By inversion, Γ1 ⊢ es12 ⇝ e12 : T12.
By the IH, Γ2 ⊢ es22 ⇝ e22 : T22 and T12 ⊑ T22.
By inversion T11 ∼ int and T12 ∼ int.
By Lemma A.29, T21 ∼ int and T22 ∼ int.
By CAdd, Γ2 ⊢ es21 + es22 ⇝ e : int.
□
Lemma A.33. If T1 ⊑ T2 then ⌊T1⌋ ⊑ ⌊T2⌋.
Proof. Immediately by cases on T1 ⊑ T2. □
Lemma A.34 (Cast insertion preserves precision). IfΓ ⊢ es ⇝ e : T andΓ′ ⊢ e′s ⇝ e′ : T ′ and es ⊑ e′s
and Γ ⊑ Γ′, then e ⊑ e′ and T ⊑ T ′.
Proof. By induction on es ⊑ e′s.
Case PEVar:
x ⊑ x
Since Γ(x) = T and Γ ⊑ Γ′, T ⊑ T ′.
By PVar, x ⊑ x.
Case PEInt:
n ⊑ n
Have T = T ′ = int.
By PInt, n ⊑ n.
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Case PEFun:
T11 ⊑ T21 T12 ⊑ T22 es1 ⊑ es2
fun f (x:T11) → T12. es1 ⊑ fun f (x:T21) → T22. es2
Have Γ ⊢ fun f (x:T11) → T12. es1 ⇝ fun f x. (let x = x⇓〈⌊T11⌋; f ;Arg〉 in e1) : T11 →
T12.
Have Γ′ ⊢ fun f (x:T21) → T22. es1 ⇝ fun f x. (let x = x⇓〈⌊T21⌋; f ;Arg〉 in e2) : T21 →
T22.
Immediately have T11 → T12 ⊑ T21 → T22.
By inversion, Γ, f : T11 → T12, x : T11 ⊢ es1 ⇝ e1 : T ′12.
By inversion, Γ′, f : T21 → T22, x : T21 ⊢ es2 ⇝ e2 : T ′22.
Have that Γ, f : T11 → T12, x : T11 ⊑ Γ′, f : T21 → T22, x : T21.
By the IH, e1 ⊑ e2.
By PVar, x ⊑ x and f ⊑ f .
By Lemma A.33, ⌊T11⌋ ⊑ ⌊T21⌋.
Hence by PCheck, x⇓〈⌊T11⌋; f ;Arg〉 ⊑ x⇓〈⌊T21⌋; f ;Arg〉.
Hence by PLet and PFun, e ⊑ e′.
Case PEApp:
es11 ⊑ es21 es12 ⊑ es22
es11 es12 ⊑ es21 es22
Have Γ ⊢ es11 es12 ⇝ let f = e11::T1⇒ℓT11 → T12 in (f (e12::T ′11⇒ℓT11))⇓〈⌊T12⌋; f ; Res〉 :
T12.
Have that ℓ, f fresh in the cast inserion of es11 es12.
Assume without loss of generality that ℓ, f fresh in the cast insertion of es21 es22, and select them
for use in its translation.
Have Γ′ ⊢ es21 es22 ⇝ let f = e21::T2⇒ℓT21 → T22 in (f (e22::T ′21⇒ℓT11))⇓〈⌊T22⌋; f ; Res〉 :
T22.
By inversion, Γ ⊢ es11 ⇝ e11 : T1 and T1 ▷ T11 → T12.
By inversion, Γ′ ⊢ es21 ⇝ e21 : T2 and T2 ▷ T21 → T22.
By the IH, e11 ⊑ e21 and T1 ⊑ T2.
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By Lemma A.30, T11 ⊑ T21 and T21 ⊑ T22, and therefore T11 → T12 ⊑ T21 → T22.
By inversion, Γ ⊢ es12 ⇝ e12 : T ′11.
By inversion, Γ′ ⊢ es22 ⇝ e22 : T ′21.
By the IH, e12 ⊑ e22 and T ′11 ⊑ T ′21.
By Lemma A.33, ⌊T11⌋ ⊑ ⌊T21⌋.
By PCast, PVar, PApp, PCheck, and PLet, e ⊑ e′.
Case PERef:
es1 ⊑ es2
ref es1 ⊑ ref es2
Have Γ ⊢ ref es1 ⇝ ref e1 : ref T1.
Have Γ′ ⊢ ref es2 ⇝ ref e2 : ref T2.
By inversion, Γ ⊢ es1 ⇝ e1 : T1.
By inversion, Γ′ ⊢ es2 ⇝ e2 : T2.
By the IH, e1 ⊑ e2 and T1 ⊑ T2.
Therefore ref e1 ⊑ ref e2 (by PRef) and ref T1 ⊑ ref T2.
Case PEDeref:
es1 ⊑ es2
!es1 ⊑ !es2
Have Γ ⊢ !es1 ⇝ let x = e1::T1⇒ℓref T ′1 in !x⇓〈⌊T ′1⌋;x;Deref〉 : T ′1.
Have that ℓ, x fresh in the cast inserion of !es1.
Assume without loss of generality that ℓ, x fresh in the cast insertion of !es2, and select them for
use in its translation.
Have Γ′ ⊢ !es2 ⇝ let x = e2::T2⇒ℓref T ′2 in !x⇓〈⌊T ′2⌋;x;Deref〉 : T ′2.
By inversion, Γ ⊢ es1 ⇝ e1 : T1 and T1 ▷ ref T ′1.
By inversion, Γ′ ⊢ es2 ⇝ e2 : T2 and T2 ▷ ref T ′2.
By the IH, e1 ⊑ e2 and T1 ⊑ T2.
By Lemma A.31, T ′1 ⊑ T ′2, and therefore ref T ′1 ⊑ ref T ′2.
By Lemma A.33, ⌊T ′1⌋ ⊑ ⌊T ′2⌋. By PCast, PVar, PDeref, PCheck, and PLet, e ⊑ e′.
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Case PESet:
es11 ⊑ es21 es12 ⊑ es22
es11:=es12 ⊑ es21:=es22
Have Γ ⊢ es11:=es12 ⇝ (e11::T1⇒ℓ1ref T ′1:=e12::T ′′1⇒ℓ2T ′1) : int.
Have that ℓ1, ℓ2 fresh in the cast inserion of es11:=es12.
Assume without loss of generality that ℓ1, ℓ2 fresh in the cast insertion of es21:=es22, and select
them for use in its translation.
Have Γ′ ⊢ es21:=es22 ⇝ (e21::T2⇒ℓ1ref T ′2:=e22::T ′′2⇒ℓ2T ′2) : int.
By inversion, Γ ⊢ es11 ⇝ e11 : T1 and T1 ▷ ref T ′1.
By inversion, Γ′ ⊢ es21 ⇝ e21 : T2 and T2 ▷ ref T ′2.
By the IH, e11 ⊑ e21 and T1 ⊑ T2.
By Lemma A.31, T ′1 ⊑ T ′2, and therefore ref T ′1 ⊑ ref T ′2.
By inversion, Γ ⊢ es12 ⇝ e12 : T ′′1 .
By inversion, Γ′ ⊢ es22 ⇝ e22 : T ′′2 .
By the IH, e12 ⊑ e22 and T ′′1 ⊑ T ′′2 .
By PCast and PSet, e ⊑ e′.
Case PEAdd:
es11 ⊑ es21 es12 ⊑ es22
es11 + es12 ⊑ es21 + es22
Have Γ ⊢ es11 + es12 ⇝ e11::T11⇒ℓ1 int + e12::T12⇒ℓ2 int : int.
Have that ℓ1, ℓ2 fresh in the cast inserion of es11 + es12.
Assume without loss of generality that ℓ1, ℓ2 fresh in the cast insertion of es21 + es22, and select
them for use in its translation.
Have Γ′ ⊢ es21 + es22 ⇝ e21::T21⇒ℓ1 int + e22::T22⇒ℓ2 int : int.
By inversion, Γ ⊢ esrcn11 ⇝ e11 : T11.
By inversion, Γ ⊢ esrcn21 ⇝ e21 : T21.
By the IH, e11 ⊑ e21 and T11 ⊑ T21.
By inversion, Γ ⊢ esrcn11 ⇝ e11 : T11.
By inversion, Γ ⊢ esrcn21 ⇝ e21 : T21.
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By the IH, e11 ⊑ e21 and T11 ⊑ T21.
By PCast and PAdd, e ⊑ e′.
□
Lemma A.35. If v ⊑ e, then e is a value.
Proof. By cases on v ⊑ e. The only non-vacuous cases are PAddr and PInt. In both cases, e is a value.
□
Lemma A.36. If e ⊑ v, then e is a value.
Proof. By cases on e ⊑ v. The only non-vacuous cases are PAddr and PInt. In both cases, e is a value.
□
Lemma A.37 (Preservation of simulation under substitution). Suppose e1 ⊑ e′1 and e2 ⊑ e′2. Then
e1[e2/x] ⊑ e′1[e′2/x].
Proof. By induction on e1 ⊑ e′1.
Case PVar:
y ⊑ y
If x = y, then y[e2/x] = e2 and y[e′2/x] = e′2, and theorem proved by assumption.
Otherwise, y[e2/x] = y and y[e′2/x] = y, and we prove by applying PVar.
Cases PInt and PAddr: are trivial.
Case PFun:
e1 ⊑ e′1
fun f y. e1 ⊑ fun f y. e′1
If y = x, then fun f y. e1[e2/x] = fun f y. e1 and fun f y. e′1[e′2/x] = fun f y. e′1, and the
theorem holds by assumption.
Similar if f = x.
Otherwise, fun f y. e1[e2/x] = fun f y. e1[e2/x] and fun f y. e′1[e′2/x] = fun f y. e′1[e′2/x].
238
By the IH, e1[e2/x] ⊑ e′1[e′2/x].
By PFun fun f y. e1[e2/x] ⊑ fun f y. e′1[e′2/x].
Remaining cases are similar. □
LemmaA.38. Supposev1 ⊑ v2 andσ1 ⊑ σ2 andS1 ⊑ S2. If hastype(σ1, v1, S1), then hastype(σ2, v2, S2).
Proof. By cases on hastype(σ1, v1, S1).
Case : hastype(σ1, n1, int)
Since n1 ⊑ v2, v2 = n2.
Since int ⊑ S2, either S2 = int or S2 = ⋆.
In either case, hastype(σ2, n2, S2).
Case : hastype(σ1, v1, ⋆)
Since ⋆ ⊑ S2, S2 = ⋆.
For any σ2, v2, hastype(σ2, v2, ⋆).
Case : hastype(σ1, a,→)
Since→⊑ S2, either S2 =→ or S2 = ⋆.
Suppose that S2 =→.
Have that σ1(a) = (λx.e1).
Since a ⊑ v2, v2 = a.
Since σ1 ⊑ σ2, σ2(a) = (λx.e2).
Therefore hastype(σ2, a,→). Now suppose S2 = ⋆.
For any σ2, v2, hastype(σ2, v2, ⋆).
Case : hastype(σ1, a, ref)
Since ref ⊑ S2, either S2 = ref or S2 = ⋆.
Suppose that S2 = ref.
Have that σ1(a) = v′1.
Since a ⊑ v2, v2 = a.
Since σ1 ⊑ σ2, σ2(a) = v′2.
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Therefore hastype(σ2, a, ref). Now suppose S2 = ⋆.
For any σ2, v2, hastype(σ2, v2, ⋆).
□
Lemma A.39 (Simulation of more precise programs). Suppose e1 ⊑ e2 and σ1 ⊑ σ2. If 〈e1, σ1,B1〉 −→
〈e′1, σ′1,B′1〉, then 〈e2, σ2,B2〉 −→ 〈e′2, σ′2,B′2〉 and e′1 ⊑ e′2 and σ′1 ⊑ σ′2.
Proof. By cases on e1 ⊑ e2.
Cases PVar, PInt, PAddr: are vacuous.
Case PApp:
e11 ⊑ e21 e12 ⊑ e22
e11 e12 ⊑ e21 e22
Since 〈e11 e12, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e11 = a, e12 = v1, σ1(a) = (λx.e1h), e′1 =
e1h[v1/x], and σ′1 = σ1.
Since a ⊑ e21, e21 = a.
Since v1 ⊑ e22, by Lemma A.35 e22 = v2.
Since σ1 ⊑ σ2, (λx.e1h) ⊑h σ2(a).
Therefore σ2(a) = (λx.e2h) and e1h ⊑ e2h.
Hence by EApp, 〈e21 e22, σ2,B2〉 −→ 〈e2h[v2/x], σ2,B2〉.
By Lemma A.37, e1h[v1/x] ⊑ e2h[v2/x].
Case PFun:
e1 ⊑ e2
fun f x. e1 ⊑ fun f x. e2
Since 〈fun f x. e1, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e′1 = a for fresh a and σ′1 = σ1[a 7→
(λx.e1[a/f ])].
Suppose without loss of generality that a is fresh for the evaluation of both e1 and e2.
Then 〈fun f x. e2, σ2,B2〉 −→ 〈a, σ2[a 7→ (λx.e2[a/f ])],B2〉.
Have immediately that a ⊑ a.
By Lemma A.37, e1[a/f ] ⊑ e2[a/f ].
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Therefore (λx.e1[a/f ]) ⊑h (λx.e2[a/f ]).
Therefore σ1[a 7→ (λx.e1[a/f ])] ⊑ σ2[a 7→ (λx.e2[a/f ])].
Case PRef:
e1 ⊑ e2
ref e1 ⊑ ref e2
Since 〈ref e1, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e1 = v1, e′1 = a for fresh a and σ′1 = σ1[a 7→
v1].
Suppose without loss of generality that a is fresh for the evaluation of both e1 and e2.
By Lemma A.35 e2 = v2.
Then 〈ref v2, σ2,B2〉 −→ 〈a, σ2[a 7→ v2],B2〉.
Have immediately that a ⊑ a.
Have that v1 ⊑h v2.
Therefore σ1[a 7→ v1] ⊑ σ2[a 7→ v2].
Case PDeref:
e1 ⊑ e2
!e1 ⊑ !e2
Since 〈!e1, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have e1 = a, σ1(a) = v1, and σ′1 = σ1.
Since a ⊑ e2, e2 = a.
Since σ1 ⊑ σ2, σ2(a) = h and v1 ⊑h h.
Therefore h = v2 and v1 ⊑ v2.
Thus 〈!e2, σ2,B2〉 −→ 〈v2, σ2,B2〉.
Case PSet:
e11 ⊑ e21 e12 ⊑ e22
e11:=e12 ⊑ e21:=e22
Since 〈e11:=e12, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have e11 = a, e12 = v1, σ1(a) = v′1, e′1 = 0, and
σ′1 = σ1[a 7→ v1].
Since a ⊑ e21, e21 = a.
By Lemma A.35 e22 = v2.
Since σ1 ⊑ σ2, σ2(a) = v′2.
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Therefore 〈e21:=e22, σ2,B2〉 −→ 〈0, σ2[a 7→ v2],B2〉.
Immediately have 0 ⊑ 0.
Since v1 ⊑ v2, v1 ⊑h v2. Thus, since σ1 ⊑ σ2, σ1[a 7→ v1] ⊑ σ2[a 7→ v2].
Case PCheck:
e11 ⊑ e21 e12 ⊑ e22 S1 ⊑ S2
e11⇓〈S1; e12; r〉 ⊑ e21⇓〈S2; e22; r〉
Since 〈e11⇓〈S1; e12; r〉, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e11 = v1, e12 = a, hastype(σ1, v1, S1),
e′1 = v1, and σ′1 = σ1.
By Lemma A.35 e21 = v2.
By Lemma A.38, hastype(σ2, v2, S2).
Since a ⊑ e22, e22 = a.
Therefore, 〈v2⇓〈S2; a; r〉, σ2,B2〉 −→ 〈v2, σ2,B′2〉 for some B′2.
Case PCast:
e1 ⊑ e2 T11 ⊑ T21 T12 ⊑ T22
e1::T11⇒ℓT12 ⊑ e2::T21⇒ℓT22
Since 〈e1::T11⇒ℓT12, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e1 = v1, hastype(σ1, v1, ⌊T12⌋), e′1 =
v1, and σ′1 = σ1.
By Lemma A.35 e2 = v2.
By Lemma A.33 ⌊T12⌋ ⊑ ⌊T22⌋.
By Lemma A.38, hastype(σ2, v2, ⌊T22⌋).
Therefore, 〈v2::T21⇒ℓT22, σ2,B2〉 −→ 〈v2, σ2,B′2〉 for some B′2.
Case PAdd:
e11 ⊑ e21 e12 ⊑ e22
e11 + e12 ⊑ e21 + e22
Since 〈e11 + e12, σ1,B1〉 −→ 〈e′1, σ′1,B′1〉, have that e11 = n1, e12 = n2, e′1 = n′ where
n′ = n1 + n2, and σ′1 = σ1.
Since n1 ⊑ e21, e21 = n1.
Since n2 ⊑ e22, e22 = n2.
Therefore, 〈e21 + e22, σ2,B2〉 −→ 〈n′, σ2,B2〉.
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□Lemma A.40. Suppose e1 ⊑ e2 and σ1 ⊑ σ2. For any n, if 〈e1, σ1,B1〉 −→n 〈e′1, σ′1,B′1〉, then
〈e2, σ2,B2〉 −→n 〈e′2, σ′2,B′2〉 and e′1 ⊑ e′2 and σ′1 ⊑ σ′2.
Proof. By induction on n.
Case : n = 0.
Then e′1 = e1 and σ′1 = σ1. Have that 〈e2, σ2,B2〉 −→0 〈e2, σ2,B2〉, so e′2 = e2 and σ′2 = σ2.
Proof completed by assumptions.
Case : n = n′ + 1.
For some e′′1, σ′′1 ,B′′1 , 〈e1, σ1,B1〉 −→n′ 〈e′′1, σ′′1 ,B′′1〉 and 〈e′′1, σ′′1 ,B′′1〉 −→ 〈e′1, σ′1,B′1〉. By
the IH, 〈e2, σ2,B2〉 −→n′ 〈e′′2, σ′′2 ,B′′2〉 and e′′1 ⊑ e′′2 and σ′′1 ⊑ σ′′2 . Then by Lemma A.39,
〈e′′2, σ′′2 ,B′′2〉 −→ 〈e′2, σ′2,B′2〉 and e′1 ⊑ e′2 and σ′1 ⊑ σ′2. Finally, have that 〈e2, σ2,B2〉 −→n
〈e′2, σ′2,B′2〉.
□
Definition A.1 (Divergence). A λ⋆→ term e diverges, written e ⇑, if for all e′, σ,B such that 〈e, ∅, ∅〉 −→∗
〈e′, σ,B〉, there exists some e′′, σ′,B′ such that 〈e′, σ,B〉 −→ 〈e′′, σ′,B′〉.
Lemma A.41 (The gradual guarantee). If es ⊑ e′s and ∅ ⊢ es ⇝ e : T , then
(1) ∅ ⊢ e′s ⇝ e′ : T ′, with T ⊑ T ′, and
(2) if 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉, then 〈e′, ∅, ∅〉 −→∗ 〈v′, σ′,B′〉 with v ⊑ v′ and σ ⊑ σ′, and
(3) if e ⇑, then e′ ⇑, and
(4) if 〈e′, ∅, ∅〉 −→∗ 〈v′, σ′,B′〉, then either 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉 with v ⊑ v′ and σ ⊑ σ′, or
〈e, ∅, ∅〉 −→∗ Blame(L), and
(5) if e′ ⇑, then either e ⇑ or 〈e, ∅, ∅〉 −→∗ Blame(L).
Proof. We prove part 1 by applying Lemma A.32. From Lemma A.34 we have that e ⊑ e′.
Suppose that 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉. Then by Lemma A.40, 〈e′, ∅, ∅〉 −→∗ 〈v′, σ′,B′〉 with v ⊑ v′
and σ ⊑ σ′, proving part 2.
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Nowsuppose that for all e1 such that 〈e, ∅, ∅〉 −→∗ 〈e1, σ1,B1〉, there exists some e2 such that 〈e1, σ1,B1〉 −→
〈e2, σ2,B2〉. By Lemma A.40, 〈e′, ∅, ∅〉 −→∗ 〈e′1, σ′1,B′1〉 with e1 ⊑ e′1 and σ1 ⊑ σ′2. Then by Lemma
A.39, there exists some e′2 such that 〈e′1, σ′1,B′1〉 −→ 〈e′2, σ′2,B′2〉. Therefore 〈e′, ∅, ∅〉 ⇑, proving part
3.
Suppose that 〈e′, ∅, ∅〉 −→n 〈v′, σ,B〉 for some n. By Lemma A.13, either
(1) 〈e, ∅, ∅〉 −→∗ 〈v, σ,B〉 or
(2) 〈e, ∅, ∅〉 −→∗ Blame(L) or
(3) 〈e, ∅, ∅〉 −→∗ 〈e, σ,B〉 and 〈e, σ,B〉 stuck ♦ or
(4) 〈e, ∅, ∅〉 ⇑.
Case 2 satisfies the theorem. Case 3 is impossible because e does not contain any ♦-marked terms.
Case 4 is impossible because 〈e, ∅, ∅〉 −→n 〈en, σn,Bn〉 for some en, and by Lemma A.40, en ⊑
v′. By Lemma A.36, en is a value, and therefore 〈en, σn,Bn〉 ̸−→ 〈e′n, σ′n,B′n〉. Finally, have that
〈e, ∅, ∅〉 −→n 〈v, σ,B〉, because if this evaluation tookm steps withm < n, then em would not be a
value and em ⊑ v′, which is ruled out by Lemma A.36, and ifm > n, then en would not be a value and
en ⊑ v′, also ruled out by Lemma A.36. This proves part 4.
Finally, suppose that 〈e′, ∅, ∅〉 ⇑. For some n, by Lemma A.13, either
(1) 〈e, ∅, ∅〉 −→n 〈v, σ,B〉 or
(2) 〈e, ∅, ∅〉 −→n Blame(L) or
(3) 〈e, ∅, ∅〉 −→n 〈e, σ,B〉 and 〈e, σ,B〉 stuck ♦ or
(4) 〈e, ∅, ∅〉 ⇑.
Case 2 satisfies the theorem. Case 3 is impossible because e does not contain any ♦-marked terms. Case
1 is impossible because 〈e′, ∅, ∅〉 −→n 〈e′n, σ′n,B′n〉 for some e′n which is not a value, and by Lemma
A.40, v ⊑ e′n. By Lemma A.35, e′n is a value, resulting in a contradiction. Case 4 satisfies the theorem.
This proves part 5. □
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APPENDIX B
Appendices to Chapter 6
1. Appendix: Semantics
Figure 1 shows the static type system for λ⋆s. Figure 2 shows the shallow static type system for λ
⇓
d .
Figure 3 relates surface types U with constraint typesA.
Figure 4 shows the syntax for λ→e , the final target language of translation. Figure 5 defines the Curry-
style type system for λ→e .
Figure 6 shows the dynamic semantics of λ→e , while utility relations are shown in Figure 7. Figure 8
relates weaker heap types with stronger ones.
Figure 9 shows rules for translating λ⇓d to λ→e directly by removing type annotations (without removing
checks). It also shows definition and typing rules for value environments.
2. Appendix: Proofs
2.1. Soundness of λ⋆s.
Lemma B.1. IfA1 ▷⌊U⌋ A2, then U ≈ A2.
Proof. By cases onA1 ▷⌊U⌋ A2. □
Lemma B.2. Suppose U ≈ A.
(1) If U ▷ U1 → U2, thenA▷→ V1 → V2.
(2) If U ▷ ref U ′, thenA▷ref ref V .
(3) If U ∼ int, thenA▷int int.
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Γ ⊢ s : U
SAbs
Γ, x:U1 ⊢ s : U ′2 U ′2 ∼ U2
Γ ⊢ λ(x:U1)→U2. s : U1 → U2
SApp
Γ ⊢ s1 : U
U ▷ U1 → U2
Γ ⊢ s2 : U ′1 U ′1 ∼ U1
Γ ⊢ s1 s2 : U2
SRef
Γ ⊢ s : U2 U2 ∼ U1
Γ ⊢ refU1 s : ref U1
SDeref
Γ ⊢ s : U U ▷ ref U ′
Γ ⊢ !s : U ′
SUpdt
Γ ⊢ s1 : U U ▷ ref U ′ Γ ⊢ s2 : U ′′ U ′′ ∼ U ′
Γ ⊢ s1:=s2 : int
SAdd
Γ ⊢ s1 : U1 U1 ∼ int
Γ ⊢ s2 : U2 U2 ∼ int
Γ ⊢ s1 + s2 : int
SVar
Γ(x) = U
Γ ⊢ x : U
SInt
Γ ⊢ n : int
Figure 1. Type system for λ⋆s.
Proof. We prove part 1 by cases on U . If U = ⋆, then A = α, and α ▷→ β → γ. If U = U1 → U2,
then eitherA = α and the theorem holds as above, orA = ref V1V2, andA▷→ V1 → V2.
The proofs of parts 2 and 3 are similar. □
Lemma B.3. If Γ ⊢ d : A; Ω and for all x ∈ dom(Γ), Γ′(x) = Γ(x), then Γ′ ⊢ d : A; Ω.
Proof. Induction on Γ ⊢ d : A; Ω. □
Lemma B.4. If Γ ⊢ s⇝ d : U and for all x ∈ dom(Γ), Γ(x) ≈ Γ′(x), then Γ′ ⊢ d : A; Ω and U ≈ A.
Proof. By induction on Γ ⊢ s⇝ d : U .
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Γ ⊢ d : S
PAbs
Γ, x:⋆ ⊢ d : ⋆
Γ ⊢ λ(x:X)→Y. d : →
PApp
Γ ⊢ d1 : → Γ ⊢ d2 : ⋆
Γ ⊢ d1 d2 : ⋆
PRef
Γ ⊢ d : ⋆
Γ ⊢ refX d : ref
PDeref
Γ ⊢ d : ref
Γ ⊢ !d : ⋆
PUpdt
Γ ⊢ d1 : ref Γ ⊢ d2 : ⋆
Γ ⊢ d1:=d2 : int
PAdd
Γ ⊢ d1 : int Γ ⊢ d2 : int
Γ ⊢ d1 + d2 : int
PVar
Γ(x) = S
Γ ⊢ x : S
PInt
Γ ⊢ n : int
Figure 2. Simple type system for λ⇓d .
U ≈ A
⋆ ≈ α U1 → U2 ≈ V1 → V2
ref U ≈ ref V int ≈ int
Figure 3. Relating U andA.
Case: UAbs:
Γ, x:U1 ⊢ s⇝ d : U ′2 U ′2 ∼ U2 X,Y fresh
Γ ⊢ λ(x:U1)→U2. s⇝ λ(x:X)→Y. let x = x⇓⌊U1⌋ in d : U1 → U2
By IVar, Γ′, x : X ⊢ x : X; ∅.
Have thatX ▷⌊U1⌋ A1.
By ICheck, Γ′, x : X ⊢ x⇓⌊U1⌋ : A1; ∅.
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a ∈ addresses
e ::= a | x | n | e+w e | λx. e | (e e)w | let x = e in e | ref e | !ew | e:=we | e⇓S | fail
w ::= ♦ | ♦
Σ ::= · | Σ, a:T
Figure 4. Syntax for λ→e .
By Lemma B.1, U1 ≈ A1.
By the IH, Γ′, x:A1 ⊢ d : A2; Ω and U ′2 ≈ A2.
By Lemma B.3, Γ′, x:X, x:A1 ⊢ d : A2; Ω.
By ILet, Γ′, x:X ⊢ let x = x⇓⌊U1⌋ in d : A2; Ω.
By IAbs, Γ′ ⊢ λ(x:X)→Y. let x = x⇓⌊U1⌋ in d : X → Y ; Ω, A2 <: Y .
Have that U1 → U2 ≈ X → Y .
Case: UApp:
Γ ⊢ s1 ⇝ d1 : U U ▷ U1 → U2 Γ ⊢ s2 ⇝ d2 : U ′1 U ′1 ∼ U1
Γ ⊢ s1 s2 ⇝ (d1⇓→) d2⇓⌊U2⌋ : U2
By the IH, Γ′ ⊢ d1 : A1; Ω1 and U ≈ A1.
By Lemma B.2,A1 ▷→ V1 → V2.
By ICheck, Γ′ ⊢ d1⇓→ : V1 → V2.
By the IH, Γ′ ⊢ d2 : A2; Ω2 and U ′1 ≈ A2.
By IApp, Γ′ ⊢ (d1⇓→) d2 : V2; Ω1,Ω2, A2 <: V1.
Have that V2 ▷⌊U2⌋ A3.
By ICheck, Γ′ ⊢ ((d1⇓→) d2)⇓⌊U2⌋ : A3; Ω1,Ω2, A2 <: V1.
By Lemma B.1, U2 ≈ A3.
Case: URef:
Γ ⊢ s⇝ d : U2 U2 ∼ U1 X fresh
Γ ⊢ refU1 s⇝ refX d : ref U1
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Γ;Σ ⊢ e : T
TSubsump
Γ;Σ ⊢ e : T1 ⊢ T1 <: T2
Γ;Σ ⊢ e : T2
TAbs
Γ, x:T1; Σ ⊢ e : T2
Γ ⊢ λx. e : T1 → T2
TLet
Γ;Σ ⊢ e1 : T1 Γ, x:T1; Σ ⊢ e2 : T2
Γ ⊢ let x = e1 in e2 : T2
TApp
Γ;Σ ⊢ e1 : T1 → T2 Γ ⊢ e2 : T1
Γ ⊢ (e1 e2)♦ : T2
TAppOW
Γ;Σ ⊢ e1 : ⋆ Γ ⊢ e2 : ⋆
Γ ⊢ (e1 e2)♦ : ⋆
TRef
Γ;Σ ⊢ e : T
Γ;Σ ⊢ ref e : ref T
TDeref
Γ;Σ ⊢ e : ref T
Γ;Σ ⊢ !e♦ : T
TDerefOW
Γ;Σ ⊢ e : ⋆
Γ;Σ ⊢ !e♦ : ⋆
TUpdt
Γ;Σ ⊢ e1 : ref T Γ;Σ ⊢ e2 : T
Γ;Σ ⊢ e1:=♦e2 : int
TUpdtOW
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
TVar
Γ(x) = T
Γ;Σ ⊢ x : T
TAddr
Σ(a) = T
Γ;Σ ⊢ a : ref T
TInt
Γ;Σ ⊢ n : int
TCheckRedundant
Γ;Σ ⊢ e : T ⌊T ⌋ ⪯ S
Γ;Σ ⊢ e⇓S : T
TAdd
Γ;Σ ⊢ e1 : int Γ;Σ ⊢ e2 : int
Γ;Σ ⊢ e1 +♦ e2 : int
TAddOW
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 +♦ e2 : int
TCheck
Γ;Σ ⊢ e : ⋆
Γ;Σ ⊢ e⇓S : ⌈S⌉
TFail
Γ;Σ ⊢ fail : T
TCheckFail
Γ;Σ ⊢ e : T T ̸= ⋆ ⌊T ⌋ ̸⪯ S
Γ;Σ ⊢ e⇓S : T ′
Figure 5. Type system for λ→e .
By the IH, Γ′ ⊢ d : A; Ω and U2 ≈ A.
By IRef, Γ′ ⊢ refX d : refX; Ω, A <: X .
Have that ref U ≈ refX .
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ς ::= 〈e, µ〉 | fail
v ::= a | n | λx. e
µ ::= · | µ[a := v]
E ::= □ | E +w e | v +w E | (E e)w | (v E)w | let x = E in e | refE | !Ew | E:=we |
v:=wE | E⇓S
〈e, µ〉 −→ ς
ECheck 〈v⇓S, µ〉 −→ 〈v, µ〉 if hastype(v, S)
ECheckFail 〈v⇓S, µ〉 −→ fail if ¬hastype(v, S)
EFail 〈fail, µ〉 −→ fail
ERef 〈ref v, µ〉 −→ 〈a, µ[a := v]〉 where a fresh
EDeref 〈!aw, µ〉 −→ 〈v, µ〉 where µ(a) = v
EUpdt 〈a:=wv, µ〉 −→ 〈0, µ[a := v]〉 where µ(a) = v′
EApp 〈((λx. e) v)w, µ〉 −→ 〈e[x/v], µ〉
ELet 〈let x = v in e, µ〉 −→ 〈e[x/v], µ〉
EAdd 〈n1 +w n2, µ〉 −→ 〈n′, µ〉 where n1 + n2 = n′
〈e, µ〉 −→ 〈e′, µ′〉
〈E[e], µ〉 7−→ 〈E[e′], µ′〉
〈e, µ〉 −→ fail
〈E[e], µ〉 7−→ fail
hastype(v, S)
hastype(v, ⋆) hastype(n, int) hastype(λx. e,→) hastype(a, ref)
Figure 6. Dynamic semantics for λ→e .
Case: UDeref:
Γ ⊢ s⇝ d : U U ▷ ref U ′
Γ ⊢ !s⇝ !(d⇓ref)⇓⌊U ′⌋ : U ′
By the IH, Γ′ ⊢ d : A1; Ω and U ≈ A1.
By Lemma B.2,A1 ▷ref ref V .
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〈e, µ〉 stuckw
〈(n v)w, µ〉 stuckw 〈(a v)w, µ〉 stuckw
〈a+w v, µ〉 stuckw 〈(λx. e) +w v, µ〉 stuckw
〈n+w a, µ〉 stuckw 〈n+w (λx. e), µ〉 stuckw
a ̸∈ dom(µ)
〈!aw, µ〉 stuckw 〈!nw, µ〉 stuckw
〈!(λx. e)w, µ〉 stuckw
a ̸∈ dom(µ)
〈a:=wv, µ〉 stuckw 〈n:=wv, µ〉 stuckw
〈(λx. e):=wv, µ〉 stuckw
〈e, µ〉 stuckw
〈E[e], µ〉 stuckw
Σ ⊢ µ
dom(Σ) = dom(µ) ∀a ∈ dom(Σ), ∅;Σ ⊢ µ(a) : Σ(a)
Σ ⊢ µ
Figure 7. Additional semantics for λ→e .
Σ ⊑ Σ
∀a ∈ dom(Σ2), Σ1(a) = Σ2(a)
Σ1 ⊑ Σ2
Figure 8. Weaker and stronger heap types.
By ICheck, Γ′ ⊢ d⇓ref : ref V ; Ω.
By IDeref, Γ′ ⊢ !(d⇓ref) : V ; Ω.
Have that V ▷⌊U ′⌋ A2.
By ICheck, Γ′ ⊢ !(d⇓ref)⇓⌊U ′⌋ : A2; Ω.
By Lemma B.1, U ′ ≈ A2.
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ρ ::= · | ρ, x = v
Σ ⊢ ρ : Γ
Σ ⊢ · : ∅
∅; Σ ⊢ v : T Σ ⊢ ρ : Γ
Σ ⊢ ρ, x = v : Γ, x : T
|d| = e
|x| = x
|n| = n
|λ(x:X)→Y. d| = λx. |d|
|d1 d2| = (|d1| |d2|)♦
|refX d| = ref |d|
|!d| = !|d|♦
|d1:=d2| = |d1|:=♦|d2|
|d1 + d2| = |d1| +♦ |d2|
|d⇓S| = |d|⇓S
Figure 9. Rules for environments and for erasing to λ⇓d to λ→e .
Case: UUpdt:
Γ ⊢ s1 ⇝ d1 : U U ▷ ref U ′ Γ ⊢ s2 ⇝ d2 : U ′′ U ′′ ∼ U ′
Γ ⊢ s1:=s2 ⇝ d1⇓ref:=d2 : int
By the IH, Γ′ ⊢ d1 : A1; Ω1 and U ≈ A1.
By Lemma B.2,A1 ▷ref ref V .
By ICheck, Γ′ ⊢ d1⇓ref : ref V ; Ω1.
By the IH, Γ′ ⊢ d2 : A2; Ω2 and U ′′ ≈ A2.
By IUpdt, Γ′ ⊢ d1⇓ref:=d2 : int; Ω1,Ω2, A2 <: V .
Case: UAdd:
Γ ⊢ s1 ⇝ d1 : U1 U1 ∼ int Γ ⊢ s2 ⇝ d2 : U2 U2 ∼ int
Γ ⊢ s1 + s2 ⇝ d1⇓int + d2⇓int : int
By the IH, Γ′ ⊢ d1 : A1; Ω1 and U1 ≈ A1.
By Lemma B.2,A1 ▷int int.
By ICheck, Γ′ ⊢ d1⇓int : int; Ω1.
By the IH, Γ′ ⊢ d2 : A2; Ω2 and U2 ≈ A2.
By Lemma B.2,A2 ▷int int.
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By ICheck, Γ′ ⊢ d2⇓int : int; Ω2.
By IAdd, Γ′ ⊢ d1⇓int + d2⇓int : int; Ω1,Ω2.
Case: UVar:
Γ(x) = U
Γ ⊢ x⇝ x : U
Have that Γ′(x) = A and U ≈ A.
By IVar, Γ′ ⊢ x : A; ∅.
Case: UInt: Immediate.
□
2.2. Soundness of λ⇓d .
Lemma B.5. If σ is a solution toΩ1 ∪ Ω2, then σ is a solution toΩ1 and σ is a solution toΩ2.
Proof. Since σ is a solution for every constraint inΩ, and for allC ∈ Ω1,C ∈ Ω, so σ is a solution for
every constraint inΩ1, so it is a solution toΩ1. Likewise forΩ1. □
Lemma B.6. If ⊢ T1 <: T2 and ⊢ T2 <: T3, then ⊢ T1 <: T3.
Proof. Straightforward induction. □
Lemma B.7. If ⌊T1⌋ ⪯ S and ⊢ T2 <: T1, then ⌊T2⌋ ⪯ S.
Proof. Cases on T1. □
Lemma B.8. If Γ ⊢ d : A; Ω and σ is a solution forΩ, then Γ;σ ⊢ d⇝ e : T and ⊢ T <: σA.
Proof. By induction on Γ ⊢ d : A; Ω
Case: IVar:
Γ(x) = A
Γ ⊢ x : A; ∅
Have that Γ(x) = A.
By DVar, Γ;σ ⊢ x⇝ x : σA.
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Case: IAbs:
Γ, x:α ⊢ d : A; Ω
Γ ⊢ λ(x:α)→β. d : α→ β; Ω, A <: β
Since σ is a solution forΩ ∪ {A <: β}, by Lemma B.5, σ is a solution forΩ.
By the IH, Γ, x:α;σ ⊢ d⇝ e : T and ⊢ T ′ <: σA.
Since σ is a solution toΩ, A <: β, ⊢ σA <: σβ.
By Lemma B.6, ⊢ T ′ <: σβ.
By DAbs, Γ;σ ⊢ λ(x:α)→β. d⇝ λx. e : σα→ σβ.
Case: IApp:
Γ ⊢ d1 : V1 → V2; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1 d2 : V2; Ω1,Ω2, A <: V1
Since σ is a solution for Ω1,Ω2, A1 <: V1, A <: V1 → V2, by Lemma B.5, σ is a solution for Ω1
and σ is a solution forΩ2.
By the IH, Γ;σ ⊢ d1 ⇝ e1 : T1 and ⊢ T1 <: σV1 → σV2.
Therefore T1 = T11 → T12 and ⊢ σV1 <: T11 and ⊢ T12 <: σV2.
By the IH, Γ;σ ⊢ d2 ⇝ e2 : T2 and ⊢ T2 <: σA.
Since σ is a solution toΩ, A <: V1, ⊢ σA <: σV1.
By Lemma B.6, ⊢ T2 <: T11.
By DApp, Γ;σ ⊢ d1 d2 ⇝ (e1 e2)♦ : T12.
Case: ICheck:
Γ ⊢ d : A1; Ω A1 ▷S A2
Γ ⊢ d⇓S : A2; Ω; (A1:S) = A2
By the IH, Γ;σ ⊢ d⇝ e : T and ⊢ T <: σA1.
If S = ⋆, thenA2 = A1, and by DCheckRemove, Γ;σ ⊢ d⇓S ⇝ e : T .
We proceed by cases onA1 and ⌊σA1⌋.
Case: A1 ̸= α and S = ⌊σA1⌋:
Then S = ⌊A1⌋.
ThenA2 = A1.
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By Lemma B.7, S = ⌊T ⌋.
By DCheckRemove, Γ;σ ⊢ d⇓S ⇝ e : T .
Case: A1 ̸= α and S is not the constructor of σA1: Vacuous, since S ̸= ⋆.
Case: A1 = α and S is the constructor of σA1:
Then σA1 = σA2.
Therefore ⊢ T <: σA2.
By Lemma B.7, ⌊T ⌋ ⪯ S.
By DCheckRemove, Γ;σ ⊢ d⇓S ⇝ e : T .
Case: A1 = α and S is not the constructor of σA1:
Since σ is a solution forΩ ∪ {(A1:S) = A2}, for all β ∈ parts(A2), σβ = ⋆.
By the definition of▷S , since S ̸= ⋆, ⌊A2⌋ = S.
Therefore σA2 = ⌈S⌉.
If T = ⋆, then by DCheckKeep, Γ;σ ⊢ d⇓S ⇝ e⇓S : ⌈S⌉.
Otherwise, by DCheckFail, Γ;σ ⊢ d⇓S ⇝ fail : ⌈S⌉.
Case: IRef:
Γ ⊢ d : A; Ω
Γ ⊢ refα d : ref α; Ω, A <: α
By the IH, Γ;σ ⊢ d⇝ e : T ′ and ⊢ T ′ <: σA.
Since σ is a solution toΩ ∪ {A <: α}, ⊢ σA <: σα.
By Lemma B.6, ⊢ T ′ <: σα.
By DRef, Γ;σ ⊢ refα d⇝ ref e : ref σα.
Case: IDeref:
Γ ⊢ d : ref V ; Ω
Γ ⊢ !d : V ; Ω
By the IH, Γ;σ ⊢ d⇝ e : T and ⊢ T <: ref σV .
Therefore T = ref T ′ and ⊢ T ′ <: σV .
By DDeref, Γ;σ ⊢ !d⇝ !e♦ : T ′.
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Case: IUpdt:
Γ ⊢ d1 : ref V ; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1:=d2 : int; Ω1,Ω2, A <: V
Since σ is a solution to Ω1 ∪ Ω2 ∪ {A <: V }, by Lemma B.5, σ is a solution to Ω1 and σ is a
solution toΩ2 and σ is a solution to {A <: V }.
By the IH, Γ;σ ⊢ d1 ⇝ e1 : T1 and ⊢ T1 <: ref σV .
Therefore T1 = ref T ′1 and ⊢ σV <: T ′1
By the IH, Γ;σ ⊢ d2 ⇝ e2 : T2 and ⊢ T2 <: σA.
Since σ is a solution to {A <: V }, ⊢ σA <: σV .
By Lemma B.6, ⊢ T2 <: T ′1.
By DDeref, Γ;σ ⊢ d1:=d2 ⇝ e1:=♦e2 : int.
Case: IAdd:
Γ ⊢ d1 : int; Ω1 Γ ⊢ d2 : int; Ω2
Γ ⊢ d1 + d2 : int; Ω1,Ω2
Since σ is a solution toΩ1 ∪ Ω2, by Lemma B.5, σ is a solution toΩ1 and σ is a solution toΩ2.
By the IH, Γ;σ ⊢ d1 ⇝ e1 : T1 and ⊢ T1 <: int.
By the IH, Γ;σ ⊢ d2 ⇝ e2 : T2 and ⊢ T2 <: int.
Therefore T1 = T2 = int.
Therefore by DAdd, Γ;σ ⊢ d1 + d2 ⇝ (e1 + e2)♦ : int.
Case : IInt: Immediate by DInt.
□
Lemma B.9. If Γ ⊢ d : A; Ω1 and ⊢ A : Ω2 and σ is a solution for Ω1 ∪ Ω2, then Γ;σ ⊢ d⇝ e : T and
⊢ T <: σA.
Proof. By Lemma B.5, σ is a solution forΩ1.
By Lemma B.8, Γ;σ ⊢ d⇝ e : T and ⊢ T <: σA. □
Lemma B.10. If Γ;σ ⊢ d⇝ e : T , then σΓ; ∅ ⊢ e : T .
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Proof. By induction on Γ;σ ⊢ d⇝ e : T .
Case : OAbs:
Γ, x:α;σ ⊢ d⇝ e : T ⊢ T <: σβ
Γ;σ ⊢ λ(x:α)→β. d⇝ λx. e : σα→ σβ
By the IH, σΓ, x:σα;∅ ⊢ e : T .
By TSubsump, σΓ, x:T1;∅ ⊢ e : σβ.
By TAbs, σΓ;∅ ⊢ λx. e : σα→ σβ.
Case : OLet:
Γ;σ ⊢ d1 ⇝ e1 : T1 Γ, x:T1;σ ⊢ d2 ⇝ e2 : T2
Γ;σ ⊢ let x = d1 in d2 ⇝ let x = e1 in e2 : T2
By the IH, σΓ;∅ ⊢ e1 : T1.
By the IH, σΓ, x:T1;∅ ⊢ e2 : T2.
By TLet, σΓ;∅ ⊢ let x = e1 in e2 : T2.
Case : OApp:
Γ;σ ⊢ d1 ⇝ e1 : T1 → T2 Γ;σ ⊢ d2 ⇝ e2 : T ′1 ⊢ T ′1 <: T1
Γ;σ ⊢ d1 d2 ⇝ (e1 e2)♦ : T2
By the IH, σΓ;∅ ⊢ e1 : T1 → T2.
By the IH, σΓ;∅ ⊢ e2 : T ′1.
By TSubsump, σΓ;∅ ⊢ e2 : T2.
By TApp, σΓ;∅ ⊢ (e1 e2)♦ : T2.
Case : ORef:
Γ;σ ⊢ d⇝ e : T ⊢ T <: σα
Γ;σ ⊢ refα d⇝ ref e : ref T
By the IH, σΓ;∅ ⊢ e : T .
By TSubsump, σΓ;∅ ⊢ e : σα.
By TRef, σΓ;∅ ⊢ ref e : ref σα.
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Case : ODeref:
Γ;σ ⊢ d⇝ e : ref T
Γ;σ ⊢ !d⇝ !e♦ : T
By the IH, σΓ;∅ ⊢ e : ref T .
By TDeref, σΓ;∅ ⊢ !e♦ : T .
Case : OUpdt:
Γ;σ ⊢ d1 ⇝ e1 : ref T Γ;σ ⊢ d2 ⇝ e2 : T ′ ⊢ T ′ <: T
Γ;σ ⊢ d1:=d2 ⇝ e1:=♦e2 : int
By the IH, σΓ;∅ ⊢ e1 : ref T .
By the IH, σΓ;∅ ⊢ e2 : T ′.
By TSubsump, σΓ;∅ ⊢ e2 : T .
By TDeref, σΓ;∅ ⊢ e1:=♦e2 : int.
Case : OVar:
Γ(x) = A
Γ;σ ⊢ x⇝ x : σA
Have that σΓ(x) = σA.
By TVar, σΓ;∅ ⊢ x : σA.
Case : OInt: Immediate from TInt.
Case : OAdd:
Γ;σ ⊢ d1 ⇝ e1 : int Γ;σ ⊢ d2 ⇝ e2 : int
Γ;σ ⊢ d1 + d2 ⇝ e1 +♦ e2 : int
By the IH, σΓ;∅ ⊢ e1 : int.
By the IH, σΓ;∅ ⊢ e2 : int.
By TAdd, σΓ;∅ ⊢ e1 +♦ e2 : int.
Case : OCheckRemove:
Γ;σ ⊢ d⇝ e : T ⌊T ⌋ ⪯ S
Γ;σ ⊢ d⇓S ⇝ e : T
Immediate from the IH.
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Case : OCheckKeep:
Γ;σ ⊢ d⇝ e : ⋆
Γ;σ ⊢ d⇓S ⇝ e⇓S : ⌈S⌉
By the IH, σΓ;∅ ⊢ e : ⋆.
By TCheck, σΓ;∅ ⊢ e⇓S : ⌈S⌉.
Case : OCheckFail:
Γ;σ ⊢ d⇝ e : T T ̸= ⋆ ⌊T ⌋ ̸⪯ S
Γ;σ ⊢ d⇓S ⇝ fail : T ′
Immediate from TFail.
□
2.3. Soundness of λ→e .
Lemma B.11 (Inversion). Suppose Γ;Σ ⊢ e : T . Then:
• If e = λx. e, then there exists T1 such that Γ, x:T1;Σ ⊢ e : T2 and ⊢ T1 → T2 <: T .
• If e = a, thenΣ(a) = T ′ and ⊢ ref T ′ <: T .
• If e = n, then ⊢ int <: T .
• If e = e⇓S, then either:
(1) Γ;Σ ⊢ e : ⋆ and ⊢ ⌈S⌉ <: T , or
(2) Γ;Σ ⊢ e : T ′ and ⌊T ′⌋ ⪯ S and ⊢ T ′ <: T , or
(3) Γ;Σ ⊢ e : T ′′ and ⌊T ′⌋ ̸⪯ S and T ′′ ̸= ⋆.
• If e = x, then Γ(x) = T ′ and ⊢ T ′ <: T .
• If e = (e1 e2)♦, then Γ;Σ ⊢ e1 : T1 → T2 and Γ;Σ ⊢ e2 : T1 and ⊢ T2 <: T .
• If e = (e1 e2)♦, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and ⊢ ⋆ <: T .
• If e = let x = e1 in e2, then Γ;Σ ⊢ e1 : T1 and Γ,x : T1;Σ ⊢ e2 : T2 and ⊢ T2 <: T .
• If e = ref e, then Γ;Σ ⊢ e : T ′ and ⊢ ref T ′ <: T .
• If e = !e♦, then Γ;Σ ⊢ e : ref T ′ and ⊢ T ′ <: T .
• If e = !e♦, then Γ;Σ ⊢ e : ⋆ and ⊢ ⋆ <: T .
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• If e = e1:=♦e2, then Γ;Σ ⊢ e1 : ref T ′ and Γ;Σ ⊢ e2 : T ′ and ⊢ int <: T .
• If e = e1:=♦e2, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and ⊢ int <: T .
• If e = e1 +♦ e2, then Γ;Σ ⊢ e1 : int and Γ;Σ ⊢ e2 : int and ⊢ int <: T .
• If e = e1 +♦ e2, then Γ;Σ ⊢ e1 : ⋆ and Γ;Σ ⊢ e2 : ⋆ and ⊢ int <: T .
Proof. Induction on Γ;Σ ⊢ e : R. □
Lemma B.12 (Canonical forms). Suppose ∅;Σ ⊢ v : T andΣ ⊢ µ.
(1) If T = int, then v = n.
(2) If T = T1 → T2, then v = λx. e.
(3) If T = ref T ′, then v = a and µ(a) = v′.
(4) If T = ⋆, then ∃T ′, T ′ ̸= ⋆, such that ∅;Σ ⊢ v : T ′.
Proof. We prove each part separately.
(1) We prove by induction on ∅;Σ ⊢ v : int. Most cases vacuous.
Case : TInt
∅;Σ ⊢ n : int
Immediate.
Case : TSubsump
∅;Σ ⊢ v : T1 ⊢ T1 <: int
∅;Σ ⊢ v : int
Since ⊢ T1 <: int, T1 = int.
By the IH, v = n.
(2) We prove by induction on ∅;Σ ⊢ v : T1 → T2. Most cases vacuous.
Case : TAbs
x:T1;Σ ⊢ e : T2
∅;Σ ⊢ λx. e : T1 → T2
Immediate.
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Case : TSubsump
∅;Σ ⊢ v : T ′ ⊢ T ′ <: T1 → T2
∅;Σ ⊢ v : T1 → T2
Since ⊢ T ′ <: T1 → T2, T ′ = T ′1 → T ′2.
By the IH, v = λx. e.
(3) We prove by induction on ∅;Σ ⊢ v : ref T ′. Most cases vacuous.
Case : TAddr
Σ(a) = T ′
∅;Σ ⊢ a : ref T ′
Immediately have v = a. SinceΣ(a) = T ′, exists v′ such that µ(a) = v′.
Case : TSubsump
∅;Σ ⊢ v : T ′′ ⊢ T ′′ <: ref T ′
∅;Σ ⊢ v : ref T ′
Since ⊢ T ′′ <: ref T ′, T ′′ = ref T ′′′.
By the IH, v = a and µ(a) = v′.
(4) We prove by induction on ∅;Σ ⊢ v : ⋆. Most cases vacuous.
Case : TSubsump
∅;Σ ⊢ v : T ′ ⊢ T ′ <: ⋆
∅;Σ ⊢ v : ⋆
If T ′ = ⋆, then we apply the IH to find that ∃T ′′, T ′′ ̸= ⋆, such that ∅;Σ ⊢ v : T ′′.
If T ′ ̸= ⋆, then immediate.
□
Lemma B.13 (Heap weakening). If Γ;Σ ⊢ e : T andΣ′ ⊑ Σ, then Γ;Σ′ ⊢ e : T .
Proof. By induction on Γ;Σ ⊢ e : T . Only interesting case:
Case : TAddr:
Σ(a) = T
Γ;Σ ⊢ a : ref T
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BecauseΣ′ ⊑ Σ,Σ′(a) = T .
By TAddr, Γ;Σ ⊢ a : ref T .
□
Lemma B.14 (Heap extension). If Σ ⊢ µ and ∅;Σ,a:T ⊢ v : T and a ̸∈ dom(Σ), then Σ,a:T ⊢ µ[a :=
v].
Proof. Since a ̸∈ dom(Σ), for all a′ ∈ dom(Σ),Σ(a′) = (Σ,a:T )(a′).
ThereforeΣ,a:T ⊑ Σ.
Suppose a′ ∈ dom(Σ,a:T ). If a = a′, then immediately ∅;Σ,a:T ⊢ µ[a := v](a) : (Σ,a:T )(a).
If a ̸= a′, then ∅;Σ ⊢ µ(a′) : Σ(a′).
Immediately have µ(a′) = µ[a := v](a′) andΣ(a′) = (Σ,a:T )(a′).
By Lemma B.13, ∅;Σ,a:T ⊢ µ[a := v](a′) : (Σ,a:T )(a′).
Therefore,Σ,a:T ⊢ µ[a := v]. □
Lemma B.15 (Substitution). If Γ,x:T1;Σ ⊢ e : T2 and Γ;Σ ⊢ v : T1, then Γ;Σ ⊢ e[x/v] : T2.
Proof. By induction on Γ,x:T1;Σ ⊢ e : T2. Only interesting cases:
Case: TVar:
(Γ,x:T1)(y) = T2
Γ,x:T1;Σ ⊢ y : T2
If y ̸= x, then Γ(x) = T2. Then by TVar, Γ;Σ ⊢ y : T2.
If y = x, then y[x/v] = v and (Γ,x:T1)(x) = T1, so T1 = T2. Have immediately that Γ;Σ ⊢ v :
T2.
Case: TAbs:
Γ,x:T1,y:T
′
1;Σ ⊢ e : T ′2
Γ,x:T1;Σ ⊢ λy. e : T ′1 → T ′2
If y = x, then (λy. e)[x/v] = λy. e and Γ,x:T1,y:T ′1 ≡ Γ,y:T ′1.
Therefore Γ,y:T ′1;Σ ⊢ e : T ′2.
By TAbs, Γ;Σ ⊢ λy. e : T ′1 → T ′2.
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If y ̸= x, then Γ,x:T1,y:T ′1 ≡ Γ,y:T ′1,x:T1.
Therefore Γ,y:T ′1,x:T1;Σ ⊢ e : T ′2.
By the IH, Γ,y:T ′1Σ ⊢ e[x/v] : T ′2.
By TAbs, Γ;Σ ⊢ λy. e[x/v] : T ′1 → T ′2.
Case: TLet:
Γ,x:T1;Σ ⊢ e1 : T ′ Γ,x:T1,y:T ′;Σ ⊢ e2 : T2
Γ,x:T1;Σ ⊢ let y = e1 in e2 : T2
By the IH, Γ;Σ ⊢ e1[x/v] : T ′.
If y = x, then (let y = e1 in e2)[x/v] = let y = e1[x/v] in e2 and Γ,x:T1,y:T ′ ≡ Γ,y:T ′.
Therefore Γ,y:T ′;Σ ⊢ e2 : T2.
By TLet, Γ;Σ ⊢ let y = e1[x/v] in e2 : T2.
If y ̸= x, then Γ,x:T1,y:T ′ ≡ Γ,y:T ′,x:T1.
Therefore Γ,y:T ′,x:T1;Σ ⊢ e2 : T2.
By the IH, Γ,y:T ′Σ ⊢ e2[x/v] : T2.
By TLet, Γ;Σ ⊢ let y = e1[x/v] in e2[x/v] : T2.
□
Lemma B.16. If ∅; Σ ⊢ v : T and ⌊T ⌋ ̸⪯ S and S ̸⪯ ⌊T ⌋, then ̸= hastype(v, S).
Proof. By cases on T .
Case: T = int: By Lemma B.12, v = n. Have that S ̸∈ {int, ⋆}, so ¬hastype(n, S).
Case: T = T1 → T2: By Lemma B.12, v = λx. e. Have that S ̸∈ {→, ⋆}, so ¬hastype(λx. e, S).
Case: T = ref T ′: By Lemma B.12, v = a. Have that S ̸∈ {ref, ⋆}, so ¬hastype(a, S).
Case: T = ⋆: Vacuous.
□
Lemma B.17 (Preservation). Suppose ∅;Σ ⊢ e : T andΣ ⊢ µ. If 〈e, µ〉 −→ 〈e′, µ′〉, then ∅;Σ′ ⊢ e′ : T
andΣ′ ⊢ µ′ andΣ′ ⊑ Σ.
Proof. By induction on 〈e, µ〉 −→ 〈e′, µ′〉.
263
Case : ECheck:
〈v⇓S, µ〉 −→ 〈v, µ〉 if hastype(v, S)
By Lemma B.11, we have three cases:
Case: ∅; Σ ⊢ v : T ′ and ⌊T ′⌋ ⪯ S and ⊢ T ′ <: T :
Immediate by subsumption.
Case: ∅; Σ ⊢ v : T ′′ and ⌊T ′⌋ ̸⪯ S and T ′′ ̸= ⋆:
Vacuous, by Lemma B.16.
Case: ∅;Σ ⊢ v⇓S : ⌈S⌉ and ∅;Σ ⊢ v : ⋆.
We proceed by cases on S:
Subcase : S = ⋆: Then ⌈S⌉ = ⋆, and the theorem holds.
Subcase : S = int: Then ⌈S⌉ = int. Because hastype(v, int), v = n. Thus by TInt,
∅;Σ ⊢ v : int.
Subcase : S =→: Then ⌈S⌉ = ⋆→ ⋆.
Because hastype(v,→), v = λx. e.
By Lemma B.11, for some T1, T2 have ∅,x:T1;Σ ⊢ e : T2 and ⊢ T1 → T2 <: ⋆.
Then have that ⊢ T2 <: ⋆ and ⊢ ⋆ <: T1, and hence T1 = ⋆.
By TSubsump, ∅,x: ⋆ ;Σ ⊢ e : ⋆.
Therefore ∅;Σ ⊢ λx. e : ⋆→ ⋆.
Subcase : S = ref: Then ⌈S⌉ = ref ⋆.
Because hastype(v,→), v = a.
By Lemma B.11, for some T ′ haveΣ(a) = T ′ and ⊢ ref T ′ <: ⋆.
Then have that ⊢ T ′ <: ⋆ and ⊢ ⋆ <: T ′, and hence T ′ = ⋆.
Therefore by TAddr ∅;Σ ⊢ a : ref ⋆.
Case : ECheckFail: Vacuous.
Case : EFail: Vacuous.
Case : ERef:
〈ref v, µ〉 −→ 〈a, µ[a := v]〉 where a fresh
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By Lemma B.11, for some T ′ have ∅;Σ ⊢ v : T ′ and ⊢ ref T ′ <: T .
LetΣ′ = Σ,a:T ′.
Then by TAddr, ∅;Σ′ ⊢ a : ref T ′.
By TSubsump, ∅;Σ′ ⊢ a : T .
Since a is fresh,Σ′ ⊑ Σ.
By Lemma B.13, ∅;Σ′ ⊢ v : T ′.
By Lemma B.14,Σ′ ⊢ µ[x := v].
Case : EApp:
〈((λx. e) v)w, µ〉 −→ 〈e[x/v], µ〉
We proceed by cases onw.
Subcase : w = ♦:
By Lemma B.11, for some T1, T2 have ∅;Σ ⊢ λx. e : T1 → T2 and ∅;Σ ⊢ v : T1 and
⊢ T2 <: T .
By Lemma B.11, for some T ′1, T ′2 have ∅,x:T ′1;Σ ⊢ e : T ′2 and ⊢ T ′1 → T ′2 <: T1 → T2.
Hence ⊢ T1 <: T ′1 and ⊢ T ′2 <: T2.
By TSubsump, ∅;Σ ⊢ v : T ′1.
By Lemma B.15, ∅;Σ ⊢ e[x/v] : T ′2.
By TSubsump, ∅;Σ ⊢ e[x/v] : T2, and by TSubsump again ∅;Σ ⊢ e[x/v] : T .
Subcase : w = ♦:
By Lemma B.11, have ∅;Σ ⊢ λx. e : ⋆ and ∅;Σ ⊢ v : ⋆ and ⊢ ⋆ <: T .
Therefore ⋆ = T .
By Lemma B.11, for some T1, T2 have ∅,x:T1;Σ ⊢ e : T2 and ⊢ T1 → T2 <: ⋆.
Hence ⊢ ⋆ <: T1, and therefore T1 = ⋆, and ⊢ T2 <: ⋆.
By Lemma B.15, ∅;Σ ⊢ e[x/v] : T2.
By TSubsump, ∅;Σ ⊢ e[x/v] : ⋆.
Case : ELet:
〈let x = v in e, µ〉 −→ 〈e[x/v], µ〉
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By Lemma B.11, for some T1, T2 have ∅;Σ ⊢ v : T1 and ∅,x:T1;Σ ⊢ e : T2 and ⊢ T2 <: T .
By Lemma B.15, ∅;Σ ⊢ e[x/v] : T2.
By TSubsump, ∅;Σ ⊢ e[x/v] : T .
Case : EDeref:
〈!aw, µ〉 −→ 〈µ(a), µ〉
We proceed by cases onw.
Subcase : w = ♦:
By Lemma B.11, for some T ′ have ∅;Σ ⊢ a : ref T ′ and ⊢ T ′ <: T .
By Lemma B.11,Σ(a) = T ′′ and ⊢ ref T ′′ <: ref T ′.
Hence ⊢ T ′ <: T ′′ and ⊢ T ′′ <: T ′.
Since Σ ⊢ µ, ∅;Σ ⊢ µ(a) : T ′′. By TSubsump, ∅;Σ ⊢ µ(a) : T ′, and by TSubsump again
∅;Σ ⊢ µ(a) : T .
Subcase : w = ♦:
By Lemma B.11, have ∅;Σ ⊢ a : ⋆ and ⊢ ⋆ <: T .
Therefore ⋆ = T .
By Lemma B.11,Σ(a) = T ′ and ⊢ ref T ′ <: ⋆.
Hence ⊢ T ′ <: ⋆ and ⊢ ⋆ <: T ′, so T ′ = ⋆.
SinceΣ ⊢ µ, ∅;Σ ⊢ µ(a) : ⋆.
Case : EUpdt:
〈a:=wv, µ〉 −→ 〈0, µ[a := v]〉
By TInt, ∅;Σ ⊢ 0 : int.
We continue by cases onw.
Subcase : w = ♦:
By Lemma B.11, for some T ′ have ∅;Σ ⊢ a : ref T ′ and ∅;Σ ⊢ v : T ′ and ⊢ int <: T .
By TSubsump, ∅;Σ ⊢ 0 : T . By Lemma B.11,Σ(a) = T ′′ and ⊢ ref T ′′ <: ref T ′.
Hence ⊢ T ′ <: T ′′ and ⊢ T ′′ <: T ′.
By TSubsump, ∅;Σ ⊢ v : T ′′.
ThereforeΣ ⊢ µ[a := v].
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Subcase : w = ♦:
By Lemma B.11, have ∅;Σ ⊢ a : ⋆ and ∅;Σ ⊢ v : ⋆ and ⊢ int <: T .
By TSubsump, ∅;Σ ⊢ 0 : T . By Lemma B.11,Σ(a) = T ′ and ⊢ ref T ′ <: ⋆.
Hence ⊢ T ′ <: ⋆ and ⊢ ⋆ <: T ′, so T ′ = ⋆.
ThereforeΣ ⊢ µ[a := v].
Case : EAdd:
〈n1 +w n2, µ〉 −→ 〈n′, µ〉 where n1 + n2 = n′
By Lemma B.11 (applying once for each case onw), ⊢ int <: T .
Immediately have ∅;Σ ⊢ n′ : int.
By TSubsump, ∅;Σ ⊢ n′ : T .
□
Lemma B.18 (Multi-step preservation). Suppose ∅;Σ ⊢ e : T and Σ ⊢ µ. If 〈e, µ〉 −→ ∗〈e′, µ′〉, then
∅;Σ′ ⊢ e′ : T andΣ′ ⊢ µ′ andΣ′ ⊑ Σ.
Proof. By induction on 〈e, µ〉 −→ ∗〈e′, µ′〉.
Cases: where 〈e, µ〉 −→∗ fail are vacuous.
Case: 〈e, µ〉 −→∗ 〈e, µ〉: Immediate.
Case:
〈e, µ〉 −→ 〈e′, µ′〉 〈e′, µ′〉 −→∗ 〈e′′, µ′′〉
〈e, µ〉 −→∗ 〈e′′, µ′′〉
By Lemma B.17, ∅; Σ′ ⊢ e′ : T andΣ′ ⊢ µ′ andΣ′ ⊑ Σ.
By the IH, ∅; Σ′′ ⊢ e′′ : T andΣ′′ ⊢ µ′′ andΣ′′ ⊑ Σ′.
By transitivity of equality on types,Σ′′ ⊑ Σ.
□
Lemma B.19 (Progress). Suppose ∅;Σ ⊢ e : T andΣ ⊢ µ. Then either
• 〈e, µ〉 −→ 〈e′, µ′〉,
• 〈e, µ〉 −→ fail,
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• e is a value, or
• 〈e, µ〉 stuck ♦.
Proof. By induction on ∅;Σ ⊢ e : T .
For each case, if there exists some E, e′ with e′ not a value such that e = E[e′], then by the IH, e′
is either a value, it steps to fail or another expression, or it is an error blaming ♦. If it steps to an
expression, then e steps to an expression by EStep. If it steps to fail, then e steps to fail by EFail. If
〈e′, µ〉 stuck ♦, then 〈e, µ〉 stuck ♦.
We now proceed to each case, assuming that no suchE, e′ exists.
Cases : TAbs, TAddr, and TInt: Immediately have e = v.
Case : TVar: Vacuous.
Case : TSubsump: with T = T2,
∅;Σ ⊢ e : T1 ⊢ T1 <: T2
∅;Σ ⊢ e : T2
Immediate from the IH.
Case : TCheck: with T = ⌈S⌉,
∅;Σ ⊢ e′ : ⋆
∅;Σ ⊢ e′⇓S : ⌈S⌉
Assume e′ = v. Then either hastype(v, S) or ¬hastype(v, S).
In the former case, by ECheck, 〈v⇓S, µ〉 −→ 〈v, µ〉.
Otherwise, by ECheckFail, 〈v⇓S, µ〉 −→ fail.
Case : TRedundantCheck:
Γ ⊢ e′ : T ⌊T ⌋ ⪯ S
Γ ⊢ e′⇓S : T
Assume e′ = v. Then either hastype(v, S) or ¬hastype(v, S).
In the former case, by ECheck, 〈v⇓S, µ〉 −→ 〈v, µ〉.
Otherwise, by ECheckFail, 〈v⇓S, µ〉 −→ fail.
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Case : TFailCheck:
Γ ⊢ e′ : T T ̸= ⋆ ⌊T ⌋ ̸⪯ S
Γ ⊢ e′⇓S : T ′
Assume e′ = v. Then either hastype(v, S) or ¬hastype(v, S).
In the former case, by ECheck, 〈v⇓S, µ〉 −→ 〈v, µ〉.
Otherwise, by ECheckFail, 〈v⇓S, µ〉 −→ fail.
Case : TFail:
Γ ⊢ fail : T
Immediately by EFail, 〈fail, µ〉 −→ fail.
Case : TRef: with T = ref T ′,
Γ;Σ ⊢ e′ : T ′
Γ;Σ ⊢ ref e′ : ref T ′
Assume e′ = v.
By ERef, with a fresh, 〈ref v, µ〉 −→ 〈a, µ[a := v]〉.
Case : TApp: with T = T2,
∅;Σ ⊢ e1 : T1 → T2 ∅;Σ ⊢ e2 : T1
∅;Σ ⊢ (e1 e2)♦ : T2
Assume e1 = v1 and e2 = v2.
By Lemma B.12, v1 = λx. e′1.
By EApp, 〈((λx. e′1) v2)♦, µ〉 −→ 〈e′1[x/v2], µ〉.
Case : TAppOW: with T = ⋆,
∅;Σ ⊢ e1 : ⋆ ∅;Σ ⊢ e2 : ⋆
∅;Σ ⊢ (e1 e2)♦ : ⋆
Assume e1 = v1 and e2 = v2.
Have that v1 ∈ {a, n, λx. e′1}.
If v1 = a or v1 = n, 〈(v1 v2)♦, µ〉 stuck ♦.
Otherwise, v1 = λx. e′1 and 〈((λx. e′1) v2)♦, µ〉 −→ 〈e′1[x/v2], µ〉.
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Case : TLet: with T = T2,
Γ;Σ ⊢ e1 : T1 Γ, x:T1;Σ ⊢ e2 : T2
Γ;Σ ⊢ let x = e1 in e2 : T2
Assume e1 = v.
By ELet, 〈let x = v in e2, µ〉 −→ 〈e2[x/v], µ〉.
Case : TAdd: with T = int,
Γ;Σ ⊢ e1 : int Γ;Σ ⊢ e2 : int
Γ;Σ ⊢ e1 +♦ e2 : int
Assume e1 = v1 and e2 = v2.
By Lemma B.12, v1 = n1 and v2 = n2.
By EAdd, with n′ = n1 + n2, 〈n1 +♦ n2, µ〉 −→ 〈n′, µ〉.
Case : TAddOW: with T = int,
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1 +♦ e2 : int
Assume e1 = v1 and e2 = v2.
Have that v1 ∈ {a, n1, λx. e′1}.
If v1 = a or v1 = λx. e, 〈e1 +♦ e2, µ〉 stuck ♦.
Otherwise v1 = n1.
By the same reasoning, either 〈e1 +♦ e2, µ〉 stuck ♦ or v2 = n2.
By EAdd, with n′ = n1 + n2, 〈n1 +♦ n2, µ〉 −→ 〈n′, µ〉.
Case : TDeref:
Γ;Σ ⊢ e′ : ref T
Γ;Σ ⊢ !e′♦ : T
Assume e′ = v.
By Lemma B.12, v = a and µ(a) = v′.
By EDeref, 〈!a♦, µ〉 −→ 〈µ(a), µ〉.
270
Case : TDerefOW: with T = ⋆,
Γ;Σ ⊢ e′ : ⋆
Γ;Σ ⊢ !e′♦ : ⋆
Assume e′ = v.
Have that v ∈ {a, n, λx. e′1}.
If v = n or v = λx. e, 〈!e′♦, µ〉 stuck ♦.
Otherwise v = a.
If a ̸∈ dom(µ), then 〈!a♦, µ〉 stuck ♦.
Otherwise, by EDeref, 〈!a♦, µ〉 −→ 〈µ(a), µ〉.
Case : TUpdt: with T = int,
Γ;Σ ⊢ e1 : ref T Γ;Σ ⊢ e2 : T
Γ;Σ ⊢ e1:=♦e2 : int
Assume e1 = v1 and e2 = v2.
By Lemma B.12, v1 = a.
By EUpdt, 〈a:=♦v2, µ〉 −→ 〈0, µ[a := v2]〉.
Case : TDerefOW: with T = int,
Γ;Σ ⊢ e1 : ⋆ Γ;Σ ⊢ e2 : ⋆
Γ;Σ ⊢ e1:=♦e2 : int
Assume e1 = v1 and e2 = v2.
Have that v1 ∈ {a, n, λx. e′1}.
If v1 = n or v1 = λx. e, 〈v1:=♦v2, µ〉 stuck ♦.
Otherwise v1 = a.
If a ̸∈ dom(µ), then 〈a:=♦v2, µ〉 stuck ♦.
Otherwise, by EDeref, 〈a:=♦v2, µ〉 −→ 〈0, µ[a := v2]〉.
□
Corollary B.1. If ∅ ⊢ d : A; Ω and σ is a solution forΩ, then:
• ∅ ⊢ σd⇝ e : T , and
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• ∅; ∅ ⊢ e : T , and
• if 〈e, ∅〉 −→∗ 〈v, µ〉, thenΣ ⊢ µ and ∅; Σ ⊢ v : T and ⊢ T <: σA.
Proof. By Lemma B.9, ∅ ⊢ σd : T and ⊢ T <: σA.
By Lemma B.10, ∅ ⊢ σd⇝ e : T .
If for all ς such that 〈e, ∅〉 −→ ς , there exists some ς ′ such that ς −→ ς ′, then the theorem is satisfied.
Otherwise, there exists some ς such that ς ̸−→ ς ′.
If ς = fail, then the theorem is satisfied.
Otherwise, ς = 〈e′, µ〉.
By repeating Lemma B.17, ∅; Σ ⊢ e′ : T andΣ ⊢ µ.
By Lemma B.19, either e′ = v or 〈e, µ〉 stuck ♦. □
2.4. Analysis correctness.
Lemma B.20. If Γ ⊢ d : A; Ω and σ is a solution forΩ, then σΓ; ∅ ⊢ |d| : σA.
Proof. By induction on Γ ⊢ d : A; Ω.
Case: IVar:
Γ(x) = A
Γ ⊢ x : A; ∅
Have that σΓ(x) = σA.
By TVar, σΓ; ∅ ⊢ x : σA.
Case: IAbs:
Γ, x:α ⊢ d : A; Ω
Γ ⊢ λ(x:α)→β. d : α→ β; Ω, A <: β
Since σ is a solution forΩ ∪ {A <: β}, by Lemma B.5, σ is a solution forΩ.
By the IH, σΓ, x:σα; ∅ ⊢ |d| : σA.
Since σ is a solution toΩ ∪ {A <: Y }, ⊢ σA <: σβ.
By TSubsump, σΓ, x:σα; ∅ ⊢ |d| : σβ.
By TAbs, σΓ; ∅ ⊢ λx. |d| : σα→ σβ.
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Case: IApp:
Γ ⊢ d1 : V1 → V2; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1 d2 : V2; Ω1,Ω2, A <: V1
Since σ is a solution for Ω1 ∪ Ω2 ∪ {A <: V1}, by Lemma B.5, σ is a solution for Ω1 and σ is a
solution forΩ2 and σ is a solution forA <: V1.
By the IH, σΓ; ∅ ⊢ |d1| : σV1 → σV2.
By the IH, σΓ; ∅ ⊢ |d2| : σA.
Since σ is a solution to {A <: V1}, ⊢ σA <: σV1.
By TSubsump, σΓ; ∅ ⊢ |d2| : σV1.
By TApp, σΓ; ∅ ⊢ (|d1| |d2|)♦ : σV2.
Case: ICheck:
Γ ⊢ d : A1; Ω A1 ▷S A2
Γ ⊢ d⇓S : A2; Ω
By the IH, σΓ; ∅ ⊢ |d| : σA1.
If S = ⋆ thenA2 = A1, and by TRedundantCheck, σΓ; ∅ ⊢ |d|⇓S : σA2.
Otherwise, we proceed by cases onA1 and σA1.
Case: A1 ̸= V and S is the constructor of σA1:
Then S is the constructor ofA1.
ThenA2 = A1.
By TRedundantCheck, σΓ; ∅ ⊢ |d|⇓S : σA2.
Case: A1 ̸= V and S is not the constructor of σA1: Vacuous, since S ̸= ⋆.
Case: A1 = V and S is the constructor of σA1:
Then σA1 = σA2.
By TRedundantCheck, σΓ; ∅ ⊢ |d|⇓S : σA2.
Case: A1 = V and S is not the constructor of σA1:
Since σ is a solution toΩ, for all α ∈ parts(A2) ofA2, σα = ⋆.
Therefore ⌈S⌉ = σA2.
Cases on ⊢ σA1 <: ⋆:
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Subcase: ⊢ σA1 <: ⋆:
By TSubsump, σΓ; ∅ ⊢ |d| : ⋆.
By TCheck, σΓ; ∅ ⊢ |d|⇓S : ⌈S⌉.
Subcase: ⊢ σA1 ̸<: ⋆:
Since S is not the constructor of σA1 and S ̸= ⋆, ⌊σA1⌋ ̸⪯ S.
By TFailCheck, σΓ; ∅ ⊢ |d|⇓S : ⌈S⌉.
Case: IRef:
Γ ⊢ d : A; Ω
Γ ⊢ refX d : refX; Ω, A <: X
By the IH, σΓ; ∅ ⊢ |d| : σA.
Since σ is a solution toΩ, A <: X , ⊢ σA <: σX .
By TSubsump, σΓ; ∅ ⊢ |d| : σX .
By TRef, σΓ; ∅ ⊢ ref |d| : ref σX .
Case: IDeref:
Γ ⊢ d : ref V ; Ω
Γ ⊢ !d : V ; Ω
By the IH, σΓ; ∅ ⊢ |d| : ref σV .
By TDeref, σΓ; ∅ ⊢ !|d|♦ : σV .
Case: IUpdt:
Γ ⊢ d1 : ref V ; Ω1 Γ ⊢ d2 : A; Ω2
Γ ⊢ d1:=d2 : int; Ω1,Ω2, A <: V
Since σ is a solution to Ω1 ∪ Ω2 ∪ {A <: V }, by Lemma B.5, σ is a solution to Ω1 and σ is a
solution toΩ2 and σ is a solution to {A <: V }.
By the IH, σΓ; ∅ ⊢ |d1| : ref σV .
By the IH, σΓ; ∅ ⊢ |d2| : σA.
Since σ is a solution to {A <: V }, ⊢ σA <: σV .
By TSubsump, σΓ; ∅ ⊢ |d2| : σV .
By TUpdt, σΓ; ∅ ⊢ |d1|:=♦|d2| : int.
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Case: IAdd:
Γ ⊢ d1 : int; Ω1 Γ ⊢ d2 : int; Ω2
Γ ⊢ d1 + d2 : int; Ω1,Ω2
Since σ is a solution toΩ1 ∪ Ω2, by Lemma B.5, σ is a solution toΩ1 and σ is a solution toΩ2.
By the IH, σΓ; ∅ ⊢ |d1| : int.
By the IH, σΓ; ∅ ⊢ |d2| : int.
Therefore by TAdd, σΓ; ∅ ⊢ |d1| + |d2| : int.
Case : IInt: Immediate by TInt.
□
Lemma B.21. If Γ;Σ ⊢ e : T and for all x ∈ dom(Γ), Γ′(x) = Γ(x), then Γ′; Σ ⊢ e : T .
Proof. Induction on Γ;Σ ⊢ e : T . The only interesting cases are variables, where the correspondence
between Γ and Γ′ ensure that the result is the same, and functions, where we can immediately show
that for all x ∈ dom(Γ, y : T ), (Γ′, y : T )(x) = (Γ, y : T )(x). □
Lemma B.22. If Γ;Σ ⊢ e : T andΣ ⊢ ρ : Γ, then ∅; Σ ⊢ ρ(e) : T .
Proof. By induction onΣ ⊢ ρ : Γ.
Case :
Σ ⊢ · : ∅
Have that ρ(e) = e.
Immediately ∅; Σ ⊢ e : T .
Case :
∅; Σ ⊢ v : T ′ Σ ⊢ ρ : Γ
Σ ⊢ ρ, x = v : Γ, x : T ′
Have Γ, x : T ; Σ ⊢ e : T and ∅,Σ ⊢ v : T ′.
By Lemma B.21, Γ;Σ ⊢ v : T ′.
By Lemma B.15, Γ;Σ ⊢ e[x/v] : T .
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By the IH, ∅; Σ ⊢ ρ(e[x/v]) : T .
Have that (ρ, x = v)(e) = ρ(e[x/v]).
□
Lemma B.23. If Γ;Σ ⊢ v : T andΣ ⊢ µ, then hastype(v, ⌊T ⌋).
Proof. By cases on T .
Case: T = int: By Lemma B.12, v = n. Therefore hastype(n, int).
Case: T = T1 → T2: By Lemma B.12, v = λx. e. Therefore hastype(λx. e,→).
Case: T = ref T ′: By Lemma B.12, v = a. Therefore hastype(a, ref).
Case: T = ⋆: Immediate.
□
Theorem 6.3. Suppose Γ ⊢ d : A; Ω and σ is a solution to Ω and Σ ⊢ ρ : σΓ and Σ ⊢ µ and
〈ρ(|d|), µ〉 −→∗ 〈v, µ′〉. If ⌊σA⌋ ⪯ S, then 〈v⇓S, µ′〉 ̸−→ fail.
Proof. By Lemma B.20, σΓ; ∅ ⊢ |d| : σA.
By Lemma B.13, σΓ;Σ ⊢ |d| : σ.
By Lemma B.22, ∅; Σ ⊢ ρ(|d|) : σA.
By Lemma B.18, ∅; Σ′ ⊢ v : σA andΣ′ ⊢ µ′.
By Lemma B.23, hastype(v, ⌊σA⌋).
Since ⌊σA⌋ ⪯ S, either S = ⋆ or S = ⌊σA⌋. In either case, hastype(v, ⌊σA⌋).
Therefore ECheckFail does not apply, and no other step can be taken from 〈v⇓S, µ′〉 to fail. □
2.5. Soundness of constraint solving. Figure 1 restates the definition for constraint set simplifica-
tion from Figure 10.
Lemma B.24. If T1 = T2 then ⊢ T1 <: T2 and ⊢ T2 <: T1.
Proof. Straightforward induction on T1. □
Lemma B.25. If σ is a solution toΩ1 and σ is a solution toΩ2, then σ is a solution toΩ1 ∪ Ω2.
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Ω −→ Ω
Ω ∪ {V1 → V2 <: ⋆} −→ Ω ∪ {⋆ <: V1, V2 <: ⋆}(1)
Ω ∪ {V1 → V2 <: V3 → V4} −→ Ω ∪ {V3 <: V1, V2 <: V4}(2)
Ω ∪ {ref V <: ⋆} −→ Ω ∪ {V = ⋆}(3)
Ω ∪ {ref V1 <: ref V2} −→ Ω ∪ {V1 = V2}(4)
Ω ∪ {V <: V } −→ Ω(5)
Ω ∪ {int <: ⋆} −→ Ω(6)
Ω ∪ {V1 → V2 = V3 → V4} −→ Ω ∪ {V1 = V3, V2 = V4}(7)
Ω ∪ {ref V1 = ref V2} −→ Ω ∪ {V1 = V2}(8)
Ω ∪ {A = A} −→ Ω(9)
Ω ∪ {A = α} −→ Ω ∪ {α = A}(10)
where A ̸= α′
Ω ∪ {α = A} −→ Ω[α/A] ∪ {α ≜ A}(11)
where α ̸∈ vars(A)
(α ≜ B) ̸∈ Ω
Ω ∪ {(A:S) = A} −→ Ω(12)
Ω ∪ {α : S, (α:S) = A} −→ Ω ∪ {α = A}(13)
where ((α:S′) = A′) ̸∈ Ω
A ̸= α
Ω ∪ {α : S1, (α:S2) = A} −→ Ω ∪ {α : S1} ∪ {α′ = ⋆ | ∀α′ ∈ parts(A)}(14)
where S1 ̸= S2
Ω ∪ {(α:S) = A1, (α:S) = A2} −→ Ω ∪ {(α:S) = A1, A2 = A1}(15)
Ω ∪ {α : S} −→ Ω ∪ {α = A}(16)
where ((α:S′) = A′) ̸∈ Ω
(α ≜ T ) ̸∈ Ω
(α = A′) ̸∈ Ω
α▷S A
Figure 1. Simplification of constraint sets (restated from Figure 10).
277
Proof. Since σ is a solution for every constraint in Ω1 and Ω2, and for all C ∈ Ω1 ∪ Ω2, C ∈ Ω1 or
C ∈ Ω2, so σ is a solution for every constraint inΩ1 ∪ Ω2 so it is a solution toΩ1 ∪ Ω2.
□
Lemma B.26. IfΩ −→ Ω′ and σ is a solution toΩ′, then σ is a solution toΩ.
Proof. By cases onΩ −→ Ω′. Many cases are immediate using Lemmas B.5 and B.25.
Case: 1Ω ∪ {V1 → V2 <: ⋆} −→ Ω ∪ {⋆ <: V1, V2 <: ⋆}:
Immediate from subtyping definitions.
Case: 2Ω ∪ {V1 → V2 <: V3 → V4} −→ Ω ∪ {V3 <: V1, V2 <: V4}:
Immediate from subtyping definitions.
Case: 3Ω ∪ {ref V <: ⋆} −→ Ω ∪ {V = ⋆}:
Immediate from subtyping definitions and from Lemma B.24.
Case: 4Ω ∪ {ref V1 <: ref V2} −→ Ω ∪ {V1 = V2}:
Immediate from subtyping definitions and from Lemma B.24.
Case: 5Ω ∪ {V <: V } −→ Ω:
Immediate since subtyping is reflexive.
Case: 6Ω ∪ {int <: ⋆} −→ Ω:
Immediate from subtyping definitions.
Case: 7Ω ∪ {V1 → V2 = V3 → V4} −→ Ω ∪ {V1 = V3, V2 = V4}:
Immediate.
Case: 8Ω ∪ {ref V1 = ref V2} −→ Ω ∪ {V1 = V2}:
Immediate.
Case: 9Ω ∪ {A = A} −→ Ω:
Immediate.
Case: 10Ω ∪ {A = α} −→ Ω ∪ {α = A}:
Immediate.
Case: 11Ω ∪ {α = A} −→ Ω[α/A] ∪ {α ≜ A}:
Since σ is a solution to {α ≜ A}, have that σα = σA.
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Therefore for any typeA′ with α as a component, σA′[α/A] = σA′.
Therefore σ is a solution toΩ, and thus a solution toΩ ∪ {α = A}.
Case: 12Ω ∪ {(A:S) = A} −→ Ω:
Immediate.
Case: 13Ω ∪ {α : S, (α:S) = A} −→ Ω ∪ {α = A}:
Have that σα = σA and ⌊σα⌋ = S.
Therefore (α:S) = A is satisfied.
Rest is immediate.
Case: 14Ω ∪ {α : S1, (α:S2) = A} −→ Ω ∪ {α : S1} ∪ {α′ = ⋆ | ∀α′ ∈ parts(A)}:
Have that S1 ̸= S2.
Have that ⌊σα⌋ = S1.
Therefore ⌊σα⌋ ̸= S2.
Have that σα′ = ⋆ for all α′ ∈ parts(A).
Therefore (α:S1) = A is satisfied.
Rest is immediate.
Case: 15Ω ∪ {(α:S) = A1, (α:S) = A2} −→ Ω ∪ {(α:S) = A1, A1 = A2}:
First, suppose that σα = σA1 and ⌊σα⌋ = S.
Since σA1 = σA2, (α:S) = A2 is satisfied.
Now suppose that ⌊σα⌋ ̸= S.
Then for all parts α1 ofA1, σα1 = ⋆.
Since σα1 = σα2, for all parts α2 ofA2, σα2 = ⋆.
Therefore (α:S) = A2 is satisfied.
Rest is immediate.
Case: 16Ω ∪ {α : S} −→ Ω ∪ {α = A}:
Since σα = σA and ⌊A⌋ = S, ⌊σα⌋ = S. Rest is immediate.
□
Lemma B.27. If Ω = {α1 ≜ T1, . . . , αn ≜ Tn}, and for all i, j ≤ n, αi ̸∈ Tj , then σ = α1 7→
T1, . . . , αn 7→ Tn is a solution toΩ.
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Proof. Since αi ̸∈ vars(Tj) for any i, j, σΩ = {T1 ≜ T1, . . . , Tn ≜ Tn}. Therefore σ is a solution to
Ω. □
Theorem 6.2. IfΩ ⇓ σ, then σ is a solution toΩ.
Proof. By induction onΩ ⇓ σ.
Base case.: By Lemma B.27, σ is a solution toΩ.
Simplification case.: By the IH, σ is a solution toΩ′′, σ is a solution toΩ′.
By repeating Lemma B.26, σ is a solution toΩ.
Solving case.: By the IH, σ is a solution toΩ ∪ {α : S}.
By Lemma B.5, σ is a solution toΩ.
□
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