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Re´sume´
Nous pre´sentons un mode`le ite´ratif de figures a` motifs fractals. Ce mode`le est exprime´ dans
un formalisme type IFS (Iterated Function System), qui est relie´ a` l’approche par sche´ma de
subdivision. Ce mode`le ite´ratif permet de de´finir des formes a` poˆles multire´solution (courbes et
surfaces).
Mots-cle´s : mode`le ite´ratif, IFS, sche´ma de subdivision, parame´trisation, forme a` poˆles,
multire´solution.
1 Introduction
Nous avons de´veloppe´ une mode´lisation ite´rative qui permet d’exprimer dans un meˆme forma-
lisme, une grande ge´ne´ralite´ de formes [TBSG+06] : formes fractales de´finies par re`gles de pro-
duction, formes issues de la CAO, courbes et surfaces de´finies par sche´ma de subdivision, ... Le
principe de cette mode´lisation est de ramener les divers formulations (e´quations fonctionnelles,
sche´mas de subdivision, formes a` poˆles, ...) a` une description “type IFS”, c.a.d. une famille finie
de matrices de subdivision. L’inte´ret de cette formulation est de pouvoir e´tudier les proprie´te´s
du mode`le (existence des solutions, de´rivabilite´, ...) a` travers les caracte´ristiques (vecteurs et
valeurs propres) de ces matrices. Prautzsch et Michelli l’avaient fait pour e´tudier les sub-
divisions de courbes a` poˆles [PM87]. Daubechies et Lagarias l’avaient fait pour e´tudier une
famille d’e´quations fonctionnelles de´crivant, entre autres, des ondelettes [DL93]. Nous avons
introduit un formalisme d’IFS projete´ pour e´tendre les formes a` poˆles aux formes fractales
[ZT96]. Nous avons montre´ que ce formalisme permet de de´crire des figures (courbes, surfaces
ou autre) dont on peut moduler la forme ge´ne´rale a` l’aide de points de controˆle et l’aspect local
(lisses, rugueux, spirale´) a` l’aide des matrices de subdivision [TGB02].
Plus re´cemment, nous avons introduit une autre version de ce formalisme, dans lequel les courbes
sont munies d’un motif local auto-affine [TGW06]. Dans cet article, nous pre´sentons l’aspect
multire´solution de ce mode`le et son extension aux surfaces de´finies par produits tensoriels.
2 Mode`le ite´ratif
Nous avons introduit un formalisme, le BCIFS (Boundary Controlled Iterated Function System)
[TBSG+06] que nous allons utiliser pour pre´senter les mode´les ite´ratifs de courbe et surface et
en exprimer l’aspect multire´solution.
2.1 Espaces
A` chaque figure est associe´ un espace de de´finition Ex. Les arcs parame´tre´s sont les fonctions
continues de [0, 1] dans Ea, leur ensemble est note´ C0([0, 1], Ea). Les carreaux parame´tre´s sont
les fonctions continues de [0, 1]2 dans Ef , leur ensemble est note´ C0([0, 1]2, Ef ).
Les Ex sont des espaces affines. Ex = R
2
ou R
3
de´crit les espaces de mode´lisation 2D ou
3D, et Ex = B(R
Jx
) = {(xi)j∈Jx/
∑
j∈J xj = 1} de´crit les espaces barycentriques associe´s aux
formes a` poˆles — les indices de Jx sont des nœuds d’une grille de controˆle. En notant par x(n)
le niveau de raffinement n, Ex(n) de´crit les espaces associe´s a` l’approche multire´solution.
2.2 Ope´rateurs de subdivision
Nous utilisons des d’ope´rateur affines T xu de E
y dans Ex, note´s T xu : E
x ← Ey et repre´sente´s
par des matrices homoge`nes mx×my avec mx = 3, 4 ou |J
x| et my = |J
y|. Si Ey = B(R
Jy
) les
T xu sont identifiables a` des familles finies de points de E
x, note´es (pxj )j∈Jy - avec J
y ensemble
des nœuds d’une grille de controˆle.
Nous utilisons e´galement des ope´rateurs permettant de plonger un espace dans un autre, c.a.d.
une grille de controˆle dans une autre. qxu est assimilable a` une certaine fonction d’extraction
d’indices ηxu : J
x ← Jy : qxue
y
j = e
x
ηxu(j)
.
2.3 Figures produites
Fig. 1 – A` gauche motifs a` 3 points de controˆle (arcs de Be´zier et de Takagi) ; a` droite
courbes compose´es de 4 motifs a` 9 points de controˆle avec mise en commun d’un point.
La donne´e de deux familles d’ope´rateurs de subdivision (T xu )u∈ΣxC , (T
y
u )u∈ΣyC permet de de´finir
des formes de manie`re re´cursive. Le processus ite´ratif associe´ permet de ge´ne´rer deux suites
de figures Kx(n),K
y
(n) a` partir d’une famille de primitives K
y
(0). Nous distinguons les figures
compose´es (courbes ou surfaces), de´finies par des e´quations :
Kx(n+1) =
⋃
u∈ΣxC
T xuK
y
(n) (1)
et les motifs (arcs ou carreaux) de´finis par des e´quations re´cursives :
Ky(n+1) =
⋃
u∈ΣyC
T yuK
y
(n) (2)
Sous la condition que les T yu soient contractants, la suite K
y
(n) converge vers l’attracteur A
y de
l’IFS T y = {T yu/u ∈ ΣC} [BAR88]. A
y est un motif auto-affine :
Ay =
⋃
u∈ΣyC
T yuA
y = T yAy.
La suite Kx(n) converge vers A
x union de duplicatas des attracteurs Ay :
Ax =
⋃
u∈ΣxC
T xuA
y.
La figure 1 montre des exemples de motifs et figures compose´es.
3 Mode`le de courbes
Fig. 2 – Courbe B-spline G2 compose´e de deux arcs de Be´zier a` 4 points de controˆle, avec
mise en commun de 3 points de controˆle.
3.1 Principe
Classiquement, les courbes B-spline sont de´finies par morceaux a` partir d’arcs de Be´zier.
L’arc de Be´zier est auto-affine, il est de´fini par morceaux a` partir de lui-meˆme. (L’algorithme
d’affichage par subdivision de De Casteljau est base´ sur cette proprie´te´.) Le raccord entre
les pie`ces s’effectue par mise en commun de points de controˆle (Voir figure 2).
Nous avons montre´ que cette approche peut eˆtre ge´ne´ralise´e a` des formes fractales [TGW06].
Une courbe compose´e H\ est une union de duplicatas d’un arc Ha qui sert de motif (Voir
figure 1). Le motif Ha est un arc auto-affine et de´fini par un IFS (Iterated Function System).
Il est caracte´rise´ par sa structure auto-affine et posse`de une bordure lui permettant de s’auto-
raccorder.
Le nombre de points communs de´termine l’ordre du raccord. Dans le cas classique, il s’agit du
raccord Gk. Dans le cas fractal, cette notion est ge´ne´ralise´e [TGW06].
3.2 Syste`me ite´ratif
Les e´quations (1) et (2), ne prennent en compte que l’aspect ensembliste de la mode´lisation.
Pour de´finir des courbes parame´tre´es, il faut utiliser des e´quations fonctionnelles :

H\ = Ω\TH
a,
Ha = ΩaTH
a,
cs = T scs.
(3)
ou` :
– l’ope´rateur fonctionnel Ω\T de´finit une courbe compose´e H
\ a` partir d’un arc Ha qui sert de
motif ;
– l’ope´rateur fonctionnel ΩaT de´crit la structure auto-affine du motif H
a ;
– l’ope´rateur T s caracte´rise le raccord des motifs.
Le syste`me ite´ratif associe´ permet de ge´ne´rer une suite de figures parame´tre´es :

G\(n+1) = Ω
\
TG
a
(n),
Ga(n+1) = Ω
a
TG
a
(n),
qs(n+1) = T
sqs(n).
(4)
Si les ope´rateurs ΩaT et T
s sont contractants, les suites de figures obtenues approximent les
solutions de l’e´quation (3).
Pour de´finir les ope´rateurs fonctionnels ΩxT , il faut introduire des ope´rateurs de subdivision sur
l’intervalle [0, 1] et des contraintes sur les ope´rateurs T xai .
Fig. 3 – Courbe a` cinq points de controˆle obtenue par concate´nation de deux arcs a` cinq points
de controˆle avec mise en commun de trois points de controˆle.
3.3 Concate´nation de courbes parame´tre´es
E´tant donne´e une subdivision de l’intervalle [0, 1] : 0 = txs0 < ... < t
x
sNx
= 1, une courbe
compose´e Gx ∈ C0([0, 1], Ex) est de´finie par concate´nation de Nx arcs G
x
ai
∈ C0([txsi , t
x
si+1
], Ex)
et identification des Nx − 1 points de raccord G
x
ai
(txsi) = G
x
ai
(txsi+1).
En associant a` la subdivision d’intervalle, une famille de Nx ope´rateurs affines t
x
ai
telle que :{
txai
0 = txsi ,
txai
1 = txsi+1 ;
c’est-a`-dire : txais = (1 − s)t
x
si
+ stxsi+1 et (t
x
ai
)−1t =
t−txsi
tx
si+1
−tx
si
chaque
duplicata de Ga est de´fini sur [txsi , t
x
si+1
] = txai [0, 1] par : G
x
ai
(t) = T xaiG
a((txai)
−1t).
En identifiant les matrices T xai a` des polygones de controˆle, le raccordement des composantes
Gxai se fait classiquement par mise en commun de points de controˆle. Dans la figure 1, un seul
point de controˆle est mis en commun. Dans la figure 4, deux et trois points de controˆle sont mis
en commun.
Fig. 4 – Courbes compose´es : a` gauche avec deux points de controˆle en commun et un raccord
tangentiel ; a` droite avec trois points en commun et un raccord spirale´.
En introduisant :
– l’espace de de´finition des motifs Ea = B(R
Ja
) avec Ja = {0, ...,ma − 1} ;
– l’espace de de´finition des raccords Es = B(R
Js
) avec Js = {0, ...,ms − 1} ;
et en posant ∆ = ma −ms, la fonction d’extraction d’indices suivante permet d’exprimer les
plongements d’un espace de controˆle dans un autre :
ν(i, j) = ∆i+ j (5)
E´tant donne´s deux ope´rateurs de bord qa0 ,q
a
1 : E
a ← Es de´finis par :
qai e
s
j = e
a
ν(i,j) pour i = 0, 1 et j = 0, ...,ms − 1
la famille d’ope´rateurs affines (T as , T
a
a) comportant :
– Nx ope´rateurs de subdivision en areˆte T
x
ai
: Ex ← Ea pour i = 0, .., Nx − 1 ;
– Nx + 1 ope´rateurs de subdivision en sommet T
x
si
: Ex ← Es pour i = 0, ..;Nx ;
ve´rifie la relation d’incidence matricelle si :{
T xaiq
a
0 = T
x
si
,
T xaiq
a
1 = T
x
si+1
;
(6)
En notant C0Υ([0, 1], E
a) l’ensemble des motifs raccordables, c’est-a`-dire l’ensemble des arcs pa-
rame´tre´s Ga tels qu’il existe un point qs de Es ve´rifiant :{
Ga(0) = qa0q
s,
Ga(1) = qa1q
s;
(7)
on a la relation suivante entre matrices de subdivision et ope´rateurs fonctionnels [TGW06].
Proposition 3.1 A` toute famille d’ope´rateurs affines (T xs , T
x
a) ve´rifiant la relation d’incidence
matricielle (6), on peut associer un ope´rateur fonctionnel ΩxT : C
0
Υ([0, 1], E
a) → C0([0, 1], Ex)
de´fini par :
ΩxTG
a(t) = T xaiG
a((txai)
−1t) pour t ∈ txai [0, 1] = [t
x
si , t
x
si+1 ].
3.4 De´finition d’arc auto-affine
Soit une subdivision de l’intervalle [0, 1] : 0 = tas0 < ... < t
a
sN
= 1 et les N ope´rateurs taai
associe´s :
{
taai
0 = tasi ,
taai
1 = tasi+1 .
Dans l’ensemble CΥ des couples (q
s, Ga) ∈ Es × C0([0, 1], Ea)
ve´rifiant la relation de bordure (7), les arcs auto-affines sont tels que :
∀i = 0, ..., N − 1 ∀t ∈ [0, 1] : Ha(tait) = T
a
aiH
a(t),
Ils correspondent aux solutions (cs, Ha) dans CΥ du syste`me :
{
Ha = ΩaTH
a,
cs = T scs.
L’ope´rateur (T s,ΩaT ) est de´fini par la famille d’ope´rateurs affines (T
s, T as , T
a
a) comportant :
– un ope´rateur de´crivant le comportement commun aux extre´mite´s T s : Es ← Es ;
– N ope´rateurs d’areˆte T aai : E
a ← Ea pour i = 0, ..;N − 1 ;
– N + 1 ope´rateurs de sommet, en distinguant :
– les N − 1 points de raccord T asi : E
a ← Es pour i = 1, ..., N − 1 ;
– les deux extre´mite´s T as0 = q
a
0T
s et T asN = q
a
1T
s.
Si (T as , T
a
a) ve´rifie la relation d’incidence matricelle (6), nous obtenons, en introduisant T
s, la
nouvelle relation d’incidence suivante :

T aa0q
a
0 = q
a
0T
s,
T aaiq
a
1 = T
a
ai+1
qa0 = T
a
si
,
T aaN−1q
a
1 = q
a
1T
s.
(8)
On a la relation supple´mentaire suivante entre matrices de subdivision et ope´rateurs fonctionnels
[TGW06].
Proposition 3.2 Si (T s, T as , T
a
a) ve´rifie la relation d’incidence matricelle (8), et si T
s est
contractant dans Es et les T ai sont contractants dans E
a, l’ope´rateur (T s,ΩaT ) est de´fini et
contractant dans CΥ.
...
Fig. 5 – Suite de lignes brise´es approximant un arc fractal.
3.5 Visualisation
En partant d’une primitive raccordable Ga(0), on obtient une suite d’arcs G
a
(n) = (Ω
a
T )
nGa(0).
Elle est donne´e par la suite de famille de matrices T aα1...αn = T
a
α1
...T aαn [TGW06]. En posant
Ka(n) = G
a([0, 1]), on retrouve l’algorithme de´terministe des IFS :
Ka(n) = (T
a)nKa(0),
=
⋃
α∈Σn
a
T aαK
a
(0).
La courbe compose´e correspondante est G\(n+1) = Ω
\
TG
a
(n). Elle est donne´e par la suite de famille
de matrices T \uT
a
α1...αn :
K\(n+1) =
⋃
u∈Σ\
a
T \uK
a
(n),
=
⋃
u∈Σ\
a
⋃
α∈(Σa
a
)n
T \uT
a
αK
a
(0),
=
⋃
α∈Σ\
a
(Σa
a
)n
T \αK
a
(0).
En prenant pour primitive Ka(0) le segment de droite reliant q
a
0q
s et qa1qs avec q
s arbitraire.
Les courbes affiche´es sont alors des lignes brise´es, dont les areˆtes sont les segments de droite :
T \αˆn(i)[q
a
0q
s,qa1qs] = [T
\
αˆn(i)
qa0 q
s, T \αˆn(i) q
a
1 q
s]
se raccordant sur les sommets [TGW06] :
T \αˆn(i−1) q
a
1 q
s = T \σˆn(i)q
s,
= T \
αˆn(i)
qa0 q
s.
Si qs = cs centre de T s, le sche´ma est interpolant. Si qs 6= cs, le sche´ma est approximant. La
figure 5 montre un tel sche´ma.
4 Description du mode`le
Dans le paragraphe pre´ce´dent, nous avons une description d’une classe de courbes par un
syste`me de contraintes topologiques et “diffe´rentielles” [TGW06]. Dans ces contraintes, il y a
deux types d’e´quations : des insertions d’adjacence (raccords internes) apparaissant dans les
relations (6) et (8) :
T xaiq
a
1 = T
x
ai+1 q
a
0 .
et des conservations d’incidence (raccords sur les bords) apparaissant uniquement dans la rela-
tion (8) qui de´finit le motif :
T xa0q
a
0 = q
a
0T
s , T xaN−1q
a
1 = q
a
1T
s.
Les premie`res conduisent a` la construction de matrices globales par fusion des matrices de
subdivision, les secondes a` la de´termination de masques.
Le mode`le comporte trois niveaux de description lie´s entre eux :
– matrices de subdivision ;
– matrices de raffinement ;
– masques.
A` travers ces niveaux, un lien peut eˆtre e´tabli entre l’approche IFS et les autres approches des
sche´mas de subdivision : raffinement de maillages et multire´solution.
4.1 Fusion des raccords
La donne´e d’une famille de matrices (T xs , T
x
a) ve´rifiant la relation d’incidence matricielle (6)
est e´quivalente a` celle d’une matrice globale, note´e T x÷, obtenue par fusion des N matrices T
x
ai
mx ×ma et identification des N − 1 blocs T
s
si
mx ×ms :
T xaiq
a
1 = T
x
ai+1 q
a
0 .
Le nombre de colonnes de T x÷ est :
mx(1) = Nxma − (N − 1)ms,
= (Nx − 1)∆ +ma,
= Nx∆+ms.
En posant Jx(1) = {0, ...,mx(1) − 1}, l’espace associe´ est E
x(1) = B(R
Jx(1)
). La fonction d’ex-
traction d’indices (5) ν : (i, j) ∈ N
2
→ i∆+ j ∈ N met en correspondance les colonnes des T aai
et celles de T a÷.
Lemme 4.1 ν est une surjection de {0, ..., Nx − 1} × J
a sur Jx(1).
Preuve
ν({0, ..., Nx − 1} × J
a) = ∪Nx−1i=0 ν(i, J
a),
= {0, ..., Nx − 1}∆+ {0, ...,ma − 1},
= {0, ..., (Nx − 1)∆ +ma − 1},
= {0, ...,mx(1) − 1}.
4
Proposition 4.1 E´tant donne´e une famille de matrices (T xs , T
x
a) ve´rifiant la relation d’inci-
dence matricielle (6), on peut lui associer une matrice T x÷ de´finie pour chaque k ∈ J
x(1) par :
T x÷e
x(1)
k = T
x
aie
x
j avec ν(i, j) = k
Preuve
Comme (i, j) 7→ ν(i, j) est une surjection de {0, ..., N − 1} × Ja sur Jx(1), les indices k ∈ Jx(1)
sont en bijection avec les classes d’e´quivalences :
(i, j) ≡ (i′, j′) ⇔ ν(i, j) = ν(i′, j′).
La relation sur les indices associe´e aux e´quations est :
T xai−1 q
a
1 e
a
j = T
x
ai q
a
0 e
a
j ⇔ T
x
ai−1e
a
ν(1,j) = T
x
aie
a
ν(0,j),
⇔ T xai−1e
a
j+∆ = T
x
aie
a
j .
Comme Ker(ν) = (−1,∆)Z
2
, la fermeture transitive de cette relation est ≡ :
(i, j) ≡ (i′, j′) ⇔ (i′ − i, j′ − j) ∈ (−1,∆)Z
2
,
⇔ ν(i, j) = ν(i′, j′)
On a :
ν(i, j) = ν(i′, j′) ⇒ T xaie
a
j = T
x
ai′
eaj′ .
4
On introduit les ope´rateurs de plongement des composantes dans l’espace Ex(1) sont :
– plongement des areˆtes : q
x(1)
ai
eaj = e
x(1)
ν(i,j) pour i = 0, ..., N − 1 et j = 0, ...,ma − 1 ;
– plongement des sommets : q
x(1)
si
esj = e
x(1)
ν(i,j) pour i = 0, ..., N et j = 0, ...,ms − 1 ;
Proposition 4.2 La famille d’ope´rateurs (q
x(1)
s ,q
x(1)
a ) ve´rifie la relation d’incidence matri-
cielle (6).
Preuve
ν(i, ν(v, j)) = ∆i+ (∆v + j),
= ∆(i+ v) + j,
= ν(i+ v, j),
ν(i, .) ◦ ν(v, .) = ν(i+ v, .).
et :
q
x(1)
ai
qav = q
x(1)
si+v
4
Corollaire 4.1 E´tant donne´e T x÷, la famille de matrices (T
x
s , T
x
a) extraite :
T xai = T
x
÷q
x(1)
ai
, T xsi = T
x
÷q
x(1)
si
ve´rifie la relation d’incidence matricielle (6).
Preuve
Pour v = 0, 1, on a :
q
x(1)
ai
qav = q
x(1)
si+v
⇒ T x÷ q
x(1)
ai
qav = T
x
÷q
x(1)
si+v
,
⇒ T xaiq
a
v = T
x
si+v .
4
4.2 Polygone de controˆle et matrice de raffinement
La matrice T \÷ est identifiable au polygone de controˆle de la courbe dont les sommets sont ses
colonnes : T \÷ = (p
(1)
k )k∈J\(1) . Comme l’indique la figure 3, chaque matrice T
\
ai
est identifiable
au polygone de controˆle d’une composante, extrait de celui de la courbe.
Les figures 3-5 montrent la relation entre le polygone initial T \÷ et le polygone de niveau 1 T
\
÷T
a
÷.
La matrice T a÷ est une matrice de raffinement qui permet de passer du niveau 0 au niveau 1.
Les T aai ve´rifient la relation (8), ce qui se traduit par la relation suivante entre T
a
÷ et T
s.
En posant :
{
q
a(1)
0 = q
a(1)
a0
qa0 ,
q
a(1)
1 = q
a(1)
aN−1
qa1 ,
, T a÷ et T
s ve´rifient la relation d’incidence :
{
T aa0q
a
0 = q
a
0T
s,
T aaN−1q
a
1 = q
a
1T
s;
⇔
{
T a÷q
a(1)
0 = q
a
0T
s,
T a÷q
a(1)
1 = q
a
1T
s.
(9)
Proposition 4.3 La donne´e du couple (T s, T a÷) ve´rifiant la relation de bordure (9) et celle de
la famille (T s, T as , T
a
a) ve´rifiant la relation d’incidence (8) sont e´quivalentes.
4.3 Classification
Les arcs auto-affines peuvent eˆtre classe´s par ge´ne´ralisation ite´rative des notions de CAO :
– ms − 1 = dim(E
s) l’“ordre” de raccord ite´ratif,
– ma − 1 = dim(E
a) le “degre´” ite´ratif,
– N = Na le nombre de subdivisions de l’arc.
Chaque arc auto-affine est caracte´rise´ par le triplet (N,∆,ms) avec ∆ ≥ 1 et N ≥ 2. A` partir
de ce triplet, on a ma = ∆+ms, ma(1) = N∆+ms.
A` partir de l’e´quation (9) il y a trois cas de de´pendance des coefficients des matrices :
1. ∆ ≥ ms, les coefficients des T
a
si
et de T s sont inde´pendants.
2. N∆ ≥ ms > ∆, les coefficients de T
s sont inde´pendants.
3. ms > N∆, les coefficients de T
s sont donne´s par des masques.
Si ∆−ms ≥ 0, les matrices T
a
ai
se de´composent en trois blocs :
ma = ms +∆,
= ms + (∆−ms) +ms
Les occurences des matrices T asi pour i = 0, ..., N sont disjointes dans T
a
ai
et T a÷ :
T aai = (T
a
si |...|T
a
si+1)
Les motifs de la figure 1 sont donne´s par deux matrices de subdivision — N = 2,∆ = 2,ms = 1
et ma = 3
T aa0 =

 r0 s0 t00 s1 t1
0 s2 t2

 et T aa1 =

 t0 u0 0t1 u1 0
t2 u2 r0

 .
ou par la matrice de raffinement — ma(1) = 5 :
T a÷ =

 r0 s0 t0 u0 00 s1 t1 u1 0
0 s2 t2 u2 r0


Si N∆−ms ≥ 0, la matrice T
a
÷ se de´compose en trois blocs :
ma(1) = ms +N∆,
= ms + (N∆−ms) +ms.
Les occurences des matrices Ts sont disjointes dans T
a
÷ :
T a÷ = (q
a
0T
s|...| qa1 T
s)
Les figures 3-5-6 sont de´crites par la matrice de raffinement — N = 2,∆ = 2,ms = 3 et
ma = 5,ma(1) = 7 :
T a÷ =


r0 s0 t0 u0 0 0 0
r1 s1 t1 u1 0 0 0
r2 s2 t2 u2 r0 s0 t0
0 0 0 u3 r1 s1 t1
0 0 0 u4 r2 s2 t2


Si N∆−ms < 0, on pose ls = ms −N∆ et la matrice T
a
÷ se de´compose en trois blocs :
ma(1) = N∆+ms,
= N∆+ (ms −N∆) +N∆,
= N∆+ ls +N∆.
Le bloc central ma × ls est la zoˆne de chevauchement des occurence de q
a
0T
s et qa1T
s. Les
parame`tres inde´pendants sont regroupe´s dans N∆ masques.
La figure 2 est de´crite par la matrice de raffinement — N = 2,∆ = 1,ms = 3 etma = 4,ma(1) =
5 :
T a÷ =


r0 s0 0 0 0
r1 s1 r0 s0 0
0 s2 r1 s1 r0
0 0 0 s2 r1


5 Courbes a` poˆles multire´solution
Les proprie´te´s de niveau 1 du paragraphe 4.1 se ge´ne´ralisent a` tous les niveaux n. Les formules
se transposent en remplacant selon les cas :
– a(1) par a(n) et N par Nx(n) = N
n
a ,
– \(1) par \(n) et N\ par N\(n) = N\N
n−1
a .
A` chaque figure x et chaque niveau n sont associe´s :
– un espace Ex(n) = B(R
Jx(n)
) avec Jx(n) = {0, ...,mx(n) − 1} et mx(n) = Nx(n)∆+ms ;
– une famille de composantes comprenant des areˆtes αˆn(i) avec 0 ≤ i ≤ Nx(n) − 1 et des
sommets σˆi(i) avec 0 ≤ i ≤ Nx(n).
Fig. 6 – Suite de polygones de controˆle.
5.1 Polygones de controˆle
Dans [TGW06], nous avons montre´ que la famille (T xσˆn , T
x
αˆn
) ve´rifie la relation d’incidence
matricielle (6). Une matrice globale T x÷n est obtenue par fusion des matrices T
x
α repre´sentant
les composantes de niveau n et identification des blocs :
T xαˆn(i)q
a
1 = T
x
αˆn(i+1)
qa0 .
On introduit les plongements de composante dans l’espace de niveau n donne´s par :
– q
x(n)
αˆn(i)
eaj = e
x(n)
ν(i,j) pour i = 0, ..., Nx(n) − 1 et j = 0, ...,ma − 1 ;
– q
x(n)
σˆn(i)
esj = e
x(n)
ν(i,j) pour i = 0, ..., Nx(n) et j = 0, ...,ms − 1.
La matrice T \÷n est identifiable au polygone de controˆle de la courbe dont les sommets sont ses
colonnes : T \÷n = (p
(n)
k )k∈J\(n) . La figure 6 montre une suite de tels polygones.
Chaque matrice T \αˆn(i) est identifiable au polygone de controˆle d’une composante, extrait de
celui de la courbe T \αˆn(i) = T
\
÷nq
\(n)
αˆn(i)
= (p
(n)
ν(i,j))j∈Ja .
5.2 Fonctions de me´lange
Grace a` une proposition de [TGW06], comme la famille d’ope´rateurs (q
x(n)
σˆn
,q
x(n)
αˆn
) ve´rifie la
relation d’incidence matricielle (6), elle de´finit un ope´rateur fonctionnel Ω
x(n)
q
qui a` tout arc
raccordable Ga de C0Υ([0, 1], E
a) associe une courbe compose´e Ω
x(n)
q
Ga :
Ω
x(n)
q
Ga(t) = qx(n)α G
a((txα)
−1t) pour t ∈ txα[0, 1].
En posant Hx(n) = Ω
x(n)
q
Ha, on voit que Hx est une forme aˆ poˆles multire´solution.
Proposition 5.1 A` tout niveau n, on a :
Hx(t) = T x÷nH
x(n)(t) =
∑
k∈Jx(n)
H
x(n)
k (t)p
(n)
k .
Preuve
Pour t ∈ txα[0, 1] on a :
Hx(t) = T xαH
a((txα)
−1t),
= T x÷n q
x(n)
α H
a((txα)
−1t),
= T x÷nH
x(n)(t).
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La famille de fonctions de me´lange correspondante Hx(n) = (H
x(n)
k )k∈Jx(n) est de´finie comme
suit. Chaque intervalle txαˆn(i)[0, 1], correspond a` une composante αˆn(i) et on a :∑
k∈Jx(n)
H
x(n)
k (t)pk = T
x
αˆn(i)
Ha((txαˆn(i))
−1t),
=
∑
j∈Ja
Haj ((t
x
αˆn(i)
)−1t)p
(n)
ν(i,j);
L’expression de la fonction associe´e a` chaque intervalle txαˆn(i)[0, 1] est :
H
x(n)
k (t) =
{
Haj ((t
x
αˆn(i)
)−1t) si ∃j ∈ Ja k = ν(i, j)
0 sinon
A` i et k fixe´s, on a k = ν(i, j) = ∆i+ j ⇒ j = k − i∆. La condition pour que la fonction soit
non nulle est : 0 ≤ j ≤ ma − 1⇔ 0 ≤ k − i∆ ≤ ma − 1, d’ou` :
H
x(n)
k (t) =
{
Hak−i∆((t
x
αˆn(i)
)−1t) si 0 ≤ k − i∆ ≤ ma − 1
0 sinon
Sur chaque intervalle txαˆn(i)[0, 1] = [t
x
σˆn(i)
, txσˆn(i+1)] on a :
H
x(n)
k (t) =
{
Hak−i∆(
t−txσˆn(i)
tx
σˆn(i+1)
−tx
σˆn(i)
) si k∆ ≥ i ≥
k−(ma−1)
∆ ,
0 sinon
6 Surfaces
Le produit tensoriel transporte le produit de matrices, ceci permet d’e´tendre les proprie´te´s des
courbes aux surfaces.
Fig. 7 – Carreaux de´finis par produit tensoriel d’arcs : Be´zier x Be´zier, Be´zier x Takagi,
Takagi x Takagi.
6.1 Carreaux auto-affines
Le motif de surface est un carreau de´fini sur une grille Jf = Ja × Jb par produit tensoriel des
motifs des courbes.
Si les IFS T aa et T
b
a ve´rifient la relation d’incidence matricielle (8), ils de´finissent deux arcs
parame´tre´s Ha et Hb. L’IFS T fai•aj = T
a
ai
⊗ T baj de´finit alors le carreau parame´tre´ [ZT96] :
Hf (s, t) = Ha(s)⊗Hb(t).
La figure 7 montre des carreaux obtenus par produit tensoriel des arcs de la figure 1.
La matrice de raffinement du carreau est le produit tensoriel des matrices de raffinement des
arcs.
Proposition 6.1 De T f÷ = T
a
÷ ⊗ T
b
÷ on extrait : T
f
ai•aj
= T aai ⊗ T
b
aj
avec T aa et T
b
a ve´rifiant
la relation d’incidence matricielle (8).
Preuve
En introduisant q
f(1)
ai•aj
= q
a(1)
ai
⊗q
b(1)
aj
, plongement des composantes du carreau dans l’espace
Ef(1) = B(R
Jf(1)
) associe´ a` la grille Jf(1) = Ja(1) × Jb(1), on a :
T fai•aj = T
f
÷q
f(1)
ai•aj
,
= (T a÷ ⊗ T
b
÷)(q
a(1)
ai
⊗q
b(1)
aj
),
= T a÷ q
a(1)
ai
⊗T b÷q
b(1)
aj
),
= T aai ⊗ T
b
aj .
4
6.2 Surfaces a` poˆles multire´solution
La surface compose´e est de´finie sur une grille de controˆle initiale J] = J\×J[. A` chaque niveau
n, on peut lui affecter une grille de controˆle J](n) = J\(n) × J[(n). En partant d’une famille de
points de controˆle initiale T ]÷ = (p
]
jk)(j,k)∈J\×J[ , la famille de points de controˆle de niveau n
est donne´e par :
T ]
÷n+1
= T ]÷T
](1)
÷n
avec T
](1)
÷n = T
\(1)
÷n ⊗T
[(1)
÷n matrice de raffinement de niveau n, fusion des matrices de subdivision
des composantes T
](1)
α•β = T
\(1)
α ⊗ T
[(1)
β .
Les fonctions de me´lange des surfaces sont les produits tensoriels des fonctions de me´lange des
courbes.
Proposition 6.2 A` chaque niveau n, on a : H](n)(s, t) = H\(n)(s)⊗H[(n)(t).
Preuve
Pour (s, t) ∈ txα•β [0, 1] on a :
H](n)(s, t) = q
](n)
α•βH
f ((tfα•β)
−1(s, t)),
= (q\(n)α ⊗q
[(n)
β )(H
a((taα)
−1(s))⊗Hb((tbβ)
−1(t))),
= q\(n)α H
a((taα)
−1(s)) ⊗q
[(n)
β )H
b((tbβ)
−1(t)),
= H\(n)α (s)⊗H
[(n)
β (t),
= H\(n)(s)⊗H[(n)(t).
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En posant H] = T ]÷H
](1)(s, t), on obtient une surface aˆ poˆles multire´solution.
Proposition 6.3 A` chaque niveau n, on a : H](s, t) = T ]÷nH
](n)(s, t).
Preuve
T ]÷nH
](n)(s, t) = T ]÷(T
\(1)
÷n−1
⊗ T
[(1)
÷n−1
)(H\(n)(s)⊗H[(n)(t)),
= T ]÷((T
\(1)
÷n H
\(n)(s))⊗ (T
[(1)
÷n H
[(n)(t))),
= T ]÷(H
\(1)(s)⊗H[(1)(t)),
= T ]÷H
](1)(s, t).
4
La figure 8 montre des exemples de surfaces dont la fonction de me´lange est de´finie par produit
tensoriel et le motif est un carreau de la figure 7.
6.3 Modulation multire´solution
A` la famille de fonctions de me´lange Hx(n) = (H
x(n)
k )k est associe´ un espace de fonctions
< H
x(n)
k (t)/k > (correspondant a` l’espace des ondelettes). Cet espace est engendre´ a` partir de
la fonction de motif Hy (correspondant a` la fonction d’e´chelle).
A` tout niveau n, on peut moduler la forme en e´ditant et modifiant une grille de controˆle :
Tˆ x(n) = T¯
x
(n) + δT
x
(n).
avec :
– T¯ x(n) calcule´ par le sche´ma de subdivision a` partir du niveau pre´ce´dent : T¯
x
(n) = Tˆ
x
(n−1)T
x(n−1)
÷ ,
– δT x(n) = (δp
(n)
k )k∈Jx(n) vecteurs modifiant les points de controˆle.
Fig. 8 – Les quatre premiers niveaux de raffinement de surfaces de´finies par produit tensoriel.
La suite de formes obtenues est :
Hˆx(n)(t) = Tˆ
x
(n)H
x(n)(t),
= T¯ x(n)H
x(n)(t) + δT x(n)H
x(n),
= H¯x(n)(t) + δH
x
(n)(t).
La figure 9 montre la possibilite´ d’e´diter des points de controˆle a` diffe´rents niveaux n, ce qui
permet une modulation des de´tails de plus en plus petits.
7 Conclusion
Grace a` un mode`le ite´ratif, reliant deux approches (IFS et sche´mas de subdivision), nous avons
de´veloppe´ un logiciel qui permet de cre´er et manipuler des formes a` poˆles multire´solution
(courbes et surfaces). Ce formalisme combine les avantages des IFS — on peut choisir la texture
ge´ome´trique locale (lisse, rugueuse, fractale, ...) — des formes a` poˆles — on peut moduler la
forme ge´ne´rale — et de l’approche multire´solution — a` chaque niveau de pre´cision, on peut
effectuer, via les points de controˆle des de´formations locales et ajouter des de´tails.
Ce logiciel a cependant une limitation, il ne peut de´crire que des surfaces dont les subdivisions
ont une structure re´gulie`re (faces a` 4 coˆte´s et sommets de valence 4). En nous appuyant sur
un mode`le BCIFS plus ge´ne´ral, nous pensons qu’il est possible de repre´senter des surfaces de
subdivision dont la de´composition n’est plus re´gulie`re et posse´dant des singularite´s (points
extraordinaires,...). C’est pourquoi nous nous inte´ressons a` une formulation plus ge´ne´rale qui
permet de cre´er et manipuler des formes a` poˆles dont la structure topologique et les grilles de
points de controˆle ne sont pas limite´es.
Fig. 9 – Carreaux avec des grilles de controˆle e´dite´es et perturbe´es aux niveaux 1, 2 et 3.
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