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Molecular branch of a small highly-elongated Fermi gas with an impurity: Full
three-dimensional versus effective one-dimensional description
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(Dated: July 5, 2018)
We consider an impurity immersed in a small Fermi gas under highly-elongated harmonic con-
finement. The impurity interacts with the atoms of the Fermi gas through an isotropic short-range
potential with three-dimensional free-space s-wave scattering length a3d. We investigate the ener-
gies of the molecular branch, i.e., the energies of the state that corresponds to a gas consisting of
a weakly-bound diatomic molecule and “unpaired” atoms, as a function of the s-wave scattering
length a3d and the ratio η between the angular trapping frequencies in the tight and weak confine-
ment directions. The energies obtained from our three-dimensional description that accounts for
the dynamics in the weak and tight confinement directions are compared with those obtained within
an effective one-dimensional framework, which accounts for the dynamics in the tight confinement
direction via a renormalized one-dimensional coupling constant. Our theoretical results are related
to recent experimental measurements.
PACS numbers:
I. INTRODUCTION
Ultracold few-atom systems provide clean model sys-
tems in which the system parameters such as the in-
teraction strength and confinement geometry can be
controlled with high accuracy [1–4]. Recently, two-
component Fermi gases consisting of lithium atoms in two
different hyperfine states have been prepared and probed
experimentally in highly elongated, nearly harmonic ex-
ternal traps with an aspect ratio η around ten [5–10].
In two-component 6Li mixtures, the interspecies s-wave
scattering length a3d can be tuned by varying an exter-
nal magnetic field in the vicinity of a Fano-Feshbach res-
onance [4]. The intraspecies interactions are, to a very
good approximation, negligible since the experiments op-
erate at field strengths that are quite far away from p-
wave and higher partial wave resonances. Thus, since the
harmonic oscillator lengths aρ and az that characterize
the confinement in the tight and weak confinement direc-
tions are much larger than the van der Waals length rvdW
of the lithium-lithium potential, the system dynamics is,
to a very good approximation, governed by the s-wave
scattering length a3d, the aspect ratio η and the num-
bers N1 and N2 of fermions in the first and the second
component, respectively.
This paper investigates the energetics of a single im-
purity immersed in a gas of fermions, referred to as the
(N − 1, 1) system, where N denotes the total number of
particles. We focus on small systems with N = 2 − 4
and determine the energy of the molecular branch. This
is the branch that can be populated by preparing the
system in the non-interacting regime, i.e., with vanishing
interspecies s-wave scattering length, and by adiabati-
cally tuning the external magnetic field such that the s-
wave scattering length takes small negative to infinitely
large to positive values. Since equal-mass two-component
Fermi gases with short-range s-wave interactions do only
support weakly-bound dimers and not weakly-bound
trimers or tetramers [1], the molecular branch consists,
roughly speaking, of a diatomic molecule that interacts
with the “unpaired” atoms. This work compares the en-
ergies obtained from a full three-dimensional treatment
and an effective one-dimensional treatment. The latter
is expected to break down when the size of the dimer
becomes comparable to the harmonic oscillator length aρ
of the tight confinement direction. This is the regime
where the system is expected to “explicitly feel” the de-
grees of freedom associated with the tight confinement
direction. Assuming harmonic confinement, we provide
quantitative comparisons of the full three-dimensional
and approximate one-dimensional treatments as a func-
tion of the s-wave scattering length and the aspect ratio
η. We compare our energies of the molecular branch
to those determined experimentally via radio frequency
spectroscopy [9, 10]. While the dynamics of the molec-
ular branch of the (1, 1) system has been investigated
extensively in the literature [7, 11–13], that of the (2, 1)
and (3, 1) systems has not yet been investigated com-
prehensively theoretically although first steps have been
taken [14, 15].
A full quantitative theoretical understanding of the en-
ergetics of the molecular branch of small Fermi gases un-
der highly-elongated confinement is important for several
reasons. Experiments on few-fermion systems are becom-
ing more and more precise [7, 16], opening the door for
quantitative studies of a myriad of few-atom phenomena.
Moreover, a thorough understanding of few-body systems
serves as a guide for larger systems where the analysis re-
lies, in many cases, on approximate treatments and plays
a crucial ingredient in mapping out the transition from
few- to many-body physics [8–10].
The remainder of this paper is organized as follows.
Section II introduces the system Hamiltonian and reviews
briefly how to solve the corresponding time-independent
Schro¨dinger equation. Section III presents our results
for the full three-dimensional and the approximate one-
2dimensional treatments. Lastly, Sec. IV summarizes.
II. SYSTEM HAMILTONIAN
The three-dimensional system HamiltonianH3d for the
N fermions of mass m reads
H3d =
N∑
j=1
[−~2
2m
∇2~rj +
1
2
m
(
ω2ρρ
2
j + ω
2
zz
2
j
)]
+
N1∑
j=1
N∑
k=N1+1
Vtb(~rjk), (1)
where ~rj denotes the position vector of the jth atom mea-
sured with respect to the trap center, ~rj = (xj , yj , zj),
and ρ2j = x
2
j + y
2
j . The angular trapping frequencies
ωρ and ωz are related through the aspect ratio η, where
η = ωρ/ωz. Throughout, we consider elongated confin-
ing geometries with η > 1 (η = 2, 3, · · · ). The inter-
action potential Vtb(~rjk) between the unlike fermions is
modeled by two different potentials, the regularized zero-
range Fermi-Huang pseudopotential Vps(~rjk) [17–19],
Vps(~rjk) =
4π~2a3d
m
δ(3)(~rjk)
∂
∂rjk
rjk , (2)
and a finite-range Gaussian potential Vg(~rjk) with depth
V0 (V0 ≥ 0) and range r0,
Vg(~rjk) = −V0 exp
[
−
(
rjk√
2r0
)2]
, (3)
where ~rjk = ~rj − ~rk and rjk = |~rjk|. In Eq. (2), a3d
denotes the three-dimensional free-space zero-energy s-
wave scattering length. To compare the eigenenergies
of H3d for Vps and Vg, the depth V0 and range r0 are
adjusted such that the free-space scattering lengths of the
two potentials agree. Throughout, we restrict ourselves
to the regime where Vg supports zero free-space s-wave
bound states for a3d < 0 and one free-space s-wave bound
state for a3d > 0. We are interested in the regime where
the range r0 is much smaller than the oscillator lengths
aρ and az, where aρ =
√
~/(mωρ) and az =
√
~/(mωz).
For sufficiently large η, the low-energy physics de-
scribed by the three-dimensional Hamiltonian H3d is ex-
pected to be reproduced by the effective one-dimensional
Hamiltonian H1d [20],
H1d =
N∑
j=1
(
−~2
2m
∂2
∂z2j
+
1
2
mω2zz
2
j
)
+
N1∑
j=1
N∑
k=N1+1
g1dδ
(1)(zjk) +N~ωρ, (4)
where zjk = zj − zk. The effective one-dimensional cou-
pling constant g1d [20],
g1d
~ωρ aρ
=
2a3d
aρ
(
1 +
ζ(1/2)√
2
a3d
aρ
)
−1
(5)
with ζ(1/2) ≈ −1.46035, has been derived by analyzing
H3d with ωz = 0 for two particles with zero-range inter-
actions. The renormalization of the one-dimensional cou-
pling constant, i.e., the second term in the round brack-
ets on the right hand side of Eq. (5), accounts for the
occupation of excited transverse modes during the colli-
sion process (i.e., for virtual excitations). An improved
description is obtained if the effective one-dimensional
coupling constant is made to depend explicitly on the
energy [21, 22] (see Sec. III for more details). It has been
shown that the eigenenergies of the lowest gas-like state
of H1d are in good agreement with those of H3d if the
aspect ratio is sufficiently large [13, 23, 24]. More specif-
ically, the energy spacing ~ωρ in the tight confinement
direction has to be larger than (N1 − 1)~ωz. This pa-
per investigates the properties of the molecular branch
for H3d and H1d, i.e., we primarily focus on the regime
where the eigenenergies are smaller than the ground state
energy of the non-interacting Hamiltonian.
To determine the eigenstates and eigenenergies of H3d
and H1d, we separate the center of mass and relative
degrees of freedom. The relative Schro¨dinger equation
for the one-dimensional (1, 1), (2, 1) and (3, 1) systems
is solved using the approaches introduced in Ref. [25],
Ref. [23] and Ref. [26], respectively. The relative
Schro¨dinger equation for the three-dimensional (1, 1) and
(2, 1) systems interacting through Vps is solved using the
approaches introduced in Ref. [13] and Ref. [23], respec-
tively. For the (3, 1) system, we only consider the finite-
range interaction model Vg. The relative Schro¨dinger
equation for the three-dimensional (1, 1) system with
finite-range interactions is solved using a B-spline ap-
proach while that for the three-dimensional (2, 1) and
(3, 1) systems is solved using an explicitly correlated ba-
sis set expansion approach [27, 28]. For a fixed a3d, we
perform calculations for several r0 and then extrapolate
to the zero-range limit. Since the center of mass mo-
tion is uneffected by the two-body interactions, Sec. III
reports the relative eigenenergies E3dN1,N2 and E
1d
N1,N2
.
III. RESULTS
This section discusses the eigenenergies of the (1, 1),
(2, 1) and (3, 1) systems. Squares in Fig. 1 show the rela-
tive zero-range energies E3dN1,N2 of the energetically low-
est lying molecular branch and the energetically lowest
lying gaslike state as a function of −1/g1d for η = 10. To
make this plot, the three-dimensional scattering length
a3d was converted to the effective one-dimensional cou-
pling constant g1d using Eq. (5). The non-interacting
limit is reached for −1/g1d = ±∞ and the infinitely
strongly interacting regime for |1/g1d| = 0. The points
−1/g1d = ±∞ correspond to a3d = ∓0 while the point
|1/g1d| = 0 corresponds to a3d =
√
2aρ/|ζ(1/2)|. The
eigenstates corresponding to the relative eigenenergies of
the (1, 1) system shown in Fig. 1(a) are characterized
by an even parity in z, i.e., Πz = +1, and vanishing
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FIG. 1: (Color online) Relative zero-range energies EN1,N2
as a function of −1/g1d for η = 10. Squares and dashed
lines show the relative energies obtained from the full three-
dimensional treatment and the effective one-dimensional
treatment, respectively, for (a) the (1, 1) system, (b) the (2, 1)
system, and (c) the (3, 1) system. Crosses with errorbars show
experimental results (the experimental data points are taken
from Figure A.21. of Ref. [10]). The inset in panel (c) shows a
blow-up of the energetically lowest lying gas-like branch with
negative −g1d.
projection quantum number M and positive parity Πρˆ
in the xy-plane [29]. The eigenstates corresponding to
the relative eigenenergies of the (2, 1) and (3, 1) systems
shown in Figs. 1(b) and 1(c), in contrast, are character-
ized by (Πz ,M,Πρˆ) = (−1, 0,+1). The negative par-
ity in the z-direction is a consequence of the fact that
the majority particles have to obey the Pauli exclusion
principle and that the single particle harmonic oscillator
states in one dimension have alternating even and odd
parity (even parity for the principal quantum numbers
nz = 0, 2, · · · and odd parity for the principal quantum
numbers nz = 1, 3, · · · ).
For comparison, dashed lines show the relative energies
obtained within the one-dimensional framework. The
agreement between the three- and one-dimensional en-
ergies of the energetically lowest lying gaslike branch is
excellent (i.e., better than about 0.5%) for all interac-
tion strengths considered. For the (1, 1) and (2, 1) sys-
tems, quantitative comparisons have been presented in
Refs. [13, 23]. Figure 1(c) shows the three-dimensional
energies of the energetically lowest lying gas-like state of
the (3, 1) system for one g1d value, namely for g1d =
0.8850~ωρaρ [see inset of Fig. 1(c)]. We choose this
value since this is one of the coupling strengths at
which the experiments of the Heidelberg group were per-
formed [9, 10]. Our three-dimensional zero-range energy
agrees with the corresponding one-dimensional energy to
0.1%. The eigenenergies deduced from radio frequency
spectroscopy measurements [10] are shown by crosses
with errorbars. The experimental data have been, us-
ing theoretical three- and one-dimensional energies for
the (1, 1) and (2, 1) systems [9, 10], converted to one-
dimensional energies and should be considered as aprox-
imations to the relative eigenenergies of H1d. The agree-
ment between the theoretical results and the energies de-
duced from experiment is at the few percent level, un-
derlining the precision and control of modern cold atom
experiments and the need for accurate theoretical treat-
ments.
For the energetically lowest lying molecular branch of
the (1, 1), (2, 1) and (3, 1) systems, the agreement be-
tween the three-dimensional energies (squares) and the
one-dimensional energies (dashed lines) is excellent for
large positive −1/g1d but deteriorates as −1/g1d de-
creases (see also Fig. 2). Qualitatively, this can be un-
derstood by realizing that the loosely bound dimer is
very large for very positive −1/g1d. In fact, the size
of the loosely bound dimer is directly proportional to
|1/g1d| [20, 21, 25]. As −1/g1d decreases and approaches
zero, the size of the dimer decreases, implying that the
system dynamics is no longer effectively one-dimensional
but that the dimer is sufficiently small to “probe” the dy-
namics associated with the tight confinement direction.
Since three- and higher-body bound states are absent,
this qualitative argument applies not only to the (1, 1)
system but also to the (2, 1) and (3, 1) systems. The
experimental data for the molecular branch (see Fig. 1)
are limited to fairly large −1/g1d and the errorbars are
not small enough to discriminate between the three- and
one-dimensional frameworks.
To quantify the applicability of the one-dimensional
treatment for the molecular branch, we define the scaled
interaction energy difference ǫ,
ǫ =
E3d,intN−1,1 − E1d,intN−1,1
|E3d,intN−1,1|
, (6)
where E3d,intN−1,1 is defined as the difference between the
relative three-dimensional energy E3dN−1,1 of the molec-
ular branch and the non-interacting ground state en-
ergy, E3d,intN−1,1 = E
3d
N−1,1 −ENIN−1,1, where ENIN−1,1 = (N −
1)2~ωz/2 + (N − 1)~ωρ. The interaction energy E1d,intN−1,1
obtained from the one-dimensional treatment is defined
in an analogous way (note that the non-interacting
ground state energies of H3d and H1d are identical). Fig-
ure 2 shows the quantity ǫ as a function of −1/g1d for
η = 10. To determine ǫ, we use the three-dimensional
energies in the limit of zero-range interactions. The axis
label on the top shows the one-dimensional scattering
length a1d, which is related to the one-dimensional cou-
pling constant g1d via a1d = −2~2/(mg1d). Both E3d,intN−1,1
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FIG. 2: (Color online) Scaled interaction energy difference ǫ
for the energetically lowest lying molecular branch as a func-
tion of −1/g1d for η = 10. The dashed line, dotted line and di-
amonds show ǫ for the (1, 1), (2, 1) and (3, 1) systems, respec-
tively; in these calculations, the interaction energy E1d,intN−1,1
is calculated using g1d. The dash-dotted line shows ǫ for
the (1, 1) system for the case where the interaction energy
E1d,intN−1,1 is calculated using g
trap
1d , accounting for the energy-
dependence of ζ(1/2, 1 − ǫ2b/2) but neglecting the “higher-
order” Hurwitz zeta functions. The axis label on top shows
the one-dimensional scattering length a1d. The inset shows ǫ
for large −1/g1d.
and E1d,intN−1,1 are negative. The quantity ǫ is small and
negative for large a1d (see inset of Fig. 2) and changes
sign around a1d ≈ 5 − 10aρ. The positive value of ǫ for
a1d . 5 − 10aρ indicates that the energy obtained from
the three-dimensional treatment lies above the energy ob-
tained from the one-dimensional treatment. When a1d
is large, corresponding to a large dimer, the molecular
branch is well described by the effective one-dimensional
Hamiltonian. However, as a1d decreases and approaches
aρ, the effective one-dimensional treatment deteriorates
in a similar manner for the (1, 1), (2, 1) and (3, 1) sys-
tems. At a1d/aρ = 1, e.g., ǫ is equal to 0.55, 0.55 and
0.51 for the (1, 1), (2, 1) and (3, 1) systems, respectively.
To better understand the behavior of ǫ, we start with
the implicit eigenequation for the three-dimensional (1, 1)
system [12, 13],
F3d(ǫ2b, η) = −
√
2ηaρ
a3d
, (7)
where
F3d(ǫ2b, η) =
1√
π
∫
∞
0
(
ηeηǫ2bt/2√
1− e−t(1− e−ηt) −
1
t3/2
)
dt (8)
and ǫ2b = E
3d,int
1,1 /(~ωρ). Equation (8) holds for ǫ2b < 0
but can be extended to positive ǫ2b through analytic con-
tinuation [13]. To derive an effective one-dimensional
eigenequation, we expand the integrand of Eq. (8), as-
suming small 1/η, around t = 0. Using this expansion in
Eq. (7) yields
Γ(−ηǫ2b/2)√
2Γ(−ηǫ2b/2 + 1/2)
= − 2~ωρaρ√
ηgtrap1d
, (9)
where gtrap1d denotes the “trap-corrected” effective one-
dimensional coupling constant,
gtrap1d
~ωρaρ
=
2a3d
aρ
{
1 +
[
ζ(1/2, 1− ǫ2b/2)√
2
+
ζ(3/2, 1− ǫ2b/2)
8
√
2 η
+
ζ(5/2, 1− ǫ2b/2)
128
√
2 η2
+ . . .
]
a3d
aρ
}
−1
, (10)
and ζ(·, ·) the Hurwitz zeta function. If the series
in Eq. (10) goes to sufficiently large order, the low-
energy part of the eigenspectrum determined by solving
Eq. (9) agrees very well with that determined by solv-
ing Eq. (7). It is important to note that Eq. (9) is the
implicit eigenequation one obtains by solving the rela-
tive Schro¨dinger equation for the trapped two-particle
system interacting through a zero-range potential with
coupling constant gtrap1d [25]. Comparing the effective
one-dimensional coupling constants gtrap1d and g1d, we no-
tice two things. First, the ζ(1/2) term in Eq. (5) is re-
placed by the energy-dependent Hurwitz zeta function.
For small |ǫ2b|, the Hurwitz zeta function can be Taylor
exanded, ζ(n/2, 1−ǫ2b/2) ≈ ζ(n/2)+ζ(1+n/2)nǫ2b/4+
· · · , showing that ζ(n/2, 1 − ǫ2b/2) reduces to ζ(1/2)
for ǫ2b = 0. Second, g
trap
1d contains corrections that are
suppressed by increasing powers of 1/η [the second and
third terms in square brackets on the right hand side of
Eq. (10)] and thus vanish as η →∞.
To see how the energy-dependence and the higher-
order corrections in 1/η affect the energy spectrum of the
(1, 1) system, we consider the weakly- and more strongly-
5TABLE I: Coefficients entering into Eqs. (11) and (12).
c
(1)
1
1√
2πη
c
(2)
1 −
ln(2)
2π
c
(3)
1
√
η
2π
(
−
π
48
+ 3 ln(2)
2
4π
)
c
(2)
2 −
c
(1)
1√
8
(
ζ(3/2)
23η
+ ζ(5/2)
27η2
+ . . .
)
c
(3)
2
−c(2)1√
2
(
ζ(3/2)
23η
+ ζ(5/2)
27η2
+ . . .
)
+
c
(1)
1
8
(
ζ(3/2)
23η
+ ζ(5/2)
27η2
+ . . .
)2
c
(3)
3 −
1√
2π
(
ζ(3/2)
24η
+ 3ζ(5/2)
27η2
+ . . .
)
interacting regimes separately. Expanding Eq. (9)
around ǫ2b = 0, we find
E1d,int1,1
~ωρ
= c
(1)
1
gtrap1d
~ωρaρ
+ c
(2)
1
(
gtrap1d
~ωρaρ
)2
+
c
(3)
1
(
gtrap1d
~ωρaρ
)3
+ . . . (11)
or, rewriting this expression in terms of g1d,
E1d,int1,1
~ωρ
= c
(1)
1
g1d
~ωρaρ
+ (c
(2)
1 + c
(2)
2 )
(
g1d
~ωρaρ
)2
+
(c
(3)
1 + c
(3)
2 + c
(3)
3 )
(
g1d
~ωρaρ
)3
+ . . . . (12)
The c
(j)
k -coefficients are listed in Table I. The coeffi-
cients c
(2)
2 and c
(3)
2 arise from the energy-independent
parts of the ζ(n/2, 1 − ǫ2b/2) terms (n = 3, 5, · · · ) in
Eq. (10) while the coefficient c
(3)
3 arises from the leading-
order energy-dependence of the ζ(n/2, 1 − ǫ2b/2) terms
(n = 1, 3, · · · ). This analysis shows that the trap cor-
rections encapsulated by c
(2)
2 dominate, in the small g1d
limit, over higher-order trap corrections and the energy-
dependence of the Hurwitz zeta function encapsulated
respectively by c
(2)
3 and c
(3)
3 . The coefficient c
(2)
2 is neg-
ative and neglecting it, as done in our determination of
E1d,int1,1 , leads to a larger energy and thus to a negative
ǫ for the (1, 1) system in the weakly-interacting regime
(see the dashed line in the inset of Fig. 2).
When |ǫ2b| is not small compared to 1, the energy-
dependence of the Hurwitz zeta functions in Eq. (10)
plays an important role. To demonstrate this, the dash-
dotted line in Fig. 2 shows the quantity ǫ for the (1, 1) sys-
tem calculated accounting for the leading-order energy-
dependence of gtrap1d . Specifically, the one-dimensional
(1, 1) energy is calculated using gtrap1d neglecting the sec-
ond and third terms in the square brackets in Eq. (10).
The fact that the dash-dotted line in Fig. 2 is close to
zero for all g1d demonstrates that the leading-order en-
ergy dependence yields the dominant correction when
|g1d|/(~ωρaρ) is appreciable (i.e., not small compared to
1).
As already pointed out earlier, the scaled interaction
energy difference ǫ behaves, if the one-dimensional inter-
action energy E1d,intN−1,1 is calculated using g1d, very simi-
larly for the (1, 1), (2, 1) and (3, 1) systems. This suggests
that the behavior of ǫ is governed by two-body physics
and that usage of gtrap1d instead of g1d should lead to an
improved one-dimensional treatment for the (2, 1) and
(3, 1) systems. To corroborate this premise, we consider
the weakly-interacting regime. Treating the Hamiltonian
H1d for the (2, 1) system, see Eq. (4), with g1d replaced
by gtrap1d in second-order perturbation theory [the (3, 1)
system can be treated analogously], we find
E1d,int2,1
~ωρ
≈ d(1)1
gtrap1d
~ωρaρ
+ d
(2)
1
(
gtrap1d
~ωρaρ
)2
, (13)
where d
(1)
1 = 3c
(1)
1 /2 and
d
(2)
1 =
3
8π
[
−3 + 2
√
3 + ln(2 +
√
3)− 4 ln(2)
]
≈
−0.118355081. (14)
The fact that d
(1)
1 is not equal to the number of in-
teracting pairs times c
(1)
1 can be interpreted as being a
consequence of the Pauli exclusion principle. Rewriting
Eq. (13) as a series in g1d, we find that the coefficient of
the linear term is unchanged while the coefficient of the
quadratic term becomes d
(2)
1 + d
(2)
2 with d
(2)
2 = 3c
(2)
2 /2.
For η = 10, this yields d
(2)
1 + d
(2)
2 ≈ −0.12054. Since the
change of the quadratic coefficient arises from the two-
body coupling constant, it is attributed to a two-body
effect.
Ideally, we would perform an analogous perturbative
treatment for the Hamiltonian H3d. It turns out, how-
ever, that the calculations are somewhat involved since
the three-dimensional second-order perturbation theory
sums need to be regulated [30, 31]. Thus, we instead
fit the full three-dimensional energies E3d2,1/(~ωρ) to a
power series in g1d. The fit yields the same linear co-
efficient as the perturbative treatment of H1d and a
slightly more negative coefficient for the quadratic term,
−0.120754251(1), where the number in round brackets
denotes the uncertainty of the fit (the uncertainty of the
three-dimensional energies is negligible for this analysis).
We attribute the small difference of −0.00021 be-
tween the quadratic coefficients of the three- and one-
dimensional energies to a three-body effect. Specifi-
cally, the coefficient of the quadratic term can be de-
composed, following ideas developed in Refs. [30, 31]
for bosons under spherically symmetric harmonic con-
finement, into two parts, one that accounts for effective
two-body interactions and one that accounts for effective
three-body interactions. The effective two-body interac-
tions of the one- and three-dimensional models should
agree since the one-dimensional analysis uses gtrap1d . The
effective three-body interactions of the one- and three-
dimensional models, however, differ slightly since the
60 0.50.25
1/η
0.95
1.05
1.0a 1
d 
/ a
ρ
FIG. 3: (Color online) Quantifying the deviations between
the full three-dimensional and approximate one-dimensional
treatment for the energetically lowest lying molecular branch
as a function of 1/η. The squares, circles and diamond show
the scattering length a1d for which the full three-dimensional
and the approximate one-dimensional zero-range interaction
energies deviate by 50% for the (1, 1), (2, 1) and (3, 1) systems,
respectively. For the (1, 1) and (2, 1) systems, dotted lines are
shown as a guide to the eye.
three-dimensional Hamiltonian has, compared to the one-
dimensional Hamiltonian, extra transverse modes (or vir-
tual excitations) that are available during collision pro-
cesses. Quantifying the effective three-body interactions
away from the weakly-interacting regime is beyond the
scope of this paper. Our numerical results suggest,
though, that they are relatively small. We note that cal-
culations for the (2, 1) system in a harmonic wave guide
predict that the inverse of the odd-channel atom-dimer
scattering length is proportional to g31d [15] and g
4
1d [32],
respectively, in the small g1d limit. These effects are
of higher order than the effective three-body interaction
discussed above for the trapped system.
Next, we determine the dependence of ǫ, calculated us-
ing the one-dimensional Hamiltonian H1d with g1d [see
Eq. (4)], on η in the regime where ǫ (ǫ > 0) is not small
compared to 1. The squares, circles and diamond in
Fig. 3 show the a1d/aρ value for which ǫ is equal to 1/2 as
a function of η. It can be seen that the a1d/aρ value de-
pends only weakly on η. Moreover, for the impurity prob-
lem considered, the a1d/aρ value depends only weakly on
N . If we look for the a1d/aρ values for which ǫ takes val-
ues different from 1/2, we find similar results [though the
ordering of the curves for the different (N −1, 1) systems
depends on the specific ǫ value considered]. This implies
that the accuracy of the effective one-dimensional treat-
ment can be estimated quite reliably from the results for
the two-body problem for a single η. Intuitively, this
can be understood from the fact that the (N − 1, 1) sys-
tem can be thought of as consisting of a single diatomic
molecule and N − 2 unpaired atoms.
Lastly, we estimate the dependence of the relative en-
ergies obtained from the three-dimensional treatment on
the effective range reff, which is defined through the
low-energy expansion of the free-space s-wave scattering
phase shift δ0(k), k cot(δ0(k)) = −1/a3d + reffk2/2 [33].
Here, k denotes the relative scattering wave vector. To
quantify this dependence, we define the scaled energy dif-
ference δ,
δ =
E3d,intN−1,1(reff = 0)− E3d,intN−1,1(reff 6= 0)
|E3d,intN−1,1(reff = 0)|
, (15)
where the energies E3d,intN−1,1(reff = 0) and E
3d,int
N−1,1(reff 6= 0)
are the zero-range and finite-range interaction energies,
respectively. Figures 4(a) and 4(b) show the quantity δ
for az/a3d = −10 [g1d/(~ωρaρ) ≈ −0.477] and az/a3d =
−2 [g1d/(~ωρaρ) ≈ −1.20], respectively. Squares, circles
and diamonds show the scaled energy difference for the
(1, 1), (2, 1) and (3, 1) systems and solid lines show fits
to the numerical data. To compare the finite-range ef-
fects with the difference between the three-dimensional
and one-dimensional energies, dashed, dotted and dash-
dotted lines show the scaled interaction energy difference
ǫ for the (1, 1), (2, 1) and (3, 1) systems, respectively.
For two 6Li atoms, the van der Waals length rvdW is
31.26a0 [4, 34], where a0 denotes the Bohr radius. Using
the values of the s-wave scattering length and the van
der Waals length [35, 36], we find—for the parameters
of the Heidelberg experiment [9, 10]—reff ≈ 0.0141aρ for
az/a3d = −10 and reff ≈ 0.0138aρ for az/a3d = −2.
Inspection of Fig. 4 shows that the finite-range correc-
tions to the interaction energy are roughly a factor of
10 and 100 smaller for az/a3d = −10 and az/a3d = −2,
respectively, than the difference between the three- and
one-dimensional energies. This implies that the finite-
range effects can, to a good approximation, be neglected
in analyzing cold atom experiments in highly elongated
traps such as those conducted by the Heidelberg group.
IV. SUMMARY
This paper discussed the energies of Fermi gases with
a single impurity under highly-elongated confinement.
We presented energies for the (1, 1), (2, 1) and (3, 1)
systems and assessed the accuracy of an effective one-
dimensional Hamiltonian parametrized by the effective
one-dimensional coupling constant g1d. We focused on
states that can be reached experimentally by first prepar-
ing an effectively non-interacting system and by then adi-
abatically changing the s-wave scattering length through
application of an external magnetic field. As has been
shown in the literature [1], the complete energy spectra
of few-body systems are rather dense and exhibit avoided
crossings (if the states belong to the same subspace of the
70
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FIG. 4: (Color online) Quantifying the finite-range effects of
the full three-dimensional energies for η = 10. (a) Squares,
circles and diamonds show the scaled energy difference δ at
az/a3d = −10 as a function of the effective range reff for
the (1, 1), (2, 1) and (3, 1) systems, respectively. (b) Squares,
circles and diamonds show the scaled energy difference δ at
az/a3d = −2 as a function of the effective range reff for the
(1, 1), (2, 1) and (3, 1) systems, respectively. (a) and (b): Solid
lines are three-parameter fits to the numerical data. For com-
parison, dashed, dotted and dash-dotted lines show the scaled
interaction energy difference ǫ for the (1, 1), (2, 1) and (3, 1)
systems, respectively.
full Hilbert space) and sharp crossings (if the states be-
long to different subspaces of the full Hilbert space).
We found, in agreement with what might be expected
naively, that the validity regime of the effective one-
dimensional treatment based on H1d [see Eq. (4)] is lim-
ited, for the molecular branch, to the regime where the
one-dimensional even parity scattering length is larger
than the harmonic oscillator length in the tight confine-
ment direction. When the one-dimensional even par-
ity scattering length is large compared to the harmonic
oscillator length in the tight confinement direction, we
found that the effective one-dimensional description can
be improved if g1d is replaced by g
trap
1d , which explic-
itly accounts for trap corrections that arise from the
fact that the aspect ratio η is finite and not infinitely
large. When the one-dimensional even parity scatter-
ing length is small compared to the harmonic oscilla-
tor length in the loose confinement direction, we found
that the effective one-dimensional description can be im-
proved if the leading-order energy dependence of gtrap1d is
accounted for. The fact that the leading-order energy de-
pendence of the effective-one-dimensional coupling con-
stant can be derived from the waveguide Hamiltonian
(i.e., the Hamiltonian with ωz = 0) indicates that the
physics in this regime is not unique to the trapped sys-
tem but analogous to what has been found for waveg-
uide geometries. Moreover, our analysis suggests that
the accuracy of the effective one-dimensional treatment
of small Fermi systems with an impurity can be assessed
fairly accurately by looking at the (1, 1) system. Lastly,
we found that finite-range effects (or equivalently, the
energy-dependence of the three-dimensional scattering
length a3d) are negligible for the conditions of the Hei-
delberg experiment [9, 10].
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