ABSTRACT. We present a theorem concerning the analytic domination by a semibounded selfadjoint operator H of another linear operator A which requires only the quadratic form type estimates \\H-V2((^A)"H)H-V2u\\ <c"\\u\\ instead of the norm estimates ||(ad^)"tf«||<cj,r/«|| usually required for this type of theorem. We call the new estimates "quadratic form type", since they are sometimes equivalent to
I. Introduction. The Hamiltonian, H, of a physical system is a selfadjoint operator on a Hilbert space which is bounded below in that its spectrum is. If the infimum of the spectrum is an eigenvalue then any corresponding eigenvector is called a ground state. An important physical question is whether the ground state, (assuming it exists), is nondegenerate, that is, whether the infimum of the spectrum of H has multiplicity one as an eigenvalue. If the ground state is nondegenerate, it is also said to be unique, though technically this uniqueness is only up to complex multiples. This problem concerning the unbounded operator H can be turned into one involving only bounded operators by considering the generated semigroup, e~'H, t > 0, since, by the spectral theorem, H has a nondegenerate ground state if and only if ||e"'w|| is an eigenvalue of multiplicity one for e~'H.
In quantum field theory the underlying Hilbert space may be viewed as an L2 space on which e~'H is positivity preserving in the sense that, for t > 0, e~'Hf is nonnegative almost everywhere whenever / in L2 is nonnegative almost everywhere ([5] , [2] , [16] and [8]). We assume that H is a self adjoint and bounded below operator, that e~'H is positivity preserving and that H has a ground state, for the remainder of the introduction.
The semigroup / -» e~'H is said to be ergodic if for every pair, / and g, of nonnegative L2 functions there is an i > 0 such that (/, e~sHg) > 0. In an extension of the classical Perron-Frobenius theory, Glimm and Jaffe [5] showed that if e~'H is ergodic then the ground state of H is nondegenerate. Simon [15] has characterized ergodic semigroups in the following way: t -* e~'H is ergodic if and only if e~'Hf is positive almost everywhere whenever / is nonnegative almost everywhere. When e~'H has this latter property it is said to be positivity improving.
Why should semigroups generated by quantum field theoretic Hamiltonians be positivity improving? In certain models the L2 space in question may be thought of as L2(Rx,q) where Rx is the countable product of real lines, R, and q is a probability measure on Rx [14] , while H may be thought of as a differential operator in infinitely many variables. In certain finite-dimensional approximations to these models, [11] , [12] , [3] H becomes an elliptic differential operator with analytic coefficients. By a theorem of Nelson every analytic vector for H is an analytic function [10] . (Recall that v is an analytic vector for 77 if there is an s > 0 such that 2^=o (sn/n\)\\Hnv\\ < oo.) But e~'Hfis an analytic vector for H with / arbitrary, so e~'Hf is nonzero almost everywhere or identically zero. Since we are assuming e~'H is positivity preserving, if / is nonnegative almost everywhere then e~'Hfmast be positive almost everywhere. Observe that the positivity improving property is really a consequence of the following property. e~'H is said to be support maximizing if e~'Hfis nonzero almost everywhere whenever/is not identically zero. An operator may be positivity improving but not support maximizing [17] , though clearly if an operator is support maximizing and positivity preserving then it must also be positivity improving. For an example, observe that e~'H maximizes support on L2(0,dx) whenever H is an elliptic differential operator with analytic coefficients on the connected open set O [10]. Thus, when e~'H is positivity preserving the nondegeneracy problem is solved once we show e~'H maximizes support.
The connection between Hamiltonians and differential operators is well known ([14] , [3] , [11] , [12] and [7] ),and one is led naturally to the question of whether e~'H maximizes support when H is a Hamiltonian of quantum field theory. A first step in the solution of this problem is to consider models defined in Fock space (though in the cases we consider the nondegeneracy problem is solvable by other techniques). In a previous paper [17] , it was shown that when H is the free boson Hamiltonian then e~'H maximizes support on L2(RK,q) and on L2(Q) where Q is the spectrum of the von Neumann algebra generated by certain bounded functions of the free field ([5], [16] ). In fact e~'H maximizes support when H is the quantization [1] of any self adjoint operator with positive spectrum bounded away from zero ( [7] or [17] ). A similar result holds when H is the Hamiltonian for the linear external source model of a boson field. Also previously considered was the momentum cutoff polaron of fixed total momentum in n dimensions. Again the Hamiltonian generates a semigroup which maximizes support. Moreover this support maximizing property remains when cutoffs are removed in two space dimensions.
Notable by its absence from this list of Fock space models is the spatially cutoff X(<i>4)2 model. It is this model we wish to consider.
To prove that e~'H maximizes support it suffices to prove that every analytic vector for H is either identically zero or nonzero almost everywhere. This is because {e~'Hf:f 6 L!,l > 0} is exactly the set of analytic vectors for H [10] . Note that every analytic vector for d/dx on Ü(Rx,dx) is an analytic function, by the Paley-Wiener theorem, and is either identically zero or nonzero almost everywhere. Similarly, on U(RX,q) any analytic vector for 3/9x,, / = 1, 2, ..., is an analytic function of each coordinate function x¡, when the others are fixed. This implies (by the zero-one law) that any analytic vector for every 3/3x, is nonzero almost everywhere or identically zero. The annihilation operator of wave function/ G L2(Rx,dx), A(f) [1] corresponds to differentiation in the direction of / [14]. Consequently to prove that a function is either identically zero or nonzero almost everywhere one needs only to verify that the function is an analytic vector for the annihilation operators, A(f), when/is in a dense subset of L2(RX). (This discussion has been informal but can be made rigorous. However, we present a different approach in §111.)
Now the basic problem is one of analytic domination. Prove that every analytic vector for H is analytic for A(f) when/is an infinitely difieren tiable function of compact support on /?'. The standard procedure for analytic domination is due to Nelson [10] . One is required to obtain the estimate IM(/)"II < c0\\Hu\\ and the commutator estimates \\(adA(f))"Hu\\ < cn\{Hu\\ for positive c"'s such that the power series 2í°=o icr,Sn/n\) has positive radius of convergence and for all u in some linear subspace containing all analytic vectors for H and invariant under H and A(f). In the (</>4)2 model the first commutator estimate, n = 1, ||[y4(/),ZZ]«!| < cJZZmII is unknown. Consequently, Nelson's theorem does not apply directly. However, quadratic form estimates (ad(A(f)))nH<cnH + rn, rn>0, are known [13] . We present an analytic domination theorem which requires only such quadratic form estimates (see Theorem 1). This theorem is then applied to the Hamiltonian, H, of the spatially cutoff one space dimensional boson field with real, bounded below, even ordered polynomial self-interaction to conclude that e~'H maximizes support (see Corollary 7). This approach is nonperturbative and makes no use of mass gaps.
The author wishes to thank L. Gross for many useful discussions. Proof. Let X denote the normed space % with || l^. Let B denote H restricted to E. Since E C DiH), DiB) = E.
Let x be in DiB). Then by definition of E, x E D(A) and \\Ax\\x = \\H-x'2AH-xl2Hxl2x\\
< c0||tf*/2x|| =c0||ZZx||,.
Since, for x in D(B) we have Bx = Hx it follows that (2.6) \\Ax\\x < c0||Ac||,. III. An application. We adopt the notation of [3] , [5] and [13] . Proofs and further references may be found in [1] , [4] , [5] , [13] and [16] . Let f(k) = (27t)-1/2 S e~'kxf (x)dx be the Fourier transform of / and let f denote the inverse Fourier transform of /. Cq (R") = space of real valued infinitely differentiable functions of compact support. Now g will denote a fixed Cif(Rx) function with 0 < g(x) < 1. P will denote a fixed polynomial, P(x) = bqxq + • • • + b0 with bq > 0, and b¡ real for all / and q an even integer. The corresponding spatially cutoff interaction Hamiltonian is Hj(g) = (ßo bjfg(x): <bJ(x): dxj*.
Hj(g) is selfadjoint with core D.
The operator HQ + H¡(g) defined on D is essentially selfadjoint and is bounded below. Let c(g) denote a number such that infimum (spectrum (H)) = 0 where H = (H0 + H,(g))** + c(g).
We wish to apply the results of the preceding section to it(f) and H for/in C™(RX). What follows is the verification of the necessary hypothesis. We are assuming/is in C¡?(RX). Proof. Let u E L2(Q,X) be arbitrary and let v = e~,HW~xu, so that v is an analytic vector for H.
Since {^cWIi/éC^A1)} is irreducible and since e'^)e^f) = e-i(f,g)e'M.f)e'^g)i it follows from [7] and the previous corollary that the largest projection in M which annihilates v is the zero projection. Consequently the largest projection in L°(Q) which annihilates v is the zero projection and so Wv -We~'HW~xu is nonzero almost everywhere or zero almost everywhere.
Q.E.D.
