scanning window is 50 SNVs in size, each scanning window can only contain 1 heterozygous SNV and 5 missing genotypes, and the hit rate of all scanning windows containing the SNV must be at least 0.05 for a SNV to be included in the scanning window (10, 11), to calculate: 1) number of ROH segments, 2) average Size of ROH segments, and 3) total genome content in ROH per individual . As an additional metric of genetic diversity, we calculated the number of heterozygous sites per individual from the WGS dataset. The same genotype quality and kinship filters were applied as previously stated. For each individual, a site was considered heterozygous if the most parsimonious genotype call was that of "0/1", i.e. a call representing a genotype containing one reference allele and one alternate allele.
δaδi Simulations
To assess the accuracy of our demographic model, we simulated 50 replicates of three populations with sample sizes of 7 (population 1), 20 (population 2), and 40 (population 3) (consistent with our own population numbers) with a divergence time of 12,000 years ago (ya), no population size change and equal migration rates. We performed three comparisons with these populations: 1) comparison A is between population 1 and population 2, 2) comparison B is between population 1 and population 3, and 3) comparison C is between population 2 and population 3.
These simulations have an average estimated population divergence times of 12,221 ya, 12,021 ya, and 11,911 ya for comparisons A, B, and C respectively (Fig. S5D) . In addition the majority of our replicates fell around 12,000 ya, which indicates that our model can accurately determine population divergence times with both low population sample sizes and without modeling migration. However the effective population size estimates were always slightly greater than the simulated values (Fig. S5A , B, and C). This could be due to a lack of power or the simplification of our model by not including demographic features. While this indicates our model is not accurately modeling effective population size, our model did correctly estimate the differences between populations. Population 1 had a smaller effective population size than population 2 and 3, and population 2 had a smaller effective population size than population 3 in all comparisons, which was the correct order determined by the simulations. Therefore we are confident in our model's ability to determine if either population has a greater or smaller effective population size than the other population. However, the actual inferred effective population size values are likely overestimated by a few hundred individuals. • (Fig. S5D ), however these differences are likely reflective of small amounts of gene flow. Further, as long as the same Andes population is used the divergence times of Andes-Amazon and Andes-Coast is not significantly different from one another.
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Eur-data Nat-data Eur-model Nat-model Tables   Table S1 . Table S5 . Statistics of IBD network in Fig. 3C . The parameters for network with IBD segment >21.8 cM is not included because the network has already broken into separate clusters. All statistics in this table are done by NetworkAnalyzer in Cytoscape (13). As time changes from past to present, the IBD network is less centralized and has lower edge density. The network forms more clusters and becomes more heterogeneous. 
