Abstract. An efficient reconstruction method for myocardial p e h i o n singlephoton emission computed tomography (SPfff) has been developed which compensates simultaneously for attenuation, scatter. and resolution variation. The scattered photons in the primary-energywindow measurements are approximately removed by subtracting the weighted scatter-energjwindow samples. The resolution variation is corrected by deconvolving the subtracted data with the detector-response kemel in frequency space using the depthdependent frequency relation. The attenuated photons are compensated by recursively tracing the attenuation factors through the object-specific amuation map. An experimental chest phantom with defects inside myocardium was used to test the method. The attenuation map of the phantom was reconstructed from transmission scans using a flat extemal s o m e and a high-resolution parallel-hole collimator of a singledetector system. The detector-response kemel was approximated from measurements of a point source in air at several depths from the collimator surface. The emission data were acquired by the same detector setting. A computer simulation using similar protocols as in the experiment was performed.' Both the simulation and experiment showed signiliwnt improvement in quantification with the proposed method, as compared to the conventional filtered-backprojection technique. The quantitative pain by the additional deconvolution was demonstrated. The computation time was less than 20 min on a HPfl30 desktop computer for reconstruction of a 128' x 64 m y from 128 projections of 128 x 64 samples.
Introduction
Myocardial perfusion SPECT (single-photon emission computed tomography) imaging using 99Tcm and/or "TI-labelled radiopharmaceuticals provides very useful functional information about the heart (Berman et The quantitative reconstruction of the radionuclide distribution within the body requires essentially: (i) compensation for the deterministic deficiencies, such' as the non-uniform attenuation of primary photons due to absorption and Compton scatter, the inclusion of scattered photons in the primary-energy-window measurements, and the depth-dependent resolution variation; and (ii) suppression of the random inconsistencies, for example the Poisson noise of photon detection. Although these degradation effects have been addressed individually, for example: (i) the correction for uniform attenuation by inverting the attenuated Radon transform (Gullberg 1979 , Bellini et al 1979 , 'Itetiak and Metz 1980 ; (ii) the removal of scatter contribution by multipleenergy-window acquisitions (Jaszczak et a1
1984, Ogawa et a1 1991, King et a1 1992); (iii) the restoration for the resolution variation by deconvolution using the depth-dependent frequency relation (Ogawa et a1 1988 , Lewitt et a1 1989 , Glick et a1 1992 ; and (iv) the suppression of noise by low-pass filtering the measured data " $ m a n et al 1977) , simultaneous compensation techniques are needed. Theoretically the simultaneous compensation can be achieved by either analytically calculating (Liang et a1 1989) or Monte Carlo simulating (Beck et a1 1982) the projectiontransform matrix R = [R:j], given the object-specific attenuation map and the depthdependent detector-response kernel Y/=XjR;Oj+ci i = l , 2 , 3 ..., I , j = l , 2 , 3 ..., J
where Oj is the average radionuclide concentration withii voxel j, Yip is the datum measured at bin i from the primary-energy window, ei is the Poisson noise associated with qp and I and J are ,the numbers of data elements and voxels, respectively. The quantitative reconstruction is then performed by inverting the matrix R (Llacer and Meng 1985 , Floyd et nl 1986 , Smith et a1 1992a 
where 0 = ( O j ] is the source vector, R-' is the inversion of matrix R, and Y = {F;} is the low-pass filtered data vector. Limitations of the matrix inversion include; (i) the matrix size is huge, and (ii) the noise increases rapidly due to the ill-poseness of the matrix (Tikhonov et a1 1977 , Barrett et a1 1991 . In order to overcome the limitations, iterative statistical approaches have been investigated (Tsui et a1 1991 , Zeng et a1 1991 , Rajeevan et a1 1992 , Liang et a1 1992 , Wallis and Miller 1993 , Xu et al 1993 . Although the iterative filtered backprojection (FBP) approach (L.iang 1993) for a MAP (maximum aposteriori probability) solution offers the advantages of computation, efficiency and reconstruction accuracy over others, further reduction in reconstruction time is possible. This paper extends the iterative FBP method to (i) include the deconvolution for resolution restoration using the depth-dependent frequency relation (Lewitt et a1 1989) . (ii) improve computational efficiency for attenuation factors by mating the attenuation map, and (iii) compare the extended approach with others using simulated and experimental myocardial perfusion phantom data.
Theory
By the use of the Bayesian analysis and the expectation-maximization (EM) technique (Dempster et a1 1977) , a MAP-EM reconstruction algorithm can be derived as (Liang el a1 1992) where 6;) = Of)/(l+ z k ) and Zk is the normalized partial differentiation of log apriori source probability with respect to Ox. The projection-transform matrix can be rewritten as two parts (Liang 1993) R?. CJ = R . .
where Rij and R$ represent the probabilities of detecting primary and scattered photons, respectively, emitted from voxel j at detector bin i within the primary-energy window.
Although R:j can be accurately computed by tracing the photon histoy using the KleinNishina formula (J.,iang et al 1989), the computation burden is very heavy. where F-p, = Rik6?)//Cj RijOF) represents the contribution ratio from voxel k with smoothing and kom all voxels. Let lij be the intersecting length of projection ray i with voxel j , C f j the detector-response kemel for voxel j at depth d contributing to bin i, and Aij the attenuation factor from voxel j to bin i. The matrix element Rij = CfjlijAij.
In implementing algorithm (6). F: can be treated as a low-pass filter and so the conventional FBP is applied to the differences [Yi -/Cj RijOj}. In order to improve the computation efficiency, Aij is assumed to vary slowly within the detector-response kemel Cfj. Keeping the assumption in mind, lijAjjOj can be computed first for those voxels at depth d to the collimator surface at a projection angle, then a convolution is applied for that depth CfjlijAijOj. Finally, the convolution for all the depths at that projection angle are summed together. Although the convolution at each depth can be efficiently calculated either in source space by narrowing the convolution range G a n g et al 1989, Liang 1991) or in frequency space by employing the fast Fourier transform (m) Gullberg 1992, Ye 1992) , the computation for all depths is still time consuming. If the depth-dependent convolution can be implemented in one step for all the depths (i.e. depth-dependent deconvolution) in frequency space, then the computing time can be further reduced. This is the goal of this paper.
Method
In order to describe clearly the depth-dependent deconvolution, it is helpful to examine the depth-dependent convolution in the rotation (detector) coordinates ( In the rotated array, {AijOj] can be efficiently computed by recursively summing together the attenuation coefficients of voxels starting from the voxel closest to the collimator to voxel j along each projection ray i, and then multiplying the obtained attenuation factor By the assumption that Aij varies slowly within the kernel C t j , a convolution CtjdAi,jd Ojd can then be applied to those voxels in a same slice at depth d, where index j , covers those voxels in the slice at depth d to the collimator surface. With the convolution, where Ai.jd and Ojd are dependent on the angle 8, but Cfjd is not.
Following the derivations given by Lewitt etal (1989) for the depth-dependent frequency relation, the depth-dependent convolution of (7) can be reduced approximately to where [Fi} represent the deconvolved data from sinogram (Yj) by the depth-dependent detector-response kernel { C f j ) using the depth-dependent frequency relation (Lewitt er al 1989) , and Z j is the noise associated with Fi. The depth-dependent deconvolution for {pi} fro,m [Yj) will be discussed later.
By the same argumentations for the algorithm of (6) that if the depth-dependent deconvolution does not alter significantly the noise property (the deconvolution is a linear process), then an iterative FBP algorithm for the deconvolved data ( p j ) can, for the rotated image may, be derived as where Fjk = A j k 6 f ) / x j AijOF) has the same meanings as FZ does. When computing the reprojection E, AijOF', the rotated attenuation map (&(e)] and source (Oj(6')) at angle B can be efficiently obtained by bilinear interpolation of the original array at B = 0, respectively (Ye 1992) . Since the FBP process does not involve calculating attenuation factors, the rotation is not necessary for the backprojection, and the two-point interpolation backprojector (Peters 1981) can be used. The low-pass filtering can be fulfilled by using the Ramp with the Hanning window (or Hann filter) with a cut-off at the Nyquist frequency.
The depth-dependent deconvolution was detailed by Lewitt et a1 ( 
small values, a modification is necessary biang and Ye 1993a) In practice, the inversion may not he usable, since C(d, ut) may include zeros or very
where 0 is a small positive constant. dependent deconvolution of (11) at depth d.
Implementation of the reconstruction algorithm
The implementation of thereconstruction algorithm (9) is shown by the flow chart (figure 2) below. The reconstruction program first reads in the primary-energy-window data (qP] and the scatter-energy-window samples (Jaszczak et a1 1984). The acquired scatter-window samples are smoothed by a low-pass window in frequency space and scaled down by multiplying a weighting factor (Liang 1993 and smoothed by the neighbouring correlation (Liang 1993) for the initial estimate. The normalization factors are usually computed by backprojecting a unity vector (all elements are equal to 1) using an attenuated backprojector. Further improvement in attenuation compensation is fulfilled by the iterative update as described below.
The initial estimate is reprojected by an attenuated projector. In the reprojection, the attenuation is modelled accurately. The differences between deconvolved data and reprojection, [fj -cj Aij O,?"), are low-pass filtered, backprojected and divided by the normalization factors in the same manner as that described before for obtaining the initial estimate. The scaled backprojection is added to the previous estimate and then smoothed for the iterated result. If further iterations are needed, the steps of reprojection, filtering, backprojection, division, and smoothing are repeated.
(smooth for iterated estimate)-t (write out result)
Acquisition of experimental datn
An experimental chest phantom (Data Spectrum, Chapel Hill, NC, USA) was used to evaluate the reconstruction algorithm of (9). The phantom consists of four paas: (i) a cylindrical elliptical tank made of plexiglass; (ii) a cardiac insert and support assembly made of plexiglass: (iii) lung inserts made of Styrofoam: and (iv) a spine insert consisting of packed bone meal. The cardiac insert simulates the left ventricle of the heart (see the left-hand side of figure 3) . The insert consists of two concentric cylinders with a halfspherical end cap on each. The inner cylinder forms the ventricular chamber with ]en& 8 cm and diameter 4 cm. The space between the two cylinders forms the myocardial wall chamber of thickness 1 cm. Tracer solution with different concentration can be filled in the chambers separately. In the experiment the myocardial wall chamber was filled with a 2.78 x IO5 Bq (or 7.5 pCi c d ) 99Tcm sestamibi solution, which is'referred to later as 100% perfusion concentration. Two defect inserts were placed inside the myocardial wall chamber at anterolateral and inferoseptal positions, respectively. The insert in the anterolateral wall (defect A) had a 50% concentration and the other (defect B) had a 25%
concentration. The defect shown in the cross section on the left-hand side of figure 3 is defect B. The space inside the ventricular chamber and the 'soft-tissue' region had the tracer solution of 5%. The 'lungs' and 'spinal bone', as well as the outside regions had no activity. The above tracer distribution represents a typical extraction fraction of clinical myocardial perfusion studies using 99Tcm sestamibi.
Before the emission scan, the phantom was filled with water (without radioactivities)
for a transmission scan. The phantom was placed on the patient table, and the table and phantom positions were carefully marked to ensure an accurate alignment between reconstructed transmission and emission images. A flood source was mounted on the rotation gantry of a single-detector SPECT system (General Electric 400 AC camera and GE STARCAM computers) and faced towards the detector. A high-resolution parallel-hole collimator (General Electrical H2503DG) was attached to the detector for the measurements. The flood source was a flat container of radius 20 cm and thickness 1.25 cm filled with 1.11 x lo9 Bq (or 30 mCi) of 99Tcm solution. The primary-energy window was set w i t h its centre at 140 keV and 20% width (126-154 keV). A total of 128 pIanar projections evenly stepped around the table were collected on a circle of radius 20 cm. Theoretically a halfcircle scan should be performed. The reason for using a full-circle scan is to minimize the resolution variation of the collimator. Each planar projection had a 128' matrix size. The acquisition time at each stop was 10 s. The total counts were approximately 28.5 million. The transmission scans were reconstructed by the conventional FBP method with filtering by the Ramp and the Butterworth window with a cut-off at 0.6 Nyquist frequency and power factor of 5 (Huesman et al 1977) . Since the phantom occupied less than half of 128 slices, only the central 64 slices were reconstructed. A slice of the 3D reconstructed object-specific attenuation map [ p j ] of 12S2 x 64 size is shown in the middle of figure 3. Emission data were acquired using the same S P E a system after the phantom was filled with radiotracer solutions as specified before. The emission scans had 128 even stops on a circle of radius 20 cm. Each scan matrix had a sample sue of 128'. The primaryenergy window was unchanged (126-154 keV). The scatter-energy window ranged from 9&126 keV. The scanning time was 14 s at each stop. The acquired data from the scatterenergy window were first smoothed using the Hanning window at the cut-off of Nyquist frequency, and then subtracted from the primary-energy-window samples with a weight factor of 0.37 for the scatter-corrected data {Yi) (Smith et a1 1992, Liang and Ye 1993a ).
The total counts were approximately 7.1 million from the primary-energy window and To obtain the detector-response kernel a high concentration 3.15 x IO6 Bq (or 85 pCi) 9gTcm point source (approximately 0.1 cm in diameter) was used. A set of detectorresponse functions was measured for the point source in air at depths of 0, 5, 10, 15, 20, 25, 30 and 35 cm from the collimator surface, respectively. The maximum pixel count of the measured function at those depths was 1561, 787, 473, 302, 210, 162, 118, and 100, respectively. For each depth, the measurements on a matrix of size 256* were approximated as a circular symmetric polynomial function of distance to the centre of measurement. The coefficients of the polynomial function were estimated with a least-squared 2D surface fitting (Burden etal 1981) . For intermediate depths, the Newton interpolation was used to estimate the polynomial coefficients (Burden et al 1981) . The detector-response kernel was then calculated from the polynomial functions at 128 depths with size 128 x 64, corresponding to the source may to be reconstructed.
The point-source measurements were also used to determine the point-source sensitivity of the SPECT system so that the absolute concentration at a certain point in the body can be calculated from the corresponding reconstructed voxel value or vice versa. The sensitivity can be determined by 01 c = j where p is the point-source strength in Bq (or FCi), a the measured count rate for the point source in cps (counts per s), and 1' the sensitivity in cps Bq-'. The source concentration at a position j in the body can be estimated from the reconstructed value at the corresponding voxel j using the sensitivity and voxel size where Oj is the reconstructed image value at voxel j , T the scan time in s at each stop, V the volume of the voxels in cm3, and Sj the estimated source concentration in Bq c d at the corresponding point. Equation (15) assumes that the total number of events in the reconstructed image is equal to the total number of counts acquired in air. The equation is assumed to hold for attenuating media when the attenuation is compensated in the reconstruction.
Computer simulationr
In order to cany out the experimental study accurately, a computer simulation was performed first. The simulated source distribution resembles the experimental phantom configurations. The simulated phantom was obtained by first segmenting the reconstructed attenuationcoefficient dishibution of the transmission scans using a simple threshold technique and then filling the segmented regions with appropriate emission values (see the left-hand side of figure 3) . The tracer distribution in the simulated phantom was slightly different from that in the experimental phantom. The simulated values were as follows: 6.00 in the myocardium, 1.20 in the tissue, and 0.24 in the lungs. They have the same ratio of 5. Two defects with 61% and 40% perfusion were located in the anterolateral wall and the inferoseptal wall of the myocardium, respectively. The simulation of the tracer intensity is somewhat arbitrary. On the right-hand side of figure 3 shows the polar representation (bullseye display) of the myocardial perfusion image. The defect with 61% perfusion is shown on the upper right-hand side of the bullseye, and the defect with 40% perfusion is shown at the lower left-hand side. The reconstructed attenuation map (&} was used to simulate the attenuation effect. The fined detector-response kernel [C&] from the point-source measurements was employed to convolve the attenuated contribution [Ejd C:jdAj,jdOjd] at different depths for the emission data [ y i } simulation. A copy of the noise-free projection data was sampled with Poisson noise to investigate the noise property of the quantitative reconstruction method. No scatter was considered in the simulations. The total counts of the simulated noisy data are approximately 60 million, which results in a similar noise level as that of the experimental acquired data. The total counts of the simulated noisy data is, as expected, the same as the summation of the noise-free data.
The three sets of (i) simulated noise-free, (ii) simulated noisy, and (iii) experimental phantom data were used to evaluate the reconstruction algorithm of (9) and to compare it with other algorithms. All program codings and calculations were performed on a desktop computer workstation (Hp 9000/730) with 80 MByte random access memory (RAM) and 800 MByte diskspace memory.
Results
The reconsinctions were performed for the three sets of data using three algorithms (i) the conventional FBP method without attenuation compensation (Huesman et a1 1977) , (ii) the iterative FBP approach with attenuation compensation only (i.e. setting 8 = yi for (9) without the deconvolution), and (iii) the iterative FBP algorithm of (9). The comparison using the noise-free simulation data was to show the significance of corrections for the nonuniform attenuation and/or resolution variation in the quantitative reconstruction. The Ramp with a rectangular window at the Nyquist frequency cut-off (or the Ramp filter) was used for the frequency filtering for all the three algorithms. The comparison using the simulated noisy data was to study the influence of noise on the quantification. The Hann filter (i.e. the Ramp with the Hanning window) with cut-off at the Nyquist frequency was applied for the filtering. In simulating the data, the attenuation and resolution blurring were accurately included. However, in reconstructing the data, the attenuation and/or resolution variation can be neglected to study their effects on the reconstructions. The comparison using the experimental data was to evaluate the feasibility of the proposed method for quantitative myocardial perfusion SPEm imaging. The filtering was fulfilled by the Hann filter. Three sets of images reconstructed from the noise-free, noisy and experimentally acquired projections are shown in figures 4.5 and 6, respectively. In each figure, the reconsnuctions with the three algorithms are compared. The upper row in each figure shows a transaxial slice through the heart of the reconstructed images, respectively, and their onepixel-wide profiles. From the left to right are (i) the conventional FBP result, (ii) the iterative FBP image after two iterations with attenuation compensation only, (ii) the iterative FBP image with additional deconvolution followed by two iterations of attenuation compensation, and (iv) the horizontal profiles' of the images for visual comparison. The bottom row includes the corresponding bullseye displays of the reconstructed 3D radiotracer distributions within the myocardium and their one-pixel-wide profiles. The profiles were drawn, respectively, on the bullseye displays starting from the lower left-hand corner and ending at the upper right-hand corner so that the two defects were included. The improvement by the attenuation compensation and the depth-dependent deconvolution is clearly seen. In order to quantify the regions-of-interest (ROIs) in the reconstructions, the point-source scans were used. The count rate for the point-source measurement was 2 . 8 0~ l@ cps, which resulted in a point-source sensitivity of 1.23 x l@ eps per Bq (or 3.33 cps per pCi (see (14) ). The expected voxel value corresponding to the 100% perfused myocardium in the experimental phantom was 11.5 (see (IS)).
The quantitative measurements from the reconstructed images of the simulated noisefree projections are given in table 1. The intensities of the normal myocardium, defects, and soft tissues were computed by manually drawing the corresponding RoIs in the reconstructed images. For the myocardium, the RoIs were selected from three short-axis slices. n o of the slices were located beside the defects (one neat the apex and the other near the base of the cardiac insert). The 100% perfused ROB were drawn from these two slices. The computed intensity values are shown in the second and third columns in the table, and their ratios are listed in the fourth column. The central slice passed through the defects. The ROES of the defects were selected from this slice. Since the intensity of the conventional FBP image varies significantly from the apex to the base of the heart, the defect-to-normal ratios were calculated using the voxels around the defects Rols for the normal myocardium (Liang, 1993) . The number of normal myocardium voxels around each defect is approximately twice the number of voxels inside that defect. The ratios are shown in the fifth and sixth columns. The ROI of soft tissues was drawn on the transaxial images shown in the figures. The estimated intensities are listed in the last column. The quantitative improvement in intensity estimate is significant by the attenuation compensation. The quantitative gain of the additional deconvolution is demonstrated. Table 2 summarizes the quantitative results from the images reconstructed from the simulated noisy data. The estimation procedure was the same as that used for table 1. The quantitative improvement is clearly seen again, except for the defect-to-normal ratio for defect B (which is located at the inferoseptal wall of the myocardium, where the estimated intensity of the conventional FBP image was extremely low). The quantification from the experimental phantom study is presented in table 3. The estimation procedure was identical to that used for table 1. The computed values from the experimental images are consistent with the values from the simulated images. The defect-to-normal ratio for defect B did not show improvement due to the extremely low intensity of the FBP image at the central area. Excluding the computation time for processing and reconstructing the transmission scans, it took approximately 18 min to reconstruct the 128' x 64 emission images from 128 projections of size 128 x 64 for the iterative FBP algorithm of (9) by the HP/730 desktop Basal-to-apical ratio calculated from values given in columns 2 and 3 Basal-to-apical ratio calculated from values given in columns 2 and 3.
computer. The reconstruction time includes (i) the low-pass filtering of the primary-and scatter-energy-window projections, (ii) the scatter subtraction, (iii) the deconvolution, and (iv) the two iterations of attenuation compensation. The deconvolution procedure took approximately 2 min.
When a depth-dependent convolution without matrix rotation was used, instead of the depth-dependent deconvolution, the computer program of the iterative FBP algorithm of (6) finished the first iteration in 40 min using the same computer. Further iterations took approximately 20 min per iteration. The reconstruction time for two iterations was one hour, three times slower than the deconvolution reconstruction of (9). The convergence of the depth-dependence convolution algorithm of (6) is usually slower than the deconvolved algorithm of (9). Although the convolution is mathematically more accurate, the reconstructions from both the algorithms of (6) and (9) are very similar quantitatively.
Discussions and conclusions
An efficient reconstruction method for quantitative myocardial perfusion S P E n is described. The method was evaluated by computer simulations and experimental phantom studies. The simulations showed that the absolute value of the radiotracer-uptake ratios was greatly improved with the non-uniform attenuation compensation. The additional depth-dependent deconvolution significantly improved the image resolution (see the profiles), as well as the absolute image value toward the true (original) one.
From the experiments, it is concluded that (i) the non-uniform attenuation compensation is necessary for accurate quantification, (ii) the correction of depth-dependent detector response improves the quantification significantly, and (ii) the depth-dependent deconvolution and matrix rotation provide an efficient approach to the quantitative reconstruction.
The presented method can be extended to fan-and cone-beam collimated S E C T reconstructions (Liang and Ye 1993a, b) . It is practically valuable for the three-head SPECT system with an external line source, a fan-beam and two pardel-hole collimators in dualisotope chest imaging Ye 1993b, Lowe etal 1993) . The extension to reconstruct projections acquired from non-circular orbit is under progress (Ye and Liang 1994) .
