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Steady-State Analysis of Load Balancing with
Coxian-2 Distributed Service Times
Xin Liu, Kang Gong and Lei Ying
Abstract
This paper studies load balancing for many-server (N servers) systems assuming Coxian-2 service
time and finite buffer with size b − 1 (i.e. a server can have at most one job in service and b − 1
jobs in queue). We focus on steady-state performance of load balancing policies in the heavy traffic
regime such that the load of system is λ = 1− N−α for 0 < α < 0.5. We identify a set of policies that
achieve asymptotic zero waiting. The set of policies include several classical policies such as join-the-
shortest-queue (JSQ), join-the-idle-queue (JIQ), idle-one-first (I1F) and power-of-d-choices (Pod) with
d = O(Nα logN). The proof of the main result is based on Stein’s method and state space collapse. A
key technical contribution of this paper is the iterative state space collapse approach that leads to a
simple generator approximation when applying Stein’s method.
I. Introduction
Performance analysis of systems with distributed queues is one of the most fundamental and
widely-studied problems in queueing theory. Assuming exponential service time, the steady-
state performance of various load balancing policies has been analyzed using the mean-field
analysis (fluid-limit analysis). Among the most popular policies are: 1) join-the-shortest-queue
(JSQ), which routes an incoming job to the least loaded server; 2) join-the-idle-queue (JIQ)
[9], [11], which routes an incoming job to an idle server if possible and otherwise to a server
chosen uniformly at random; 3) idle-one-first (I1F) [6], which routes an incoming job to an idle
server if available and otherwise to a server with one job if available. If all servers have at least
two jobs, the job is routed to a randomly selected server; and 4) power-of-d-choices (Pod) [10],
[14], which samples d servers uniformly at random and dispatches the job to the least loaded
server among the d servers. With general service time distributions, performance analysis
of load balancing policies with distributed queues is a much more challenging problem, and
remains to be an active research area in queueing theory [7]. [10] proposed a mean-field model
of the Pod policy under gamma service time distributions without proving the convergence of
the stochastic system to the mean-field model. [1], [8], [13] proposed a set of PDE models to
approximate load balancing polices under general service times and numerically analyzed key
performance metrics (e.g. mean response time). They proved the convergence of the stochastic
systems to the corresponding ODEs or PDEs at process-level (over a finite time interval instead
of at steady state).
To go beyond the process-level and establish steady-state performance with general service
times, a key challenge is to prove that the mean-field system (fluid-system) is stable, i.e.
the system converges to a unique equilibrium starting from any initial condition. Under
non-exponential service time distributions, the proof of stability often relies on a so-called
“monotonicity property”, which requires a partial order of two mean-field systems starting
Xin Liu, Kang Gong and Lei Ying are with the Electrical Engineering and Computer Science Department of the University
of Michigan, Ann Arbor, MI, 48109 USA. Email: {xinliuee, kanggong, leiying}@umich.edu
2from two initial conditions to be maintained over time. In particular, letting x(t, y) denote the
system state at time t with initial state y, given two initial conditions y1 ≻ y2, where ”≻” is
a certain partial order, “monotonicity” states that the partial order x(t, y1) ≻ x(t, y2) holds for
any t ≥ 0.
Monotonicity does hold under several load balancing policies with non-exponential service
time distributions that have a decreasing hazard rate (DHR) [3], [5], [11]. The hazard rate
is defined to be
f (x)
1−F(x) , where f (x) is the density function of the service time and F(x) is
the corresponding cumulative distribution function. With DHR, [3] proved the asymptotic
independence of queues in the mean-field limit under the Pod load balancing policy, and [11]
proved that JIQ achieves asymptotic delay optimality. [12] proved the global stability of the
mean-filed model of load balancing policies (e.g. Pod) under hyper-exponential distributions
with DHR. The key step in [12] is to represent hyper-exponential distribution by a constrained
Coxian distribution, where µi(1− pi) is decreasing in phase i (µi is the service rate in phase i
and pi is the probability that a job finishing service in phase i and entering phase i+ 1). With
the alternative representation, monotonicity holds in a certain partial order and the global
stability is established.
When service time distributions do not satisfy DHR, only few works established the stability
of mean-field systems for very limited light-traffic regimes. For example, [5] relaxed DHR
assumption in [11] to any general service distribution but the asymptotic optimality of JIQ
only holds when λ < 0.5. The stability of Pod with any general service time distributions with
finite second moment has also been established in [3] when the load per server λ < 1/4.
The Coxian-2 distribution considered in this paper does not necessarily satisfy DHR. Under
the Coxian-2 service time distribution, each job has two phases (phase 1 and phase 2). When
in service, a job finishes phase 1 with rate µ1; and after finishing phase 1, the job leaves the
system with probability 1− p or enters phase 2 with probability p. If the job enters phase 2,
it finishes phase 2 with rate µ2, and leaves the system. Consider a simple system with two
servers. Assume the Coxian-2 service time distribution and JSQ is used for load balancing.
Consider two different initial conditions for this system as shown in Fig. 1, where jobs in
phase 1 are in red color and jobs in phase 2 are in green color. The state of each server can be
represented by its queue length and the expected remaining service time of the job in service.
Let Q(i,1)(t) and Q(i,2)(t) denote the queue length of server i at time t with initial condition
1 and 2, respectively, and T(i,1)(t), T(i,2)(t) ∈
{
1
µ1
+
p
µ2
, 1µ2 , 0
}
denote the expected remaining
service time of the job in service at server i with initial condition 1 and 2, respectively. At time
0, we have Q(i,1)(0) ≥ Q(i,2)(0) and T(i,1)(0) ≥ T(i,2)(0) for all i = 1, 2. During the time period
(0, t1], two jobs arrived and were routed to servers according to JSQ, which resulted in the
state shown in Fig. 1. Suppose that (1− p)µ1 < µ2, then at time t1, we have T(2,1)(t1) = 1µ2 <
T(2,2)(t1) =
1
µ1
+
p
µ2
, so the system does not have mononticity. Note the hazard rate of Coxian-2
distribution is
f (x)
1−F(x) =
(1−p)µ1+µ2e(1+p)µ1x
1+e(1+p)µ1x
, which is an increasing function for (1− p)µ1 < µ2,
therefore, it does not satisfy the DHR property.
In this paper, we analyze the steady-state performance of many server systems assuming
Coxian service time distributions and heavy traffic regimes (λ = 1−N−α for 0 < α < 0.5). From
the best of our knowledge, this is the first paper that establishes the steady-state performance of
general Coxian distributions without DHR in heavy-traffic regimes. In this paper, we develop
an iterative state space collapse (SSC) to show the steady-state “lives” in a restricted region
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Fig. 1: Non-monotocity of JSQ under Coxian-2 distribution.
(with a high probability), in which the original system is coupled with a simple system by
Stein’s method. With iterative SSC and Stein’s method, we are able to establish several key
performance metrics at steady state, including the expected queue length, the probability that
a job is allocated to a busy server (waiting probability) and the waiting time. The main results
include:
• For any load balancing policy in a policy set Π (the detailed definition is given in (2)),
which includes join-the-shortest-queue (JSQ), join-the-idle-queue (JIQ), idle-one-first (I1F)
and power-of-d-choices (Pod) with d = O(Nα logN) , the mean queue length is λ +
O
(
logN√
N
)
.
• For JSQ and Pod with d = O(Nα logN), the waiting probability and the expected waiting
time per job are both O
(
logN√
N
)
.
• For JIQ and I1F, the waiting probability is O
(
1
N0.5−α logN
)
.
II. Model and Main Results
We consider a many-server system with N homogeneous servers, where job arrival follows a
Poisson process with rate λN with λ = 1−N−α, 0 < α < 0.5 and service times follow Coxian-2
distribution (µ1, µ2, p) as shown in Fig. 2, where µm > 0 is the rate a job finishes phase m
when in service and 0 ≤ p < 1 is the probability that a job enters phase 2 after finishing phase
1.
Fig. 2: Coxian-2 distribution.
Without loss of generality, we assume the mean service time to be one, i.e.
1
µ1
+
p
µ2
= 1.
As shown in Fig. 3, an arrival job is colored with black before processed by the server, and
colored with red and green when it is in phase 1 and phase 2 in service, respectively. Each
4server has a buffer of size b − 1, so can hold at most b jobs (b− 1 in the buffer and one in
service).
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Fig. 3: Load Balancing in Many-Server Systems.
Let Qj,m(t) (m = 1, 2) denote the fraction of servers which have j jobs at time t and the one
in service is in phase m. For convenience, we define Q0,1(t) to be the fraction of servers that
are idle at time t and Q0,2(t) = 0. Furthermore, define Q(t) to be a b× 2 matrix such that the
(j,m)th entry of the matrix is Qj,m(t). Define Si,m(t) = ∑j≥i Qj,m(t) and Si(t) = ∑2m=1 Si,m(t).
In other words, Si,m(t) is the fraction of servers which have at least i jobs and the job in
service is in phase m at time t and Si(t) is the fraction of servers with at least i jobs at time
t. Furthermore define S(t) to be a b× 2 matrix such that the (j,m)th entry of the matrix is
Sj,m(t). Note Q(t) and S(t) have an one-to-one mapping. We consider load balancing policies
which dispatch jobs to servers based on Q(t) (or S(t)) and under which the finite-state CTMC
{Q(t), t ≥ 0} (or {S(t), t ≥ 0}) is irreducible, and so it has a unique stationary distribution.
The load balancing policies include JSQ, JIQ, I1F and Pod.
Let Qj,m denote Qj,m(t) at steady state. We further define Si,m = ∑j≥i Qj,m and Si = ∑m Si,m.
In other words, Si,m is the fraction of servers which have at least i jobs and the job in service
is in phase m and Si is the fraction of servers with at least i jobs at steady state. We illustrate
the state representation Si,m in Fig. 4 and Table I.
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Fig. 4: Illustrations of states Si,m.
5Q1,1 Q2,1 Q3,1 Q1,2 Q2,2 Q3,2 Q4,2 Q5,2
0.2 0.2 0.1 0.1 0.1 0.1 0 0.2
S1,1 S2,1 S3,1 S1,2 S2,2 S3,2 S4,2 S5,2
0.5 0.3 0.1 0.5 0.4 0.3 0.2 0.2
TABLE I: Values of Qi,m and Si,m in Fig. 4.
Define S to be a b× 2 random matrix such that the (i,m)th entry is Si,m and let s ∈ Rb×2
denote a realization of S. Define S (N) to be a set of s such that
S (N) =
{
s
∣∣∣∣∣ 1 ≥ s1,m ≥ · · · ≥ sb,m ≥ 0, 1 ≥
2
∑
m=1
s1,m; Nsi,m ∈ N, ∀i,m
}
. (1)
Let A1(s) denote the probability that an incoming job is routed to a busy server conditioned
on that the system is in state s ∈ S (N); i.e.
A1(s) = P (an incoming job is routed to a busy server| S(t) = s) .
Among the load balancing policies considered in this paper, define a subset
Π =
{
pi
∣∣∣∣ Under policy pi, A1(s) ≤ 1√N ∀s ∈ S (N),
s1 ≤ λ + 1+ µ1 + µ2
min{(1− p)µ1, µ2}
logN√
N
}
. (2)
Our main result of this paper is the following theorem.
Theorem 1. Define wu = max{(1− p)µ1, µ2}, wl = min{(1− p)µ1, µ2}, µmax = max{µ1, µ2},
and k =
(
1+ wubwl
) (
1+µ1+µ2
wl
+ 2µ1
)
. Under any load balancing policy in Π, the following bound
holds
E
[
max
{
b
∑
i=1
Si − λ− k logN√
N
, 0
}]
≤ 7µmax√
N logN
, (3)
when a large N satisfying
wlN
0.5−α
1+ µ1 + µ2
≥ logN ≥ 3.5
min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
) . (4)

Note that the condition A1(s) ≤ 1√N for s such that s1 ≤ λ +
1+µ1+µ2
wl
logN√
N
means that
an incoming job is routed to an idle server with probability at least 1− 1√
N
when at least
1
Nα − 1+µ1+µ2wl
logN√
N
fraction of servers are idle. There are several well-known policies that satisfy
this condition.
• Join-the-Shortest-Queue (JSQ): JSQ routes an incoming job to the least loaded server in
the system. Therefore, A1(s) = 0 when s1 < 1.
• Idle-One-First (I1F) [6]: I1F routes an incoming job to an idle server if available; and
otherwise to a server with one job if available. If all servers have at least two jobs, the job
is routed to a randomly selected server. Therefore, A1(s) = 0 when s1 < 1.
6• Join-the-Idle-Queue (JIQ) [9]: JIQ routes an incoming job to an idle server if possible and
otherwise, routes to a server chosen uniformly at random. Therefore, A1(s) = 0 when
s1 < 1.
• Power-of-d-Choices (Pod) [10], [14]: Pod samples d servers uniformly at random and
dispatches the job to the least loaded server among the d servers. Ties are broken uniformly
at random. When d ≥ µ1Nα logN, A1(s) ≤ 1√N when s1 ≤ λ +
1+µ1+µ2
wl
logN√
N
.
A direct consequence of Theorem 1 is asymptotic zero waiting at steady state. LetW denote the
event that an incoming job is routed to a busy server in a system with N servers, and P(W)
denote the probability of this event at steady-state. Let B denote the event that an incoming
job is blocked (discarded) and P(B) denote the probability of this event at steady-state. Note
that the occurence of event B implies the occurence of event W because a job is blocked when
being routed to a server with b jobs. Furthermore, let W denote the waiting time of a job (when
the job is not dropped). We have the following results based on the main theorem.
Corollary 1. The following results hold when a large N satisfying (4) that
• Under JSQ and Pod with d ≥ µ1Nα logN such that
√
N ≥ 8k logNb−λ + 8bN
0.5−α
µ1
, we have
E [W] ≤2k logN√
N
+
14µmax +
16µmax
b−λ√
N logN
, (5)
P(W) ≤ 1
N
+
µmax
λ
(
k logN√
N
+
7µmax +
8µmax
b−λ√
N logN
)
. (6)
• Under JIQ and I1F such that N0.5−α ≥ 2k logN,
P(W) ≤ 14µmax
N0.5−α logN
. (7)

The proof of this corollary is an application of Little’s law and Markov’s inequality, and can
be found in the Section H.
III. Proof of Theorem 1 under JSQ
In this section, we present the proof of our main theorem for JSQ, which is organized
along the three key ingredients: 1) generator approximation; 2) gradient bounds; 3) state space
collapse. The proof for other load balancing policies is similar and will be discussed in Section
IV.
A. Generator Approximation
Define ei,m ∈ Rb×2 to be a b× 2-dimensional matrix such that the (i,m)th entry is 1/N and
all other entries are zero.
Given the state s of the CTMC and the corresponding q, the following events trigger a
transition from state s.
7• Event 1: A job arrives and is routed to a server that it has i− 1 jobs and the job in service
is in phase 1. When this occurs, qi,1 increases by 1/N, and qi−1,1 decreases by 1/N, so the
CTMC has the following transition:
q → q+ ei,1− ei−1,1,
s → s+ ei,1.
This transition occurs with rate
λN
qi−1,1
qi−1
I{si−1=1,si<1},
where
qi−1,1
qi−1 is the probability that the server which receives the job is serving a job in
phase 1 conditioned on the job is routed to a server with i− 1 jobs, and {si−1 = 1, si < 1}
implies that the shortest queue in the system has length i− 1.
• Event 2: A job arrives and is routed to a server such that it has i − 1 jobs and the job
in service is in phase 2. When this occurs, qi,2 increases by 1/N, and qi−1,2 decreases by
1/N, so the CTMC has the following transition:
q → q+ ei,2− ei−1,2,
s → s+ ei,2.
This transition occurs with rate
λN
qi−1,2
qi−1
I{si−1=1,si<1},
where
qi−1,2
qi−1 is the probability that the server which receives the job is serving a job in
phase 2 conditioned on the job is routed to a server with i− 1 jobs, and {si−1 = 1, si < 1}
implies that the shortest queue in the system has length i− 1.
• Event 3: A server, which has i jobs, finishes phase 1 of the job in service. The job leaves
the system without entering into phase 2. When this occurs, qi,1 decreases by 1/N and
qi−1,1 increases by 1/N, so the CTMC has the following transition:
q → q− ei,1 + ei−1,1,
s → s− ei,1.
This transition occurs with rate
µ1Nqi,1(1− p),
where (1− p) is the probability that a job finishes phase 1 and departures without entering
phase 2.
• Event 4: A server, which has i jobs, finishes phase 1 of the job in service. The job enters
phase 2. When this occurs, a server in state (i, 1) transits to state (i, 2), so qi,1 decreases
by 1/N and qi,2 increases by 1/N. Therefore, the CTMC has the following transition:
q → q− ei,1 + ei,2,
s → s−
i
∑
j=1
ej,1+
i
∑
j=1
ej,2,
8where the transition of s can be verified based on the definition si,m = ∑j≥i qj,m so sj,1
decreases by 1/N for any j ≤ i and sj,2 increases by 1/N for any j ≤ i. This event occurs
with rate
µ1Nqi,1p,
where p is the probability that a job enters phase 2 after finishing phase 1.
• Event 5: A server, which has i jobs, finishes phase 2 of the job in service. The job leaves
the system. When this occurs, qi,2 decreases by 1/N and qi−1,1 increases by 1/N (because
the server starts a new job in phase 1 and the event when i = 1 means the fraction of idle
server increase by 1/N), so the CTMC has the following transition:
q → q− ei,2 + ei−1,1,
s → s−
i
∑
j=1
ej,2+
i−1
∑
j=1
ej,1.
This transition occurs with rate
µ2Nqi,2.
We illustrate local state transitions related to state s in Fig. 5.
Fig. 5: Illustrations of state transitions for any i with 1 ≤ i ≤ b.
9Let G be the generator of CTMC (S(t) : t ≥ 0). Given function f : S (N) → R, we have
G f (s) =
b
∑
i=1
[
λN
qi−1,1
qi−1
I{si−1=1,si<1}( f (s + ei,1)− f (s)) (8)
+λN
qi−1,2
qi−1
I{si−1=1,si<1}( f (s+ ei,2)− f (s)) (9)
+ (1− p)µ1Nqi,1( f (s − ei,1)− f (s)) (10)
+ pµ1Nqi,1
(
f
(
s−
i
∑
j=1
ej,1 +
i
∑
j=1
ej,2
)
− f (s)
)
(11)
+µ2Nqi,2
(
f
(
s−
i
∑
j=1
ej,2 +
i−1
∑
j=1
ej,1
)
− f (s)
)]
(12)
For any bounded function f : S (N) → R,
E[G f (S)] = 0, (13)
which can be easily verified by using the global balance equations and the fact that S represents
the steady-state of the CTMC.
To understand the steady-state performance of a load balancing policy, we will establish an
upper bound on the distance function in (3):
max
{
b
∑
i=1
Si − η, 0
}
,
with
η = λ +
k logN√
N
. (14)
The upper bound measures the quantity that the total number of jobs in the system (N ∑bi=1 Si)
exceeds Nλ + k
√
N logN at steady state, and can be used to bound the probability that an
incoming job is routed to an idle server in Corollary 1.
We consider a simple fluid system with arrival rate λ and departure rate λ + logN√
N
, i.e.
x˙ = − logN√
N
,
and function g(x) which is the solution of the following Stein’s equation [16]:
g′(x)
(
− logN√
N
)
= max {x− η, 0} , ∀x, (15)
where g′(x) = dg(x)dx . The left-hand side of (15) can be viewed as applying the generator of the
simple fluid system to function g(x), i.e.
dg(x)
dt
= g′(x)x˙ = g′(x)
(
− logN√
N
)
.
10
It is easy to verify that the solution to (15) is
g(x) = −
√
N
2 logN
(x− η)2 Ix≥η, (16)
and
g′(x) = −
√
N
logN
(x− η) Ix≥η . (17)
We note that the simple fluid system is a one-dimensional system and the stochastic system
is b× 2-dimensional. In order to couple these two systems, we define
f (s) = g
(
b
∑
i=1
2
∑
m=1
si,m
)
, (18)
and invoke f (s) in Stein’s method.
Since ∑bi=1 ∑
2
m=1 si,m = ∑
b
i=1 si ≤ b for s ∈ S (N), and f (s) is bounded for s ∈ S (N), we have
E[G f (S)] = E
[
Gg
(
b
∑
i=1
2
∑
m=1
Si,m
)]
= 0. (19)
Now define
h(x) = max {x− η, 0} .
Based on (15) and (19), we obtain
E
[
h
(
b
∑
i=1
2
∑
m=1
Si,m
)]
=E
[
g′
(
b
∑
i=1
2
∑
m=1
Si,m
)(
− logN√
N
)
− Gg
(
b
∑
i=1
2
∑
m=1
Si,m
)]
. (20)
Note that according to the definition of f (s) in (18), ej,1 and ej,2, we have
f (s+ ej,1) = g
(
b
∑
i=1
2
∑
m=1
si,m +
1
N
)
, f (s+ ej,2) = g
(
b
∑
i=1
2
∑
m=1
si,m +
1
N
)
and
f (s− ej,1) = g
(
b
∑
i=1
2
∑
m=1
si,m − 1N
)
, f (s− ej,2) = g
(
b
∑
i=1
2
∑
m=1
si,m − 1N
)
for any 1 ≤ j ≤ b. Therefore,
Gg
(
b
∑
i=1
2
∑
m=1
si,m
)
=Nλ
(
1− I{sb=1}
)(
g
(
b
∑
i=1
2
∑
m=1
si,m +
1
N
)
− g
(
b
∑
i=1
2
∑
m=1
si,m
))
+ N ((1− p)µ1s1,1 + µ2s1,2)
(
g
(
b
∑
i=1
2
∑
m=1
si,m − 1N
)
− g
(
b
∑
i=1
2
∑
m=1
si,m
))
,
11
where the first term represents the transitions when a job arrives and the second term repre-
sents the transitions when a job departures from the system. Note (1− p)µ1s1,1 and µ2s1,2 are
the rates at which jobs leave the system when in phase 1 and phase 2, respectively in the state
s. Therefore, (1− p)µ1s1,1 + µ2s1,2 is the total departure rate. Define d1 = (1− p)µ1s1,1 + µ2s1,2
and its stochastic correspondence D1 = (1− p)µ1S1,1 + µ2S1,2 for simple notations.
Substituting the equation above to (20), we have
E
[
h
(
b
∑
i=1
2
∑
m=1
Si,m
)]
=E
[
g′
(
b
∑
i=1
2
∑
m=1
Si,m
)(
− logN√
N
)
−Nλ(1− I{Sb=1})
(
g
(
b
∑
i=1
2
∑
m=1
Si,m +
1
N
)
− g
(
b
∑
i=1
2
∑
m=1
Si,m
))
−ND1
(
g
(
b
∑
i=1
2
∑
m=1
Si,m − 1N
)
− g
(
b
∑
i=1
2
∑
m=1
Si,m
))]
. (21)
From the closed-forms of g and g′ in (16) and (17), note that for any x < η,
g(x) = g′ (x) = 0.
Also note that when x > η + 1N ,
g′(x) = −
√
N
logN
(x− η) , (22)
so for x > η + 1N ,
g′′(x) = −
√
N
logN
. (23)
By using mean-value theorem in the region T1 = {x | η − 1N ≤ x ≤ η + 1N} and Taylor
theorem in the region T2 = {x | x > η + 1N}, we have
g(x+
1
N
)− g (x) =
(
g(x+
1
N
)− g (x)
) (
Ix∈T1 + Ix∈T2
)
=
g′(ξ)
N
Ix∈T1 +
(
g′(x)
N
+
g′′(ζ)
2N2
)
Ix∈T2 (24)
g(x− 1
N
)− g (x) =
(
g(x− 1
N
)− g (x)
) (
Ix∈T1 + Ix∈T2
)
=− g
′(ξ˜)
N
Ix∈T1 +
(
−g
′(x)
N
+
g′′(ζ˜)
2N2
)
Ix∈T2 (25)
where ξ, ζ ∈ (x, x + 1N ) and ξ˜, ζ˜ ∈ (x − 1N , x). Substitute (24) and (25) into the generator
difference in (21), we have
E
[
h
(
b
∑
i=1
Si
)]
= J1 + J2 + J3, (26)
12
with
J1 =E
[
g′
(
b
∑
i=1
Si
)(
λI{Sb=1} − λ−
logN√
N
+ D1
)
I
∑
b
i=1 Si∈T2
]
, (27)
J2 =E
[(
g′
(
b
∑
i=1
Si
)(
− logN√
N
)
− λ(1− I{Sb=1})g′(ξ) + D1g′(ξ˜)
)
I
∑
b
i=1 Si∈T1
]
(28)
J3 =− E
[
1
2N
(
λ(1− I{Sb=1})g′′(ζ) + D1g′′(ζ˜)
)
I
∑
b
i=1 Si∈T2
]
. (29)
Note that in (28) and (29), we have that
ξ, ζ ∈
(
b
∑
i=1
Si,
b
∑
i=1
Si +
1
N
)
and ξ˜, ζ˜ ∈
(
b
∑
i=1
Si − 1N ,
b
∑
i=1
Si
)
are random variables whose values depend on ∑bi=1 Si. We do not include ∑
b
i=1 Si in the notation
for simplicity.
To establish the main result in Theorem 1, we need to provide the upper bounds on (27),
(28) and (29). In the following subsection III-B, we study g′ and g′′ to bound the terms in (28)
and (29); In the subsection III-C, we study SSC to bound the term in (27).
B. Gradient Bounds
To bound J2 in (28) and J3 in (29), we summarize bounds on g
′ and g′′ in the following two
lemmas.
Lemma 1. Given x ∈ [η − 2N , η + 2N ] , we have
|g′(x)| ≤ 2√
N logN
.
Lemma 2. For x > η, we have
|g′′(x)| ≤
√
N
logN
.
Based on the bounds on g′ in Lemma 1 and g′′ in Lemma 2, we provide the upper bound
on J2 + J3 in the following lemma.
Lemma 3. For g(·) defined in (16), we have
J2 + J3 ≤ 6µmax√
N logN
.
The proofs of the lemmas above are presented in Appendix A.
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C. State Space Collapse (SSC)
In this subsection, we analyze J1 in (27):
E
[
g′
(
b
∑
i=1
Si
)(
λI{Sb=1} − λ−
logN√
N
+ D1
)
I
∑
b
i=1 Si>η+
1
N
]
=E
[ √
N
logN
h
(
b
∑
i=1
Si
)(
−λI{Sb=1} + λ +
logN√
N
− D1
)
I
∑
b
i=1 Si>η+
1
N
]
≤E
[ √
N
logN
h
(
b
∑
i=1
Si
)(
λ +
logN√
N
− D1
)
I
∑
b
i=1 Si>η+
1
N
]
, (30)
where the equality is due to Stein’s equation (15), and the inequality holds because
√
N
logN
h
(
b
∑
i=1
Si
)
I
∑
b
i=1 Si>η+
1
N
≥ 0.
We first focus on (
λ +
logN√
N
− (1− p)µ1s1,1 − µ2s1,2
)
I
∑
b
i=1 si>η+
1
N
, (31)
where we recall η = λ +
k logN√
N
and d1 = (1− p)µ1s1,1 + µ2s1,2 is the total departure rate when
the system in the state s.
We consider two cases: s ∈ Sssc and s 6∈ Sssc, where
Sssc = Sssc1
⋃
Sssc2 ,
and
Sssc1 =
{
s
∣∣∣∣ s1 ≥ λ +
(
1+ µ1 + µ2
wl
− µ1
)
logN√
N
,
s1,1 ≥ λ
µ1
− logN√
N
, and s1,2 ≥ pλ
µ2
− µ1 logN√
N
}
,
Sssc2 =
{
s
∣∣∣∣∣
b
∑
i=1
si ≤ λ + k logN√
N
}
.
• Case 1: Sssc1 is shown as the gray region in Fig. 6. Any s ∈ Sssc1 satisfies
(1− p)µ1s1,1 + µ2s1,2 ≥ λ + logN√
N
,
so
(
λ +
logN√
N
− (1− p)µ1s1,1 − µ2s1,2
)
I
∑
b
i=1 si>η+
1
N
≤ 0 for any s ∈ Sssc1 . The details are
presented in Lemma 4. When s ∈ Sssc2 ,
I
∑
b
i=1 si>η+
1
N
= 0
so
(
λ +
logN√
N
− (1− p)µ1s1,1 − µ2s1,2
)
I
∑
b
i=1 si>η+
1
N
= 0 for any s ∈ Sssc2 .
• Case 2: We will show that
P (S /∈ Sssc) ≤ 3
N2
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Fig. 6: State Space Collapse in Sssc1 .
in Lemma 5 using an iterative state space collapse approach.
Lemma 4. For any s ∈ Sssc1 ,(
λ +
logN√
N
− (1− p)µ1s1,1 − µ2s1,2
)
I
∑
b
i=1 si>λ+
k logN√
N
+ 1N
≤ 0

The proof of Lemma 4 can be found in Appendix C.
Lemma 5. For a large N such that logN ≥ 3.5
min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
) , we have
P (S /∈ Sssc) ≤ 3
N2
.

The proof of Lemma 5 is based on an “iterative” procedure to establish state space collapse,
which is achieved by proving a sequence of four lemmas. The detailed proof of Lemma 5 -
Lemma 9 can be found in Appendix C.
Lemma 6 (An Upper Bound on S1,2).
P
(
S1,2 ≤ p
µ2
+
logN
2
√
N
)
≥ 1− e−
µ1µ2 log
2 N
40µmax .
Lemma 7 (A Lower Bound on S1,1).
P
(
S1,1 ≥ λ
µ1
− logN√
N
)
≥ 1− 5
µ1
√
N
logN
e
−min
(
µ1
16µmax
,
µ1µ2
40µmax
)
log2 N
.
Lemma 8 (A Lower Bound on S1,2).
P
(
S1,2 ≥ pλ
µ2
− µ1 logN√
N
)
≥ 1− 16
µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
.
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Lemma 9 (A Lower Bound on S1 via ∑
b
i=2 Si).
P
(
min
{
λ +
k logN√
N
− S1,
b
∑
i=2
Si
}
≤ (c1 + µ1) logN√
N
)
≥ 1− 34
µ21µ2
N1.5
log3 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
for logN ≥ 1
min{µ1,µ2} , where k =
(
1+ wubwl
) (
1+µ1+µ2
wl
+ 2µ1
)
and c1 =
wub
wl
(
1+µ1+µ2
wl
+ 2µ1
)
+
2µ1.
Remark: An important contribution of this paper is the iterative state collapse method we
use to prove Lemma 5. The method continues refining the state space in which the system
stays with a high probability at steady-state. Fig. 7 illustrates the iterative state-space collapse in
Lemma 6 - Lemma 8. We first show in Lemma 6 that with a high probability, S1,2 ≤ pµ2 +
logN
2
√
N
at
steady-state. Then in the reduced state space
(
S1,2 ≤ pµ2 +
logN
2
√
N
)
, we further show in Lemma 7
that S1,1 ≥ λµ1 −
logN√
N
with a high probability at steady state. We then further establish in
Lemma 6 that S1,2 ≥ pλµ2 −
µ1 logN√
N
with a high probability at steady state in the reduced state
space.
Fig. 7: Iterative State-Space Collapse to Show that S1,1 and S1,2 are in a Smaller State-Space
(the Gray Region) at Steady-State
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D. Proof of Theorem 1 under JSQ
Based on Lemma 4 and Lemma 5, we can establish the following bound on (30), which is a
upper bound on J1 in (27),
E
[ √
N
logN
h
(
b
∑
i=1
2
∑
m=1
Si,m
)(
λ +
logN√
N
− D1
)
I
∑
b
i=1 Si>η+
1
N
]
=E
[ √
N
logN
(
b
∑
i=1
Si − η
)(
λ +
logN√
N
− D1
)
IS∈SsscI∑bi=1 Si>η+ 1N
]
+ E
[ √
N
logN
(
b
∑
i=1
Si − η
)(
λ +
logN√
N
− D1
)
IS/∈SsscI∑bi=1 Si>η+ 1N
]
≤ 3b
N1.5 logN
(32)
where we have
(
λ +
logN√
N
− D1
)
IS/∈SsscI∑bi=1 Si>η+ 1N < 1 and the average total number of jobs
per server is at most b.
Based on Lemma 3, we are ready to establish Theorem 1 under JSQ.
E
[
max
{
b
∑
i=1
Si − η, 0
}]
= J1 + J2 + J3 ≤ 3b
N1.5 logN
+
6µmax√
N logN
,
which implies
E
[
max
{
b
∑
i=1
Si − η, 0
}]
≤ 7µmax√
N logN
.
IV. Extension to Policy Set Π
In this section, we extend the analysis of JSQ to any policy in Π. Most steps are the same
for a policy in Π as for JSQ, except minor differences in proving Lemma 7 and Lemma 9. We
next list the places where minor changes are needed.
A. Proof of Lemma 7
In Lemma 7, we consider Lyapunov function in (55)
V(s) =
λ
µ1
− s1,1
under the condition s1 ≤ λ + 1+µ1+µ2wl
logN√
N
. The drifts of V(s) for JSQ and a policy in Π are in
the following, respectively.
• For JSQ, the drift in (56) and (57) is
∇V(s) =− λI{S1<1} + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2
=− λ + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2
17
• For a policy in Π, the drift is
∇V(s) =− λ (1− A1(s)) + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2
≤ 1√
N
− λ + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2
Therefore, Lemma 7 still holds for any policy in Π.
B. Proof of Lemma 9
In Lemma 9, we consider Lyapunov function in (75)
V(s) = min
{
λ +
k logN√
N
− s1,
b
∑
i=2
si
}
,
under the condition s1 ≤ λ + 1+µ1+µ2wl
logN√
N
. The drifts of V(s) for JSQ and a policy in Π are in
the following, respectively.
• For JSQ,
– If λ +
k logN√
N
− s1 ≥ ∑bi=2 si, the drift in (79) to (80)
∇V(s) ≤− λI{S1=1} − (1− p)µ1s2,1 − µ2s2,2
=− (1− p)µ1s2,1 − µ2s2,2
– If ∑bi=2 si > λ +
k logN√
N
− s1, the drift in (85) to (86)
∇V(s) ≤− λI{S1<1} + (1− p)µ1s1,1 + µ2s1,2 − (1− p)µ1s2,1 − µ2s2,2
=− λ + (1− p)µ1s1,1 + µ2s1,2 − (1− p)µ1s2,1 − µ2s2,2
• For any policy in Π,
– If λ +
k logN√
N
− s1 ≥ ∑bi=2 si,
∇V(s) ≤− λ(A1(s)− I{sb=1})− (1− p)µ1s2,1 − µ2s2,2
≤ 1√
N
− (1− p)µ1s2,1 − µ2s2,2
– If ∑bi=2 si > λ +
k logN√
N
− s1,
∇V(s) ≤− λ(1− A1(s)) + (1− p)µ1s1,1 + µ2s1,2 − (1− p)µ1s2,1 − µ2s2,2
≤ 1√
N
− λ + (1− p)µ1s1,1 + µ2s1,2 − (1− p)µ1s2,1 − µ2s2,2
Therefore, Lemma 9 still holds for policies in Π.
V. Conclusions
In this paper, we considered load balancing under Coxian-2 service time distribution in
heavy traffic regimes. The general Coxian-2 service time distribution does not have DHR and
the system considered in this paper lacks monotonicity. We developed an iterative SSC and
identified a policy set Π, in which any policy can achieve asymptotic zero delay. The set Π
includes JSQ, JIQ, I1F and Pod with d = O
(
logN
1−λ
)
.
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Appendix
A. Proof of Lemma 1
Proof. From the definition of g function in (15), we have
g′(x) =
max {x− η, 0}
− logN√
N
.
Hence, for any x ∈ [η − 2N , η + 2N ] , we have
|g′(x)| ≤ |x− η|
logN√
N
≤
2
N
logN√
N
=
2√
N logN
.
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B. Proof of Lemma 2
Proof. From the definition of g function in (15), we have
g′(x) =
max {x− η, 0}
− logN√
N
.
For x > η, we have
g′(x) =
x− η
− logN√
N
,
which implies
|g′′(x)| =
∣∣∣∣∣∣
1
− logN√
N
∣∣∣∣∣∣ =
√
N
logN
.
C. Proof of Lemma 3
Note (1− p)µ1s1,1 + µ2s1,2 ≤ µmaxs1 ≤ µmax, then we have
J2 + J3 ≤E
[(
g′
(
b
∑
i=1
Si
)(
− logN√
N
)
+ λ|g′(ξ)| + µmax|g′(ξ˜)|
)
I
∑
b
i=1 Si∈T1
]
(33)
+E
[
1
N
(
λ|g′′(η)|+ µmax|g′′(η˜)|
)
I
∑
b
i=1 Si∈T2
]
(34)
≤ 4µmax√
N logN
+
λ + µmax
N
√
N
logN
(35)
≤ 6µmax√
N logN
(36)
We consider the following problem
min
(s1,1,s1,2)∈Sssc1
(1− p)µ1s1,1 + µ2s1,2,
which is a linear programming in terms of variables s1,1 and s1,2. Therefore, we only need to
consider the extreme points of set Sssc1 . In fact, from Fig. 6, it is clear that we only need to
consider the following two extreme points.
• Case 1: s1,1 = λµ1 −
logN√
N
and s1,2 = λ+
(
1+µ1+µ2
wl
− µ1
)
logN√
N
− s1,1 = pλµ2 +
(
1+µ1+µ2
wl
− µ1 + 1
)
logN√
N
,
where we use the fact 1µ1 +
p
µ2
= 1. In this case,
(1− p)µ1s1,1 + µ2s1,2 =λ +
(
−(1− p)µ1 + µ2
(
1+ µ1 + µ2
wl
− µ1 + 1
))
logN√
N
(37)
≥λ + (−(1− p)µ1 + (1+ µ1 − µ1µ2 + 2µ2)) logN√
N
(38)
=λ + (1+ µ2)
logN√
N
(39)
≥λ + logN√
N
, (40)
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where (38) holds because wl = min{(1− p)µ1, µ2} and (39) holds because 1µ1 +
p
µ2
= 1.
• Case 2: s1,1 = λ +
(
1+µ1+µ2
wl
− µ1
)
logN√
N
− s1,2 = λµ1 +
1+µ1+µ2
wl
logN√
N
and s1,2 =
pλ
µ2
− µ1 logN√
N
.
At this extreme point, we have
(1− p)µ1s1,1 + µ2s1,2 =λ +
(
(1− p)µ1
(
1+ µ1 + µ2
wl
)
− µ1µ2
)
logN√
N
(41)
≥λ + (1+ µ1 + µ2 − µ1µ2) logN√
N
(42)
≥λ + logN√
N
, (43)
where (42) holds because wl = min{(1 − p)µ1, µ2} and (43) holds because µ1 + µ2 ≥
pµ1 + µ2 = µ1µ2.
Define sets S˜1 and S˜2 such that
S˜1 =
{
s
∣∣∣∣s1,1 ≥ λµ1 −
logN√
N
and s1,2 ≥ pλ
µ2
− µ1 logN√
N
}
(44)
S˜2 =
{
s
∣∣∣∣∣min
{
η − s1,
b
∑
i=2
si
}
≤ (c1 + µ1) logN√
N
}
. (45)
According to the union bound and Lemmas 7-9, we have
P
(
S /∈ S˜1 ∩ S˜2
)
≤ 5
µ1
√
N
logN
e
−min
(
µ1
16µmax
,
µ1µ2
40µmax
)
log2 N
+
16
µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
+
34
µ21µ2
N1.5
log3 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
≤ 3
N2
,
where the second inequality holds for a sufficiently large N such that
logN ≥ 3.5
min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
) .
We note that S˜1 ∩ S˜2 is a subset of Sssc. This is because for any s which satisfies
min
{
η − s1,
b
∑
i=2
si
}
≤ (c1 + µ1) logN√
N
,
we either have
η − s1 ≤ (c1 + µ1) logN√
N
,
which implies
s1 ≥ λ +
(
1+ µ1 + µ2
wl
− µ1
)
logN√
N
;
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or
b
∑
i=2
si ≤ η − s1,
which implies
b
∑
i=1
si ≤ η.
Note that
S˜1 ∩
{
s
∣∣∣∣s1 ≥ λ +
(
1+ µ1 + µ2
wl
− µ1
)
logN√
N
}
= Sssc1
and
S˜1 ∩
{
s
∣∣∣∣∣
b
∑
i=1
si ≤ η
}
⊆ Sssc.
We, therefore, have
S˜1 ∩ S˜2 ⊆ Sssc,
and
P (S /∈ Sssc) ≤ P
(
S /∈ S˜1 ∩ S˜2
) ≤ 3
N2
,
so Lemma 5 holds.
We next present the iterative SSC approach for proving Lemma 6-Lemma 9. The first three
lemmas are on the upper and lower bounds on S1,1 and S1,2, illustrated in Fig. 8, which
shows that both S1,1 and S1,2 are close to its equilibrium values, in particular, with a high
probability, S1,1 ≥ λµ1 −
logN√
N
and S1,2 ≥ pλµ2 −
µ1 logN√
N
. However, these two low bounds do not
guarantee the total departure rate, which is (1− p)µ1S1,1 + µ2S1,2, is larger than the arrival
rate λ. Therefore, we need Lemma 9 to guarantee sufficient fraction of busy servers S1 such
that the total departure rate is ”larger than” the arrival rate λ. We therefore need Lemma 9
to further establish a lower bound on S1 unless the total normalized queue length ∑
b
i=1 Si is
small.
Fig. 8: Bounds (red lines) on S1,1 and S1,2.
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D. A tail bound from [15]
To prove the space space collapse results, we first introduce Lemma 10, which will be
repeatedly used to obtain probability tail bounds. Lemma 10 allows us to apply Lyapunov-
drift-based heavy traffic analysis [4] to reduced state spaces instead of to the entire state space.
The lemma is an extension of the tail bound in [2]. This Lyapunov drift analysis on reduced
state space enables us to iteratively refine the state space at steady state. The lemma was
proven in [15]. We include the proof to make the paper self-contained.
Lemma 10. Let (S(t) : t ≥ 0) be a continuous-time Markov chain over a finite state space S and is
irreducible, so it has a unique stationary distribution pi. Consider a Lyapunov function V : S → R+
and define the drift of V at a state s ∈ S as
∇V(s) = ∑
s′∈S :s′ 6=s
qs,s′(V(s
′)−V(s)),
where qs,s′ is the transition rate from s to s
′. Assume
νmax := max
s,s′∈S :qs,s′>0
|V(s′)−V(s)| < ∞ and q¯ := max
s∈S
(−qs,s) < ∞
and define
qmax := max
s∈S ∑
s′∈S :V(s)<V(s′)
qs,s′ .
If there exits a set E with B > 0, γ > 0, δ ≥ 0 such that the following conditions satisfy:
(i) ∇V(s) ≤ −γ when V(s) ≥ B and s ∈ E .
(ii) ∇V(s) ≤ δ when V(s) ≥ B and s /∈ E .
Then
P (V(S) ≥ B+ 2νmax j) ≤ αj + βP (S /∈ E) , ∀j ∈ N,
with
α =
qmaxνmax
qmaxνmax + γ
and β =
δ
γ
+ 1.
Proof. Let C ≥ B− νmax and consider Lyapunov function
Vˆ(s) = max{C,V(s)}.
At steady state, we have
0 = ∑
V(s)≤C−νmax
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))
+ ∑
C−νmax<V(s)≤C+νmax
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))
+ ∑
V(s)>C+νmax
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s)) . (46)
Note ∇Vˆ(s) = ∑s′ 6=s qs,s′
(
Vˆ(s′)− Vˆ(s)). We consider three terms in (46) as follows:
• The first term is 0 because V(s) ≤ C− νmax and V(s′) ≤ C imply Vˆ(s) = Vˆ(s′) = C.
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• The second term is bounded
∑
C−νmax<V(s)≤C+νmax
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))
≤ ∑
C−νmax<V(s)≤C+νmax
pi(s)qmaxνmax
≤qmaxνmax (P(V(S) > C− νmax)− P(V(S) > C+ νmax))
• The third term is divided into two regions s ∈ E and s /∈ E
∑
V(s)>C+νmax
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))
= ∑
V(s)>C+νmax
s∈E
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))+ ∑
V(s)>C+νmax
s/∈E
pi(s) ∑
s′ 6=s
qs,s′
(
Vˆ(s′)− Vˆ(s))
≤− γP (V(S) > C+ νmax, s ∈ E) + δP (V(S) > C+ νmax, s /∈ E)
=− γP (V(S) > C+ νmax) + (δ + γ)P (V(S) > C+ νmax, s /∈ E)
where the inequality holds because of two conditions (i) and (ii).
Combine three terms above, we have
(qmaxνmax + γ)P(V(S) > C+ νmax)
≤qmaxνmaxP(V(S) > C− νmax) + (δ + γ)P (V(S) > C+ νmax, S /∈ E)
which implies
P(V(S) > C+ νmax)
≤ qmaxνmax
qmaxνmax + γ
P(V(S) > C− νmax) + δ + γ
qmaxνmax + γ
P (V(S) > C+ νmax, S /∈ E)
≤ qmaxνmax
qmaxνmax + γ
P(V(S) > C− νmax) + δ + γ
qmaxνmax + γ
P (S /∈ E)
=αP(V(S) > C− νmax) + κP (S /∈ E)
where
α =
qmaxνmax
qmaxνmax + γ
and κ =
δ + γ
qmaxνmax + γ
.
Let C = B+ (2j− 1)νmax, ∀j ∈ N and we have
P (V(S) > B+ 2νmax j)
≤αP (V(S) > B+ 2(j− 1)νmax) + κP (S /∈ E) (47)
By recursively using the inequality (47), we have
P (V(S) > B+ 2νmax j) ≤αj + κP (S /∈ E)
j
∑
i=0
αi
≤αj + κ
1− αP (S /∈ E)
=αj + βP (S /∈ E)
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As mentioned above, Lemma 10 is an extension of Theorem 1 in [2], where E = S (N) is the
entire state space and P (S /∈ E) = 0. As suggested in Lemma 10, constructing proper Lyapunov
functions are critical to establish the tail bounds. In the following lemmas, we construct a
sequence of Lyapunov functions and apply Lemma 10 to establish SSC results.
E. Proof of Lemma 6: An upper bound on S1,2.
To prove Lemma 6, we first establish a Lyaponuv drift analysis for E = S (N) (the entire state
space) in Lemma 11.
Lemma 11. Consider Lyapunov function
V(s) = s1,2 − p
µ2
.
When V(s) ≥ logN
4
√
N
, we have
∇V(s) ≤ −µ1µ2
4
logN√
N
.
Proof. When V(s) = s1,2 − pµ2 ≥
logN
4
√
N
, we have
∇V(s) =pµ1s1,1 − µ2s1,2 (48)
≤pµ1 − (pµ1 + µ2)s1,2 (49)
=µ1(p− µ2s1,2) ≤ −µ1µ2
4
logN√
N
(50)
(48) to (49) holds because s1,1 = s1 − s1,2 ≤ 1− s1,2; (49) to (50) holds because 1µ1 +
p
µ2
= 1
implies pµ1 + µ2 = µ1µ2.
From Lemma 11, we know B =
logN
4
√
N
and γ =
µ1µ2
4
logN√
N
. According to the definition of qmax
and νmax, we have qmax ≤ µmaxN and νmax ≤ 1N . Since E = S (N) is the entire space, then
P (S /∈ E) = 0, we use Lemma 10 (or Theorem 1 in [2]) to obtain the following tail bound with
j =
√
N logN
8 ,
P (V(S) ≥ B+ 2νmax j) =P
(
S1,2 − p
µ2
≥ logN
2
√
N
)
(51)
≤

 1
1+
µ1µ2
4µmax
logN√
N


√
N logN
8
(52)
≤
(
1− µ1µ2
5µmax
logN√
N
)√N logN
8
(53)
≤e−
µ1µ2 log
2 N
40µmax (54)
• (51) holds by substituting B = logN
4
√
N
, νmax =
1
N and j =
√
N logN
8 ;
• (51) to (52) holds based on Lemma 11;
• (52) to (53) holds because µ1µ2µmax ≤
√
N
logN for a large N satisfying (4).
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F. Proof of Lemma 7: A lower bound on S1,1.
To prove Lemma 7, we first establish a Lyaponuv drift analysis in Lemma 12.
Lemma 12. Consider Lyapunov function
V(s) =
λ
µ1
− s1,1 (55)
we have
• ∇V(s) ≤ −µ13 logN√N , when
V(s) ≥ logN
2
√
N
and s1,2 ≤ p
µ2
+
logN
2
√
N
;
• ∇V(s) ≤ 1, when
V(s) ≥ logN
2
√
N
and s1,2 ≥ p
µ2
+
logN
2
√
N
.
Proof. Assuming s1,2 ≤ pµ2 +
logN
2
√
N
and λµ1 − s1,1 ≥
logN
2
√
N
, we have
s1 = s11 + s12 ≤ p
µ2
+
λ
µ1
= 1− 1
µ1Nα
≤ λ + 1+ µ1 + µ2
wl
logN√
N
< 1.
Therefore, the drift of V(s) is
∇V(s) =− λI{s1<1} + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2 (56)
≤− λ + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2 (57)
≤− λ + µ1s1,1 (58)
≤− µ1
2
logN√
N
(59)
≤− µ1
3
logN√
N
, (60)
where
• (56) to (57) holds because I{s1<1} = 1 under JSQ;
• (58) to (59) holds because s1,1 ≤ λµ1 −
logN
2
√
N
.
Assuming s12 >
p
µ2
+
logN
2
√
N
and s1,1 ≤ λµ1 −
logN
2
√
N
, we have
∇V(s) = −λI{s1<1} + µ1s1,1 − (1− p)µ1s2,1 − µ2s2,2 ≤ µ1s1,1 < 1.
Let E =
{
s | s ≤ pµ2 +
logN
2
√
N
}
. we have V(s) = λµ1 − s1,1 satisfying two conditions:
• ∇V(s) ≤ −µ13 logN√N when V(s) ≥
logN
2
√
N
and s1,2 ∈ E .
• ∇V(s) ≤ 1 when V(s) ≥ logN
2
√
N
and s1,2 /∈ E .
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Define B =
logN
2
√
N
, γ =
µ1
3
logN√
N
, and δ = 1. Combining qmax ≤ µmaxN and νmax ≤ 1N , we have
α ≤ 1
1+ µ13µmax
logN√
N
and β =
1
µ1
3
logN√
N
+ 1.
Based on Lemma 10 with j =
√
N logN
4 , we have
P (V(S) ≥ B+ 2νmax j) =P
(
λ
µ1
− S1,1 ≥ logN√
N
)
(61)
≤

 1
1+
µ1
3µmax
logN√
N


√
N logN
4
+ βP (S1,2 /∈ E) (62)
≤
(
1− µ1
4µmax
logN√
N
)√N logN
4
+
4
µ1
√
N
logN
e
− µ1µ2 log2 N40µmax (63)
≤e−
µ1 log
2 N
16µmax +
4
µ1
√
N
logN
e
− µ1µ2 log2 N40µmax (64)
≤ 5
µ1
√
N
logN
e
−min
(
µ1
16µmax
,
µ1µ2
40µmax
)
log2 N
, (65)
where
• (61) holds by substituting B = logN
2
√
N
, νmax ≤ 1N and j =
√
N logN
4 ;
• (61) to (62) holds based on Lemma 12;
• (62) to (63) holds because (i) in the first term in (63), µ1µmax ≤
√
N
logN for a large N satisfying
(4), and (ii) the second term in (62) can be bounded by applying Lemma 6.
G. Proof of Lemma 8: An lower bound on S1,2.
Lemma 13. Consider Lyapunov function
V(s) =
pλ
µ2
− s1,2,
we have
• ∇V(s) ≤ −µ22 logN√N , when
V(s) ≥
(
pµ1
µ2
+
1
2
)
logN√
N
and s1,1 ≥ λ
µ1
− logN√
N
;
• ∇V(s) ≤ 1, when
V(s) ≥
(
pµ1
µ2
+
1
2
)
logN√
N
and s1,1 ≤ λ
µ1
− logN√
N
.
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Proof. Assuming V(s) =
pλ
µ2
− s1,2 ≥
(
pµ1
µ2
+ 12
)
logN√
N
and s1,1 ≥ λµ1 −
logN√
N
, we have
∇V(s) =− (pµ1s1,1 − µ2s1,2) (66)
≤−
(
pλ− pµ1 logN√
N
− µ2s1,2
)
(67)
≤− µ2
2
logN√
N
, (68)
where
• (66) to (67) holds because s1,1 ≥ λµ1 −
logN√
N
;
• (67) to (68) holds because s1,2 ≤ pλµ2 −
(
pµ1
µ2
+ 12
)
logN√
N
.
Next, assuming
pλ
µ2
− s1,2 ≥
(
pµ1
µ2
+ 12
)
logN√
N
and s1,1 <
λ
µ1
− logN√
N
, we have
∇V(s) = −(pµ1s1,1 − µ2s1,2) ≤ µ2s1,2 ≤ pλ ≤ 1. (69)
Defining E =
{
s | s ≥ λµ1 −
logN√
N
}
, we have V(s) = pλµ2 − s1,2 satisfying two conditions:
• ∇V(s) ≤ −µ22 logN√N when V(s) ≥
(
pµ1
µ2
+ 12
)
logN√
N
and s1,1 ∈ E .
• ∇V(s) ≤ 1 when V(s) ≥
(
pµ1
µ2
+ 12
)
logN√
N
and s1,1 /∈ E .
Define B =
(
pµ1
µ2
+ 12
)
logN√
N
, γ = µ22
logN√
N
and δ = 1. Combining qmax ≤ µmaxN and νmax ≤ 1N ,
we have
α ≤ 1
1+
µ2
2µmax
logN√
N
and β =
2
µ2
√
N
logN
+ 1.
Based on Lemma 10 with j =
√
N logN
4 , we have
P (V(S) ≥ B+ 2νmax j) =P
(
pλ
µ2
− S1,2 ≥
(
pµ1
µ2
+ 1
)
logN√
N
)
(70)
≤

 1
1+ µ22µmax
logN√
N


√
N logN
4
+
2
µ2
√
N
logN
P (S1,1 /∈ E) (71)
≤
(
1− µ2
3µmax
logN√
N
)√N logN
4
+
3
µ2
√
N
logN
P (S1,1 /∈ E) (72)
≤e−
µ2 log
2 N
12µmax +
15
µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ1µ2
40µmax
)
log2 N
(73)
≤ 16
µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
, (74)
where
• (70) holds by substituting B, νmax and j;
• (70) to (71) holds due to Lemma 13;
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• (71) to (72) holds because µ2µmax ≤
√
N
logN for N satisfying (4) in the first term of (72);
• (72) to (73) holds by Lemma 7 to obtain the tail bound in the second term of (73).
Recall
pµ1
µ2
+ 1 = µ1 and the proof is completed.
H. Proof of Lemma 9: SSC on S1 and ∑
b
i=2 Si.
Define L1,1 =
λ
µ1
− logN√
N
and L1,2 =
pλ
µ2
− µ1 logN√
N
. Recall wu = max((1 − p)µ1, µ2), wl =
min((1− p)µ1, µ2), k =
(
1+ wubwl
) (
1+µ1+µ2
wl
+ 2µ1
)
and c1 =
wub
wl
(
1+µ1+µ2
wl
+ 2µ1
)
+ 2µ1.
Lemma 14. Consider Lyapunov function
V(s) = min
{
λ +
k logN√
N
− s1,
b
∑
i=2
si
}
(75)
we have
• ∇V(s) ≤ −wuµ1 logN√
N
, when
V(s) ≥ c1 logN√
N
with s1,1 ≥ L1,1 and s1,2 ≥ L1,2;
• ∇V(s) ≤ wu, when
V(s) ≥ c1 logN√
N
with s1,1 ≤ L1,1 or s1,2 ≤ L1,2.
Proof. When V(s) ≥ c1 logN√
N
, the following two inequalities hold
s1 ≤ λ + (k− c1) logN√
N
= λ +
1+ µ1 + µ2
wl
logN√
N
, (76)
b
∑
i=2
si ≥ c1 logN√
N
. (77)
We have two observations based on (76) and (77):
• (76) implies I{s1<1} = 1 under JSQ;
• (77) implies s2 ≥ c1b logN√N because s2 ≥ s3 ≥ · · · ≥ sb, and we have
(1− p)µ1s2,1 + µ2s2,2 ≥ wls2 ≥ wlc1b
logN√
N
(78)
We study the Lyapunov dirft and consider two cases:
• Supppose λ + k logN√
N
− s1 ≥ ∑bi=2 si ≥ c1 logN√N . In this case, V(s) = ∑
b
i=2 si, and
∇V(s) ≤λI{s1=1} − (1− p)µ1s2,1 − µ2s2,2 (79)
≤− (1− p)µ1s2,1 − µ2s2,2 (80)
≤− wlc1
b
logN√
N
(81)
≤− 2wuµ1 logN√
N
(82)
≤− wuµ1 logN√
N
, (83)
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where
– (79) to (80) holds because I{s1=1} = 0 under JSQ;
– (80) to (81) holds because (78);
– (81) to (82) holds because c1 ≥ wubwl 2µ1.
• Suppose ∑bi=2 si > λ +
k logN√
N
− s1 ≥ c1 logN√N . In this case, V(s) = λ +
k logN√
N
− s1, and
∇V(s) (84)
≤− λI{s1<1} + (1− p)µ1s1,1 + µ2s1,2 − (1− p)µ1s2,1 − µ2s2,2 (85)
≤− λ + wus1 − (wu − (1− p)µ1) s1,1 − (wu − µ2) s1,2 − (1− p)µ1s2,1 − µ2s2,2 (86)
≤− λ + wu(s1 − L1,1 − L1,2) + ((1− p)µ1L1,1 + µ2L1,2)− (1− p)µ1s2,1 − µ2s2,2 (87)
= (wu(k− c1 + 1+ µ1)− (1− p)µ1 − µ1µ2) logN√
N
− (1− p)µ1s2,1 − µ2s2,2 (88)
≤ (wu(k− c1 + 1+ µ1)− (1− p)µ1 − µ1µ2) logN√
N
− wlc1
b
logN√
N
(89)
=wu
(
k−
(
1+
wl
wub
)
c1 + µ1
)
logN√
N
− ((1− p)µ1 + µ1µ2 − wu) logN√
N
(90)
≤wu
(
k−
(
1+
wl
wub
)
c1 + µ1
)
logN√
N
(91)
≤− wuµ1 logN√
N
, (92)
where
– (85) to (86) holds by adding and substructing wus1 = wu(s1,1 + s1,2);
– (86) to (87) holds because s1,1 and s1,2 taking the lower bounds at L1,1 and L1,2 gives
an upper bound;
– (87) to (88) holds by substituting L1,1 =
λ
µ1
− logN√
N
, L1,2 =
pλ
µ2
− µ1 logN√
N
and s1 ≤ λ +
(k−c1) logN√
N
. We have s1− L1,1− L1,2 = (k− c1+ 1+µ1) logN√N and (1− p)µ1L1,1+µ2L1,2 =
λ− ((1− p)µ1 + µ1µ2) logN√N .
– (88) to (89) holds by substituting the lower bound of (1− p)µ1s2,1 + µ2s2,2 in (78);
– (89) to (90) holds by combining the terms with c1;
– (90) to (91) holds because (1− p)µ1 + µ1µ2 −wu = µ1 + µ2 −wu ≥ 0;
– (91) to (92) holds because k−
(
1+ wlwub
)
c1 ≤ −2µ1.
Let E = {s | s1,1 ≥ L1,1, s1,2 ≥ L1,2} . We have V(s) = min
{
λ +
k logN√
N
− s1,∑bi=2 si
}
satisfy-
ing the following two conditions based on Lemma 14:
• ∇V(s) ≤ −wuµ1 logN√
N
when V(s) ≥ c1 logN√
N
and s ∈ E .
• ∇V(s) ≤ wu when V(s) ≥ c1 logN√N and s /∈ E .
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Define B =
c1 logN√
N
, γ =
wuµ1 logN√
N
and δ = wu. Combining qmax ≤ µmaxN and νmax ≤ 1N , we
have
α ≤ 1
1+
wuµ1 logN
µmax
√
N
and β =
√
N
µ1 logN
+ 1.
Based on Lemma 10 with j =
µ1
√
N logN
2 , we have
P (V(S) ≥ B+ 2νmax j) (93)
=P
(
V(S) ≥ c1 logN√
N
+
µ1 logN√
N
)
(94)
≤

 1
1+
wuµ1 logN
µmax
√
N


µ1
√
N logN
2
+
( √
N
µ1 logN
+ 1
)
P (s /∈ E) (95)
≤
(
1− wuµ1
2µmax
logN√
N
) µ1√N logN
2
+
( √
N
µ1 logN
+ 1
)
P (s /∈ E) (96)
≤e−
wuµ
2
1 log
2 N
4µmax +
( √
N
µ1 logN
+ 1
)
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µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
(97)
≤ 34
µ21µ2
N1.5
log3 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
, (98)
where
• (94) holds holds by substituting B, νmax and j;
• (94) to (95) holds based on Lemma 14;
• (95) to (96) holds wuµ1µmax ≤
√
N
logN for a large N for the first term in (96);
• (96) to (97) holds by applying the union bound on P (S /∈ E) such that
P (s /∈ E) ≤P (s1,1 < L1,1) + P (s1,2 < L1,2)
≤ 32
µ1µ2
N
log2 N
e
−min
(
µ1
16µmax
,
µ2
12µmax
,
µ1µ2
40µmax
)
log2 N
.
Under JSQ, a job is discarded or blocked only if all buffers are full, i.e. when N ∑bi=1 Si = Nb.
From Theorem 1, we have
P(B) =P
(
N
b
∑
i=1
Si = Nb
)
= P
(
b
∑
i=1
Si ≥ b
)
(99)
≤P
(
max
{
b
∑
i=1
Si − λ− k logN√
N
, 0
}
≥ b− λ− k logN√
N
)
(100)
≤
E
[
max
{
∑
b
i=1 Si − λ− k logN√N , 0
}]
b− λ− k logN√
N
(101)
≤8µmax
b− λ
1√
N logN
(102)
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where (100) to (101) holds due to the Markov inequality; and (101) to (102) holds because of
Thereom 1 and b− λ ≥ 8k logN√
N
.
For jobs that are not discarded, the average queueing delay according to Little’s law is
E
[
∑
b
i=1 Si
]
λ(1− P(B)) .
Therefore, the average waiting time is
E[W ] =
E
[
∑
b
i=1 Si
]
λ(1− P(B))) − 1
≤
k logN√
N
+ 7µmax√
N logN
+ λP(B)
λ(1− P(B))
≤2k logN√
N
+
14µmax +
16µmax
b−λ√
N logN
,
where the last inequality holds because λ(1− P(B)) ≥ 0.5 under b− λ ≥ 8k logN√
N
.
Next, we study the waiting probability P(W). Define W to be the event that a job entered
into the system (not blocked) and waited in the buffer and P(W) is the steady-state probability
of W . Applying Little’s law to the jobs waiting in the buffer,
λP(W )E[TQ] = E
[
b
∑
i=2
Si
]
,
where TQ is the waiting time for the jobs waiting in the buffer. Since E[TQ] is lower bounded
by TQ = min
{
1
µ1
, 1µ2
}
, we have
P(W) ≤
E
[
∑
b
i=2 Si
]
λTQ
.
We now provide a bound on E
[
∑
b
i=2 Si
]
. From the work-conserving law, we have
E[S1] = λ(1− P(B)) ≥ λ
(
1− 8µmax
b− λ
1√
N logN
)
.
Therefore, we have
E[S1] ≥ λ− 8µmaxb− λ
1√
N logN
.
From Theorem 1, one has
E
[
b
∑
i=1
Si
]
≤ λ + k logN√
N
+
7µmax√
N logN
.
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The above two inequalities give the following bound on E
[
∑
b
i=2 Si
]
:
E
[
b
∑
i=2
Si
]
≤ k logN√
N
+
7µmax +
8µmax
b−λ√
N logN
.
Finally, a job not routed to an idle server is either blocked or waited in the buffer
P(W) = P(BN) + P(W) ≤ P(B) +
E
[
∑
b
i=2 Si
]
λTQ
≤ 1
λTQ
k logN√
N
+
1
λTQ
7µmax +
8µmax
b−λ√
N logN
.
The analysis for Pod is similar, except that
P(B) =P
(
B
∣∣∣∣Sb ≤ 1− 1µ1Nα
)
P
(
Sb ≤ 1− 1µ1Nα
)
(103)
+ P
(
B
∣∣∣∣Sb > 1− 1µ1Nα
)
P
(
Sb > 1− 1µ1Nα
)
(104)
≤P
(
B
∣∣∣∣Sb ≤ 1− 1µ1Nα
)
+ P
(
Sb > 1− 1µ1Nα
)
(105)
≤
(
1− 1
µ1Nα
)µ1Nα logN
+ P
(
b
∑
i=1
Si > b− b
µ1Nα
)
(106)
≤ 1
N
+
E
[
max
{
∑
b
i=1 Si − λ− k logN√N , 0
}]
b− λ− k logN√
N
− bµ1Nα
. (107)
≤ 1
N
+
8µmax
b− λ
1√
N logN
. (108)
(105) to (106) holds because it denotes the probability of the event all sampled d servers have
b jobs; (106) to (107) holds because (1− 1x )x ≤ 1e for x ≥ 1 and the Markov inequality; (107)
to (108) holds because of Theorem 1 and b− λ ≥ 8k logN√
N
+ 8bµ1Nα . The remaining analysis is the
same.
Finally, for JIQ and I1F, we have not been able to bound P(B). However,
P(W) =P (S1 = 1) ≤ P
(
b
∑
i=1
Si ≥ 1
)
≤P
(
max
{
b
∑
i=1
Si − λ− k logN√
N
}
≥ 1
Nα
− k logN√
N
)
.
The result follows from the Markov inequality.
