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Résumé – Les chaînes de Markov Triplet (CMT) généralisent les chaînes de Markov Couple (CMCouple), ces dernières généralisant les
chaînes de Markov cachées (CMC). Par ailleurs, dans une CMC la loi a posteriori du processus caché, qui est de Markov, peut être vue comme
une fusion de Dempster-Shafer (fusion DS) de sa loi p  avec une probabilité q  définie à partir des observations. Lorsque l’on se place dans le
contexte de la théorie de l’évidence en remplaçant p  par une fonction de masse M , sa fusion DS avec q  généralise la probabilité a
posteriori. Bien que le résultat de cette fusion ne soit pas nécessairement une chaîne de Markov, il a été établi qu’il est une CMT, ce qui
autorise les divers traitements d’intérêt. De plus, les résultats analogues restent valables lorsque l’on généralise les différentes chaînes de
Markov aux arbres de Markov. Nous proposons d’étendre ces résultats aux chaînes et arbres de Markov Couple, dans les quels la loi du
processus caché n’est pas nécessairement de Markov. Nous montrons également l’intérêt pratique de la théorie de l’évidence dans la
segmentation non supervisée des chaînes de Markov non stationnaires.
Abstract – The triplet Markov chains (TMC) generalize the pairwise Markov chains (PMC), and the latter generalize the hidden Markov
chains (HMC). Otherwise, in an HMC the posterior distribution of the hidden process can be viewed as a particular case of the so called
"Dempster-Shafer fusion" (DS fusion) of its prior Markov distribution p  with a probability q  defined from the observations. When we place
ourselves in the theory of evidence context by replacing p  by a mass function M , the result of DS fusion of M  with q  generalizes the
conventional posterior distribution of the hidden process. Although this result is not necessarily a Markov distribution, it has been recently
shown that it is a TMC, which renders traditional restoration methods applicable. Further, these results remain valid when remplacing the
Markov cchains with Markov trees. We propose to extend these results to Pairwise Markov chains and trees. Further, we show the pratical
interest if the theory of evidence in the unsupervised segmentation of non stationnary hidden Markov chains.
1. Introduction
Considérons ...),...,,,( 1 nXXX =  un processus
inobservable, chaque iX  prenant ses valeurs dans un
ensemble fini de classes { }kωω ...,1=Ω , et ...),...,,( 1 nYYY =
un processus observé, chaque iY  prenant ses valeurs dans R .
Une modélisation classique de la loi du processus
),( YXZ = , qui sera dite “chaîne de Markov cachée avec
bruit indépendant” (CMC-BI), est la suivante
)(...)()(...)()(),( 111121 nnnn xypxypxxpxxpxpyxp −=     (1)
Il existe trois généralisations successives du modèle classique
CMC-BI. Dans la première, qui aboutit au modèle dit “chaîne
de Markov cachée” (CMC), les deux processus X  et Z  sont
de Markov, Dans la deuxième, qui est relativement récente
[10] et qui aboutit au modèle dit “chaîne de Markov couple”
(CMCouple), on suppose Z  de Markov. Notons que
CMCouple est strictement plus général que CMC ; en d’aut res
termes, dans un CMCouple le processus X  n’est pas
nécessairement de Markov. Enfin, le processus Z  sera dit
“chaîne de Markov triplet” (CMT) s’il existe un processus
...),...,,,( 1 nUUU = , chaque iU  à valeurs dans un ensemble
fini { }mλλ ...,,1=Λ , tel que ),,( YUXT =  est une chaîne de
Markov [13]. Le modèle CMT est alors strictement plus
général que le modèle CMCouple car dans une CMT T  le
processus Z  n’est pas nécessairement de Markov. Les CMC-
BI sont les plus anciens et bien connus, l’utilisation des CMC
qui ne soient pas des CMC-BI étant plus rare. L’utilisation
des CMCouple qui ne soient pas des CMC est récente et leur
potentiel, qui semble prometteur, commence seulement à être
exploré [5]. Notons que la généralisation des modèles de
Markov cachés aux modèles de Markov Couple a débuté dans
le cadre des champs aléatoires, avec pour objectif une
meilleurs modélisation des textures [8]. Par la suite, les
champs de Markov couple ont été généralisés aux champs de
Markov triplet [12]. Notons également que les processus de
Markov Couple et triplet peuvent être également considérés
dans le cas des processus cachés à états continus [3, 4].
Par ailleurs, dans le cas de CMC-BI on peut considérer
)( yxp  comme le résultat de la fusion de Dempster-Shafer
(fusion DS) de la loi )(...)()()( 1121 −= nn xxpxxpxpxp  avec
la probabilité ( y  est fixé) )(...)()( 11 nn xypxypxq ∝  [1, 14,
15]. Ce type de fusion est valable dans le cadre plus général,
lorsque la probabilité )(xp  est généralisée à une « fonction
de masse » M . On montre alors que le résultat de la fusion
de M  par q , noté qM ⊕  (qui devient )( yxp  lorsque M
devient )(xp ), est une CMT, ce qui permet les traitements
bayésiens, malgré le fait que qM ⊕  ne soit pas
nécessairement une chaîne de Markov [13]. Cette démarche
reste également valable dans le cas de CMC, où
)(...)()()( 1121 −= nn xxpxxpxpxp  est la même que
précédemment et q  définit une chaîne de Markov [11].
Les mêmes généralisations sont valables dans le cas des
arbres de Markov, qui sont des extensions des chaînes de
Markov. Ainsi on peut considérer des Arbres de Markov
cachés avec bruit indépendant (AMC-BI [7, 16]), Arbres de
Markov cachés (AMC), Arbres de Markov Couple
(AMCouple [9]), et Arbres de Markov Triplet (AMT [11]).
De manière analogue à celle utilisée dans le cas des chaînes,
on peut alors montrer que lorsque la loi de X  devient une
masse, sa fusion avec q  est un AMT, ce qui permet les
différents traitements d’intérêt.
L’objet de cet article est de proposer des généralisations
permettant de remplacer, dans la fusion DS, les CMC et AMC
par CMCouple et AMCouple. Par ailleurs, nous proposons
quelques premiers exemples de l’utilisation de la fusion DS à
des fins de restauration non supervisée des CMC-BI non
stationnaires.
2. Fusion DS dans CMCouple
Soit { }kωω ...,1=Ω  et )(P Ω  l’ensemble des parties de Ω .
Une fonction de masse (FM) est une application
]1,0[)(P: →ΩM  vérifiant 0)( =∅M  et 1
)(P
=∑
Ω∈A
M(A)  (on
retrouve une probabilité classique comme cas particulier de
FM nulle en dehors des singletons). On dira qu’une FM M
définie sur )(P nΩ  est une chaîne de Markov évidentielle
(CME) si elle est nulle en dehors de n)]([P Ω  et si
)(...)()()...,,( 11211 −= nnn AAMAAMAMAAM ; ainsi une
chaîne de Markov (CM) classique est un cas particulier d’une
CME. Nous avons alors le résultat suivant [13] :
Lemme
Soit M  une CME et q  une CM. Alors la fusion DS qM ⊕
est une CMT ),,( YUXT = , où chaque iU  prend ses valeurs
dans )(P Ω=Λ , et dont la loi est donnée par
)()(1)( 11][1 11 xquMtp ux ∈∝ ,
)()(11)( 11][][1 11 iiiiuxuxii xxquuMttp iiii ++∈∈+ ++∝ .
Considérons une CMCouple ),( YXZ = . Sachant que
),,(),(),( 1111 ++++ = iiiiiiii xxyypxxpzzp , la loi de Z  s’écrit
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(2) implique (voir [10]) qu’une CNS pour que Z  soit une
CMC est que )(xa  soit la loi de X , ou encore que l’intégrale
de ),( yxb  par rapport à y  vaille 1. Le cas où Z  est une
CMC est étudié dans [11] ; nous proposons ici de considérer
le cas plus général de CMCouple. L’écriture (2) reste valable  ;
cependant, )(xa  n’est plus nécessairement la loi de X . De
même, ),( yxb  n’est plus nécessairement la loi de Y
conditionnelle à xX =  ; cependant, après normalisation et à
y  fixé, ),( yxb  est une chaîne de Markov, qui sera notée q .
Proposition 1
Soit )...,,( 1 nZZZ =  une CMCouple dont la loi est définie par
(2). Soient q  définie par ),( yxb  et M  une CME définie par
),( 21 AAM , …, ),( 1 nn AAM − .
Alors la fusion DS qM ⊕  est une CMT ),,( YUXT = , où
chaque iU  prend ses valeurs dans )(P Ω=Λ , et dont la loi est
celle du lemme. Lorsque ),( 21 AAM , …, ),( 1 nn AAM −  ne
chargent que les singletons et { } { } ),(),( 2121 xxpxxM = , …,
{ } { } ),(),( 11 nnnn xxpxxM −− = , la TMC ),,( YUXT =  donne
la CMCouple ),( YXZ = .
Remarques
1. Lorsque ),,( YUXT =  est stationnaire (les ),( 1+ii ttp  ne
dépendent pas de i ) on peut estimer les paramètres, ce qui
permet la mise en place des méthodes de restauration non
supervisées, par des adaptations des méthodes classiques
comme la méthode « Expectation-Maximization » (EM), ou la
méthode « Iterative Conditional Estimation » (ICE).
2. La généralisation au cas des r  capteurs indépendants est
possible en suivant une démarche analogue à celle décrite
dans le cas des CMC dans [11].
3.
 
Fusion DS et Arbres de Markov
Couple
Soit S  un ensemble fini d' indices, SssXX ∈= )( ,
SssYY ∈= )(  et SssUU ∈= )(  trois processus, avec chaque
),,( ssss YUXT =  à valeurs dans R×Λ×Ω . On note
),( sss YXZ = , ),( sss UXV = , et Z , V  les processus
correspondants. Soit 1S , ..., nS  une partition de S . Posons
)(SCardN =  et, pour ni ≤≤1 , )( ii SCardN = . Supposons
que nNNN ...21 ≤≤  (avec 11 =N ) et pour tout 11 −≤≤ ni ,
associons à chaque iSs ∈  un sous-ensemble +s  de 1+iS ,
appelé "enfants de s ", de manière à ce que iSss ∈
+ )(  soit une
partition de 1+iS  (on suppose { }11 sS = ) Pour tout 1SSs −∈ ,
son unique "père" sera noté −s . Le processus T  est appelé
Arbre de Markov Triplet (AMT) si sa loi s’écrit
∏∏
= ∈
−
=
n
i Ss
sss
i
ttptptp
2
)()()(
1
. C’est alors un Arbre de Markov
Couple (AMCouple) ),( YVT = , ce qui permet divers
traitements [9]. En particulier )( yvp s , (donc également
)( yxp s ) et ),( yvvp ss −  sont calculables, ce qui permet le
calcul de la restauration bayésienne MPM et la simulations de
V  (donc de X ) selon )( yvp . Par ailleurs, les AMT et
AMCouple généralisent les CMT et CMCouple, ces dernières
étant obtenues lorsque tous les +s  sont des singletons.
De manière analogue à celle du paragraphe précédent,
considérons AMCouple ),( YVT = , dont la loi s’écrit
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Comme précédemment, )(xa  n’est pas nécessairement la loi
de X  et ),( yxb  n’est pas nécessairement la loi de Y
conditionnelle à xX =  ; cependant, après normalisation et à
y  fixé, ),( yxb  est un arbre de Markov, qui sera notée q .
Nous avons le résultat suivant :
Proposition 2
Soit SssZZ ∈= )(  un AMCouple dont la loi est définie par (3)
Soit q  définie par ),( yxb  dans (3), et soit M  un AME défini
par ∏∏
= ∈
−
n
i Ss
sss
i
AApAp
2
)()(
1
.
Alors la fusion DS qM ⊕  est un AMT ),,( YUXT = , où
chaque iU  prend ses valeurs dans )(P Ω=Λ , et dont la loi est
donnée par )()(1)(
11111 ][ ssuxs
xquMtp
ss ∈
∝ , et
)()(11)( ][][ −−
−−
− ∈∈∝ ssssuxuxss
xxquuMttp
ssss
. Lorsque
),( 1 ss AAM −  ne chargent que les singletons et{ }{ } ),(),( ssss xxpxxM −− =  l’AMT ),,( YUXT =  donne la
l’AMCouple ),( YXT = .
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Simulations
Nous présentons dans ce paragraphe des résultats
originaux montrant l’intérêt de la fusion DS dans le cadre de
la segmentation non supervisée des CMC-BI. Soit ),( YX  une
CMC-BI vérifiant (1), avec { }21 ,ωω=Ω  et 1000=n . La
chaîne de Markov )...,,( 1 nXXX =  est non stationnaire dans
le sens suivant. Considérons deux matrices de transition



=
98.002.0
02.098.0
1M , 


=
5.05.0
5.05.0
2M , et posons, pour
...,2,1=s , )...,,( 2)1(1)1( issisii XXXX +−+−= . La chaîne
)...,,( 1 nXXX =  vérifie alors : (i) la loi de 1X  est )5.0,5.0( ,
(ii) 1M  est la matrice de transition dans ...,, 31 XX , et (iii)
2M  est la matrice de transition dans ...,,
42 XX ,  . On simule
xX =  et yY =  en utilisant (1), avec )( 1ω=ii xyp
gaussienne de moyenne 1 et variance 1, et 2( ω=ii xyp
gaussienne de moyenne 3 et variance 1. La réalisation xX =
est alors estimée par la méthode bayésienne MPM de trois
manières différentes :
1. La première segmentation est obtenue à partir des vrais
paramètres. C’est un résultat de référence de par son
optimalité ; le taux d’erreur, qui est minimal, est noté minτ .
2. La deuxième segmentation est obtenue à partir des
paramètres estimés par l’algorithme «  Expectation-
Maximization » (EM), en supposant la chaîne stationnaire. Le
taux d’erreur est noté EMMPM −τ .
3. La troisième segmentation est obtenue à partir de la fusion
de DS, en utilisant une fonction de masse M , dont la
définition est donnée ci-après, à la place de la loi a priori de
X . Le taux d’erreur est noté DSMPM −τ .
La fonction de masse M  est une CME stationnaire définie
par ),( 21 AAM  (qui définit )( 1AM  et les )( 1 ii AAM + ), avec
les iA  dans { }{ }{ }{ }2121 ,,, ωωωω ). Les ),( 21 AAM  sont
définies à partir des probabilités ),( 21 jiij xxpc ωω === ,
2,1, =ji  (ces dernières étant estimées par EM et servant dans
la segmentation 2.), en introduisant un paramètre ε  et en
procédant comme indiqué dans le tableau 1. Ensuite, la
segmentation MPM est obtenue en utilisant la CMT qM ⊕
en suivant la procédure décrite dans [13].
TAB. 1 : Définition de ),( 21 AAM  à partir des
),( 21 jiij xxpc ωω === , 2,1, =ji , estimés par EM.
{ }1ω { }2ω { }21 ,ωω
{ }1ω )1(11 ε−c )1(12 ε−c 5/ε
{ }2ω )1(21 ε−c )1(22 ε−c 5/ε
{ }21 ,ωω 5/ε 5/ε 5/ε
TAB. 2 : Les résultats des taux d’erreurs des trois
segmentations obtenues pour différentes non stationnarités
(définies par s ). Les taux indiqués sont obtenus pour ε
optimal optε  indiqué dans la dernière colonne.
s
minτ EMMPM −τ DSMPM −τ optε
1 12.33 13.46 13.46 0
10 10.26 15.32 12.67 0.29
20 10.09 17.94 13.26 0.44
50 9.71 21.03 13.99 0.54
100 9.88 21.64 14.34 0.58
500 9.68 23.11 14.84 0.61
Selon les résultats présentés dans le tableau 2 – et d’autres
résultats analogues obtenus par ailleurs – nous pouvons
affirmer que l’utilisation de la théorie de l’évidence de
Dempster-Shafer permet d’améliorer la segmentation non
supervisée des CMC-BI dans le cas de leur non stationnarité.
La segmentation non supervisée d’images constitue une
des applications possibles des CMC-BI. L’ensemble bi-
dimensionnel des pixels est transformé en un ensemble mono-
dimensionnel via le parcours de Hilbert-Peano, ensuite le
processus à temps discret obtenu est traité comme une CMC
[6]. Bien entendu, le processus ainsi obtenu n’est pas
nécessairement une CMC-BI; de plus, il est généralement non
stationnaire. Il est alors intéressant de tester l’apport éventuel
de la méthode utilisant la fusion DS par rapport à la méthode
classique. L’exemple présenté sur la Figure 1 montre
l’existence des situations dans lequelles cet apport est
significatif.
Image réelle Image bruitée
Segmentation non supervisée
EM-MPM
Segmentation non supervisée
EM-MPM-DS
FIG. 1. : Image réelle, image bruitée par deux gaussiennes de
variance commune égale à 1, et de moyennes 0, 2, résultat de
la segmentation par MPM utilisant les paramètres estimés par
EM, et résultat obtenu en utilisant la fusion DS.
5. Conclusions
Une des applications de la théorie de l’évidence consiste en
introduction des fonctions de masse dans des modèles
probabilistes lorsque ces derniers ne sont pas connus avec
suffisamment de précision. Une telle situation se produit
lorsque la loi a priori d’une CMC n’est pas stationnaire  ; en
effet, une telle loi peut être difficile à estimer avec précision.
Les chaînes de Markov triplet permettent alors de traiter de
telles situations et les premiers résultats, présentés dans
l’article, semblent encourageant. Par ailleurs, nous avons
précisé comment étendre la démarche aux chaînes et arbres de
Markov couple, modèles strictement plus généraux que les
chaînes et arbres de Markov cachés.
L’extension aux réseaux bayésiens [2, 17] constitue une
perspective naturelle pour la poursuite du travail présenté.
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