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Introduzione
Mercurio è il pianeta più interno del Sistema Solare, il più vicino alla nostra
stella. Già noto agli antichi Egizi, rimane ancora in gran parte inesplorato:
la sua vicinanza al Sole lo rende infatti un difficile bersaglio sia per le osser-
vazioni da terra sia per le missioni spaziali.
La massima elongazione di Mercurio dalla Terra è 28°, e ciò lo rende visibile
solo per due ore prima dell’alba o dopo il tramonto, perciò le osservazioni
da Terra sono rese difficoltose dal cielo stesso. Inoltre, i telescopi ottici in
orbita attorno alla Terra (come il telescopio spaziale Hubble) generalmente
non possono osservare Mercurio, a causa del rischio che si corre puntando
questi strumenti così vicino al Sole. D’altra parte, anche mettere un veicolo
spaziale in orbita attorno a Mercurio non è un compito banale, a causa del
forte potenziale gravitazionale del Sole; in più, l’irradiazione solare è circa 10
volte più grande a Mercurio e il flusso di calore è molto elevato, e ciò pone
enormi vincoli termici su qualsiasi orbiter (lo spacecraft dovrà sopportare
temperature superiori ai 350 °C in orbita attorno a Mercurio).
BepiColombo è una missione dell’agenzia spaziale europea ESA per l’e-
splorazione di Mercurio. Per le motivazioni sopra esposte, gli scienziati eu-
ropei hanno identificato la missione come uno dei progetti più impegnativi
mai realizzati. La grande opportunità offerta da BepiColombo risiede anche
nel fatto che essa realizzerà un esperimento di Radio Scienza comprensivo di
tre esperimenti: uno di gravimetria, uno di relatività e uno sulla rotazione
di Mercurio, processando i soliti dati, ossia il range e il range rate misurati
con elevata accuratezza da Terra, le letture dall’accelerometro a bordo e le
immagini provenienti dalle più accurate fotocamere. I livelli di accuratezza
per la missione sono molto elevati, ' 10 cm per il range e ' 2 µm/s per il
range–rate. Tali accuratezze richiedono una modellizzazione molto accurata
del problema, nella quale necessariamente si deve tener conto degli effetti
relativistici, tanto più evidenti quanto più si è vicini al Sole.
Entrando nel merito del lavoro di tesi, ci siamo occupati proprio dell’e-
sperimento di relatività di BepiColombo, mostrando come viene costruito il
modello matematico per la missione e analizzando le correzioni relativisti-
che necessarie rispetto al modello newtoniano e fino a che ordine esse vadano
considerate, data l’elevata precisione dell’esperimento. Il problema viene mo-
dellizzato con formulazione lagrangiana: gli effetti post–newtoniani al primo
ordine PN nei piccoli parametri v
2
i
c2
e Gmi
c2rik
sono espressi dalla lagrangiana
L = LNEW + LGR0 +
(
β − 1
2
)
Lβ + γLγ ,
dove LNEW è la lagrangiana newtoniana, gli altri termini sono lagrangiane
relativistiche definite nel lavoro, e β e γ sono parametri entrambi uguali a
1 nella relatività generale. Nella lagrangiana vengono introdotti parametri
che hanno un valore fisso nella teoria di Einstein (come β e γ) per poi fittare
il loro valore durante il processo di determinazione orbitale, assieme alle
condizioni iniziali. Anche gli ulteriori test per le possibili violazioni della
relatività generale discussi nella tesi si basano tutti su questo principio.
Questa parte viene affrontata nel capitolo 3.
Il modello viene poi sviluppato grazie al metodo multicarta, secondo cui
si deve scegliere un sistema di riferimento locale ogni volta che si studiano
fenomeni in prossimità di un corpo celeste. Viene quindi analizzato il delica-
to problema delle trasformazioni quadridimensionali tra questi riferimenti e
vengono scritte tali trasformazioni all’ordine necessario per la missione. Que-
st’ultimo problema in particolare presenta non poche difficoltà: ad esempio,
la trasformazione tra le due scale temporali TDB e TT utilizzata inizialmen-
te non prevedeva termini che tenessero di conto della posizione geocentrica
della stazione, termini che poi invece si sono rivelati necessari.
Il problema dei tempi non coinvolge solo le trasformazioni tra riferimenti,
ma anche il calcolo del tempo–luce con opportune correzioni relativistiche.
In questo caso, ad esempio, viene fatto vedere che è necessario utilizzare nel
modello anche i termini del secondo ordine (ma non quelli di ordine 1.5). La
questione dei riferimenti e delle trasformazioni è affrontata nel capitolo 4.
Nel capitolo 5 abbiamo illustrato le tecniche di determinazione orbitale
per la missione, in particolare il metodo multiarco vincolato, sviluppato per
tener conto degli effetti orbitali dovuti alle manovre di desaturazione. Inoltre
vengono presentati e analizzati i risultati delle ultime simulazioni.
Infine abbiamo l’appendice A, dedicata allo studio delle equazioni di
moto per il baricentro del sistema Terra–Luna utilizzate nel modello e ad
una possibile loro modifica per migliorare le effemeridi del baricentro in
questione, problema ancora in fase di studio in quanto c’è una discrepanza
con le effemeridi fornite dal Jet Propulsion Laboratory.
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Capitolo1
Determinazione orbitale
1.1 Posizione del problema
I due elementi essenziali di un problema di determinazione orbitale sono le
orbite e le osservazioni. Iniziamo con alcune definizioni che descriveranno
formalmente tali due concetti.
Definizione 1.1. Sia f : Rp×R×Rp′ → Rp una funzione con qualche requi-
sito di regolarità. L’equazione di moto è un sistema di equazioni differenziali
ordinarie
dy
dt
= f(y, t,µ),
dove y è il vettore di stato, t il tempo e µ i parametri dinamici. Se t0 è
l’istante iniziale allora y0 = y(t0) è il vettore delle condizioni iniziali.
Quello che ci interessa è risolvere il problema di Cauchy formato dal pre-
cedente sistema di equazioni differenziali una volta assegnate le condizioni
iniziali.
Definizione 1.2. Un’orbita è una soluzione dell’equazione di moto con
assegnate condizioni iniziali y0.
L’insieme di tutte le orbite è la soluzione generale y = y(t,y0,µ), detta
anche flusso integrale quando è considerata come mappa dalle condizioni
iniziali (e dai parametri dinamici) allo stato corrente al tempo t, e denotata
in tal caso con
y(t) = Φtt0(y0,µ).
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Definizione 1.3. Sia ν ∈ Rp′′ un vettore di parametri cinematici. La
funzione di osservazione è una funzione R(y, t,ν). La funzione predizione è
la composizione della funzione di osservazione con il flusso integrale, ossia
r(t; t0,y0,µ,ν) = R
(
Φtt0(y0,µ), t,ν
)
.
La funzione predizione ha come variabile il tempo t e dipende anche dai
parametri t0, y0, µ e ν; per sottolineare la dipendenza dalla variabile tem-
porale scriveremo d’ora in avanti r = r(t), sottintendendo la dipenden-
za dai parametri. La funzione r(t) è utilizzata per predire il risultato di
un’osservazione.
Esempio 1.4. Se vogliamo stimare la distanza tra uno spacecraft e un’an-
tenna posta sulla superficie terrestre (chiamata range), la funzione R sarà
un’espressione adeguata della distanza tra due punti.
Se poi abbiamo osservazioni r1, . . . , rm compiute a dei tempi t1, . . . , tm,
in generale la differenza tra ri e la corrispondente predizione r(ti) è non nulla.
Tale differenza assume un ruolo fondamentale:
Definizione 1.5. Il residuo al tempo ti è definito da
ξi = ri − r(ti).
Indichiamo con ξ = (ξi)i=1, ...,m ∈ Rm il vettore dei residui.
Il vettore dei residui è funzione delle condizioni iniziali y0, dei parametri
dinamici µ e di quelli cinematici ν, ossia ξi = ξi(y0,µ,ν).
È bene sottolineare che il processo di determinazione orbitale non si usa
soltanto per calcolare l’orbita di un qualche corpo celeste osservato, ma
anche per stimare parte dei parametri che compaiono nelle equazioni, sia-
no essi parametri dinamici o cinematici. Dunque i parametri del vetto-
re (y0,µ,ν) ∈ Rp+p′+p′′ vanno suddivisi in due sottoinsiemi: i parame-
tri che dovranno essere determinati (ossia i parametri che dovranno essere
adattati alle osservazioni) e i restanti parametri, fissati ad un certo valore
(generalmente noto a priori) e trattati come costanti.
Definizione 1.6. Indichiamo con x ∈ RN il vettore dei parametri da deter-
minare, i fit parameters, mentre con k ∈ Rp+p′+p′′−N il vettore dei restanti
parametri, i consider parameters.
Lo strumento base della teoria classica della determinazione orbitale è
stato introdotto da Gauss, e consiste nell’introduzione di una funzione di-
pendente dal vettore x, la cui minimizzazione fornisce la soluzione. Tale
funzione non è scelta in modo arbitrario, ma deve soddisfare particolari
condizioni di regolarità e convessità:
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Definizione 1.7. La funzione obiettivo è
Q(x) = 1
m
ξT ξ =
1
m
m∑
i=1
ξ2i .
Introducendo la dipendenza dei residui dai parametri x abbiamo la funzione
Q(x) = Q(ξ(x)).
Con questa notazione possiamo enunciare il cosiddetto principio del mi-
nimo, il quale afferma che viene presa come soluzione nominale il punto x∗
dove la funzione obiettivo Q(x) assume il suo valore minimo Q∗. Quando la
funzione obiettivo Q(x) è la somma di quadrati che abbiamo definito sopra,
il principio del minimo è chiamato principio dei minimi quadrati.
1.2 Minimi quadrati
1.2.1 Minimi quadrati lineari
Supponiamo che il modello sia descritto da una funzione incognita del tempo
f(t) e che essa si possa esprimere come combinazione lineare di N funzioni
base fk, ossia
f(t) =
N∑
k=1
xkfk(t).
I coefficienti xk di questa combinazione lineare saranno i parametri da de-
terminare. Le osservazioni saranno m ≥ N coppie (ti, λi); introduciamo i
vettori x = (xk) ∈ RN e t = (ti) ∈ Rm, λ = (λi) ∈ Rm. Date le osservazioni
i residui sono
ξi(x) = λi − f(ti) = λi −
N∑
k=1
xkfk(ti),
e la funzione obiettivo è proporzionale alla somma dei quadrati dei residui:
Q(x) =
1
m
m∑
i=1
{
λi −
N∑
k=1
xkfk(ti)
}2
.
Definizione 1.8. La matrice disegno è la matrice B = ∂ξ∂x(x).
Nel nostro problema la matrice disegno è B = (bik) ∈ Mm×N , con bik =
−fk(ti). In questo modo possiamo scrivere la funzione obiettivo in forma
matriciale:
Q(x) =
1
m
(λ+Bx)T (λ+Bx) =
1
m
(λTλ+ 2λTBx + xTBTBx).
6 Capitolo 1. Determinazione orbitale
Secondo il principio del minimo, la soluzione nominale è la soluzione del
sistema lineare
m
∂Q
∂x
= 2(λTB + xTBTB) = 0.
Definizione 1.9. La matrice C = BTB è detta matrice normale. Se
definiamo D = −BTλ l’equazione precedente diventa
Cx = D,
ed è chiamata equazione normale. Se C ha rango massimo, la sua inversa
Γ = C−1 è detta matrice di covarianza.
Nel caso in cui la matrice normale C è di rango massimo l’equazione normale
fornisce la soluzione nominale
x∗ = −ΓD.
1.2.2 Minimi quadrati non lineari
In generale, la funzione da determinare non sarà data da un modello lineare e
i residui non saranno funzioni lineari dei parametri da determinare. Dunque
anche la funzione obiettivo Q(x) non sarà una forma quadratica, ma la
supporremo differenziabile nei parametri da determinare.
Si possono ancora definire la matrice disegno B e la matrice a tre indici delle
derivate seconde dei residui:
B =
∂ξ
∂x
, H =
∂2ξ
∂x2
∈Mm×N×N .
Anche stavolta si cerca un minimo della funzione obiettivo, e dunque cer-
chiamo i punti stazionari di Q(x) mediante le equazioni
∂Q
∂x
=
2
m
λTB = 0. (1.1)
Vediamo come calcolare la matrice disegno, ovvero la matrice delle derivate
dei residui. Si ha
∂ξi
∂xk
= − ∂r
∂xk
= −∂R
∂y
(Φtit0(x,µ), ti,ν)
∂Φtit0
∂xk
(x,µ)− ∂R
∂xk
,
dove il primo termine è rilevante se xk è una componente del vettore (y0,µ),
il secondo se xk è una componente di ν. Il termine con la derivata del flusso
si può ricavare dall’equazione alle variazioni, come mostrato in (Milani e
Gronchi 2009, cap. 2 e 5). Stavolta, a differenza del caso lineare, le equazioni
precedenti sono un sistema di equazioni non lineari, che potrebbe non avere
soluzioni o anche averne più di una. Per risolverle si utilizzano procedure
iterative.
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1.2.3 Metodi numerici per la risoluzione del problema
Un primo modo di risolvere il sistema (1.1) è il metodo di Newton, che
definisce una sequenza (xk) tale che
xk+1 = xk −
[
∂2Q
∂x2
(xk)
]−1
∂Q
∂x
= xk − (BTB + ξTH)−1BT ξ,
con le matrici B e H calcolate in xk. La convergenza di questo metodo
dipende fortemente dalla scelta iniziale x0.
Il termine ξTH richiede un costo computazionale elevato: il calcolo della
matrice H è pesante, e ad ogni iterazione questa matrice va valutata nel-
l’ultimo elemento della sequenza. Questo è il motivo principale per cui al
posto del metodo di Newton viene utilizzata una sua variante, nella quale
viene trascurato proprio il termine ξTH. L’algoritmo che ne deriva si chiama
metodo delle correzioni differenziali ed è espresso dalla correzione
xk+1 = xk − (BTB)−1BT ξ = xk + C−1D,
con C eD valutati in xk. Ovviamente ogni passo delle correzioni differenziali
è possibile se la matrice C è invertibile: C è sempre definita positiva se B
ha rango N , ma nonostante ciò problemi di natura computazionale sorgono
ugualmente, dato che non si lavora in aritmetica esatta.1.
1.3 Ellissoidi di confidenza
In questa sezione studiamo come determinare l’incertezza della soluzione del
problema dei minimi quadrati, introducendo uno strumento molto semplice
per capire quanto la soluzione calcolata è buona, ossia quanto distante essa
è dalla soluzione nominale x∗.
Definizione 1.10. Sia Q(x) una funzione obiettivo di un problema ai mi-
nimi quadrati e sia Q∗ il suo valore di minimo. Per σ > 0, la regione di
confidenza a σ è data da
Z(σ) =
{
x ∈ RN | Q(x) ≤ Q∗ + σ
2
m
}
.
L’idea di questa definizione è quella di considerare accettabili gli x tali che
Q(x) è vicino al valore di minimo Q∗. Approssimiamo adesso questa regione
con una di natura più semplice.
1vedi (Milani e Gronchi 2009, pag. 64–66)
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Definizione 1.11. La penalità in x ∈ RN è definita da
∆Q(x) = Q(x)−Q∗.
Espandiamo la penalità attorno alla soluzione nominale x∗: si ottiene
∆Q(x) =
∂Q
∂x
(x∗)T (x− x∗) + (x− x∗)T · ∂
2Q
∂x2
(x∗)(x− x∗) +O (|x− x∗|3) =
=
1
m
(x− x∗)TC(x− x∗) +O (|x− x∗|3)+O (|ξ|)O (|x− x∗|2) '
' 1
m
(x− x∗)TC(x− x∗).
Grazie a questa espansione, la regione di confidenza può essere approssimata
con l’ellissoide di confidenza:
Definizione 1.12. L’ellissoide di confidenza a σ > 0 è la regione definita
da
ZL(σ) =
{
x ∈ RN | (x− x∗)C(x− x∗) ≤ σ2} .
La regione appena definita è realmente l’interno di un ellissoide (N − 1)–
dimensionale se e solo se C è definita positiva.
Per studiare l’incertezza sui parametri si utilizzano gli ellissoidi di con-
fidenza. Per fare questo, decomponiamo il vettore x lungo due sottospazi
ortogonali di RN : avremo
x =
(
g
h
)
.
Questa decomposizione coinvolgerà dunque la matrice disegno B e di conse-
guenza anche la matrice normale e la matrice di covarianza (se esiste):
C =
(
Cgg Cgh
Chg Chh
)
e Γ =
(
Γgg Γgh
Γhg Γhh
)
.
In questo modo la decomposizione della penalità si può scrivere come
m∆Q(x) ' (g − g∗)TCgg(g − g∗) + 2(g − g∗)TCgh(h− h∗)+
+ (h− h∗)TChh(h− h∗).
L’incertezza sulla componente g della soluzione può essere interpretata in
tre modi diversi a seconda del ruolo di h.
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1.3.1 Ellissoidi condizionali per valori nominali
Quando h è fissato al valore nominale h∗ abbiamo che
m∆Q(x) ' (g − g∗)TCgg(g − g∗).
La forma quadratica a secondo membro definisce un’ellissoide nello spazio
dei parametri g, di centro g∗; la matrice che definisce questo ellissoide è
Cgg, ossia la restrizione della matrice C allo spazio dei parametri g. Tale
ellissoide è noto come ellissoide condizionale di confidenza per g con h = h∗.
Geometricamente, l’ellissoide condizionale di confidenza corrisponde all’in-
tersezione tra l’ellissoide di confidenza con il sottospazio affine di RN paral-
lelo allo spazio dei parametri g e passante per h∗, come la figura seguente
(in due dimensioni) mostra.
g
h
ZL(σ)
x∗•h∗
g∗
Figura 1.1. Ellissoide condizionale di confidenza per g con h = h∗.
Osservazione 1.13. Attenzione che la matrice di covarianza C−1gg per questo
ellissoide non è uguale alla corrispondente restrizione Γgg, escluso il caso in
cui le correlazioni con h siano nulle.
1.3.2 Ellissoidi marginali
Studiamo adesso l’incertezza sui parametri g per ogni valore assumibile dai
parametri h. Geometricamente stiamo proiettando tutto l’ellissoide di con-
fidenza sullo spazio dei parametri g. Eseguendo gli opportuni calcoli (tutti
descritti in (Milani e Gronchi 2009, pag. 70–71)) si conclude che
m∆Q(x) ' (g − g∗)TCgg(g − g∗),
dove Cgg = Cgg − CghC−1hhChg. L’ellissoide definito dalla precedente disu-
guaglianza si dice ellissoide marginale per g per arbitrari h.
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h
ZL(σ)
h∗
g∗
x∗•
Figura 1.2. Ellissoide marginale per g con arbitrari h.
Si può mostrare che se le matrici Cgg e Chh sono invertibili (ma non è
richiesto che Cgg lo sia), allora
(Cgg)−1 = Γgg.
Questo fatto ha un’interpretazione probabilistica in termini di densità mar-
ginali di probabilità. Quello che si deve ricordare è che per gli ellissoidi
marginali la matrice di covarianza per la variabile g si ottiene per restri-
zione della matrice di covarianza Γ al sottospazio dei parametri g. A quel
punto la matrice che definisce l’ellissoide marginale è Cgg = Γ−1gg .2
1.3.3 Ellissoidi condizionali per valori non nominali
L’ultimo caso che ci rimane da trattare è il caso in cui h è costante e fissato
ad un valore non nominale h0 6= h∗. In questo caso, omettendo alcuni
passaggi algebrici, otteniamo che la penalità è
m∆Q(x) ' (g − g0)TCgg(g − g0) + (h0 − h∗)TChh(h0 − h∗).
Questo mostra che l’ellissoide di confidenza stavolta non è più centrato in
x∗, ed in generale è più piccolo dell’ellissoide condizionale che si ottiene per
valori nominali. Geometricamente, l’ellissoide condizionale di confidenza
corrisponde all’intersezione tra l’ellissoide di confidenza con il sottospazio
affine di RN parallelo allo spazio dei parametri g e passante per h0.
2mentre per gli ellissoidi condizionali per valori nominali, è la matrice normale ad
essere ristretta e la matrice di covarianza ad essere ottenuta per inversione.
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Figura 1.3. Ellissoide di confidenza per valori non nominali.
1.4 Deficienza di rango
La risoluzione di un problema di determinazione orbitale avviene per via
numerica, e questo crea alcuni problemi di natura computazionale dei quali
bisogna tener conto. Se la matrice normale C è invertibile (ossia quando la
matrice disegno B ha rango massimo) l’equazione normale ha una soluzione
che può essere calcolata.3 Se C non è invertibile, ossia quando la matrice B
non ha rango massimo, la soluzione nominale non è ben definita e dunque si
devono utilizzare strade diverse. In questa sezione daremo una formulazione
matematica della deficienza di rango e daremo alcune tecniche per risolverla
o evitarla.
1.4.1 Deficienza di rango completa
Definizione 1.14. Un problema di determinazione orbitale ha una deficien-
za di rango di ordine d se rkC = N − d.
Se rkC = N − d anche la matrice disegno B ha lo stesso rango. Questo
significa che esiste un sottospazio V ⊆ RN di dimensione d tale che per ogni
v ∈ V si ha Bv = 0. Così per ogni s ∈ R, v ∈ V e x ∈ RN abbiamo
ξ(x + sv) = ξ(x) + s
∂ξ
∂x
(x)v +O (s2) = ξ(x) +O (s2) . (1.2)
La relazione precedente può essere interpretata in questo modo: qualche
combinazione lineare dei parametri da determinare lascia invariati i resi-
dui, e dunque tali parametri non possono essere vincolati dal processo di
minimizzazione ai minimi quadrati.
3con attenzione al numero di condizionamento di C.
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Un modo per individuare deficienze di rango consiste nel trovare delle
simmetrie nel problema di determinazione orbitale.
Definizione 1.15. Sia G un gruppo di trasformazioni di RN . Diremo che
G è un gruppo di simmetrie esatte se per ogni g ∈ G
ξ(g · x) = ξ(x).
Abbiamo il seguente risultato, la cui dimostrazione può essere trovata in
(Milani e Gronchi 2009, cap. 6):
Teorema 1.16. Se G è un gruppo ad un parametro di simmetrie esatte
di un problema di determinazione orbitale, e la seguente condizione di non
isotropia vale,
∀x ∈ RN g · x = x⇒ g = id,
allora esiste una deficienza di rango di ordine d ≥ 1.
Se c’è una deficienza di rango, dalla relazione (1.2) abbiamo che il gruppo
di traslazioni
x 7→ x + sv
è tale che i residui cambiano di quantità O (s2) e dunque danno una “sim-
metria al primo ordine”. Ci possiamo chiedere se c’è una simmetria esatta
definita da un gruppo a un parametro che non sia un gruppo di traslazioni.
Sotto ipotesi più restrittive questo può essere garantito e dunque il viceversa
del teorema 1.16 è valido. Possiamo quindi concludere che le deficienze di
rango e le simmetrie sono collegate e cercare le une è equivalente a cercare
per le altre.
1.4.2 Risolvere il problema della deficienza di rango
L’unica soluzione in caso di deficienza di rango è cambiare il problema: o si
provano a determinare meno parametri di quanti ne sono stati scelti con il
vettore x o si devono utilizzare più osservazioni. Vedremo qui due possibili
soluzioni al problema.
La prima soluzione prende il nome di descoping. Tale metodo consiste nel
selezionare d parametri da eliminare dalla lista dei parametri da determinare
x in modo che le matrici C e B rimangano di rango N − d. Tali parametri
vengono spostati tra i parametri k assegnando loro dei valori fissati, che sono
arbitrari a meno che qualche informazione a priori non sia disponibile. A
questo punto i parametri da determinare sono N − d e le due matrici C e
B, avendo rango N − d, hanno rango massimo e dunque il problema della
deficienza di rango è stato risolto.
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La seconda soluzione utilizza le osservazioni a priori : valori a priori dei
parametri cinematici o dinamici possono provenire da missioni passate, men-
tre valori a priori per le condizioni iniziali y0 corrispondono a conoscere in
anticipo alcune caratteristiche dell’orbita.
Assumiamo di avere qualche ulteriore informazione su tutti o alcuni dei
parametri x; quello che si fa è aggiungerle alle osservazioni pesandole op-
portunamente. Se xP ∈ RN è un insieme di valori fissati per i parametri
x1, . . . , xN , ognuno con peso 1/σi, possiamo definire la matrice
CP = diag(σ
−2
1 , . . . , σ
−2
N )
e scrivere l’equazione normale a priori CPx = CPxP . Questa equazione
corrisponde ad una funzione obiettivo a priori, che è
QP =
1
m+N
(x− xP )TCP (x− xP ),
che aggiungiamo all’originale funzione obiettivo:
Qtot =
m
m+N
Q+
N
m+N
QP .
L’equazione normale completa, ottenuta cancellando i termini di ordine
superiore, è
(CP +B
TB)(xk+1 − xk) = −BT ξ + CP (xP − xk).
I valori σ2i rappresentano le varianze delle osservazioni a priori. Se queste
sono sufficientemente piccole la matrice C = CP +BTB è di rango massimo
e la deficienza di rango è stata risolta.
1.4.3 Deficienza di rango approssimata
Le deficienze di rango esatte, come quelle viste nel precedente capitolo non
sono le uniche fonti di instabilità numerica. Dobbiamo considerare anche i
casi in cui la matrice normale è di rango massimo ma alcuni suoi autovalori
sono piccoli.
Definizione 1.17. Una deficienza di rango approssimata di ordine d ≥ 1
consiste nell’esistenza di un sottospazio V ⊆ RN di dimensione d e di una
costante ε con 0 < ε 1 tali che
v ∈ V, |v| = 1⇒ |Bv| ≤ ε.
Teorema 1.18. Siano 0 ≤ λ1 ≤ · · · ≤ λN gli autovalori della matrice
normale C. Se c’è una deficienza di rango approssimata di ordine d, allora
λ1, . . . , λd ≤ ε2.
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In presenza di deficienza di rango approssimata di ordine d, l’ellissoide di
confidenza ZL(1) ha d semiassi più lunghi di 1/ε. Anche il viceversa è vero:
se ci sono d semiassi più lunghi di 1/ε allora il sottospazio generato da questi
vettori soddisfa la definizione di deficienza di rango approssimata di ordine
d.
Come abbiamo visto per le deficienze di rango esatte, la presenza di una
deficienza di rango approssimata corrisponde alla presenza di una simmetria
approssimata.
Definizione 1.19. Sia G un gruppo di trasformazioni di RN . Diciamo che
G è un gruppo di simmetrie approssimate se per ogni g ∈ G
ξ(g · x) = ξ(x) + εa +O (ε2) ,
per qualche a ∈ Rm con |a| = 1.
L’analogo del teorema 1.16 è il seguente:
Teorema 1.20. Se G è un gruppo ad un parametro di simmetrie appros-
simate di un problema di determinazione orbitale e la condizione di non
isotropia vale, allora esiste una deficienza di rango approssimata di ordine
d ≥ 1.
Quindi, quando vogliamo informazioni sulla degenerazione della matrice
normale, dobbiamo cercare simmetrie approssimate.
Capitolo2
La missione BepiColombo
BepiColombo è una missione dell’agenzia spaziale europea ESA, in collabora-
zione con l’agenzia spaziale giapponese JAXA (Japan Aerospace Exploration
Agency) per l’esplorazione di Mercurio, il pianeta più vicino al Sole. La mis-
sione è stata intitolata al brillante matematico e ingegnere italiano Giuseppe
(Bepi) Colombo (1920–1984), che nella sua vita ha dato molti contributi al-
l’esplorazione planetaria, alla meccanica celeste, e allo sviluppo di un nuovo
concetto di volo spaziale.1
Gli scienziati europei hanno identificato la missione come uno dei progetti
più impegnativi mai realizzati, perché la vicinanza di Mercurio al Sole rende
difficile per un veicolo spaziale raggiungerlo e sopravvivere in quell’ambiente
ostile. Infatti Mercurio è un pianeta poco esplorato, tant’è che finora solo
due veicoli spaziali lo hanno visitato: il Mariner 10 della NASA (1974–75),
che ha restituito le prime immagini ravvicinate del pianeta, e MESSENGER
della NASA, che ha eseguito tre passaggi ravvicinati (due nel 2008 e uno nel
2009) prima di entrare in orbita attorno al pianeta nel marzo 2011.
2.1 Due spacecrafts
Le osservazioni scientifiche saranno eseguite avvalendosi di un complesso
insieme di strumenti, ospitati su due diversi satelliti, uno dei quali, ilMercury
Planetary Orbiter (MPO) sarà fornito dall’ESA, mentre l’altro, il Mercury
Magnetospheric Orbiter (MMO) sarà fornito dalla JAXA. La sonda MPO
1tra le altre cose egli è noto per la scoperta, nel 1966, del fatto che Mercurio e il Sole
sono in risonanza spin–orbita 3:2. Questo vuol dire che in buona approssimazione il tempo
in cui Mercurio compie due rivoluzioni intorno al Sole è uguale al tempo in cui Mercurio
compie tre rotazioni attorno al proprio asse.
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studierà la superficie e la composizione interna del pianeta, mentre l’MMO
studierà la magnetosfera di Mercurio, cioè la regione di spazio intorno al
pianeta che è influenzata dal suo campo magnetico.
Figura 2.1. Rappresentazione dei due spacecraft della missione BepiColombo: a
sinistra l’MPO e a destra l’MMO.
Per il lancio e il viaggio a Mercurio l’MPO e l’MMO saranno caricati
come parte del Mercury Composite Spacecraft (MCS). L’MCS comprende-
rà, oltre ai due spacecrafts, il Mercury Trasfer Module (MTM), che fornirà
propulsione solare–elettrica e tutti i servizi non necessari in orbita (pertanto
questo modulo verrà sganciato dalla navicella poco prima dell’inserimento
in orbita attorno a Mercurio), e l’MMO Sunshield and Interface Structu-
re (MOSIF), che provvederà alla protezione termica e fornirà le interfacce
elettriche e meccaniche per l’MMO. Quando si avvicinerà a Mercurio, la
navicella verrà inserita in un’orbita polare, l’MMO sarà rilasciato nella sua
orbita operativa, ed allora il MOSIF si separerà e il sistema di propulsione
chimica porterà l’MPO sulla sua orbita più bassa.
La missione presenta enormi, ma emozionanti sfide. Tutte le precedenti
missioni interplanetarie dell’ESA sono state effettuate a parti relativamente
fredde del Sistema Solare; BepiColombo sarà la prima missione dell’ESA
ad inviare una navicella spaziale in una regione ancora più calda di quella
attorno a Venere (con temperature superiori ai 350 °C, da sopportare durante
tutta la durata della missione attorno a Mercurio).
Anche il viaggio verso Mercurio avrà caratteristiche particolari: lasciando
la Terra, infatti, la sonda dovrà decelerare contro l’attrazione gravitazionale
del Sole, che progressivamente aumenterà quando ci si avvicina ad esso; ciò
è proprio l’opposto di quanto generalmente accade alle sonde in missione
verso il Sistema Solare esterno.
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2.2 Obiettivi scientifici
La motivazione fondamentale che ha spinto la comunità scientifica ad affron-
tare le difficoltà connesse allo sviluppo e all’utilizzo di una strumentazione
atta ad operare nell’ambiente ostile presente attorno a Mercurio, è da ri-
cercarsi nell’alto valore degli obiettivi scientifici prefissati, non raggiungibili
con sole osservazioni da Terra. Il tracking interplanetario per l’esperimen-
to di Radio Scienza è effettuato da un radio–sistema a due frequenze, con
transponder sia per la banda X che per la banda Ka. Con un 5–way link
tra la sonda e l’antenna a terra è possibile eliminare quasi completamente le
incertezze sulla velocità delle onde radio ed ottenere misure molto accurate:
' 10 cm per il range, ' 2 µm/s per il range–rate. (2.1)
L’opportunità offerta da questa missione risiede anche nel fatto che essa
riesce a combinare un esperimento di gravimetria (gravimetry experiment),
un esperimento di relatività (relativity experiment) e un esperimento sulla
rotazione di Mercurio (rotation experiment) processando i soliti dati, ossia
proprio il range e il range rate misurati con elevata accuratezza da Terra, le
letture dall’accelerometro a bordo dell’MPO e le immagini provenienti dalle
più accurate fotocamere.
I principali obiettivi scientifici della missione possono essere sintetizzati
allora nei seguenti punti:
• origine ed evoluzione di un pianeta prossimo alla sua stella;
• forma, struttura interna e composizione di Mercurio;
• dinamica interna e origine del suo campo magnetico;
• cause esogene ed endogene delle modificazioni superficiali (tettonica,
vulcanismo e formazione dei crateri);
• composizione, origine e dinamica dell’esosfera e dei depositi polari di
Mercurio;
• struttura e dinamica della magnetosfera di Mercurio;
• test della teoria della relatività generale di Einstein.
La complessità della missione, l’alto livello dei risultati scientifici attesi, e
conseguentemente l’alto costo sostenuto dalle agenzie finanziatrici (ESA,
JAXA e tutte le agenzie nazionali coinvolte) sono valse a BepiColombo lo
status di missione “cornerstone”.
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2.3 Fasi della missione
Riassumiamo in una tabella i principali eventi della missione, per poi dare
una descrizione più dettagliata delle varie fasi.
Data Evento
9 luglio 2016 Lancio
16 luglio 2018 Fly–by della Terra
22 settembre 2019 Primo fly–by di Venere
4 maggio 2020 Secondo fly–by di Venere
23 luglio 2020 Primo fly–by di Mercurio
14 aprile 2021 Secondo fly–by di Mercurio
6 luglio 2022 Terzo fly–by di Mercurio
29 dicembre 2022 Quarto fly–by di Mercurio
4 febbraio 2023 Quinto fly–by di Mercurio
1 gennaio 2024 Arrivo a Mercurio
1 aprile 2025 Fine della missione nominale
1 aprile 2026 Fine della missione estesa
2.3.1 Il lancio
Il lancio per BepiColombo è previsto nel luglio del 2016, a bordo di un Ariane
5, veicolo di lancio europeo situato nella Guyana francese. Le operazioni per
il lancio e la messa in orbita inizieranno circa sei ore prima del lancio con le
operazioni di pre–lancio. La fase di salita e di inserimento in orbita durerà
28 minuti e si concluderà con la separazione dell’MCS dal lanciatore. Dopo
la stabilizzazione dei veicoli spaziali, il centro operativo a terra prenderà il
loro controllo; questa fase si conclude il quarto giorno dopo il lancio, con
l’esecuzione di una manovra di correzione della traiettoria, se necessaria.
La fase operativa vicina alla Terra durerà circa tre mesi, durante la quale
saranno completate tutte le attività iniziali.
2.3.2 Il viaggio interplanetario
La fase interplanetaria comprende la messa in servizio del sistema di propul-
sione dell’MTM, le fasi di spinta elettrica e i fly–by planetari. La distanza
da Terra raggiungerà un massimo di 1.83 au e la distanza dal Sole un mas-
simo di 1.12 au e un minimo di 0.298 au durante questa fase. La durata del
viaggio sarà di 7.5 anni per la finestra di lancio nominale.
La navicella lascerà la Terra con una velocità d’eccesso iperbolico di 3.475
km/s. Dopo un anno si ha un ritorno verso la Terra per eseguire una mano-
vra di gravity–assist con la quale viene deflessa verso Venere. Due passaggi
2.3 Fasi della missione 19
consecutivi a Venere (in risonanza 1:1, cioè 225 giorni) ridurranno la distan-
za di perielio da Mercurio, senza quasi bisogno di spinta. Una sequenza di
cinque fly–by a Mercurio abbasserà la velocità relativa a 1.76 km/s. Quat-
tro archi di spinta finali riducono ulteriormente la velocità relativa, finché
Mercurio debolmente catturerà la navicella il 1 gennaio 2024, senza che sia
necessaria una manovra dedicata di inserimento in orbita.
2.3.3 La fase operativa a Mercurio
La fase di approccio a Mercurio inizia dopo che l’ultima manovra a propulsio-
ne elettrica è stata completata, circa due mesi prima della prima manovra di
inserimento nell’orbita di Mercurio. Durante questa fase, l’MTM si separerà
dall’MCS e ciò che ne rimane, l’MCS Approach Configuration (MCSA), si
sposterà nella sfera d’influenza di Mercurio e avrà bisogno solo di una piccola
manovra per esser catturato in un’orbita iniziale di circa 490×178000 km.
L’MPO eseguirà poi le manovre necessarie per abbassarsi all’orbita di mis-
sione dell’MMO, che sarà quindi separato con l’attitudine richiesta. L’MPO
con il MOSIF ancora attaccato, l’MCS Orbit configuration (MCSO), esegue
altre due manovre per l’allontanamento del pericentro e per l’avvicinamen-
to dell’apocentro, e quindi separa il MOSIF in una direzione di sicurezza.
L’MPO poi scende ulteriormente alla propria orbita di missione.
Figura 2.2. Rappresentazione schematica dell’orbita attorno a Mercurio dei due
spacecrafts. L’MPO è quello contraddistinto dall’orbita rossa, più interna, mentre
l’orbita gialla è quella dell’MMO.
20 Capitolo 2. La missione BepiColombo
Tutti i dati scientifici dell’MPO verranno memorizzati nella memoria di
massa della sonda e verranno scaricati da terra durante i passaggi giorna-
lieri con le stazioni a terra. Ogni sei mesi di Mercurio, circa ogni 44 giorni
terrestri, l’attitudine del veicolo spaziale dovrà essere invertita attorno alla
direzione nadir per mantenere il radiatore all’opposto del Sole. L’MMO co-
municherà invece con lo JAXA/ISAS Sagamihara Space Operations Center
tramite l’antenna di 64 metri dell’Usuda Deep Space Center (UDSC) a Na-
gano, in Giappone. Le operazioni nominali sono programmate per la durata
di un anno terrestre, con un’eventuale estensione di un anno.
Capitolo3
Modelli relativistici per il problema
degli n–corpi
3.1 Il problema degli n–corpi classico
Il problema degli (n + 1)–corpi è lo studio del moto di un sistema di n + 1
punti materiali soggetti soltanto alle loro mutue interazioni gravitazionali.
Siano P0, . . . , Pn i punti materiali, con masse rispettivamente m0, . . . , mn.
Denotiamo con ri e 9ri le loro posizioni e le loro velocità in un sistema di
riferimento inerziale, e sia
rij = rj − ri = −rji.
y
z
x
Pi
Pj
ri
rj
rij
Figura 3.1. Sistema di riferimento per il problema degli (n+ 1)–corpi.
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Le equazioni che definiscono il problema degli (n+1)–corpi sono dunque
mi:ri =
n∑
j=0
j 6=i
Gmimj
|rj − ri|3 (rj − ri) =
n∑
j=0
j 6=i
Gmimj
|rij |3 rij .
In realtà la massa mi che compare sia a destra che a sinistra nell’equa-
zione denota due tipi differenti di massa. La massa che compare a sinistra
è detta massa inerziale, ed è ciò che si oppone al moto del corpo quando
questo è soggetto ad una forza. La massa che compare a destra è invece la
massa gravitazionale (passiva), ossia è ciò che fa sì che un corpo risenta di
un campo gravitazionale. Il principio di equivalenza, che sta alla base della
teoria della relatività generale (RG) di Einstein, stabilisce che il rapporto tra
massa inerziale e massa gravitazionale di un corpo è costante. Tale costante
può essere assunta pari a 1 e dunque il principio di equivalenza afferma che
massa inerziale e massa gravitazionale di un corpo sono uguali.
Con questa assunzione le equazioni del problema degli (n+ 1)–corpi diven-
tano
:ri =
n∑
j=0
j 6=i
Gmj
|rj − ri|3 (rj − ri). (3.1)
3.1.1 Integrali primi del moto
Determiniamo per via diretta alcuni integrali primi del moto. Se sommiamo
le equazioni (3.1) si ottiene
n∑
i=0
mi:ri =
n∑
i=0
n∑
j=0
j 6=i
Gmimj
|rij |3 rij = 0,
avendo sfruttato l’antisimmetria di rij . Questa equazione ci dice che il centro
di massa dei corpi si muove di moto rettilineo uniforme, e quindi abbiamo
trovato sei integrali primi del moto: le tre componenti della posizione iniziale
del baricentro e le tre componenti della velocità del baricentro.
Osserviamo poi che
n∑
i=0
miri × :ri =
n∑
i=0
n∑
j=0
j 6=i
Gmimj
|rij |3 ri × rij = 0,
sfruttando qui che ri × rij = ri × rj e rj × rij = −ri × rj . Integrando
una volta la precedente equazione abbiamo l’integrale primo del momento
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angolare totale
c =
n∑
i=0
miri × 9ri.
La decima costante del moto è data dall’energia. Moltiplicando l’equa-
zione del problema degli (n+ 1)–corpi scalarmente per 9ri si ottiene
n∑
i=0
mi 9ri · :ri =
n∑
i,j=0
Gmimj
|rij |3 9ri · rij .
Integrando la relazione precedente si ha
1
2
n∑
i=0
mi| 9ri|2 − 1
2
n∑
i=0
n∑
j=0
j 6=i
Gmimj
|rij | = E.
I due addendi al primo membro sono denotati rispettivamente con T e V , e
sono l’energia cinetica e l’energia potenziale del sistema.
Ricapitolando, abbiamo dunque trovato dieci integrali primi del moto:
6 dati dal moto del centro di massa, 3 dati dal momento angolare totale
e 1 dato dall’energia meccanica totale. Poincaré ha dimostrato che non
esistono altri integrali primi del moto esprimibili come funzioni algebriche
delle posizioni e delle velocità dei corpi oltre ai dieci trovati.
3.1.2 Formulazione lagrangiana
Nel precedente paragrafo abbiamo introdotto l’energia cinetica e l’energia
potenziale:
T =
1
2
n∑
i=0
mi| 9ri|2 e V = −1
2
n∑
i,j=0
j 6=i
Gmimj
|rj − ri| .
La lagrangiana del sistema di (n+ 1)–punti materiali (in formulazione new-
toniana) è data dalla differenza tra energia cinetica ed energia potenziale,
ossia
LNEW = T − V = 1
2
n∑
i=0
mi| 9ri|2 +
∑
0≤i<j≤n
Gmimj
|rj − ri| .
In realtà, seguendo anche (Milani et al. 2010), quello che si fa è considerare
la lagrangiana precedente moltiplicata per G, così nella funzione di Lagrange
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appariranno solo le masse gravitazionali µi = Gmi. Con un piccolo abuso
di notazione definiamo dunque
LNEW =
1
2
n∑
i=0
µi| 9ri|2 +
∑
0≤i<j≤n
µiµj
|rj − ri| .
A questo punto è noto che le equazioni di moto di Newton sono equivalenti
alle equazioni di Lagrange:
d
dt
(
∂LNEW
∂ 9ri
)
− ∂LNEW
∂ri
= 0.
Il gruppo di diffeomorfismi a tre parametri delle traslazioni è il gruppo
di diffeomorfismi ϕh con h ∈ R3 definito da
ϕh(r1, . . . , rn) = (r1 + h, . . . , rn + h).
La lagrangiana LNEW è invariante rispetto a questo gruppo di trasforma-
zioni, e dunque il teorema di Noether ci fornisce l’integrale primo
∂L
∂ 9r
· ∂ϕh
∂h
∣∣∣∣
h=0
=
n∑
i=0
∂L
∂ 9ri
· h,
che è un integrale primo per ogni h. In particolare si ha come integrale
primo
n∑
i=0
∂L
∂ 9ri
=
n∑
i=0
µi 9ri = P,
ossia il momento lineare. Dunque il baricentro b del sistema di masse ha
moto definito da
b(t) =
1
M
n∑
i=0
µiri(t) =
1
M
Pt+ b(0),
conM =
∑n
i=0 µi. Questa simmetria nel problema implica che una determi-
nazione orbitale con osservazioni mutue ha una deficienza di rango di ordine
6, ovvero la matrice normale del fit ha un nucleo di dimensione 6. C’è una
sola soluzione a questo problema, ossia descoping : assumiamo che il centro
di massa sia fisso, per esempio b(t) = 0. In questo modo l’equazione di
moto del Sole è rimossa e la posizione del Sole s è ricavata dalla definizione
del centro di massa come
s = r0 = − 1
µ0
n∑
i=1
µiri.
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3.2 L’avvento della relatività generale
La teoria della relatività generale è una teoria della gravitazione, pubblicata
da Einstein a partire dal novembre 1915, e ad oggi considerata la teoria di
riferimento sulla gravitazione. La relatività generale segue di ben dieci anni
la pubblicazione della teoria della relatività ristretta: questo lungo intervallo
di tempo è dovuto alla grande difficoltà matematica riscontrata da Einstein
per dar corpo alla sua nuova visione dello spazio–tempo. Questo infatti è
visto come una varietà riemanniana quadridimensionale, la cui metrica e
la cui curvatura non sono fissate, bensì sono influenzate e modificate dalle
masse.
3.2.1 Dalla relatività ristretta alla relatività generale
Finché la teoria fisica di riferimento era la teoria di Newton i concetti di
spazio e tempo erano assoluti, le leggi del moto erano le leggi della dinamica
di Newton ed erano invarianti rispetto alle trasformazioni di Galileo; inoltre
la teoria che spiegava le interazioni gravitazionali era la gravitazione univer-
sale.
Le equazioni di Maxwell dell’elettromagnetismo hanno come conseguenza
che il campo elettromagnetico si propaga nello spazio vuoto ad una velocità
finita e costante. Questo è apertamente in contrasto con la teoria di Newton,
nella quale non è possibile che un osservatore fermo rispetto al mezzo nel
quale si propaga un’onda elettromagnetica misuri la stessa velocità di pro-
pagazione rispetto ad un osservatore in moto rispetto al medesimo mezzo:
secondo la relatività galileiana, infatti, la velocità misurata da un osser-
vatore in moto deve rispettare la legge di trasformazione delle velocità di
Galileo. Come risposta a questa contraddizione Einstein formula una teoria
che richiedeva la revisione dei concetti di spazio e tempo della fisica clas-
sica, introducendo nuovi postulati. I cardini fondamentali della relatività
ristretta sono due:
(1) Principio di relatività ristretta. Tutti i sistemi di riferimento iner-
ziali sono equivalenti, ossia in essi si osservano le stesse leggi fisiche.
(2) Invarianza della velocità della luce. Le interazioni non si propagano
istantaneamente perché la velocità della luce è costante e non è infinita.
Tale velocità si denota con c e nel vuoto vale circa 3 · 108 m/s.
Affinché la velocità della luce sia invariante per cambiamento di sistema di
riferimento è chiaro che le trasformazioni di Galileo non vanno più bene, e
al loro posto è necessario introdurre le trasformazioni di Lorentz.
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Come conseguenza di tutto ciò, lo spazio–tempo della relatività ristretta
possiede una metrica pseudoeuclidea in assenza di campo gravitazionale, ed
è detto spazio–tempo di Minkowsky. La metrica è espressa da
ds2 = c2dt2 − dx2 − dy2 − dz2.
Se utilizziamo coordinate (x0, x1, x2, x3) la metrica è definita dal tensore ηij
(covariante di rango 2) nel modo seguente:
ds2 = ηijdx
idxj , ηij =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .1
La relatività ristretta, però, entra in contraddizione con una teoria fisi-
ca vecchia di due secoli: la teoria della gravitazione universale di Newton
(1687), che aveva resistito a due secoli di test. La teoria di Newton era infatti
compatibile con il principio di relatività galileiana, ma non era più compa-
tibile con il principio di relatività di Einstein. Le incongruenze principali
sono le seguenti:
(1) secondo la relatività ristretta, nessuna informazione può viaggiare più
veloce della luce; nella teoria di Newton, però, la forza di gravità ha un
effetto istantaneo;
(2) la legge di gravitazione universale non è invariante rispetto alle trasfor-
mazioni di Lorentz: la forza di gravità non rispetta quindi il principio
di relatività ristretta.
La teoria della gravitazione deve quindi essere rivista e introdotta in questo
nuovo scenario.
3.2.2 Le basi della relatività generale
L’idea che sta alla base della nuova teoria afferma che la metrica dello spazio–
tempo è determinata dalle masse, per cui la metrica stessa cessa di essere
pseudoeuclidea come nello spazio–tempo di Minkowsky. Dobbiamo quindi
usare un’espressione generale per la metrica dello spazio–tempo,
ds2 = gijdx
idxj ,
con la richiesta che tale metrica sia invariante per cambio di coordinate, e
dobbiamo avere delle equazioni che ci dicano in che modo questa metrica
1stiamo utilizzando la convenzione di Einstein sugli indici ripetuti.
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dipende dalla distribuzione di materia: tali equazioni sono le cosiddette
equazioni di campo di Einstein e devono contenere necessariamente una parte
riguardante la geometria dello spazio–tempo e una parte che invece riguarda
la materia.
Descrizione della geometria. La curvatura su uno spazio dotato di una
connessione affine Γ è uno scalare definito a partire da alcuni tensori.
Definizione 3.1. Il tensore di Riemann di una varietà dotata di una con-
nessione affine Γ è il tensore di rango (3, 1) definito da
Rijkh =
∂
∂xk
Γijk −
∂
∂xk
Γijh − ΓpjkΓihp + ΓpjhΓikp.
Il tensore di Ricci è la contrazione Rij = Rkikj = g
khRhikj e la curvatura
scalare è l’ulteriore contrazione
R = gijRij .
Se supponiamo che la connessione affine sia anche una connessione me-
trica abbiamo una relazione che esprime i coefficienti della connessione affine
in funzione dei coefficienti della metrica e delle loro derivate:
Γijk =
1
2
gih
(
∂gjh
∂xk
+
∂gkh
∂xj
− ∂gjk
∂xh
)
. (3.2)
Descrizione della materia. La materia ha una descrizione in termini del
tensore energia–impulso Tij , tensore a due indici che varia da tipo a tipo di
materia. Non ci soffermeremo qui sulla definizione di questo tensore, per
la quale rimandiamo ad uno dei testi classici sulla relatività generale, come
(Shutz 2009).
Con l’introduzione di queste grandezze le equazioni di campo assumono
una forma semplice ed elegante:
Rij − 1
2
Rgij =
8piG
c4
Tij .
Il tensore che compare a sinistra delle equazioni prende il nome di tensore
di Einstein e viene denotato con
Gij = Rij − 1
2
Rgij .
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3.2.3 Moto delle particelle
Su una varietà riemanniana dotata di una connessione metrica abbiamo delle
curve molto importanti, dette geodetiche. In realtà per una varietà dotata di
una connessione affine esistono le geodetiche affini, mentre per una varietà
con una metrica esistono le geodetiche metriche; se poi la varietà possiede
una connessione metrica allora grazie all’equazione (3.2) si mostra che le
due classi di geodetiche sono in realtà la stessa. Le equazioni di queste curve
sono le seguenti:
d2xi
ds2
+ Γijk
dxj
ds
dxk
ds
= 0.
Sono dunque la curvatura e la metrica che determinano l’effettiva forma delle
geodetiche.
Il motivo per cui queste curve sono fondamentali è il seguente: le parti-
celle libere si muovono nello spazio–tempo seguendo proprio una geodetica,
allo stesso modo in cui nella meccanica classica una particella non sogget-
ta a forze si muove lungo una retta. Se la struttura dello spazio–tempo
in un certo punto è piatta, la geodetica è proprio una retta, e siamo nel
caso della meccanica classica; altrimenti la geodetica assumerà forme diver-
se, e la particella la seguirà comunque. In questo modo, quindi, la teoria
della gravitazione viene ad essere inglobata nella struttura geometrica dello
spazio–tempo.
3.2.4 Conferme sperimentali della relatività generale
Fin dagli inizi della sua ricerca Einstein si preoccupa di trovare fenomeni
che possano dare verifiche della teoria. Nei primi anni (fino al 1916) ne
fornisce tre, che in ordine cronologico sono il redshift gravitazionale (1911), la
deflessione gravitazionale della luce (1911–1915) e la precessione del perielio
dei pianeti (1915). Queste sono appunto conosciute come le prove classiche
della relatività generale.
Precessione del perielio di Mercurio. Tra tutti i pianeti del Sistema
Solare, Mercurio è quello che presenta la precessione del perielio più accen-
tuata, essendo il più vicino al Sole. La precessione del perielio di Mercurio
era un fenomeno già conosciuto quando uscì la teoria di Einstein. Prima
del 1850, infatti, Le Verrier aveva studiato il moto di Mercurio, e aveva
dimostrato che la teoria di Newton non rendeva esattamente ragione delle
osservazioni: le perturbazioni gravitazionali su Mercurio dovute ai pianeti
del Sistema Solare non riuscivano a spiegare l’intero ammontare della preces-
sione osservata, rimaneva un residuo inspiegato nel moto dell’asse maggiore
dell’orbita, pari a circa 43” per secolo.
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Si era supposto che la causa fosse la perturbazione di un pianeta più inter-
no, denominato Vulcano, o un anello di piccole masse, che però non sono
mai stati trovati. In tempi più recenti si è anche pensato all’influenza dello
schiacciamento del Sole sull’asse di rotazione. Solo negli anni ’80 misure
precise di oscillazioni del Sole che dipendono dal suo schiacciamento, han-
no permesso di concludere che il contributo all’avanzamento del perielio di
Mercurio dovuto allo schiacciamento del Sole è trascurabile.
Sun
Mercury
Figura 3.2. Rappresentazione schematica del fenomeno di precessione del perielio di
Mercurio.
Redshift gravitazionale. Il redshift, che letteralmente significa sposta-
mento verso il rosso, è la variazione di colore dello spettro prodotto dalla
radiazione luminosa. Questo fenomeno, concorde con la relatività generale,
si verifica quando un fotone si allontana da un campo gravitazionale e perde
energia. In questo modo il suo spettro si sposta verso il rosso: più intenso è
il campo gravitazionale, più questo spostamento sarà accentuato.
Deflessione dei raggi luminosi. I raggi di luce vengono curvati pas-
sando nelle vicinanze di un campo gravitazionale causato dalla presenza di
una massa. Un raggio di luce che passa radente al Sole viene deflesso di
ϑ = 0.875” secondo la teoria di Newton e di due volte tanto secondo la
relatività generale (vedi la figura 3.3). Lo stesso Einstein ne ha proposto
la verifica durante un’eclissi totale di Sole. L’occasione per verificare se la
luce effettivamente veniva deflessa da un campo gravitazionale e con quale
entità si ha esattamente il 29 maggio 1919. In quell’occasione l’Osservatorio
astronomico di Greenwich organizza due spedizioni per effettuare le misure:
una spedizione, guidata da Eddington, nell’isola di Principe (nel golfo di
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Guinea in Africa); l’altra spedizione, invece, nella città brasiliana di Sobral.
Secondo le misure fatte da Eddington il valore misurato per la deflessione è
risultato essere proprio il doppio di quello predetto da Newton. Attenzione
ai facili entusiasmi: la misura di Eddington era tutt’altro che facile e priva
di incertezze. Solo negli anni ’70 la radio–interferometria di due quasar, per
le quali accadeva che il Sole passasse vicino ad una delle due nel suo moto
annuale lungo l’eclittica, ha permesso di fare una misura accurata.2 Quando
la luce passa vicino al Sole non viene solo deflessa, ma si allunga anche il
tempo di propagazione, creandosi così un ritardo noto come effetto Shapiro.
Di tale fenomeno e della sua determinazione ci occuperemo nei prossimi ca-
pitoli, quando sarà essenziale considerarlo per un’accurata determinazione
orbitale nella missione BepiColombo.
light ray
Sun
straight path
Newtonian path
Relativistic path
ϑ 2ϑ
Figura 3.3. Deflessione dei raggi luminosi: secondo la teoria newtoniana c’è una
deflessione di un angolo ϑ pari a circa 0.875” rispetto al percorso rettilineo (tratteggia-
to), mentre secondo la teoria della relatitivà la deflessione è pari ad un angolo doppio
(percorso in blu).
3.2.5 La missione BepiColombo
Tutte le tecnologie innovative e le scoperte cruciali per verificare la relatività
generale avvengono tra la fine degli anni ’50 e l’inizio degli anni ’60. Da
allora, la relatività generale è stata sottoposta in modo sistematico a test
estremamente stringenti, ad un livello che non era neppure pensabile durante
la vita di Einstein. Infatti con l’avvento dell’era spaziale (nel 1957 viene
lanciato lo Sputnik) il Sistema Solare diventa un vero e proprio laboratorio
nel quale verificare la teoria di Einstein.
Il corpo più massivo del Sistema Solare è il Sole, e gli effetti relativistici sono
più evidenti tanto più si è vicini al Sole. La missione BepiColombo esplorerà
infatti il pianeta Mercurio con degli strumenti a bordo che permetteranno
misure di tracking interplanetario molto accurate. I livelli di accuratezza
per la missione sono molto elevati, ricordiamoli:
' 10 cm per il range, ' 2 µm/s per il range–rate. (3.3)
2c’è da considerare che la prima quasar, 3C48, fu scoperta nel 1960.
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Tali accuratezze richiedono una modellizzazione molto accurata del proble-
ma, nella quale necessariamente si deve tener conto degli effetti relativistici.
La figura 3.4 mostra la differenza nel range che si ottiene utilizzando un
modello relativistico piuttosto che un modello newtoniano (per una missio-
ne di 2 anni): quello che si vede, infatti, è una differenza complessiva di
∆r ' 4 · 107 cm, nettamente osservabile con gli strumenti detti. Ovviamen-
te anche il rapporto segnale–rumore S/N per gli effetti relativistici è molto
elevato, circa 4 · 106.
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Figura 3.4. Differenza tra il range calcolato con un modello relativistico e quello
calcolato con un modello puramente newtoniano, su una missione simulata di 2 anni.
Il ∆r totale è 4 · 107 cm e il rapporto segnale–rumore è S/N = ∆r
σ(r)
' 4 · 106.
Con la sonda inviata a Mercurio sarà quindi possibile eseguire esperimen-
ti di verifica della relatività generale a livelli di precisione molto elevati, che
costituiranno una versione moderna dei tradizionali test. In questo capitolo
verrà presentata parte del background matematico per la missione, ossia la
formulazione lagrangiana del problema degli n–corpi con le correzioni relati-
vistiche e l’introduzione dei vari termini lagrangiani volti a testare eventuali
violazioni della relatività generale. Nel capitolo 4 presenteremo invece la
parte matematica che riguarda la propagazione della luce nelle vicinanze
di un corpo massivo; infine nel capitolo 5 viene presentata la procedura di
determinazione orbitale per l’esperimento di Radio–Scienza.
3.3 Formulazione lagrangiana PN
Quando il contesto lo consente si può introdurre il limite post–Newtoniano,
che consiste nella scrittura delle equazioni di moto di Einstein sotto le ipotesi
di campo debole e moto lento. Nel caso del problema degli n–corpi queste
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due assunzioni ci danno i due piccoli parametri
v2i
c2
e
Gmi
c2rik
,
con vi la velocità baricentrica del corpo di massa mi e rik la distanza mutua,
come già introdotta. Le equazioni di moto vengono quindi espanse in serie di
potenze rispetto a questi piccoli parametri e poi troncate all’ordine voluto:
talvolta ci si arresta al primo ordine (il cosiddetto ordine 1–PN), mentre in
altri casi è necessario spingersi al secondo.
Gli effetti post–newtoniani al primo ordine PN sono espressi dall’intro-
duzione di termini aggiuntivi alla lagrangiana che descrive la dinamica new-
toniana del Sistema Solare. Le equazioni di moto della relatività generale,
all’ordine 1–PN, possono essere così ricavate dalla lagrangiana
L = LNEW + LGR0 +
(
β − 1
2
)
Lβ + γLγ ,
dove β e γ sono i parametri di Eddington, entrambi uguali a 1 nella relatività
generale, con
LGR0 =
1
8c2
∑
i
µiv
4
i +
1
2c2
∑
i
∑
j 6=i
µiµj
rij
[
1
2
(v2i + v
2
j )+
−3
2
vi · vj − 1
2
(nij · vi) (nij · vj)
]
dove nij = rij/rij , e
Lγ =
1
2c2
∑
i
∑
j 6=i
µiµj
rij
(vi − vj)2, Lβ = − 1
c2
∑
i
∑
j 6=i
∑
k 6=i
µiµjµk
rijrik
.
Il parametro γ misura come la curvatura dello spazio–tempo dipende dal-
l’energia potenziale gravitazionale; il parametro β appare invece nelle inte-
razioni a tre corpi, dovute sostanzialmente alla violazione del principio di
sovrapposizione (che infatti in relatività non vale).
Naturalmente la lagrangiana relativistica è quella in cui β = γ = 1, ed è
L = LNEW + LGR, con LGR = LGR0 + 12Lβ + Lγ , dove
LGR =
1
8c2
∑
i
µiv
4
i −
1
2c2
∑
i
∑
j 6=i
∑
k 6=i
µiµjµk
rijrik
+
+
1
2c2
∑
i
∑
j 6=i
µiµj
rij
[
3
2
(v2i + v
2
j )−
7
2
vi · vj − 1
2
(nij · vi) (nij · vj)
]
.
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Il motivo per cui abbiamo introdotto i parametri β e γ nella lagrangiana è
l’esecuzione di test di verifica della relatività generale (per esempio con la
missione BepiColombo). Si parametrizza la lagrangiana con parametri che
hanno un valore fisso nella teoria di Einstein (come β e γ), per poi fitta-
re il loro valore durante il processo di determinazione orbitale, assieme alle
condizioni iniziali. Del resto i test per le possibili violazioni della relatività
generale, che introdurremo nella prossima sezione, si basano tutti su que-
sto principio, conosciuto come formalismo post–newtoniano parametrizzato
(formalismo PPN).
Nel caso di BepiColombo, la lista di corpi inclusi nel modello dipende dall’ac-
curatezza che si vuole raggiungere: nella nostra implementazione abbiamo
usato il Sole, i pianeti da Mercurio a Nettuno, la Luna e gli asteroidi più
grandi che conosciamo (in particolare, 343 asteroidi).
Come fatto in precedenza, anche stavolta è possibile applicare il teorema
di Noether per determinare un integrale primo della lagrangiana relativistica
L.
Proposizione 3.2. La lagrangiana relativistica L ammette come integrale
primo il vettore
P =
∑
i
µivi
(
1 +
v2i
2c2
− Ui
2c2
)
− 1
2c2
∑
i
∑
j 6=i
µiµj
rij
(nij · vj)nij ,
dove Ui =
∑
j 6=i
µj
rij
è il potenziale newtoniano sull’i–esimo corpo.
Dimostrazione. La lagrangiana relativistica è ancora invariante rispetto
al gruppo di traslazioni ϕh e applicando il teorema di Noether si ricava
l’integrale primo
P =
∑
i
∂L
∂vi
=
∑
i
∂LNEW
∂vi
+
∑
i
∂LGR0
∂vi
+ γ
∑
i
∂Lγ
∂vi
,
in quanto Lβ non dipende dalle velocità. Anche Lγ non contribuisce, dato
che si ha ∑
i
∂Lγ
∂vi
=
2
c2
∑
i
∑
j 6=i
µiµj
rij
(vi − vj) =
=
2
c2
∑
i
∑
j 6=i
µiµj
rij
vi −
∑
i
∑
j 6=i
µiµj
rij
vj
 = 0,
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scambiando i nomi degli indici nell’ultima sommatoria.3 Si ha così
P =
∑
i
∂LNEW
∂vi
+
∑
i
∂LGR0
∂vi
=
=
∑
i
µivi
(
1 +
v2i
2c2
)
+
1
c2
∑
i
∑
j 6=i
µiµj
rij
(
vi − 3
2
vj − 1
2
(nij · vj)nij
)
=
=
∑
i
µivi
(
1 +
v2i
2c2
)
+
1
c2
∑
i
µivi
∑
j 6=i
µj
rij
− 3
2c2
∑
j
µjvj
∑
j 6=i
µi
rij
+
− 1
2c2
∑
i
∑
j 6=i
µiµj
rij
(nij · vj)nij =
=
∑
i
µivi
(
1 +
v2i
2c2
)
− 1
2c2
∑
i
µiviUi − 1
2c2
∑
i
∑
j 6=i
µiµj
rij
(nij · vj)nij ,
e raggruppando le prime due sommatorie si ottiene la tesi. l
Il vettore
B =
∑
i
µiri
(
1 +
v2i
2c2
− Ui
2c2
)
è tale che 9B = P (si verifica con il calcolo diretto all’ordine 1–PN), e quindi
si muove di moto rettilineo uniforme come il centro di massa newtoniano.
L’analogo relativistico della massa totale
M =
∑
i
µi
(
1 +
v2i
2c2
− Ui
2c2
)
è un integrale primo di ordine 1–PN: infatti esso è la somma tra
∑
i µi e
l’energia newtoniana divisa per c2, entrambi integrali primi.
Definizione 3.3. Il centro di massa relativistico è
b =
B
M =
∑
i µiri
(
1 +
v2i
2c2
− Ui
2c2
)
∑
i µi
(
1 +
v2i
2c2
− Ui
2c2
) .
Il problema della deficienza di rango è lo stesso che si presenta anche nel
caso newtoniano. Per risolverlo possiamo imporre b(t) = 0 e calcolare la
3il fattore 2 che viene fuori nel calcolo della derivata ∂Lγ
∂vi
dipende dal fatto che nella
scrittura di Lγ i termini che contengono vi sono quelli in cui l’indice della prima somma
è esattamente i oppure quelli in cui l’indice della prima somma non è i ma quello della
seconda sì; i contributi di questi due termini sono uguali.
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posizione del Sole da quella dei pianeti:
s = − 1
µ0
(
1 +
v20
2c2
− U0
2c2
)∑
i 6=0
µiri
(
1 +
v2i
2c2
− Ui
2c2
)
.
La differenza tra la posizione del Sole calcolata con la precedente formula
e quella calcolata con la formula newtoniana è di ' 200 m, e ciò è molto
importante per la nostra accuratezza di misura. Al contrario le piccole
differenze nella velocità del Sole (< 1 µm/s) non sono importanti, e anche
formalmente le differenze che introducono nelle equazioni di moto sono di
ordine 2–PN.
3.4 Test per le violazioni della relatività
In questa sezione discuteremo le possibili violazioni della teoria della relati-
vità generale, per capire se è possibile investigarle con MORE. La tecnica è
la solita già adottata per i parametri β e γ: si introducono ulteriori termini
nella lagrangiana, uno per ciascun parametro che vogliamo testare.
3.4.1 Effetti a tre corpi e schiacciamento del Sole
Osserviamo sin da ora che il termine contenente J2@ (parametro legato allo
schiacciamento del Sole sull’asse di rotazione) non è legato ad una violazio-
ne della relatività generale, ma è altrettanto importante perché fortemente
correlato con il parametro post–Newtoniano β. Il contributo dovuto allo
schiacciamento del Sole è J2@LJ2@ , dove
LJ2@ = −
1
2
∑
i 6=0
µ0µi
r0i
(
R0
r0i
)2 [
3(n0i · e0)2 − 1
]
,
dove R0 = R@ è il raggio del Sole e e0 è il versore lungo l’asse di rotazione
del Sole.
Il coefficiente J2@ influisce sulla precessione della longitudine del nodo, il
cui effetto è sul piano equatoriale del Sole, mentre il principale effetto orbitale
di β è la precessione dell’argomento del perielio, fenomeno che avviene sul
piano orbitale di Mercurio. L’angolo tra questi due piani, però, è solo di
ε = 3.3° e cos ε = 0.998; come conseguenza di questo fatto abbiamo che la
correlazione tra β e J2@ sarà molto alta, in quanto sostanzialmente non si
riesce a distinguere l’effetto di β da quello di J2@, agendo su due piani sì
diversi, ma molto vicini. In una delle simulazioni riportate in (Milani et al.
2002) si trova infatti che la correlazione tra β e J2@ risulta essere 0.997, e
l’effetto di questa forte correlazione si può vedere anche nella figura 3.5.
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Figura 3.5. Valori di β − 1 e J2@ determinati dalle simulazioni del 2000 in (Milani
et al. 2002), su una simulazione della durata di un anno. La forte correlazione fa
diminuire la qualità della soluzione di entrambi i parametri, producendo un’ellissoide
di confidenza molto allungato.
Una possibile strada per mitigare questo effetto consiste nell’utilizzare
l’equazione derivata da Nordtvedt che collega il parametro SEP η con β e
γ e possibili effetti di riferimento privilegiato in teorie metriche: l’equazione
di Nordtvedt è
η = 4β − γ − 3− α1 − 2
3
α2.
Quando i valori di γ, η ed anche dei parametri di riferimento privilegiato (se
inclusi nella soluzione) sono ben determinati, questa equazione produce un
forte vincolo sul valore di β e, come risultato, la varianza sia di β sia di J2@
è molto ridotta, come si vede dalla figura 3.6.
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Figura 3.6. Valori di β − 1 e J2@ determinati dalle stesse simulazioni. La correla-
zione tra i due parametri è stata ridotta utilizzando il vincolo fornito dall’equazione di
Nordtvedt, e questo permette di ottenere una soluzione più precisa.
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3.4.2 Costante gravitazionale e massa del Sole
Un obiettivo interessante, specialmente per i cosmologi, sarebbe misurare
la variazione nel tempo della costante di gravitazione G. La lagrangiana è
9G
GL 9G/G, dove
L 9G/G =
t− t0
2
∑
i 6=j
µiµj
rij
.
I termini che hanno un effetto misurabile sono però soltanto quelli contenenti
la massa del Sole. Quindi il parametro che deve essere determinato e la
corrispondente lagrangiana sono
ζ =
dµ0
dt
/µ0 e Lζ = (t− t0)
∑
i 6=0
µ0µi
r0i
.
Praticamente, non si può distinguere la variazione nel tempo di G dalla
variazione nel tempo della massa m0. Stimiamo quanto dovrebbe esser mi-
surato per 9m0/m0. Considerato che il flusso di energia solare (per unità di
area) a distanza 1 au dal Sole è
Φ@ ' 1.38 kW/m2,
abbiamo che (detta dC@ = 1 au la distanza media Terra–Sole)
9m0
m0
=
4pid2C@Φ@/c
2
m0
' −7 · 10−14 y−1.
Tale effetto è dovuto alla perdita di massa del Sole sotto forma di radiazione.
Esiste anche un contributo che deriva dall’emissione di particelle cariche
dal Sole, ma il suo ammontare non è ben noto (e si cerca di stimare con
la determinazione orbitale di ζ). Per ζ abbiamo così un valore predetto,
benché non estremamente accurato. Dunque per valori di ζ vicini a 10−13,
distinguere tra un cambiamento nel tempo di G e il noto cambiamento nel
tempo di m0 potrebbe essere difficoltoso.
Con i due termini aggiunti sino ad ora la lagrangiana è
L = LNEW + LGR0 +
(
β − 1
2
)
Lβ + γLγ + J2@LJ2@ + ζLζ .
Osserviamo che l’equazione che definisce il momento P nella proposizione 3.2
non cambia, in quanto i due termini aggiunti non dipendono dalle velocità.
Nonostante le violazioni introdotte, dunque, continua ad esistere un centro
di massa relativistico che si muove di moto rettilineo uniforme (all’ordine 1–
PN). Così anche l’equazione che dà la posizione del Sole a partire da quella
dei pianeti continua ad essere valida.
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3.4.3 Effetti di riferimento privilegiato
Gli effetti di riferimento privilegiato si tengono di conto con il termine
Lα =
α2 − α1
4c2
∑
j
∑
i 6=j
µiµj
rij
(zi · zj)− α2
4c2
∑
j
∑
i 6=j
µiµj
rij
(nij · zi)(nij · zj),
con due parametri PN aggiuntivi, α1 e α2, e con il vettore zi = w +vi, dove
w è la velocità del baricentro del Sistema Solare rispetto al riferimento pri-
vilegiato, che solitamente viene scelto come quello della radiazione cosmica
di fondo, così
|w| = 370± 10 km/s e (α, δ) = (168°, 7°).
I termini di riferimento privilegiato dipendono dalle velocità, e l’applicazione
del teorema di Noether alla lagrangiana
L = LNEW +LGR0 +
(
β − 1
2
)
Lβ + γLγ + J2@LJ2@ + ζLζ +Lα = L0 +Lα
fornisce un risultato diverso. Infatti, chiamato P il vettore dato dalla
proposizione 3.2, abbiamo l’integrale primo
Ppf = P + Pα, Pα =
∑
i
∂Lα
∂vi
.
Il vettore Ppf non è la derivata di B e questo non può essere fissato cam-
biandone la definizione, ossia non esiste un integrale del centro di massa.4
Infatti
0 =
dPpf
dt
=
dP
dt
+
dPα
dt
⇒Md
2b
dt2
=
dP
dt
= −dPα
dt
,
ovvero
d2b
dt2
= −
d
dt
∑
i
∂Lα
∂vi∑
i µi
(
1 +
v2i
2c2
− Ui
2c2
) .
Il sistema di riferimento centrato del baricentro ha come conseguenza la
presenza di forze apparenti, che danno la stessa accelerazione
1
M
dPα
dt
su tutti i corpi: queste forze apparenti sono di ordine 1–PN e non sono nulle
nemmeno se w = 0. Anche se tali effetti sono piccoli (come mostra la figura
3.7) sono stati lo stesso introdotti nel modello.
4vedi (Will 1981, sez. 4.4).
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Figura 3.7. L’effetto delle forze apparenti associate al sistema di riferimento privile-
giato, su due anni di simulazione con α1 = 3 ·10−4 e α2 = 3 ·10−4 (range sulla sinistra,
range–rate sulla destra). Tale effetto è piccolo o al massimo quasi confrontabile con
l’accuratezza di misura.
3.4.4 Violazioni del principio di equivalenza forte
Per ciascun corpo possiamo considerare le due quantità µi e µIi , una che
compare nel potenziale gravitazionale (includendo la parte relativistica) e
l’altra che compare nell’energia cinetica. Se c’è una violazione del principio di
equivalenza forte (SEP, Strong Equivalence Principle) che coinvolge il corpo
i, con una frazione Ωi della sua massa dovuta all’auto–energia gravitazionale,
allora
µi = (1 + ηΩi)µ
I
i
ossia
µIi = (1− ηΩi)µi +O
(
η2
)
,
con η il parametro PN che tiene conto di questa violazione.
Osservazione 3.4. Precisiamo subito che in questa sezione le masse µi sono
da intendersi relativistiche.
Senza i termini O (η2) tale violazione è espressa da un ulteriore termine ηLη
nella lagrangiana, con
Lη = −1
2
∑
i
Ωiµiv
2
i .
L’effetto dell’aggiunta di questo termine è uno spostamento del centro di
massa. Infatti
P =
∑
i
∂L
∂vi
=
∑
i
(1− ηΩi)µivi + · · · ,
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con ∂P∂t = 0, e così il centro di massa è
b =
1
M
∑
i
(1− ηΩi)µiri + · · ·
e dunque se lo fissiamo nell’origine, ossia b = 0, anche il calcolo della
posizione del Sole andrà corretto con
s = − 1
µ0 (1− ηΩ0)
∑
i 6=0
(1− ηΩi)µiri + · · · .
L’effetto dell’aggiunta di questo termine sulle accelerazioni è espresso
dalla relazione
aj = aj |η=0(1 + ηΩj) = (1 + ηΩj)
 µ0r3j0 rj0 +
∑
i 6=j,0
µi
r3ji
rij
 .
La derivata parziale dell’accelerazione sul corpo j–esimo rispetto a η è
∂aj
∂η
= Ωj
 µ0r3j0 rj0 +
∑
i 6=j,0
µi
r3ji
rij
+ ∂∂s
(
µ0
r3j0
)
∂s
∂η
,
dove il primo termine è il termine diretto e il secondo rappresenta la pertur-
bazione indiretta dovuta a η; inoltre
∂s
∂η
=
∑
i 6=0
(Ωj − Ω0)µi
µ0
ri.
Combinando le due relazioni, omettendo anche i termini con Ωiµk (con i, k 6=
0) o con η2 si ottiene
∂
∂η
d2rj
dt2
= Ωjµ0
rj0
r3j0
− Ω0 ∂
∂r0
(
1
r3j0
)∑
i 6=0
µiri,
con una parte diretta (Ωjµ0 come piccolo parametro) e una parte indiretta
(Ω0µj come piccolo parametro).
La figura 3.8 mostra il cambiamento del range dovuto ad una violazione del
principio di equivalenza forte con η = 10−5: l’esperimento dovrebbe essere
sensibile soltanto alla parte indiretta.
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Figura 3.8. A sinistra: effetto sul range dovuto ad una violazione del principio
di equivalenza forte con η = 10−5, solo la parte diretta (che agisce soprattutto sulla
Terra). A destra: effetto sul range dovuto ad una violazione del principio di equivalenza
forte con η = 10−5, solo la parte indiretta (che agisce soprattutto su Mercurio).
3.4.5 Ulteriori sviluppi per la violazione del SEP
La procedura standard per la determinazione di η tramite simulazioni è la
seguente: con il simulatore si genera una serie di osservabili assumendo η = 0
e poi con un fit ai minimi quadrati si determina η con il suo errore.
Se prendiamo due traiettorie con le stesse condizioni iniziali, ma in una si
assume η = 0 mentre nell’altra η = 10−5, ad esempio, la perturbazione che
si osserva nel range è quella mostrata nella figura 3.8. Facendo i calcoli
risulta che la perturbazione data da una violazione del SEP contiene un ter-
mine secolare ed uno stazionario: quello secolare dipende dalla scelta delle
condizioni iniziali, mentre l’altro no e contiene quindi la fisica del problema.
La parte secolare cresce di una quantità dell’ordine di 1 m/y, mentre l’am-
piezza del termine stazionario è di pochi centimetri, assumendo η = 10−5.
Naturalmente, quello che accade è che la parte secolare nasconde la parte
stazionaria, e dunque è scopo di lavori più recenti quello di evidenziare pro-
prio la parte stazionaria. Il procedimento adottato per risolvere il problema
tramite il software Orbit14 è descritto di seguito:
(1) si effettua una simulazione degli osservabili con η = 10−5;
(2) assumendo η = 0 si determinano con un fit ai minimi quadrati le
condizioni iniziali per la Terra e Mercurio;
(3) con un ulteriore fit ai minimi quadrati si determinano η stesso assieme
alle condizioni iniziali di Terra e Mercurio;
(4) si effettua infine la differenza tra gli osservabili calcolati in (3) e quelli
in (2), ed il risultato non contiene la parte secolare.
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Sostanzialmente accade che gli effetti secolari sono stati assorbiti dal fit
delle condizioni iniziali. Confrontando il risultato numerico ottenuto dalla
procedura descritta con un modello analitico approssimato (approssimato
perché si assume l’orbita di Mercurio circolare) si ottengono i seguenti grafici,
fatti a partire dalla data 1 settembre 2020:
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Figura 3.9. I grafici mostrano, per il range e per il range–rate, la differenza tra i
risultati numerici e un modello analitico, rappresentato con una linea verde, in cui
viene assunta l’orbita di Mercurio circolare.
Un’osservazione importante. Gli errori nel range in generale non sono gaus-
siani. Infatti gli errori sistematici nel range possono essere dovuti a diverse
cause, tra cui le più importanti sono due: il logoramento del trasponder a
bordo e le perturbazioni sull’orbita della Terra dovute agli asteroidi, non
incluse nel modello. Dunque, per evitare un deterioramento dei risultati,
questi effetti devono essere identificati e calibrati.
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3.5 Scrittura delle equazioni di moto
Una volta scritta la lagrangiana, per poter applicare la teoria della deter-
minazione orbitale, occorre scrivere le equazioni di moto. Le equazioni di
Lagrange per il k–esimo corpo sono
∂L
∂rk
− d
dt
∂L
∂vk
= 0.
Se consideriamo la lagrangiana newtoniana
LNEW =
1
2
∑
i
µiv
2
i +
1
2
∑
i
∑
j 6=i
µiµj
rij
e scriviamo le equazioni di Lagrange per il corpo k si ottiene l’accelerazione
aNEWk =
∑
j 6=k
µj
r3kj
rkj .
Ora, sia L˜ una qualsiasi lagrangiana perturbativa (ossia una qualsiasi la-
grangiana aggiunta a quella newtoniana), allora l’accelerazione perturbativa
associata a L˜ può essere calcolata come mostrato,. Se L˜ = L˜(r) dipende
solo dalle posizioni allora
a˜k =
1
µk
∂L˜
∂rk
,
mentre se L˜ dipende anche dalle velocità allora si può affermare che
a˜k ' 1
µk
 ∂L˜∂rk −
(
d
dt
∂L˜
∂vk
)∣∣∣∣∣
a·=aNEW·
 ,
dove a· = aNEW· a cause dell’approssimazione all’ordine 1/c2. Scriviamo
L = LNEW + LGR + (β − 1)Lβ + (γ − 1)Lγ+
+ ζLζ + J2@LJ2@ + α1Lα1 + α2Lα2 + ηLη,
per mettere in evidenza il termine LGR, così segue ovviamente che
ak = a
NEW
k + a
GR
k + (β − 1)aβk + (γ − 1)aγk+
+ ζaζk + J2@a
J2@
k + α1a
α1
k + α2a
α2
k + ηa
η
k +
9Pα
M .
Da notare che è comparso il termine 9PαM , l’accelerazione apparente dovuta
agli effetti di riferimento privilegiato, che è la stessa per tutti i corpi.
Calcoliamo ora i vari contributi all’accelerazione ak dovuti alle varie parti
della lagrangiana, iniziando dal più lungo e complesso, ovvero aGRk .
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Lemma 3.5. Si ha
aβk = −
2
c2
∑
j 6=k
µj
r3kj
rkj
∑
l 6=k
µl
rkl
+
∑
l 6=j
µl
rjl
 .
Dimostrazione. Iniziamo riscrivendo opportunamente la lagrangiana Lβ :
Lβ = − 1
c2

∑
j 6=k
∑
l 6=k
µkµjµl
rkjrkl
+
∑
i 6=k
∑
j,l 6=i
j,l 6=k
µiµjµl
rijril
+ 2
∑
l 6=i
l 6=k
µiµkµl
rikril
+
µiµ
2
k
r2ik

 =
= − 1
c2
∑
j 6=k
∑
l 6=k
µkµjµl
rkjrkl
+ 2
∑
j 6=k
∑
l 6=j
l 6=k
µjµkµl
rjkrjl
+
∑
j 6=k
µiµ
2
k
r2ik
− 1c2 ∑
i 6=k
j,l 6=i
j,l 6=k
µiµjµl
rijril
=
= − 1
c2
∑
j 6=k
∑
l 6=k
µkµjµl
rkjrkl
+ 2
∑
j 6=k
∑
l 6=j
µjµkµl
rjkrjl
−
∑
j 6=k
µiµ
2
k
r2ik
− 1
c2
∑
i 6=k
j,l 6=i
j,l 6=k
µiµjµl
rijril
=
= − 1
c2
∑
j 6=k
µkµj
rkj
∑
l 6=k
µl
rkl
+ 2
∑
l 6=j
µl
rjl
+ 1
c2
∑
j 6=k
µjµ
2
k
r2jk
− 1
c2
∑
i 6=k
j,l 6=i
j,l 6=k
µiµjµl
rijril
.
Dato che la lagrangiana Lβ dipende dalle posizioni e non dalle velocità, non
ci resta che calcolare:
aβk =
1
µk
∂Lβ
∂rk
= − 1
c2
∑
j 6=k
µj
r3kj
rkj
∑
l 6=k
µl
rkl
+ 2
∑
l 6=j
µl
rjl
+
− 1
c2
∑
j 6=k
µj
rkj
∑
l 6=k
µl
r3kl
rkl − 2
c2
∑
j 6=k
µjµk
r4kl
rkj +
2
c2
∑
j 6=k
µjµk
r4jk
rkj ,
con l’ultimo termine di Lβ che non contribuisce alla derivata in quando
non dipende da rk. Ora, gli ultimi due termini dell’equazione precedente si
elidono, mentre il primo termine della seconda riga, scambiando gli indici
j ed l della doppia sommatoria, va a contribuire al primo termine entro
parentesi tonda e fornisce così il risultato voluto. l
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Teorema 3.6. Si ha
aGRk =
1
c2
∑
j 6=k
µj
r3kj
rkj
−4∑
l 6=k
µl
rkl
−
∑
l 6=j
µl
rjl
+ v2k + 2v
2
j − 4vk · vj+
−3
2
(
rkj · vj
rkj
)2
+
1
2
rkj · aNEWj
}
+
1
c2
∑
j 6=k
µj
r3kj
rkj · (4vk − 3vj)vkj+
+
7
2c2
∑
j 6=k
µj
rkj
aNEWj .
Dimostrazione. Iniziamo calcolando la derivata ∂LGR/∂rk. Si ha
1
µk
∂LGR
∂rk
=
1
c2
∑
j 6=k
µj
r3kj
rkj
[
3
2
(v2k + v
2
j )−
7
2
vk · vj − 1
2
(nkj · vk) (nkj · vj)
]
+
+
1
c2
∑
j 6=k
µj
rkj
{
−1
2
(nkj · vk)(nkj · vj)rkj
r2kj
+
1
2
(nkj · vj)vk
rkj
+
−1
2
(nkj · vk)(nkj · vj)rkj
r2kj
+
1
2
(nkj · vk)vj
rkj
}
+
1
2
aβk =
=
1
2c2
∑
j 6=k
µj
r3kj
rkj
[
3v2k + 3v
2
j − 7vk · vj − 3 (nkj · vk) (nkj · vj)
]
+
+
1
2c2
∑
j 6=k
µj
r3kj
((rkj · vj)vk + (rkj · vk)vj) + 1
2
aβk .
Per la derivata rispetto alle velocità il calcolo è più semplice:
1
µk
∂LGR
∂vk
=
1
8c2
· 4v2kvk +
1
c2
∑
j 6=k
µj
rkj
[
3vk − 7
2
vj − 1
2
(nkj · vj) nkj
]
,
e per la sua derivata temporale abbiamo
d
dt
(
1
µk
∂LGR
∂vk
)
=
1
c2
(vk · ak)vk + 1
2c2
v2kak+
+
1
c2
∑
j 6=k
µj
r3kj
(rkj · vkj)
[
−3vk + 7
2
vj +
1
2
(nkj · vj) nkj
]
+
+
1
c2
∑
j 6=k
µj
rkj
[
3ak − 7
2
aj − 1
2
(
vkj − (nkj · vkj)nkj
rkj
vj + nkj · aj
)
nkj+
−1
2
(nkj · vj)vkj − (nkj · vkj)nkj
rkj
]
.
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Dove sono comparse le accelerazioni ak sostituiamo aNEWk =
∑
j 6=k
µj
r3kj
rkj ,
mentre per quelle con indice j 6= k lasciamo semplicemente indicato aNEWj :
d
dt
(
1
µk
∂LGR
∂vk
)
=
1
c2
∑
j 6=k
µj
r3kj
(rkj · vk)vk + 1
2c2
v2k
∑
j 6=k
µj
r3kj
rkj+
+
1
c2
∑
j 6=k
µj
r3kj
(rkj · vkj)
[
−3vk + 7
2
vj +
1
2
(nkj · vj) nkj
]
+
+
3
c2
∑
j 6=k
µj
rkj
∑
l 6=k
µl
r3kl
rkl − 7
2c2
∑
j 6=k
µj
rkj
aNEWj +
− 1
2c2
∑
j 6=k
µj
r3kj
{
(vkj − (nkj · vkj)nkj) · vj + rkj · aNEWj
}
rkj+
− 1
2c2
∑
j 6=k
µj
r3kj
(rkj · vj) [vkj − (nkj · vkj)nkj ] .
A questo punto siamo pronti per scrivere l’accelerazione:
aGRk =
1
2c2
∑
j 6=k
µj
r3kj
rkj
[
3v2k + 3v
2
j − 7vk · vj − 3 (nkj · vk) (nkj · vj)
]
+
+
1
2c2
∑
j 6=k
µj
r3kj
[(rkj · vj)vk + (rkj · vk)vj ] +
+
1
c2
∑
j 6=k
µj
r3kj
rkj
−∑
l 6=k
µl
rkl
−
∑
l 6=j
µl
rjl
− 1
c2
∑
j 6=k
µj
r3kj
(rkj · vk)vk+
− 1
2c2
v2k
∑
j 6=k
µj
r3kj
rkj +
3
c2
∑
j 6=k
µj
r3kj
(rkj · vkj)vk+
− 7
2c2
∑
j 6=k
µj
r3kj
(rkj · vkj)vj − 1
2c2
∑
j 6=k
µj
r3kj
(nkj · vkj) (nkj · vj) rkj+
− 3
c2
∑
j 6=k
µj
rkj
∑
l 6=k
µl
r3kl
rkl +
7
2c2
∑
j 6=k
µj
rkj
aNEWj +
+
1
2c2
∑
j 6=k
µj
r3kj
rkj
{
v2j − vk · vj − (nkj · vj)2 + (nkj · vk)(nkj · vj)
}
+
+
1
2c2
∑
j 6=k
µj
r3kj
(rkj · aNEWj )rkj +
1
2c2
∑
j 6=k
µj
r3kj
(rkj · vj)vkj+
− 1
2c2
∑
j 6=k
µj
r3kj
(nkj · vj)(nkj · vkj)rkj .
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Proseguiamo raggruppando i termini simili:
aGRk =
1
c2
∑
j 6=k
µj
r3kj
rkj
v2k + 2v2j − 4vk · vj − 4∑
l 6=k
µl
rkl
−
∑
l 6=j
µl
rjl
+
+
7
2c2
∑
j 6=k
µj
rkj
aNEWj +
1
2c2
∑
j 6=k
µj
r3kj
(rkj · aNEWj )rkj+
+
1
2c2
∑
j 6=k
µj
r3kj
[(rkj · vj)vk + (rkj · vk)vj ]− 1
c2
∑
j 6=k
µj
r3kj
(rkj · vk)vk+
+
3
c2
∑
j 6=k
µj
r3kj
(rkj · vkj)vk − 7
2c2
∑
j 6=k
µj
r3kj
(rkj · vkj)vj+
+
1
2c2
∑
j 6=k
µj
r3kj
(rkj · vj)vkj − 1
c2
∑
j 6=k
µj
r3kj
rkj (nkj · vk) (nkj · vj) +
− 1
c2
∑
j 6=k
µj
r3kj
(nkj · vkj) (nkj · vj) rkj − 1
2c2
∑
j 6=k
µj
r3kj
rkj(nkj · vj)2.
I termini della terza e quarta riga ed il primo termine della quinta forniscono
1
c2
∑
j 6=k
µj
r3kj
[
1
2
(rkj · vj)vk + 1
2
(rkj · vk)vj − (rkj · vk)vk+
+ 3(rkj · vkj)vk + −7
2
(rkj · vkj)vj + 1
2
(rkj · vj)vkj
]
=
=
1
c2
∑
j 6=k
µj
r3kj
[
1
2
(rkj · vj)vk + 1
2
(rkj · vk)vj − (rkj · vk)vk + 3(rkj · vj)vk+
−3(rkj · vk)vk − 7
2
(rkj · vj)vj + 7
2
(rkj · vk)vj+
+
1
2
(rkj · vj)vj − 1
2
(rkj · vj)vk
]
= 4(rkj · vk)vkj − 3(rkj · vj)vkj =
= rkj · (4vk − 3vj)vkj ,
mentre i restanti danno
1
c2
∑
j 6=k
µj
r3kj
rkj
{
− (nkj · vk) (nkj · vj)− (nkj · vkj) (nkj · vj)− 1
2
(nkj · vj)2
}
=
= − 3
2c2
∑
j 6=k
µj
r3kj
rkj
(
rkj · vj
rkj
)2
.
La tesi segue mettendo assieme le varie parti scritte. l
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In modo del tutto analogo si possono ricavare le accelerazioni perturba-
tive dovute agli altri termini della lagrangiana, nettamente più semplici da
calcolare della precedente aGRk . Presentiamo dunque soltanto i risultati: per
l’accelerazione dovuta al parametro post newtoniano γ si ha
aγk =
1
c2
∑
j 6=k
µj
r3kj
rkj
−2∑
l 6=k
µl
rkl
+ v2k + v
2
j − 2vk · vj
+
− 2
c2
∑
j 6=k
µj
r3kj
(rkj · vkj)vkj + 2
c2
∑
j 6=k
µj
rkj
aNEWj ,
i contributi perturbativi dovuti agli altri test sono invece
aζk = −(t− t0)
µ0
r3k0
r0k,
aJ2@k = −
µ0R0
2
{
− 3
r50k
[
5(n0k · e0)2 − 1
]
r0k +
6
r40k
(n0k · e0)e0
}
,
aα1k = −
1
2c2
∑
j 6=k
µj
r3kj
rkj(zk · zj) + 1
2c2
∑
j 6=k
(
− µj
r2kj
(nkj · zkj)zj + µj
rkj
aNEWj
)
,
aα2k =
1
2c2
∑
j 6=k
µj
r3kj
rkj(zk · zj)− 1
2c2
∑
j 6=k
(
− µj
r2kj
(nkj · zkj)zj + µj
rkj
aNEWj
)
+
+
1
2c2
∑
j 6=k
µj
r3kj
{−3rkj(nkj · zj)2 + (rkj · zj)zj+
+(rkj · zk)zj +
[
(zkj · zj) + (rkj · aNEWj )
]
rkj
}
.
Capitolo4
Calcolo del tempo luce
Vediamo come si possono calcolare gli osservabili. Una prima approssima-
zione della distanza del satellite potrebbe esser data dalla formula
r = |r| = |(xsat + xM )− (xEM + xE + xant)|, (4.1)
discendente dal semplice modello geometrico descritto nella figura 4.1.
SSB
M
EEMB
sat
ant
xM
xEM
xE
xant
xsat
r
Figura 4.1. Geometria dei vettori coinvolti nel calcolo del range. SSB è il baricentro
del Sistema Solare, M è il centro di Mercurio, E il centro della Terra e EMB il baricentro
Terra–Luna.
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Il vettore xsat è la posizione mercuricentrica della sonda orbitante, il vettore
xM è la posizione del centro di massa di Mercurio in un sistema di riferimento
con origine nel baricentro del Sistema Solare (indicato nella figura con SSB,
Solar System Barycenter), il vettore xEM è la posizione del baricentro Terra–
Luna (EMB, Earth-Moon Barycenter) nello stesso sistema di riferimento,
xE è il vettore da EMB al centro della Terra e infine xant è la posizione
dell’antenna della stazione osservatrice rispetto al centro della Terra.
Il segnale compie un viaggio di andata antenna–satellite e un viaggio di
ritorno satellite–antenna: queste due fasi sono rispettivamente chiamate fase
up–leg e fase down–leg, e per ognuna di esse avremo un diverso calcolo del
range e del range–rate. Per fissare la notazione chiamiamo tt il tempo a cui
il segnale viene trasmesso dall’antenna, tb quello a cui il segnale arriva al
satellite per poi tornare indietro e tr il tempo a cui il segnale viene ricevuto
nuovamente dall’antenna.
Definizione 4.1. Il tempo–luce è il tempo che il segnale trasmesso impiega
per ritornare all’antenna, ovvero tr − tt.
Usare l’equazione (4.1) per il calcolo di r significa vedere lo spazio come
piatto, con r calcolata come distanza euclidea, e vedere il tempo come as-
soluto. Ovviamente ciò non è possibile in quanto se ci vogliamo spingere a
delle accuratezze molto elevate lo spazio ed il tempo devono essere formulati
e modellati nel contesto della teoria della relatività generale di Einstein. La
formula precedente deve esser presa come un punto di inizio per poi poter
includere delle correzioni relativistiche che tengano conto del fatto che lo
spazio–tempo non è piatto ma è curvo.1
Inoltre c’è anche da tener conto dei diversi tempi ai quali i vettori devono
essere calcolati. Per esempio xEM , xE e xant devono essere calcolati sia al
tempo di trasmissione tt (per la fase up–leg) che a quello di ricezione tr (per
la fase down–leg); invece xM e xsat vengono calcolati al tempo di rimbalzo
tb (per entrambe le fasi).
Nel nostro modello utilizziamo più sistemi di riferimento locali, seguendo
un approccio multicarta, e quindi i vari vettori che compaiono nell’equazione
(4.1) genericamente saranno espressi in diversi sistemi di riferimento. Per
poter poi sommare insieme questi vettori essi devono essere convertiti ad un
comune sistema di riferimento, che nel nostro caso sarà il BCRS che introdur-
remo a breve. Nel prossimo paragrafo introdurremo i sistemi di riferimento
utilizzati e le loro coordinate spazio–temporali.
1naturalmente non si intende che la formula includerà tutte le possibili correzioni
relativistiche, ma dovrà contenere quelle la cui entità è misurabile dall’esperimento.
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4.1 Diversi riferimenti spazio–temporali
Per tutta la sezione seguiremo principalmente quattro documenti riguardo
ai sistemi di riferimento da utilizzare e alle scale di tempi ad essi associate:
le due risoluzioni IAU (IAU 1991) e (IAU 2000), il supplemento esplicativo
(Soffel et al. 2003) per la risoluzione IAU del 2000 e le convenzioni IERS
(Petit e Luzum 2010).
Due sono i sistemi di riferimento principali da utilizzare:
(1) il BCRS (Barycentric Celestial Reference System), centrato nel baricen-
tro del Sistema Solare (SSB, Solar Sistem Barycenter), può essere usato
per modellare la propagazione della luce proveniente da oggetti celesti
lontani, così come il moto dei pianeti del Sistema Solare;
(2) il GCRS (Geocentric Celestial Reference System), centrato nel centro
di massa della Terra e non rotante, è adeguato per descrivere processi
che avvengono in prossimità della Terra (rotazione terrestre, moto dei
satelliti della Terra).
L’introduzione di ulteriori sistemi di riferimento locali (come un sistema di
riferimento centrato a Mercurio o a Giove o a qualsiasi altro corpo celeste)
serve per scopi specifici e per descrivere fenomeni nelle vicinanze del cor-
rispondente corpo. Ad esempio, come vedremo più avanti, per la missione
BepiColombo sarà necessario introdurre anche un sistema di riferimento cen-
trato nel centro di massa di Mercurio, rispetto a cui descrivere il moto dello
spacecraft una volta che sarà in orbita attorno al pianeta.
4.1.1 I tempi coordinati dei due riferimenti
Le coordinate temporali dei due sistemi di riferimento sono le seguenti: per il
BCRS abbiamo il tempo TCB (Barycentric Coordinate Time), mentre per il
GCRS abbiamo il tempo TCG (Geocentric Coordinate Time). La relazione
tra TCB e TCG è la parte temporale della trasformazione 4–dimensionale
che lega i due sistemi di riferimento. Se prendiamo un evento dello spazio
tempo (TCB,x) espresso nel riferimento baricentrico, allora la differenza
tra la coordinata temporale nel riferimento baricentrico e quella temporale
nel riferimento geocentrico è data da
TCB − TCG = 1
c2
∫ t
t0
( |vE |2
2
+ Uext(xE)
)
dt+
vE · (x− xE)
c2
+O
(
1
c4
)
.
Nell’equazione precedente xE e vE sono posizione e velocità baricentriche
del centro di massa della Terra, Uext(xE) è il potenziale newtoniano dovuto
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a tutti i corpi del modello inclusi nel modello tranne la Terra e calcolato
al geocentro. Infine t è il TCB, mentre t0 è l’istante in cui TCB e TCG
coincidono al geocentro, scelto come mostreremo in seguito in base anche al
Tempo Terrestre.
Osserviamo che nel caso in cui l’evento avvenga al geocentro allora
TCB − TCG = 1
c2
∫ t
t0
( |vE |2
2
+ Uext(xE)
)
dt+O
(
1
c4
)
, (4.2)
che esprime il tempo TCG di un orologio posto nel centro di massa della
Terra, ossia il tempo proprio del geocentro assunto senza potenziale gravi-
tazionale della Terra.
4.1.2 Tre scale standard di tempi
Vediamo adesso tre scale temporali standard per il GCRS, che ci serviranno
per dare delle relazioni con le altre scale che introdurremo.
International Atomic Time (TAI). Il TAI è una scala temporale la
cui unità fondamentale è il secondo, definito come la durata di 9192631770
periodi della radiazione corrispondente alla transizione tra due livelli ener-
getici specifici dello stadio fondamentale dell’atomo di Cesio–133. Il TAI è
calcolato al BIPM (Ufficio Internazionale dei Pesi e delle Misure) utilizzan-
do i dati provenienti da circa duecento orologi atomici in oltre cinquanta
laboratori nazionali. Il TAI rappresenta quello che dovrebbe misurare un
orologio atomico ideale posto sul geoide rotante.
Il TAI è una scala uniforme e stabile che quindi non può stare al passo con
la rotazione leggermente irregolare della Terra. Per scopi pubblici e pratici è
dunque necessario disporre di una scala che a lungo termine invece lo faccia,
l’UTC.
Coordinated Universal Time (UTC). L’UTC è una scala temporale
identica al TAI, tranne per il fatto che due volte l’anno viene aggiunto un
leap second per tenere conto della differenza accumulata tra TAI e giorno
solare, e più precisamente in modo che il Sole medio incroci il meridiano di
Greenwich a mezzogiorno UTC entro 0.9 s.
Poiché la frequenza di rotazione della Terra non è predicibile sul lungo
periodo, non esiste una regola fissa per determinare quando sarà necessario
introdurre il prossimo leap second: le date di introduzione sono decise dal-
l’IERS (International Earth Rotation and Reference System Service).
Secondo la convenzione le modifiche devono essere applicate il 31 dicembre
o il 30 giugno, alla mezzanotte UTC del giorno stabilito. Tuttavia l’orario
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locale in cui la modifica diviene effettiva cambia nei paesi che adottano un
fuso orario diverso da quello di Greenwich; in particolare nei paesi la cui ora
è in anticipo su quella del fuso orario principale (come, ad esempio, l’Italia),
il leap second viene a cadere nel giorno successivo.
Data giuliana (JD). Il giorno giuliano è il numero di giorni (del pas-
sati dal mezzogiorno del lunedì 1 gennaio 4713 a.C. (secondo il calendario
giuliano, vigente prima del 15 ottobre 1582). La data giuliana è il giorno
giuliano a cui viene sommata la frazione di giorno trascorso, a partire dal
mezzogiorno del Tempo Universale.
Per esempio la data giuliana corrispondente a mezzogiorno dell’1 genna-
io 2000 (Tempo Universale) è 2451545, mentre quella corrispondente all’1
gennaio 1977 00h 00m 00s è 2443144.5, che ci servirà più avanti.
4.1.3 Tempo Terrestre e origini delle scale temporali
Il TT, acronimo per Terrestrial Time, è definito nella risoluzione IAU del
2000 (precisamente B1.9), ed è una scala temporale che differisce dal TCG
per un rate costante. In particolare viene definito
d(TT )
d(TCG)
= 1− LG, (4.3)
con LG = 6.969290134 · 10−10. Nella raccomandazione III della risoluzio-
ne (IAU 1991) vengono specificati due fatti riguardo all’origine delle scale
temporali introdotte.
(1) All’1 gennaio 1977 00h 00m 00s TAI la lettura del tempo terrestre è
esattamente 1 gennaio 1977 00h 00m 32.184s al geocentro, ovvero
TT = TAI + 32.184s;
Dunque all’1 gennaio 1977 00h 00m 00s TAI la lettura del tempo terrestre
in data giuliana è T0 = 2443144.5003725.
(2) Le scale TT, TCB e TCG hanno tutte lettura esattamente pari a 1
gennaio 1977 00h 00m 32.184s all’istante 1 gennaio 1977 00h 00m 00s
TAI e al geocentro. Tale lettura rappresenta l’origine di queste scale
temporali.
Dall’equazione (4.3), per integrazione, si ricava dunque che
TCG− TT = LG · TCG = LG
1− LGTT. (4.4)
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4.1.4 Il tempo delle effemeridi
Il BCRS aveva associata inizialmente la coordinata temporale TDB (Ba-
rycentric Dinamical Time), poi rimpiazzata dal TCB. La scala di tempo
TDB viene poi ridefinita dalla risoluzione (IAU 2006) (parte B3) come
trasformazione lineare del TCB nel seguente modo:
TCB = K · (TDB − TDB0), (4.5)
con K = 11−LB , oppure
TDB − TCB = LB · (JDTCB − T0) · 86400 + TDB0,
dove LB = 1.550519768·10−8 e TDB0 = −6.55·10−5 s sono costanti, mentre
JDTCB è la data giuliana associata al TCB, che cresce di una unità ogni
86400 secondi del tempo TCB. Il termine TDB0 rappresenta il valore di
TDB all’istante 1 gennaio 1977 00h 00m 00s TAI al geocentro, e il fatto che
non sia nullo significa che il TDB in quell’istante non è sincronizzato alle
altre scale (TT, TCG e TCB) al geocentro.
Come sancito nella risoluzione (IAU 2006), parte B3 nota 4, per scopi
pratici il TDB è proprio la variabile indipendente utilizzata per le effemeridi
moderne, come le DE405 del JPL, chiamata invece ET (Ephemeris Time)
ed indicata con Teph. Da qui in avanti, per completare l’esposizione sulle
scale temporali, seguiremo l’articolo (Irwin e Fukushima 1999): gli autori
utilizzano proprio Teph per denotare il TDB, e lo stesso faremo noi soltanto
nella sezione 4.1.5.
Osservazione 4.2. L’equazione (4.5) implica che una unità di tempo effe-
meride (ossia una unità TDB) è equivalente a K unità di tempo in TCB,
ossia a K secondi del Sistema Internazionale. Un analogo discorso vale an-
che per le lunghezze, in quanto la velocità della luce è la medesima in ogni
sistema di riferimento. Dunque tutti i tempi, posizioni e valori delle masse
gravitazionali associate con le effemeridi del JPL (ad esempio) devono esse-
re moltiplicate per la costante K per esser convertite alla unità del Sistema
Internazionale appropriate per i sistemi associati con TCB, TT o TCG.
Per le velocità e i potenziali gravitazionali (ossia masse gravitazionali divise
per lunghezze) le unità espresse dalle effemeridi sono equivalenti a quelle del
Sistema Internazionale.
4.1.5 Trasformazione da Teph a TT
Ricaviamo ora la trasformazione che lega le due scale temporali TDB e TT.
Introduciamo la quantità
∆TC(Teph) =
∫ Teph
0
{
1
c2
( |vE |2
2
+ Uext(xE)
)
− LC
}
dt.
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La costante LC che compare dentro l’integrale serve a rimuovere i termi-
ni secolari (in accordo anche con (Soffel et al. 2003)), e si assume LC =
1.48082686741 · 10−8 seguendo l’articolo . In questo modo, tralasciando i
termini di ordine 1/c4, riscriviamo la trasformazione tra TCB e TCG come
segue:
TCB − TCG =
∫ t
t0
1
c2
( |vE |2
2
+ Uext(xE)
)
dt+
vE · (x− xE)
c2
=
= K
∫ Teph
Teph0
1
c2
( |vE |2
2
+ Uext(xE)
)
dt+K
vE · (x− xE)
c2
=
= K [∆TC(Teph)−∆TC(Teph0)] +K
vE · (x− xE)
c2
+ LC · TCB.
Se adesso combiniamo la precedente equazione con l’equazione (4.4) e con
l’equazione (4.5) si ottiene
Teph − TT = Teph − (1− LG)TCG =
= Teph + (1− LG)K [∆TC(Teph)−∆TC(Teph0)] +
+ (1− LG)KvE · (x− xE)
c2
− (1− LG)(1− LC) · TCB =
= Teph + (1− LG)K [∆TC(Teph)−∆TC(Teph0)] +
+ (1− LG)KvE · (x− xE)
c2
−K(1− LG)(1− LC)(Teph − Teph0) =
= Teph0 + (1− LG)K [∆TC(Teph)−∆TC(Teph0)] +
+ (1− LG)KvE · (x− xE)
c2
+ [1−K(1− LG)(1− LC)](Teph − Teph0).
Imponendo che il rate di Teph sia uguale a quello di TT in media (secondo
un’opportuna media definita formalmente nell’articolo) richiediamo che
K =
1
(1− LC)(1− LG) .
L’equazione precedente diviene quindi
Teph − TT = Teph0 +
∆TC(Teph)−∆TC(Teph0)
1− LC +
vE · (x− xE)
(1− LC)c2 (4.6)
Abbiamo mantenuto il fattore 1−LC nell’equazione (4.6) per essere esatta-
mente consistenti con le equazioni precedenti, ma rimpiazzando 1− LC con
1 (cioè imponendo LC = 0) ciò causerebbe un errore massimo di soli 30 ps.
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4.2 Trasformazioni spazio–temporali
Ritorniamo adesso al problema iniziale. I cinque vettori che compaiono
nell’equazione (4.1), prima di esser sommati, vanno convertiti tutti al sistema
di riferimento comune BCRS. Teniamo conto dei seguenti fatti che mostrano
quali conversioni temporali sono necessarie:
(1) le attuali effemeridi del JPL sono date nel sistema BCRS con la coordi-
nata temporale TDB (anche se gli autori la indicano come Teph);
(2) le osservazioni sono effettuate dalla superficie terrestre e dunque sono
date utilizzando il TT. Così per ogni osservazione della stazione a terra
i tempi di trasmissione e ricezione tt e tr devono essere convertiti da TT
a TDB;
(3) le equazioni di moto per la sonda attorno a Mercurio sono approssimate,
al livello di accuratezza richiesto, da equazioni newtoniane una volta
scelta come variabile temporale il tempo proprio di Mercurio, nuova
coordinata temporale chiamata TDM (Mercury Dynamic Time), che
contiene termini 1–PN dipendenti prevalentemente dalla distanza dal
Sole r10 e dalla velocità v1 di Mercurio, come mostra l’equazione (4.7) e
come spiegheremo nella sottosezione 4.2.1.
La dinamica geocentrica dell’antenna xant è data dai modelli IERS per la
rotazione terrestre ed è espressa nel sistema GCRS con coordinata temporale
TT. La dinamica xE del geocentro rispetto al baricentro Terra–Luna viene
presa dalle effemeridi del JPL, e dunque è espressa nel sistema BCRS con
coordinata temporale TDB (punto (1) del precedente elenco). Queste due
sono le dinamiche con parametri fissi.
Le tre dinamiche seguenti sono invece quelle con parametri da risolvere. La
dinamica mercuricentrica del satellite xsat è calcolata da un’apposita routine,
ed è espressa dal sistema di riferimento centrato nel centro di Mercurio di
cui al punto (3) dell’elenco. Infine i vettori xM e xEM sono calcolati da
un’altra routine che integra le equazioni di moto relativistiche, e dunque
sono espressi nel sistema BCRS con coordinata TDB. Dunque appare chiaro
che sono i vettori xant e xsat che devono essere trasformati dai loro riferimenti
al riferimento BCRS.
4.2.1 Il tempo di Mercurio
Per la missione BepiColombo, come abbiamo già accennato, si introduce
un riferimento centrato a Mercurio, e ciò è dovuto sostanzialmente a due
motivazioni. Innanzitutto un approccio multicarta fornisce sicuramente un
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modello più accurato rispetto a quello di un approccio a singola carta; inol-
tre, nella carta locale con centro nel baricentro di Mercurio è più semplice
scrivere le equazioni di moto per il satellite.
Questo riferimento ha un tempo associato che chiamiamo TDM. La relazio-
ne tra il tempo di Mercurio TDM e il tempo baricentrico TDB (troncata
all’ordine 1–PN) è data dalla parte temporale della trasformazione qua-
dridimensionale tra i due riferimenti, che specializzata al caso di Mercurio
fornisce
d(TDM)
d(TDB)
= 1− v
2
1
2c2
−
∑
k 6=1
Gmk
c2r1k
. (4.7)
Questa equazione differenziale può essere risolta con una formula di qua-
dratura una volta che l’orbita di Mercurio, del Sole e degli altri corpi del
modello sono note.
La figura seguente, tratta da (Milani et al. 2010), mostra i risultati ottenuti
grazie alla formula di quadratura:
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Figura 4.2. A sinistra: la parte lineare del TDM in funzione di TDB, che mostra
un drift dovuto al fatto che il termine 1–PN non ha media nulla. A destra: il termine
oscillante è quasi un ordine di grandezza più grande di TT–TDB.
Il termine oscillante, che ha un periodo pari a quello dell’orbita di Mercurio,
ha un’ampiezza di
' 0.012 s.
Ma in 0.01 s la velocità dello spacecraft può cambiare di 3 cm/s (circa
10000 volte la precisione delle misure di range–rate), mentre la posizione
può cambiare di 30 m (circa 300 volte la precisione delle misure di range).
Questi effetti, largamente sopra le precisioni di misura, vanno quindi tenuti
in considerazione per il nostro esperimento.
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4.2.2 Trasformazioni per xsat e xant
D’ora in avanti chiameremo le quantità relative al sistema di riferimen-
to BCRS “TDB–compatible”, quelle relative al sistema geocentrico GCRS
“TT–compatible” e quelle relative al sistema di riferimento mercuricentri-
co “TDM–compatible”; etichetteremo queste quantità con TB, TT e TM
rispettivamente.
La trasformazione che porta le coordinate geocentriche dell’antenna in
coordinate TBD–compatibili è espressa da
xTBant = x
TT
ant
(
1− U
c2
− LC
)
− 1
2
(
vTBE · xTTant
c2
)
vTBE ,
dove U è il potenziale gravitazionale al centro della Terra, vTBE è la velocità
baricentrica della Terra e
LC = 1.48082686741 · 10−8
è un fattore di scala, utilizzato per rimuovere i termini secolari nella trasfor-
mazione. La formula di trasformazione per le velocità è dunque
vTBant =
{
vTTant
(
1− U
c2
− LC
)
− 1
2
(
vTBE · vTTant
c2
)
vTBE
}
dT
dt
.
Nella precedente formula, il tempo T è il tempo locale per la stazione, ossia
TT, mentre t è il corrispondente tempo TDB.
Un’analoga trasformazione porta le coordinate mercuricentriche del sa-
tellite nelle coordinate TDB–compatibili:
xTBsat = x
TM
sat
(
1− U
c2
)
− 1
2
(
vTBM · xTMsat
c2
)
vTBM ,
dove U è il potenziale gravitazionale al centro di Mercurio e vTBM è la velocità
baricentrica di Mercurio. Naturalmente c’è anche una formula di trasforma-
zione delle velocità analoga a quella dell’antenna, dove stavolta T è il tempo
proprio di Mercurio, ossia TDM, mentre t è sempre il tempo TDB:
vTBsat =
{
vTMsat
(
1− U
c2
)
− 1
2
(
vTBM · vTMsat
c2
)
vTBM
}
dT
dt
.
Per mostrare la rilevanza delle correzioni relativistiche di questa sezione per
la missione BepiColombo abbiamo calcolato il range e il range–rate con e
senza queste correzioni. Come mostra la figura 4.3 tali effetti sono rilevanti.
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Figura 4.3. Differenza negli osservabili per un passaggio di Mercurio sopra la sta-
zione osservatrice usando un modello ibrido in cui alcune grandezze non sono state
trasformate in quantità TDB–compatibili e uno corretto in cui invece la conversione è
stata effettuata. Le interruzioni del segnale sono date dal passaggio del satellite dietro
Mercurio. In alto (2 figure): nel modello ibrido la posizione e la velocità del satellite
non sono state trasformate. In basso (2 figure): nel modello ibrido la posizione e la
velocità dell’antenna non sono state trasformate.
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4.3 Modellizzazione dell’effetto Shapiro
Le trasformazioni introdotte nella precedente sezione tengono conto del fat-
to che alcuni dei vettori che rientrano nel calcolo del range devono essere
convertiti al sistema di riferimento centrato nel baricentro del Sistema So-
lare; questo non è ancora sufficiente per avere un calcolo preciso del ritardo
del segnale. Infatti dobbiamo considerare il contributo relativistico al ritar-
do del segnale dovuto alla curvatura dello spazio–tempo causata dal forte
campo gravitazionale del Sole: tale fenomeno è noto come effetto Shapiro.
Se indichiamo con ∆tS il ritardo di tempo dovuto all’effetto Shapiro, dovre-
mo aggiungere alla formula (4.1) il termine S(γ) = c∆tS . Così il range si
calcolerà come
r = |(xsat + xM )− (xEM + xE + xant)|+ S(γ). (4.8)
Il problema che si pone a questo punto è il seguente: tenendo conto delle
accuratezze della missione, a che livello di precisione ci dobbiamo spingere
nella modellizzazione dell’effetto Shapiro?
Mettiamoci nella situazione generale in cui abbiamo un trasmettitore e un
ricevitore di segnali, e di voler calcolare il ritardo nella trasmissione del
segnale dovuto alla vicinanza di un corpo con massa elevata. Chiaramente
il corpo in questione dipende dall’esperimento che si sta effettuando, nel
caso di BepiColombo tale corpo è il Sole. Ovviamente lo spazio–tempo
non è incurvato soltanto a causa del Sole, ma contribuiscono alla curvatura
anche gli altri pianeti o corpi: i termini dell’effetto Shapiro dovuti a questi
corpi sono più piccoli dell’accuratezza necessaria per le nostre misure. In
queste ipotesi, vedi (Moyer 2003), il ritardo dovuto all’effetto Shapiro si può
esprimere all’ordine 1–PN come
∆t =
(1 + γ)µ0
c3
log
(
rr + k · rr
rt + k · rt
)
=
(1 + γ)µ0
c3
log
(
rt + rr + r
rt + rr − r
)
, 2
dove rt = |rt| e rr = |rr| sono le distanze eliocentriche del trasmettitore e del
ricevitore calcolate ai corrispondenti istanti di tempo di emissione e ricezione
del fotone, µ0 = Gm0 è la massa gravitazionale del Sole, r = |rt − rr| è la
distanza tra emettitore e trasmettitore, e dove k è il versore nella direzione
trasmettitore–ricevitore, ossia k = (rr−rt)/r. Il parametro γ è l’unico para-
metro PN usato per il calcolo del tempo–luce e può essere determinato con
gli esperimenti in congiunzione superiore. L’influenza dell’effetto Shapiro
sul range è mostrata nella figura 4.4.
2per mostrare che le due espressioni appena scritte sono uguali, è sufficiente sostituire
a k la sua espressione, scrivere rr · rt grazie al teorema di Carnot e svolgere i calcoli.
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Figura 4.4. Influenza dell’effetto Shapiro sul range su due anni di simulazione. I
picchi corrispondono alle congiunzioni superiori, dove l’effetto è massimo, circa 24 km
per onde radio passanti a 3R@ dal centro del Sole.
Per arrivare ad accuratezze più elevate, l’approssimazione 1–PN non è
sufficiente. Per migliorare il modello dobbiamo anche tenere conto di altri
termini derivanti dall’influenza del campo gravitazionale del Sole.
(1) Il primo termine tiene di conto del moto del Sole, ed è di ordine 1.5–PN
(ossia contenete un fattoe 1/c3). Seguiamo qui la derivazione di (Klioner
e Peip 2003). Assunto un moto lineare del Sole del tipo
x@(t) = x@,in + v@(t− t?),
l’equazione all’ordine 1–PN deve essere corretta con
S(γ) =
(1 + γ)µ0
c2
(
1− k · v@
c
)
log
( |g|rr + g · rr
|g|rt + g · rt
)
,
dove g = µ − v@c e µ è il versore tangente alla traiettoria della luce al
momento dell’emissione. Per t?, Klioner e Peip suggeriscono di sceglie-
re il tempo al quale viene raggiunta la minima distanza tra il Sole e il
raggio di luce imperturbato.
La correzione 1.5–PN è stata ampiamente discussa dopo che l’esperi-
mento con la sonda Cassini ha aumentato parecchio l’accuratezza nella
determinazione di γ. La figura 4.5 mostra che l’incidenza della corre-
zione all’ordine 1.5–PN è di circa 1 cm nel range, sotto l’accuratezza
rilevabile.
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Figura 4.5. Differenza nel range utilizzando una formulazione 1–PN rispetto ad una
1.5–PN per l’effetto Shapiro, con γ = 1. Come si vede l’effetto massimo non raggiunge
neanche il centimetro, dunque non è rilevabile con le accuratezze della missione.
(2) Il secondo termine tiene di conto della curvatura della traiettoria del-
la luce, ed è di ordine 2–PN. Utilizziamo qui la formulazione proposta
da Moyer in (Moyer 2003), successivamente derivata anche in modo più
teorico, per esempio in (Ashby e Bertotti 2010). Moyer propone di ag-
giungere il termine (1 + γ)µ0/c2 (il raggio di un buco nero non rotante
con la massa del Sole, ossia il raggio gravitazionale del Sole) sia al nu-
meratore che al denominatore del logaritmo nella formula dell’effetto
Shapiro all’ordine 1–PN. Dunque tale correzione fornisce
S(γ) =
(1 + γ)µ0
c2
log
(
rt + rr + r +
(1+γ)µ0
c2
rt + rr − r + (1+γ)µ0c2
)
. (4.9)
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Figura 4.6. Differenza nel range utilizzando una formulazione 1–PN rispetto ad una
2–PN per l’effetto Shapiro, con γ = 1 e un parametro d’impatto b ' 3R@.
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La figura 4.6 mostra che la correzione all’ordine 2–PN è rilevante per il
nostro esperimento, soprattutto quando c’è una congiunzione superiore
con un piccolo parametro d’impatto b del percorso delle onde radio (circa
10 cm nel range). Valutando l’equazione (4.9) vicino alla configurazione
di congiunzione si ottiene3
S2PN ' (1 + γ)µ0
c2
log
(
1− 2rtrr
b2r
(1 + γ)µ0
c2
)
'
' −(1 + γ)2
( µ0
c2b
)2 2rtrr
rt + rr
.
4.4 Iterazioni per il calcolo del tempo–luce
Dato che le misurazioni effettuate con le onde radio sono solitamente riferite
al tempo di ricezione tr, gli osservabili sono visti come funzioni di questo
tempo, a la sequenza di calcolo lavora indietro nel tempo: partendo da tr,
un primo ciclo iterativo porta al calcolo di tb, dopodiché, usando questa
informazione, un altro ciclo iterativo calcola il tempo di trasmissione tt.
4.4.1 Calcolo del range
Nella sezione 4.2 abbiamo visto come ottenere i cinque vettori dell’equazione
(4.1). Una volta che questi vettori sono stati calcolati ai loro rispettivi tempi
e sono stati portati allo stesso sistema di riferimento centrato nel baricentro
del Sistema Solare, ci sono due diversi tempi–luce che devono essere calcolati.
Il tempo luce della fase up–leg, ∆tup = tb − tt, per il segnale dall’antenna
alla sonda orbitante attorno a Mercurio e il tempo luce della fase down–leg,
∆tdo = tr−tb, per il segnale di ritorno dalla sonda all’antenna. Per il calcolo
del tempo–luce della fase down–leg dobbiamo considerare come trasmettitore
la sonda attorno a Mercurio e come ricevitore l’antenna a terra, e dunque le
equazioni scritte fino ad ora si specializzano come segue:
rdo(tr) = xsat(tb(tr)) + xM (tb(tr))− xEM (tr)− xE(tr)− xant(tr)
rdo(tr) = |rdo(tr)| e c(tr − tb) = rdo(tr) + Sdo(γ), (4.10)
dove
Sdo(γ) =
(1 + γ)µ0
c2
log
(
rt(tb) + rr(tr) + |rr(tr)− rt(tb)|+ (1+γ)µ0c2
rt(tb) + rr(tr)− |rr(tr)− rt(tb)|+ (1+γ)µ0c2
)
.
3per ottenere questa approssimazione in congiunzione superiore si considera una con-
figurazione con rr e rt che formano un angolo quasi piatto. Il parametro di impatto b è
la distanza tra il centro del Sole e il segmento che congiunge antenna e spacecraft, e per
farlo comparire si considera il triangolo formato dai due vettori rr e rt e dal segmento
detto, che risulta diviso in due dall’altezza ad esso relativa (che misura proprio b).
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Nella fase up–leg, invece, dobbiamo considerare come trasmettitore l’antenna
a terra e come ricevitore la sonda attorno a Mercurio, così le equazioni sono
rup(tr) = xsat(tb(tr)) + xM (tb(tr))− xEM (tt(tr))− xE(tt(tr))− xant(tt(tr))
rup(tr) = |rup(tr)| e c(tb − tt) = rup(tr) + Sup(γ), (4.11)
dove
Sdo(γ) =
(1 + γ)µ0
c2
log
(
rt(tt) + rr(tb) + |rr(tb)− rt(tt)|+ (1+γ)µ0c2
rt(tt) + rr(tb)− |rr(tb)− rt(tt)|+ (1+γ)µ0c2
)
.
Notiamo che per la fase down–leg il vettore rt si riferisce alla posizione elio-
centrica dello spacecraft, mentre per la fase up–leg lo stesso vettore indica
la posizione eliocentrica dell’antenna; questa differenza si trova anche per il
vettore rr, che nella fase down–leg indica la posizione eliocentrica dell’anten-
na, mentre nella fase up–leg indica la posizione eliocentrica dello spacecraft.
Questo spiega i diversi tempi a cui questi vettori sono calcolati nelle due fasi.
Descriviamo adesso il metodo che permette di determinare tb(tr) e tt(tr)
a partire dalle equazioni (4.10) e (4.11). Dato che i tempi tb e tt sono
visti come funzioni di tr, la procedura iterativa deve partire necessariamente
dall’equazione (4.10) in quanto lì compare solo tb:
• si calcolano vettori xEM , xE e xant al tempo tr;
• si sceglie una first guess t0b per il tempo di bounce, anche brutalmente
t0b = tr, e si calcolano i vettori xsat e xM al tempo t
0
b ;
• dall’equazione (4.10) si determina t1b .
Il procedimento è ripetuto calcolando t2b , e così via fino a convergenza, ossia
finché tkb − tk−1b è minore di una certa accuratezza da fissare. Questo metodo
iterativo di punto fisso per determinare tb è convergente perché il moto del
satellite e di Mercurio nell’intervallo di tempo tr − tb è una piccola frazione
del vettore differenza complessivo. Dopo aver accettato l’ultimo valore di tb
calcolato inizia la procedura iterativa per il calcolo del tempo di trasmissione:
• si calcolano i vettori xsat e xM al tempo tb;
• si sceglie una first guess t0t per il tempo di trasmissione, anche t0t = tb;
• si calcolano i vettori xEM , xE e xant al tempo t0t ;
• dall’equazione (4.11) si determina t1t .
La stessa procedura è iterata fino a convergenza, che come prima significa
avere tkt − tk−1t sufficientemente piccolo. A questo punto si definisce
r =
rdo + Sdo + rup + Sup
2
.
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4.4.2 Calcolo del range–rate
Dopo che i due cicli iterativi forniscono a convergenza i tempi tb e tt , pos-
siamo passare al calcolo del range–rate. Riscriviamo le espressioni dei range
euclidei (quello down–leg e quello up–leg) come prodotto scalare:
r2do(tr) = {xMs(tb)− xEa(tr)} · {xMs(tb)− xEa(tr)}
r2up(tr) = {xMs(tb)− xEa(tt)} · {xMs(tb)− xEa(tt)} ,
dove xMs = xM + xsat e xEa = xEM + xE + xant. L’equazione del tempo
luce contiene anche i termini dell’effetto Shapiro, così il range–rate conterrà
anche le loro derivate, con effetti rilevanti ai fini dell’esperimento (qualche
cm/s durante le congiunzioni superiori). Dato che le equazioni che danno tb
e tt sono sempre (4.10) e (4.11), nel calcolare le derivate rispetto al tempo
dobbiamo tenere in considerazione che tb = tb(tr) e tt = tt(tr). Si ha
d
dtr
{rdo(tr) + Sdo(tr)} = r̂do ·
{
∂xMs(tb)
∂tb
dtb
dtr
− dxEa(tr)
dtr
}
+
dSdo
dtr
, (4.12)
dove
r̂do =
xMs(tb)− xEa(tr)
rdo(tr)
,
dtb
dtr
= 1− 1
c
(
drdo(tr)
dtr
+
dSdo
dtr
)
,
ed anche
d
dtr
{rup(tr) + Sup(tr)} = r̂up ·
{
∂xMs(tb)
∂tb
dtb
dtr
− ∂xEa(tt)
∂tt
dtt
dtr
}
+
dSup
dtr
,
(4.13)
dove
r̂up =
xMs(tb)− xEa(tt)
rup(tr)
,
dtt
dtr
= 1− 1
c
(
drdo(tr)
dtr
+
dSdo
dtr
+
drup(tr)
dtr
+
dSup
dtr
)
.
Le derivate dell’effetto Shapiro sono date da:
dSdo
dtr
=
2(1 + γ)µ0
c2
[(
rt(tb) + rr(tr) +
(1 + γ)µ0
c2
)2
− |rr(tr)− rt(tb)|2
]−1
[
−|rr(tr)− rt(tb)|
(
∂rt
∂tb
dtb
dtr
+
drr
dtr
)
+
rr(tr)− rt(tb)
|rr(tr)− rt(tb)| ·
·
(
drr
dtr
− ∂rt
∂tb
dtb
dtr
)(
rt(tb) + rr(tr) +
(1 + γ)µ0
c2
)]
(4.14)
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e
dSup
dtr
=
2(1 + γ)µ0
c2
[(
rt(tt) + rr(tb) +
(1 + γ)µ0
c2
)2
− |rr(tb)− rt(tt)|2
]−1
[
−|rr(tb)− rt(tt)|
(
∂rt
∂tt
dtt
dtr
+
∂rr
∂tb
dtb
dtr
)
+
rr(tb)− rt(tt)
|rr(tb)− rt(tt)| ·
·
(
∂rr
∂tb
dtb
dtr
− ∂rt
∂tt
dtt
dtr
)(
rt(tt) + rr(tb) +
(1 + γ)µ0
c2
)]
. (4.15)
Notiamo che a causa delle diverse definizioni di rr e rt nella fase down–
leg e in quella up–leg, il termine ∂rt∂tb nell’equazione (4.14) e il termine
∂rr
∂tb
nell’equazione (4.15) sono in realtà il solito. Definiamo poi il range rate
come
dr
dtr
=
1
2
(
drdo
dtr
+
dSdo
dtr
+
drup
dtr
+
dSup
dtr
)
. (4.16)
Le equazioni (4.12) e (4.13) sono equazioni implicite in quanto le deri-
vate dell’effetto Shapiro contengono le derivate dtb/dtr e dtt/dtr, e dunque
possono essere risolte con un metodo iterativo. In alternativa è anche pos-
sibile usare un’approssimazione che risolve per drdo/dtr e poi per drup/dtr,
trascurando il contributo dell’effetto Shapiro:
drdo
dtr
= r̂do ·
{
∂xMs(tb)
∂tb
(
1− 1
c
dSdo
dtr
)
− dxEa(tr)
dtr
}
·
·
{
1 +
1
c
(
∂xMs(tb)
∂tb
· r̂do
)}−1
,
con il membro di destra debolmente dipendente da drdo/dtr solo attraverso
dSdo/dtr. Per l’altra fase abbiamo analogamente:
drup
dtr
= r̂up ·
{
∂xMs(tb)
∂tb
[
1− 1
c
(
drdo(tr)
dtr
+
dSdo
dtr
)]
− ∂xEa(tt)
∂tt
·
·
[
1− 1
c
(
drdo(tr)
dtr
+
dSdo
dtr
+
dSup
dtr
)]}[
1 +
1
c
(
∂xMs(tb)
∂tb
· r̂do
)]−1
4.4.3 Un’altra questione temporale
Tutti i calcoli precedenti sono effettuati nel sistema di riferimento del bari-
centro del Sistema Solare e utilizzano come tempo il tempo TDB. Tuttavia
le misure di frequenza, sia a tt che a tr sono fatte a terra, ossia con il tempo
TT. Questo introduce un cambio nelle misure di frequenza ai due tempi, e
poiché questo cambio non è uguale (la Terra si è mossa per 3 ·10−4 della sua
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orbita), c’è una correzione che si deve fare. Le quantità che stiamo misu-
rando sono essenzialmente la derivata di tt rispetto a tr, ma in due sistemi
diversi. Si ha
dTt
dTr
=
dTt
dtt
dtt
dtr
dtr
dTr
.
Seguendo (Milani, Tommei e Vokrouhlicky 2010), l’accuratezza richiesta è
tale che il termine principale con la massa gravitazionale del Sole µ0 e la
posizione del Sole x0 è sufficiente. L’equazione (9) dell’articolo riporta
dTt
dTr
=
{
1− µ0|xE(tt)− x0(tt)|c2 −
1
2c2
∣∣∣∣dxE(tt)dtt
∣∣∣∣2
}
dtt
dtr
·
·
{
1− µ0|xE(tr)− x0(tr)|c2 −
1
2c2
∣∣∣∣dxE(tt)dtt
∣∣∣∣2
}−1
,
osservando che non c’è bisogno della costante LC perché si cancella tra il
primo e l’ultimo tempo della parte destra. Nell’articolo è riportato che la
correzione introdotta ha un ordine di grandezza pari a 10−7 cm/s ed è tra-
scurabile per la sensitività dell’esperimento BepiColombo.
Bisogna però prestare attenzione ad un fatto: l’equazione precedente vie-
ne ricavata nell’articolo utilizzando formule per dT/dt che non contengono
termini topocentrici, termini che compaiono se utilizziamo formulazioni più
accurate come l’equazione (4.6). Sono da tenere in considerazione, infatti,
anche termini del tipo
vE · (x− xE)
c2
,
dove x è la posizione baricentrica dell’osservatore. L’equazione (??) non
tiene conto di questo termine, che fornirebbe così
dT
dt
= 1− 1
c2
( |vE |2
2
+ Uext(xE)
)
− aE · (x− xE)
c2
− vE · (v − vE)
c2
.
Quest’accortezza può sembrare di poco conto, ma in realtà si rivela neces-
saria per il calcolo degli osservabili.
4.5 Problematiche di carattere numerico
Il calcolo degli osservabili, come presentato nella precedente sezione, è già
complesso di per sé a causa dei numerosi accorgimenti tecnici, ma c’è un
ulteriore fattore da tenere in considerazione. Un problema già noto negli
esperimenti di radio scienza è che, per accuratezze molto elevate, la misura
del range–rate non può esser data da (4.16). Infatti le misure non sono
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istantanee: un’accurata misura dell’effetto Doppler richiede di determinare
la differenza di fase tra l’onda generata alla stazione e quella di ritorno dallo
spazio, differenza accumulata durante un lasso di tempo ∆, tipicamente tra
10 e 1000 s. Così il range–rate è in realtà una differenza di range
r(tb + ∆/2)− r(tb −∆/2)
∆
o anche come un valor medio integrale
1
∆
∫ tb+ ∆2
tb−∆2
dr(s)
dtr
ds.
Le due modalità di calcolo non sono affatto equivalenti, a causa del rounding
off. Per rendercene conto, facciamo un calcolo con gli ordini di grandezza.
Per gli attuali sistemi di tracking interplanetario, come quelli che utilizzano
un link radio multi–frequenza in banda X e Ka, l’incertezza nelle misure del
range è di circa 10 cm, mentre quella per il range–rate è di circa 3·10−4 cm/s,
su un tempo di integrazione di 1000 s. Prendiamo un tempo di integrazione
∆ = 30 s, adeguato per misurare il campo gravitazionale di Mercurio.4
L’incertezza della misura di range–rate su un periodo di 30 s può essere di
circa
3 · 10−4 ·
√
1000/30 ' 17 · 10−4 cm/s,
e l’incertezza richiesta nel calcolo della differenza r(tb+∆/2)−r(tb−∆/2) è
circa 0.05 cm. Le distanze sono dell’ordine di 2 · 1013 cm, quindi l’incertezza
relativa della differenza deve essere 2.5·10−15. Questo implica che il rounding
off è un problema da tener presente lavorando con gli attuali computers, con
errori relativi di round off di  = 2−52 = 2.2 · 10−16. L’instabilità numerica è
dovuta sostanzialmente alla differenza tra due valori molto grandi ma molto
prossimi, ed è mostrata nella figura 4.7. Dunque nel software per la missione
è supportata anche la possibilità di lavorare in precisione multipla, ma questo
ha numerose limitazioni. La conseguenza è che il programma di calcolo per
gli osservabili, a questi livelli di precisione e per distanze interplanetarie,
deve essere un misto di variabili a precisione doppia e multipla.
4infatti, se il periodo dello spacecraft attorno a Mercurio è di circa 8000 s, l’armonica
di ordine m = 26 ha un periodo di circa 150 s.
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Figura 4.7. Differenze nel range e nel range rate dovute ad un cambiamento di 10−11
del coefficente armonico C22: il range rate è calcolato come differenza di range divisa
per il tempo di integrazione di 30 s, ed è oscurato dal rounding off.
Come alternativa, l’uso di una formula di quadratura fornisce un risultato
numerico molto più stabile, perché il S/N della misura di range–rate è 1/.
La figura 4.8 mostra che un cambio molto piccolo nel modello genera una
variazione nel range–rate ≤ 2 µm/s per un passaggio di Mercurio.
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Figura 4.8. Differenze nel range e nel range–rate dovute ad un cambiamento di 10−11
del coefficente armonico C22: il range–rate è calcolato come integrale ed è smooth.
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La missione BepiColombo, come abbiamo visto, comprenderà un esperimen-
to di gravimetria, uno di relatività e uno riguardo alla rotazione di Mercurio.
Di conseguenza, dal punto di vista della determinazione orbitale, avremo un
altissimo numero di parametri da determinare. I parametri da fittare, in-
fatti, non includono soltanto i parametri PN della relatività generale, ma
anche i parametri che definiscono l’orbita mercuricentrica dello spacecraft
(per esempio la massa di Mercurio e i coefficienti delle armoniche del suo
campo gravitazionale) e i parametri che definiscono un modello del Sistema
Solare (come le condizioni iniziali per le orbite dei pianeti e le loro masse).
Con la tecnologia attualmente disponibile per i computers, la capacità di
memoria e il carico computazionale non sono affatto un problema. La vera
difficoltà è garantire che tutte le equazioni e i modelli siano precisi e coerenti
al livello di precisione delle misure, che è molto elevato (vedi (2.1)).
5.1 Condizioni di visibilità
In questa sezione non ci occuperemo direttamente del processo di determi-
nazione orbitale, ma vedremo un fatto ad essa collegato. La determinazione
orbitale richiede infatti le misure di range e range–rate tramite tracking da
terra, ma ciò non è sempre possibile. In linea di principio il transponder
potrebbe effettuare le misure in modo continuo, ma la posizione relativa e
il moto dell’antenna a terra, dello spacecraft, di Mercurio e del Sole fanno
sì che le misure vengano interrotte per certi periodi di tempo. Studiando
l’evoluzione nel tempo della complessa geometria del sistema (vedi figura
5.1) possono essere determinate le condizioni di visibilità dello spacecraft
dall’antenna a terra.
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local horizon
Mercury
Sun
Earth
spacecraft
> 2◦
> 20◦
< 115◦
Figura 5.1. Geometria del sistema composto da una stazione a terra, Mercurio e lo
spacecraft. Sono mostrate le condizioni di visibilità dalla stazione osservatrice.
Tre sono le condizioni che devono essere soddisfatte affinché lo spacecraft
sia visibile dalla stazione:
(1) l’elevazione dello spacecraft rispetto all’orizzonte locale della stazione a
terra deve essere sufficientemente alta, tipicamente più di 20° per evitare
dati poco accurati derivanti da errori nel modello di propagazione nella
troposfera;
(2) le osservazioni non sono possibili quando l’angolo tra l’asse dell’antenna
a bordo dello spacecraft (che è sempre puntata in direzione opposta
rispetto al centro di Mercurio) e la stazione a terra diventa più grande
di 115°;
(3) l’antenna della stazione non può essere puntata direttamente verso il
Sole, ovvero l’angolo di offset deve avere un valore minimo, assunto a 2°.
L’evoluzione temporale di queste condizioni è stata studiata con simulazioni
della durata di un anno. Ovviamente il tracking è possibile solo quando
tutte e tre le condizioni di visibilità sono soddisfatte, e da ciò segue che lo
spacecraft è visibile da terra solo per il 26% del tempo durante un anno di
simulazioni.
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Nota (importante!). Quello appena riportato è un dato tratto da (Milani
et al. 2002), e segue da simulazioni effettuate assumendo una sola stazione
osservatrice locata a Perth (Australia). La situazione attuale è diversa, in
quanto sono assunte due stazioni, una al Goldstone Deep Space Communi-
cation Complex in California (USA) equipaggiata con il 5–way link e l’altra
in Spagna a Cerebros, equipaggiata solo con la banda X per l’uplink e con
le due bande X e Ka per il downlink.1
Come conseguenza delle interruzioni del tracking da terra, le osservazioni
risultano suddivise in archi, e tali interruzioni non superano 1 ora (vedi (Mi-
lani et al. 2001)). Questi sono chiamati observed arcs (archi osservati) con
durata da 14 a 19 ore. Gli archi sono separati da intervalli senza osservazioni
che durano dalle 5 alle 10 ore. Chiamiamo extended arc (arco esteso) un arco
osservato a cui vengono aggiunte la metà del periodo buio precedente e la
metà del periodo buio successivo ad esso (vedi la figura 5.2).
t1
dark
t2
dark
t3
dark
observed arc
extended arc
Figura 5.2. Rappresentazione schematica degli archi osservati e degli archi estesi. Le
barre nere corrispondono agli intervalli bui, senza il tracking da terra.
5.2 Metodo multiarco
In linea di principio, la traiettoria dello spacecraft attorno a Mercurio po-
trebbe essere considerata come una singola orbita definita a partire da un
unico set di condizioni iniziali e dai parametri che compaiono nell’equazione
di moto. Tuttavia non si possono trascurare le perturbazioni e gli effetti
poco noti, in quanto possono impoverire l’accuratezza della soluzione del fit
anche di vari ordini di grandezza.
Esistono vari modi di risolvere questo problema, tra cui la strategia mul-
tiarco. La formalizzazione matematica di questo metodo si può trovare in
(Milani e Gronchi 2009, cap. 15), mentre qui ci limitiamo a fornire le idee di
base in quanto per la missione BepiColombo è stato sviluppato un metodo
più sofisticato che analizzeremo più avanti.
Per il metodo multiarco, l’intervallo di tempo delle osservazioni viene de-
composto in archi osservati, e viene attribuito ad ogni arco il suo insieme di
1e quindi con errori di osservazione 10 volte più grandi rispetto alla prima stazione.
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condizioni iniziali, come se ci fosse un nuovo spacecraft per ogni arco della
suddivisione.2 Tutto ciò causa una over–parametrizzazione del problema,
con le condizioni iniziali aggiuntive che servono proprio ad assorbire la ca-
renza di informazioni del modello dinamico non gravitazionale.
I parametri da determinare sono classificati in base all’arco su cui hanno
effetto, e si distinguono i seguenti tre gruppi.
(1) Parametri globali (g): questi sono i parametri che hanno effetto sulle
equazioni dinamiche di ogni arco osservato ed esteso. Per la missione
BepiColombo i parametri globali sono i seguenti:
• coefficienti delle armoniche sferiche del campo gravitazionale di
Mercurio, fino al grado 30 (che in tutto sono 312 − 4);
• numero di Love k2, che misura la deformazione di Mercurio per
effetto della marea solare;
• parametri sullo stato di rotazione di Mercurio;
• parametri post–newtoniani per il campo di gravità del Sole;
• condizioni iniziali per l’orbita di Mercurio e quella della Terra.
(2) Parametri locali (lk): questi parametri hanno effetto sulle equazioni
dinamiche del solo arco k. Tra i parametri locali troviamo i seguenti:
• le condizioni iniziali per l’orbita dello spacecraft, sei per ogni arco;
• le tre costanti di calibrazione per l’accelerometro di bordo, una per
ogni asse dello strumento;
• manovre di desaturazione effettuate durante il tracking.
(3) Parametri locali esterni (lek,k+1): sono i parametri che hanno effetto
sulle equazioni dinamiche nel solo periodo buio tra gli osservati k e k+1.
Questi parametri comprendono soltanto le manovre di desaturazione
effettuate fuori dagli archi osservati.
Notiamo che nella strategia multiarco il vettore dei residui dipende soltanto
dai parametri globali e locali, e quindi anche la funzione obiettivo. Il metodo
multiarco deve essere quindi modificato se si vuol tener conto anche dei
parametri locali esterni lek,k+1. Questo metodo sarà chiamato multiarco
vincolato e verrà analizzato più avanti.
2il metodo multiarco funzionerebbe anche per un’arbitraria decomposizione in archi
delle osservazioni, ma si rivela più utile quando tale decomposizione deriva dalla naturale
suddivisione in archi delle osservazioni spiegata nella sezione precedente.
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5.3 Manovre di desaturazione
Ci occupiamo qui di analizzare le manovre di desaturazione, necessarie a
mantenere l’assetto desiderato per lo spacecraft in quanto, vicino a Mercu-
rio lo spacecraft è soggetto ad un’intensa pressione di radiazione. Questo
è il motivo per cui sullo spacecraft sono montante delle ruote di reazione:
esse sono delle ruote massicce, e dunque dotate di elevato momento d’inerzia
rispetto a quello totale del satellite, vengono montate all’interno di esso (so-
litamente lungo i suoi assi di simmetria) e sono controllate da motori elettrici
che possono metterle in rotazione, aumentarne e diminuirne la velocità, con
conseguenze sull’assetto del satellite.
Dunque nel modello dinamico per l’orbita mercuricentrica del satellite,
una manovra di desaturazione, ossia un ∆v, appare come un’accelerazione
ulteriore sullo spacecraft. Seguendo il lavoro di (Iafolla et al. 2011), ogni ma-
novra è formata da 60 pulsazioni da 9 s e le manovre hanno luogo circa ogni
12 ore. Se queste pulsazioni fossero modellate come tali nel modello dinami-
co, sarebbe difficile controllare le instabilità numeriche che ne deriverebbero,
e allora si procede in modo lievemente diverso. Supponiamo di conoscere le
tre componenti di ogni manovra rispetto al sistema di riferimento (r̂, t̂, ŵ),
ossia quella radiale ∆vr, quella trasversale ∆vt e quella out–of–plane ∆vw.
Le corrispondenti accelerazioni sono modellate in modo che siano lisce e che
l’integrale su un certo intervallo di tempo coincida con ∆vr, ∆vt e ∆vw ri-
spettivamente. Tali accelerazioni sono rappresentate da grafici trapezoidali
composti da un polinomio di grado 5 sui due lati più un termine costante
sulla base minore (figura 5.3). Le equazioni che modellano le accelerazioni
sono
amanr,t,w =

b4t
4 + b5t
5 se t ≤ ∆s
b4(∆h− t)4 + b5(∆h− t)5 se t ≥ ∆h−∆s
b4∆s
4 + b5∆s
5 altrimenti
dove ∆h = 540 s è l’intervallo di tempo in cui viene eseguita la manovra,
∆s = 180 s determina quanto velocemente lo spacecraft raggiunge il picco
di accelerazione, b4 e b5 sono coefficienti che dipendono da ∆vr,t,w, ∆h e ∆s.
Benché l’intensità di una manovra di desaturazione non sia paragonabile
a quella di una manovra orbitale, l’effetto sull’orbita dello spacecraft può
essere ugualmente significativo. Dalla teoria classica delle perturbazioni è
noto che ∆vr produce variazioni su a, e e M , ∆vt in a, e, ω e M , e ∆vw in
i, Ω e ω. La variazione più rilevante per i nostri scopi è quella del semiasse
maggiore, in quando causa il maggior spostamento lungo la direzione tra-
sversale. Nella figura 5.4 mostriamo le conseguenze sugli elementi orbitali
dovute all’applicazione di due manovre, una durante l’X–tracking (stazione
di Cebreros) e l’altra nel periodo buio.
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Figura 5.3. Modello trapezoidale implementato per l’accelerazione sullo spacecraft
dovuta ad una manovra di desaturazione. Qui è mostrata la componente radiale.
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Figura 5.4. Variazione negli elementi orbitali a, e, i, Ω e ω dovuta all’applicazione di
una manovra di desaturazione durante l’X–tracking e una nel periodo buio successivo.
La prima manovra avviene quando l’anomalia vera è 196°, la seconda quando è 123°.
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Nella figura 5.5, invece, sono mostrate le variazioni di range e di range–
rate dovute all’applicazione di una sola manovra in un periodo buio o di due
manovre (una durante il tracking e una nel periodo buio successivo).
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Figura 5.5. A sinistra: variazione del range e del range–rate all’inizio dell’arco
successivo ad un periodo buio, dovuta all’applicazione di una manovra nel periodo buio
in questione. A destra: variazione del range e del range–rate dovuta all’applicazione
di due manovre, una durante il periodo di tracking e una durante il periodo buio
successivo.
La missione BepiColombo include esperimenti che necessitano la cono-
scenza della posizione dello spacecraft anche al di fuori dei periodi di osser-
vazione. In particolare, ci stiamo riferendo all’altimetro laser BepiColombo
Laser Altimeter (BELA) e alle immagini che saranno scattate dalla fotoca-
mera High Resolution Imaging Channel (HRIC), che serviranno per l’espe-
rimento di rotazione.
Per queste ragioni, la strategia multiarco pura, come presentata nei prece-
denti paragrafi, non è sufficiente per i nostri scopi in quanto non tiene conto
del comportamento dello spacecraft fuori dai periodi di tracking e soprat-
tutto non dipende dai parametri locali esterni lek,k+1 e quindi dalle manovre
che avvengono nei periodi bui.
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In quanto seguirà, assumiamo lo scenario seguente per le manovre di desa-
turazione:
Figura 5.6. Lo schema utilizzato per l’applicazione di manovre di desaturazione.
Ciò assicura di avere solo una manovra nei periodi bui e solo una durante
il tracking da Cerebros.
5.4 Metodo multiarco vincolato
Il metodo multiarco vincolato è basato sull’idea che ogni arco osservato ap-
partenga al medesimo oggetto, l’MPO nel caso di BepiColombo. Così le
orbite corrispondenti a due archi estesi consecutivi devono coincidere all’i-
stante di connessione fra i due archi, ossia a metà del periodo buio che separa
i due archi osservati corrispondenti. Per utilizzare matematicamente questa
informazione diamo una definizione:
Definizione 5.1. Il vettore discrepanza tra gli archi k e k + 1 è il vettore
definito dalla seguente differenza:
dk,k+1 = ϕ(tkc ; t
k+1
0 ,X
k+1
0 )− ϕ(tkc ; tk0,Xk0),
dove tk0 e t
k+1
0 sono i tempi centrali degli archi k e k + 1 rispettivamente,
tkc è il tempo che collega i due archi estesi k e k + 1, Xk0 e X
k+1
0 sono i
vettori di stato a tk0 e t
k+1
0 rispettivamente, e ϕ(t
k
c ; t
k+1
0 ,X
k+1
0 ) è l’immagine
di (tk+10 ,X
k+1
0 ) rispetto al flusso del campo vettoriale associato all’orbita
mercuricentrica al tempo t = tkc (analogo per ϕ(tkc ; tk0,Xk0)).
dark dark dark
tk0 t
k
c t
k+1
0
obs. arc k obs. arc k + 1
Figura 5.7. Rappresentazione schematica dei tempi associati ai vari archi.
Così
dk,k+1 = dk,k+1
(
g, lk, lek,k+1, lk+1
)
.
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Sia n il numero totale di archi estesi, nk il numero di osservazioni per
l’arco osservato k e siam =
∑
k nk il numero totale di osservazioni effettuate.
Supponiamo inoltre che tutti i residui ξ1, . . . , ξn siano pesati ciascuno con
una matrice Wk diagonale e nk × nk.
Usando i residui ξk relativi ad un singolo arco osservato si possono calcolare
la matrice normale 6× 6
Ck0 = B
T
kWkBk,
con Bk = ∂ξ
k
∂Xk0
la matrice disegno. Quindi tale matrice Ck0 viene propa-
gata ai tempi di connessione tkc e tk−1c usando la matrice di transizione di
stato; chiameremo Ck la matrice Ck0 propagata al tempo tkc . L’identificazio-
ne di due archi estesi consecutivi al punto di connessione tkc consiste nella
minimizzazione della funzione obiettivo
(nk + nk+1)∆Q(X) = ξ
k ·Wkξk + ξk+1 ·Wk+1ξk+1 =
= (X−Xk0) · Ck(X−Xk0) + (X−Xk+10 ) · Ck+1(X−Xk+10 ) + · · · .
Così è possibile approssimare il valore minimo per la funzione
(nk + nk+1)∆Q(X)
grazie alla penalità di identificazione: tale minimo sarà approssimato con
(Xk+10 −Xk0) · Ck,k+1(Xk+10 −Xk0),
dove
Ck,k+1 = Ck − CkΓcCk = Ck+1 − Ck+1ΓcCk+1
Γc = (C
k)−1 + (Ck+1)−1
Così ogni penalità dk,k+1 può essere pesata con la matrice normale Ck,k+1,
e la funzione obiettivo totale può essere scritta nella forma:
Q(x) =
1
m+ 6(n− 1)
m∑
l=1
wiξ
2
i +
+
1
µ
1
m+ 6(n− 1)
n−1∑
k=1
dk,k+1 · Ck,k+1dk,k+1.
Rispetto a µ e Ck,k+1 ci sono due possibili interpretazioni.
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Multiarco vincolato internamente. Consideriamo gli ellissoidi di con-
fidenza associati a Xk0 e X
k+1
0 ai tempi t
k
0 e t
k+1
0 rispettivamente, e li pro-
paghiamo al tempo tkc attraverso la corrispondente matrice di transizione di
stato. Questo significa considerare dk,k+1 come un vettore con distribuzione
normale di media
ϕ(tkc ; t
k+1
0 ,X
k+1
0 )− ϕ(tkc ; tk0,Xk0)
e covarianza
Γc = (C
k)−1 + (Ck+1)−1,
dove Ck e Ck+1 sono le matrici normali 6 × 6 associate a Xk0 e Xk+10 ai
tempi tk0 e t
k+1
0 rispettivamente, e propagate al tempo t
k
c (ossia le matrici
che definiscono i due ellissoidi). Segue che
Ck,k+1 = Γ−1c ,
e µ = 1.
Multiarco vincolato a priori. Ricordiamo che quando la determina-
zione orbitale di un oggetto che orbita attorno a un pianeta è effettuata
mediante osservazioni radiali, esiste una simmetria che causa una degenera-
zione del problema (vedi (Bonanno e Milani 2002)). In particolare, abbiamo
a che fare con una simmetria approssimata, dove il piccolo parametro è
l’angolo di spostamento del vettore Terra–Mercurio in un riferimento iner-
ziale. In questo caso la matrice normale ha un autovalore proporzionale al
quadrato del piccolo parametro, ossia uno dei semiassi dell’ellissoide di con-
fidenza è proporzionale all’inverso del piccolo parametro, e quindi è molto
più grande degli altri semiassi. Come conseguenza di questa debolezza, l’el-
lissoide di confidenza associato al vettore discrepanza e definito da Ck,k+1
potrebbe essere molto allungato. Per superare questa difficoltà, invece di
considerare il vettore discrepanza dk,k+1 all’interno dell’intersezione dei due
ellissoidi propagati, il secondo approccio cerca di vincolare la discrepanza
dentro una sfera di un dato raggio, che può essere scelto ad hoc variando
opportunamente µ. A questo fine definiamo due sfere, una in posizione e
una in velocità, mantenendo costante il rapporto tra i due raggi, ossia 103
s. Questo corrisponde a definire Ck,k+1 per ogni dk,k+1 come
Ck,k+1 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 106 0 0
0 0 0 0 106 0
0 0 0 0 0 106
 .
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Chiameremo questo approccio un approccio a priori in quanto corrisponde
ad un osservazione a priori
dk,k+1 = 0
con associata la matrice di covarianza
Γk,k+1 = µ(Ck,k+1)−1.
Nella nostra procedura, µ è modificato iterativamente secondo la formula
µ = max

(
σdp
δµ
)2
, 106
(
σdv
δµ
)2
, µmin
 ,
dove σdp e σdv sono le deviazioni standard dei vettori discrepanza in posizione
e in velocità, δµ è la quantità di cui vogliamo decrescano σdp e σdv all’itera-
zione corrente e µmin è il minimo valore ammesso per µ. Gli obiettivi sono
un fit ottimale dei residui e, allo stesso tempo, la massima riduzione delle
discrepanze tra due archi successivi.
Osserviamo che far decrescere µ in modo opportuno è necessario, in quanto
altrimenti potremmo essere nella situazione in cui stiamo forzando l’orbita
ad essere continua, a spese dei residui però.
Notiamo che in entrambe le versioni del metodo multiarco vincolato la
matrice disegno è
B =
∂(ξ,d)(x)
∂x
=
∂(ξ1, d
1,2, . . . , dn−1,n, ξn)
∂x
,
con
ξk = ξk(g, l
k) e dk,k+1 = dk,k+1(g, lk, lek,k+1, lk+1).
La matrice dei pesi è W = diag(Wk, Ck,k+1) e come conseguenza la matrice
normale
C = BTWB
è a blocchi tridiagonale a freccia, come mostra la figura 5.8.
5.5 Simulazioni e risultati
Presentiamo adesso i risultati corrispondenti a una simulazione di 80 giorni,
con osservazioni di range e range–rate ogni 60 s. I parametri che fittiamo
nella simulazione sono le condizioni iniziali dello spacecraft, i coefficienti del
campo di gravità di Mercurio fino all’ordine 25, il numero di Love k2 e le
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Figura 5.8. Rappresentazione schematica della matrice normale C del metodo
multiarco vincolato, con evidenziata la struttura a blocchi tridiagonale a freccia.
manovre di desaturazione (due per ogni arco esteso, secondo la figura 5.6) in
un unico fit ai minimi quadrati. Seguiremo qui l’articolo (Alessi et al. 2012).
Gli osservabili simulati sono stati modellati con una variabile casuale nor-
male con media 0 e varianza
σ2(ρ)/σ2( 9ρ),
dove ρ e 9ρ sono range e range–rate e
σ(ρ) = 10 ·
√
1000/60 cm σ( 9ρ) = 3 · 10−4 ·
√
1000/60 cm/s,
per le misure associate alla stazione di Goldstone, mentre 10 volte peggiori
per quelle associate alla stazione di Cebreros. Per testare l’efficienza della
convergenza abbiamo aggiunto alla first guess per i parametri x una variabile
normalmente distribuita con media 0 e varianza 5σ, con σi =
√
C−1(i, i)
l’incertezza formale associata con l’i–esima variabile dopo un’iterazione delle
correzioni differenziali.
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La convergenza è stata ottenuta dopo sei iterazioni con entrambe le ver-
sioni del metodo multiarco vincolato. Nell’approccio a priori abbiamo set-
tato µmin = 10−2 e δµ = 100. A convergenza, la norma dei residui risulta
quasi unitaria, il che significa che la minimizzazione dei vettori discrepanza
non diminuisce la qualità dei residui. Abbiamo applicato anche la strategia
multiarco pura, senza determinare le manovre di desaturazione nei periodi
bui, ma includendole nelle equazioni di moto per lo spacecraft. In questo
caso la convergenza si ottiene dopo nove iterazioni e la norma dei residui
risulta ugualmente unitaria. Nelle figure 5.9–5.12 mostriamo i risultati per
le condizioni iniziali dello spacecraft e per le tre componenti delle manovre. I
cerchietti rappresentano le incertezze formali associate alle soluzioni, mentre
le crocette sono i cosiddetti errori veri, ossia le differenze tra il valore vero
di una certa variabile usata nella simulazione degli osservabili e la variabile
calcolata a convergenza del processo.
Nella figura 5.9 per le condizioni iniziali, mostriamo i risultati corrispon-
denti alla direzione debole in posizione e in velocità wp e wv definiti come
wp = (xM − xE) × r e wv = (xM − xE) × v, dove r è la posizione mer-
curicentrica dello spacecraft e v la corrispondente velocità. Osserviamo che
in questo caso particolare wp è vicino alla direzione trasversale, mentre wv
a quella radiale. Confrontando i grafici corrispondenti alle tre metodologie
è semplice vedere che il metodo a priori è in grado di determinare le con-
dizioni iniziali con un incertezza formale 10 volte più piccola del metodo
vincolato internamente e 100 volte più piccola del metodo multiarco puro,
sia in posizione che in velocità. Inoltre, i picchi che si osservano agli archi
20 e 50 sono dovuti a piccoli spostamenti della linea di vista dalla Terra a
Mercurio, e questi possono essere attenuati con il metodo a priori.
Per quanto riguarda le manovre che avvengono durante il tracking, la figura
5.10 ci mostra come esse sono determinate nelle loro tre direzioni. Non tro-
viamo alcuna differenza rilevante tra i tre metodi.
Nella figura 5.11 mostriamo i risultati corrispondenti alle manovre nei pe-
riodi bui, ottenute applicando i due metodi multiarco vincolati, ma non il
metodo multiarco puro. Confrontando i grafici con quelli riguardanti le ma-
novre durante il tracking osserviamo che le incertezze formali sono le stesse.
Nella figura 5.12 mostriamo i vettori discrepanza nei tre casi. Nella strategia
multiarco pura e in quella vincolata internamente, i loro valori riflettono i
livelli di accuratezza della determinazione delle condizioni iniziali. Con la
strategia a priori possiamo affermare di aver ottenuto una singola orbita
continua che collega tutti gli archi estesi.
La qualità di questi risultati non dovrebbe esser pensata come definitiva,
avendo trascurato fonti di errori sistematici, in particolare le difficoltà nel
modellare le perturbazioni non gravitazionali.
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Figura 5.9. Incertezze formali (cerchietti) e errori veri (crocette) associati con la
soluzione per le condizioni iniziali di ogni arco esteso nella direzione debole, ottenute
con la strategia multiarco pura, con il metodo multiarco vincolato internamente e con
quello a priori. Posizione in alto e velocità in basso.
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Figura 5.10. Incertezze formali (cerchietti) e errori veri (crocette) associati con
la soluzione per ogni manovra di desaturazione durante il tracking, ottenute con la
strategia multiarco pura, con il metodo multiarco vincolato internamente e con quello
a priori.
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Figura 5.11. Incertezze formali (cerchietti) e errori veri (crocette) associati con la
soluzione per ogni manovra di desaturazione nei periodi bui, ottenute con il metodo
multiarco vincolato internamente e con quello a priori.
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Figura 5.12. Vettori discrepanza per ogni coppia di archi estesi consecutivi, ottenuti
a convergenza del metodo multiarco puro, multiarco vincolato internamente e vincolato
a priori. Posizione in alto e velocità in basso.
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5.6 Determinazione di γ
Il parametro post–newtoniano γ appare sia nelle equazioni di moto di Mer-
curio (e della Terra) sia nelle equazioni della propagazione delle onde radio.
Tuttavia questi due fenomeni hanno una variazione nel tempo molto diversa:
il cambiamento nell’orbita di Mercurio subisce oscillazioni con periodi del-
l’ordine del periodo orbitale, ha anche una componente secolare e gli effetti
su un solo giorno sono trascurabili; al contrario, il ritardo nella propagazione
luminosa dipende piuttosto fortemente dall’angolo Sole–Mercurio visto dal-
la Terra quando questo angolo è piccolo, con Mercurio dietro il Sole. Tale
condizione prende il nome di congiunzione superiore e l’effetto è mostrato
nella figura seguente:
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Figura 5.13. La totale sensibilità del ritardo nella propagazione luminosa rispetto
al valore di γ (qui abbiamo assunto il valore γ = 1 della relatività generale) come
funzione del tempo. Nella figura il ritardo è rappresentato in chilometri, vale a dire
come incremento della distanza a Mercurio rispetto alla distanza euclidea. I gap nei
dati corrispondono agli intervalli di tempo durante i quali le onde radio passano troppo
vicine al Sole; le interruzioni più corte invece sono dovute a occultazioni del satellite
dietro Mercurio.
Quindi è possibile effettuare un esperimento in congiunzione superiore
(SCE) e nelle poche settimane attorno alla congiunzione risolvere per il pa-
rametro γ2, che è quello che compare nell’equazione del ritardo del segnale
radio (effetto Shapiro, vedi cap. 4). Tale parametro γ2 viene considerato
logicamente diverso dal parametro γ1, che compare nelle equazioni di moto
definite dalla lagrangiana relativistica (vedi cap. 2). Ossia, i dati dell’in-
tera missione sono utilizzati per fittare γ1, e l’orbita ottenuta con questa
soluzione viene utilizzata come orbita di riferimento durante l’esperimento
in congiunzione superiore.
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Naturalmente γ1 = γ2 e questo vincolo può essere utilizzato nel risultato
finale, e ciò può essere fatto in due modi:
(1) il primo metodo consiste nell’inserire un’osservazione a priori per γ1,
basata sulla conoscenza di γ2, ottenuto dall’SCE;
(2) il secondo metodo si applica solo quando le informazioni su γ2 sono
significativamente superiori a quelle per γ1, e consiste nell’eliminare γ
dalla lista dei parametri da fittare e utilizzare direttamente γ2.
5.7 I risultati delle ultime simulazioni
Seguiremo qui la relazione tecnica (Dimare e Milani 2013). È stato effettuato
un ciclo di simulazioni atte a testare l’efficienza del Correttore Differenziale
del codice Orbit14 nella determinazione orbitale dei parametri relativi al-
l’esperimento di relatività della missione BepiColombo. I parametri legati
all’esperimento di relatività sono i seguenti: 6 condizioni iniziali del centro
di massa di Mercurio e 6 condizioni iniziali del centro di massa del sistema
Terra-Luna, denotate rispettivamente con (xM , yM , zM , 9xM , 9yM , 9zM ) e con
(xT , yT , zT , 9xT , 9yT , 9zT ), ed i parametri post–newtoniani. La pianificazione
del lavoro prevede una simulazione base (chiamata Step I) con un nume-
ro limitato di parametri da determinare, e successivamente, l’introduzione
di nuovi parametri che potrebbero disturbare o creare problemi nella de-
terminazione orbitale. Lo Step finale, prevede una simulazione completa
dell’esperimento di Radio Scienza, nelle sue tre parti di relatività, gravità
e rotazione. La simulazione prevista determinerà l’intero set di parametri,
comprensivo anche di manovre e calibrazioni dell’accelerometro. Assunzioni
base per il primo ciclo di simulazioni:
(1) simulazione di 365 giorni;
(2) assenza di errore sistematico nel range e assenza di perturbazioni non
gravitazionali;
(3) campo di gravità di Mercurio fino al grado 25.
Di seguito elenchiamo le simulazioni pianificate:
Step I. Parametri da determinare: 6 condizioni iniziali di Mercurio, β, γ,
µ@, condizioni iniziali di tutti gli archi osservati (metodo multiarco vincolato
con 6 parametri per ogni arco).
Terminato lo Step I, proponiamo due varianti della simulazione, per testare
la convergenza dell’algoritmo:
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Step Ia. Simulazione Step I con valori di default modificati: posizione e
velocità di Mercurio modificate di 1000 m e di 1 cm/s, rispettivamente, nelle
3 direzioni.
Step Ib. Simulazione Step I con valori di default modificati: β e γ modi-
ficati di un valore pari a 10−3.
Step II. Simulazione Step I con l’aggiunta del parametro η.
Step III. Simulazione Step II con l’aggiunta del parametro J2@.
Step IV. Simulazione Step III con l’introduzione del vincolo sul parametro
η dato dall’equazione di Nordtvedt η = 4β − γ − 3, per ovviare alla forte
correlazione tra i parametri β e J2@.
Step V. Simulazione Step IV con l’aggiunta del parametro ζ.
Step VI. Simulazione Step V con l’aggiunta della determinazione delle
due coordinate della velocità del baricentro Terra–Luna, ovvero 9xT e 9yT ;
per il momento non si pensa di determinare le 3 coordinate della posizione
del baricentro Terra–Luna e la terza coordinata della sua velocità a causa
della deficienza di rango presente nel modello.
Step VII. Simulazione Step VI con l’aggiunta dei parametri α1 e α2, senza
l’utilizzo del vincolo dell’equazione di Nordtvedt.
Step VIII. Simulazione Step VII con l’utilizzo del vincolo dell’equazione
di Nordtvedt η = 4β − γ − 3 + α1 + 23α2.
Step IX. Simulazione Step VIII con aggiunta della determinazione del
campo gravitazionale di Mercurio (fino al grado 25) e calibrazioni costanti
dell’accelerometro.
Step X. Simulazione completa: modifica della simulazione base con l’ag-
giunta di errori sistematici, accelerazioni non gravitazionali; determinazione
dei parametri di gravità, di rotazione, manovre, calibrazioni dell’accelero-
metro con modello spline; controllo di convergenza dell’algoritmo iterativo,
modificando l’intero insieme di parametri da determinare.
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5.7.1 Primo ciclo di simulazioni
In questa sezione riportiamo i risultati dei test più significativi, evidenziando
i risultati e le eventuali problematiche. Precisiamo che le simulazioni sono
state eseguite in un primo momento fino allo step IX.
In primo luogo presenteremo i risultati relativi alla determinazione dei para-
metri post–newtoniani, e a seguire quelli delle condizioni iniziali di Mercurio
e del baricentro del sistema Terra–Luna. Nelle tabelle 5.1–5.7 sono descrit-
ti e analizzati i risultati concernenti i parametri di relatività attraverso un
confronto tra le simulazioni effettuate, dalle quali non emergono particolari
problematiche.
Osservazione 5.2. Nelle tabelle vengono omesse le unità di misura dei dif-
ferenti parametri: il parametro µ@ è espresso in cm3/s2, mentre gli altri
parametri sono adimensionali.
Step I. La simulazione base non ha riscontrato particolari problematiche
per quanto riguarda la determinazione dei parametri di relatività; le accura-
tezze (σ formale) sono particolarmente buone, e ciò è conseguenza del fatto
che non determiniamo l’intero insieme dei parametri post–newtoniani. Per
quanto riguarda l’analisi sulla convergenza dell’algoritmo, lo Step Ia e Ib non
evidenziano problematiche: è sufficiente un’iterazione in più per ottenere gli
stessi risultati dello Step I.
valore a convergenza σ formale errore vero errore rel.
β 1.00000156 1.21 · 10−6 1.56 · 10−6 1.26
γ 1.00000093 6.82 · 10−7 9.31 · 10−7 1.36
µ@ 1.32 · 1026 5.98 · 1012 8.29 · 1012 1.38
Tabella 5.1. Risultati dello Step I sui parametri post–newtoniani.
Step II. Aggiungendo il parametro η nella determinazione orbitale non
si riscontrano particolari problematiche: infatti l’accuratezza dei parametri
precedentemente determinati viene deteriorata di un fattore molto piccolo.
valore a convergenza σ formale errore vero errore rel.
β 1.00000183 1.48 · 10−6 1.82 · 10−6 1.22
γ 1.00000129 6.82 · 10−7 9.31 · 10−7 1.36
η −1.07 · 10−6 1.23 · 10−6 −1.07 · 10−6 −8.74 · 10−1
µ@ 1.32 · 1026 7.69 · 1012 3.47 · 1012 4.50 · 10−1
Tabella 5.2. Risultati dello Step II sui parametri post–newtoniani.
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Step III. Con l’aggiunta del parametro J2@, la determinazione dei para-
metri β e µ@ viene fortemente degradata (di un fattore 10 e di un fattore
4, rispettivamente) a causa della grande correlazione tra β e J2@, correla-
zione 0.994, il parametro η rimane pressoché invariato e γ peggiora di un
piccolissimo fattore.
valore a convergenza σ formale errore vero errore rel.
β 0.999993868 1.42 · 10−5 −6.13 · 10−6 −4.30 · 10−1
γ 1.00000113 1.01 · 10−6 1.12 · 10−6 1.11
η −9.46 · 10−7 1.23 · 10−6 −9.46 · 10−7 −7.67 · 10−1
µ@ 1.32 · 1026 3.33 · 1013 −1.48 · 1013 −4.43 · 10−1
J2@ 1.99 · 10−7 1.54 · 10−9 −9.24 · 10−10 −5.96 · 10−1
Tabella 5.3. Risultati dello Step III sui parametri post–newtoniani.
Step IV. Con l’introduzione dell’equazione di Nortdvedt si elimina la for-
te correlazione tra i parametri β e J2@, ottenendo un grande miglioramento
nelle accuratezze della determinazione dei parametri; rispetto alla simula-
zione dello Step III, β migliora di un fattore 60, γ di un fattore 2, µ@ di un
fattore 4, J2@ di un fattore 10, mentre η resta invariato.
valore a convergenza σ formale errore vero errore rel.
β 1.00000004 2.33 · 10−7 3.63 · 10−8 1.55 · 10−1
γ 1.00000114 8.59 · 10−7 1.14 · 10−6 1.33
η −9.98 · 10−7 1.22 · 10−6 −9.98 · 10−7 −8.17 · 10−1
µ@ 1.32 · 1026 8.20 · 1012 −6.87 · 1011 −8.37 · 10−2
J2@ 1.99 · 10−7 1.62 · 10−10 −1.58 · 10−10 −9.77 · 10−1
Tabella 5.4. Risultati dello Step IV sui parametri post–newtoniani.
Step VI. L’aggiunta del parametro ζ non modifica le accuratezze della
simulazione, per questo non riportiamo i valori ottenuti nello Step V, che
risultano essere pressoché identici allo Step IV. L’introduzione delle due
coordinate 9xT e 9yT degrada leggermente la soluzione: β e γ peggiorano di
un fattore maggiore di 1, η peggiora in maniera molto lieve, µ@ peggiora di
un fattore 3 e J2@ di un fattore minore di 2.
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valore a convergenza σ formale errore vero errore rel.
β 1.000000021 3.03 · 10−7 2.12 · 10−7 7.01 · 10−1
γ 1.00000091 1.12 · 10−6 9.06 · 10−7 8.09 · 10−1
η −5.52 · 10−8 1.57 · 10−6 −5.52 · 10−8 −3.51 · 10−2
µ@ 1.32 · 1026 2.47 · 1013 −9.87 · 1012 −3.98 · 10−1
J2@ 1.99 · 10−7 2.56 · 10−10 −5.75 · 10−11 −2.24 · 10−1
ζ 5.06 · 10−14 3.10 · 10−14 5.06 · 10−14 1.62
Tabella 5.5. Risultati dello Step VI sui parametri post–newtoniani.
Step VIII. Lo Step VII prevedeva l’aggiunta dei parametri α1 e α2 senza
usare l’equazione di Nordtvedt. I risultati sono fortemente degradati dall’al-
ta correlazione tra i parametri (come è noto in letteratura). Confrontando
invece lo Step VIII con lo Step VI, notiamo che l’introduzione dei parametri
α1 e α2 con l’equazione di Nordtvedt non comporta particolari problemi: le
accuratezze dei parametri β, γ, η e ζ restano invariate (subiscono un lievis-
simo peggioramento); µ@ peggiora di un fattore maggiore di 2 e J2@ di un
fattore pari a 2.5.
valore a convergenza σ formale errore vero errore rel.
β 1.000000010 3.67 · 10−7 1.03 · 10−7 2.80 · 10−1
γ 1.00000107 1.16 · 10−6 1.06 · 10−6 9.14 · 10−1
η −1.83 · 10−7 1.60 · 10−6 −1.83 · 10−7 −1.14 · 10−1
α1 −6.92 · 10−7 7.15 · 10−7 −6.92 · 10−7 −9.66 · 10−1
α2 1.11 · 10−7 1.06 · 10−7 1.11 · 10−7 1.04
µ@ 1.32 · 1026 5.87 · 1013 −6.37 · 1013 −1.08
J2@ 1.99 · 10−7 6.51 · 10−10 −6.94 · 10−10 −1.06
ζ 1.25 · 10−14 3.30 · 10−14 1.25 · 10−14 3.79 · 10−1
Tabella 5.6. Risultati dello Step VIII sui parametri post–newtoniani.
Step IX. La simulazione dello Step IX dimostra l’indipendenza tra l’espe-
rimento di gravimetria e l’esperimento di relatività. In questo caso abbiamo
introdotto più di 600 parametri per i coefficienti delle armoniche sferiche
del campo di gravità di Mercurio più le calibrazioni dell’accelerometro che
nel modello costante corrispondono a 3 parametri (tre direzioni) al giorno,
ovvero 1095 parametri, per un totale di oltre 1700 parametri in più da de-
terminare rispetto allo Step VIII. Possiamo notare che la determinazione
dei parametri post–newtoniani resta praticamente invariata. Questo perché
l’esperimento di relatività e di gravità sono scorrelati, essendo il primo deter-
minato maggiormente con osservazioni di range e il secondo con osservazioni
di range–rate (vedere ad esempio (Milani e Gronchi 2009)).
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valore a convergenza σ formale errore vero errore rel.
β 1.000000010 4.02 · 10−7 9.58 · 10−8 2.38 · 10−1
γ 1.00000190 1.47 · 10−6 1.90 · 10−6 1.29
η −1.12 · 10−6 1.93 · 10−6 −1.12 · 10−6 −5.82 · 10−1
α1 −5.37 · 10−7 7.98 · 10−7 −5.37 · 10−7 −6.72 · 10−1
α2 7.12 · 10−8 1.17 · 10−7 7.12 ∗ 10−8 6.06 · 10−1
µ@ 1.32 · 1026 6.25 · 1013 −5.31 · 1013 −8.50 · 10−1
J2@ 1.99 · 10−7 6.72 · 10−10 −6.94 · 10−10 −1.03
ζ 3.95 · 10−14 3.84 · 10−14 3.95 · 10−14 1.02
Tabella 5.7. Risultati dello Step IX sui parametri post–newtoniani.
Nelle simulazioni vengono determinate anche le condizioni iniziali per
Mercurio e per il centro di massa Terra–Luna.
Le accuratezze ottenute risultano essere molto buone, dell’ordine dei mm per
le coordinate xM e yM , dell’ordine dei cm per la coordinata zM , dell’ordine
di 10−7 cm/s per 9xM , 9yM , 9xT e 9yT e di 10−6 cm/s per 9zM . Le coordina-
te zM e 9zM sono quelle determinate con minore accuratezza (un ordine di
grandezza in meno rispetto a alle altre), essendo z la direzione ortogonale al
piano eclittico, ossia la direzione debole.
Per quanto riguarda gli errori formali nei vari Step possiamo notare un lieve
peggioramento con l’aumentare dei parametri da determinare (come previ-
sto), ottenendo nel caso peggiore dello Step IX un’accuratezza nell’orbita
di Mercurio nella sua direzione debole di circa 4 cm. Analizzando gli errori
relativi si riscontrano delle problematiche sulle quali ci sarà da investigare
in futuro.
5.7.2 Introduzione del modello per l’accelerometro
In un recente meeting per la missione BepiColombo è stato presentato un
ultimo ciclo di simulazioni che includono anche il modello per l’accelerometro
ISA. Il lavoro in questione è sintetizzato nella presentazione (Di Ruzza e
Schettino 2014), che seguiremo brevemente.
Il modello per l’accelerometro utilizzato nelle simulazioni è quello aggior-
nato all’inizio del 2014, e prevede un modello spline per le calibrazioni. Con
tale modello, al momento, il budget di errore dopo alla frequenza orbitale è
1.2 · 10−6 cm/s2.
I risultati delle simulazioni effettuate con un budget di errore dell’ordine
di 10−6 cm/s2 non sono incoraggianti, in quanto mostrano un significativo
peggioramento dei parametri da determinare. Quindi il team di ISA sta
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attualmente lavorando su una revisione del modello che consenta di ridurre
questo errore: quello che abbiamo osservato è che se viene scelto un valore
nominale di 1 ·10−7 cm/s2 per le simulazioni si ottengono dei buoni risultati,
come andiamo a mostrare. Il ciclo di simulazioni ha le seguenti assunzioni:
(1) simulazione di 365 giorni;
(2) range e range–rate simulati con rumore gaussiano;
(3) perturbazioni non gravitazionali come lette dall’accelerometro;
(4) errore sistematico delle misure dell’accelerometro con il modello ISA e
un budget di errore 10−7 cm/s2;
(5) campo di gravità di Mercurio fino al grado 25.
(6) assenza di manovre;
(7) uso dell’equazione di Nordtvedt;
(8) vincolo su γ, assunto come 1± 2 · 10−6.
I parametri determinati sono le 6 condizioni iniziali del centro di massa di
Mercurio e 2 delle condizioni iniziali del centro di massa del sistema Terra-
Luna (cioè 9xT e 9yT ), i parametri post–newtoniani, la condizioni iniziali per lo
spacecraft (6 per ogni arco), i coefficienti del campo di gravità fino all’ordine
25, i parametri di rotazione e le calibrazioni per l’accelerometro con modello
spline.
valore a convergenza σ formale errore vero errore rel.
β 1.000000103 6.37 · 10−7 1.03 · 10−6 1.62
γ 1.00000146 1.12 · 10−6 1.46 · 10−6 1.29
η 3.20 · 10−6 1.70 · 10−6 3.20 · 10−6 1.88
α1 −4.13 · 10−7 6.85 · 10−7 −4.13 · 10−7 −6.03 · 10−1
α2 −5.69 · 10−8 9.16 · 10−8 −5.69 ∗ 10−8 −6.21 · 10−1
µ@ 1.32 · 1026 5.87 · 1013 −1.26 · 1014 −2.14
J2@ 1.99 · 10−7 5.73 · 10−10 −6.98 · 10−10 −1.21
ζ 1.23 · 10−14 2.40 · 10−14 1.23 · 10−14 5.15 · 10−1
Tabella 5.8. Risultati delle nuove simulazioni sui parametri post–newtoniani.

AppendiceA
Il baricentro Terra–Luna
Nel capitolo 4 abbiamo mostrato quali sono i vettori che entrano in gioco
nel calcolo del range, ed in particolare abbiamo visto che non viene scelto
il vettore che dal baricentro del Sistema Solare va direttamente al centro di
massa della Terra, bensì vengono scelti il vettore xEM e xE . Come abbiamo
visto, xE viene preso dalle effemeridi del JPL, mentre xEM è uno dei vettori
da determinare e le sue effemeridi sono calcolate da un’apposita routine che
integra le equazioni di moto relativistiche.
Con questa scelta è più semplice scrivere le equazioni di moto, in quanto se
scegliessimo la posizione baricentrica del centro di massa della Terra come
vettore da determinare, dovremmo includere poi nel modello tutte le pertur-
bazioni dovute alla Luna, e questo è molto complicato. Inoltre la posizione
della Terra si stima in modo migliore con altri tipi di indagine (tipo LLR).
A.1 Definizione di baricentro e prime stime
Consideriamo un sistema di n corpi e, utilizzando le stesse notazioni dei
capitoli precedenti, introduciamo le masse relativistiche all’ordine 1–PN
Mk = µk
(
1 +
v2k
2c2
− Uk
2c2
)
,
con Uk =
∑
j 6=k
µj
rkj
il potenziale dovuto a tutti i corpi (eccetto il k–esimo)
calcolato nel centro di massa del corpo k.
Supponiamo ora che i due corpi di cui vogliamo calcolare le equazioni del
centro di massa siano il primo ed il secondo, così il loro centro di massa è
definito da
R =
M1r1 +M2r2
M1 +M2 .
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Il centro di massa calcolato non tenendo di conto delle correzioni relativisti-
che alle masse è
RNEW =
m1r1 +m2r2
m1 +m2
.
Quello che vogliamo fare adesso è dare una stima della differenza tra i
baricentri R e RNEW nel caso in cui i due corpi sono la Terra e la Luna. Si
ha quindi
R =
MCrC +MKrK
MC +MK e RNEW =
mCrC +mKrK
mC +mK
.
Allora
RNEW −R = mCMK −mKMC
(mC +mK)(MC +MK) · (rC − rK).
Per calcolare il coefficiente di rC − rK dobbiamo stimare le masse relativi-
stiche, e per far questo consideriamo un modello a tre corpi con la Terra, la
Luna ed il Sole. I dati fisici che utilizziamo per questa stima sono i seguenti:
Grandezza fisica Valore e unità di misura
mC 5.972·1024 kg
mK 7.348·1022 kg
m@ 1.989·1030 kg
vC 30 km/s
vK 31 km/s
dCK 384400 km
dC@ 150·106 km
e quello che si ottiene è
|RNEW −R| = mCMK −mKMC
(mC +mK)(MC +MK) · dCK ' 1.55 mm,
ossia una differenza tra i due baricentri dell’ordine del millimetro.
A.2 Equazioni di moto per il baricentro
Adesso ci proponiamo di scrivere le equazioni di moto del baricentro
R =
M1r1 +M2r2
M1 +M2 =
α
1 + α
r1 +
1
1 + α
r2,
dove abbiamo denotato per comodità α = M1/M2. Dato che le masse
relativistiche dipendono dal tempo, le equazioni di moto per R non sono la
semplice combinazione convessa delle equazioni di moto di r1 e r2.
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Calcoliamo qualche derivata che ci sarà utile nei passaggi successivi. Per
le derivate di α si ha
9α =
9M1M2 −M1 9M2
M22
=
9M1 − α 9M2
M2
e
:α =
( :M1 − 9α 9M2 − α :M2)M2 − ( 9M1 − α 9M2) 9M2
M22
.
Invece per quanto riguarda i coefficienti della combinazione che dà il bari-
centro si ha:
d
dt
(
1
1 + α
)
= − 9α
(1 + α)2
,
d
dt
(
α
1 + α
)
= − d
dt
(
1
1 + α
)
,
d2
dt2
(
1
1 + α
)
= − :α(1 + α)− 2 9α
2
(1 + α)3
,
d2
dt2
(
α
1 + α
)
= − d
2
dt2
(
1
1 + α
)
.
Nelle derivate precedenti compaiono le derivate delle masse relativistiche,
andiamo a calcolarle:
9Mi = µi
c2
vi · ai + 1
2
∑
k 6=i
µk
r3ik
vik · rik

:Mi = µi
c2
a2i + vi · 9ai − 32 ∑
k 6=i
µk
r5ik
(rik · vik)2 + 1
2
∑
k 6=i
µk
r3ik
(v2ik + rik · aik)

A questo punto possiamo scrivere le equazioni di moto per R. Per la velocità
abbiamo
9R =
d
dt
(
α
1 + α
)
r1 +
α
1 + α
9r1 +
d
dt
(
1
1 + α
)
r2 +
1
1 + α
9r2,
e quindi
:R =
d2
dt2
(
α
1 + α
)
r1 + 2
d
dt
(
α
1 + α
)
9r1 +
α
1 + α
:r1+
+
d2
dt2
(
1
1 + α
)
r2 + 2
d
dt
(
1
1 + α
)
9r2 +
1
1 + α
:r2 =
=
α
1 + α
:r1 +
1
1 + α
:r2 +
:α(1 + α)− 2 9α2
(1 + α)3
r1 − :α(1 + α)− 2 9α
2
(1 + α)3
r2+
+ 2
9α
(1 + α)2
9r1 + 2
− 9α
(1 + α)2
9r2 =
=
α
1 + α
:r1 +
1
1 + α
:r2 +
:α(1 + α)− 2 9α2
(1 + α)3
(r1 − r2) + 2 9α
(1 + α)2
( 9r1 − 9r2).
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