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ABSTRACT OF THE DISSERTATION
Asymptotic posterior approximation and efficient MCMC sampling for Generalized Linear
Mixed Models
By
Brandon Berman
Doctor of Philosophy in Statistics
University of California, Irvine, 2019
Wesley Johnson, Co-Chair
Weining Shen, Co-Chair
Generalized linear mixed models (GLMMs) provide statisticians, scientists, and analysts
great flexibility to model data in a variety of situations. However, GLMMs frequently produce
unrecognizable conditional distributions when attempting to analyze them in the Bayesian
framework with Gibbs sampling. Traditionally, complex sampling schemes are used to ob-
tain samples from these distributions. Our focus is to obtain asymptotic normal for these
distributions and apply the theoretical results to speed up the process of MCMC.
xii
Chapter 1
Introduction
Generalized linear mixed models (GLMMs) are among the most common tools used through-
out statistics. They provide statisticians, scientists and analysts a unified modeling procedure
to analyze a wide variety of scientific scenarios. GLMMs are complex despite their flexibility.
They require complicated techniques to analyze. Throughout this thesis we demonstrate a
methodology of how we can obtain inferences from using GLMM in an accurate and com-
putationally efficient way.
In the first chapter we define generalized linear mixed models, discuss a common inferential
technique in Bayesian methodology, and identify the problem we will discuss. In the following
chapters we generalize to broader settings.
1.1 Generalized Linear Mixed Models
Generalized linear mixed models constitute a class of models. More importantly it is a class
that is built upon the class of generalized linear models (GLMs).
1
1.1.1 Extending GLMs into GLMMs
To accurately describe a generalized linear mixed model one must first start with a general-
ized linear model (GLM). According to McCullagh and Nelder [9], a GLM consists of three
components:
1. A random component where the response variable is distributed as any member of the
exponential family (more on this in a future section).
2. A systematic component where the (transformed) mean is modeled as a linear combi-
nation of covariates.
3. A link function which connects the systematic and random components.
In addition to the three components GLMs make one major assumption: independence
among the responses. This assumption is one of the principal shortcomings of the GLM.
In longitudinal studies, the same observational unit is measured repeatedly across time
leading to dependence in the observations. It is easy to imagine other situations where
the independence assumption fails such as a familial study where all the observational units
are people from the same family. Extending from the GLM class to the GLMM class is one
way to eliminate independence assumption while keeping a similar structure.
The actual extension to GLMMs from GLMs is achieved by adding a random term within
the systematic component. Typically the addition is done in a hierarchical fashion, that
is, if Xiβ were the original systematic component then we would simply add a ui where ui
follows some distribution (though commonly assumed to be normally distributed) and the
new systematic component would be Xijβ + ui. The change to the subscripts, adding j to
i, is necessary to keep track of which observations belong to which clustering component.
We typically use the convention that Xij is the covariate information for the j
th observation
2
within the ith cluster. Using this definition it is easy to recognize that the covariance between
any two observations within the same cluster is not zero.
1.1.2 The Exponential Family
The exponential family, according to Casella and Berger [4], is a class of distributions where
the pdf (or pmf) of Y can be expressed as:
f(y | θ) = h(x) exp (η(θ)′T (y)−A(θ))
where θ is the vector of parameters and η, T are (possibly vector valued) functions, while
A is the log-partitioning function. McCullagh and Nelder simplified this definition by rec-
ommending that the parameters, θ, be transformed into their a canonical form so that η
becomes the identity function and that the statistic T becomes the natural statistic. Under
this parameterization, the pdf is expressible as:
f(y | θ) = h(y, φ) exp
(
θy − b(θ)
d(φ)
)
.
Their version additionally introduces φ, the dispersion parameter, which may or may not be
a constant.
One of the properties of the exponential family is that the results can be aggregated. Inde-
pendent members of the exponential family with the same parameters are jointly distributed
so their pdf, using the parameterization of McCullagh and Nelder, follows the following:
f(y | θ) = exp
(
N∑
i=1
θyi − b(θ)
d(φ)
)
×
N∏
i=1
h(yi, φ).
Since the mean of the marginal distribution is b˙(θ) (the derivative of b with respect to θ,
evaluated at θ) then when aggregated, the estimator of the mean is the average, N−1
∑N
i=1 yi.
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Under common assumptions N−1
∑N
i=1 yi is almost surely convergent to the mean b˙(θ). Thus
when aggregated, there is a strongly consistent estimator for the canonical parameter.
Some members of the exponential family are already aggregated by definition. For exam-
ple, the binomial distribution is the aggregated version of the Bernoulli distribution and the
Gamma distribution, where the shape parameter is an integer, is the aggregation of exponen-
tial distributions. In Chapters 2 and 3, we assume Bernoulli responses without information
at the observational unit level. This makes it possible to use the aggregated version, i.e.
the binomial distribution, to analyze the model. In Chapter 4, however, the response will
remain Bernoulli, but with data at the observational unit level. This means we will not
automatically have the built in strongly consistent estimator and additional justification will
be needed.
1.2 Bayesian Analysis of GLMMs
In the previous section we discussed the details of generalized linear mixed models, but made
no mention of how to go about carrying out inference on such a model. To this end, let Yij be
the response of the jth observation in the ith cluster, Xij the corresponding explanatory data
and ui the random variable representing the effect of the i
th cluster. Since Yij is a member of
the exponential family, we let θ be the canonical parameter, but since it is a function of the
systematic component, then we instead use θ(Xijβ + ui) to denote the response conditioned
upon the parameters. Thus the pdf is
f(yij |β, ui) = exp
(
yijθ(Xijβ + ui)− b(θ(Xijβ + ui))
d(φij)
)
h(yij , φij).
In the frequentist setting, the most common inferential method of inference is to maximize
the likelihood function. However, when modeling a GLMM, the conditional pdf above is
conditioned upon ui. We require an augmented data likelihood since ui is not observable.
4
The augmented likelihood is based on pretending that we were able to observe the random
effect. We assume that the random effect ui has its own distribution with pdf g(ui |α). Then
the augmented likelihood is
L(β, u) ≡
k∏
i=1
ni∏
j=1
f(yij |β, ui)×g(ui |α)
= exp
∑
i,j
yijθ(Xijβ + ui)− b(θ(Xijβ + ui))
d(φij)
[∏
i
g(ui |α)
]∏
i,j
h(yij , φij)
Then we maximize the likelihood function with respect to both β and u.
Contrasting the frequentist approach, is the Bayesian approach. While there are much
deeper philosophical connotations with both approaches, we note that the Bayesian approach
assumes randomness about every quantity, but allows us to invoke Bayes theorem. In is most
basic form Bayes theorem states:
P (B |A) = P (A |B)P (B)
P (A)
.
Translating this P (A |B) becomes the likelihood and p(B) the prior distribution and P (B |A)
is the posterior distribution. Inferential quantities are based on posterior distributions. Let
p(α, β) be the prior distribution for α and β. The posterior distribution in the GLMM case
is:
f(α, β,u |y) =
∏
i,j f(yij |β, ui)×g(ui |α)×p(α, β)∫ ∫ ∏
i
∫ ∏
j f(yij |β, ui)×g(ui |α)×p(α, β) dui dα dβ
Since the integration in the denominator only produces a constant relative to the posterior
density the denominator is ignored and the posterior is known only up to a constant.
f(α, β,u |y) ∝
∏
i,j
f(yij |β, ui)×g(ui |α)×p(α, β)
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1.2.1 Gibbs Sampling
In order to draw inferences in the Bayesian setting requires full utilization the posterior
distribution. However, since we do not typically carry out the integration in the denominator
the posterior is only known up to a constant. The most common way to obtain estimates
is with Monte Carlo techniques. Simply put, Monte Carlo techniques involve using a large
sample from the posterior distribution, applying the inferential function to the samples and
averaging the output. Now the issue is how to draw the samples.
The most common way to draw samples from an distribution that is known only up to a
constant is with a Markov chain. We omit much of the technical definition of what a Markov
chain is, but for this purpose, a Markov chain is a sequence of samples where the current
sample depends only on the preceding one. To actually obtain a realization of a Markov
chain an algorithm is needed. One of the most common choices for this is Gibbs sampling.
The Gibbs sampling algorithm is based on first obtaining the conditional distributions for
each stochastic variable. Thus the critical step when using Gibbs sampling to carry out
MCMC techniques using GLMMs is successfully obtaining these so called full conditional
distributions. Full conditional densities are each proportional to the posterior density. Typ-
ically, the conditional distributions are obtained by examining the posterior, isolating the
terms that relate to the variable in question, and recognizing the result as a well known
kernel. When the result is not a well known kernel then advanced techniques are needed
such as slice sampling.
With GLMMs many of the conditional distributions are not recognizable; eg. when the
kernel is not recognizable. Our methods asymptotics to approximate the portions of the
resulting conditional density so that each conditional distribution is recognizable. This will
result in a decrease in time necessary to construct the Markov chain and will make inferences
easier to obtain.
6
1.3 Outline of the Thesis
The principal goal of the thesis is to first develop and then demonstrate our methods to a
wider class of models as the thesis continues. In Chapter 2, we develop the methods and
demonstrate the results for a GLMM model where the response is Bernoulli and the only
explanatory information is within the cluster.
With a Bernoulli response there are two ways for the model to grow, either by an additional
clustering level, or incorporating information for each observation. Both approaches present
unique challenges for our methodologies that can be incorporated in future work. In Chapter
3, we focus on adding a layer to the model. In Chapter 4, we focus on the case when
information is available for each response.
7
Chapter 2
Approximation to Binomial
Regression
2.1 Introduction
Generalized linear models (GLM) provide statisticians, scientists, and analysts great flexibil-
ity to model data in a variety of situations. Perhaps the best argument in favor of generalized
linear models is that they provide a universal framework for analyzing many different types
of data. They allow a person with sufficient statistical knowledge the ability to model a
multitude of continuous outcomes while using the same skill set to model a multitude of
categorical outcomes. However, one of the limits of GLMs is that the original description
of them provided by Nelder and Wedderburn (1972) [11] assumed independence among out-
comes. That is to say GLMs are generally not able to accommodate longitudinal or repeated
outcome data. An easy and common way to accommodate this situation is to expand the
class of generalized linear models to generalized linear mixed models (GLMM) [10].
For example, in a scenario where data are derived from individual humans we might have
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multiple observations per person or maybe several of the people are from the same familial
group. In those scenarios there is a definite correlation among observations and the assump-
tion of independence fails to hold. The advantage of the GLMM is that it maintains the
universality of the generalized linear model but allows for correlation. This is accomplished
by modeling in the GLMM setting the mean of the response variable as a linear combination
of fixed and random effects. Including random effects creates a hierarchical aspect to the
model and it allows for a correlation structure for repeated response or clustered data.
The additional hierarchical levels make fitting the model more complex. While there are
models that allow for flexible distributions for random effects. Random effects are usually
modeled with normal distributions for simplicity. We propose using large sample tech-
niques, in conjunction with the normally distributed random effects to effectively approxi-
mate GLMMs in a Bayesian setting, thus making it faster and more computationally efficient
while maintaining accuracy.
In this chapter we focus on how to approximate a specific type of GLMM, namely binomial
regression. We first derive the approximation in the first sections of this chapter. Later, we
present an example of its use followed by simulations, which are used not only to illustrate
the effectiveness and accuracy of the approximation, but also to show scenarios where our
method breaks down. Following that we propose a solution that can further speed up our
method.
2.2 Statistical Model, Priors, and Full Joint Posterior
We begin by discussing binomial regression where each observation contains its own random
effect. Denote the data as Y = {Yi : i = 1, 2, . . . , k} and assume the model is Yi ⊥∼ Bin(ni, pi)
with logit(pi) = ui. The random effects, ui, for each observation i are assumed to be
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independent and normally distributed with mean Xiβ and variance τ
−1. The covariate
vector Xi is a row vector with the first entry 1 and with the remaining columns containing
the relevant covariates; β is a column vector of length p representing the fixed effect regression
coefficients. Together these assumptions imply ui
⊥∼ N(Xiβ, τ−1). Then the augmented data
likelihood is equal to
k∏
i=1
(
ni
yi
)
pyii (1− pi)ni−yi
√
τ
2pi
exp
(
−τ(ui −Xiβ)
2
2
)
∝ τ k/2 exp
{
k∑
i=1
yi logit(pi) + ni log(1− pi)− τ(ui −Xiβ)
2
2
}
∝ τ k/2 exp
{
k∑
i=1
[yi logit(pi) + ni log(1− pi)]− τ(u−Xβ)
′(u−Xβ)
2
}
(2.1)
where u = (u1, u2, . . . , uk)
′ and X = (X ′1, X
′
2, . . . , X
′
k)
′.
In the Bayesian framework we assign prior probabilities to β and τ . One way to do that is to
assume knowledge about β and τ can be reflected by the independent prior distributions, β ∼
Np(B0, C) and τ ∼ Gamma(a/2, b/2) where B0, C, a, b are hyper-parameters determined
by a priori knowledge. Consequently, the joint posterior for (β, u, τ) given the data is
proportional to
∝ τ (a+k)/2−1 exp
{[
k∑
i=1
[yiui − ni log(1 + exp(ui))]
]
− 1
2
[τ(u−Xβ)′(u−Xβ)
+(β −B0)′C−1(β −B0) + bτ
]}
(2.2)
The posterior in this case, like in many situations, is not recognizable so to make inferences
requires Markov Chain Monte Carlo (MCMC) methods. MCMC methods are used to draw
samples from the unknown joint posterior distribution, and thus are used to make inferences.
Gibbs sampling is the typical method for implementation of MCMC techniques with GLMMs.
Gibbs sampling requires the full conditional distributions for each block of parameters, u, β,
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and τ . Subsequent repeated sequential sampling of these results in an MCMC sample from
the joint posterior.
2.3 Full Conditional Distributions
To obtain these distributions we need to examine the joint posterior, Equation 2.2, with
respect to each block while assuming the other blocks are fixed. The conditional distribution
for u given everything else is
f(u | β, τ, y,X) ∝ exp
{
k∑
i=1
[yiui − ni log(1 + exp(ui))]− τ(u−Xβ)
′(u−Xβ)
2
}
∝ exp
{
k∑
i=1
[
ni [p˜iiui − log(1 + exp(ui))]− τ(ui −Xiβ)
2
2
]}
∝
k∏
i=1
exp {ni [p˜iiui − log(1 + exp(ui))]} exp
(
−τ
2
k∑
i=1
(ui −Xiβ)2
)
(2.3)
where p˜ii = yi/ni for all i. Observe that the ui’s are mutually independent, so we only
need to sample the marginal conditional distributions of the ui’s. Nonetheless, the density
function in Equation 2.3 is not recognizable. To sample from it requires advanced sampling
techniques such as adaptive-rejection sampling or slice sampling, but such sampling increases
the computational expense.
Examining Equation 2.2 we obtain the full conditional distribution for β
f(β |u, τ, y,X) ∝ exp
{
−1
2
[
τ(u−Xβ)′(u−Xβ) + (β −B0)′C−1(β −B0)
]}
∝ exp
{
−1
2
[
τ(u−Xβ +Xβˆ −Xβˆ)′(u−Xβ +Xβˆ −Xβˆ)
+ (β −B0)′C−1(β −B0)
]}
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where βˆ = (X ′X)−1X ′u, assuming X ′X is non-singular. The purpose of introducing βˆ not
only facilitated the use of the complete the square formula, but it will in the future allow us
a further simplification and ultimately a way to minimize computational time. In order to
achieve this we recognize that
(u−Xβ)′(u−Xβ) = (u−Xβˆ +Xβˆ −Xβ)′(u−Xβˆ +Xβˆ −Xβ)
=
(
(u−Xβˆ) +X(βˆ − β)
)′ (
(u−Xβˆ) +X(βˆ − β)
)
= (u−Xβˆ)′(u−Xβˆ) + (βˆ − β)′X ′X(βˆ − β) (2.4)
because the cross product term of (u−Xβˆ)′X(βˆ − β) = 0. Continuing the derivation of the
full conditional distribution for β, means that,
f(β |u, τ, y,X) ∝ exp
{
−τ
2
(u−Xβˆ)′(u−Xβˆ)− τ
2
(β − βˆ)′X ′X(β − βˆ)
− 1
2
(β −B0)′C−1(β −B0)
}
The preceding density is with respect to β, however, the term (u−Xβˆ)′(u−Xβˆ) does not
involve β, thus,
f(β |u, τ, y,X) ∝ exp
{
−τ
2
(β − βˆ)′X ′X(β − βˆ)− 1
2
(β −B0)′C−1(β −B0)
}
.
Utilizing the complete the square formula (see Section A.2) we simplify the density function,
f(β |u, τ, y,X) ∝ exp
{
−1
2
[
β − (τX ′X + C−1)−1(X ′uτ + C−1B0)
]′
(τX ′X + C−1)
× [β − (τX ′X + C−1)−1(X ′uτ + C−1B0)]} .
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The preceding equation is the kernel of a multivariate normal density. Thus,
β |u, τ, y,X ∼ Np
(
β∗, (τX ′X + C−1)−1
)
(2.5)
where β∗ = (τX ′X + C−1)−1(X ′uτ + C−1B0). Similarly, the conditional distribution for τ
given everything else is
f(τ | β, u, y,X) ∝ τ (a+k)/2−1 exp
{
−τ
2
[b+ (u−Xβ)′(u−Xβ)]
}
.
The preceding is the kernel of a Gamma density where the rate parameter is 0.5(a+ k) and
the shape parameter is 0.5[b+ (u−Xβ)′(u−Xβ)]. For the conditional distribution of β we
introduced βˆ and utilizing Equation 2.4 allows us to further simplify the shape parameter,
(u−Xβ)′(u−Xβ) = (u−Xβˆ)′(u−Xβˆ) + (βˆ − β)′X ′X(βˆ − β)
= (u−X(X ′X)−1X ′u)′(u−X(X ′X)−1X ′u) + (βˆ − β)′X ′X(βˆ − β)
= u′(Ik −X(X ′X)−1X ′)u+ (βˆ − β)′X ′X(βˆ − β)
Hence, the full conditional for τ can be written as
τ |u, β, y,X ∼ Gamma
(
a+ k
2
,
b+ u′(Ik −X(X ′X)−1X ′)u+ (β − βˆ)′X ′X(β − βˆ)
2
)
(2.6)
Thus, with Gibbs sampling and an additional advanced sampling technique we may utilize
the conditional densities in Equations 2.3, 2.5, and 2.6 to obtain an MCMC sample.
2.4 Normal Approximation
As mentioned in the introduction of this chapter, the untapped benefit we are seeking is to
combine the normal random effects distribution and a large sample theory result in order to
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approximate the data augmented likelihood. Equations 2.1 and 2.3 are equivalent, however,
one is the augmented data likelihood (2.1) wherein the later case, the formula is regarded as
a function of u with the other parameters are fixed (2.3). Equation 2.3 along with Equations
2.5 and 2.6 are the full conditional distributions necessary for implementing a Gibbs sampler.
As mentioned in Section 2.3, the conditional distribution in Equation 2.3 is not recognizable
and would require additional techniques to sample from it. However if we give a normal
approximation to Equation 2.3 then we should be able to save some computational effort
without sacrificing much accuracy.
We propose to approximate the conditional distribution for u | β, τ, y,X, Equation 2.3, by
using a Taylor series expansion. To that end, let hi : R → R where hi(ui) = p˜iiui − log(1 +
exp(ui)) for i = 1, 2, . . . , k and p˜ii = yi/ni. To create second order Taylor series expansion
for hi we need the first and second derivatives of hi
h˙i(ui) = p˜ii − exp(ui)
1 + exp(ui)
and h¨i(ui) = − exp(ui)
(1 + exp(ui))2
.
The “second order Taylor series expansion” for hi, centered at u˜i, as defined by Ferguson [6],
is
hi(ui) = hi(u˜i) + h˙i(u˜i)(ui − u˜i) + (ui − u˜i)2
∫ 1
0
∫ 1
0
sh¨i(u˜i + rs(ui − u˜i)) dr ds.
If we let u˜i = logit(p˜ii) then h˙i(u˜i) = 0. Summing over i
k∑
i=1
nihi(ui) =
k∑
i=1
ni [p˜iiui − log(1 + exp(ui))]
=
k∑
i=1
ni
[
hi(u˜i) + (ui − u˜i)2
∫ 1
0
∫ 1
0
sh¨i(u˜i + rs(ui − u˜i)) dr ds
]
.
However, since h¨i is a continuous function and p˜ii
a.s.−→ pi as ni → ∞ for each i then by the
continuous mapping theorem u˜i
a.s.−→ logit(pi) as ni → ∞, regarding pi as a fixed number.
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Recall that by definition ui = logit(pi) and so u˜i − ui a.s.−→ 0 and u˜i + rs(ui − u˜i) a.s−→ ui =
logit(pi) as ni → ∞, for any r, s ∈ [0, 1]. Note that h¨i is always non-negative and bounded
by 0.25, so the integral is subject to the Dominated Convergence Theorem, DCT, that is,
∫ 1
0
∫ 1
0
sh¨i(u˜i + rs(ui − u˜i)) dr ds a.s.−→ 1
2
h¨i(logit(pi)) = −pi(1− pi)
2
as ni →∞. The difference is o(1) almost surely. Moreover,
∫ 1
0
∫ 1
0
sh¨i(u˜i + rs(ui − u˜i)) dr ds+ p˜ii(1− p˜ii)
2
= op(1)
since p˜ii
a.s.−→ pi. Thus, since
√
n(u˜i − ui) = Op(1) then
ni(ui − u˜i)2
[∫ 1
0
∫ 1
0
sh¨i(u˜i + rs(ui − u˜i)) dr ds+ p˜ii(1− p˜ii)
2
]
= Op(1)·op(1)
= op(1)
Returning to the summation over i, then since p˜ii
a.s.−→ pi (as ni →∞),
k∑
i=1
nihi(ui) =
k∑
i=1
ni
[
hi(u˜i) + (ui − u˜i)2
∫ 1
0
∫ 1
0
sh¨(u˜i + rs(ui − u˜i)) dr ds
− (ui − u˜i)
2p˜ii(1− p˜ii)
2
+
(ui − u˜i)2p˜ii(1− p˜ii)
2
]
=
k∑
i=1
nihi(u˜i)−
k∑
i=1
ni(ui − u˜i)2p˜ii(1− p˜ii)
2
+
k∑
i=1
ni(ui − u˜i)2
[∫ 1
0
∫ 1
0
sh¨(u˜i + rs(ui − u˜i)) dr ds+ p˜ii(1− p˜ii)
2
]
=
k∑
i=1
nihi(u˜i)−
k∑
i=1
ni(ui − u˜i)2 p˜ii(1− p˜i)
2
+ op(1)
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by Slutsky’s theorem. Thus we approximate Equation 2.3 with
f(u | β, τ, y,X) ∝ exp
{
−1
2
k∑
i=1
[
(ui − u˜i)2nip˜ii(1− p˜ii) + τ(ui −Xiβ)2
]}
(2.7)
Equation 2.7 is useful since the complete the square formula could be used to combine the
two quadratic terms involving ui. A cleaner approach would be to state the equation in
a multivariate form and then complete the square. Since we already defined u equal to
(u1, u2, . . . , uk)
′ then we can similarly define u˜ = (u˜1, u˜2, . . . , u˜k)′. Let Dnp˜i(1−p˜i) be a k×k
diagonal matrix where Dnp˜i(1−p˜i) = diag{nip˜ii(1 − p˜ii) : i = 1, 2, . . . , k}. Then equation 2.7
becomes approximately
f(u | β, τ, y,X) ∝ exp
{
−1
2
[
(u− u˜)′Dnp˜i(1−p˜i)(u− u˜) + τ(u−Xβ)′(u−Xβ)
]}
Completing the square using formula (see A.2) gives
f(u | β, τ, y,X) ∝ exp
{
−1
2
[
u− (Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+ τXβ)
]′
× (Dnp˜i(1−p˜i) + τIk)
[
u− (Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+ τXβ)
]}
which is the kernel of a k dimensional multivariate normal density. Hence
u | β, τ, y,X ·∼ Nk
(
(Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+ τXβ), (Dnp˜i(1−p˜i) + τIk)−1
)
(2.8)
2.5 Data Analysis
At this point, we can sample from the approximate joint posterior distribution using Gibbs
sampling. Sampling the conditional distributions presented in Equations 2.3, 2.5, and 2.6
gives an exact Gibbs sampler, but 2.3 is not a known density and would require additional
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sampling techniques. Our method simply substitutes Equation 2.8 for Equation 2.3.
To explore the quality of this approximation we used data from the University of Califor-
nia, Los Angeles’s Institute of Digital Research and Education (IDRE). This institute is
a collaboration across different departments within that university whose goal is to assist
researchers, and one such group within the institute is dedicated to statistics and data in-
formatics. The statistics and data informatics group assists researchers through in-person
and online consulting. In fact, the group’s statistical presence is a well-known resource for
statistics help.
The data we are using to demonstrate our method is the IDRE’s hospital, doctor, and patient
(HDP) dataset. The dataset is a rich collection of data with multiple hierarchical levels with
many different facets. To explore our method, we use the data to model the probability of
a physician’s ability to facilitate lung cancer remission using only physician level covariates.
There are 308 oncology physicians in the dataset who have treated 6745 individuals for lung
cancer. Since we are limited to physician level covariates the only available covariates are the
physician’s years of experience, the number of malpractice lawsuits involving the physician,
and whether or not the physician attended a top ranked medical school.
The number of years a physician has been practicing is an important covariate; the more
experience a physician has, ideally, the better the treatment. The number of malpractice
lawsuits may have a negative effect on the probability of a physician’s ability to successfully
facilitate cancerous tumor remission, as it may be viewed as a sign of carelessness. However,
in a litigious society, a malpractice lawsuit can be filed over a trivial cause. There are no
additional details explaining the types of lawsuits in these data.
The model that we propose involves Yi, the number of patients that physician i treated
successfully (the cancer went into remission) and ni is total number of patients the physician
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Table 2.1: Summary of Covariates for HDP Example
Covariate Mean (SD)
Years of Experience 17.96 (4.08)
Number of Lawsuits 1.97 (1.53)
Med. School
Top 69 (22.4%)
Avg 239 (77.6%)
treated. Our model specifies Yi
⊥∼ Bin(ni, pi) where pi = logit(ui) and
ui
⊥∼ N (β0 + β1Xexperience,i + β2Xlawsuits,i + β3Itop med. school,i, τ−1)
for i = 1, 2, . . . , 308.
Table 2.1 provides a summary of the covariate information. For convenience in the prior
specification, we actually use standardized continuous covariates meaning that Xexperience is
the quantity (years of experience−mean years of experience)/SD(years of experience), and
similarly for the number of lawsuits variable. Of course, we do not standardize the indicator
variable.
2.5.1 Elicitation of the prior for the example
In order to use the proposed methodology, we must specify priors for the parameters. The
prior distribution for β is specified as a particular multivariate normal distribution and a
gamma distribution on τ . The prior we specify will be rather diffuse but not overly so. While
we prefer informative priors, there is really very little prior information available to us for
this particular situation.
Generally, the prior would be elicited with the assistance of a subject-matter expert or by
one’s own information that is external to the data. In this example, however, we do not have
18
access to an expert and are relatively uninformed about successes in an oncological setting.
To make sense of this we begin by applying diffuse priors that will not overly effect the
posterior. As previously mentioned, we start by standardizing the experience and number of
lawsuits within our data. This allows us to relate the intercept parameter to the probability
of success. A physician with 18 years of experience and approximately 2 lawsuits, and who
did not attend a top medical school, is the baseline observational unit and in this case,
E(ui) = β0. Thus conceptually we can think about the probability of cancer remission for
patients under this type of physician’s care. We naively suppose that the best guess for such
an oncologist is 50%.
We know that our prior contains only information about an oncologist’s skill and not the
patient’s condition or other unaccounted for covariates, so we need to incorporate this un-
certainty into our model. If we are 95% certain that the typical physician (the one with 18
years of experience, was involved in 2 malpractice suits, and attended an average medical
school) will have a cancer remission rate, say p, between 10% and 90%, and if our best guess
for p is 50%, we have logit(0.5) = 0, and logit(0.1) = − logit(0.9) = −2.2, so,
0.95 = Pr(0.1 ≤ p ≤ 0.9) = Pr(logit(0.1) ≤ logit(p) ≤ logit(0.9))
= Pr(−2.2 ≤ β0 ≤ 2.2) = Pr
(−2.2− 0
σ
≤ Z ≤ 2.2− 0
σ
)
where Z is the standard normal distribution and where we have assumed β0 ∼ N(0, σ2).
From elementary statistics we can find a value of σ by realizing that 2.2/σ = 1.96 or σ = 1.1.
Thus a reasonable prior for β0 is N(0, 1.21) (1.1
2 = 1.21), since logit(0.5) = 0.
We could repeat this process, specifying a prior distribution for the rest of the β coefficients.
Since we are unsure of ourselves, our best guess for a physician’s probability for cancer
remission could be 50%, namely this leads to the thought that E(u) = E(Xβ) = 0 across all
covariate vectors. This is accomplished by setting the mean of the prior for β to be a vector
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of zeroes. The variance components for the prior on β is a larger challenge.
The assumption of independence is quite useful to handle the variance component; it results
in zero values for the covariance terms in the normal prior for β. This is a common assump-
tion. Furthermore, since we standardized the continuous covariates so that they are on a
similar scale, it is not unreasonable to assume roughly the same amount of uncertainty for
each of the coefficients. This assumption means we can use a linear combination correspond-
ing to an extreme case to find a value of the variance. Suppose we are 95% certain that the
probability of remission for the most successful type of physician, that is the one who has
the most experience (Xexperience = 2.75), fewest lawsuits (Xlawsuits = −1.25) and attended a
top medical school, is between 0.1 and 0.9 then we can use similar reasoning to find a value
of the variance of β. We obtain
0.95 = P (−2.2 ≤ β0 + 2.75β1 − 1.25β2 + β3 ≤ 2.2)
= P
( −2.2− 0√
σ2 + 2.752σ2 + 1.252σ2 + σ2
≤ Z ≤ 2.2− 0√
σ2 + 2.752σ2 + 1.252σ2 + σ2
)
where each β ∼ N(0, σ2). Then solving −2.2
σ
√
2+2.752+1.252
= −1.96 yields σ = −2.2−1.96√2+7.5+1.5 =
0.34. Thus our guess for the variance component of β is between 0.34 and 1.21. Taking the
largest value is the most conservative option, but results in a more diffuse prior. Taking the
smallest value utilizes the limited information we have. An acceptable compromise between
these extremes is to assume that σ = 1. Furthermore, Christensen et al (2010) [14] commonly
use standard normal priors for binomial regression coefficients under these circumstances.
Thus the prior on β is,
β ∼ N3 (B0 = 0, C = I3) .
The prior used for τ is a gamma distribution. A common distribution used to model the
precision is the chi-square distribution with one degree of freedom. Since the gamma distri-
bution is a generalized version of the chi-square distribution then the prior that we use for
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τ is
τ ∼ Gamma(1/2, 1/2).
2.5.2 Results
In order to test our methodology, we used the priors derived in Section 2.5.1. Our first goal
was to insure convergence of Markov chains using our method. We ran the chain for 5000
iterations and discarded the initial 10% of it as burn-in. We initially ran the code with
three chains to check for convergence, Figure 2.1 shows the history plots of the three chains
thinning every other iteration to compensate for graphical limitations. For the purposes of
illustration, two of the physicians were randomly selected and the history of u for those two
physicians is also included. Figure 2.2 is a plot of the multivariate potential scale reduction
factor (MPSRF) using Brooks and Gelman’s method[1]. Smaller values, closer near 1, are
indicative of the chains mixing well, that is, the chains are more similar than not. Based on
Figures 2.1 and 2.2 we believe that the chains are converging to the same values.
We now compare our method of Gibbs sampling with a normal approximation to the method
used in JAGS. Both methods used the same prior, the same number of iterations and the
same burn-in. To compare results, we plot smoothed histograms of estimated odds ratios and
estimated probabilities. In Figure 2.3 we present five quantities: logit−1(β0), logit
−1(β0 +
1.28σ), exp(β1), exp(β2), and exp(β3). The quantity logit
−1(β0) represents the probability
of a “typical” physician, one with approximately 18 (17.96) years of experience, subject to
approximately 2 (1.97) lawsuits, and did not attend a top ranked medical school, to remit a
patient’s cancerous tumor. The 18 years of experience, 2 lawsuits, and matriculation from
an average medical school, are not random- these are the values that correspond to the mean
covariate values. Since the quantitative covariates are standardized in the model this would
imply values of 0 for the typical physician’s covariates. For the medical school covariate, we
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Figure 2.1: History plots for parameters using the Normal Approximation in HDP Example
coded average medical school as zero and top-ranked medical school as one. Thus even the
medical school covariate for the typical physician is zero. The logit−1(β0 + 1.28σ) quantity
represents the 90th percentile of cancer remission probability for the typical physician. This
means that for all physicians with baseline (which we deemed “typical”) covariate values
that 90% of them have success probabilities of patient remission below this value.
The other objects of interest, exp(β1), exp(β2), and exp(β3), are estimated odds ratios with
each one corresponding to one of the three covariates included in the model. For example,
exp(β1) corresponds to the estimated odds ratio comparing the ability of a physician, with
four more years of experience (or one additional standard deviation), to the ability of another
physician, with the same education attainment level and number of lawsuits, to place a
patient’s tumor into remission. The quantity exp(β2), like exp(β1), is also an estimated
odds ratio, but corresponds to the number of lawsuits covariate. In this odds ratio, we are
comparing the estimated odds of cancer remission for patients who were attended by two
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Figure 2.2: Plot of Multivariate Potential Scale Reduction Factor (MPSRF) using Brooks
and Gelman’s method.
physicians, both with the same amount of experience and both attending a medical school
of similar prestige, but one physician was involved in approximately one and half more
lawsuits than the other. The final estimated odds ratio, exp(β3) corresponds to the medical
school covariate. It compares the estimated odds of cancer remission for two physicians with
a similar number of malpractice lawsuits and experience, but one attended a top ranked
medical school while the other one attended an average ranked one. In addition to these
five quantities, Figure 2.3 also includes an empirical CDF of the estimate ni min(pi, 1 − pi)
values. This graph will be important in further discussion.
In addition to Figure 2.3 we provide Table 2.2 to display the numerical summaries associated
with the posterior distributions for the objects of interest. In particular, the smoothed
histogram for the posterior distribution of exp(β1) and its corresponding summaries show
that the median of the odds ratio under normal approximation as 1.31 with 95% PI of
(1.12, 1.53). This means that if there two physicians of equal education and number of
lawsuits, but one physician has four more years of experience, that on average, the physician
with four of more years of experience has odds of tumor remission that are 31% higher than
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the less experienced physician. The same odds ratio is estimated to be 1.34 using JAGS with
a 95% PI of (1.13, 1.58). These medians and 95% PI only differ slightly and when comparing
odds, such minor differences are trivial unless the reference odds are disproportionately small
or large.
This minor discrepancy that exists between estimated odds ratios is also present in exp(β2)
and exp(β3) as well. For exp(β2) the estimated odds ratio is 0.86 with a 95% PI of (0.60, 1.21)
with our normal approximation and 0.84 with a 95% PI of (0.58, 1.22) with JAGS. The
interpretation of these results is that, under the normal approximation, the estimated odds
of a patient’s cancer remission when treated by a physician with one standard deviation more
lawsuits (approximately 1.5 lawsuits) are about 14% lower than they would be when treated
by a physician with similar experience and medical education, but fewer lawsuits. This
negative result coincides with what we hypothesized, that lawsuits do negatively impact,
but not overtly so, a physician’s ability to successfully treat a cancerous tumor.
Similarly, for exp(β3), the estimated odds ratio is 0.92 with a 95% PI of (0.78, 1.08) under
the normal approximation and 0.91 with a 95% PI of (0.76, 1.08) under JAGS. This means
that the estimated odds of a patient’s cancer remission would be approximately 8% lower
(9% under JAGS) when treated by a physician who attended a top ranked medical school
compared to a physician who did not attend a top ranked medical school, given that both
physicians have the same experience and were subject to the same number of lawsuits. The
fact that the difference in the median is only 1% between the two methods is good evidence
that our method can be a good approximation of JAGS.
None of the odds ratios varied greatly when estimated under normal approximation versus
under JAGS. In fact, for the odds ratios, the posterior density curves are nearly identical
under both methods. However, to understand odds ratios one needs to know something
about the reference odds. To find the reference odds the baseline probability must be cal-
culated first. For the typical physician, the one with 18 years of experience, involved in two
24
lawsuits and did not attend a top ranked medical school, the estimated probability of cancer
remission for a patient is 0.34 and 0.32 using normal approximation and JAGS, respectively,
with associated 95% PIs of (0.30, 0.38) and (0.28, 0.36). These estimates and probability
intervals are derived from the posterior distribution of logit−1(β1). Note the discrepancy of
0.02 is observable in Figure 2.3 with the posterior density of logit−1(β1) under the normal
approximation being greater than the same density under JAGS. However, this discrepancy
is relatively minor and the estimated medians and 95% PIs are similar to each other. Fur-
thermore, the estimated probabilities would produce an estimate for odds of a patient’s
cancer remission for a typical physician to be about 0.52 using normal approximation and
0.48 using JAGS. The associated 95% PI for the odds would be (0.43, 0.61) under normal
approximation and (0.39, 0.56) under JAGS.
With an estimate for the reference odds of cancer remission for the typical physician we
are better able to understand the estimated odds ratios. For example, the odds of cancer
remission for a physician who had four additional years of experience but was otherwise
a “typical” physician can be approximately estimated as 0.52 × 1.31 = 0.68 under normal
approximation and 0.48×1.34 = 0.63 under JAGS. These estimated odds, like the estimated
odds ratios, are very similar which is indicative that the normal approximation method we
proposed can replicate the results from JAGS.
Parameter Method 2.5%tile Median 97.5%tile Mean SD
exp(β1)
Normal Appx 1.12 1.31 1.53 1.31 0.10
JAGS 1.13 1.34 1.58 1.34 0.12
exp(β2)
Normal Appx 0.60 0.86 1.21 0.87 0.15
JAGS 0.58 0.84 1.22 0.86 0.16
exp(β3)
Normal Appx 0.78 0.92 1.08 0.92 0.08
JAGS 0.76 0.91 1.08 0.91 0.08
logit−1(β0)
Normal Appx 0.30 0.34 0.38 0.34 0.02
JAGS 0.28 0.32 0.36 0.32 0.02
Table 2.2: Posterior Inferences for the HDP example
In Table 2.2 and Figure 2.3, notice that the results using our proposed methodology are
remarkably close to those for JAGS. We presented odds ratios for the three covariates in-
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Figure 2.3: Posterior density plots using HDP data with JAGS and Gibbs Sampling with
Normal Approximation. logit−1(a) = (1 + exp(−a))−1.
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cluded in our study along with the probability of cancer remission for the typical physician.
However there is a curiosity that occurs when discussing the 90th percentile of cancer re-
mission for the typical physician. The smoothed histograms of the posterior densities for
logit−1(β0 + 1.28σ) show the density (more appropriately, the mode of the density) for the
normal approximation to be less than that for JAGS. In table 2.4, the estimated 90th per-
centile for the probability of cancer remission for the typical physician is 0.68 with a corre-
sponding 95% PI of (0.63, 0.73) using normal approximation and 0.70 with a corresponding
95% PI of (0.65, 0.75) under JAGS. Thus there is also a difference of 0.02 between the two
methods. We observed a similar difference of 0.02 when discussing the posterior densities
of logit−1(β0), however, in that case, the estimated probability was lower using JAGS than
it was using the normal approximation, the opposite of what we observe in the posterior
density of logit−1(β0 + 1.28σ).
We included the 90th percentile for typical physicians in order to convey information re-
garding σ, the standard deviation of the random effect. Figure 2.3 shows the normal ap-
proximation mirroring the results of JAGS for the odds ratios quantities. This means the
discrepancy of 0.02 between these posterior densities is due to the differences in how β0 is
estimated, while the switching is due to how σ, the standard deviation is estimated.
Since our method is effectively based on the normal approximation to the binomial we
decided to pursue a deeper understanding of the approximation. In elementary statistics,
the approximation of the binomial distribution by the normal distribution is appropriate
when nmin(p, 1−p) exceeds a certain threshold; Cochran [5] does not recommend an explicit
threshold value, but does recognize the threshold is typically set at 5 or 10. However, Cochran
suggests that in situations like this where we are attempting to “summarize knowledge in a
specific situation” that there is no all encompassing solution.
Following this advice we created the empirical CDF of the posterior medians for nmin(p, 1−
p). We created the empirical CDF by transforming the posterior iterates for the random
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effect, u, via the inverse logit (expit) function to the probability scale for each physician at
each iteration of the Markov chain. Then we obtained the median of the fitted probabilities
thus obtaining an estimate of the probability of cancer remission for each physician. Finally,
by multiplying the number of patients each physician has attended to and the minimum
of the estimate of this probability and one minus the estimated probability we can order
the values and create an empirical CDF. The resulting plot is seen in Figure 2.3. What we
learned from this plot is that a significant portion of the data would fail to meet the typically
used criteria to justify a normal approximation to a binomial distribution; approximately
50% of the physicians have an estimated nmin(p, 1− p) value that is less than 5 and almost
90% of the physicians have an estimated nmin(p, 1− p) value that is less than 10.
So far the results are encouraging. The normal approximation produces estimates for quan-
tities of interest that are similar to JAGS. But the results also raised some interesting ques-
tions regarding the estimation of the standard deviation of the random effect. The precision
corresponding to the standard deviation is one of the conditional distributions within the
Gibbs sampler. The conditional distribution of the precision depends on the iterates of u.
Thus we need to investigate those samples. In the next section, we continue the investiga-
tion, by diving in deeper and investigate the values u. We will examine some of the results
for different physicians followed up by an examination into the 90th percentile quantity,
logit−1(β0 + 1.28σ).
2.5.3 Results, part II
In augmented likelihood models the random effect is often a nuisance, but in this example
the random effect, u, is the logit of the probability of cancer remission for each physician.
It is conceivable that there might be interest in the value of u, or more appropriately, the
probability itself. Since there are 308 physicians in the dataset, we randomly selected two
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Figure 2.4: Fitted Probability Densities for Four Select Physicians in HDP example
Physician Method 2.5%tile Median 97.5%tile Mean SD
116
Normal Appx 0.29 0.45 0.62 0.45 0.08
JAGS 0.29 0.45 0.62 0.45 0.09
171
Normal Appx 0.09 0.20 0.40 0.21 0.08
JAGS 0.07 0.18 0.36 0.19 0.08
4
Normal Appx 0.02 0.08 0.29 0.10 0.07
JAGS 0.01 0.05 0.15 0.06 0.04
218
Normal Appx 0.68 0.85 0.93 0.84 0.06
JAGS 0.74 0.87 0.94 0.86 0.05
Table 2.3: Summary of Fitted Probabilities for Four Select Physicians in HDP example
physicians. In addition to the randomly selected physicians we selected the two physicians
with the most extreme naive estimates of the probability of cancer remission; we selected
the physicians with the smallest and largest yi/ni values. For these physicians, we give
the estimated probability of cancer remission both graphically (Figure 2.4) and numerically
(Table 2.3). Physicians 116 and 171 are the randomly selected ones, while Physician 218 had
the largest yi/ni value and Physician 4 had the smallest yi/ni value. In both Figure 2.4 and
Table 2.3 the estimates for the probability of cancer remission for Physicians 116 and 171 are
nearly identical for both methods, however the results for Physicians 4 and 218 are noticeably
different. The tails of these densities are definitely larger using the normal approximation
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method, but the medians are similar. It is worth noting that Physician 4 only treated one
patient out of 34 patients successfully while Physician 218 successfully treated 36 out of 40
patients. These two physicians are exceptional cases where their data do not conform well
to a normal approximation, even under the loosest criteria. However, for physicians not in
the extremes, like Physician 116 and 171, who successfully treated 14 out of 30 and 4 out of
22 patients, respectively, our normal approximation method appears to successfully mimic
JAGS.
Finally, we present the posterior for logit−1(β0 + 1.28σ) and for logit
−1(β0 + β1 + 1.28σ),
which are the 90th percentile of cancer remission for typical physicians and for physicians
who are 1 standard deviation, approximately four more years, more experience than average,
respectively, graphically (Figure 2.5) and numerically (Table 2.4). We discuss inferences for
these two physicians to gauge impact of experience and to assess the effect of σ on the
accuracy of the normal approximation relative to JAGS.
Previously, we noted the smoothed histogram for the 90th percentile of cancer remission for
the typical physician is lower using the normal approximation that it was under JAGS. This
same fact, the smoothed histogram being greater under JAGS than normal approximation,
occurs in the 90th percentile of cancer remission for the physician who was involved in 2
lawsuits, did not attend a top ranked medical school, and has 22 years of experience. Table
2.4 reinforces this observation: the median for the logit−1(β0+1.28σ) is 0.68 with a 95% PI of
(0.63, 0.73) under normal approximation but 0.70 with a 95% PI of (0.65, 0.75) under JAGS.
The median for logit−1(β0 + β1 + 1.28σ) is 0.73 with a 95% PI of (0.68, 0.79) under normal
approximation and 0.76 with a 95% PI of (0.70, 0.81) under JAGS. Thus both percentiles
differ by about 0.02 under the normal approximation versus under JAGS.
However, there is an additional piece of information gleaned by examining the change in
the median and the 95% PI in logit−1(β0 + 1.28σ) versus logit
−1(β0 + β1 + 1.28σ). When
examining this difference under the normal approximation, both the median and 95% PI are
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Figure 2.5: Posterior densities for logit−1(β0 + 1.28σ) and logit
−1(β0 + β1 + 1.28σ) in HDP
Example where logit−1(a) = (1 + exp(−a))−1.
approximately 0.05 lower for the 90th percentile of cancer remission for typical physicians
than they are for physicians who have 22 years of experience, did not attend a top ranked
medical school and were involved in 2 lawsuits. The same change of about 0.05 is observed
when examining the medians and 95% PI under JAGS. Since the same effect is observed under
both methods then the estimation of σ is the problem. Further, if σ is estimated correctly
by JAGS then the estimation by the normal approximation is too low. This implies that
our samples from the conditional distribution of τ are too large, which occurs if we are not
sampling from the correct conditional distribution of u. Since ui = logit(pi) then we know
which conditional distribution needs to be examined.
90th percentile for the
Method 2.5%tile Median 97.5%tile Mean SDof cancer remission
for physician
Average Experience
Normal Appx 0.63 0.68 0.73 0.68 0.02
JAGS 0.65 0.70 0.75 0.70 0.02
Four additional Normal Appx 0.68 0.73 0.79 0.73 0.03
years of experience JAGS 0.70 0.76 0.81 0.76 0.03
Table 2.4: 90th percentile of the probability of successfully treating a tumor for selected
physicians comparing Gibbs sampling with a normal approximation and JAGS.
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2.5.4 Discussion of the Example
Our results so far have issues that require discussion, first, the data are not true data; the
UCLA IDRE generated the data using specific criteria related to an investigation. Thus, no
conclusion regarding an oncology physician’s ability to treat a patient can be drawn using
these data. Furthermore, as previously mentioned, the capability to put a patient’s can-
cer into remission heavily depends on the patient’s presenting symptoms, certainly factors
unique to each patient such as the location, size, and possible metastasization of lung cancer
affect the physician’s ability to successfully treat a patient. Regardless of the lack of scientific
importance, there is an interesting statistical outcome. The proposed methodology of in-
corporating a normal approximation within a Gibbs sampler appears to perform reasonably
well.
In our example, we were interested in showing that by using a normal approximation within
the Gibbs sampler is equivalent to using the current standard Bayesian statistical tool, JAGS.
Our normal approximation performed well when estimating β but did not perform as well
when estimating σ. For estimating the physician’s probability of cancer remission the normal
approximation performed better when the data for the physician is sufficiently large. We
suspect that if all the physicians’s data were sufficiently large our estimates our estimates
for ui would be better, and in turn, our estimate for σ would become indistinguishable for
the two methods. In the next section we investigate this claim.
2.5.5 Exploring The Results
When examining the results of the HDP example, Sections 2.5.2 and 2.5.3, we saw that our
method of approximation performed reasonably well. However, the results were not perfect
as discussed in those sections. Figure 2.4 showed good results for physicians who were not
at the extremes. This is due to the fact that the data for those physicians conformed to the
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normal approximation to the binomial.
Our first attempt to resolve this issue involved considering only the physicians who had
treated more than 10 patients. But this attempt did not resolve the issue. The heart of the
matter is that we are attempting to use a normal distribution to approximate an unknown,
but albeit, a log concave distribution, Equation 2.3. This unknown distribution’s density is
obtained as the product of binomial and normal densities, thus the normal approximation
is only about the binomial part. If the normal approximation to the binomial is good then
our approximation will be good.
We address issues about treating the discrete, binomial distribution as a continuous, normal
distribution. Cochran [5] suggests that a discrete distribution can be approximated by a
normal distribution when the expected counts in each cell exceed 5 or 10, but warns that
rigid adherence to such doctrine might be harmful. If we filter our data on the basis of the
expected counts and then run the same experiment as before, then we might eliminate our
discrepancies. The summary of our experiment is: (1) Run JAGS code using the prescribed
prior and the full dataset, run only one chain with a small number of iterations, say B
iterations. For each of the 308 physicians in the data set, calculate the expected counts.
That is, from each of the B draws from u | β, τ, y,X, obtain ni min(pij, 1 − pij), where j
is the jth iteration (out of B iterations), i is the ith physician, and uij = logit(pij). (2)
For each of the i physicians calculate the median value across the B iterations, namely,
calculate medianj∈B {ni min(pij, 1− pij) : i = 1, . . . , 308}. (3) Create a subset of the original
data by using only the physician’s whose median value exceeds some threshold. (4) Repeat
the analysis using the defined subset. By including only physicians whose data conforms
better to the normal approximation we can achieve better results.
Setting the threshold value to 1 results in an unique situation. All 308 physicians have a
median nmin(p, 1− p) value greater than 1. Figures 2.6, 2.7, and 2.8 show the output from
this experiment when the threshold value is set to 2, 5, and 10, respectively. Each figure
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displays (i) the fitted probability of cancer remission corresponding to an “typical” (18 years
of experience, did not attend a top ranked medical school, and was involved in two lawsuits)
physician (logit−1(β0)), (ii) the 90th percentile for the probability of cancer remission for a
typical physician, (iii) the odds ratio for cancer remission corresponding to a physician with
an additional four years of experience (exp(β1)), (iv) the odds ratio involving physicians
with one and a half additional lawsuits (exp(β2)), and (v) the odds ratio for physicians who
attend a top medical school versus one who attended an average medical school (exp(β3)).
In addition we provide the empirical CDF of the posterior median nmin(p, 1− p) values.
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Figure 2.6: Estimated Conditional Densities based on data with Expected Count > 2
In Figure 2.6 we display the same results as Figure 2.3 except restricted the data to cases
where nmin(p, 1 − p) exceeds 2. For the each of the odds ratios there is no discernible
difference when comparing the JAGS and normal approximation methods. However, there
is a noticeable difference for the probability of cancer remission for the typical physician and
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for the corresponding 90th percentile for probability of cancer remission when comparing the
densities under the JAGS and normal approximation methods. Thus Figures 2.6 and 2.3
are very similar. The lack of a difference between these two figures indicates that subsetting
the data based on nmin(p, 1 − p) > 2 is not a stringent enough threshold. Based on the
empirical CDF in Figure 2.3, approximately 25% of the data fails to meet the threshold.
The corresponding empirical CDF in Figure 2.6 is for the remaining 246 conditions and as
such should be regarded as a conditional CDF.
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Figure 2.7: Estimated Conditional Densities based on data with Expected Count > 5
Since the results of our experiment were not satisfactory we continue the experiment by
increasing the threshold value to 5. Results can be seen in Figure 2.7. The most striking
observation is that by having nmin(p, 1 − p) > 5 the density of the probability of cancer
remission for the typical physician is approximately the same using both the normal approx-
imation method and JAGS. This contrasts with what we saw in Figures 2.3 and 2.6 where
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the densities for the probability of cancer remission for the typical physician differed between
the two methods. In addition, there are subtle changes within the odds ratio densities. The
two methods generate similar density curves, but the mode of the curves changes as the data
changes.
Increasing the threshold to 5 did not resolve everything; the densities for the 90th percentile
for the probability of cancer remission for the typical physician are still somewhat different
for the two methods. Since we are working on the assumption that the difference in the
densities is due to the normal approximation to the binomial distribution then we may need
to further increase the threshold value.
Increasing the threshold value needs to be done carefully, only 138 physicians are left when
the threshold value is 5. The empirical CDF shows that approximately 25% of these 138
physicians have median nmin(p, 1−p) values less than 7.5 and approximately 75% have me-
dian values less than 10. The value of 10 is tempting, many statisticians use the requirement
that nmin(p, 1 − p) be greater than 10 to be large enough to treat a binomial distribution
as a normal distribution.
When we increased the threshold to 10 we were left with only 38 physicians out of the
original 308. While there are clear issues with discarding almost 90% of the data it did
provide an attractive result: there is almost no discernible difference between the normal
approximation method and JAGS when it comes to the densities of the parameters. Even
the densities for both methods of the 90th percentile are virtually indistinguishable. However
inferences based on different “cherry picked” subsets of data can be radically different. Just
compare the modes of the density curves in the Figures 2.3, 2.6, 2.7 and 2.8. For example the
mode of logit−1(β0) is less than 0.35 in Figure 2.3, but is nearly 0.5 in Figure 2.8. Similarly,
the odds ratio, exp(β3) goes from 0.91 to being greater than 1.
Thus if we “cherry pick” the data that best conforms to the normal approximation to the
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Figure 2.8: Estimated Conditional Densities based on data with Expected Count > 10
binomial then the normal approximation method the results are nearly identical to JAGS.
However, “Cherry picking” data is misleading for scientific studies. The eminent statistician,
George Box once stated, “Since all models are wrong the scientist must be alert to what
is importantly wrong” [3]. If we follow this logic, since we are not concerned about the
scientific impact of the model, but rather the statistical impact of the methodology then
the deeper dive into the HDP data is justifiable. Our principal concern of showing that the
methodology of our normal approximation is an appropriate substitution to the adaptive-
rejection sampling technique simply needs data where there are no such issues. Hence, in
the next section we will use simulations.
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2.6 Simulations
From the analysis of the HDP data we saw that our method was not ideal for those data.
The normal approximation performed well but required the observed binomial data to be
close to normal. In this section we use simulations with known data generation to identify
scenarios where the methodology does and does not perform well.
2.6.1 Description of Simulated Data
In order to conduct simulations we need to establish a rubric for the simulations. Since we
want to maintain the authenticity of the data we will use the data from the HDP example
to generate data for simulations. The first step in this process is to create “true” values for
the parameters. To create the true values we will use the results from our analysis of the
HDP data using JAGS. We analyze the entire dataset using the same priors (β ∼ N3(0, I)
and τ ∼ Gamma(1/2, 1/2)) and same tuning parameters of the MCMC chains (ie the same
number of iterations, 5000 iterations, same burn-in length, the first 10%, etc) as before.
From the analysis we calculate the posterior medians for all the parameters. These posterior
medians will be the true values that we will generate the data off of and, hopefully, will be
the ones we capture in the analysis of our simulations.
We elected to include only two of the three physician level variables in our data: the years
of experience and whether or not the physician attended a top ranked medical school. We
next establish the a parameter related to the simulations, the number of observational units,
k. In terms of the original data, k would represent the number of physicians, and in the
HDP data there were 308 physicians. We initially set k = 300 but will also try k = 100 and
k = 500.
Next, to create the independent data that corresponds to these two covariates we will draw
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k random samples from a standard normal distribution for the experience covariate and an
additional k random samples from a Bernoulli distribution for the medical school covariate.
In the original analysis we standardized the experience covariate and we do the same here.
The percent parameter for the medical school covariate is the same percentage in the original
data (approximately 22%). In addition to these two pieces of data we will include an intercept
term and together they will form the systematic component, say X, a k × 3 matrix of
simulated data.
Using the “true” values along with the covariate data just created we can create simulated
data which mimics “perfect simulations.” To do this, we need the simulated data to represent
the variance due to the random effect. Recall, the random effect is normally distributed
with zero mean and a variance equal to τ−1. Since the true value of τ is known prior to
the analysis of the simulated data, we can effectively represent the “perfect sampling” by
finding the quantiles, ui, from the N(0, τ
−1) distribution instead of randomly sampling from
the same distribution. We randomly permute the ui quantiles as well before assigning them
to each observational unit (physician). Then logit(pi) = Xiβ+ui, where Xi is the simulated
covariate data and ui is the randomly assigned quantile of the N(0, 1/τ) distribution.
Given the true probabilities of success, for each observational unit, pi, we need a way to
determine the number of trials and the number of successes with the trials. In the HDP
data, this is the equivalent of knowing how many patients the physician treated and the
number of patients whose cancer went into remission. The total number of observations
within the observational unit, ni, will be controlled by an additional simulation parameter,
λ. Let ni be a random sample from a Poisson distribution with a rate λ. Relating this to the
original problem, λ can be regarded as the average number of patients a physician treated.
In the original data, the average number of patients was approximately 22, but since we
know that we need larger values of ni in order to demonstrate the effectiveness of the normal
approximation we will set λ to a range of values. The number of successes associated with
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each observational unit will not be a random sample from a Binomial distribution instead
we obtain data as if it were coming from a “perfectly” sampled Binomial distribution and
we set yi = nipi, rounding when necessary, for each of the i = 1, . . . , k observational units.
One issue that will arise is that nipi may not always be a whole number between 1 and
ni − 1. By rounding the result the response value will be a whole number, however the
normal approximation method does not work if yi = ni or yi = 0. In that case we simply
remove the observation from the data. When we tested this method, with λ = 25, we
averaged about 5% of data was removed and when λ = 50 about 1% of the data was
discarded. Clearly, as λ increases the percentage will go down. To calculate this percentage
of discarded data took several simulations under the same (k, λ) values and while the number
of discarded observational units varies it leads us to question if such variability is good and
will that impact our ability to capture the true values. Psuedo-code of how we generated
the simulation data is included in Algorithm 1.
Algorithm 1 Pseudo Perfect Simulation Data
Require: True Values for β and τ
1: procedure Data Generate for Simulation(k, λ)
2: p← 0.224
3: for i = 1 : k do
4: n[i]← Poisson(λ)
5: Xnew[i, 1]← 1; Xnew[i, 2]← N(0, 1); Xnew[i, 3]← Bern(p)
6: u[i]← Φ−1
(√
(i−0.5)τtrue
k
)
7: Randomly permute the ui values.
8: u[i]← u[i] +Xnew[i, 1]β1,true +Xnew[i, 2]β2,true +Xnew[i, 3]β3,true
9: p[i]← logit−1(u[i])
10: y[i]← round(n[i]p[i])
11: if y[i] = 0 or y[i] = n[i] then Remove case i
12: return Xnew, y, n
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2.6.2 Computational Implementation
Up to this point we did not pay attention to computational efficiency. When we discussed the
output of the HDP analysis, we did not mention anything about computational efficiency.
We programmed our method in R, while JAGS runs using C++. The difference in choice
of language plays a large role in determining computational efficiency. With JAGS being
programmed in a lower level language it is able to run considerably faster than our method
using R. To counter this fact, we created an adaptive-rejection sampler using R following
the work of Gilks and Wilde [7]. Thus comparing the time for our own method and this one
is a far better comparison.
Additionally, we recognize that the normal approximation and any adaptive-rejection based
method have a particular drawback: sampling the conditional distribution of u is of size k.
Thus as k increases the computational complexity increases when it comes to sampling the
conditional distribution of u within the Gibbs sampler. In Section 2.7 we discuss a method,
that we call “sufficient reduction,” that reduces the dimension of sampling considerably. The
results of this simulation portion include both a homemade adaptive-rejection sampler and
the sufficient reduction method, as well as our own normal approximation method.
2.6.3 Implementing an Adaptive-Rejection Sampler
In order to effectively compare the computational time and resources between methods a level
playing field is necessary. This need for an impartial comparison motivates us to create an
adaptive-rejection sampler for our problem. In Section 2.3 we established a Gibbs sampler
capable of handling the MCMC requirements of the problem at hand. The conditional
distributions of τ | β, u, Equation 2.5, and β | τ, u Equation 2.6, are well-known, easy to
sample from distributions. However, the conditional distribution of u | β, τ , Equation 2.3, was
not recognizable and requires an adaptive-rejection sampler to sample from this distribution.
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We followed the work of Gilks and Wilde [7] to implement a method to sample from this
distribution. Since the distribution in Equation 2.3 is log concave the implementation is fairly
simple. Given a set of starting points we evaluate the log density (hereafter, we denote the
log density as simply the density) and derivative of the density at those points. We use the
derivatives to create an upper boundary on the density by connecting tangent lines. Where
the tangent lines between two adjacent points intersect we form a node. The nodes partition
the domain of the density function. At the original points, we create a lower boundary to the
density function by creating chords between the original points (not the nodes). Between
the upper and lower bounds we have sandwiched the density function; beyond the first and
last points the lower bound is negative infinity.
Since the upper boundary completely covers the density function and is divided into regions
we can sample from this upper boundary. To do this, integrate the exponential of the
upper bound over each region; these values become the weights for selecting which region to
draw a sample from. Typically this accomplished by randomly sampling from a multinomial
distribution where the weights of each region are normalized so they sum up to one. With
a particular region selected the next step is to find a proposal point. The proposal point
is the posited value which will form the next step in the Markov chain. A random sample
from within the selected region is sufficient for the proposal point. At the proposal value,
calculate the density, the value of the upper bound, and if it exists, the lower bound at the
point. Note if the lower bound does not exist then set it equal to −∞. Draw an independent
sample, w from a Unif(0, 1). The sample w is used to calculate what Gilks and Wild called
the squeeze test. The squeeze test is simply a measure of how close the upper and lower
bounds are to each other; since the upper and lower bounds sandwich the density, then if the
distance between the two bounds is small enough, then accept the proposal point as a sample
from the density. Since the upper and lower bounds are with respect to the log density, then
the test becomes simply, if w ≤ exp(l − u) where l and u are the lower and upper bounds,
respectively, evaluated at the proposal value and if the statement is true then accept the
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Figure 2.9: An example of how to implement the ARS using observation 35 from the HDP
data. (Step 1) At the “points”, evaluate the density function and calculate the derivative.
(Step 2) Connect the tangent lines. At the the intersection, places nodes to divide up domain.
These lines (short dash lines) form an upper boundary on the density function. (Step 3)
Connect the density function at adjacent points, not the nodes. These lines (long dash lines)
form a lower bound to the density function between the points. (Step 4) Sample from the
domain by first selecting a region (with the probability of the region being proportional to
the area under of the upper boundary) and then select a value to be the proposal point (the
dot-dash line). Calculate the upper bound and the density at the proposal point. Next,
calculate the lower bound at the proposal point. If the proposal point is outside of the
original points, then the lower bound at the proposal point will be −∞. If the proposal
point is inside of the original points then the lower bound at the proposal point is on a chord
between two points. (Step 5) (Not shown) carry out the squeeze and the rejection test, if
necessary, to see if the proposal value is acceptable. If it is not accepted, treat the proposal
point as an additional point (not a node) and repeat the steps until an acceptable point is
found.
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proposal value. If however, the squeeze test fails, there is a second test, the rejection test.
The rejection test is similar to the squeeze test; it measures how close the upper bound is to
the density itself. In other words, if w ≤ exp(g − u) where g is the log density evaluated at
the proposal point, then accept the proposal point as a sample from the density.
The purpose of having sequential tests as opposed to a single test comes from the need to
acquire additional samples from the density. The rejection test is used as a respite in case
the squeeze test fails. If the density is close enough to the upper boundary then the proposal
point is a valid sample, however, there still is room for refinement. In any case, if the
squeeze test fails, the proposal point becomes a new point and subsequently the equation
of the tangent line is formed. New nodes are determined and the domain of the density
function is further subdivide. By refining the bounds, it becomes easier to obtain additional
samples from the density. A graphical summary of adaptive-rejection sampling for physician
35, in the HDP data with known values of β and τ , is given in Figure 2.9.
The advantage of the adaptive-rejection sampler is that it will always return a value the
appropriate density. However, there are a few of caveats when implementing the sampler
that arise due to the algorithm repeating until a proposal is accepted:
(1) The number and position of the starting points matters. The first initial point must
have a positive derivative and the last initial point must have a negative derivative in
order for the algorithm to work. To insure this happens, in the initialization of the
algorithm we calculate the derivative at each point. If either of these derivatives is
invalid then we utilize the concavity of the density function to identify the maximum
and then redistribute the initial points to insure compliance. This is easily done by
placing the first initial point less than the maximum and the last initial point greater
than the maximum.
(2) While only two points are necessary to start the algorithm, they need to be far enough
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apart. This is similar to how the derivatives need to comply with the requirement in
(1), but differs slightly in that the starting values be far enough part so the sandwiching
of the density is better. In fact, Gilks and Wild recommend that the starting points
be at the 0.1 and 0.9 quantiles of the distribution.
(3) We are using the adaptive-rejection sampling algorithm to sample from ui | β, τ,Xi, yi
then each iteration is unique. This is because the iterates for β and τ are different at
each iteration resulting in a different density for ui at each iteration. This complicates
our choice for initialization points. In order tackle issues (2) and (3) we find the 0.1
and 0.9 quantiles of the upper boundary to initialize the sampling for the next iteration
even though it is not the same density from iteration to iteration.
(4) We implemented the adaptive-rejection algorithm using recursive functions within R.
When the squeeze test within the adaptive-rejection algorithm fails, a new point is
added to the domain and the process of sampling begins anew, which is why we used
recursive programming. However, recursion is capable of utilizing all of the compu-
tational resources, running out of memory, and possibly returning an error. In our
implementation, when this does happen, which is very rare, we simply return the sam-
ple from the previous iteration. In the future we would recommend different recursion
programming techniques such as tail calls and trampolines.
2.6.4 Outcomes from the (nearly) perfect data sampling
Our method of approximating the MCMC transition kernel via a normal approximation with
the Gibbs sampler was imperfect under certain circumstances when we analyzed the HDP
data. To study this further we created data using the algorithm we outlined to implement
(nearly) perfect data. The algorithm to generate (nearly) perfect data has two inputs: the
number of observations, k, and the average number of trials per observation, λ. We set the
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first parameter, k, to 300, in the original HDP data, k, the number of physicians is 308.
The second parameter λ, in the HDP data represented the number of patients a physician
treated. In the original HDP data λ would be about 22. However, we argued that the normal
approximation relies on asymptotic results, that is, each ni → ∞. Thus, as we increase λ
the draws for ni will increase as well and the normal approximation should do increasingly
better for larger λ values. Thus we start λ with a comparable number, 25 and increase it
from there. Ultimately, the values we will use for λ are 25, 35, 50, 80, 100, 150, and 200.
Figures 2.10 through 2.17 show the effect for differing values of λ on four inferential objects:
logit−1(β0), the probability of a success for the typical observational unit; logit
−1(β0 +1.28σ),
the 90th percentile of probability of success for the typical observational unit; exp(β1), the
odds ratio for a one standard deviation increase in the continuous independent variable; and
exp(β2) the odds ratio for the dichotomous covariate. In the plot for each inferential object,
there is a dashed line representing the “true” values that generated the data. In addition,
each of the eight figures uses a similar analysis parameters, that is, each analysis consists of
5000 iterations with the first being discarded as 10% burnin. Additionally, the same priors
are used for each figure. The priors remain the same sensible, yet diffuse, priors we used
before when analyzing the HDP data: β ∼ N3(0, I3) and τ ∼ Gamma(1/2, 1/2).
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Figure 2.10: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 25.
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Figure 2.11: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 35.
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Figure 2.12: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 50.
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Figure 2.13: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 80.
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Figure 2.14: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 100.
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Figure 2.15: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 150.
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Figure 2.16: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 200.
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Figure 2.17: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling when k = 300 and λ = 300.
The most salient feature to recognize in Figures 2.10 through 2.17 is that the curves for
50
the four inferential objects coalesce as λ increases. The coalescence differs among the four
parameters; plots for the odds ratio for exp(β2) tend to be the same, regardless of the
analysis procedure even at small values of λ. The odds ratio plots for exp(β2) represent the
comparison of odds due to a change in the dichotomous indicator variable. Thus, exp(β2)
indicates the relative odds of tumor remission for physicians who attended a top ranked
medical school versus those who attended an average medical school. Plots for exp(β1) also
show coalescence at small values of λ, say λ ≥ 35, however for small λ values, λ < 35 it is clear
that coalescence among methods has not been acieved. The odds ratio exp(β1) is the ratio
of odds corresponding to a one (standardized) unit increase in the corresponding continuous
coefficient. In the HDP example, this corresponds to the ratio of odds of cancer remission
comparing physicians that have one unit (approximately four more years) of experience. For
both exp(β1) and exp(β2) when λ ≥ 50 all four methods of analysis are virtually identical.
The same coalescence can be observed in the other two parameters as well, albeit at even
larger values of λ. The parameters logit−1(β0) and logit
−1(β0 + 1.28σ) represent the proba-
bility of success for the typical observational unit and the 90th percentile for that probability.
With the “perfectly” simulated data coalescence occurs with large values of λ, say λ ≥ 100.
When we examined similar parameters in the HDP example, we noted that there was a lack
of coalescence between the methods when we did not “cherry pick” which data were ana-
lyzed. According to the results in Section 2.4 coalesence is achieved when ni min(pi, 1− pi)
values are large. The way to achieve these large values is with large ni values. Hence, a large
value of λ should lead to coalesence.
A secondary feature of Figures 2.10 through 2.17 is that of the four techniques we used to
analyze the data, two of the techniques appear indistinguishable from each other. Specif-
ically, the adaptive-rejection sampling (ARS) and JAGS form one pair, with the normal
approximation and the sufficient reduction forming another. It is not surprising that JAGS
and ARS are practically the same as they are built upon the same algorithmic foundation.
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Figure 2.18: Empirical CDF of nmin(p, 1 − p) values for perfectly simulated data and the
Truth with k = 300 and λ varying.
We will discuss similarities between the normal approximation and sufficient reduction in a
future section.
A tertiary feature worth noting in Figures 2.10 through 2.17 is that the true values of the
parameters are not well predicted by the posterior distributions. The dashed line in each
picture represents the true value, but in most of the posterior densities, specifically the modes
of the densities, do not appear close to the true values. While changing the value of λ did
affect the coalescence of posterior densities the same cannot be said for them concentrating on
the true values. If increasing the value of λ does affect the ability of the posterior densities to
capture the true value it is a very muted one. Since we expect the exact methods to actually
capture the truth, it appears that single “perfect” simulations are not representative enough
of the truth. This issue will be addressed in a future section.
Similar to the HDP example, we provide the empirical CDF for the nmin(p, 1−p) values. In
the HDP example this provides the metric to judge the normal approximation. Figure 2.18
52
shows both the emprirical CDF for the (posterior median) nmin(p, 1−p) values calculated in
each of these different scenarios, denoted as simulation in the figure, and the true CDF for the
nmin(p, 1−p) values. The true values are possible since we generate the response data via the
true value of pi. This figure provides several interesting insights: (1) The empirical CDF is
only possible using JAGS, adaptive-rejection, and the normal approximation methods. The
sufficient reduction cannot be used to estimate nmin(p, 1−p) as it does not produce estimates
for u. (2) At small values of λ, namely when λ = 25, the normal approximation method, the
adaptive-rejection (ARS) method, and JAGS produce different empirical CDFs. However,
as λ increases these three methods produce similar empirical CDFs. (3) As λ increases the
post-analysis results, those obtained from either ARS, JAGS or the normal approximation
do not coalesce to the true nmin(p, 1 − p) values about the point 0.5λ. The value 0.5λ is
not an accident; each ni is a random sample from Poisson(λ), the expected value of each ni
is λ and nmin(p, 1 − p) ≤ 0.5n ≈ 0.5λ. The lack of coalescence around p = 0.5 values is
indicative that the “perfectly” simulated data are not actually perfect.
In the ideal case “perfectly” simulated data would be able to display any facet of the data
under the prescribed method of analysis. Based on Figures 2.10 through 2.17, none of
the methods presented are capable of summarizing the results accurately. The reason for
this comes from the way the data were generated. From Figure 2.18, there are too many
observations where the true value of pi is near 0.5. When pi = 0.5 the variance of Yi is
nipi(1 − pi) = 0.25ni, the largest possible value of var(Yi). The variance of any estimator
that is a function of the Yi will in turn be large. Hence, no single one dataset will be
guaranteed to accurately capture the truth. However, this can be rectified easily by using
multiple datasets and comparing the results of each analysis using Monte Carlo techniques.
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2.6.5 Revisiting the results of the (nearly) perfect data sampling
Figures 2.10 through 2.17 use a fixed value of k = 300, but we are also interested in scenarios
where the value of k is varied. Figures 2.19 through 2.26 address this issue. Each of these
figures features a single λ value but three different values of k, k = 100, 300 and 500. In
each of the posterior density plots the color of the curve represents the analysis technique
while the line type represents the value of k. Since the JAGS and the adaptive-rejection
sampler (ARS) are built upon the same algorithmic foundation, the density curves overlap
for the same value of k. A similar phenomenon occurs with the (joint) normal approximation
and the sufficient reduction methods. Additionally, each curve features the true value of the
parameter as a dashed grey line, but for the reasons stated before, we do not expect the
posterior densities to necessarily focus on the truth.
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Figure 2.19: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 25.
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Figure 2.20: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 35.
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Figure 2.21: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 50.
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Figure 2.22: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 80.
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Figure 2.23: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 100.
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Figure 2.24: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 150.
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Figure 2.25: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 200.
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Figure 2.26: Comparing the results of Gibbs sampling via normal approximation and
adaptive-rejection sampling with varying k but λ = 300.
As with the original sets of figures, 2.10-2.17, we see coalescence as λ increases. With smaller
values of λ, around 35, the two odds ratio parameters, exp(β1) and exp(β2) have coalesced
and there are three distinct sets of densities per plot corresponding to k = 100, 300 and 500.
With larger values of λ, the two posterior probabilities, logit−1(β0) and logit
−1(β0 + 1.28σ),
coalesced as well. However, these observations are based on increasing λ, not k. To notice
the effect of k, we need to recognize differences in the linetype across any plot within figures.
The only obvious result is that larger values of k result in much small variances of posterior
densities. It is clear that for sufficient large λ there is no effect of the magnitude of k.
Thus only λ, not the value of k, impacts the coalescence of the posterior densities and
ultimately how well the normal approximation fares when compared to JAGS. However, as
discussed in Section 2.6.4 the results may not be able to accurately estimate the true values
for the parameters. It maybe possible for the different datasets to have similar true values
for the parameters if we had treated each dataset as a subset from a larger one, but we did
58
not do this. In that situation, we would have created one “perfect” datasets with k = 500
and then subsampled the data to acquire the data when k = 300 and k = 100. However, in
the results presented in Figures 2.19 through 2.26 each analysis featured a different dataset.
2.6.6 Not so perfect simulations
The quality of approximation comes from the (augmented) likelihood since the priors were
the same in each analysis. The data that comprise our (augmented) likelihood were obtained
from our “perfect data” sampling scheme. Having failed to simulate perfect data, we now
need to perform standard simulations. Like before, we start the process of creating data
by first setting the number of observations, k, and average number of trials per observation
λ, but where we differ is how many datasets of this type we create. This means that each
scenario we test will consist not of a single dataset, but many datasets. All the datasets use
the same “true” β and τ coefficient values. For each dataset within a single scenario, we
include the same two covariates that were used before; one continuous and one dichotomous.
Further, we use the same procedure as before when generating the data for those covariates.
Since the continuous covariate was standardized in the HDP example, we randomly sample
from a standard normal distribution and then standardize so the mean is zero and the
standard deviation is one. With the dichotomous covariate we randomly sample from a
Bernoulli random variable with the probability of success being 0.224.
In the previous section we used the randomly permuted quantiles from a normal distribution
with zero mean and a 1/τ variance parameter to create the random effects. Here we use a
slightly different method, for each of the k observations, we sample a random distribution
where the mean is equal to Xiβ where Xi to a 1 × 3 vector where the first entry is 1, the
second entry the randomly sampled and standardized N(0, 1) value, and the random sampled
Bernoulli(0.224) value. The 3 × 1 vector β is simply contains the true β coefficients. The
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variance parameter is the same as before, 1/τ . The values ui that we obtain by randomly
sampling from N(Xiβ, 1/τ) are latent and we not explicitly use them. However, the inverse
logit (expit) of ui is the probability of success for the i
th observation. To generate the response
variable we first randomly sample a Poisson random variable with λ as the rate parameter
to determine the number of trials, ni, for the i
th observation and then sample a Binomial
distribution with parameters ni and pi = logit
−1(ui) to ultimately obtain the number of
successful trials for the ith observation. We discard observations where the response value
yi = ni or yi = 0 as the normal approximation method cannot handle such cases. Details of
the method can be found in Algorithm 2.
Algorithm 2 Standard Simulated Data
Require: True Values for β and τ
1: procedure Data Generate for Simulation(k, λ)
2: p← 0.224
3: for i = 1 : k do
4: Xnew[i, 1]← 1; Xnew[i, 2]← N(0, 1); Xnew[i, 3]← Bern(p)
5: ui ← N (Xnew[i, 1]β1,true +Xnew[i, 2]β2,true +Xnew[i, 3]β3,true, 1/τ)
6: ni ← Poisson(λ)
7: yi ← Binomial(ni, logit−1(ui))
8: if yi = 0 or yi = ni then Remove case i
9: return Xnew, y, n
The output from Algorithm 2 is similar to that obtained before. In order to insure that
we are able to ascertain the truth from the data we need to run the algorithm a number of
times corresponding to each set of values (k, λ). Furthermore, if we analyze only one of those
datasets we are likely to obtain a biased posterior as we did before. However, if we aggregate
our results, that is, use Monte Carlo techniques to analyze the posterior distributions then
we should get results that capture the true value.
The addition of Monte Carlo analysis requires more computations to fully analyze a single
scenario of one k and one λ value. To reflect this we are going to reduce the set of k and λ
values to {100, 300, 500} for k and to {25, 50, 100} for λ. For each of the nine scenarios we
construct 100 datasets, analyze them individually and then compile the results using Monte
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Carlo techniques. Figure 2.27 is an example of the output that is possible as a result of
incorporating Monte Carlo techniques in to our analysis.
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Figure 2.27: Monte Carlo analysis of simulated data when k = 500 and λ = 100.
Figure 2.27 demonstrates the density plot output for eight of the one-hundred datasets,
specifically, it shows the posterior densities for the logit−1(β0) parameter when k = 500 and
λ = 100 under all four methods of analysis. This plot, like most spaghetti plots, contains a
lot of information but is too busy to adequately convey pertinent information. We want to
(1) show the average value of the posterior for every combination of k and λ, (2) to ascertain
whether or not k and/or λ affect the ability of the normal approximation or the sufficient
reduction to “capture” the true values. To accomplish both goals we obtain an “average” of
histograms shown in Figure 2.27 for each of the posteriors.
We we analyzed data in the HDP example we only included two methods: JAGS and the
normal approximation. Here, we include two additional methods of constructing the MCMC
output: adaptive-rejection sampling (ARS) and the sufficient reduction. While we have
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mentioned these methods previously, we are including them in the analysis in order to refer
to them in future sections. The adaptive-rejection sampler is a self-created, specific sampler
capable of carrying out the Gibbs sampling scheme we laid out in Section 2.6.3. The sufficient
reduction method is a large sample approximation to our normal approximation. The details
of the sufficient reduction are given in Section 2.7.
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Figure 2.28: Comparing the results for the logit−1(β0) parameter with standard simulated
data. Each subplot is comprised of 100 datasets with the same k and λ and then averaged.
Figures 2.28 through 2.31 give the average of posterior densities for each parameter. Each
figure consists of nine subplots, one for each of the combinations of k and λ. The plots are
laid out in a grid so that the first row corresponds to the λ = 25 and the first column to
k = 100. This layout makes it possible to accomplish our stated goals. In Figure 2.28, we plot
the posterior densities for logit−1(β0), the probability of success for the average observation.
We note the same trends as before: (1) The normal approximation and sufficient reduction
methods produces posterior distributions that are nearly identical. While the posteriors
produced by JAGS and the ARS method are very similar to each other. (2) As λ increases
the methods of analysis coalesce; the posterior densities achieved through the sufficient
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reduction and normal approximation begin to resemble the the posterior densities from the
adaptive-rejection sampling and JAGS. In fact, when λ = 100 all four methods have produced
densities that are nearly identical. The new trend we are able to see is that the value of
λ appears to affect how close the posterior densities are to the truth. The mode of the
averaged posterior densities appears to be closer to the truth when λ is greater, no doubt
this is due to the fact that larger values of λ mean larger values of ni and thus more data.
This fact raises questions concerning the relationship between ni,
∑k
i=1 ni, and k, but this
is too complicated to address at this point.
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Figure 2.29: Comparing the results for the logit−1(β0 + 1.28σ) parameter with standard
simulated data. Each subplot is comprised of 100 datasets with the same k and λ and then
averaged.
Figure 2.29 presents the information in the same format as Figure 2.28. However, Figure
2.29 displays the posterior densities of logit−1(β0 +1.28σ). Recall, that logit
−1(β0 +1.28σ) is
the parameter that represents the 90th percentile for the probability of success for the typical
observation (physician). Results are very similar to those observed in Figure 2.28, with the
same coalescing properties observed as λ increases and decreasing variance as k increases.
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However, since we are dealing with a standard deviation of the random effect then we expect
more differences than seen in Figure 2.28.
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Figure 2.30: Comparing the results for the exp(β1) parameter with standard simulated data.
Each subplot is comprised of 100 datasets with the same k and λ and then averaged.
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Figure 2.31: Comparing the results for the exp(β2) parameter with standard simulated data.
Each subplot is comprised of 100 datasets with the same k and λ and then averaged.
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Figures 2.30 and 2.31 display the posterior densities of the odds ratio for the continuous
and dichotomous covariates, exp(β1) and exp(β2), respectively. They compare the odds of
success for an observation which is one standard deviation greater compared to an average
observation and the odds of success for an observation that is a different category compared
to the default category. Both of these figures demonstrate similar trends as observed before,
that is, coalescence of the posterior densities and more accurate estimates as λ grows and
increased precision in the posterior densities as k increase.
In addition to Figures 2.28 through 2.31 we include two tables of the mean absolute deviation
and the average bias for each of the four parameters of interest; see Tables 2.5 and 2.6. These
tables display both the mean absolute deviation (MAD) and bias for the posterior medians
of the respective parameters. In both tables, there are some common trends; (1) the obvious
trend, as k increases both the MAD and bias decrease. (2) By increasing λ the MAD and
bias decrease when discussing the probability of success for the typical observational unit,
logit−1(β0), and the 90th percentile for the probability of success for the typical observational
unit, logit−1(β0 + 1.28σ). However, the same trend is not observable for the odds ratios
parameters exp(β1) and exp(β2), since there is already good accuracy for λ = 25. (3)
The value of the MAD and bias are affected by the method of analysis, that is, regardless of
parameter, the MAD and bias when calculated under JAGS and adaptive-rejection sampling
are very similar while the same is true for the normal approximation and sufficient reduction
methods.
The Figures 2.28 through 2.31 along with Tables 2.5 and 2.6 achieved show that with stan-
dard simulation procedures all the methods are able to capture the truth. The inability to
capture the true value of the parameters when using the so-called “perfectly” simulated data
was a concern before. The fault lies in within our so-called perfect data creation algorithm.
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logit−1(β0) logit−1(β0 + 1.28σ)
JAGS ARS
Normal Sufficient
JAGS ARS
Normal Sufficient
Approx. Reduc. Approx. Reduc.
k = 100
λ = 25
0.040 0.045 0.039 0.045 0.041 0.046 0.041 0.045
(0.029) (0.028) (0.041) (0.041) (−0.007) (−0.007) (−0.031) (−0.031)
λ = 50
0.033 0.034 0.036 0.036 0.040 0.040 0.040 0.040
(0.016) (0.017) (0.024) (0.024) (0.006) (0.006) (−0.007) (−0.007)
λ = 100
0.031 0.031 0.031 0.031 0.042 0.042 0.042 0.042
(0.004) (0.005) (0.009) (0.009) (−0.003) (−0.003) (−0.010) (−0.010)
k = 300
λ = 25
0.027 0.028 0.038 0.038 0.026 0.026 0.037 0.037
(0.024) (0.025) (0.037) (0.037) (−0.011) (−0.011) (−0.033) (−0.034)
λ = 50
0.019 0.019 0.023 0.023 0.024 0.024 0.027 0.027
(0.009) (0.010) (0.018) (0.018) (−0.004) (−0.004) (−0.017) (−0.017)
λ = 100
0.018 0.018 0.018 0.018 0.023 0.023 0.024 0.024
(0.001) (0.002) (0.006) (0.006) (−0.004) (−0.004) (−0.011) (−0.011)
k = 500
λ = 25
0.025 0.025 0.036 0.036 0.023 0.023 0.024 0.024
(0.023) (0.024) (0.036) (0.036) (−0.013) (−0.013) (−0.036) (−0.036)
λ = 50
0.016 0.016 0.020 0.020 0.019 0.019 0.023 0.023
(0.009) (0.010) (0.018) (0.018) (−0.005) (−0.005) (−0.018) (−0.018)
λ = 100
0.014 0.014 0.015 0.015 0.017 0.017 0.018 0.018
(0.005) (0.006) (0.010) (0.010) (2e-04) (3e-04) (−0.007) (−0.007)
Table 2.5: The Mean Absolute Deviation and Bias (in parenthesis) for parameters logit−1(β0)
and logit−1(β0 + 1.28σ) under standard sampling scheme with all combinations of k and λ.
Both the MAD and bias are calculated using the posterior median of the parameter for each
of the 100 datasets within the (k, λ) combination.
2.7 Approximations with Large k
In most statistical applications, a large sample size is an advantageous feature. More infor-
mation is usually helpful for understanding scientific phenomena. However, methods with a
large k can be difficult. Since our normal approximation method relies on Gibbs sampling
and since we sample the full conditional for u | β, τ, y,X as a k dimensional multivariate nor-
mal distribution, the computational costs increase as k increases. In this section we propose
a solution that we call, “sufficient reduction” (We coined the term sufficient reduction by
analogy to the concept of sufficient statistics even though our solution does not involve a
sufficient statistic in the classical sense). Our proposal is relatively simple, by examining
the other conditional distributions for β | τ, u, y,X and τ | β, u, y,X, we can define two suf-
ficient reductions, T1(u) and T2(u), such that the conditional distributions of β | τ, u, y,X is
the same as β | τ, T1(u), y,X and the conditional distribution of τ | β, u, y,X is the same as
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exp(β1) exp(β2)
JAGS ARS
Normal Sufficient
JAGS ARS
Normal Sufficient
Approx. Reduc. Approx. Reduc.
k = 100
λ = 25
0.171 0.170 0.162 0.161 0.247 0.246 0.232 0.232
(−0.043) (−0.044) (−0.068) (−0.068) (0.051) (0.051) (0.056) (0.057)
λ = 50
0.167 0.166 0.158 0.158 0.265 0.264 0.252 0.253
(−0.020) (−0.020) (−0.037) (−0.037) (0.046) (0.045) (0.047) (0.047)
λ = 100
0.163 0.162 0.157 0.156 0.266 0.266 0.259 0.258
(0.005) (0.006) (−0.004) (−0.005) (0.013) (0.013) (0.015) (0.015)
k = 300
λ = 25
0.097 0.097 0.100 0.100 0.143 0.142 0.133 0.132
(−0.047) (−0.047) (−0.069) (−0.068) (0.009) (0.009) (0.016) (0.016)
λ = 50
0.097 0.098 0.093 0.093 0.161 0.161 0.154 0.153
(−0.002) (−0.002) (−0.019) (−0.020) (0.018) (0.018) (0.022) (0.022)
λ = 100
0.095 0.095 0.092 0.092 0.145 0.145 0.142 0.141
(−0.006) (−0.006) (−0.017) (−0.017) (0.013) (0.013) (0.016) (0.016)
k = 500
λ = 25
0.080 0.080 0.086 0.086 0.127 0.125 0.117 0.117
(−0.046) (−0.046) (−0.069) (−0.069) (0.021) (0.021) (0.028) (0.028)
λ = 50
0.078 0.078 0.076 0.076 0.113 0.113 0.107 0.107
(−0.009) (−0.009) (−0.026) (−0.026) (0.009) (0.009) (0.014) (0.014)
λ = 100
0.072 0.072 0.0711 0.071 0.114 0.113 0.110 0.110
(−0.008) (−0.008) (−0.019) (−0.019) (−0.025) (−0.024) (−0.022) (−0.021)
Table 2.6: The Mean Absolute Deviation (MAD) and Bias (in parenthesis) for parameters
exp(β1) and exp(β2) under standard sampling scheme with all combinations of k and λ. Both
the MAD and bias are calculated using the posterior median of the parameter for each of
the 100 datasets within the (k, λ) combination.
τ | β, T1(u), T2(u), y,X.
Recall the conditional distributions of β and τ , Equations 2.5 and 2.6,
β |u, τ, y,X ∼ Np
(
(τX ′X + C−1)−1(X ′uτ + C−1B0), (τX ′X + C−1)−1
)
τ |u, β, y,X ∼ Gamma
(
a+ k
2
,
b+ u′(Ik −X(X ′X)−1X ′)u+ (β − βˆ)′X ′X(β − βˆ)
2
)
and the fact that βˆ = (X ′X)−1X ′u. Since (X ′X)βˆ = X ′u then our choice for T1(u) is
easy, if we let T1(u) = βˆ = (X
′X)−1X ′u then the conditional distribution of β can de-
pend only on T1. The rate parameter of conditional distribution of τ depends only on u
through (β − βˆ)′X ′X(β − βˆ) + u′(Ik − X(X ′X)−1X ′)u. With βˆ = T1(u) it then equals
(β − T1(u))X ′X(β − T1(u)) + u′(Ik − X(X ′X)−1X ′)u. The matrix X(X ′X)−1X ′ is the
hat matrix in linear regression, Ik − X(X ′X)−1X ′ is a projection matrix, and so if we let
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T2(u) = u
′(Ik − X(X ′X)−1X ′)u then (β − βˆ)′X ′X(β − βˆ) + u′(Ik − X(X ′X)−1X ′)u =
(β − T1(u))X ′X(β − T1(u)) + T2(u). Hence,
T1(u) = (X
′X)−1X ′u (2.9)
T2(u) = u
′(Ik −X(X ′X)−1X)u. (2.10)
Thus, with Equations 2.9 and 2.10 we can replace the conditional distributions, Equations
2.5 and 2.6, with
β |T1(u), τ ∼ Np
(
(τX ′X + C−1)−1(X ′XT1(u)τ + C−1B0), (τX ′X + C−1)−1
)
(2.11)
τ |β, T1(u), T2(u) ∼ Gamma
(
a+ k
2
,
b+ T2(u) + (β − T1(u))′X ′X(β − T1(u))
2
)
(2.12)
respectively.
By creating these sufficient reductions we have not eliminated the need for sampling from
an additional conditional distribution. In fact since,
cov(X ′u, (Ik −X(X ′X)−1X ′)u) = X ′ cov(u)(Ik −X(X ′X)−1X ′),
which is not equal to 0. Thus, unless cov(u) = Ik, then T1(u) | β, τ, y,X is not indepen-
dent of T2(u) | β, τ, y,X. We will need to sample from the joint conditional distribution of
(T1(u), T2(u)) given β, τ and the data to complete the Gibbs sampler. Based on the fact
that the conditional distribution of u is a multivariate normal (Equation 2.8) the conditional
distribution for T1(u) is multivariate normal as T1 involves a vector of linear combinations
of u. Using (2.8),
T1(u) | β, τ, y,X ·∼ Np
(
(X ′X)−1X ′(Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+Xβτ),
(X ′X)−1X ′(Dnp˜i(1−p˜i) + τIk)−1X(X ′X)−1
)
. (2.13)
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The conditional distribution for T2(u) is not as easy to discern as the conditional distribution
of T1(u). While, the conditional distribution for T2(u) involves quadratic form in u it will
not have a non-central chi-square distribution since u is not Nk(0, σ
2Ik) distributed. How-
ever, by assuming k is large, we can use a large sample approximation for the conditional
distribution of T2(u). In order to do that we need to obtain the E[(T1(u), T2(u)) | β, τ, y,X]
and cov[(T1(u), T2(u)) | β, τ, y,X]. We accomplish this through Equations A.7, A.9 and A.8
(in the appendix), we thus obtain
E [T2(u) |β, τ, y,X] = tr
[
(Ik −X(X ′X)−1X ′)(Dnp˜i(1−p˜i) + τIk)−1
]
+ (Dnp˜i(1−p˜i)u˜+Xβτ)′(Dnp˜i(1−p˜i) + τIk)−1(Ik −X(X ′X)−1X ′)
× (Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+Xβτ) (2.14)
var(T2(u) |β, τ, y,X) = 2 tr
[
(Ik −X(X ′X)−1X ′)(Dnp˜i(1−p˜i) + τIk)−1(Ik −X(X ′X)−1X ′)
× (Dnp˜i(1−p˜i) + τIk)−1
]
+ 4(Dnp˜i(1−p˜i)u˜+Xβτ)′(Dnp˜i(1−p˜i) + τIk)−1
× (Ik −X(X ′X)−1X ′)(Dnp˜i(1−p˜i) + τIk)−1(Ik −X(X ′X)−1X ′)
× (Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+Xβτ) (2.15)
cov(T1(u), T2(u)) = (X
′X)−1X ′ cov(u, u′(Ik −X(X ′X)−1X ′)u)
= 2(X ′X)−1X ′(Dnp˜i(1−p˜i) + τIk)−1(Ik −X(X ′X)−1X ′)
× (Dnp˜i(1−p˜i) + τIk)−1(Dnp˜i(1−p˜i)u˜+Xβτ) (2.16)
To show that a large sample approximation is valid, we expect the Lindeberg-Feller version
of the central limit theorem to apply.
With these ingredients, we can now obtain the large sample conditional distribution of
(T1(u), T2(u)) | β, τ, y,X. The the mean vector will consist of the mean from Equation 2.13
and the mean from Equation 2.14, while the variance-covariance matrix is a block matrix
formed from variance-covariance matrix in Equation 2.13 and the covariance terms from
Equation 2.16 and the variance term from Equation 2.15.
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To check the quality of the sufficient reduction, we look to our simulations. We included the
sufficient reduction method when we analyzed the so-called perfect data, see Figures 2.10
through 2.17. In those figures, the output from the sufficient reduction is nearly indistin-
guishable from the joint normal approximation. In fact, since the densities achieved via the
sufficient reduction are indistinguishable from those using the joint-normal approximation
within Gibbs sampling for all values of λ then we concluded that there is not much difference
between the joint normal approximation and the sufficient reduction methods. Furthermore,
as λ increases the posterior densities of the parameters via the sufficient reduction coalesce
with the densities achieved through adaptive-rejection sampling and JAGS just as the joint
normal method did.
In Figures 2.19 through 2.26 we included the sufficient reduction methods as well. These
figures were produced in order to demonstrate what happens with our so-called perfect data
as we increase the value of k. Here the posterior densities achieved through the sufficient
reduction exhibit similar behaviour as they did in Figures 2.10 through 2.17. The results
of the sufficient reduction mimic the normal approximation, and as λ increases the results
mimic those achieved via JAGS and the adaptive-rejection sampler.
We also included the sufficient reduction method in Figures 2.28 through 2.31. In those
figures we did not use “perfect” data and instead used standard simulated data. Here
the same results obtain: the sufficient reduction mirrors the normal approximation. In
fact when examining the figures it is basically impossible to see the difference between the
normal approximation and sufficient reduction. In the next section, we discuss the efficiency
in terms of time for all four methodologies, but if the sufficient reduction is more efficient
computationally than the joint-normal then there appears to be no negative consequence
for using the sufficient reduction approach. The only immediately obvious consequence of
using the sufficient reduction methodology is that we do not sample the ui within the Gibbs
sampler. This means that we can not estimate the empirical CDF of the median posterior
70
values of ni min(pi, 1− pi). However, the efficacy of this tool has not been fully established
and so the loss of this tool may not be great.
There are minor drawbacks when using the sufficient reduction related to programming.
Both the mean and variance components of the conditional distribution of (T1(u), T2(u))
contain matrices of size k×k. Since we are assuming k is large then computations involving
these large matrices require more computational effort. With good programming practices
however one can minimize the computational resources. Thus there are not many draw-
backs to the sufficient reduction method: with sufficiently large λ it mimics JAGS and the
adaptive-rejection method, coalesces to the truth, and if the method is faster than the normal
approximation then could be the recommended method.
2.8 Computational Efficiency
We use wall time to test the computational efficiency for both our joint-normal and sufficient
reduction approaches. Wall time is the elapsed time the computer used to execute the pro-
gram. Our proposed methods, the joint-normal approximation and the sufficient reduction
approaches, were programmed in the higher level language, R. JAGS is written in C++,
a lower level language that is notoriously faster than R. Additionally, we programmed an
adaptive-rejection sampler in R in order to give a fairer comparison of wall times.
The wall times recorded in Table 2.7 are from the analysis of the so-called perfect data.
The data displayed in Table 2.8 and in Figure 2.32 are from the analysis of the standard
simulated data. Since the standard simulated data consists of 100 datasets generated from
the same mechanism, using the same values of k and λ then we display the average wall
times in Table 2.8, but provide a box plot of the entire data in Figure 2.32 in log wall time.
Recall that, regardless of the the value of k or λ, the analysis of the so-called perfect data
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k λ Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
100
25 136.1 122.8 1981.0 4.2
35 138.7 122.5 2033.3 4.3
50 136.9 123.0 2064.1 4.0
80 137.1 124.0 2060.0 4.1
100 140.0 128.3 2125.7 4.3
150 137.8 123.6 2054.6 4.2
200 133.7 122.4 2172.0 4.6
300 137.6 120.2 2198.0 6.2
300
25 394.6 182.7 5448.7 8.5
35 399.6 184.0 5502.7 8.7
50 394.3 183.8 5516.5 8.4
80 399.6 186.2 5572.3 8.4
100 417.2 190.3 5594.2 8.9
150 386.0 193.1 5599.3 8.8
200 418.2 185.7 5667.7 8.5
300 415.2 188.8 5602.6 8.8
500
25 858.3 318.6 8533.2 13.3
35 821.9 285.9 8171.9 13.5
50 876.1 325.8 8520.3 12.8
80 841.5 331.1 8449.6 12.7
100 874.6 329.7 8434.4 12.6
150 830.8 326.7 8670.9 12.9
200 878.8 364.3 11021.0 14.7
300 883.3 367.1 10881.3 14.3
Table 2.7: Wall Time (in seconds) for the so-called perfectly simulated data
and the standard simulated data the Markov Chains consisted of 5000 iterations.
There is an overall trend that can be seen in both Tables 2.7 and 2.8 and Figure 2.32
regarding which methods are more computationally efficient in terms of wall time. In both
the figure and the tables, it is evident that JAGS is far more computationally efficient, it
requires only a few seconds of wall time to complete the analysis regardless of k and λ. It is
this relative speed at which JAGS performs that drove us to plot the log of the wall time in
Figure 2.32 as difference in wall times are so great between the methods programmed in R
and JAGS.
For the methods programmed in R, the sufficient reduction method is faster than the normal
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k λ Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
100
25 151.9 121.0 2063.8 4.3
50 293.5 232.8 4148.8 5.9
100 270.3 220.1 4163.0 5.8
300
25 453.1 213.9 6255.8 8.7
50 488.2 208.6 6300.1 8.7
100 1292.6 441.1 12076.7 25.5
500
25 1008.4 430.8 9965.3 12.7
50 1052.7 439.8 10495.5 12.6
100 1110.6 471.6 10769.5 13.1
Table 2.8: Mean Wall Time (in seconds) for standard simulated data
approximation and both of those are faster than the adaptive-rejection method we imple-
mented. Both of our proposed methods, the sufficient reduction and normal approximation,
have significant advantages over the adaptive-rejection sampling method we implement. The
advantage comes from the fact that these methods are built around a simple Gibbs sampler,
that is, each conditional requires a simple sample from a known distribution. The adaptive-
rejection method we implemented, however, requires an additional hierarchical level to com-
plete the analysis, that is, to sample the conditional ui | β, τ, y,X requires an additional loop,
and possibly many additional loops, within the code to acquire a sample from the conditional
distribution. These additional loops increase the computational complexity and make the
adaptive-rejection method much slower.
In Tables 2.7 and 2.8 and in Figure 2.32, we have alluded to the impact of k and λ upon
the wall time by compartmentalizing our results. Now we address why this was necessary.
The value of k determines not only the size of the data, but also the number of parameters
we must sample for within the Gibbs sampler. Thus, larger values of k will require addi-
tional computational resources. Larger values of λ may require additional wall time for the
adaptive-rejection and JAGS methods as these methods require an additional set of calcu-
lations to handle the conditional distribution of u. However, the impact of k and λ on the
wall time is not the same. In Table 2.7 the wall times for a given combination of method
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Figure 2.32: log(Wall time) (in sec.) for the standard simulated data. Each analysis consists
of 5000 iterations within the Markov Chain.
and k value are practically the same across methods values for λ. There is also homogeneity
in Table 2.8 with regards to the wall times for specific combination of method and k.
k Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
100 137.6 123.9 2090.5 4.5
300 404.6 187.2 5566.5 8.6
500 860.0 331.0 9013.0 13.3
Table 2.9: Average wall Time (in seconds) for the so-called perfectly simulated data averaged
over λ for each k.
The homogeneity we observed across λ values within Table 2.7 suggests that the values of
ni do not have much effect on computational resources. To better represent the effect of λ,
k and method we created Tables 2.9 and 2.10. These two tables are simply the average wall
times for each method averaged over one of the simulation parameters. In Table 2.10 it is
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λ Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
25 463.0 208.0 5321.0 8.7
35 453.4 197.4 5236.0 8.8
50 469.1 210.9 5367.0 8.4
80 459.4 213.8 5360.6 8.4
100 477.3 216.1 5384.8 8.6
150 451.6 214.5 5441.6 8.6
200 476.9 224.2 6286.9 9.3
300 478.7 225.4 6227.3 9.8
Table 2.10: Average wall Time (in seconds) for the so-called perfectly simulated data aver-
aged over k for each λ.
obvious that there are only minor changes in wall time when λ increases, but, from Table
2.9, significant changes in the wall time when k grows. Further note that overriding trend of
the sufficient reduction method being faster than the joint normal approximation still holds
in both tables.
k Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
100 238.5 191.3 3458.5 5.3
300 744.6 287.8 8210.6 14.3
500 1057.2 447.4 10410.1 12.8
Table 2.11: Average wall Time (in seconds) for the standard simulated data for each k.
λ Joint Normal Sufficient Reduction Adaptive Rej. Sampling JAGS
25 537.8 255.2 6094.9 8.5
50 611.4 293.7 6981.5 9.1
100 891.2 377.6 9003.0 14.8
Table 2.12: Average wall Time (in seconds) for the standard simulated data for each λ.
The same trend of k having a greater impact than λ on wall time is not as evident when we
discuss the standard simulated data, however, it still exists. In fact, in Table 2.11, the wall
time increases by almost 500 seconds as k is increased from 100 to 300 for the joint normal
method and almost 100 seconds for the same jump in k for the sufficient reduction method.
However, when λ doubles to 25 to 50, the wall time only increases by almost 75 seconds
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for the joint-normal method and 40 seconds for the sufficient reduction method. Tripling k
is clearly requires more computational resources than doubling λ. The fact that k plays a
much larger role than λ in determining the computational resources is the main motivation
for the sufficient reduction method.
The advantage of the sufficient reduction method over the normal approximation is largely
due to the fact that as the data increases in size the joint normal has to sample from an
increasingly higher dimensional multivariate normal distribution. The sufficient reduction
avoids higher dimensional sampling. However, it does require extra computations involving
the higher dimensional data matrices and vectors. We are not sure where the trade-off in wall
time is between sampling from a higher dimensional multivariate normal and obtaining the
inverse of a higher dimensional matrix. But we did utilize the fact that sufficient reduction
breaks the higher dimensional matrix into blocks. By utilizing the block matrix properties we
can achieve computational efficiency. In Tables 2.9 and 2.11 our results show that, at lower
values of k, this savings computational resources is less, but at larger values of k the savings
is greater. For example, the sufficient reduction’s average wall time with the simulated
data is approximately 47 seconds faster (238.5 − 191.3 ≈ 47) when k = 100 than the wall
time for the joint normal approximation at the same value of k; whereas, at k = 500, the
savings is approximately 610 seconds of wall time (1057.2− 447.4 ≈ 610). There might also
be a slight saving of computational resources between the sufficient reduction and normal
approximation methods as λ increases, but Tables 2.12 and 2.10 disagree on this.
Finally, we discuss the efficiency of JAGS. JAGS is programmed in C++ a lower level
language that is considerably faster than the higher level language R. Aruoba and Fernndez-
Villaverde [2] investigated the computational speed of several different languages that are
used in mathematical and statistical settings. They found that C++ is by far the fastest
choice with R being as much as 491 times slower than C++. They recommend that a better
practice is to use a hybrid of R with C++, where one takes advantage of the vast statistical
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libraries with R but is able to harness the power and speed of C++. Perhaps in the future,
with additional resources we would be able to program both the sufficient reduction and
normal approximation methods so that they to can take advantage of C++.
2.9 Conclusion
Throughout chapter 2, our focus was on one specific form of a generalized linear mixed
model, namely a mixed binomial model where each observational unit, Yi, consists of several
independent trials, and where we assumed that each unit had its own random effect. We
used diffuse, yet, informed priors in our analysis and were able to use Gibbs sampling to
sample from the posterior. All but one of the conditional distributions within the Gibbs
sampler were recognizable except for one. The remaining one was log concave. The gold
standard to handle a situation like this would be to use an adaptive-rejection sampler within
the Gibbs sampler. Our method is designed to speed up the MCMC sampling by replacing
the adaptive-rejection portion with a normal approximation.
In our example with the HDP data, we collected explanatory data about oncologists and
assessed the number of patients the physician treated who had tumor remission. By analyzing
these data, we demonstrated that our method can be very good for approximating the Gibbs
sampler with adaptive-rejection. We did observe some discrepancies between our method
and adaptive-rejection but this was due to large sample assumptions that are not always
warranted. When we cherry picked our data to insure the large sample assumptions were
valid our method gave very similar results.
In our exploration we created data using a pseudo perfect sampler that turned out to be
similar to just taking a standard simulated sample. The results from the analysis showed
that with enough data and large enough ni, that our method produces nearly identical results
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as the Gibbs sampler with adaptive-rejection. However, the pseudo perfect sampler simply
generated a single simulated data sample, which was not sufficient to see how well the the
method performed in terms of identifying truth.
To tackle this issue we simulated data and utilized Monte Carlo techniques to compare
our method to the adaptive-rejection sampler. By having many different sets of simulated
data we were able to assess the mean absolute deviation and the bias. The results of this
investigation showed that we were able to capture the truth when the data were sufficiently
large.
Finally, while our methods used a Gibbs sampler with a multivariate normal approximation
to the corresponding unrecognizable conditional distribution, we realized that our method
has a drawback. As the dimension of the data increases the dimension of the multivariate
normal approximation increases as well. To tackle this issue we sampled conditional dis-
tributions of functions of the latent ui’s using what we called a sufficient reduction. The
conditional distribution for the sufficient reduction is approximated using a large sample
normal distribution with a much lower dimension. Throughout the previous analyses we
also included the sufficient reductions. All results throughout our entire exploration showed
that our sufficient reduction approximation was basically equivalent to our joint normal ap-
proximation method in terms of accuracy. However the sufficient reduction approach was
considerably faster, especially with larger k.
Our results for replacing an adaptive-rejection sampler within a Gibbs sampler with a normal
approximation with the joint normal or sufficient reduction method are encouraging in terms
of computational efficiency. However, the methods were only demonstrated in a specific case.
Limiting ourselves to one particular model is constraining and limits the practicality of our
techniques. In chapter 3, we expand the current scope and demonstrate the joint normal
and sufficient reduction methods effectiveness for a more complex model.
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Chapter 3
Binomial Regression with Hierarchical
Modeling
3.1 Introduction
Chapter 3 is an extension of the concepts discussed in Chapter 2. In Chapter 2 the method-
ology presented concerned only one type of generalized linear mixed modeling, binomial
regression with fixed and random effects at the same observational unit level. Under this
scenario we assumed that Yi ∼ Bin(ni, pi) where logit(pi) = ui and ui ⊥∼ N(Xiβ, τ−1) for all
i = 1, 2, . . . , k. The ramifications of these assumptions are numerous, perhaps the most oner-
ous of which is that the Yis are modeled to be independent. In Chapter 2, this meant that
each observational unit had its own random effect. In some applications this is appropriate,
but it is easy to imagine a scenario where this is not the case.
For example, in a medical setting, if we were considering the number of infections contracted
by patients in a number of departments in a hospital over a specified period of time, we would
expect the corresponding binomial counts to be correlated since all departments in the same
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hospital are under the same administration. We can imagine studying departmental based
infection counts across a number of hospitals. This leads to the possibility of having random
effects for hospitals that are used to correlate binomial counts among departments within
hospitals. The first part of chapter 3 demonstrates how we can a expand and incorporate
this kind of hierarchical structure within the context of binomial regression.
While extending the model to incorporate additional hierarchies is the chief reason for in-
cluding chapter 3, there is a downside to adding additional levels since it increases the
complexity of the model. Not only does this complexity involve adding a layer, but it in-
creases the necessity for more sophisticated computational techniques. In both frequentist
and Bayesian statistics, adding hierarchical levels involves adding stochastic terms. These
additional terms, in turn, increase the computational effort. Frequentist methods involve
iterative algorithms such as the EM algorithm with a complementary SEM algorithm for
estimating covariance structures. In typical Bayesian settings, the augmented data like-
lihood involves latent variables that require additional sampling within the Monte Carlo
Markov Chain approximation to the joint posterior distribution. Regardless of statistical
doctrine, there is additional computation. A nice feature of our methods is that they are
easily extended to the models considered here.
The purpose of this chapter is to develop methods for the model extension, and to extend the
approximation technique from the one developed in Chapter 2. The first part of the chapter
deals with the extension of the model, which is followed by the derivation of the numerical
approximation. The second part of the chapter will demonstrate the methodology.
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3.2 Statistical Models, Priors, Full Joint Posteriors
The expansion of our model from one layer of data to two is similar to the extension of
generalized linear models (GLMs) to generalized linear mixed models (GLMMs). Typically,
the extension from GLMs to GLMMs involves conditioning the mean of response variable on
a collection of random effects that are associated with a cluster of observational units (here
we consider a single random effect). By adding this level, the model incorporates dependence
among observations within the same cluster. This is commonly used with longitudinal data
where there are repeated observations on an individual. Adding the cluster level also allows
for additional (mean) effects at this level.
In Chapter 2, the model we analyzed could be viewed in two equivalent ways: First, (1),
the individual data units in a cluster are modeled as Bernoulli valued observations from a
GLMM with with a common random effect for each Bernoulli and with mean effects only at
the cluster level. The absence of information at the observational unit level leads us to model
the sum of the responses as binomial. And second, (2), as a binomial response valued GLM
with a random effect for each binomial count. In this context we handled the combination
of the mean effect and random effect by centering the random effect on the mean effect. If
we view the model as in case (1), then there are two ways to extend the model; either by
incorporating covariate information for each observational unit, or by adding a new layer
beyond the clustering layer. If, instead, we view the model as in case (2), the extension can
simply involve adding a cluster level.
In Chapter 4, we demonstrate the more general case of (1), that is, the extension of the data
and model to include mean effects at the observational level and clustering effects. However,
in this chapter we focus on the expansion by adding a clustering layer.
Missing so far is a discussion about the layers themselves. The observational unit is measured
for the response and for explanatory data. Each observational unit belongs to a single cluster.
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Each cluster will have multiple observational units.
We extend the model as described in case (2), which means we will have two levels of
random effects. The additional levels in the model lead to an expansion of the subscripts
from Chapter 2. Recall, that in Chapter 2, the response data, {Yi}, were assumed to be
binomial. We continue with that assumption, but here the response data will be in the form
{Yij}; Yij is the number of successful trials for the jth individual within the ith cluster, nij is
the corresponding total number of trials, and pij is the corresponding probability of success
for those trials. Thus, Yij ∼Bin(nij, pij) for all i = 1, 2, . . . , k and j = 1, 2, . . . , ni. (Note
that a lower case n with one subscript denotes the number of observational units in each
cluster, but if it has two subscripts it denotes the number of trials.)
Covariates at the observational unit level are represented as, Xij, a 1×p vector that includes
a one in the first slot and specific covariates values for the jth observation within the ith
cluster. At the higher level the covariates, say Si, are specified in a 1 × q vector for the ith
cluster. Regression effects for the covariates at the observational unit level are specified as
β, a p × 1 vector, while the corresponding effects at the cluster level are represented by γ,
a q × 1 vector. Random effects {ui} are incorporated by centering them on the cluster level
fixed effects. We also incorporate random effects at the observational unit level, just as we
did in Chapter 2.
In Chapter 2 since the only random effects were at the observational unit level no other
considerations were required. With two levels of random effects we need to specify how
they are related. With Yij ∼ Bin(nij, pij) we define wij = logit(pij) for all i = 1, 2, . . . , k
and j = 1, 2, . . . , ni. We define wij conditional on ui where ui is the random effect for the
ith cluster. Clusters are distinct and observations from different clusters are independent,
conditional on the u’s, but upon marginalization, they induce dependence among clusters.
Bernoulli trials within the same cluster will be dependent.
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The statistical model is thus
Yij ∼Bin(nij , pij) with logit(pij) = wij
wij |ui ⊥∼ N(Xijβ + ui, τ−1w )
ui
⊥∼ N(Siγ, τ−1u )
for all i = 1, 2, . . . , k and j = 1, 2, . . . , ni. These assumptions lead to the augmented data
likelihood,
=
k∏
i=1
ni∏
j=1
(
nij
yij
)
p
yij
ij (1− pij)nij−yij
√
τw√
2pi
exp
(
−τw(wij −Xijβ − ui)
2
2
)
×
×
k∏
i=1
√
τu√
2pi
exp
(
−τu(ui − Siγ)
2
2
)
∝ exp

k∑
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ni∑
j=1
yij log
(
pij
1− pij
)
+ nij log(1− pij)− τw(wij −Xijβ − ui)
2
2
 τN/2w ×
× exp
{
k∑
i=1
−τu(ui − Siγ)
2
2
}
τk/2u
where N = n1 + n2 + . . .+ nk.
Since we are operating in the Bayesian setting we need to obtain prior distributions for the
parameters. We use the same distributional form for priors as in Chapter 2. Recall that in
Chapter 2, the prior distribution for the precision parameter was gamma and for the fixed
effects was normal. We maintain the same assumptions, but due to the hierarchical nature
of the model we need two normal distributions for the fixed (one for the covariates at the
cluster level and another at the observational unit level). Furthermore, we specify these two
priors independently of each other, so that, β ∼ Np(B,C) and γ ∼ Nq(B0, C0). There are
two precision parameters and we specify two independent gamma distributions for them,
τw ∼ Gamma(aw/2, bw/2) and τu ∼ Gamma(au/2, bu/2).
With independent priors and the augmented data likelihood, we obtain the joint pdf for
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β, γ, τw, τu, u, w |X, y, which is proportional to
∝ τN/2+aw/n−1w τ k/2+au/2−1u exp
{
k∑
i=1
ni∑
j=1
[
yij logit(pij) + nij log(1− pij)
−τw(yij −Xijβ − ui)
2
2
]
− bwτw
2
−
k∑
i=1
[
τu(ui − Siγ)2
2
]
−buτu
2
− (β −B)
′C−1(β −B)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
However since wij = logit(pij) and log(1−pij) = − log(1+exp(wij)), the above is proportional
to:
∝ τN/2+aw/n−1w τ k/2+au/2−1u exp
{
k∑
i=1
ni∑
j=1
[
yijwij − nij log(1 + exp(wij))
−τw(wij −Xijβ − ui)
2
2
]
− bwτw
2
−
k∑
i=1
[
τu(ui − Siγ)2
2
]
−buτu
2
− (β −B)
′C−1(β −B)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
We employ Gibbs Sampling as we did in Chapter 2. We require the full conditional distri-
butions for all variables, which we obtain in the next section. As in Chapter 2, we simplify
the above results by defining a “stacking order” where the Xij row vectors are assembled
into an N × 1 vector in a particular fashion. Let X be the N×p data matrix that represents
the Xij. Similarly, let Y and n be the yij and nij values, respectively, “stacked” in the same
order as X. Additionally we need to stack the ui into a k×1 vector, u. Let S be a k×q data
matrix that represents the Si row 1× q vectors assembled in the same order as u. Define one
further matrix, Z, of size N×k, which translates between the two defined “stacking” orders.
This means that each row of Z will consist of exactly one non-zero entry, equal to one. For
example, if the mth observation in the N data records corresponds to the jth observational
unit in the ith cluster, then the mth row of Z will consist of a one in the ith column and zeros
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in all the other columns. Thus, the joint conditional is proportional to:
∝ τN/2+aw/n−1w τ k/2+au/2−1u exp
{
k∑
i=1
ni∑
j=1
[
yijwij − nij log(1 + exp(wij))
]
−τw(w −Xβ − Zu)
′(w −Xβ − Zu)
2
− bwτw
2
− τu(u− Sγ)
′(u− Sγ)2
2
−buτu
2
− (β −B)
′C−1(β −B)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
. (3.1)
In Section 3.4, we develop an approximation to the term in summation form.
3.3 Conditional Distributions
In order to perform Gibbs sampling we need to obtain the full conditional distributions for all
stochastic variables. Each conditional distribution starts with an examination of Equation
3.1, by identifying terms involving only the stochastic object in question. Some of conditional
distributions are easily recognized. For example, the conditional distributions of τw and τu
are straight forward. The only terms in Equation 3.1 that feature τw are:
τaw/2+N/2−1w exp
(
−τwbw
2
− τw
2
(w −Xβ − Zu)′(w −Xβ − Zu)
)
.
Similarly, the terms in Equation 3.1 that feature τu are:
τau/2+k/2−1u exp
(
−τubu
2
− τu
2
(u− Sγ)′(u− Sγ)
)
.
Thus, the condition densities of τw and τu are:
f(τw | τu, β, γ, w, u, y,X, S, Z) ∝ τaw/2+N/2−1w ×
× exp
(
−τw
2
(
bw + (w −Xβ − Zu)′ (w −Xβ − Zu)
))
f(τu | τw, β, γ, w, u, y,X, S, Z) ∝ τau/2+k/2−1u exp
(
−τu
2
(
bu + (u− Sγ)′ (u− Sγ)
))
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When we express a conditional distribution or density we follow a typical custom and write
“else” as opposed to all the variables, data, etc. Both densities above are kernels of Gamma
distributions. Hence, the conditional distributions for τw and τu are:
τw | else ∼ Gamma
(
aw +N
2
,
bw + (w −Xβ − Zu)′(w −Xβ − Zu)
2
)
(3.2)
τu | else ∼ Gamma
(
au + k
2
,
bu + (u− Sγ)′(u− Sγ)
2
)
(3.3)
The conditional distributions of the fixed effects terms, β and γ, are slightly more compli-
cated. From the joint density, Equation 3.1, we can see that the conditional density of γ is
proportional to
exp
{
−τu(u− Sγ)
′(u− Sγ)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
.
In order to simplify we add and subtract the same quantity that allows us to simplify the
exponent as a function of u. Let γˆ = (S ′S)−1S ′u. Then the quadratic terms becomes,
(u− Sγ)′(u− Sγ) = (u− Sγˆ + Sγˆ − Sγ)′(u− Sγˆ + Sγˆ − Sγ)
= (u− Sγˆ)′(u− Sγˆ) + (γ − γˆ)′S′S(γ − γˆ)
due to the fact that (u−Sγˆ)′(Sγˆ−Sγ) = 0. Thus, the conditional density of γ is proportional
to
exp
{
−τu(γ − γˆ)
′S′S(γ − γˆ)
2
− τu(u− Sγˆ)
′(u− Sγˆ)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
.
Since the term with (u−Sγˆ)′(u−Sγˆ) does not involve γ that term can be ignored. We next
use the complete the square (see Appendix A.2) formula to obtain
τu(γ − γˆ)′S′S(γ − γˆ) + (γ −B0)′C−10 (γ −B0) =
(γ − µγ)′Σγ(γ − µγ) + (γˆ −B0)′S′Sτu(S′Sτu + C−10 )−1C−10 (γˆ −B0)
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where Σγ = S
′Sτu + C−10 and µγ = Σ
−1
γ (S
′Sτuγˆ + C−10 B0). Again, the quadratic term
featuring γˆ − B0 does not involve γ and can be treated as a constant with respect to the
conditional density of γ. Since,
f(γ | else) ∝ exp
{
−1
2
(γ − µγ)′Σγ(γ − µγ)
}
is the kernel of a multivariate normal density then
γ | else ∼ Nq
(
(S′Sτu + C−10 )
−1(S′Sγˆτu + C−10 B0), (S
′Sτu + C−10 )
−1) (3.4)
The conditional distribution of β is obtained similarly. We start by isolating the terms
that contain only β from the joint posterior, Equation 3.1. The conditional density for β is
proportional to
exp
{
−τw(w −Xβ − Zu)
′(w −Xβ − Zu)
2
− (β −B)
′C−1(β −B)
2
}
.
The quadratic term with w − Xβ − Zu does not easily combine with the quadratic term
featuring β −B. However, by expanding the term w−Xβ −Zu we can isolate β. This will
allow us to complete the square and ultimately find the conditional distribution of β. Let
βˆ = (X ′X)−1X ′(w − Zu) then
(w −Xβ − Zu)′(w −Xβ − Zu) = (w − Zu−Xβˆ +Xβˆ −Xβ)′(w − Zu−Xβˆ +Xβˆ −Xβ)
= (w − Zu−Xβˆ)′(w − Zu−Xβˆ) + (βˆ − β)′X ′X(βˆ − β)
because (w − Zu −Xβˆ)′(Xβˆ −Xβ) = 0. Since the term (w − Zu −Xβˆ) does not contain
β, the conditional density of β is proportional to,
exp
{
−τw(β − βˆ)
′X ′X(β − βˆ)
2
− (β −B)
′C−1(β −B)
2
}
.
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Employing the complete the square (see Appendix A.2) formula yields,
(β − βˆ)′X ′Xτw(β − βˆ) + (β −B)′C−1(β − βˆ)
= (βˆ −B)′X ′Xτw(X ′Xτw + C−1)−1C−1(βˆ −B) + (β − µβ)′Σβ(β − µβ)
where Σβ = X
′Xτw + C−1 and µβ = Σ−1β (X
′Xτwβˆ + C−1B). Since the quadratic term
featuring βˆ − B does not contain β it is a constant in this context. Hence the conditional
density for β is proportional to,
exp
{
−1
2
(β − µβ)′Σβ(β − µβ)
}
.
But this is the kernel of a multivariate normal density and so,
β | else ∼ Np
(
(X ′Xτw + C−1)−1(X ′Xβˆτw + C−1B), (X ′Xτw + C−1)−1
)
(3.5)
The final conditional distributions are for u and w. Both u and w may or may not be critical
or useful for the research scientist to interpret, but they still play an integral role in the
model. We first consider the conditional density for u which is proportional to
exp
{
−τw(w −Xβ − Zu)
′(w −Xβ − Zu)
2
− τu(u− Sγ)
′(S − γ)
2
}
The quadratic term (w−Xβ−Zu)′(w−Xβ−Zu) features Zu, not u. To separate the terms
so that we ultimately end up with a quadratic term in u, we use the same trick as before
and add and subtract Zuˆ, where uˆ = (Z ′Z)−1Z ′(w −Xβ). The quadratic term simplifies
(w −Xβ − Zu)′(w −Xβ − Zu) = (w −Xβ − Zuˆ+ Zuˆ− Zu)′(w −Xβ − Zuˆ+ Zuˆ− Zu)
= (w −Xβ − Zuˆ)′(w −Xβ − Zuˆ) + (u− uˆ)′Z ′Z(u− uˆ),
since the cross-product term, (w−Xβ−Zuˆ)′(Zuˆ−Zu) = 0. Since the term (w−Xβ−Zuˆ)
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does not involve u we can rewrite the conditional density of u as proportional to,
exp
{
−τw(u− uˆ)
′Z ′Z(u− uˆ)
2
− τu(u− Sγ)
′(u− Sγ)
2
}
.
At this point, we invoke the complete the square (see Appendix A.2) formula so that
τw(u− uˆ)′Z ′Z(u− uˆ) + τu(u− Sγ)′(u− Sγ)
= (u− µu)′Σu(u− µu) + (uˆ− Sγ)′Z ′Zτw(Z ′Zτw + Ikτu)−1Ikτu(uˆ− Sγ)
where Σu = Z
′Zτw + Ikτu and µu = Σ−1u (Z
′Zuˆτw + Sγτu). The quadratic term featuring
uˆ− Sγ does not involve u so that
f(u | else) ∝ exp
{
−1
2
(u− µu)′Σu(u− µu)
}
.
Thus,
u | else ∼ Nk
(
(Z ′Zτw + Ikτu)−1(τwZ ′Zuˆ+ τuIkSγ), (Z ′Zτw + Ikτu)−1
)
(3.6)
The final remaining conditional distribution is for w. The conditional density for w is
proportional to
exp

k∑
i=1
ni∑
j=1
yijwij − nij log(1 + exp(wij))
 exp
− τw(w −Xβ − Zu)′(w −Xβ − Zu)2

(3.7)
The above density does not match any obvious distribution. However, this does not preclude
using Gibbs sampling to sample from it. In order to sample from the unknown distribution
for w | else we could use a more complicated sampling technique such as adaptive-rejection
or slice sampling. Such techniques, while popular, require additional computation strategies.
Since the density in Equation (3.7) is log-concave it would be more efficient to use adaptive-
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rejection sampling. Programs such as BUGS use adaptive-rejection sampling under these
circumstances.
In the next section we develop and justify a normal approximation for the conditional dis-
tribution of w with the idea that this will save computational resources.
3.4 Normal Approximation
In order to use the joint distribution, Equation 3.1, to implement Gibbs sampling, one needs
to sequentially sample from the conditional distributions for τw (Equation 3.2), τu (Equation
3.3), β (Equation 3.5), γ (Equation 3.4), u (Equation 3.6), and w (Equation 3.7). However,
the conditional distribution for w, Equation 3.7, is not easily sampled. Computationally
expensive techniques such as slice sampling and adaptive-rejection sampling are possible.
We propose a way to save computational resources by simply sampling from a normal ap-
proximation. The normal approximation is based on large sample techniques involving the
first part of the conditional density, specifically,
exp

k∑
i=1
ni∑
j=1
nij
(
yijwij
nij
− log(1 + exp(wij))
) .
Consider, in particular, hij(wij) = p˜iijwij − log(1 + exp(wij)), where p˜iij = yij/nij. Using
this form, for each ij, allows us to make a normal approximation for all data points. As in
Chapter 2, the development of a large sample approximation requires the use of a second
order Taylor expansion. As a prerequisite Ferguson’s [6] version of the second order Taylor
series requires that hij be a real function with a second order derivative that is continuous
at around the point of expansion. Fortunately, hij is a twice differentiable function, in fact,
the first two derivatives are:
h˙ij(wij) = p˜iij − exp(wij)
1 + exp(wij)
and h¨ij(wij) = − exp(wij)
(1 + exp(wij))2
.
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Note that h¨ij is a continuous function for all wij ∈ R. (This is easily shown by a composition
of continuous functions f ◦ g, where function g is g(x) = exp(x) and f where f(x) =
−x/(1 + x)2, here g is a positive continuous function when x ∈ R and f is a continuous
function when x ∈ R\{−1}.) Since the second order Taylor series is possible, we need to
select a point about which to expand the Taylor series. If we select the point w˜ij = logit(p˜iij)
as the point of expansion, then we create a wrinkle in the process. The value of wij must
be a real number, not infinity, but if p˜iij = 0 or p˜iij = 1 then w˜ij is either −∞ or ∞, neither
of which are elements of R. Thus we preclude any points of data where yij = 0 or yij = nij
from our analysis. However, if we exclude these cases from our analysis, then the Taylor
series is
hij(wij) = hij(w˜ij) + h˙ij(w˜ij)(wij − w˜ij)
+ (wij − w˜ij)2
∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds,
using the definition from Ferguson.
Note that (1) |h¨ij| ≤ 0.25 and (2) that p˜iij a.s.−→ pij as nij → ∞ for all i and j and by the
continuous mapping theorem logit(p˜iij)
a.s.−→ logit(pij) as nij →∞, being sure to regard pij as
a fixed quantity. Recall that we defined wij = logit(pij) and so wij − w˜ij a.s.−→ 0 as nij →∞.
Thus, w˜ij + rs(wij − w˜ij) a.s.−→ wij as nij → ∞. This fact, in conjunction with |h¨ij| ≤ 0.25
means that the Lesbegue DCT can be applied to the double integral and so,
∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds −→
∫ 1
0
∫ 1
0
sh¨ij(wij) dr ds =
1
2
h¨ij(logit(pij))
= −pij(1− pij)
2
,
as each nij →∞. Naturally, the difference will be op(1), that is,
∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds+ pij(1− pij)
2
= op(1).
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Since p˜iij − pij = op(1) as well then,
∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds+ p˜iij(1− p˜iij)
2
= op(1)
as well. Given that
√
nij(w˜ij − wij) = Op(1) then nij(w˜ij − wij)2 = Op(1) as well. Thus,
nij(w˜ij − wij)2
[∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds+ p˜iij(1− p˜iij)
2
]
= Op(1)op(1)
= op(1)
Returning to the original expression, we have
nijhij(wij) = nijhij(w˜ij) + nij h˙ij(w˜ij)(wij − w˜ij)+
+ nij(wij − w˜ij)2
∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds
= nijhij(w˜ij) + nij h˙ij(w˜ij)(wij − w˜ij)− nij(wij − w˜ij)
2p˜iij(1− p˜iij)
2
+
+ nij(wij − w˜ij)2
[∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds− p˜iij(1− p˜iij)
2
]
Since w˜ij = logit(p˜iij) and h˙ij(wij) = p˜iij − exp(wij)1+exp(wij) then h˙ij(w˜ij) = 0 and so,
nijhij(wij) = nijhij(w˜ij)− nij(wij − w˜ij)
2p˜iij(1− p˜iij)
2
+
+ nij(wij − w˜ij)2
[∫ 1
0
∫ 1
0
sh¨ij(w˜ij + rs(wij − w˜ij)) dr ds+ p˜iij(1− p˜iij)
2
]
= nijhij(w˜ij)− nij(wij − w˜ij)2 p˜iij(1− p˜iij)
2
+ op(1)
Inserting this result into the original equation we have
exp

k∑
i=1
ni∑
j=1
nijhij(wij)

= exp

k∑
i=1
ni∑
j=1
nijhij(w˜ij)− nij(wij − w˜ij)2 p˜iij(1− p˜iij)
2
+ op(1)
 (3.8)
Now, with the result in Equation 3.8, we can approximate the conditional density of w from
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Equation 3.7:
exp

k∑
i=1
ni∑
j=1
nij
[
hij(w˜ij)− (wij − w˜ij)
2y˜ij(1− y˜ij)
2
]
− τw(w −Xβ − Zu)
′(w −Xβ − Zu)
2

The function, hij(w˜ij) does not depend on wij and is therefore constant with respect to the
conditional density for w (recall that w is simply the stacked wij). Furthermore, the double
summation of nij(wij − w˜ij)2y˜ij(1 − y˜ij)/2 can be expressed in a matrix and vector form.
Recall, the form of the vector y from the observed data yij, which involved a stacking order.
If we use the same stacking order to form w˜ from the w˜ij, then we can express the double
summation as a quadratic form in w. In order to accomplish this, we define the N×N
diagonal matrix,
Dnp˜i(1−p˜i) = diag {nij y˜ij(1− y˜ij) : i = 1, 2, . . . , k and j = 1, 2, . . . , ni} .
Of course, Dnp˜i(1−p˜i) needs to follow the same stacking order. Thus the double summation of
nij(wij − w˜ij)2y˜ij(1− y˜ij)/2 can be expressed as (w− w˜)′Dnp˜i(1−p˜i)(w− w˜)/2. Thus, we have
f(w | else) ∝ exp
{
−(w − w˜)
′Dnp˜i(1−p˜i)(w − w˜)
2
− τw(w −Xβ − Zu)
′(w −Xβ − Zu)
2
}
.
To simplify the density use the complete the square formula (see Appendix A.2) so that
(w − w˜)′Dnp˜i(1−p˜i)(w − w˜) + (w −Xβ − Zu)′INτw(w −Xβ − Zu)
= (w − w∗)′(Dnp˜i(1−p˜i) + INτw)(w − w∗)
+ (w˜ −Xβ − Zu)′Dnp˜i(1−p˜i)(Dnp˜i(1−p˜i) + INτw)−1INτw(w˜ −Xβ − Zu)
where w∗ = (Dnp˜i(1−p˜i) + INτw)−1(Dnp˜i(1−p˜i)w˜ + τwIN(Xβ + Zu)). Note that the quadratic
term involving w˜ −Xβ − Zu does not involve w. Resulting in
f(w | else) ∝ exp
{
−(w − w
∗)′(Dnp˜i(1−p˜i) + INτw)−1(w − w∗)
2
}
.
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Thus,
w | else ∼ NN
(
w∗, (Dnp˜i(1−p˜i) + INτw)−1
)
, (3.9)
approximately. With the normal approximation, Equation 3.9, substituting for the condi-
tional density of w, Equation 3.7, we can complete the Gibbs sampler. Thus, the distributions
given in Equation 3.9 used in conjunction with Equations 3.2 through 3.6 forms an approx-
imation to the Gibbs sampler and will hopefully result in similar inferential results. In the
next section we revisit the HDP dataset from Chapter 2 and demonstrate the effectiveness
of our method.
3.5 Data Analysis
We demonstrate the effectiveness of the method developed in this chapter using an expansion
of the dataset from the previous chapter. The dataset used in Chapter 2 is the hospital,
doctor, patient (HDP) dataset and was originally collected by UCLA’s Institute of Digital
Research and Education (IDRE). The data are not “true” data, meaning they were not
collected for scientific purposes, rather they were collected for educational purposes. The
data were designed specifically to teach generalized linear mixed models and involves a
realistic setting of cancer treatment to make it more appealing. Furthermore, the dataset is
rich and has many possible dependent variables, while we focus on cancer remission.
There are also a variety of independent variables at three different hierarchical levels. At
the base level, the dataset contains information about patients including size of tumor,
location of the tumor, metastasized or not, and more. Up from the base, or patient, level
are additional variables, at both the physician and hospital levels, all related to the patients’
tumor remission. At the physician level we have three possible covariates: (1) years of
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experience, (2) the medical education of the physician (did the physician attend a top-
ranked medical school or not?) and (3) the number of lawsuits in which the physician was
involved. At the hospital level there is one broad covariate: the percent of the hospital
patients that are Medicare patients.
To effectively use this dataset, we need to narrow the scope of the investigation, we concern
ourselves with cancer remission. Recall that our method is specifically for binomial, not
Bernoulli responses. Since each patient’s cancer remission is unique we cannot use the
individual’s cancer remission status as the response. Instead, we aggregate the individual’s
cancer remission status at the physician level. Thus the response variable is binomial and is
the number of patients for whom the physician was able to successfully remit cancer. The
explanatory data refer to the physician level covariates while the hospital covariates are the
higher level in the hierarchy.
At the physician level the covariates we choose to include in the analysis are the three we
mentioned previously, (1) the years of experience, (2) whether or not the physician attended
a top-ranked medical school, and (3) the number of malpractice lawsuits the physician had
been party to. All three of these factors are known to affect the skill level of the physician and
in turn this affects the probability of a physician successfully treating a patient. A physician
with more experience is more skilled and will likely be able to better treat a cancerous tumor.
A physician who attended a top-ranked medical school is thought to be more skilled, but
with enough experience a physician with more experience may make up for that fact they
did not attend a higher ranked medical school. It might be useful to include an interaction
effect between whether the physician attend a top-ranked medical school or not and years
of experience. But our focus is on how the methods work so we did not do that.
The last physician-level covariate included in the dataset is the number of malpractice law-
suits the physician has experienced. In Chapter 2, we were skeptical about including this
variable since the number of malpractice lawsuits may not reflect the physicians skill. Fur-
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thermore, the number of lawsuits correlated with the years of experience a physician has;
a physician who has practiced thirty years is far more likely to have been involved in more
malpractice lawsuits than a physician freshly out of residency. Nonetheless, we included the
covariate within our data analysis. Ideally we would have included, instead, the number
of lawsuits divided by the number of years experience, which would the the rate at which
lawsuits occurred.
The only hospital-level covariate included in the data is the proportion of the patients who
were covered by Medicare. Medicare is a program for the disabled or the elderly and if
a hospital has a higher population that is on Medicare it could indicate that the hospital
attracts patients of lower socioeconomic status and might be in a financially difficult position.
Such a hospital may not have the resources to hire the most skilled physicians or purchase
the most up-to-date equipment. These could effect the physician’s ability to successfully
treat a cancerous tumor. Typically, however, the majority of hospital patients tend to be
elderly. Thus a higher proportion of Medicare patients could indicate the hospital is located
in an area with an older population. We chose to include this covariate.
We now explore the data prior to analysis. The number of physicians is 308, with the
average physician treating 22 (21.9) patients with a standard deviation of 10.4. It should be
noted that there are physicians with extremely small and large numbers of patients; there
are 11 physicians who treated five or fewer patients and 11 physicians who treated forty
patients. The physicians operate out of 35 hospitals, with an average of 9 (8.8) physicians
per hospital and a standard deviation is 1.7 physicians per hospital. Each physician operates
out of exactly one hospital. In Table 3.1 we present summaries of the covariates used in the
analysis. Note that much of the table is the same as Table 2.1 this is due to the fact that
we are using an expanded version of the data from that example.
There is the possibility of dependence among explanatory variables. In Figure 3.1 we plot
of the number of lawsuits versus the amount of experience for each physician. The scatter
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Table 3.1: Summary of Covariates for HDP Example, expanded to include hospital level
covariates (Chapter 3)
Level Covariate Mean (SD)
Physician
Years of Experience 17.96 (4.08)
Number of Lawsuits 1.97 (1.53)
Medical Education
Top-ranked med. school 69 (22.4%)
Avg. med. school 239 (77.6%)
Hospital Percent Medicare 0.512 (0.212)
plot shows that there maybe a positive correlation between the two variables. However, the
spread of the points is large with a (sample) correlation coefficient of 0.40 suggesting that
there may be some colinearity between these variables.
The introduction of the hospital level to the model treats hospitals as independent, and
regards them as a sample of k hospitals from a larger population of similar hospitals. For
example hospitals that specialize in a particular field i.e. children’s hospitals, research hos-
pitals, etc, would not qualify as being selected from a more general population of hospitals.
Since we do not a priori know that the hospitals in our sample are exchangeable, we created
Figure 3.2. This figure consists of three plots; the first two plot the physician level covariates
for each hospital. Plot (A), plots the number of physicians per hospital against the number
of physicians that attended a top ranked medical school. Plot (B), shows an averaged version
of the two quantitative physician level covariates per hospital. Plot (C), is simply a plot of
the average number of patients per physician against the number of physicians in each of
the 35 hospitals.
Plots (A) and (B) in Figure 3.2 show that hospitals fairly similar to one another regarding
these characteristics. With few exceptions, hospitals with more physicians also have more
physicians who attended a top ranked medical school. The second hospital is a possible
exception. In plot (B), we observe a somewhat positive correlation between the number of
lawsuits and years experience. Each circle in the plot represents a hospital, with the diameter
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Figure 3.1: Lawsuits versus Experience for each physician in HDP example.
related to the number of physicians. Since we have a good mixture of different sized circles
running along the imagined relationship line then there is no obvious evidence to believe
that any of the hospitals is from a different population.
The plot (C) in Figure 3.2 plots the average number of patients per physician versus the
number of physicians in each hospital. Each point on the plot represents a hospital. We do
not know what the relationship between the number of physicians and the average number
of patients per physicians should be. However, what we did not want to see does not exist
in this plot. If we observed a hospital with a few (many) physicians and high (low) average
number of patients per physician then this might be an example of a specialized hospital.
Since there is no evidence of this then we no obvious evidence that any of the hospitals is
uniquely different from the others.
Finally, we present our data analysis using the proposed model. Recall that Yij is the
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Figure 3.2: (A) For each of the 35 hospitals, we display the total number of oncology
physicians. The physicians are divided by education (attended a top ranked medical school
or not). (B) For each of the 35 hospitals, we display the average number of lawsuits versus
the average physician experience. The size of each circle indicates how many physicians
practice at each hospital. (C) Average number of patients per physician versus the number
of physicians for each hospital.
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number of patients the oncology physician was able to successfully treat out of a sample of
nij patients. The subscript i denotes the hospital (so i ∈ {1, 2, . . . , 35}) and j denote the
jth physician in the ith hospital (so j ∈ {1, 2, . . . , ni} where ni is the number of physicians
in the ith hospital). Naturally, Yij ∼ Bin(nij, pij), with logit(pij) = wij. Let
wij |ui∼N(β1 + β2Xexperience,ij + β3Xtop med. school,ij + β4Xlawsuits,ij + ui, τ−1w )
ui
iid∼ N(SiγMedicaid,i, τ−1u )
for all i = 1, 2, . . . , 35 and j = 1, 2, . . . , ni.
The model specifies independence among hospitals, but outcomes for physicians within the
same hospital are dependent. Covariates for the physician’s level of experience and the num-
ber of lawsuits have been standardized, as has the covariate for the percentage of Medicaid
patients per hospital. We do not standardize the top ranked medical school covariate for
physicians as that is binary indicator variable with a one indicating the physician attended
a top-ranked medical school and zero otherwise.
3.5.1 Elicitation of Priors
In the model described above, the β’s describe the fixed effects of physician-level covariates
and the γ’s describe the fixed effects of the hospital-level covariates. Additionally, the model
prescribed a normal distribution for both β and γ. Since the quantitative covariates are
standardized the average physician in the average hospital will have a probability of success
equal to logit−1(β1). With the help of a subject matter expert we could develop intelligent
prior guesses for β1, but in the absence of such an expert, a reasonable choice is logit
−1(β1) =
0.5. This corresponds to a choice for β1 of 0. With standardized quantitative covariates, our
best guesses for β2, β3, β4 and γ are also zero. With standardized covariates we can follow
the work of Christensen et al [14] and assign the variance parameters for these priors to be
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one. Hence, the independent priors on β and γ are:
β ∼ N4(0, I4) and γ ∼ N(0, 1).
The other priors are needed for τu and τw, the precision parameters for the random effects for
hospital and physician, respectively. Unfortunately, precisions are considerably more difficult
to think about than standard deviations. Further complicating the issue is the fact that the
coefficients are transformed onto the probability scale via the logit function. Again, with
a subject matter expert, we could specify an informative prior, but since we lack access to
one for these artificially generated data, we proceed to develop what we hope are reasonable
diffuse priors for these precisions.
To specify a prior for the uncertainty at the physician level, we begin by establishing a
best guess for σw, where σw = 1/
√
τw. Since the standard deviation impacts the systematic
component, ie the Xβ, which is then transformed to the probability scale via the inverse
logit (expit) function then we need to think about σw on the positive real number line.
Furthermore, the covariates in the data are standardized. These facts make it possible to
think about the uncertainty on the probability scale and then translate back to the logit
scale.
If we believe that 95% of average physicians (they have zero for all covariates) in the typicals
hospitals (u = 0) have probabilities of cancer remission below 0.88, then using our best guess
for β1, we can solve
0.88 = logit−1(β1 + 1.65σw)
for our best guess for σw. We obtain σ0w = logit(0.88)/1.65 ≈ 1.2, results in a best guess for
τ0w = 1/(σ0w)
2 ≈ 0.7. Below, we equate this to the mode of a gamma distribution.
To fully specify the prior we need to specify a quantile. Not a hard boundary where there
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is zero probability of being less (greater) than, but a softer boundary where we believe
there is a small chance of the precision being less (or greater) than. We specify that we are
90% certain that the 95th percentile of cancer remission probabilities for average physicians
in typical hospitals is at least 0.62. This means, there is a 0.1 prior probability that the
percentile is less than 0.62. Hence, (using independence of β and σw),
Pr(logit−1(β1 + 1.65σw) ≤ 0.62 |β1 = 0) = 0.1
Pr(β1 + 1.65σw ≤ logit(0.62) |β1 = 0) = 0.1
Pr
(
0 + σw ≤ logit(0.62)
1.65
∣∣∣∣ β1 = 0) = 0.1
Pr
(
τw ≥
(
logit(0.62)
1.65
)−2)
= 0.1
The resulting probability statement says we are 90% certain that τw is greater than 1.65
2/ logit(0.62)2 ≈
11.4. With this result and our best guess of 0.7 then we have enough information to specify
a prior for τw. We find a gamma distribution with mode 0.7 and 90
th percentile about 11.4.
A gamma distribution with a shape parameter, a, and a rate parameter, b, has mode (a−1)/b.
We set (a− 1)/b = 0.7 and thus a = 0.7b + 1. Then we use a univariate optimizer (or root
finder) solving for b in the equation
f(b) =
∫ 11.4
0
b0.7b+1
Γ(0.7b+ 1)
t0.7b+1−1 exp(−bt) dt = 0.9.
The solution the univariate optimizer finds is b = 0.22. The corresponding a = 0.7(0.22) +
1 = 1.16. We double check the resulting values by solving for the 90th percentile, that
is, qgamma(0.9,a,b)=11.7, in R, which is close enough. However, the prior specification
divides both the shape and rate parameters by 2. Thus the rate parameter is 2×0.22 = 0.44.
Since
√
3/16 ≈ 0.44, we use this value as the rate parameter in the prior for τw. The shape
parameter is then 2 × 1.16 ≈ 2.3. Since 2.3 is approximated by √16/3, we use that as the
shape parameter in the prior for τw.
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Finally, we need to specify a prior for τu. While we suspect that there should be more
variability at the physician level than the hospital level, σw > σu (or τw < τu). This is because
our model does not account for a patient’s biographic and cancer staging information, which
are the primary influences on tumor remission. This information, if we could utilize it, would
be within the physician level. However, the prior we specified for τw is sufficiently diffuse
that small values of τw are possible. In fact the induced prior on σw has 95% prior probability
interval (0.23, 2.1), which is quite diffuse on the logit scale. Thus, we elect to use the same
prior for τu. The selected priors are,
τw ∼ Gamma
(√
16/3
2
,
√
3/16
2
)
and τu ∼ Gamma
(√
16/3
2
,
√
3/16
2
)
.
3.5.2 Analysis of the HDP Data
The results for the analysis of the Hospitals, Doctors, Physicians (HDP) data involves three
MCMC techniques. The first uses exact Gibbs sampling of all the parameters except the
conditional distribution of w and replaces it with a normal approximation (NA) (see Sections
3.3 and 3.4). The second also uses a Gibbs sampler but is a modified version of the first.
We call this method “sufficient reduction” (SR) and will discuss it in more detail in Section
3.6, but the gist of the technique is built on a large sample approximation.
The HDP dataset has k = 35 hospitals, and the maximum number of physicians per hospital
is 13. The large sample approximation for the SR method depends on k and N =
∑k
i=1 ni
being sufficiently large. As these values increase, the dimensions of w and u increase and
consequently, computation time for MCMC sampling increases. The expectation is that the
SR technique will save time since it will involve sampling a reduced dimensional function of
(w, u) rather than (w, u) itself.
A major goal of the section is to compare the NA and SR methods to one of the current
standard techniques in Bayesian analysis, JAGS.
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Three chains with 10000 iterations each were taken for each of the three techniques. Each
chain is initialized at a different random value, but before creating estimates of parameters
and discussing the results we examine the chain history for each parameter. Figure 3.3 shows
each chain for the three different techniques with 10% of the iterations being discarded
as burn-in. The figure demonstrates that the method appears to have good convergence
properties: there is no discernible cyclic behaviour, the chains appear to adequately explore
the space of possible values, each of the chains appears converge to the same value and
each method appears to converge to a similar value. It should be noted that all is not wine
and roses with this example though; autocorrelation may exist when estimating β1 and γ1.
Chains for the standard deviation parameters, σw and σu, show considerably more variability
for the SR method than for the NA and JAGS methods. This behavior shown in the history
plot is isolated to the sufficient reduction method and will be discussed later.
In addition to β, γ, σw and σu we include the history plots for for one randomly selected
wij and one ui in Figure 3.3. Note that we can only make inferences about the w’s and u’s
using the normal approximation and the JAGS based method. The history of the randomly
selected wij like the history of β2 is good; there is clear convergence of the chains and
adequate exploration of the sample space without any cyclical behavior. The history plot
for the randomly select ui is not as good, but is still reasonable. These results appear to
provide a reasonable justification that we have achieved convergence and can proceed with
estimating parameters.
Results for the HDP example are shown in Figure 3.4. The parameters, β, represent the
physician level covariates; β2 represents the effect of physician having more (or less) expe-
rience, β3 represents the effect of a physician attending a top-ranked medical school and β4
represents the effect of a physician being involved in more (or fewer) malpractice suits. γ1
represents the effect of a hospital having more (or fewer) Medicare patients on a physician’s
ability to remit cancer. The σw and σu represent the standard deviation of the random effects
104
u9 σw σu
β4 γ1 w28, 4
β1 β2 β3
25005000750010000 25005000750010000 25005000750010000
25005000750010000 25005000750010000 25005000750010000
25005000750010000 25005000750010000 25005000750010000
−1.2
−0.8
−0.4
0.0
0.4
−2
−1
0
1
0
1
2
3
0.00
0.25
0.50
0.75
−3
−2
−1
0
1
2
1.0
1.5
2.0
2.5
3.0
−2
−1
0
1
2
−0.6
−0.4
−0.2
0.0
0.2
0.4
−3−2
−10
12
Iteration
Va
lu
e
Chain
1
2
3
Method
Normal Appx
Suf Reduc
JAGS
(# of iterations = 10000, with burnin = 1000)
History plots from HDP Data
Figure 3.3: History plot of conditional distributions for the HDP Data
at the physician and hospital level, respectively. Additionally we include the posterior den-
sity for w11,2 and u7. Recall that w28,4 represents the logit transformation of the probability
of the 4th physician in the 28th hospital and u9 represents the effect of the 9
th hospital on a
physician’s ability to remit cancer.
Viewing the posterior densities for β, each method appears to be approximating the same
values, adding confidence that our methods, the normal approximation and the sufficient
reduction, can mimic the results from JAGS. However, the densities for β1 produced by
our methods are slightly less smooth compared to the one produced by JAGS. Moreover,
the densities for γ1 might look better if a larger MC sample size were used, or if a wider
window width was used for the kernel smoother. But overall, except for inferences about the
standard deviations, our approximations do not appear to be unreasonable at all.
In Chapter 2, the average empirical probability of cancer remission for a physician was about
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30% with an inner quartile range of (12.7%, 57.1%), with an average of 21 patients per
physician, recall, that this variability in the data led to different estimates among methods
for certain parameters. However, when we restricted our data to only the data that were
most suited to a normal approximation our results demonstrated coalescence. If we did
the same thing with the expanded HDP data, we would achieve smoother densities and the
methods would coalesce.
Unlike for other parameters, the posterior densities for σw and σu depend on the method. For
σu, JAGS and the normal approximation methods gave relatively similar densities, but the
sufficient reduction method resulted in a density with a considerably longer right tail. For
σw, the three methods produced distinct densities; the JAGS based density had the largest
mode, the normal approximation based density had a lower mode than JAGS, while the
sufficient reduction based method gave a mode that was between the normal approximation
and JAGS, but with a much longer right tail. The fact that these densities are so different is
likely because the sample sizes here are too small for the normal approximation to work well
for all parameters. The long tail for σu based on the sufficient reduction method was predicted
in the history plot and is likely due to k, the number of hospitals, being insufficiently large
enough to treat the sufficient reduction statistics as approximately normal (see Section 3.6).
The posterior densities for w28,4 and u9 are also featured in Figure 3.4. Recall that only
JAGS and the normal approximation methods can be used to estimate these parameters. It
is clear that these two methods result in similar densities.
While Figure 3.4 is traditional and useful, we believe it is more important to present quan-
tities that can be used to more directly assess a physician’s ability to remit cancer. Such
quantities are given in Figure 3.5 and its corresponding Table 3.2. This figure and table
present posterior inferences for some specific functions of the model parameters. For exam-
ple, logit−1(β1) is the probability of successfully treating a cancerous tumor for a physician
who has 18 years of experience, attended an average medical school, was involved in 2 law-
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Figure 3.4: Estimated density for parameters with the HDP Data
suits, who is typical among those types of physicians meaning that their w = 0, who practices
in an average hospital (one with 51% of its patients being Medicare patients), and among
those hospitals, they practice in a hospital with u = 0.
The quantity logit−1(β1 + 1.65σw) is the 95th percentile of the probabilities for successful
treatment of cancerous tumors for physicians with average and reference values for covariates
and in hospitals with u = 0. Thus 95% of physicians with average experience, average number
of lawsuits, and who attended an average medical school, and who work in hospitals with
u = 0, have success probabilities smaller than this value. We would call these physicians
average because of their covariate values, and they work in typical hospitals since u = 0. The
parameter logit−1(β1 + 1.65σu) is the 95th percentile of probabilities for successful treatment
of cancerous tumors for physicians with average and reference values for covariates, and
with w = 0. We would again call these physicians average because of their covariate values,
and among average physicians they are typical because w = 0. From here on we refer to
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physicians as being average and typical, and hospitals as being average and typical and refer
the reader to this discussion for the precise meaning. If we just say typical physician, we
mean average and typical.
The quantity exp(β2) is the odds ratio comparing the odds of successfully treating a patient
with a cancerous tumor, for a typical physician except that they have experience that is
one standard deviation greater (approximately four years), to the corresponding odds for a
comparable physician but with 4 years less experience (assuming both physicians have the
same number of lawsuits, attended similarly ranked medical schools, and practice in the same
hospital). Similarly exp(β4) is the odds ratio comparing the odds of successfully treating
a cancerous tumor, for a physician that has been involved in a one standard deviation
greater number of lawsuits (approximately 1.5 lawsuits), to the corresponding odds for a
comparable physician with 1.5 lawsuits fewer (assuming both physicians have been in practice
the same number of years, attended similarly ranked medical schools and practice in the same
hospital). We of course realize that there cannot be a fractional number of lawsuits, but
using standardized covariates simplifies the prior specification greatly, and also makes this
part of the presentation simpler. With this approach we are better able assess the magnitude
of the effect of the covariate since we see how the odds change with a substantial change in
the covariate value without having to select the actual change.
Continuing, the quantity exp(β3) represents the odds ratio comparing two comparable types
of physician, the first having attended a top ranked medical school compared to a physician
who did not attend a prestigious medical school. The quantity, exp(γ1), is also an odds
ratio, but it is at a different level. This is the odds of successful treatment comparing typical
and comparable physicians where one physician practices in a hospital with the percent of
Medicare patients being one standard deviation higher (approximately 21%) compared to
the typical physician who practices in a hospital with 21% fewer medicare patients.
From Table 3.2, the estimated probability of a typical physician in a typical hospital to suc-
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Figure 3.5: Estimated density for parameters with the HDP Data
cessfully treat cancer is estimated as 0.45 (0.17, 0.75), 0.44 (0.21, 0.70) and 0.40 (0.13, 0.78)
for normal approximation, sufficient reduction, and JAGS methods, respectively. The ap-
proximations appear to be respectable but not great.
We note that inferences for logit−1(β1 + 1.65σw) shown in Figure 3.5 indicate that the ap-
proximations are reasonably good for this parameter, despite the fact that inferences for σw
given in Figure 3.4 appear to be different based on method. However, no one really cares
about the actual value of σw, but they might care about logit
−1(β1 + 1.65σw). So it seems
to be the case that whatever differences there are among the density estimates for σw, that
those differences do not appear to be very great on a parameter that involves it and which
has greater clinical importance. Having said that, we also have point and interval infer-
ences for the three methods, which are 0.83 (0.55, 0.95), 0.84 (0.64, 0.96) and 0.83 (0.53, 0.96)
for the normal approximation, sufficient reduction and JAGS methods, respectively. Thus
closer examination of the posterior density estimates shows that, while the point estimates
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and the upper limits of 95% probability intervals are virtually identical, the lower limit for
the sufficient reduction based approach is larger than for the approximation. So it appears
that the relatively small number of hospitals results in a poor normal approximation in that
approach. We still make the point that it is probably more useful to focus inferences on
objects that have clinical relevance rather than model parameters per se. It would of course
be even less helpful to focus on variance parameters or precisions since they would be even
further removed from clinical relevance.
We make a similar comparison between density estimates for σu and for logit
−1(β1 + 1.65σu)
by viewing their density estimates in the two figures. We see that there is an appreciably
greater impact on inferences for logit−1(β1 + 1.65σu) of σu having a much longer right tail
when using the sufficient reduction method than when using the other methods. Inferences
for the 95 percentile probability are shifted appreciably to the right under the sufficient
reduction method, while the corresponding densities for JAGS and the normal approximation
are much closer. However, closer inspection by looking at point and interval estimates, we
have 0.58 (0.26, 0.84), 0.68 (0.39, 0.94) and 0.54 (0.21, 0.86) with the normal approximation,
sufficient reduction and JAGS, respectively. The fact that the SR method is so different
from the other two is clearly again due to having too small a value for k. The fact that the
NA and JAGS methods are as different as they are is due to the fact that the n’s are not
sufficiently large.
Figure 3.5 includes posterior densities for the odds ratios for each of the coefficients at the
physician and hospital level. From Table 3.2, we can say “when comparing two physicians,
both practicing a typical hospital, one where the percent of Medicare patients is 51%, the
physician was involved in two lawsuits, did not matriculate from a top-ranked medical school,
and had an average amount of experience, approximately 18 years, while the second physi-
cian was involved in two lawsuits and did not attend a top-ranked medical school, but had
one standard deviation more experience, approximately four years, then the odds of cancer
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remission are estimated to be 30% higher for the physician with more experience.” This
statement based on results generated by either the normal approximation or sufficient re-
duction methods. The beauty is that statements like this can be understood by practically
anyone with basic statistical knowledge. Naturally, such a statement needs to be followed
up with a statement regarding the uncertainty of the estimate, “The corresponding 95%
probability interval for the estimate is that the odds of cancer remission are between 11%
and 52% higher for the physician with more experience.” Again, this probability interval
is under the normal approximation method, and would have to be changed to 9% and 54%
under the sufficient reduction method.
The other coefficients, β3 and β4, are interpreted in a similar fashion. Posterior densities of
odds ratios are similar for each method of analysis and produce remarkably similar point
and interval estimates. The odds ratio of exp(β3) is estimated to be 0.85 under the normal
approximation and 0.84 under the sufficient reduction and JAGS. The corresponding 95%
probability interval is (0.60, 1.20) for the normal approximation and (0.58, 1.22) for the suffi-
cient reduction and JAGS methods. The distinctions between the methods are negligible and
are interpreted to mean that there is a approximately a 15% decrease in the odds of cancer
remission for a physician who attended a top-ranked medical school versus a physician who
did not, given that both physicians were subject to a similar number of lawsuits, have the
same amount of experience, and both physicians practice at a typical hospital, one where
51.2% of its patients are enrolled in Medicare.
There is very little difference in estimates and corresponding probability intervals for the odds
ratio of exp(β4); posterior densities are nearly identical. In fact, the estimated odds ratio
of exp(β4) is the same under the normal approximation and sufficient reduction methods,
0.91, but is 0.90 under JAGS. The corresponding 95% PIs are (0.78, 1.07) under the normal
approximation, (0.77, 1.09) under the sufficient reduction method and (0.76, 1.08) under
JAGS.
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The odds ratio exp(γ1) is interpreted similarly. Using the normal approximation, the esti-
mated value of 0.63 is interpreted to mean that, for two similar physicians (having the same
amount of experience, the same number of lawsuits and attend a similarly ranked medical
school), but one physician practicing in a hospital where approximately 21% more of its cen-
sus consists of patients enrolled in Medicare than the where the other physician practices,
then the odds of successfully remitting cancer for the physician at the hospital with more
Medicare patients are about 37% lower than odds for the physician at the other hospital. Of
course, we follow up that estimate with a 95% probability interval of (0.17, 2.42).
This 95% probability intervals for exp(γ1) are different due to posterior densities for exp(γ1)
exhibiting distinct heavy right tails (not seen in the posterior densities but in the 95% PIs.
Posterior medians for exp(γ1) are 0.63, 0.64 and 0.7 for the normal approximation, suffi-
cient reduction, and JAGS methods, respectively, with corresponding 95% PIs (0.17, 2.42),
(0.21, 2.01) and (0.13, 3.03).
From Table 3.2 we observe that inferences based on the normal approximation and the
sufficient reduction methods are, for the most part, comparable to results using JAGS. This
lends credence that our method appears to be statistically equivalent to JAGS if the size
of the data is sufficiently large. To confirm that this is really the case we pursue a larger
simulation study with varying data sizes in a future section. However we next discuss the
sufficient reduction method in detail. We develop the formulas needed for the method and
explain how the method differs from the proposed normal approximation.
3.6 Large Samples
In the previous section we demonstrated with the HDP data that our proposed method for
approximating a joint posterior distribution worked well for some parameters and not others.
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Paramter Method 2.5%tile median 97.5%tile mean sd
logit−1(β1)
Norm Appx 0.17 0.45 0.75 0.45 0.15
Suf Reduc 0.21 0.44 0.70 0.44 0.13
JAGS 0.13 0.40 0.78 0.41 0.16
logit−1(β1 + 1.65σw)
Norm Appx 0.55 0.83 0.95 0.81 0.10
Suf Reduc 0.64 0.84 0.96 0.83 0.08
JAGS 0.53 0.83 0.96 0.81 0.11
exp(β2)
Norm Appx 1.11 1.30 1.52 1.31 0.11
Suf Reduc 1.09 1.30 1.54 1.30 0.11
JAGS 1.12 1.33 1.58 1.34 0.12
exp(β3)
Norm Appx 0.60 0.85 1.20 0.86 0.15
Suf Reduc 0.58 0.84 1.22 0.86 0.16
JAGS 0.58 0.84 1.22 0.85 0.16
exp(β4)
Norm Appx 0.78 0.91 1.07 0.92 0.08
Suf Reduc 0.77 0.91 1.09 0.92 0.08
JAGS 0.76 0.90 1.08 0.91 0.08
exp(γ1)
Norm Appx 0.17 0.63 2.42 0.80 0.63
Suf Reduc 0.21 0.64 2.01 0.77 0.49
JAGS 0.13 0.70 3.03 0.91 0.73
logit−1(β1 + 1.65σu)
Norm Appx 0.26 0.58 0.84 0.57 0.15
Suf Reduc 0.39 0.68 0.94 0.67 0.14
JAGS 0.21 0.54 0.86 0.53 0.17
Table 3.2: Parameter Estimates and Quantities using HDP Data
Like most large sample theory approximations, our method relies on increasing sample sizes.
In hierarchical models such as this one there are multiple ways to increase the size of the
problem. Here, we assume that the number of patients for each physician is increasing, and
that the numbers of patients treated by each physician are increasing.
Depending on how the magnitude of the data increases, the Gibbs sampler may become
more computationally difficult. In the HDP example, specifically, if the number of physicians
increases then the number of wijs will increase as well. If the number of hospitals increases
then the number of ui entries will increase (there would also be an increase in the physicians
and hence wij would increase as well). Since the conditional distribution of w is multivariate
normal with dimension N and the conditional distribution of u is also multivariate normal
with dimension k then the increasing the number of physicians will increase N and increasing
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the number of hospitals will increase both k and N . With each increase, more computation
resources are required. To ameliorate this increase in computational costs we now formally
introduce the “sufficient reduction” method we alluded to earlier in this chapter.
The sufficient reduction method is designed to eliminate the complexities within the Gibbs
sampler when sampling the conditional distributions for growing numbers of parameters and
random effects. The method is based on what we call “sufficient reduction,” which involves
reducing the size of the problem by recognizing that the full conditional distributions for all
parameters in the model depend only on a small dimensional function of (u,w). Then instead
of sampling (u,w), we sample the reduced collection called the sufficient reduction instead.
The term “sufficient reduction” is by analogy with basing general statistical inferences on
sufficient statistics, like the sample mean and variance in the context of sampling from a
single normal population, for example. Instead of sampling the full conditional for (u,w),
we sample the full conditional for appropriate T (u,w), which is of much smaller dimension.
An issue that we must consider is that, with hierarchical models like the one discussed here,
the components of T (u,w) will not be conditionally independent. This lack of independence
means that the components in T will need to be sampled jointly. Nonetheless, since the
dimension of (u,w) is considerably larger than the dimension of T , we expect to increase
computational efficiency using the sufficient reduction method (SR). In what follows, we see
that the dimension of T is actually just p+ q + 2.
3.6.1 Derivation of the Joint Conditional Distribution of (w, u)
The SR method will reduce the computational demand but will also simplify computations
in the other blocks within the Gibbs sampler. We begin by revisiting the conditional dis-
tributions for β and γ, which are in Equations 3.5 and 3.4, respectively. There, we defined
βˆ = (X ′X)−1X ′(w−Zu) and γˆ = (S ′S)−1S ′u. The fact that these posteriors only depend on
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(u,w) through these two quantities illustrates the basis of our SR method, which we discuss
in the next section.
We observe that βˆ poses a challenge: it contains both w and u and so we need to obtain a joint
conditional distribution for (w, u). By examining the full posterior distribution, Equation
3.1, we can isolate the terms involving w and u,
f(w, u | else) ∝ exp
{
−τw
2
(w −Xβ − Zu)′(w −Xβ − Zu)− τu
2
(u− Sγ)′(u− Sγ)
+
k∑
i=1
ni∑
j=1
yijwij − nij log(1 + exp(wij))
}
.
Applying the same techniques that we developed in Section 3.4, the conditional density of
(w, u) is proportional to
f(w, u | else) ∝ exp
{
−τw
2
(w −Xβ − Zu)′(w −Xβ − Zu)− τu
2
(u− Sγ)′(u− Sγ)+
− (w − w˜)
′Dnp˜i(1−p˜i)(w − w˜)
2
}
.
In order to simplify further, we convert the density above to a block vector form
f(w, u | else) ∝ exp
−τw2
(IN −Z)
w
u
−Xβ

′ (IN −Z)
w
u
−Xβ

− τu
2
(0k×N Ik)
w
u
− Sγ

′ (0k×N Ik)
w
u
− Sγ

−1
2
(IN 0N×k)
w
u
− w˜

′
Dnp˜i(1−p˜i)
(IN 0N×k)
w
u
− w˜

 ,
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which simplifies to
f(w, u | else) ∝ exp
−τw2
w −Xβ
u− 0k×1

′(
IN −Z
)′(
IN −Z
)w −Xβ
u− 0k×1

− τu
2
w − 0N×1
u− Sγ

′(
0k×N Ik
)′(
0k×N Ik
)w − 0N×1
u− Sγ

− 1
2
 w − w˜
u− 0k×1

′(
IN 0N×k
)′
Dnp˜i(1−p˜i)
(
IN 0N×k
) w − w˜
u− 0k×1


∝ exp
−12
w −Xβ
u− 0k×1

′ τwIN −τwZ
−τwZ ′ τwZ ′Z

w −Xβ
u− 0k×1

− 1
2
w − 0N×1
u− Sγ

′0N×N 0N×k
0k×N τuIk

w − 0N×1
u− Sγ

− 1
2
 w − w˜
u− 0k×1

′Dnp˜i(1−p˜i) 0N×k
0k×N 0k×k

 w − w˜
u− 0k×1

 .
Each of the three summands in the exponential term above is a quadratic form in (w, u).
Thus it is easy to apply the complete the square technique (see Appendix A.2) to the three
terms and simplify them. We start by simplifying the second and third terms,
w − 0N×1
u− Sγ

′0N×N 0N×k
0k×N τuIk

w − 0N×1
u− Sγ
+
 w − w˜
u− 0k×1

′Dnp˜i(1−p˜i) 0N×k
0k×N 0k×k

 w − w˜
u− 0k×1

=
w − w˜
u− Sγ

′Dnp˜i(1−p˜i) 0N×k
0k×N τuIk

w − w˜
u− Sγ
 .
Using the complete the square formula again for exponential terms involving the summation
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and the first summand from the conditional density yields
w − w˜
u− Sγ

′Dnp˜i(1−p˜i) 0N×k
0k×N τuIk

w − w˜
u− Sγ
+
w −Xβ
u− 0k×1

′ τwIN −τwZ
−τwZ ′ τwZ ′Z

w −Xβ
u− 0k×1

=

w
u
− Σ−1M

′
Σ

w
u
− Σ−1M
+
w˜ −Xβ
Sγ

′Dnp˜i(1−p˜i) 0N×k
0k×N τuIk
×
×
Dnp˜i(1−p˜i) + τwIN −τwZ
−τwZ ′ τuIk + τwZ ′Z

−1 τwIN −τwZ
−τwZ ′ τwZ ′Z

w˜ −Xβ
Sγ

where
Σ =
Dnp˜i(1−p˜i) + τwIN −τwZ
−τwZ ′ τuIk + τwZ ′Z

M =
Dnp˜i(1−p˜i)w˜ + τwXβ
τuSγ − τwZ ′Xβ
 .
The term containing the vector (w˜′ − β′X ′, γ′S ′)′ does not involve w or u, so this term is a
constant with respect to the joint conditional density for (w, u). Thus,
f(w, u | else) ∝ exp
−12

w
u
− Σ−1M

′
Σ

w
u
− Σ−1M


The density above is the kernel of a multivariate normal distribution of dimension N + k,
thus,
(w, u) | else ∼ NN+k
(
Σ−1M,Σ−1
)
(3.10)
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3.6.2 Full Conditionals for the Parameters
The conditional distribution for (w, u) is the key to making the SR method work. Each of the
sufficient reduction components will be a function of (w, u) so having the joint conditional
distribution makes it possible to obtain the conditional distributions for sufficient reduction
components. We already obtained the full conditionals for β and γ and saw that they only
depended on (w, u) through two simple functions of them.
We need to consider all conditional distributions for the parameters in order to determine the
components of the sufficient reduction, T (w, u). The conditional distribution of τw, Equation
3.2, is
τw | else ∼ Gamma
(
aw +N
2
,
bw + (w −Xβ − Zu)′(w −Xβ − Zu)
2
)
.
Only the rate parameter is a function of (w, u), which involves the quadratic term (w −
Xβ − Zu)′(w − Xβ − Zu). Previously we introduced βˆ to simplify the quadratic. Recall
that βˆ = (X ′X)−1X ′(w − Zu) and so,
(w−Xβ−Zu)′(w−Xβ−Zu) = (w−Zu−Xβˆ)′(w−Zu−Xβˆ) + (βˆ−β)′X ′X(βˆ−β).
We define the first SR component as T1(w, u) = βˆ. Thus we can write
T1(w, u) = (X
′X)−1X ′
(
IN −Z
)w
u
 .
Hence the term, (βˆ − β)′X ′X(βˆ − β), is equivalent to (T1(w, u)− β)′X ′X(T1(w, u)− β).
The remaining part of the shape parameter, T2(w, u) ≡ (w − Zu−Xβˆ)′(w − Zu−Xβˆ), is
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defined as the second component of the sufficient reduction. Observe that
w − Zu−Xβˆ = (w − Zu)−X(X ′X)−1X ′(w − Zu)
= (IN −X(X ′X)−1X ′)
(
IN −Z
)w
u
 .
Since IN −X(X ′X)−1X ′ is a projection matrix then the component, T2, is simply,
T2(w, u) = (w − Zu−Xβˆ)′(w − Zu−Xβˆ)
=
w
u

′(
IN −Z
)′
(IN −X(X ′X)−1X ′)
(
IN −Z
)w
u

=
w
u

′ IN −X(X ′X)−1X ′ −(IN −X(X ′X)−1X ′)Z
−Z ′(IN −X(X ′X)−1X ′) Z ′(IN −X(X ′X)−1X ′)Z

w
u
 ,
which is quadratic in (w, u).
From Equation 3.5, the conditional distribution for β is
β | else ∼ Np
(
(X ′Xτw + C−1)−1(X ′Xβˆτw + C−1B), (X ′Xτw + C−1)−1
)
.
Thus the mean of the conditional distribution can be written as a function of T1, (X
′Xτw +
C−1)−1(X ′XT1(w, u) + C−1B).
The remaining two conditional distributions, for τu and γ, are similarly obtained. The
conditional distribution of τu, Equation 3.3, is
τu | else ∼ Gamma
(
a+ k
2
,
bu + (u− Sγ)′(u− Sγ)
2
)
.
Only the rate parameter contains u, in fact, it is in the quadratic form (u − Sγ)′(u − Sγ).
Since we need the sufficient reductions to be with respect to both w and u then the sufficient
reductions only involve the quadratic term. Recall, that we defined γˆ = (S ′S)−1S ′u as a way
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of breaking up the quadratic term into more useful pieces, that is,
(u− Sγ)′(u− Sγ) = (u− Sγˆ)′(u− Sγˆ) + (γ − γˆ)′S′S(γ − γˆ).
Define the third component of the sufficient reduction as T3(w, u) ≡ γˆ. Since T3 is a function
of both w and u then T3(w, u) = 0k×Nw + (S ′S)−1S ′u or in block matrix form,
T3(w, u) =
(
0k×N (S′S)−1S′
)w
u
 .
Thus the term, (γ − γˆ)′S ′S(γ − γˆ) is equal to (γ − T3(w, u))′S ′S(γ − T3(w, u)).
The remaining summand in the above quadratic is T4 ≡ (u − Sγˆ)′(u − Sγˆ), which is the
fourth and final component of the sufficient reduction. We have
T4(w, u) = (u− Sγˆ)′(u− Sγˆ)
= (0k×Nw + u− S(S′S)−1S′u)′(0k×Nw + u− S(S′S)−1S′u)
=
w
u

′(
0k×N Ik − S(S′S)−1S′
)′(
0k×N Ik − S(S′S)−1S′
)w
u

=
w
u

′0N×N 0N×k
0k×N Ik − S(S′S)−1S′

w
u
 .
Thus, T4(w, u) is a quadratic function of (w, u) and the quadratic term within the rate
parameter ultimately can be expressed as
(u− Sγ)′(u− Sγ) = T4(w, u) + (γ − T3(w, u))′S′S(γ − T3(w, u)).
Thus the full conditional for τu only depends on T .
Finally, the conditional distribution of γ, Equation 3.4, has mean (S ′Sτu+C−10 )
−1(S ′ST3(w, u)τu+
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C−10 B0) and the variance is free of (w, u). Thus all full conditionals for parameters only de-
pend on the sufficient reduction, T = (T1, T2, T3, T4).
3.6.3 Full Conditional Distribution for T
The derivation of the sufficient reductions came from simplifying the other blocks within the
Gibbs sampler. Thus reapplying the sufficient reductions to the other blocks yields,
β | else ∼ Np
(
(X ′Xτw + C−1)−1(X ′XτwT1(w, u) + C−1B), (X ′Xτw + C−1)−1
)
τw | else ∼ Gamma
(
aw +N
2
,
bw + T2(w, u) + (β − T1(w, u))′X ′X(β − T1(w, u))
2
)
γ | else ∼ Nq
(
(S′Sτu + C−10 )
−1(S′ST3(w, u)τu + C−10 B0), (S
′Sτu + C−10 )
−1)
τu | else ∼ Gamma
(
a+ k
2
,
bu + T4(w, u) + (γ − T3(w, u))′S′S(γ − T3(w, u))
2
)
(3.11)
where the sufficient reductions in block matrix form are
T1(w, u) = (X
′X)−1X ′
(
IN −Z
)w
u

T2(w, u) =
w
u

′ IN −X(X ′X)−1X ′ −(IN −X(X ′X)−1X ′)Z
−Z ′(IN −X(X ′X)−1X ′) Z ′(IN −X(X ′X)−1X ′)Z

w
u

T3(w, u) =
(
0k×N (S′S)−1S′
)w
u

T4(w, u) =
w
u

′0N×N 0N×k
0k×N Ik − S(S′S)−1S′

w
u
 .
Full conditionals for parameters are heretofore replaced with the forms in Equation 3.11.
The last block is the conditional distribution for w and u, and is represented by Equation
3.10. However, this does not take advantage of SR. In order to utilize the sufficient reductions
requires finding the conditional distributions of T1, T2, T3 and T4. First, the distributions are
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not independent; the covariance between T1 and T2 is equal to the following, (see Equation
A.9),
Cov(T1(w, u), T2(w, u) | else) = 2(X ′X)−1X ′
(
IN −Z
)
Σ−1×
×
 IN −X(X ′X)−1X ′ −(IN −X(X ′X)−1X ′)Z
−Z ′(IN −X(X ′X)−1X ′) Z ′(IN −X(X ′X)−1X ′)Z
Σ−1M
where
Σ =
Dnp˜i(1−p˜i) + τwIN −τwZ
−τwZ ′ τuIk + τwZ ′Z

M =
Dnp˜i(1−p˜i)w˜ + τwXβ
τuSγ − τwZ ′Xβ

The covariance of T1 and T2 will not equal zero
3.
Similarly, the covariance between T3 and T4 is also not equal to zero. In fact, the covariance
between any two of the sufficient reduction components is not zero. As it turns out, we
cannot break T into four blocks and determine the four full conditionals for Ti | T(−i), else
where (−i) denotes the vector without the ith component. This is because, subsection 3.6.1,
the joint full conditional distribution for (w, u) is multivariate normal. This means that the
joint conditional distribution of (T1, T3) is normal, but only if we don’t condition on (T2, T4),
which we would need to do in augmenting our Gibbs sampler. Since an exact solution
seems to be intractable, we consider a large sample approximation to the joint conditional
distribution of T .
Since the none of the covariances are zero then none of the sufficient reductions are indepen-
dent and thus it will require a joint conditional distribution of the sufficient reductions to
3In order for the covariance of T1 and T2 to equal zero requires (i) τwZ(τuIk + τwZ
′Z)−1Z to equal to
IN and (ii) (Dnp˜i(1−p˜i) + τwIN )−1τwZ to equal Z. Since Z is a N×k matrix that relates the observations to
the cluster then condition (i) will fail to hold.
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fulfill the Gibbs sampler.
The asymptotic approximation to the joint conditional distribution is complicated. Under
the exact full conditional for (w, u), the components (T1, T3) are jointly normal as they
are since they are both linear transforms of (w, u). The components (T2, T4) both quadratic
forms in (w, u), and if we decompose the matrices in the quadratic forms, the resulting forms
are sums of dependent and non-identically distributed sums of squared normal distributions
that involve the same (w, u). The number of terms in T4 is k and the number of terms in
T2 is N + k. Thus the quality of approximation should improve as N and k grow. For N to
grow, we need either ni or k to grow. So in theory, having sufficiently large k should make
the approximation work well.
Under the circumstances, we postulate that the joint conditional distribution for T will be
approximately normal. To date, we have not been able to prove this result. However, we
have implemented it in many simulations and have found that the result appears to hold at
least based on this empirical evidence. We plan to explore this further after the completion
of the thesis.
Empirical implementation of the large sample result requires finding the expected values and
variance-covariances for the components of T . We recall that the conditional distribution of
(w, u) is Equation 3.10,
(w, u) | else ∼ NN+k
(
Σ−1M,Σ−1
)
where
Σ =
Dnp˜i(1−p˜i) + τwIN −τwZ
−τwZ ′ τuIk + τwZ ′Z

M =
Dnp˜i(1−p˜i)w˜ + τwXβ
τuSγ − τwZ ′Xβ
 .
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Since T1 and T3 are linear transformations of (w, u) then their expected values are:
E(T1(w, u) | else) = (X ′X)−1X ′
(
IN −Z
)
Σ−1M
E(T3(w, u) | else) = (S′S)−1S′
(
0k×N Ik
)
Σ−1M
The variances of T1 and T3 are:
var(T1(w, u) | else) = (X ′X)−1X ′
(
IN −Z
)
Σ−1
 IN
−Z ′
X(X ′X)−1
var(T3(w, u) | else) = (S′S)−1S′
(
0k×N Ik
)
Σ−1
0N×k
Ik
S(S′S)−1
and the covariance between T1 and T3 is:
cov(T1(w, u), T3(w, u) | else) = (X ′X)−1X ′
(
IN −Z
)
Σ−1
0N×k
Ik
S(S′S)−1.
The expected values and variance-covariances for T1 and T3 were straight forward to obtain.
However, in order to find the same quantities for T2 and T4 requires fourth order moments
of the multivariate normal distribution. Details regarding how to do this can be found using
Tracy and Sultan [15], but in Appendix A we provide an alternative method. From Appendix
A, specifically Equations A.7, A.8 and A.10, we derive the expected values, variances and
covariances between two quadratic transformations of a multivariate normal distribution.
Thus, the expected values of T2 and T4 are:
E(T2(w, u) | else) = tr
(
AΣ−1
)
+M ′Σ−1AΣ−1M
E(T4(w, u) | else) = tr
(
BΣ−1
)
+M ′Σ−1BΣ−1M
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where
A =
 IN −X(X ′X)−1X ′ −(IN −X(X ′X)−1X ′)Z
−Z ′(IN −X(X ′X)−1X ′) Z ′(IN −X(X ′X)−1X ′)Z

B =
0N×N 0N×k
0k×N Ik − S(S′S)−1S′
 .
The variances of T2 and T4 are:
var(T2(w, u) | else) = 2 tr(AΣ−1AΣ−1) + 4M ′Σ−1AΣ−1AΣ−1M
var(T4(w, u) | else) = 2 tr(BΣ−1BΣ−1) + 4M ′Σ−1BΣ−1BΣ−1M
The covariance between T2 and T4 is:
cov(T2(w, u), T4(w, u) | else) = 2 tr(AΣ−1BΣ−1) + 4M ′Σ−1AΣ−1BΣ−1M
We finally require the covariances between T1 and T2 (and between T1 and T4, T3 and T2, and
T3 and T4). Since T1 is a linear transformation of (w, u) and T2 is a quadratic transformation
of (w, u) the the covariance between them is derived in Equation A.4, in Appendix A. Thus,
cov(T1(w, u), T2(w, u) | else) = 2(X ′X)−1X ′
(
IN −Z
)
Σ−1AΣ−1M
cov(T1(w, u), T4(w, u) | else) = 2(X ′X)−1X ′
(
IN −Z
)
Σ−1BΣ−1M
cov(T3(w, u), T2(w, u) | else) = 2(S′S)−1S′
(
0k×N Ik
)
Σ−1AΣ−1M
cov(T3(w, u), T4(w, u) | else) = 2(S′S)−1S′
(
0k×N Ik
)
Σ−1BΣ−1M
Finally, the asymptotic approximation to the joint conditional distribution of the sufficient
reduction components is multivariate normal of dimension p+ q+ 2 where p was the number
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of covariates at the observational unit level and q the number of covariates at the cluster
level. Thus, the conditional distribution for the SR components is approximately:
Np+q+2


E1
E2
E3
E4

,

C1,1 C1,2 C1,3 C1,4
C2,2 C2,3 C2,4
C3,3 C3,4
sym. C4,4


(3.12)
where
E1 = E(T1(w, u) | else) E2 = E(T2(w, u) | else)
E3 = E(T3(w, u) | else) E4 = E(T4(w, u) | else)
C1,1 = var(T1(w, u) | else) C1,2 = cov(T1(w, u), T2(w, u) | else)
C1,3 = cov(T1(w, u), T3(w, u) | else) C1,4 = cov(T1(w, u), T4(w, u) | else)
C2,2 = var(T2(w, u) | else) C2,3 = cov(T3(w, u), T2(w, u) | else)′
C2,4 = cov(T2(w, u), T4(w, u) | else) C3,3 = var(T3(w, u) | else)
C3,4 = cov(T3(w, u), T4(w, u) | else) C4,4 = var(T4(w, u) | else)
Under the SR method the Gibbs sampler involves sampling from the distributions in Equa-
tions 3.11 and 3.12.
In the previous section of the chapter we analyzed the HDP data. Throughout that section
we included output for the SR method and included it in the discussion. We raise this issue
again after deriving the SR to note that this method depends on having a large value of k,
the number of clusters, in order for the Lindberg-Feller theorem to work. And the method
also depends on having sufficiently large nijs, the number of observations per physician.
Clearly, in the HDP example since, k = 35 and since many of the numbers of observations
per physician were relatively small, while all results were reasonable, we clearly believe that
they will be much better with larger k and nij. The inconsistencies we observed for σw and
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σu (and the corresponding 95
th percentiles of the probability of success) are mostly likely due
to having too small a value for k. In the next section, we present the results of a simulation
study where we explore the quality of the two forms of approximation as we increase these
values.
3.7 Simulation Studies
The motivation to pursue a simulation study begins with the results from the Hospital, Doc-
tor, and Patient (HDP) example in Section 3.5.2. In that section, we modeled a physician’s
ability to remit cancer based on covariates at the physician level and at the hospital level.
Through that example we demonstrated that, by using a large sample asymptotic approx-
imation for one of conditional distributions within the Gibbs sampler, we can reasonably
mimic results using JAGS. However, the approximation produced some results that were
noticeably different than what JAGS produced.
Our asymptotic approximation has now been augmented with SR. Both the asymptotic
approximation and JAGS methods require sampling from conditional distributions for the
latent variables. The SR method replaces these conditional distributions by sampling a large
sample approximation to the full conditional for T . The results in Section 3.5.2 included the
SR method as well. For the most part, the results were similar to those for JAGS and for
the normal approximation. However, the SR method was not usable in some instances.
Based on experience from Chapter 2, we know that the discrepancies between the methods
diminish as the size of the data grows. This motivates the simulation study; to find out
when the approximation methods work best, and to demonstrate their effectiveness.
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3.7.1 Simulation Design
Recall our model:
Yij ∼Bin(nij , pij) with wij = logit(pij)
wij |ui ⊥∼ N(Xijβ + ui, τ−1w )
ui
⊥∼ N(Siγ, τ−1u )
for all i = 1, 2, . . . , k and j = 1, 2, . . . , ni.
For the simulations, we keep the structure of HDP data and use values for the true parameters
based on what we think the effect of each covariate might reasonably be. We retain three
covariates, two quantitative and one dichotomous (with the probability of 1 being 24%),
plus the intercept, which is placed at the observational unit level. In addition, we will have
one quantitative covariate, without an intercept, at the cluster level. Prior to assigning true
values we know we standardize the quantitative covariates (subtract the mean and divide by
standard deviation) as this better justifies the values we select.
We denote the covariates at the observational unit level as β and assign the values as, β1 =
−0.75, the intercept, β2 = 0.29, the first quantitative variable, β3 = 0.34, the dichotomous
variable, and β4 = −0.05, the second quantitative variable. Each β can be regarded as
analogous to its respective β for the HDP data: β1, relates to the ability of a typical physician
to remit cancer; β2 relates to the effect on a physician’s probability of cancer remission
when the physician has a change of one standard deviation in experience; β3 the effect on
the physician’s probability of cancer remission when the physician attended a top-ranked
medical school; β4 the effect of a one standard deviation change in the number of lawsuits a
physician was party to on the physician’s probability to remit cancer. At the cluster level we
denote the covariate as γ and set the true value of it to be 0.14. γ is viewed as as the effect
of a change (of one standard deviation) in the hospital’s percentage of Medicare patients on
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the probability of cancer remission.
While we have good intuition as to what the true values of β and γ should be (and will be)
in our simulated data the same is not true for the values of the standard deviations of the
random effects. However, we do believe the standard deviation should be much lower for the
effect of the cluster (hospital) level than for the effect at the observational unit (physician)
level. Thus we set the precision for the cluster random effect as τu = 100, and at the standard
deviation for the random effect at the observational unit level as τw = 25, which of course
corresponds to σu = 0.1 and σw = 0.2 .
With the true values of the parameters set the next step is to decide what parameters
will be used within the simulation. The parameters we need to set are: k, the number of
clusters, r, the number of observational units per cluster, and n the number of trials for
each observational unit. When analyzing these data sets, k and r are important in that they
determine the dimension of (w.u), which will exert the greatest influence on computational
time. With multiple datasets to analyze we cannot make these values too large. In addition,
the normal approximation method depends on nij being large, and in addition, the SR
method relies on both k and nij being large. In the original HDP data, k corresponds to
the number of hospitals, which was 35, while r corresponds to the number of physicians per
hospital, which averaged 8.8. We ultimately chose to set k equal to 35 and 50 and r equal
to 10, 20 and 50.
In Chapter 2, we randomly sampled from Poisson distributions to select the number of trials
per observational unit, nij. The advantage of using a random sample is that it provides a
unique number of trials per observational unit, which is a feature that is likely to appear
in any scenario where our methods could be employed. Sampling from a Poisson requires
setting a rate parameter, λ. In the HDP data, λ, would correspond to the average number of
patients per physician, which is about 22. The normal approximation method requires that
the number of trials per observational unit be large enough for our asymptotic approximation
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to work. We set λ equal to 25, 50 and 100.
Since there are two values for k, three values for r and three values for λ there are eighteen
unique combinations of (k, r, λ). Based on experience from Chapter 2, a solitary set of
data corresponding to each combination (k, r, λ) may not accurately reflect the ability of
our methods (or JAGS). Instead, we will use one hundred sets of data, each with the same
(k, r, λ) values, and use Monte Carlo techniques to show the effectiveness of our methods.
The creation of the actual data in each of the 1800 datasets is relatively simple, but consists
of two parts: the fixed data and the variable data. The fixed data are the data that do not
vary from each of the one hundred different datasets. The two independent data matrices,
X and S, are fixed. Recall, that X is kr×4 matrix that represents the fixed effects of
the observational units while S is the k×1 matrix that represents the fixed effects of the
cluster. Additionally, we form a “translation” matrix Z that is kr×k that can translate
the observational units to the correct cluster and vice versa. Since the model has only one
intercept term we elect to include it at the observational unit level. Hence, the first column
of X represents the intercept, so it is a column of ones.
The second and fourth columns of X correspond to the quantitative data, so for those
columns we randomly sample a standard normal distribution and then standardized (subtract
the mean and divide by the standard deviation). For the third column, the one corresponding
to the dichotomous variable, we randomly sample a Bernoulli distribution with probability
of success 0.24. The only column in the matrix S also contains quantitative data, so it too
is a random sample from a standard normal distribution that has been standardized.
For each fixed (k, r, λ), the response data within each of the 100 corresponding datasets
will vary according to a number of factors, including the nijs. The responses are Yij, the
number of successful trials out of nij for the ij
th observational unit. For each, we simulate
two latents, wij and ui. Each nij is sampled from a Poisson distribution with rate λ. Recall
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that Yij is the realization from a binomial distribution where the probability of success is
pij. Since wij is the logit transformation of pij and wij is conditionally defined given ui, we
generate values for these in the process of sampling Yij.
We sampled wij |ui as normal with mean Xijβ + ui and variance τ−1w , and we sampled ui as
normal with mean Siγ and variance τ
−1
u . Then we take a randomly selected quantile from
the N(0, τ−1u ) distribution and add it to Siγ. Thus we use the {(m−0.5)/k : m = 1, 2, . . . , k}
values on the inverse CDF of N(0, τ−1u ) to find the quantiles and after randomly permuting
them, add them to the appropriate Siγ. We similarly sample wij by using the values {(m−
0.5)/kr : m = 1, 2, . . . , kr} and the inverse CDF of N(0, τ−1w ) to find the corresponding
quantiles, randomly permute the values, and then add the appropriate Xijβ along with the
corresponding Siγ and a random quantile from the N(0, τ
−1
u ) distribution. Algorithm 3
describes the procedure. There is one additional detail important to the simulation: the
exclusion of perfect data. When Yij equals either zero or nij, the normal approximation and
sufficient reduction methods fail. When either of those situations occur we re-sample until
neither occurs.
3.7.2 Results of Simulation
Since there are 18 different combinations of (k, r, λ) we analyzed it would overwhelm the
reader to show all of them in this chapter. Instead we focus the results for eight of the eighteen
different scenarios, primarily to gauge the effect of varying the three input parameters.
The principal focus is on the specific functions of the parameters that we termed as quan-
tities of scientific interest (see Section 3.5.2). These quantities are intended to be useful
to researchers for whom the data are meaningful. For example, instead of focusing on the
posterior of β1, we focus on the posterior for logit
−1(β1). We believe that it is most impor-
tant to focus on objects like the probability of success for the typical observational unit in a
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Algorithm 3 Data Simulation Mechanism
Require: Data parameters: β, γ, τw, τu. For each combination of (k, r, λ) produce one set
of fixed data and one sets of varying data.
1: procedure Simulate Data(S,X, y, n)
2: Start
3: S1 ← N(0, 1). Standardize.
4: X1 ← 1
5: X2 ← N(0, 1). Standardize.
6: X3 ← Bern(0.24)
7: X4 ← N(0, 1). Standardize.
8: for (Varying Data) m = 1, . . . , 100 do
9: n ← Poisson(λ)
10: u← the 1st through kth quantiles from N(0, τ−1u ). Randomly permute.
11: w ← the 1st through krth quantiles from N(0, τ−1w ). Randomly permute.
12: pij ← logit−1(Xijβ + wij + (Siγ + ui))
13: yij ← Bin(nij, pij)
14: while any yij = 0 or yij = nij do yij ← Bin(nij, pij)
return S,X, y, n
15: End
typical cluster than to focus on a model parameter that is on the logit scale. Of course, since
we are dealing with transformed quantities when discussing any comparison that relates the
posterior inferences to the truth will be done with respect to the transformed true value.
It is more difficult to relate random effect standard deviations to objects of scientific interest.
Unfortunately there is no obvious transformation that makes the standard deviation of the
random effect scientifically intuitive. What we have done to address this problem is to
consider 95th percentiles of some probabilities of success, since they do depend on the random
effect standard deviations. See Figure 3.6 for some posterior plots with k = 35, 4 = 10, λ =
25.
Figures 3.6 through 3.13 demonstrate the effect of changing each of the simulation parameters
on inferences for the quantities of interest. Each figure consists of several plots; one for each
parameter. Recall that each plot is a composite of 100 different analyses of 100 simulated
datasets under the specified conditions. Additionally each plot features a dashed black line,
which represents the true value. We start by examining the effect of λ.
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Figure 3.6: Estimated density for parameters under simulated data conditions with k =
35, r = 10 and λ = 25.
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Figure 3.7: Estimated density for parameters under simulated data conditions with k =
35, r = 10 and λ = 100.
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Figure 3.8: Estimated density for parameters under simulated data conditions with k =
35, r = 50 and λ = 25.
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Figure 3.9: Estimated density for parameters under simulated data conditions with k =
35, r = 50 and λ = 100.
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Figure 3.10: Estimated density for parameters under simulated data conditions with k =
50, r = 10 and λ = 25.
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Figure 3.11: Estimated density for parameters under simulated data conditions with k =
50, r = 10 and λ = 100.
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Figure 3.12: Estimated density for parameters under simulated data conditions with k =
50, r = 50 and λ = 25.
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Figure 3.13: Estimated density for parameters under simulated data conditions with k =
50, r = 50 and λ = 100.
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The simulation parameter, λ, is the average number of trials per observational unit. Increas-
ing λ increases the number of trials per observational unit, the nij values, on average. Recall,
the key assumption for the normal approximation method is that nij → ∞. Additionally,
based on experience from Chapter 2, we expect that increasing λ will demonstrate that the
approximations become close to those produced by JAGS. In each of the following pairs of
Figures 3.6 and 3.7, Figures 3.8 and 3.9, Figures 3.10 and 3.11, and Figures 3.12 and 3.13
we hold r and k constant while varying λ between 25 and 100. When λ = 100, there is very
little difference between our methods and JAGS. The histograms of the probability of suc-
cess for the “typical”1 observational unit, logit−1(β1), coalesce. The posterior densities for
the 95th percentile of the probabilities of success for average physicians in a typical hospital,
logit−1(β1 + 1.65σw), and for the 95th percentile of the probabilities of success for typical
physicians among hospitals, logit−1(β1 + 1.65σu), demonstrate the same coalescence. The
posterior densities for odds ratios also demonstrate coalescence with larger λ.
The coalescence of the posterior densities was predicted by the simulation study in Chapter
2. But it is important to note that the results produced by JAGS in each of the figures appear
to be centered on the truth. This means that the coalescence, when it occurs, demonstrates
that our methods are able to capture the truth as well.
How well our methods do in capturing the truth appears to be influenced by the other two
simulation parameters, k and r. Recall, k is the number of clusters and r is the number of
observations per cluster. Examining the effect of k on results requires comparing pairs of
figures. Figures 3.6 and 3.10, Figures 3.7 and 3.11, Figures 3.8 and 3.12,and Figures 3.9 and
3.13 each form a pair where the same r and λ values were used to generate the data but
with different k. When λ = 100, there is little to no visible difference in figures when k = 35
and k = 50.
1Here the adjective typical refers to an observational unit where all observational unit-level covariates are
zero.
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The effect of r on the results is best examined by comparing the pairs of Figures 3.6 and 3.8,
Figures 3.7 and 3.9, Figures 3.10 and 3.12, and Figures 3.11 and 3.13. In each of these pairs,
the figures have the same k and λ values, but different r values. The effect of increasing
r is best observed by examining the plots for the posterior densities of logit−1(β1) and
logit−1(β1 + 1.65σw). In these plots, when r exceeds k the width of the tails in the posteriors
grow fatter. These widening tails are no different than the case of one-way balanced ANOVA
when the sizes of each group increase more rapidly than the number of groups. In that
situation it becomes easier to detect differences between the groups when the sample sizes
of the groups increases, which is what happens when r is larger than k. We also note that
increasing r to 50 from 10 results in a slight difference in methods for estimating exp(β2), even
when λ = 100. However, when observing the scale, the difference appears to be minuscule
for practical purposes.
The normal approximation relies on each nij being sufficiently large. We clearly see better
results for the normal approximation method when λ is sufficiently large. The SR approach
relies on N and k being sufficiently large. The interplay among simulation parameters
requires more attention. But it seems clear from these figures that very good approximations
can be obtained with k = 50 and λ ≥ 100. From other simulations we have done in the same
fashion, we found excellent results with λ ≥ 50 and k ≥ 50.
In addition to Figures 3.6 through 3.13 we provide a numerical summary of the mean absolute
deviation (MAD) and the average bias for each of the quantities in Tables 3.3 and 3.4.
We elected to present these values since the simulation consists of 100 different sets of
data. Each data set would produce its own posterior and inferential values. Presenting one
hundred different values would be ineffective considering none of the values by themselves
are guaranteed to capture the truth. So instead, we present the MAD and average bias.
Both the MAD and bias are functions of the posterior medians. In other words, we obtained
the posterior median for each quantity, subtracted the mean of the posterior medians, and
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average the results to calculate the MAD. The (average) bias is calculated in a similar fashion,
but uses the truth in place of the mean of the posterior medians.
Simulation Parameters
logit−1(β1) logit−1(β1 + 1.65σw) logit−1(β1 + 1.65σu)
JAGS
Normal Sufficient
JAGS
Normal Sufficient
JAGS
Normal Sufficient
Appx. Reduc. Appx. Reduc. Appx. Reduc.
k = 35
r = 10
λ = 25
0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.01
(0.00) (0.01) (0.01) (0.01) (0.01) (0.01) (0.00) (0.01) (0.02)
λ = 100
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)
r = 50
λ = 25
0.00 0.00 0.01 0.01 0.00 0.01 0.00 0.00 0.02
(0.00) (0.01) (0.02) (0.01) (0.01) (0.01) (0.00) (0.01) (0.03)
λ = 100
0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.00 0.02
(0.00) (0.00) (0.01) (0.00) (0.00) (0.01) (0.00) (0.00) (0.01)
k = 50
r = 10
λ = 25
0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
(0.00) (0.01) (0.01) (0.01) (0.00) (0.00) (0.00) (0.01) (0.02)
λ = 100
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
r = 50
λ = 25
0.00 0.00 0.02 0.00 0.00 0.02 0.00 0.00 0.04
(0.00) (0.01) (0.02) (0.00) (0.01) (0.02) (0.00) (0.01) (0.04)
λ = 100
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
(0.00) (0.00) (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)
Table 3.3: The Mean Absolute Deviation (MAD) and average Bias (in parenthesis) for
logit−1(β1), logit
−1(β1 + 1.65σw) and logit
−1(β1 + 1.65σu) with different combinations of
(k, r, λ). Both the MAD and bias are calculated using the posterior median for each of the
100 datasets within the (k, r, λ) combination.
Both Tables 3.3 and 3.4 demonstrate that our methods are as effective as JAGS when comes
to obtaining the truth. The MAD and bias values for our methods are always near those
calculated using the results from JAGS. More importantly, however, is that the results from
the tables quantify the observations from Figures 3.6 through 3.13. Increasing λ definitely
reduces the MAD and bias. Logically, this corresponds to the coalescing we observed as λ
increased. Increasing k, does not appear to affect the results when r and λ are constant.
None of the biases or MAD values change significantly (more than 0.01) when k increases.
Ambivalence about the effect of r persists. If increasing r has an effect, then it appears to be
very small. This may just reflect that N = rk is sufficiently large that the SR approximation
is reasonable. The MAD and bias for exp(β3) do decrease when r increases. However, none
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Simulation Parameters
exp(β2) exp(β3) exp(β4) exp(γ1)
JAGS
Normal Sufficient
JAGS
Normal Sufficient
JAGS
Normal Sufficient
JAGS
Normal Sufficient
Appx. Reduc. Appx. Reduc. Appx. Reduc. Appx. Reduc.
k = 35
r = 10
λ = 25
0.02 0.02 0.02 0.06 0.06 0.06 0.02 0.02 0.02 0.02 0.02 0.02
(0.02) (0.03) (0.03) (0.06) (0.06) (0.06) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
λ = 100
0.02 0.02 0.02 0.05 0.05 0.05 0.01 0.01 0.01 0.02 0.02 0.02
(0.02) (0.02) (0.02) (0.05) (0.05) (0.05) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
r = 50
λ = 25
0.01 0.01 0.01 0.03 0.03 0.03 0.01 0.01 0.01 0.02 0.02 0.02
(0.01) (0.02) (0.02) (0.03) (0.04) (0.04) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
λ = 100
0.01 0.01 0.01 0.02 0.02 0.02 0.00 0.00 0.00 0.02 0.02 0.02
(0.01) (0.01) (0.01) (0.02) (0.02) (0.02) (0.00) (0.00) (0.00) (0.02) (0.02) (0.02)
k = 50
r = 10
λ = 25
0.02 0.02 0.02 0.06 0.05 0.05 0.02 0.02 0.02 0.02 0.02 0.02
(0.02) (0.02) (0.03) (0.06) (0.06) (0.06) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
λ = 100
0.01 0.01 0.01 0.03 0.03 0.03 0.01 0.01 0.01 0.02 0.02 0.02
(0.01) (0.01) (0.01) (0.03) (0.03) (0.03) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
r = 50
λ = 25
0.01 0.01 0.01 0.03 0.02 0.02 0.01 0.01 0.01 0.02 0.01 0.01
(0.01) (0.02) (0.02) (0.03) (0.04) (0.04) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02)
λ = 100
0.01 0.01 0.01 0.02 0.02 0.02 0.00 0.00 0.00 0.02 0.02 0.02
(0.01) (0.01) (0.01) (0.02) (0.02) (0.02) (0.00) (0.00) (0.00) (0.02) (0.02) (0.02)
Table 3.4: The Mean Absolute Deviation (MAD) and average Bias (in parenthesis) for
exp(β2), exp(β3), exp(β4) and exp(γ1) with different combinations of (k, r, λ). Both the
MAD and bias are calculated using the posterior median for each of the 100 datasets within
the (k, r, λ) combination.
of the other quantities show a significant decrease as r increases. Additionally the tables do
not conclusively demonstrate that if there is (or is not) a relationship between the growth
rates of the simulation parameters.
What the simulation study does demonstrate is that the normal approximation and sufficient
reduction methods are comparable to the current standard method. Figures 3.6 through 3.13
show that our methods are capable of capturing the true data generating values under the
right situation, namely when the nij values are large. Tables 3.3 and 3.4 demonstrate a
similar result, thus giving confidence that our methods are valid under the circumstances
under which they were intended to operate.
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3.8 Conclusions
The purpose of Chapter 3 is to show that our methods can be extended to more complicated
models than were demonstrated in Chapter 2. In Chapter 2, the model studied was basic;
it featured a binomial response with a random effect. We had two ways to view the model:
one as the sum of independent Bernoulli random variables where the only explanatory infor-
mation was at the group level, and not at the individual Bernoulli unit level. The other way
was to view a binomial random variable with a random effect as being the level of the obser-
vational unit. We recognized that to expand the model depends on which interpretation is
initially used. If we used the sum of Bernoulli random variables version, the extension could
include an explanatory variable at the level of the observational unit. If, instead, we were to
view the response as binomial random variable with a random effect for each observational
unit then extension can only occur by adding a higher level to the model’s hierarchy. While
both extensions are considered in the thesis, in Chapter 3 we focused on adding an additional
layer. We extend using the alternative approach in Chapter 4.
The additional layer increased the number of variables in our model, which necessitated
the need for additional prior specifications. Posterior distributions, approximate and exact,
were easily sampled using Gibbs sampling. All the conditional distributions, save one, were
recognizable. Instead of using an advanced sampling technique such as adaptive-rejection
sampling or slice sampling to sample this unknown distribution we proposed tw normal
approximations.
We tested this method of using a Gibbs sampler with the normal approximation on the
Hospital, Doctor, and Patient (HDP) Dataset. The results showed that our method is not
unreasonable compared with JAGS. We further compared the two methods using simulated
data where our approximate methods preformed as well as JAGS.
Our normal approximation method, like JAGS, requires sampling for increasingly high di-
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mensional distributions. In Chapter 2, when we encountered this issue, we developed the SR
method. The SR method is obtaining what we called sufficient reduction components that
greatly reduce the dimension of what needs to be sampled. The SR method, like the normal
approximation method, produced results similar to those obtained using JAGS. The results
from the HDP data were reasonable, but they were much improved in the simulated data
they were much improved, provided the number of observational units per cluster was not
appreciably larger than the number of clusters.
Even though we expanded the model, both of our approximate methods were successful. The
results each method produced are encouraging. However, our methods are still limited by
the virtue of the assumed model being constrained in that we could not include patient level
covariates in our analyses in this chaptaer. In Chapter 4, we demonstrate the final extension
of our model so that it can potentially be used in any GLMM setting.
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Chapter 4
Logistic Regression with Fixed Effects
at Base Level
4.1 Introduction
Chapter 4’s purpose, like Chapter 3’s, is to demonstrate how our method can be used in
a GLMM setting. In Chapter 2, we initially tested our method on one of the most basic
GLMM: logistic regression with a random effect per observational unit. In Chapter 3, we
extended the model and showed how our method can accomodate such an extension. While
our ultimate goal is to extend our method to accommodate the entire class of GLMMs in
this chapter we focus on one aspect of this.
The model we focused on in Chapter 2 featured a logistic regression problem. In Chapter 3
we referred to the model in Chapter 2 in one of two equivalent ways: First as a Bernoulli
response without any main effects but we did include cluster level ones. Then we modeled the
sum of the Bernoulli responses as binomial with a random effect on each binomial. Secondly
as binomial response with a random effect at each observation. Extending the model with
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higher levels was accomplished in Chapter 3. But if we view the model in the hierarchical,
the first way, there is another way to extend the model- include fixed effects at the level of
the observational unit.
This extension may seem trivial, but it is not. Previously, we were able to merge the fixed
effects at each level into the random effect at that level (assuming normal random effects
with zero mean implies that the addition of fixed effects makes the random effect normal
with mean at the fixed effect with the variance equal to the random effect’s variance). This
interpretation was critical to our method it allowed us to use an asymptotic approximation
within the Gibbs sampler. With explanatory data at the observational unit level the cluster
level’s random effect cannot just absorb the information. Instead, we will need to reconsider
the form of the model and adjust our methods accordingly.
4.2 Model Assumptions and Priors
In the two previous chapters, we have always modeled the response as binomial. The binomial
random variable is a member of the exponential family. However it is not just any member
of the exponential family; it is a member of the aggregated exponential family, that is, it is
the sum of other independent random variables from the exponential family. We exploited
this fact in Chapters 2 and 3.
Now, in Chapter 4, we weaken this assumption. The response variable is no longer binomial,
but it maybe any member of the exponential family, including ones that are not aggregates
of independent exponential family members. However, for the purposes of this chapter we
focus on a Bernoulli response, but intend to revisit the general exponential family in a future
work.
Assuming this allows to revisit the first interpretation of the model we used in Chapter
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2. With Bernoulli responses, we can utilize explanatory information for each trial while
maintaining a clustering effect like we did in Chapters 2 and 3. In fact now the random
effect that we initially defined in Chapter 2 becomes the higher level cluster within in the
hierarchy, like in Chapter 3.
The response data are the collection, {Yij}, where the subscript ij represents the jth obser-
vation within cluster i. Let Xij be a 1× p vector with covariate information for Bernoulli
trial j corresponding to cluster i, ui is a normal random effect for the i
th cluster. We center
ui on Siγ where Si is an 1 × q vector of unique covariate information for cluster i, so it
is the same for all units in cluster i, and γ is the corresponding q×1 vector of regression
coefficients. The variance parameter for the random effect is τ−1 = 1/σ2. Finally, β is the
1×p vector of regression coefficients at the observational unit level. Note that p, q ∈ N and
that it will generally be the case that p > q. The statistical model is thus:
Yij ∼ Bernoulli(pij)
logit(pij) = Xijβ + ui
ui
⊥∼ N(Siγ, τ−1)
for all j = 1, 2, . . . , ni and i = 1, 2, . . . , k.
The resulting augmented likelihood function is:
k∏
i=1
ni∏
j=1
p
yij
ij (1− pij)1−yij ×
k∏
i=1
√
τ
2pi
exp
{
−τ(ui − Siγ)
2
2
}
= exp

k∑
i=1
ni∑
j=1
yij logit(pij) + log(1− pij)
 exp
{
−
k∑
i=1
τ(ui − Siγ)2
2
}( τ
2pi
)k/2
.
Since logit(pij) = Xijβ + ui then log(1 − pij) = − log(1 + exp(Xijβ + ui)), the augmented
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likelihood is re-expressed as
exp

k∑
i=1
ni∑
j=1
yij(Xijβ + ui)− log(1 + exp(Xijβ + ui))
 exp
{
−
k∑
i=1
τ(ui − Siγ)2
2
}( τ
2pi
)k/2
We require priors for β, γ and τ . We use the same distributional forms that we used in the
previous chapters. Since β and γ are regression coefficients, we define independent normal
priors for them
β ∼ Np(B,C) γ ∼ Nq(B0, C0).
The prior for τ is gamma with rate parameter a/2 and shape parameter b/2.1 Thus the joint
posterior is proportional to
exp

k∑
i=1
ni∑
j=1
yij(Xijβ + ui)− log(1 + exp(Xijβ + ui))
 exp
{
−
k∑
i=1
τ(ui − Siγ)2
2
}
τk/2
× exp
{
−(β −B)
′C−1(β −B)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
τa/2−1 exp
{
−bτ
2
}
. (4.1)
The above kernel is less recognizable than were the ones in chapters 2 and 3, though the
full conditional for τ is gamma. Of course we can always implement MCMC sampling
using Gibbs sampling. Gibbs sampling involves sequentially sampling the full conditional
distributions for blocks of stochastic objects. We need to identify the those full conditional
distributions when we can, as in the case for τ . We come back to this in the next section.
However we now proceed as we have in previous chapters to simplify Equation 4.1. First
consider the uis; as i = 1, 2, . . . , k we can simply write the uis in a vector form so that
u ∼ Nk(Sγ, Ikτ−1) where S is simply the Si row vectors stacked on top of each other. Next,
let N =
∑k
i=1 ni, thus N is the total number of observations. We define the usual “stacking
order,” which is a coherent ordering of the N observations. Applying the “stacking order” to
1We are using the version of the gamma with mean is a/b.
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the Xij row vectors, we obtain X, an N×p matrix, and when applied to the yijs, we obtain
y, an N×1 vector of responses. Finally, we define Zij a 1 × k vector of zeros where the ith
column is one. The Zij acts like a translator between the prescribed “stacking order” and
the logical order of u. When the “stacking order” is applied to the Zij, we obtain Z, an
N×k matrix.
Thus, Equation 4.1 is equivalent to:
exp
{
y′(Xβ + Zu)− τ(u− Sγ)
′(u− Sγ)
2
− (β −B)
′C−1(β −B)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
× exp
−
k∑
i=1
ni∑
j=1
log(1 + exp(Xijβ + Ziju))
 τa/2+k/2−1 exp
{
−bτ
2
}
. (4.2)
Unfortunately, the double summation of log(1+exp(Xijβ+Ziju)) cannot be easily expressed
in a matrix or vector form.
4.3 Full Conditionals and Approximation
To implement Gibbs sampling we need to obtain the conditional distributions for every
stochastic variable. The easiest way to accomplish this is to examine Equation 4.1, identify
the terms containing the stochastic variable in question, holding the others constant, and
hope the resulting density is recognizable. In instances where the resulting density is not
recognizable additional techniques are required such as slice sampling.
4.3.1 Exact conditionals
The easiest conditional to obtain is for τ . The only terms in Equation 4.2 containing τ are
from the augmented likelihood and prior then the conditional density for τ is proportional
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to the following:
exp
{
−τ(u− Sγ)
′(u− Sγ)
2
− bτ
2
}
τa/2+k/2−1.
The above is the kernel of a gamma distribution with a rate parameter a+k
2
and shape
parameter b+(u−Sγ)
′(u−Sγ)
2
. Hence,
τ | else ∼ Gamma
(
a+ k
2
,
b+ (u− Sγ)′(u− Sγ)
2
)
(4.3)
The next conditional distribution we obtain is for γ. The terms in Equation 4.2 that contain γ
are in the augmented likelihood and prior. Thus the conditional density for γ is proportional
to the following:
exp
{
−τ(u− Sγ)
′(u− Sγ)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
The above density is not immediately recognizable. However, with simplifications similar
to what we did in Chapter 3, it will be. Let γˆ = (S ′S)−1S ′u. The first step is to add and
subtract the same term to the quadratic term, (u− Sγ)′(u− Sγ). In other words,
(u− Sγ)′(u− Sγ) = (u− Sγˆ + Sγˆ − Sγ)′(u− Sγˆ + Sγˆ − Sγ)
= (u− Sγˆ)′(u− Sγˆ) + (Sγˆ − Sγ)′(Sγˆ − Sγ)
because the cross product term, (u − Sγˆ)′(Sγˆ − Sγ) = 0. The conditional density for γ is
now proportional to:
exp
{
−τ(u− Sγˆ)
′(u− Sγˆ)
2
− (Sγˆ − Sγ)
′(Sγˆ − Sγ)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
.
However, the quadratic (u − Sγˆ)′(u − Sγˆ) does not contain γ and is constant with respect
to γ since we are assuming all other stochastic variables are constant. Thus, the conditional
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density for γ is proportional to:
exp
{
−(γ − γˆ)
′S′S(γ − γˆ)
2
− (γ −B0)
′C−10 (γ −B0)
2
}
Next, utilizing the complete square formula (see Appendix A.2) gives
− 1
2
[
(γ − γˆ)′S′S(γ − γˆ) + (γ −B0)′C−10 (γ −B0)
]
= −1
2
(γˆ −B0)′S′S(S′S + C−10 )−1C−10 (γˆ −B0)−
1
2
(γ − Σ−1γ µγ)′Σγ(γ − Σ−1γ µγ)
where Σγ = S
′S + C−10 and µγ = S
′Sγˆ + C−10 B0. The quadratic term involving γˆ − B0
does not contain γ so it is constant with respect to γ | else. Thus conditional density for γ is
proportional to
exp
{
−(γ − Σ
−1
γ µγ)
′Σγ(γ − Σ−1γ µγ)
2
}
.
The kernel above corresponds to a normal distribution with mean equal to Σ−1γ µγ and vari-
ance Σ−1γ . Hence,
γ | else ∼ Nq
(
(S′S + C−10 )
−1(S′Sγˆ + C−10 B0), (S
′S + C−10 )
−1) (4.4)
The final conditional distribution we need to identify is for β and u. However, in Chapter
3, when we ran in to a similar situation it was not possible to separate these two stochas-
tic variables, so we obtained a joint conditional distribution. Based on Equation 4.2 the
conditional distribution for (β, u) is proportional to
exp
{
y′(Xβ + Zu)− τ(u− Sγ)
′(u− Sγ)
2
− (β −B)
′C−1(β −B)
2
}
× exp
−
k∑
i=1
ni∑
j=1
log(1 + exp(Xijβ + Ziju))
 , (4.5)
which is not recognizable. We could use a computationally intensive technique such as
slice or Metropolis sampling or adaptive-rejection sampling to sample from this distribution.
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However it is the computational expense that motivates our normal approximation. In the
next subsection we obtain the normal approximation.
4.3.2 Approximation
Our goal is to obtain a normal approximation for the conditional distribution of (β, u) whose
exact conditional is proportional to the kernel in Equation 4.5. This method begins by
recognizing that the quadratic terms in Equation 4.5 with (u−Sγ) and (β−B) are not the
issue. The difficulty arises from the intertwining of β and u within the double summation,
specifically,
k∑
i=1
ni∑
j=1
yij(Xijβ + Zijui)− log(1 + exp(Xijβ + Zijβ)).
For each i = 1, 2, . . . , k and j = 1, 2, . . . , ni define a function hij : (Rp,Rk)→ R by,
hij(β, u) = yij(Xijβ + Ziju)− log(1 + exp(Xij + Ziju)).
While this function is very similar to ones we defined in Chapters 2 and 3 we cannot use a
Taylor expansion for each ij. Instead, we define another function, h : (Rp,Rk) → R where
h =
∑k
i=1
∑ni
j=1 hij and then use the Taylor series expansion of it. Since the Taylor series
requires derivatives of h and h is the sum of functions then the derivatives of h will simply
be the sum of the derivatives. Thus we need to obtain the derivatives of hij.
In Appendix A.1, we define our convention for derivatives of multivariate functions. For
hij the first derivative, denoted as h˙ij, is a (p + k) × 1 vector. Instead of vectorizing the
second derivative of hij we will keep it in a matrix form, that is, the second derivative of hij,
denoted h¨ij, is a (p+ k)× (p+ k) matrix. By using a first-order version of Taylor’s theorem
(simply a Taylor series that stops at the term with the first derivative and utilizes the second
derivative in the remainder term) we do not require any derivatives higher than the second.
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The first and second derivatives of hij are:
h˙ij((β
′, u′)′) =
(
yij − exp(Xijβ + Ziju)
1 + exp(Xijβ + Ziju)
)
· (Xij , Zij)′
h¨ij((β
′, u′)′) = − exp(Xijβ + Ziju)
(1 + exp(Xijβ + Ziju))2
X ′ijXij X ′ijZij
Z ′ijXij Z
′
ijZij
 .
Note that (yij − exp(Xijβ + Ziju))/(1 + exp(Xijβ + Ziju)) is a scalar while (Xij, Zij)′ is a
(p+k)×1 vector created by concatenating the Xij and Zij row vectors and then transposing
into a column vector. Similarly, exp(Xijβ+Ziju)/((1+exp(Xijβ+Ziju))
2) is scalar and the
matrix in the second derivative is a (p+ k)×(p+ k) block matrix where the upper diagonal
is p×p and the lower diagonal is k×k. Thus, h˙ : (Rp,Rk) → Rp+k and h¨ : (Rp,Rk) →
M(p+k)×(p+k)(R).
Note that each h¨ij is a continuous function with respect to β and u. This is easy to verify
as each h¨ij is a constant matrix (with respect to β and u) times a scalar function which
is dependent upon β and u. Furthermore, the scalar function is simply the exponential
function, which is continuous for all R divided by the composition of two continuous func-
tions, the square and exponential function. Since each h¨ij is continuous then the sum,
h¨ =
∑k
i=1
∑ni
j=1 h¨ij will also be continuous.
Ferguson’s [6] version of Taylor’s Theorem applies due to the continuity of the second deriva-
tives, of the integrand, (so that the dominated convergence theorem will apply), and provided
provided the expansion point, (β˜, u˜) and (β, u) will be close enough to each other as
∑k
i=1 ni
increases. The theorem yields the following:
h(β, u) = h(β˜, u˜) + (β′ − β˜′, u′ − u˜′)h˙(β˜, u˜) + (β′ − β˜′, u′ − u˜′)
×
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β˜ − β, u˜− u)
)
dr ds(β˜′ − β′, u˜′ − u′)′. (4.6)
Define (β˜, u˜) to be the solution to h˙(β˜, u˜) = 0. Under the model considered, this will
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correspond to the unique mode of the conditional distribution.
First, we consider the uniform boundedness assumption necessary for integral to exist. Let
the L2 norm of h¨ be ‖h¨‖. Recall that
‖h¨ij‖ =
∣∣∣∣− exp(Xijβ + Ziju)(1 + exp(Xijβ + Ziju))2
∣∣∣∣ ·
∥∥∥∥∥∥∥
X ′ijXij X ′ijZij
Z ′ijXij Z
′
ijZij

∥∥∥∥∥∥∥
≤ 0.25
∥∥∥∥∥∥∥
X ′ijXij X ′ijZij
Z ′ijXij Z
′
ijZij

∥∥∥∥∥∥∥ .
Let bijkl be the (kl) element of the matrix in this expression, and cijkl the corresponding
element of h¨ij. Then since ‖h¨ij‖ =
√∑
kl c
2
ijkl, we must have
‖h¨‖ = ‖
∑
ij
h¨ij‖ ≤
∑
ij
‖h¨ij‖ ≤ (p+ k)2 0.25 max
ijkl
|bijkl|.
Since all covariates are finite, the largest bijkl must be finite, so the integrand in question is
finite.
We proceed with by assuming that β˜ and u˜ converge almost surely to β and u, respectively
as
∑k
i=1 ni increases. This means that the double integral in Equation 4.6 will satisfy
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β − β˜, u− u˜)
)
dr ds− 1
2
h¨(β, u) = op(1)
as N →∞, and thus that
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β − β˜, u− u˜)
)
dr ds+
1
2
X ′Dpi(1−pi)X X ′Dpi(1−pi)Z
Z ′Dpi(1−pi)X Z ′Dpi(1−pi)Z
 = op(1)
Moreover, consistency of (β˜, u˜)− (β, u) would imply
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β − β˜, u− u˜)
)
dr ds+
1
2
X ′Dp˜i(1−p˜i)X X ′Dp˜i(1−p˜i)Z
Z ′Dp˜i(1−p˜i)X Z ′Dp˜i(1−p˜i)Z
 = op(1)
156
where Dp˜i(1−p˜i) is simply Dpi(1−pi) evaluated at (β˜, u˜). These results are analagous to those
used in Chapters 2 and 3.
We give the following definition to ease subsequent notation:
Ω ≡
X ′Dp˜i(1−p˜i)X X ′Dp˜i(1−p˜i)Z
Z ′Dp˜i(1−p˜i)X Z ′Dp˜i(1−p˜i)Z

The results we derived concerning the Taylor series mean that we can revisit the conditional
density of (β, u). Recall that the conditional density, given in Equation 4.5, is an exponen-
tiated sum; one of the summands consists of quadratic terms of (u−Sγ) and (β−B), while
the other was a double sum which can be expressed as
exp {h(β, u)} = exp

k∑
i=1
ni∑
j=1
yij(Xijβ + Ziju)− log(1 + exp(Xijβ + Ziju))

= exp
{
h(β˜, u˜) + [(β˜′, u˜′)− (β′, u′)]·h˙(β˜, u˜) + [(β˜′, u˜′)− (β′, u′)]
×
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β˜ − β, u˜− u)
)
dr ds [(β˜′, u˜′)− (β′, u′)]′
}
∝ exp
{
[(β˜′, u˜′)− (β′, u′)]
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β˜ − β, u˜− u)
)
dr ds
×[(β˜′, u˜′)− (β′, u′)]′
}
.
= exp
{
− [(β˜ − β)
′, (u˜− u)′]Ω[(β˜ − β)′, (u˜− u)′]′
2
}
Thus, the conditional distribution for (β, u) combines the result above and turns Equation
4.5 into the following:
f(β, u | else) ∝ exp
h(β˜, u˜)− 12
β − β˜
u− u˜

′X ′Dp˜i(1−p˜i)X X ′Dp˜i(1−p˜i)Z
Z ′Dp˜i(1−p˜i)X Z ′Dp˜i(1−p˜i)Z

β − β˜
u− u˜

− 1
2
 β −B
u− Sγ

′C−1 0
0 τIk

 β −B
u− Sγ

 . (4.7)
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The complete the square technique (see Appendix A.2) yields the following:
f(β, u)
·∝ exp
−12
β
u
− Σ−1M

′
Σ
β
u
− Σ−1M


where
Σ =
X ′Dp˜i(1−p˜i)X + C−1 X ′Dp˜i(1−p˜i)Z
Z ′Dp˜i(1−p˜i)X Z ′Dp˜i(1−p˜i)Z + τIk

M =
X ′Dp˜i(1−p˜i)Xβ˜ +X ′Dp˜i(1−p˜i)Zu˜+ C−1B
Z ′Dp˜i(1−p˜i)Xβ˜ + Z ′Dp˜i(1−p˜i)Zu˜+ τSγ
 .
Thus,
β, u | else ·∼ Np+k
(
Σ−1M,Σ−1
)
. (4.8)
Together, Equations 4.3, 4.4 and 4.8, form the Gibbs sampler, however, Equation 4.8 is a
joint conditional distribution. The sufficient reductions will be with respect to u | else, not
(β, u) | else. In Appendix A.3, we derive the conditional distribution of a multivariate normal
when it is parameterized by precision matrix rather than a variance-covariance matrix. This
work allows us to easily define the conditional distributions of u and β:
β | else ∼ Np
(
µβ, (X
′Dp˜i(1−p˜i)X + C−1)−1
)
(4.9)
u | else ∼ Nk
(
µu, (Z
′Dp˜i(1−p˜i)Z + τIk)−1
)
(4.10)
where
µβ = (X
′Dp˜i(1−p˜i)X + C−1)−1
(
X ′Dp˜i(1−p˜i)Xβ˜ + C−1B +X ′Dp˜i(1−p˜i)Z(u˜− u)
)
µu = (Z
′Dp˜i(1−p˜i)Z + τIk)−1
(
Z ′Dp˜i(1−p˜i)Zu˜+ τSγ + Z ′Dp˜i(1−p˜i)X(β˜ − β)
)
The details to the derivation of µβ and µu can be found in Appendix A.4.
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This equivalent Gibbs sampler features the conditional distribution of τ | else (Equation 4.3),
γ | else (Equation 4.4), and now, β | else (Equation 4.9) and u | else (Equation 4.10). The
advantage of using these four conditional blocks will be seen when obtaining the sufficient
reductions.
4.3.3 Further discussion of (β˜, u˜)
In the previous section we mentioned that (β˜, u˜) is the solution to the h˙(β, u) = 0 but
otherwise gave no details.
The first point we illustrate is that h is a concave function. This can be proven by recognizing
that h¨ is a negative definite matrix. Recall, that h¨ = − exp(Xβ+Zu)/(1+exp(Xβ+Zu))2×
m where
m =
X ′X X ′Z
Z ′X Z ′Z
 .
The matrix, m, is semi-positive definite since X ′X is a positive-definite Gram matrix and
X ′X−X ′Z(Z ′Z)−1Z ′X is also semi-positive definite. A way to show thatX ′X−X ′Z(Z ′Z)−1Z ′X
is semi-positive definite first requires defining the matrix Z(Z ′Z)−1Z ′. The matrix Z is an
N×k matrix where each row is all zero except for the one column which is one means that
Z(Z ′Z)−1Z is simply a block diagonal matrix, in other words,
Z(Z ′Z)−1Z ′ = diag{n−1i 1ni ⊗ 1ni : i = 1, 2, . . . , k}
Arbitrarily select any vector w ∈ Rp\{0} and define v = Xw. The goal now is to show that
v′v > v′Z(Z ′Z)−1Z ′v, which is easily seen if one breaks v down in to components, that is,
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v = (v′1, v
′
2, . . . , v
′
k)
′ where each vi is a ni×1 column vector. Then
(Xw)′(Xw)− (Xw)′Z(Z ′Z)−1Z ′(Xw) = v′v − v′Z(Z ′Z)−1Zv
=
k∑
i=1
v′ivi −
k∑
i=1
niv¯
2
i·
=
k∑
i=1
(
v′ivi − niv¯2i·
)
where v¯i· = n−1i
∑ni
j=1 vij. By the Cauchy-Schwarz inequality, v
′
ivi ≥ niv¯2i· for all i. Thus
the result above is always non-negative and thus X ′X − X ′Z(Z ′Z)−1Z ′X is semi-positive
definite. By the properties of the Schur complement then m is semi-positive definite and h¨
is clearly semi-negative definite.
There is no explicit formula for solving for (β˜, u˜). The way we chose to solve for (β˜, u˜) is
the Newton-Raphson algorithm. Even though the function h is always less than zero, it
is possible for Newton-Raphson algorithm to get stuck when h¨ is near singular. Thus we
recommend over-relaxation within the Newton-Raphson algorithm to insure no overstepping
and to help guarantee convergence.
Finally, we note that Zangwill’s convergence theorem [12] states that by using the Newton-
Raphson algorithm that (β˜, u˜) is globally convergent. This means that the algorithm leading
to (β˜, u˜) converges to (β, u) where (β, u) are the points that maximize h. The convergence
property is important; it allows us to invoke the dominated convergence theorem which
ultimately allows us to evaluate the double integral in Equation 4.6. In turn, this makes the
equation
∫ 1
0
∫ 1
0
sh¨
(
(β, u) + rs(β − β˜, u− u˜)
)
dr ds+
1
2
Ω = op(1)
true.
The convergence we just established is with respect to
∑k
i=1 ni → ∞ and there are two
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ways for the sum to increase, either k → ∞ or ni → ∞. Based on intuition, we know that
mini=1,...,k ni → ∞ must hold in order for u˜i to be more accurate. However we know that
there must be a relationship between k and the ni values to insure convergence for both the
normal approximation and sufficient reduction methods to hold true. Determining the exact
relationship between k and the ni values is left as an open problem to be handled in the
future.
Additionally, we need to establish the fact that (β˜−β, u˜−u) that when properly normalized
is stochastically bounded. When this is establish in future work, we will have established that
Equation 4.7 is equivalent to Equation 4.5. The stochastic bound could also be established
by the fact that (β˜, u˜) is the maximum likelihood estimator for a related problem (logistic
regression problem where the random effect is not random).
4.4 Cow Abortion Example
To test the normal approximation method we analyzed a dataset previously analyzed by
Hanson, et al [8]. The study revolves around data related to abortions in dairy cows. Suc-
cessful calving is a necessary component to maintain a profitable dairy herd. Cows sometimes
experience a spontaneous abortion when pregnant resulting in the loss of fetus. One aspect
of their study involves being able to model the probability of a spontaneous abortion in dairy
cows.
Clearly, the data analyzed in this study could be used to test our method. The model we
described in Section 4.2 requires Bernoulli responses. Categorizing Yij = 1 when the j
th cow
in the ith herd aborts and 0 otherwise results in a Bernoulli response model cow abortion
data with multiple cows per herd.
In the study, the authors modeled the probability of abortion as a function of information
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about the cow itself and included a random intercept for the herd. The information they
utilized in their model consisted of three factors and interactions between them. In our
model, we elect to include only two of the three factors that the authors considered, namely,
gravidity (GR) and days open (DO). Gravidity refers to the number of times the cow was
pregnant before the current pregnancy and days open is the number of days between the
most recent birth and conception. In addition to the information about each cow, we include
the random effect like Hanson et al did.
The statistical model is:
Yij ∼ Bernoulli(pij) logit(pij) = XDO,ijβ1 +XGR,ijβ2 + ui
ui
iid∼ N(γ, τ−1)
for all j cows (j = 1, 2, . . . , ni) in herd i (i = 1, 2, . . . , 9). Our model differs in several ways
from the model described by Hanson et al. Beyond including an additional covariate, their
model incorporates an intercept term at the observation level while ours centers the herd
level random effect on it.
4.4.1 Description of the Cow Abortion Data
The cow abortion data consist of 13145 cows across 9 herds. The herds vary in size from
116 to 2711 cows, but the mean (median) herd size is 1460 (1490) cows, with a standard
deviation of approximately 719 cows. In addition to displaying the observed proportion of
abortions per herd, Figure 4.1 contains the size of each herd within each point.
For the two covariates measured on each cow, the mean (median) value for the days open
is 95.6 (79) days and the mean (median) value for the gravidity is 3.2 (3) pregnancies. The
standard deviation for the days open is 48.4 days and 1.5 for gravidity. The difference
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Figure 4.1: Observed proportion of spontaneous abortions in each herd within the dairy cow
example. The number within each point displays the number of pregnancies in the herd.
between the mean and median in the days open prompted the creation of Figure 4.2. In plot
(A) of the figure is the smoothed histogram of the days open; the mode is about 60 days,
but there is a very long tail to the right. In the other plot, the (B) plot of the figure is the
summary of the gravidity covariate. Since there are 13145 cows in the dataset, the largest
single group, are the cows who had two prior pregnancies, but very few of the cows had six
or more pregnancies.
4.4.2 Priors
We include only two covariates, the days open and gravidity. Since both covariates are
quantitative, we standardize them prior to analysis. This allows us to create a simpler
prior by thinking about the “typical” observation. In this case, “typical” implies a cow with
approximately 96 (95.6) days between her last calving and conception and had approximately
3 (3.2) pregnancies. Both of these values are the average so the “typical” observation will
have XDO = 0 and XGR = 0. The prior for the βs are independent with mean zero, following
the work of Christensen et al [14]. We use the same variance-covariance parameter that
Hanson et al used in their analysis, the identity matrix times 10.
We are modeling the herd random effect as normal with mean, γ, and variance, τ−1. The
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Figure 4.2: Plot (A) (left): Smoothed histogram of the days open covariate. Days open is
the number of days between the previous calving and conception of the current pregnancy.
There is a mode at about 60 days, with a long right tail. Plot (B) (right): Summarizes the
gravidity covariate. Gravidity is the number of previous pregnancies. There is a total of
13145 cows, and approximately 5800 cows had two prior pregnancies.
prior for γ needs to reflect our best guess for the overall proportion of abortions in dairy
cows. In Hanson et al, the author who collected data and is an expert in veterinary medicine
believes that on average, the probability of an abortion is about 12%, which is equivalent to
logit(0.12) ≈ −2. Thus, we select the mean of the prior for γ to be −2. To obtain a value
for the corresponding variance-covariance parameter, we again, refer to Hanson et al and use
the same value they did, 10.
The final prior, the one for τ−1 is a gamma distribution. Hanson et al solicited expert opinion.
Since their model is a multivariate version, the prior they selected on the variance-covariance
to be Wishart. Since the Wishart distribution is the matrix form of the gamma, we elected
to use the marginal version of their prior. The selected prior was a gamma distribution with
shape equal to one and rate equal to 0.05. However, since we pecified the prior to have shape
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a/2 and rate b/2, we need to double those values. Thus the independent priors are:
β ∼ N2

0
0
 ,
10 0
0 10

 γ ∼ N (−2, 10)
τ ∼ gamma
(
2
2
,
0.1
2
)
4.4.3 Results
In addition to including our results using the normal approximation method and JAGS, we
also included the results using our sufficient reduction method. We discuss the sufficient
reduction method in more detail in the next section. The sufficient reduction method is
similar to the sufficient reduction methods in the two previous chapters; it is a refinement
of the normal approximation to sufficient reduction components with an increasing number
of random effects.
We present two figures for the analysis of the cow abortion data, Figures 4.3 and 4.4. The
first, Figure 4.3, shows the history of the three Markov Chains for each method of analysis.
The chains are 100,000 iterations long with the first 10,000 being discarded as burn-in. The
figure is thinned by 50 for graphical purposes. Four of the plots are based on stochastic
variables common to each method, β1, β2, γ and σ, where σ = 1/
√
τ . Additionally, we
provide the history plots for two randomly selected uis. The sufficient reduction method
does not sample u | else consequently it cannot provide a history plot for random effects.
The second figure, Figure 4.4, provides posterior densities for quantities of interest. We
present these quantities due to their interpretability and possible interest for scientific re-
searchers. The quantity logit−1(γ) is the probability of a typical cow aborting. The phrase
typical in this case means that the cow’s days open and gravidity are average, 95.6 days
and 3.2 pregnancies, respectively. The quantity, logit−1(γ + 1.65σ), is the 95th percentile for
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Figure 4.3: History Plot for Parameters in the Cow Abortion Example
the probability of abortion for the typical cow, meaning that 95% of typical cows have a
probability of abortion less than this probability. The final two quantities, are odds ratios;
exp(β1) corresponds to the days open while exp(β2) corresponds to gravidity. Since we stan-
dardized the covariates then the interpretation of the odds ratios is based on a one standard
deviation increase in the covariate. For example, exp(β1), represents the change in the odds
of spontaneous abortion between two cows with identical gravidity values, but one cow has a
days open value that is 48.4 days longer than the other. Similarly, exp(β2), is the change in
odds of spontaneous abortion between two cows with identical days open, but one standard
deviation more in gravidity value, approximately 1.5 more previous pregnancies.
The history plot, Figure 4.3, shows excellent convergence properties for all variables. Each
of the three chains per method overlay each other. In addition, the chains for each method
are roughly centered at similar values and are fluctuating within similar ranges.
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Figure 4.4: Posterior Densities of Quantities of Interest in the Cow Abortion Example
Figure 4.4 shows excellent results as well. Each of the methods produced posterior densities
which have have coalesced to the same result. In previous chapters coalescence was only
achieved when the sample sizes were large (ie large λ values in the simulations) or when we
cherry picked the data. The fact that we have achieved coalescence without resorting to a
simulation is incredible, but is no doubt due to the fact that each ni is large. The smallest
herd has 116 cows. We provide a numerical summary of the results from Figure 4.4 in Table
4.1. The table validates our claim that each method is nearly identical.
4.4.4 JAGS and our model
There is an interesting phenomenon that occurs when running this model in JAGS and
presumably in other Bayesian solvers like BUGS and STAN. These programs utilize Gibbs
sampling in order to create a Markov chain. Recall that in our model, that we did not recog-
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Paramter Method 2.5%tile median 97.5%tile mean sd
logit−1(γ)
Normal Appx 0.12 0.14 0.16 0.14 0.01
Suf. Reduc. 0.12 0.14 0.16 0.14 0.01
JAGS 0.12 0.14 0.16 0.14 0.01
logit−1(γ + 1.65σ)
Normal Appx 0.17 0.20 0.27 0.20 0.03
Suf. Reduc. 0.17 0.20 0.28 0.21 0.03
JAGS 0.17 0.20 0.27 0.20 0.03
exp(β1)
Normal Appx 0.99 1.04 1.09 1.04 0.03
Suf. Reduc. 0.99 1.04 1.09 1.04 0.03
JAGS 0.99 1.04 1.09 1.04 0.03
exp(β2)
Normal Appx 0.98 1.03 1.08 1.03 0.03
Suf. Reduc. 0.98 1.03 1.08 1.03 0.03
JAGS 0.98 1.03 1.08 1.03 0.03
Table 4.1: Posterior Estimates and Quantities using Cow Abortion Data
nize the joint conditional distribution for (β, u). Subsequently, the conditional distribution
for β is also not recognizable. Despite this, these programs sample from an unrecognizable
distribution through the use of sophisticated samplers. Sophisticated samplers like this of-
ten feature tuning parameters. An example of a tuning parameter might be the parameters
within a proposal distribution or the step size in a slice sampler.
In these programs the tuning parameter needs to be calibrated by running the Markov
chain for some time before MCMC sampling begins. However, when we analyzed the data
initially, we did not allow the tuning parameter to be calibrated. In Chapters 2 and 3, when
we analyzed the data, the time to calibrate the tuning parameter was not necessary, but the
complexity of the model in Chapter 4 requires it.
One potential advantage of our methods is that there is no need to calibrate a tuning pa-
rameter. Our methods are able to sample directly without tuning, though we recommend
a burn-in period in case of a poor starting value. This means that our method saves some
iterations when compared to programs like JAGS which could result in shorter Markov
chains.
We hypothesize that more complicated models require longer calibration period (i.e. more
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iterations) and that if we could test our methods on more complicated models that the
savings might be significant. Of course, at this time, testing this hypothesis is relegated to
future work.
4.5 Sufficient Reduction
In Section 4.3 we derived the conditional distributions necessary for the Gibbs sampler. It
was relatively straightforward to obtain conditional distributions for τ and γ, Equations
4.3 and 4.4, respectively. We invoked an asymptotic argument to find a joint conditional
distribution for β and u, Equation 4.8. The asymptotic argument is based on the assumption
that
∑k
i=1 ni →∞, but we altered this assumption to state that each ni →∞.
If however, we assume that in addition to each ni → ∞ that k also is increasing then the
dimension of the normal conditional distribution for u is divergent in the sense that the
dimension of u of course increases with k. This would make sampling from the distribution
more computational expensive as k increases. The sufficient reduction method avoids this
expense by replacing the conditional distribution of u with that of the sufficient reduction.
We obtain the components of the sufficient reduction by examining the conditional distribu-
tions of β, τ and γ and identifying functions of u. For example, in the conditional distribution
of τ the shape parameter features (u−Sγ)′(u−Sγ) and in the conditional distribution of γ the
mean parameter features Su. Recall that we defined γˆ = (S ′S)−1S ′u which can allow us to
simplify the functions of u we described. Thus γˆ is selected to be one component of the suffi-
cient reduction. Similarly, since (u−Sγ)′(u−Sγ) = u′(Ik−S(S ′S)−1)u+ (γˆ−γ)′S ′S(γˆ−γ)
then the first component is our choice for the second component of the sufficient reduc-
tion. Finally, the mean parameter in the conditional distribution of β is (X ′Dp˜i(1−p˜i)X +
C−1)−1(X ′Dp˜i(1−p˜i)Z)u, which we set equal to the third component. The components of our
169
sufficient reduction are:
T1(u) = (S
′S)−1S′u
T2(u) = u
′(Ik − S(S′S)−1S′)u
T3(u) = (X
′Dp˜i(1−p˜i)X + C−1)−1(X ′Dp˜i(1−p˜i)Z)u
The corresponding versions of the conditional distributions are:
τ | else ∼ Gamma
(
a+ k
2
,
b+ T2(u) + (T1(u)− γ)′S′S(T1(u)− γ)
2
)
γ | else ∼ Nq
(
(τS′S + C−10 (τS
′ST1(u) + C−10 B0), (τS
′S + C−10 )
−1)
β | else ∼ Np
(
(X ′Dp˜i(1−p˜i)X + C−1)−1(X ′Dp˜i(1−p˜i)(Xβ˜ + Zu˜) + C−1B)− T3(u),
(X ′Dp˜i(1−p˜i)X + C−1)−1
)
(4.11)
The conditional distributions above in conjunction with the conditional distribution of
(T1, T2, T3) | else form the Gibbs sampler for our sufficient reduction method. Note that the
components of the sufficient reduction are dependent (this was shown in previous chapters).
Thus three components must be sampled together. Since T1 and T3 are aﬄine transfor-
mations of a multivariate normal distribution, T1 and T3 will also be normally distributed.
The distribution of T2, is not recognizeable, but since it is the sum of quadratic terms
a1u
2
1 + . . .+ aku
2
k then because k →∞ we can invoke a multivariate normal approximation.
Hence, we need to identify the means, variances and covariances for the three components in
order create a joint multivariate normal conditional distribution for the sufficient reduction
components. Let
µu = (Z
′Dp˜i(1−p˜i)Z + τIk)−1
(
Z ′Dp˜i(1−p˜i)(Zu˜+X(β˜ − β)) + τSγ
)
.
Then using known properties about aﬄine transformations of multivariate normals and the
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results from Appendix A.1 we derive the following:
E(T1 | else) = (S′S)−1S′µu
E(T2 | else) = tr((Ik − S′(S′S)−1S′)(Z ′Dp˜i(1−p˜i)Z + τIk)−1) + µ′u(Ik − S(S′S)−1S′)µu
E(T3 | else) = (X ′Dp˜i(1−p˜i)X + C−1)−1(X ′Dp˜i(1−p˜i)Z)µu
var(T1 | else) = (S′S)−1S′(Z ′Dp˜i(1−p˜i)Z + τIk)−1S(S′S)−1
var(T2 | else) = 2 tr
(
(Ik − S′(S′S)−1S′)(Z ′Dp˜i(1−p˜i)Z + τIk)−1(Ik − S′(S′S)−1S′)
×(Z ′Dp˜i(1−p˜i)Z + τIk)−1
)
+ 4µ′u(Ik − S′(S′S)−1S′)(Z ′Dp˜i(1−p˜i)Z + τIk)−1
× (Ik − S′(S′S)−1S′)µu
var(T3 | else) = (X ′Dp˜i(1−p˜i)X + C−1)−1(X ′Dp˜i(1−p˜i)Z)(Z ′Dp˜i(1−p˜i)Z + τIk)−1(X ′Dp˜i(1−p˜i)Z)
× (X ′Dp˜i(1−p˜i)X + C−1)−1
cov(T1, T2 | else) = 2(S′S)−1S′(Z ′Dp˜i(1−p˜i)Z + τIk)−1(Ik − S(S′S)−1S′)µu
cov(T3, T2 | else) = 2(X ′Dp˜i(1−p˜i)X + C−1)−1(XDp˜i(1−p˜i)Z)(Z ′Dp˜i(1−p˜i)Z + τIk)−1
× (Ik − S(S′S)−1S′)µu
cov(T1, T3 | else) = (S′S)−1S′(Z ′Dp˜i(1−p˜i)Z + τIk)−1(Z ′Dp˜i(1−p˜i)X)(X ′Dp˜i(1−p˜i)X + C−1)−1
Together these pieces form the mean vector and variance-covariance matrix for the condi-
tional distribution of the sufficient reduction. Assuming large samples, that is, all ni → ∞
and k →∞ means that the conditional distribution of (T1, T2, T3) is
Np+q+1


E(T1 | else)
E(T2 | else)
E(T3 | else)
 ,

var(T1 | else) cov(T1, T2 | else) cov(T1, T3 | else)
cov(T1, T2 | else)′ var(T2 | else) cov(T3, T2 | else)′
cov(T1, T3 | else)′ cov(T3, T2 | else) var(T3 | else)

 (4.12)
Thus the conditional distributions of τ, γ and β, given in Equation 4.11, and the conditional
distribution of (T1, T2, T3), Equation 4.12, form the Gibbs sampler for the sufficient reduction
technique.
When we analyzed the cow data in previous section we included the sufficient reduction
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method. In previous chapters, the sufficient reduction method tended to mirror the results
of the normal approximation, but here since the sample size was very large the normal
approximation and the sufficient reduction methods mimicked JAGS (after we accounted for
calibrating the adjustment parameters). This result is a little surprising since the sufficient
reduction method is ostensibly based upon k, the number of herds, increasing. In the actual
data, the number of herds was only nine. The size of each herd however was very large; the
smallest herd was 116 cows with the median herd size of 1490 cows. No doubt there is some
interplay between the k and the ni values, but we have not yet explored their relationship.
4.6 Conclusion
The purpose of Chapter 4 is to further demonstrate how our methods are capable of handling
an expanded class of models. In Chapter 2, we demonstrated our methods on a model with
Bernoulli responses, but without explanatory information at the Bernoulli trial level. The
lack of explanatory information at the observational unit level allowed us to aggregate the
response and treat the response as binomial. In Chapter 3, we continued with a similar
response but demonstrated how to handle additional clustering levels.
What separates Chapter 4 from two previous chapters is that here, we were able to incor-
porate information at the observational unit level. However, this information prevented us
from treating the response variable as an aggregated member of the exponential family. Our
normal approximation handled the consequences of assumption by approximating the Gibbs
conditional for the covariates at the observational level, β, and the “observed” random effects
(the ui) jointly. This is a contrast to the previous chapters when the normal approximation
only approximated the conditional distribution for the “observed” random effects.
The joint conditional distribution within our Gibbs sampler required several deviations from
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the normal approximation procedure: first, we needed a numerical solver; we used Newton’s
method. There are consequences we did not fully explore such as the stochastic bounding of
our estimates, but we are confident that with more time we could resolve this issue.
Second, the joint conditional distribution must be broken into components. The coefficients
associated with the fixed effects at the observational level require their own conditional
distribution in order to refine the normal approximation method in a way that facilitates the
sufficient reduction method. Lastly, large sample assumptions are based the total number
of observations increasing, but we did not provide insight at this time about the interplay
between the nis and k.
The effect of expanding the model to incorporate information about each observational
unit did not pose great difficulty for the sufficient reduction method. The joint conditional
distribution leads to an additional component in the sufficient reduction. Fortunately, this
component is simply another affine transformation.
We tested this method on a set of data we were interested to work with. The cow abortion
data is ideal due to its large size, but is unwieldy in that it is known to be very sensitive to
the choice of prior. To tackle the issue of the prior we relied on the work of Hanson et al and
used informative priors that produced excellent Markov chains. By utilizing their priors we
were able to achieve excellent results. Both our normal approximation method and sufficient
reduction method were able to achieve nearly identical posterior estimates.
However, there was an issue when it came to analyzing the data in JAGS; which was the
necessity to calibrate the adaptive parameters. Since JAGS is a black box, the more advanced
sampling techniques require adaptation (think step size adjustments in slice sampling or the
changing the parameters with a proposal distribution in Metropolis-Hastings sampling). The
need to calibrate the adaptive parameters results in iterations of the Markov chain being
discarded where as our methods do not waste iterations.
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There are many fragments of future work that we highlighted in this chapter. Perhaps the
most pressing issue is to revisit the normal approximation method and carefully justify it.
There are additional topics to consider. For example, we plan to consider more simulations
involving the effect of the relationship between the ni and k on the quality of our approxima-
tions. We also look forward to developing the approximation in the context of more general
GLMMs.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this thesis, we developed approximate statistical methods for some specific cases of the
GLMM, in particular those that involve Bernoulli and binomial models for data with a logit
link since the effect of covariates on success probabilities was considered in each instance.
Chapters 2 through 4 covered three specific types of situations with Chapter 4 being the
most general.
In Chapter 2, we first demonstrated our approximation with the simplest situation where
there were a fixed number of binomial outcomes, which in our illustration corresponded
to cancer remission success counts for physicians. The individual Bernoullis that led to
the binomial for a particular physician corresponded to that physician’s patients, and these
would be correlated due to the fact that these patients were all being treated in a similar
way by the same physician. Thus this model was a simple continuous mixture of binomials,
and the actual distribution of the observations after integrating out the random effect for
each physician is not recognizable. However, this model has a larger variance than for the
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standard binomial due to the mixing, and sometimes this is called “extra binomial variation.”
Chapter 3 extended this model to one with an extra level. In the illustration given, the top
level corresponded to hospitals. At the next level, physicians were nested within hospitals.
The binomial counts for physicians were the same as those considered in Chapter 2. At the
top level, we modeled a random effect for hospitals, which led to a model that correlated
outcomes for physicians who worked in the same hospital. This is due to hospitals generally
having their own procedures and standards. One would expect some hospitals might overall
give better or worse treatment than others, leading to a better than typical hospital having
a positive random effect (or a value of ui that is above the hospital regression Siγ for that
hospital) and a worse than typical hospital having a negative random effect (a value of ui
that is below Siγ).
Chapter 4 considers the more general GLMM discussed in Chapter 3, where now there is
an additional level since covariates were allowed for the individual patients who were being
treated for cancer. We did not analyze the hospital, doctor, patient (HDP) data though, we
analyzed Thurmond’s cow abortion data, where the top level was herds, and the next level
was cows within herds only now there are cow level covariates. We expected cows within
herds to be correlated, so the herd level random effect took care of that. There were no herd
level covariates, but the developed model could handle that using the techniques developed
in Chapter 3.
In each chapter, we applied a Taylor approximation to part of the augmented data likelihood
function. In each chapter the approximation led to a Gibbs sampler where all full conditional
distributions were recognizable. We called this method “Normal Approximation (NA)”.
We further refined the NA approximation with reductions, which we termed as “sufficient
reductions (SR).” We formed the sufficient reductions by creating functions of the variables
that were impacted by the asymptotic assumptions necessary for the original approximation.
The sufficient reductions lacked independence and were approximated by large sample theory
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distributions.
The purpose of both approximations was to demonstrate that these methods are cheaper
in terms of MCMC sampling time than it would be to sample the exact full conditional
distributions. We found this to be the case. However, in all instances, JAGS was much
faster than our methods since JAGS is programmed in C, which is a lower level language
and is much more efficient than ours, which were programmed in R. Nonetheless, we expect
that if our code was translated to C, that we would be competitive or faster than JAGS.
In each chapter, we found that our approximations worked very well under the appropriate
circumstances for the approximations to be valid. For the NA method to work well, we
required the binomial sample sizes to be sufficiently large, and for the SR method to work,
we needed k or N to be sufficiently large so that the SR components would themselves by
approximately normal.
5.2 Future Work
The nature of scholarship leads to future questions and there are several issues that remained
outside the scope of this thesis.
First, we would like to extend the approximation method to a three or more level hierarchy.
For example, there is a more complex version of Thurmond’s cow abortion data where there
are repeated measures (pregnancies) for each cow over years in addition to the herd level
data. In such a situation we could have two clustering variables; one for each cow and one
for herd in addition to pregnancy specific covariates.
Second, in Chapter 3 and in some scenarios in Chapter 2, we ran into an issue in the
simulation studies when the k, number of clusters was excessively large. In Chapter 3, this
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issue was acute since some of the matrix dimensions were k×r by k×r. When calculating
a mean, variance, or other parameter within a distribution we need to manipulate such
matrices. Matrix manipulation (ie inversion, multiplication, etc) is very difficult for large
matrices in R which was the language we used for programming our methods. The obvious
solution to this problem is to program in a different, lower level, language.
The issue of programming language dovetails nicely into our next point: the choice of the
programming language. We chose to program in R due to is ease of use and portability.
However, the commonly used Bayesian solvers such as JAGS, BUGS, etc are programmed
in lower level languages in order to execute faster. In the future, we would like to program
our methods in such languages so that our methods can compete with these programs.
Related to our second future goal is our third goal: consider large values of k, say on the
order of 10000. Our hope is that the sufficient reduction method will have a major impact
on computation time. More than likely, this would require us to write code in a lower level
language.
Fourth, we would like to extend our methods so that they can handle the general case of
generalized linear mixed models much like JAGS, BUGS, and the other widely used Bayesian
solvers. There are natural and comparable extensions of our results to other regression sce-
narios, namely Poisson, mixed model. Moreover, we expect that the Poisson approximation,
rather than a normal approximation, would apply the the main situation where our normal
approximation failed, namely, when binomial probabilities are near zero or close to one.
Finally, an additional future goal is to use our methods for the development of a multivariate
normal proposal distribution for use in Metropolis-Hasting sampling of the full conditional
for u (Chapters 2 and 3) or (β, u) (Chapter 4) in place of the actual normal approximation.
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5.2.1 Asymptotics, Justification of Sufficient Reductions
Throughout the thesis took care to show the asymptotic justification of the normal approx-
imation, but have not been as careful with the sufficient reductions. Instead, we relied on
various asymptotic theorems that have been established in settings that are similar to those
we considered in this thesis. Here, we propose an approach to showing that the sufficient
reduction components have a joint large sample normal distribution. In its most basic form,
the sufficient reduction components consist of one or more affine transformations and one or
more quadratic transformations of a multivariate normal distribution.
We suspect the justification can be achieved through the convergence of the moment gener-
ating functions. To that end, assume X ∼ Nk(µ,Σ) and let A be a real p×k matrix and B
a real, k×k projection matrix. Consider the affine transformation, AX, and the quadratic
form X ′BX. The joint MGF for (AX,X ′BX) is:
ϕ(t, s) ≡ E [exp(t′AX + sX ′BX)]
=
|Σ|−1/2
(2pi)k/2
∫
exp
(−X ′Σ−1X + 2sX ′BX + 2t′AX + 2µ′Σ−1X − µ′Σ−1
2
)
dX
=
exp(−0.5µ′Σ−1µ)
|Σ|1/2(2pi)k/2
∫
exp
(
−X
′(Σ−1 − 2sB)X
2
+ (µ′Σ−1 + t′A)X
)
dX.
Note that Σ−1−2sB is a symmetric matrix. Assume that s < 0.5BΣ (that is, 0.5BΣ−Iks is
positive definite) so that Σ−1 − 2sB > 0. Let C be the non-singular symmetric square root
of the matrix Σ−1 − 2sB. Let W = CX, which implies dX = |C−1| dW . Then the MGF is
equal to
ϕ(t, s) =
exp(−0.5µ′Σ−1µ)
|Σ|1/2(2pi)k/2
∫
exp
(
−W
′W
2
+ (µ′Σ−1 + t′A)C−1W
)
|C−1| dW
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Now, let D = (µ′Σ−1 + t′A)C−1, so that,
ϕ(t, s) =
exp(−0.5µ′Σ−1µ)
|Σ|1/2(2pi)k/2|C|
∫
exp
(
−W
′W
2
+
2DW
2
+
D′D −D′D
2
)
dW
=
exp(−0.5µ′Σ−1µ)
|Σ|1/2(2pi)k/2|C| exp(D
′D/2)
∫
exp
(
−(W −D)
′(W −D)
2
)
dW
=
exp
(
−µ′Σ−1µ−D′D
2
)
|Σ|1/2|C|
We hypothesize that if we had properly standardized the analogous X from Chapter 2
and then assumed that k → ∞ then the MGF above would converge to the MGF for a
multivariate normal distribution. We also hypothesize that the same technique can be used
to handle the sufficient reduction components in Chapters 3 and 4.
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Appendix A
Appendix
A.1 Multivariate Derivatives & Higher-Order Moments
of the Multivariate Normal Distribution
In this section we review the some of the results from Rogers [13] and Tracy and Sultan
[15] in order to establish the mathematical groundwork necessary to find the find the fourth
moment of a multivariate normal distribution. One way to establish the fourth moment is
via the characteristic function. The fourth derivative of the characteristic function evaluated
at t = 0 times (−i)4 will yield the fourth moment. Thus our first steps involve the derivative
of a (real) multivariate function and a (real) vector-valued function. A (real) multivariate
function is a function whose domain is more than one real number and whose codomain is
a real number, while a (real) vector-valued function is a function whose domain is a real
number and codomain is a real vector. Suppose that f is a (real) multivariate function that
maps Rp to R, then for any x ∈ Rp we define the derivative of f with respect to x by the
following:
df
dx
=
(
∂f
∂x1
,
∂f
∂x2
, . . . ,
∂f
∂xp
)′
.
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Suppose that g is a (real) vector-valued function that maps R→ Rp then for any x ∈ R we
define the derivative of g with respect to x by the following:
dg
dx
=
(
∂g1(x)
∂x
,
∂g2(x)
∂x
, . . . ,
∂gp(x)
∂x
)′
The purpose of formalizing this notation is to realize that the characteristic function of the
multivariate normal distribution is a multivariate function while the derivative of the same
characteristic function is a vector-valued function. The second derivative of the character-
istic function, which is the first derivative of a vector-valued function, is often treated as a
matrix, commonly referred to as the Hessian matrix. However, when we get to higher-order
derivatives of the characteristic function there is not a standard set of mathematical ma-
chinery to handle this situation. To avoid causing deleterious harm with the higher order
derivatives we will always “vectorize” our output. Thus, if we have the tools in place to take
the derivative of a multivariate vector-valued function then we will have all the tools we need
in order to calculate the higher order moments of the multivariate normal distribution.
A.1.1 Definitions
Let X be a m× n matrix, we will vectorize the matrix X as follows:
vec(X) =
m∑
i=1
n∑
j=1
xij(e
i
m⊗ ejn)
where eim is a length m column vector where all entries are zero except the i
th entry, which
is 1.
Let Im,n be the mn ×mn commutation matrix. The commutation matrix is the matrix A
such that A vec(X) = vec(X ′). It is defined as follows:
Im,n =
m∑
i=1
n∑
j=1
(
(eim)(e
j
n)
′)⊗ ((ejn)(eim)′) .
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Suppose that X is m × 1 variable vector and Y and Z are multivariable vector-valued
functions of X, that is, Y = (y1(X), y2(X), . . . , yp(X))
′ and Z = (z1(X), z2(X), . . . , zs(X))′.
From Rogers (1980) the partial derivative of Z with respect to X first as an s×m matrix,
that we will vectorize. The matrix form of ∂Z
∂X
is given by

∂z1
∂x1
∂z2
∂x1
· · · ∂zs∂x1
∂z1
∂x2
∂z2
∂x2
· · · ∂zs∂x2
...
...
. . .
...
∂z1
∂xm
∂z2
∂xm
· · · ∂zs∂xm

and after vectorizing, the resulting vector is the following sm× 1 vector:
∂Z
∂X
=
(
∂z1
∂x1
,
∂z1
∂x2
, . . . ,
∂z1
∂xm
,
∂z2
∂x1
,
∂z2
∂x2
, . . . ,
∂z2
∂xm
, . . . . . . ,
∂zs
∂x1
,
∂zs
∂x2
, . . . ,
∂zs
∂xm
)′
Now, suppose that A is a conformable matrix with Z, but is constant with respect to X.
The derivative of AZ with respect to X is given by:
∂(AZ)
∂X
= (A⊗ Im) ∂Z
∂X
The final result we seek is the partial derivative of Y ⊗ Z with respect X.
∂(Y ⊗ Z)
∂X
=
(
Y ⊗ ∂Z
∂X
)
+ (Is,p ⊗ Im)
(
Z ⊗ ∂Y
∂X
)
(A.1)
A.1.2 The partial derivatives of the characteristic function of a
multivariate normal distribution
Suppose that X ∼ Np(µ,Σ) where µ is a p× 1 (real) vector and Σ is a p×p (real) positive-
definite matrix. The characteristic function of X is given by
φX(t) = exp
(
iµ′t− 1
2
t′Σt
)
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where t ∈ Rp. The characteristic function is a multivariate function and so the first order
derivative of φX(t) is given by,
∂φX
∂t
=
(
∂φX
∂t1
,
∂φX
∂t2
, . . . ,
∂φX
∂tp
)′
= (iµ− Σt)φX(t) = φX(t)⊗ (iµ− Σt) .
Our goal is to utilize Equation A.1 to find the second derivative of φX(t), but prior to that
we will need to derive the derivative of (iµ−Σt) with respect to t. The quantity (iµ−Σt) is
a p× 1 vector and t is a p× 1 vector as well then the derivative will, after vectorization, be
p2×1 vector. Since ∂
∂t
(iµ−Σt) in matrix form is −Σ, then for our purposes, ∂
∂t
(iµ−Σt) will
equal − vec(Σ). Hence this result and Equation A.1 we can solve for the second derivative
of the characteristic function:
∂2φX
∂t2
=
(
φX(t)⊗ ∂
∂t
(iµ− Σt)
)
+ (Ip,1 ⊗ Ip)
(
(iµ− Σt)⊗ ∂φX
∂t
)
= − (φX(t)⊗ vec(Σ)) + ((iµ− Σt)⊗ (iµ− Σt)φX(t))
= [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]φX(t)
Note that Ip,1 will produce a the p×p identity matrix and so Ip,1⊗Ip = Ip2 , but since (iµ−
Σt)⊗(iµ−Σt) will produce a p2×1 vector and so the p2×p2 identity matrix is omitted for our
calculation. We now seek the third derivative of the characteristic function. To simplify the
process we break up the process by first finding the derivative of (iµ−Σt)⊗ ((iµ−Σt)φX(t))
with respect to t by using Equation A.1 and recognizing that the derivative of (iµ−Σt)φX(t)
is the second derivative of the characteristic function.
∂
∂t
[(iµ− Σt)⊗ ((iµ− Σt)φX(t))] = (iµ− Σt)⊗ [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]φX(t)+
− (Ip,p ⊗ Ip) [(iµ− Σt)⊗ vec(Σ)]φX(t).
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Similarly, we can use equation A.1 to get the derivative of − vec(Σ)φX(t) by treating φX(t)
as a 1× 1 vector:
∂
∂t
[− vec(Σ)⊗ φX(t)] = − vec(Σ)⊗ (iµ− Σt)φX(t) + (I1,p2 ⊗ Ip) (φX(t)⊗ 0)
= − vec(Σ)⊗ (iµ− Σt)φX(t)
Now, we have the two pieces that sum up to the third derivative of the characteristic function
with respect to t.
∂3φX
∂t3
= − vec(Σ)⊗ (iµ− Σt)φX(t) + (iµ− Σt)⊗ [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]φX(t)+
− (Ip,p ⊗ Ip) [(iµ− Σt)⊗ vec(Σ)]φX(t)
To make the result easier to work with going forward, we should tidy up the result by
recognizing that the commutation matrix can allow us to reorder the Kronecker product of
two vectors. If B and C are vectors of length p and q respectively then Iq,p(C⊗B) = B⊗C,
hence, (iµ− Σt)⊗ vec(Σ) = Ip,p2(vec(Σ)⊗ (iµ− Σt)). Thus,
∂3φX
∂t3
= − [Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2] vec(Σ)⊗ (iµ− Σt)φX(t)+
+ (iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)φX(t)
We now have to find the fourth derivative of the characteristic function, φX(t). To simplify
this process we begin by first finding the derivative of [Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2 ] vec(Σ)⊗
(iµ− Σt)φX(t) by using the previously established results:
∂
∂t
{[
Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2
]
vec(Σ)⊗ (iµ− Σt)φX(t)
}
=
=
[(
Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2
)⊗ Ip] ∂
∂t
{vec(Σ)⊗ (iµ− Σt)φX(t)}
=
[(
Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2
)⊗ Ip] {vec(Σ)⊗ [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]}φX(t)
Next we need to find the derivative of (iµ − Σt) ⊗ (iµ − Σt) ⊗ (iµ − Σt)φX(t) with respect
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to t. To do this simply apply equation A.1 multiple times:
∂
∂t
[(iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)φX(t)] =
= (iµ− Σt)⊗ (iµ− Σt)⊗ [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]φX(t)+
+ (Ip,p2 ⊗ Ip)
[
(iµ− Σt)⊗ ∂
∂t
{(iµ− Σt)⊗ (iµ− Σt)}
]
φX(t)
= (iµ− Σt)⊗ (iµ− Σt)⊗ [− vec(Σ) + (iµ− Σt)⊗ (iµ− Σt)]φX(t)+
− (Ip,p2 ⊗ Ip) [(iµ− Σt)⊗ {(iµ− Σt)⊗ vec(Σ) + (Ip,p ⊗ Ip)((iµ− Σt)⊗ vec(Σ)}]φX(t)
= − [Ip4 + (Ip,p2 ⊗ Ip)] (iµ− Σt)⊗ (iµ− Σt)⊗ vec(Σ)φX(t)+
− (Ip,p2 ⊗ Ip)(iµ− Σt)⊗ [(Ip,p ⊗ Ip)(iµ− Σt)⊗ vec(Σ)]φX(t)+
+ (iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)φX(t)
Assembling the two pieces together will yield the fourth derivative of the characteristic
function, but a simplification can be achieved by realizing that Ip2,p2((iµ−Σt)⊗ (iµ−Σt)⊗
vec(Σ)) = vec(Σ)⊗ (iµ− Σt)⊗ (iµ− Σt):
∂4φX
∂t4
=
[(
Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2
)⊗ Ip] vec(Σ)⊗ vec(Σ)φX(t)+
− {[(Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2)⊗ Ip] Ip2,p2 + Ip4 + (Ip,p2 ⊗ Ip)}×
× (iµ− Σt)⊗ (iµ− Σt)⊗ vec(Σ)φX(t)+
− (Ip,p2 ⊗ Ip) [(iµ− Σt)⊗ [(Ip,p ⊗ Ip) ((iµ− Σt)⊗ vec(Σ))]]φX(t)+
+ (iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)⊗ (iµ− Σt)φX(t)
Recall, that the acquiring the moments of the multivariate distribution from the character-
istic function requires raising −i to a power equal to the level of differentiation and applying
t = 0 to the derivative. Luckily, this is easy, as φX(0) = 1 and (−i)2 = −1, (−i)3 = i,
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(−i)4 = 1. Hence,
E(X) = (−i)(iµ− 0) = µ
E(X2) = (−i)2 [− vec(Σ) + i2µ⊗ µ] = vec(Σ) + µ⊗ µ
E(X3) = (−i)3 [Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2 ] vec(Σ)⊗ (iµ) + (−i)3i3µ⊗ µ⊗ µ
= [Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2 ] Ip2,pµ⊗ vec(Σ) + µ⊗ µ⊗ µ (A.2)
E(X4) = [(Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2)⊗ Ip] vec(Σ)⊗ vec(Σ)+
+ {[(Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2)⊗ Ip] Ip2,p2 + Ip4 + (Ip,p2 ⊗ Ip)}
× µ⊗ µ⊗ vec(Σ)+
+ (Ip,p2 ⊗ Ip) [µ⊗ ((Ip,p ⊗ Ip)µ⊗ vec(Σ))] +
+ µ⊗ µ⊗ µ⊗ µ (A.3)
The above formulae appear relatively difficult to work with, but one can convince oneself that
the formulae are actually easy to work with. Note that each of the quantities is in a vector
format; E(X) is length p while E(X4) is p4×1. The combination of commutation and identity
matrices, via matrix multiplication and Kronecker products, actually makes it very intuitive
to understand what is going on. The combination of commutation matrices and identity
matrices via matrix multiplication and Kronecker products will produce only elementary
matrices. An elementary matrix is by definition a mutated identity matrix, changed by a
elementary row operation. Each elementary matrix will have exactly one non-zero entry
equal to one in each row and each column. Since we have a sum of elementary matrices then
that sum will set the maximum number of terms that can be summed from that vector. For
example, in equation A.3, the term, [(Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2)⊗ Ip] is the sum of three
p2×p2 elementary matrices and so there will be three terms from the vector vec(Σ)⊗vec(Σ)
will be included. This means a combinatoric exercise is all that is necessary to understand
what each element of of the moment will be. Since X ∼ Np(µ,Σ) and if we let ith element
of that of X be Xi, and similarly let µi be the i
th element of µ and σij be the ij
th element
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of the matrix Σ, then to decipher the elementary matrices we need to (1) find the number
of terms and (2) assume that i, j, k,m ∈ {1, 2, . . . , p} find the corresponding ways to express
the number of terms. For example, we know the term [(Ip3 + Ip,p2 + (Ip,p ⊗ Ip)Ip,p2)⊗ Ip] will
produce three elements of vec(Σ)⊗ vec(Σ) and each element from that vector is of the form
σijσkm so we need to identify the three different unique ways we can reorder the i, j, k,m
subscripts. Hence the three terms in the example we quoted are σijσkm, σikσjm and σimσjk
(it is easy if one just assumes a strict alphabetically ordering). Ultimately, the resulting
values are:
E(Xi) = µi
E(XiXj) = σij + µiµj (A.4)
E(XiXjXk) = µiσjk + µjσik + µkσij + µiµjµk (A.5)
E(XiXjXkXm) = (σijσkm + σikσjm + σimσjk) + (µiµjσkm + µiµkσjm+
+µiµmσjk + µjµkσim + µjµmσik + µkµmσij) + µiµjµkµm (A.6)
where i, j, k,m ∈ {1, 2, . . . , p}.
A.1.3 The covariance and variance of quadratic terms from the
multivariate normal distribution
With the knowledge of the previous sections, we can now determine the variance and covari-
ance of specific quadratic forms involving the multivariate normal distribution. In this section
we repeat the exercise, but change our assumptions slightly. Suppose that X ∼ Np(µ,Σ)
where p ∈ N, µ is a p × 1 column vector of real numbers and Σ is a p×p symmetric, pos-
itive definite matrix of real numbers. Assume that A and B are a real p×p symmetric
matrices and that C is a real q×p constant matrix. Our goal is to find four quantities:
E(X ′AX), var(X ′AX), cov(CX,X ′AX), and cov(X ′AX,X ′BX). Note, we denote the ijth
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entry of A,B,C,Σ as aij, bij, cij, and σij, respectively.
The first quantity we will find is the expected value of X ′AX. To do this we need to
first transform the quantity X ′AX in to its most basic form, then use Equation A.4, and
then, finally, build the result back up to a form in matrix notation. By its definition,
X ′AX =
∑p
i=1
∑p
j=1XiaijXj and then equating in the result from Equation A.4 means
that,
E(X ′AX) = E
 p∑
i=1
p∑
j=1
aijXiXj
 = p∑
i=1
p∑
j=1
aij E(XiXj)
=
p∑
i=1
p∑
j=1
aij (σij + µiµj)
Since Σ is a symmetric matrix then σij is equal to σji. Thus,
∑p
j=1 aijσij =
∑p
j=1 aijσji, but
this is the equivalent of matrix multiplication of AΣ. Then
∑p
i=1
(∑p
j=1 aijσji
)
is the equiv-
alent of the trace of the matrix AΣ. Meanwhile,
∑p
j=1 aijµj is the equivalent of multiplying
Aµ and so
∑p
i=1
∑p
j=1 µiaijµj =
∑p
i=1 µi
(∑p
j=1 aijµj
)
is the equivalent of µ′Aµ. Hence,
E(X ′AX) = tr(AΣ) + µ′Aµ (A.7)
The next quantity we seek to find is the variance of the term X ′AX. Since the variance is the
expected value of the quantity squared minus the expected value squared then in conjuction
with X ′AX =
∑p
i=1
∑p
j=1XiaijXj means that
var(X ′AX) = E
 p∑
i=1
p∑
j=1
XiaijXj
 ·( p∑
k=1
p∑
m=1
XkakmXm
)
− E
 p∑
i=1
p∑
j=1
XiaijXj
 · E( p∑
k=1
p∑
m=1
XkakmXm
)
=
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijakm E(XiXjXkXm)
−
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijakm E(XiXj) E(XkXm)
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Equations A.4 and A.6 allow us to simplify the expected value terms. So that
aijakm E(XiXjXkXm) = aijakm (σijσkm + σikσjm + σimσjk + µiµjσkm + µiµkσjm+
+ µiµmσjk + µjµkσim + µjµmσik + µkµmσij + µiµjµkµm)
aijakm E(XiXj) E(XkXm) = aijakm (σij + µiµj) (σkm + µkµm)
= aijakm (σijσkm + σijµkµm + σkmµiµj + µiµjµkµm)
Thus we can see by subtracting the previous result from the one immediately preceding it,
yields,
var(X ′AX) =
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijakm (σikσjm + σimσjk + µiµkσjm + µiµmσjk + µjµkσim+
+ µjµmσjk)
By the symmetric property of A and Σ we can transform the term aijakmσikσjm into
(aijσjm)(amkσki). With Tonelli’s theorem we are able to change the order of the summation so
that
∑p
i=1
∑p
j=1
∑p
k=1
∑p
m=1 aijakmσikσjm =
∑p
i=1
∑p
m=1(
∑p
j=1 aijσjm)(
∑p
k=1 amkσki). Note
that
∑p
j=1 aijσjm and
∑p
k=1 amkσki are the equivalent of matrix multiplication of AΣ. Since
both of those terms leave the results as the imth term times the mith term of AΣ, then the
summation over m is the same as the matrix multiplication of AΣAΣ. Finally, by summing
over i for the iith entry of AΣAΣ is the same as trace. Note, the procedure is similar to show
that
∑p
i=1
∑p
j=1
∑p
k=1
∑p
m=1 aijakmσimσjk is equal to tr(AΣAΣ).
With the symmetry ofA and Σ, the term aijakmµiµkσjm can be rewritten as (ajiµi)σjm(amkµk).
Then by rearranging the summations over the four indices we get
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijakmµiµkσjm =
p∑
j=1
 p∑
j=1
ajiµi
[ p∑
m=1
σjm
(
p∑
k=1
amkµk
)]
.
The terms
∑p
j=1 ajiµi and
∑p
k=1 amkµk are the equivalent of the j
th and mth entries of the ma-
trix multiplication of Aµ. Next, the term
∑
m=1 σjm(
∑p
k=1 amkµk) results in the j
th term of
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the matrix multiplication of ΣAµ. So then summing over j means that we are effectively cal-
culating the inner product of Aµ and ΣAµ. Hence,
∑p
i=1
∑p
j=1
∑p
k=1
∑p
m=1 aijakmµiµkσjm =
µ′AΣAµ. Similar procedures can be used to show that the quadruple summation over
µiµmσjk, µjµkσim, µjµmσjk result in the same µ
′AΣAµ. Thus,
var(X ′AX) = 2 tr(AΣAΣ) + 4µ′AΣAµ (A.8)
The next term we seek to find is cov(CX,X ′AX). Since the covariance of the two terms is the
expectation of the product minus the product of the expectations then cov(CX,X ′AX) =
E(CX·X ′AX)−E(CX) ·E(X ′AX). The product CX is equivalent to∑pj=1 cijXj and X ′AX
is equivalent to
∑p
k=1
∑p
m=1 XkakmXm. This means that with Equations A.4 and A.5 the
covariance is,
cov(CX,X ′AX) =
p∑
j=1
p∑
k=1
p∑
m=1
cijakm [E(XjXkXm)− E(Xj) E(XkXm)]
=
p∑
j=1
p∑
k=1
p∑
m=1
cijakm [µjσkm + µkσjm + µmσjk + µjµkµm
− µj (σkm + µkµm)]
=
p∑
j=1
p∑
k=1
p∑
m=1
cijakm (µkσjm + µmσjk)
Between Tonelli’s theorem and the symmetry of A and Σ we can rewrite
p∑
j=1
p∑
k=1
p∑
m=1
cijakmµkσjm =
p∑
m=1
 p∑
j=1
cijσjm
( p∑
k=1
amkµk
)
The term,
∑p
j=1 cijσjm results in the im
th term of the matrix multiplication of CΣ, and the
term
∑
k=1 amkµk results in the m
th term of the vector that results from Aµ. Hence the
summation over m results in the ith entry in vector that results from CΣAµ. Thus,
cov(CX,X ′AX) = 2CΣAµ (A.9)
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The final term we seek is the covariance of X ′AX and X ′BX. Since the covariance is the
expectation of the product minus the product of the expectations then by applying Equations
A.6 and A.4 the result is
cov(X ′AX,X ′BX) = E(X ′AX·X ′BX)− E(X ′AX) E(X ′BX)
=
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkm E(XiXjXkXm)
−
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkm E(XiXj) E(XkXm)
=
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkm [σijσkm + σikσjm + σimσjk + µiµjσkm
+µiµkσjm + µiµmσjk + µjµkσim + µjµmσik + µkµmσij+
+µiµjµkµm − (σij + µiµj)(σkm + µkµm)]
=
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkm (σikσjm + σimσjk + µiµkσjm + µiµmσjk
+µjµkσim + µjµmσik) .
Since A,B and Σ are symmetric then the term aijbkmσikσjm is equal to (ajiσik)(bkmσmj). By
Tonelli’s theorem the summation over the four indices can be rearranged and thus,
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkmσikσjm =
p∑
j=1
(
p∑
k=1
(
p∑
i=1
ajiσik
)(
p∑
m=1
bkmσmj
))
.
The terms
∑p
i=1 ajiσik and
∑
m=1 bkmσmj are equivalent to the jk
th term and the kjth term
of AΣ and BΣ, respectively. So then summing over k the quantity of the jkth term of AΣ
times the kjth term of BΣ results in the jjth term of the matrix multiplication of AΣBΣ.
Hence, the term is equivalent to the trace of the matrix AΣBΣ.
Similarly, since A,B and Σ are symmetric and by Tonelli’s theorem,
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkmµiµkσjm =
p∑
j=1
(
p∑
m=1
(
p∑
i=1
ajiµi
)
σjm
(
p∑
k=1
bmkµk
))
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The terms
∑p
i=1 ajiµi and
∑p
k=1 bmkµk are the j
th entry in the vector Aµ and the mth entry
in the vector Bµ, respectively. The sum over m of the σjm times the m
th entry of Bµ is
equivalent to the jth entry of the vector ΣBµ. Finally, the sum over j of the jth entry of Aµ
times the jth entry of ΣBµ is equal to the inner product of the two terms in matrix form,
hence,
p∑
i=1
p∑
j=1
p∑
k=1
p∑
m=1
aijbkmµiµkσjm = µ
′AΣBµ.
Similarly, the sum over all four indices of aijbkmµiµmσjk, aijbkmµjµkσim and aijbkmµjµmσik
are also equal to µ′AΣBµ. Thus,
cov(X ′AX,X ′BX) = 2 tr(AΣBΣ) + 4µ′AΣBµ (A.10)
A.2 Completing the Square
The purpose of this section is to show the mathematics behind the aforementioned “com-
pleting the square” trick. Assume that X, Y, Z are length p, real, column vectors and that
A and B are symmetric p× p real matrices such that A + B is a non-singular matrix. The
set-up to the problem is as follows:
(X − Y )′A(X − Y ) + (X − Z)′B(X − Z).
By expanding the multiplication and the grouping terms one can get the following result
from the previous one.
X ′(A+B)X − 2X ′(AY +BZ) + Y ′AY + Z ′BZ
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The assumption that A+ B is non-singular is important here; it allows us to multiply each
of the terms by (A+B)(A+B)−1 within each term.
X ′(A+B)(A+B)−1(A+B)X − 2X ′(A+B)(A+B)−1(AY +BZ)+
+ Y ′(A+B)(A+B)−1AY + Z ′(A+B)(A+B)−1BZ
Since X ′(A+B) = (AX+BX)′ then we can use that relationship to simplify the expression
further. Additionally, we can add and subtract the same term, (AY +BZ)′(A+B)−1(AY +
BZ), from the previous equation.
(AX +BX)′(A+B)−1(AX +BX)− 2(AX +BX)′(A+B)−1(AY +BZ)+
+ (AY +BZ)′(A+B)−1(AY +BZ) + (AY +BY )′(A+B)−1AY+
+ (AZ +BZ)(A+B)−1BZ − (AY +BZ)′(A+B)−1(AY +BZ)
The first three terms within the summation form a complete square. The last three terms
in the summation when written out will disappear (because they equal zero).
(AX +BX −AY −BZ)′(A+B)−1(AX +BX −AY −BZ) + Y ′A(A+B)−1AY+
+ Y ′B(A+B)−1AY + Z ′A(A+B)−1BZ + Z ′B(A+B)−1BZ − Y ′A(A+B)−1AY+
− 2Y ′A(A+B)−1BZ − Z ′B(A+B)−1BZ
The same trick of multiplying by (A+B)(A+B)−1 can be used again on the first term, the
square.
(
(A+B)(A+B)−1(AX +BX −AY −BZ))′ (A+B)−1 ((A+B)(A+B)−1(AX +BX −AY −BZ))′+
+ Y ′B(A+B)−1AY + Z ′A(A+B)−1BZ − 2Y ′A(A+B)−1BZ
One of the properties of the transpose of the matrix is that (AB)′ = B′A′ when A and B
are conformable matrices. By utilizing this fact within the square term we can express it in
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an equivalent form. The last three terms in the summation are now a square as well.
(
(A+B)−1(AX +BX −AY −BZ))′ (A+B)′(A+B)−1(A+B) ((A+B)−1(AX +BX −AY −BZ))+
+ (Y − Z)′A(A+B)−1B(Y − Z)
Since A and B are symmetric matrices then A+B is also symmetric and so (A+B)′ = A+B.
(
(A+B)−1(AX +BX −AY −BZ)) (A+B) ((A+B)−1(AX +BX −AY −BZ))+
+ (Y − Z)′A(A+B)−1B(Y − Z)
By the associative property of multiplication over addition we achieve one final simplification
that results in an equation that is easily utilized.
(
X − (A+B)−1(AY +BZ))′ (A+B) (X − (A+B)−1(AY +BZ))+
+ (Y − Z)′A(A+B)−1B(Y − Z) (A.11)
A.3 Alternate Characterization of Multivariate Nor-
mal
Suppose that X is a (p+ q)× 1 random vector that is distributed multivariate normal with
mean µ and variance-covariance matrix Σ. Assume that X can be decomposed in to two
components, X1 and X2, such that X1 is p× 1 and X2 is a q× 1 vector. Similarly, the mean
vector µ can be decomposed into µ1 and µ2. Let τ be the equivalent precision matrix, that
is, τ−1 = Σ. The variance-covariance and precision matrices can be expressed in block form:
Σ =
Σ11 Σ12
Σ21 Σ22
 =
τ11 τ12
τ21 τ22

−1
= τ−1
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The conditional distributions of X1 |X2 is:
X1 |X2 ∼ Np
(
µ1 + Σ12Σ
−1
22 (X2 − µ2),Σ11 − Σ12Σ−122 Σ21
)
If the components of the precision matrix and conformable and τ11 and τ22 are invertible
then the Sherman-Morrison-Woodbury formula for block matrix inversion states that
τ11 τ12
τ21 τ22

−1
=
τ−111 + τ−111 τ12(τ22 − τ21τ−111 τ12)−1τ21τ−111 −τ−111 τ12(τ22 − τ21τ−111 τ12)−1
−(τ22 − τ21τ−111 τ12)−1τ21τ−111 (τ22 − τ21τ−111 τ12)−1

=
 (τ11 − τ12τ−122 τ21)−1 −(τ11 − τ12τ−122 τ21)−1τ12τ−122
−τ−122 τ21(τ11 − τ12τ−122 τ21)−1 τ−122 + τ−122 τ21(τ11 − τ12τ−122 τ21)−1τ12τ−122
 .
Thus the variance of X1 |X2 as expressed by the components of the precision matrix is
var(X1 |X2) = Σ11 − Σ12Σ−122 Σ21
= (τ11 − τ12τ−122 τ21)−1 − τ−111 τ12(τ22 − τ21τ−111 τ12)−1(τ22 − τ21τ−111 τ12)
× τ−122 τ12(τ11 − τ12τ−122 τ21)−1
=
[
Ip − τ−111 τ12τ−122 τ12
]
(τ11 − τ12τ−122 τ21)−1
= τ−111
[
τ11 − τ12τ−122 τ12
]
(τ11 − τ12τ−122 τ21)−1
= τ−111 .
The portion of the mean component of X1 |X2, Σ12Σ−122 expressed as components of the
precision matrix is
Σ12Σ
−1
22 = −τ−111 τ12(τ22 − τ21τ−111 τ12)−1(τ22 − τ21τ−111 τ12)
= −τ−111 τ12.
Thus the conditional distribution expressed in components of the precision matrix is:
X1 |X2 ∼ Np
(
µ1 − τ−111 τ12(X2 − µ2), τ−111
)
.
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A.4 Details regarding the means of the conditional dis-
tributions
Let Σ be the variance-covariance matrix of the joint distribution of (β, u) | else. We define Σ
by corresponding precision, that is,
Σ = τ−1 =
τ11 τ12
τ21 τ22

−1
=
X ′Dp˜i(1−p˜i)X + C−1 X ′Dp˜i(1−p˜i)Z
Z ′Dp˜i(1−p˜i)X Z ′Dp˜i(1−p˜i)Z + τIk

−1
.
We need to define the mean parameter of the distribution (β, u) | else in order to define the
conditional distributions. Previously, we defined
M =
M1
M2
 =
X ′Dp˜i(1−p˜i)Xβ˜ +X ′Dp˜i(1−p˜i)Zu˜+ C−1B
Z ′Dp˜i(1−p˜i)Xβ˜ + Z ′Dp˜i(1−p˜i)Zu˜+ τSγ
 .
The mean of the conditional distribution of (β, u) | else is
Σ−1M =
 (τ11 − τ12τ−122 τ21)−1(M1 − τ12τ−122 M2)
(τ22 − τ21τ−111 τ12)−1(−τ21τ−111 M1 +M2)

However,
M1 − τ12τ−122 = (X ′Dp˜i(1−p˜i)X + C−1)β˜ + C−1(B − β˜) +X ′Dp˜i(1−p˜i)Zu˜− τ12τ−122 τSγ
− τ12τ−122 (Z ′Dp˜i(1−p˜i)X)β˜ − τ12τ−122 (Z ′Dp˜i(1−p˜i)Z + τIk − τIk)u˜
= (τ11 − τ12τ−122 τ21)β˜ + C−1(B − β˜) + τ12u˜− τ12τ−122 Sγ
− τ12τ−122 (Z ′Dp˜i(1−p˜i)Z + τIk)u˜+ τ12τ−122 τ u˜
= (τ11 − τ12τ−122 τ21)β˜ + C−1(B − β˜)− τ12τ−122 Sγ + (τ12 − τ12τ−122 τ22)u˜
− τ12τ−122 (Sγ − τ u˜)
= (τ11 − τ12τ−122 τ21)β˜ + C−1(B − β˜)− τ12τ−122 (Sγ − τ u˜).
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Similarly,
M2 − τ21τ−111 M1 = (τ22 − τ21τ11τ12)u˜+ τ21τ11C−1(β˜ −B) + (Sγ − u˜)τ.
Thus, the mean of the conditional distribution of (β, u) | else is equivalent to the following:
Σ−1M =
 (τ11 − τ12τ−122 τ21)−1(M1 − τ12τ−122 M2)
(τ22 − τ21τ−111 τ12)−1(−τ21τ−111 M1 +M2)

=
β˜ + (τ11 − τ12τ−122 τ21)−1
[
C−1(B − β˜) + τ12τ−122 (u˜− Sγ)τ
]
u˜+ (τ22 − τ21τ−111 τ12)−1
[
τ21τ
−1
11 C
−1(β˜ −B) + (Sγ − u˜)τ
]
 .
The formula for the conditional mean for β |u, else is µ1 − τ−111 τ12(u− µ2) where µ1 and µ2
make up the components of Σ−1M .
µ1 − τ−111 τ12(u− µ2) = β˜ + (τ11 − τ12τ−122 τ21)−1
[
C−1(B − β˜) + τ12τ−122 (u˜− Sγ)τ
]
+ τ−111 τ12(τ22 − τ21τ−111 τ12)−1
[
τ21τ
−1
11 C
−1(β˜ −B) + (Sγ − u˜)τ
]
+ τ−111 τ12(u˜− u)
= β˜ +
[
(τ11 − τ12τ−122 τ21)−1τ12τ−122 − τ−111 τ12(τ22 − τ21τ−111 τ12)−1
]
×(u˜− Sγ)τ + τ−111 τ12(u˜− u)
+
[
(τ11 − τ12τ−122 τ21)−1 − τ−111 τ12(τ22 − τ21τ−111 τ12)−1τ21τ−111
]
×C−1(B − β˜)
The Woodbury identity states that −τ−111 τ12(τ22− τ21τ−111 τ12)−1 = −(τ11− τ12τ−122 τ21)−1τ12τ−122
and (τ11 − τ12τ−122 τ21)−1 = τ−111 + τ−111 τ12(τ22 − τ21τ−111 τ12)−1τ21τ−111 . These identities mean that
µ1 − τ−111 τ12(u− µ2) = β˜ + τ−111 C−1(B − β˜) + τ−111 τ12(u˜− u)
= τ−111
(
(X ′Dp˜i(1−p˜i)X + C−1)β˜ + C−1B − C−1β˜ +X ′Dp˜i(1−p˜i)Z(u˜− u)
)
= (X ′Dp˜i(1−p˜i)X + C−1)−1
(
X ′Dp˜i(1−p˜i)Xβ˜ + C−1B +X ′Dp˜i(1−p˜i)Z(u˜− u)
)
.
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Similarly, the mean for u | β, else is µ2 − τ−122 τ21(β − µ1) and so,
µ2 − τ−122 τ12(u− µ2) = (Z ′Dp˜i(1−p˜i)Z + τIk)−1
(
Z ′Dp˜i(1−p˜i)Zu˜+ τSγ + Z ′Dp˜i(1−p˜i)X(β˜ − β)
)
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