I. INTRODUCTION
In turbulence-resolving simulation approaches such as direct numerical simulations (DNS) and large-eddy simulations (LES), periodic boundary conditions are often applied. They recycle turbulent fluctuations back into the domain, providing an efficient means to achieve fully-developed turbulent inflow conditions. This approach is mostly the method of choice for simulation of fully developed boundary layer flows, such as DNS of turbulent channel flows, 1 pipe flows, 2, 3 Couette flows, 4 etc., and similar studies based on LES. Moreover, periodic boundary conditions are also often used for the generation of fully developed inflow turbulence for streamwise developing wall-bounded flows, using a so-called precursor simulation. 5, 6 When using periodic boundary conditions to generate fully developed turbulence, any nonphysical influence originating from the perfect correlations over the periodic domain length should be avoided. To this end, the size of the computational domain should be chosen to be several times larger than the largest scales in the flow. In boundary layers, experimental and numerical studies have shown the existence of very large streamwise-elongated coherent structures, with length scales of the order of tens of boundary layer thicknesses δ (see, e.g., Refs. 7-13). These structures are ubiquitous in neutral wall-bounded flows, ranging from lower Reynolds number laboratory-scale flows to the high Reynolds number atmospheric boundary layers (ABL). 14, 15 In the literature, these streaky structures are commonly referred to as superstructures 11 or Very-Large-Scale Motions (VLSM). 16, 17 As a consequence of these very long structures, domain lengths L x in streamwise periodic wall-bounded turbulent flow simulations may need to be on the order of L x = 32πδ to 60πδ, in order to fully capture them. At these domain lengths, simulations become very expensive, and lack of computational resources has often led to the use of domain sizes that are much smaller, e.g., L x = 2πδ is a choice often encountered in the literature. However at too short domain lengths, superstructures lack the streamwise space to significantly meander or break up before they are recycled back to the inlet. Thus, they become virtually infinitely long, and remain locked in time at the same spanwise position by the persistent recycling. Simulation results of spanwise-homogeneous flows in too short domains are therefore biased to have sustained streamwise-oriented bands of high and low speed velocity, even after very long time averaging (see, e.g., Refs. 12 and 17-21). As, e.g., discussed by Lozano-Durán and Jiménez 13 these quasi-infinite structures in too short simulation domains do "capture most of the effects of the actual structures, or at least of their interactions with smaller scales of size O(δ)." As a result, horizontally and time averaged profiles are not affected (as also shown in the current paper). However, this persistent spanwise inhomogeneity is very important in cases where the fully developed turbulence in a precursor simulation is used as an inlet boundary condition to a simulation which is not homogeneous in the spanwise direction. This phenomenon has also been investigated by Fishpool et al. 22 for channel flows at Re τ = 180 and 410, with streamwise domain lengths L x = 4πδ and 2πδ respectively. It was found that, in both flow cases, the locking effect led to significant spanwise variations in time-averaged velocity. In this paper, we propose a shifted periodic boundary condition which, in contrast to classical periodic boundary conditions, adds a spanwise offset (i.e., shift) to the outflow plane before reintroduction at the inlet.
The paper is structured as follows. Section II elaborates on the proposed shifted periodic boundary conditions. Section III applies the method to both a channel flow DNS at Re τ = 395 and a very high Reynolds number half-channel flow LES with varying streamwise domain lengths, including a comparison with classical periodic boundary conditions for both cases. Section IV subsequently uses shifted periodic boundary conditions in a precursor simulation for a wind-farm LES, illustrating a possible use case for the method. Section V finally provides a brief summary of the main conclusions and contributions of this work.
II. SHIFTED PERIODIC BOUNDARY CONDITIONS
In the current paper, we propose a shifted periodic boundary condition approach that prevents the spanwise locking of large-scale structures in simulation domains that are too short. The methodology is illustrated in Figure 1 . Instead of straightforwardly reintroducing the velocity from the outlet plane back at the inlet, this plane is first shifted uniformly in the spanwise direction by a predefined and constant distance d s .
The shifting distance d s is the only user-defined parameter in the method. The main constraint for choosing d s is to avoid reintroduction of turbulent structures by the shifting operation at exactly In practice, we propose to choose d s such that it flattens out the spanwise variations as quickly as possible. Therefore, we choose a value of d s = 0.5δ since this is roughly equal to the spanwise length-scale of the largest turbulent structures in the wall-bounded flows studied here. 10, 11, 17 In this way, the large-scale structures gradually sweep the spanwise extent of the domain. Note that this length-scale is dependent on factors such as Reynolds number and distance to the wall. Therefore, we verified that other values also yield satisfactory results (e.g., d s = δ/4, δ, 3δ/2), provided that d s and L y have no "small" least common multiple.
The spanwise domain boundaries are still treated with standard periodic boundary conditions. This allows us to reconstruct a continuous inflow plane at the streamwise inflow boundary since, after shifting, the portion of the outflow plane which falls out of range can now be remapped to the other side, as shown by the dashed arrows and the indicated flow structure in Figure 1 (b). The methodology, although conceptually simple, leads to significant improvements in the spanwise homogeneity of time-averaged flow fields, as is shown below.
For standard numerical discretizations, e.g., by the finite-difference of finite-volume approach, the proposed shifted periodic boundary conditions can be straightforwardly imposed in a similar way as traditional periodic boundary conditions, albeit with a spanwise shift. However, in turbulent flow simulations, spectral methods are often the method of choice due to their superior accuracy. This is also the case in the current paper, where we apply a Fourier pseudo-spectral discretization in the horizontal directions (see further below for a description of our solver). Note that this discretization requires true global periodicity, and is hence incompatible with a direct implementation of shifted periodic boundary conditions. This incompatibility is circumvented by the use of a fringe region technique: as shown in Figure 1 (c) an auxiliary region is appended to the back side of the original simulation domain. At the end of the extended domain a fringe region is defined, in which the Navier-Stokes solution is smoothly nudged towards a spanwise-shifted version of the flow field at the original effective domain length x = L x,eff . This nudging is performed in every timestep through the addition of a body force term in the momentum equations. The smoothness of the latter averts the risk of both spuriously contaminating the computation of pressure throughout the domain and introducing oscillations in the velocity field. The outflow is then reintroduced at the domain inlet through the global periodic boundary conditions. The solid arrows in Figure 1 summarize the flow of information as discussed above. Note that, in contrast to traditional periodic boundary conditions, in the current implementation there is no direct feedback from the flow field at the inlet of the domain (at x = 0) to the flow field at the "effective" outlet of the domain (at x = L x,eff ).
In the simulations discussed in the following sections, the Poisson equation for pressure is solved using a discrete Fourier transform-based technique, hence the pressure field is also subjected to globally periodic boundary conditions. In case the currently proposed shifted boundary conditions are implemented in a standard flow solver, for which the Poisson equation requires appropriate pressure boundary conditions, the same spanwise-shifted periodic boundary conditions, as used for velocity, can be applied for pressure as well.
III. APPLICATION TO WALL-BOUNDED TURBULENT FLOWS AND COMPARISON TO PERIODIC BOUNDARY CONDITIONS
In order to illustrate that the locking effect is a by-product of the combination of periodic boundary conditions and an insufficient streamwise length, a suite of simulations is performed using varying streamwise domain sizes. Next to that, simulations with shifted periodic boundary conditions are also performed. The considered cases are summarized in Table I and consist of   TABLE I . Summary of simulation cases. The BC column indicates whether periodic (P) or shifted periodic (S) boundary conditions are applied on horizontal domain boundaries. 
The spectral discretization requires a slightly longer domain length when imposing non-periodic boundary conditions (see discussion in text). Here, we simply take the domain size of the next larger unshifted case (i.e., L x,tot = 4πδ, N x,tot = 512 for the C2s and HC2s and L x,tot = 6πδ, N x,tot = 768 for C4s and HC4s). The effective domain length and streamwise amount of gridpoints of the simulations is as indicated in the table.
DNS for fully-developed channel flows (C) at Re τ = 395, and LES for fully-developed rough-wall half-channel flows (HC) at very high Reynolds number. Both the inner and outer layers of wall-bounded turbulent flows can contain long-lived structures affected by the locking effect as long as they are streamwise-elongated and roughly as large as the computational domain. Fishpool et al. 22 did an analysis of the time-scales towards homogeneity at different heights for a channel flow at Re τ = 410, similar to the channel (C) DNS included in this paper. Also, Fang and Porté-Agel 17 studied the behavior of VLSM in the ABL at different distances from the wall using a simulation setup closely resembling the half-channel (HC) LES presented here. For visualization of spanwise locking, we focus on planviews at a fixed height, i.e., in the buffer layer (z + ≈ 20, z/δ = 0.05) for the C cases, and in the log-law region (z/z 0 = 10 3 , z/δ = 0.1) for the HC cases (see Figures 4 and 7 with accompanying discussion further below).
Simulations are performed using the SP-Wind flow solver, which has been developed at KU Leuven over recent years. [23] [24] [25] [26] The streamwise (x) and spanwise ( y) directions are discretized using a Fourier pseudo-spectral method, and the vertical (z) direction uses a fourth order finite difference scheme. 27 Dealiasing is performed using the 3/2 rule. 28 The flow is driven through the domain by a constant pressure gradient ∂ x p ∞ /ρ = −u 2 * /δ, defining the eddy turnover timescale δ/u * . The channel-flow cases are performed using DNS with no-slip boundary conditions on both channel walls. The HC cases on the other hand apply LES to the asymptotic limit of a fully developed infinite Reynolds number boundary layer (i.e., half-channel) flow. An equilibrium wall stress model is applied to the bottom boundary 29 with a wall roughness of z 0 /δ = 10 −4 and the top boundary is treated with a zero-shear and zero vertical velocity boundary condition, fixing the boundary layer height at the top of the domain. The subgrid-scales of the LES are modeled using a standard Smagorinsky model, where the Smagorinsky coefficient (C s = 0.14 far from the wall) is damped with a wall damping function. 30 Moreover, since dissipation is dominated by subgrid-scales at high Reynolds numbers, the resolved effects of molecular viscosity are neglected. Continuity is enforced by solving the pressure Poisson equation at every time step. Like velocity, pressure is discretized pseudo-spectrally in the horizontal directions, hence decoupling the Poisson equation per wavenumber and implying periodic lateral pressure boundary conditions. The vertical finite-difference direction is treated using a LU-based direct solver.
As seen in Table I , we include simulation cases with standard periodic boundary conditions that have a streamwise domain size ranging from πδ to 12πδ. Next to that, shifted cases (denoted with an s) are set up with streamwise domain lengths of 2πδ and 4πδ. As shifted periodic boundary conditions are not anymore periodic, we employ a fringe region technique 31 to impose shifted periodic boundary conditions (with d s = 0.5δ) in our pseudo-spectral code. However, this technique requires the domain to be slightly enlarged in the streamwise direction. Here, we simply take the domain sizes of the shifted cases to be equal to the next larger unshifted case. Therefore, the total simulation domain (including the fringe region) is L x,tot = 4πδ for the C2s and HC2s case, and L x,tot = 6πδ for C4s and HC4s. As discussed in Section II, we remark that this does not increase the effective length of the domain, and that such a fringe-region approach is not necessary in a standard solver, e.g., based on a finite-difference or finite-volume discretization, that does not require global periodicity.
All periodic channel flow simulations (cases C2, C4, C6, and C12) are initialized from a laminar parabolic profile, upon which random divergence-free perturbations are superimposed. The flow is subsequently advanced in time until a fully-developed turbulent flow regime is attained, after which statistical sampling is performed. The shifted periodic channel flow cases C2s and C4s are initialized using a snapshot of the statistically stationary flow field from the periodic cases with corresponding domain lengths. Before gathering statistics, an additional time advancement is performed to ensure decorrelation from initial conditions. The half-channel flow simulations are initialized similarly, the only difference being the use of a rough-wall boundary layer u = u * log(z/z 0 )/κ as initial mean profile, where z 0 = 10 −4 δ and κ = 0.4. We first discuss simulation results for the channel flow (C) cases, followed by the half-channel flow (HC) cases. A. Fully-developed channel flow at Re τ = 395 Figure 3 shows profiles of mean velocity and root-mean-square velocity fluctuations for a shifted case (C4s), as well as for the smallest (C2) and the largest (C12) domain sizes, and compares them to the reference database of Iwamoto et al. 32 As observed from the figure, both the shifting operation and the domain size have no influence on the ability of the simulations to predict horizontally-averaged profiles of various flow quantities. Figure 4 shows the plan views of partially time-averaged streamwise velocity fields at a distance z/δ = 0.05 (z + ≈ 20) from the lower wall for each of the channel-flow cases. Averaging times range from Tu * /δ = 10 to 100, and results are shown for 0 ≤ x ≤ πδ. The figure illustrates that for the smaller domain cases, i.e., C2 and C4, the locking effect leads to significant banded variations in mean velocity profiles in the spanwise direction. For shorter averaging horizons (i.e., up until Tu * /δ = 20), the partial averages of the longer cases, i.e., C6 and C12, appear very similar to those of the shorter ones. However, for time-averaging windows Tu * /δ ≥ 60, the spanwise inhomogeneity disappears for the longer domains C6 and C12. Note that the longest time-averaging horizon shown in these plots (Tu * /δ = 100) corresponds to approximately 280 flow-through times of the C2 domain. Finally, Figure 4 demonstrates that the shifted cases (C2s and C4s) exhibit the same behavior as the C6 and C12 cases, even though the streamwise domain length is significantly smaller. Figure 5 provides a more quantitative illustration of the spanwise inhomogeneities in the simulation with the normalized peak-to-trough variation ∆, defined as
where U is the time-averaged streamwise velocity over a time window T, and ⟨·⟩ denotes a horizontal averaging operation. Note that ∆(x, z,T) is virtually independent of the streamwise location x, hence we will implicitly refer to ∆(z,T) as the value at the inflow plane. Figure 5 (a) shows ∆ at z/δ = 0.05, corresponding to the plan views in Figure 4 . It confirms the statement from previous paragraph that, for shorter time windows up to Tu * /δ = 20, all non-shifted cases seem to have a similar ∆. Longer time averaging decreases ∆, up to a certain point around Tu * /δ = 70, after which asymptotic behavior is observed. Moreover, the shifted C4s case closely resembles the behavior of the longer periodic C6 and C12 cases. The C2s case finally also reaches the same asymptote as C4s, C6 and C12 for large Tu * /δ. Figure 5(b) illustrates the height-dependence of ∆ for all cases for the longest time-horizon Tu * /δ = 100. As expected, spanwise variations are highest closer to the channel walls, where velocity fluctuations are strongest. This was also observed by Fishpool et al. Table I . The illustrated domains are truncated in the streamwise direction at x = πδ. Coloring is in units of u/u * .
To conclude the discussion, Figure 6 shows longitudinal autocorrelations of streamwise velocity ρ uu . Since the non-shifted cases (i.e., C2, C4, C6, and C12) apply classical periodic boundary conditions, the autocorrelation of these simulations attain values of 1 at r x = L x by definition. This is not the case for the shifted simulations C2s and C4s. The C2 case autocorrelation does not reach a zero value over its streamwise domain length, illustrating that the simulation domain is too short. Similarly, the autocorrelation of C4 barely reaches a zero value at r x /δ ≈ 2π, before increasing to unity again. Both these observations show that the domains of C2 and C4 are too short to achieve full decorrelation over the streamwise domain length, explaining the banded structure in Figure 4 , and the high ∆-values in Figure 5 . The longer cases C6 and C12 have an extended region of zero correlations. Both shifted cases, C2s and C4s, also achieve decorrelation over their domain length. Moreover, note that C2s and C4s match virtually perfectly with the longer cases over their domain length, indicating that the shifting operation does not have any adverse effects on the longitudinal autocorrelation behavior.
B. Fully-developed high-Reynolds number half-channel flow
We now turn to the simulation results of the high Reynolds-number half-channel (HC) cases. Figure 7 shows plan views of partially time-averaged streamwise velocity fields at a distance z/δ = 0.1 from the surface. Firstly, note that the color range for the HC cases in this figure is significantly wider than for the C cases shown in Figure 4 . For this much higher Reynolds number, it is observed that even the longest HC12 case is influenced by the spanwise locking of structures, though it should be noted that the effect is much smaller than for the HC1 and HC2 cases. This is not unexpected, as VLSM in high-Reynolds number boundary layers carry more kinetic energy and tend to be longer than those observed at low Reynolds numbers, 11, 14, 15, 33 e.g., structures of size 20δ have been reported in LES of the atmospheric boundary layer. 17 Looking at the results from the shifted periodic boundary condition cases HC2s and HC4s in Figure 7 , it is seen that the spanwise inhomogeneities are reduced from the outset onwards, leading to results that are even more homogeneous than the HC12 case, even though domain lengths are significantly shorter. Figure 8 illustrates the ∆-factor described above for the HC cases. Figure 8 (a) again shows the dependency of ∆ on the time-averaging window Tu * /δ at a height z/δ = 0.1, corresponding to the plan views in Figure 7 . It can be seen that the shifted cases HC2s and HC4s show consistently lower inhomogeneities which, at the longest time-window Tu * /δ = 60, are approximately an order of magnitude lower than the non-shifted cases, the latter equalling roughly 10% of the time-averaged mean velocity at the same height. Figure 8(b) illustrates the height dependence of ∆ at the longest time-window. Generally, the highest ∆-values can again be found closer to the wall (except for the very short HC1 case), although the reduction of ∆ away from the wall is much lower than in the low Reynolds number case. Figure 9 illustrates longitudinal autocorrelations ρ uu for each of the HC cases. Similar to the C cases from previous section, the non-shifted cases are perfectly correlated at r x = L x due to the periodic boundary conditions. Moreover, except for HC12, all conventionally periodic cases fail to achieve decorrelation of turbulent structures over their streamwise domain length (e.g., for the HC2 case with a conventional domain length L x = 2πδ, ρ uu does not drop below 0.2), which suggests the presence and persistence of domain-scale coherent structures. Although HC12 reaches ρ uu = 0 at r x /δ = 6π, this is not sufficient to avoid the locking effect, as was also observed in case C4 of the previous section. The shifted cases HC2s and HC4s however clearly show decorrelation between who performed a very similar case on a much larger domain (L x = 32πδ, L y = 4πδ). This suggests that a simulation domain with streamwise length L x = 4πδ, combined with shifted periodic boundary conditions, produces coherent turbulent structures with the same autocorrelation behavior as the ones observed in much larger domains.
Finally, we present the method's dependency on the user-defined shifting distance d s in Figure 10 . Here, we show the spanwise profiles of time-averaged streamwise velocity component for the cases HC2s and HC2 defined above, as well as four additional shifted cases simulated on the HC2s domain with a range of d s values. Profiles are illustrated at a height z/δ = 0.1 for a time-averaging window Tu * /δ = 20. The figure illustrates that satisfactory results are also obtained for d s = δ/4, δ, and d s = 3δ/2. For completeness, we include a case with d s = L y /2 as an example of a poor choice of shifting distance (see discussion in Section II). It is observed that, for the latter case, inhomogeneities are replicated to multiple spanwise locations while they are only marginally attenuated.
IV. APPLICATION TO LARGE-EDDY SIMULATION OF A SPATIALLY DEVELOPING WIND-FARM BOUNDARY LAYER
As shown in previous paragraph, shifted periodic boundary conditions can effectively reduce spanwise variations of physically spanwise-homogeneous flows that are simulated on relatively short domains. We conclude this manuscript with an application case of atmospheric boundary layer flow through a wind farm. The HC2, HC4, HC4s, HC6, and HC12 cases defined above are used as precursor simulations, providing inflow conditions to a main simulation domain with dimensions L x × L y × H = 1.5πδ × 2πδ × δ. Actuator disk models 34 are used to represent a 4 × 12 array of wind turbines with hub height z h /δ = 0.10, turbine diameter D/δ = 0.10 and turbine thrust coefficient 24 C ′ T = 4/3 (see Figure 11 (a)). The grid resolution and turbine spacing (S x = 7.85D, S x /S y = 1.5) correspond to the well-established A1 base case from Calaf et al. 24 In the following discussion, a column (row) is defined as a set of turbines located at the same spanwise (streamwise) coordinate. Simulation results are shown in Figure 11 . The simulations were performed for a time horizon of Tu * /δ = 15, corresponding to a physical time of slightly over 8 h for typical atmospheric conditions (u * = 0.5 m s −1 , δ = 1000 m). Figure 11 (a) shows time-averaged contours of streamwise velocity at hub height, using the HC2 case as inflow generator. As shown in the figure, the spanwise locking effect of streamwise-elongated structures leads to an unrealistic distribution of high and low velocity regions among the different turbine columns in the wind farm, which in turn causes the large differences in power extraction between columns, as shown in Figure 11 (b). As further observed in Figures 11(c) and 11(d) , when employing a shifted periodic boundary condition in the precursor domain (i.e., HC4s) this spanwise inhomogeneity in averages disappears over long time averages.
V. CONCLUSION
This manuscript describes a simple yet efficient method to avoid the persistent spanwise locking of large-scale turbulent flow structures in canonical wall-bounded flow simulations with periodic lateral boundary conditions. The shifted periodic boundary condition approach replaces the streamwise periodicity by a spanwise shifted one, hence distributing turbulent structures amongst spanwise locations. The method is effective in obtaining better spanwise convergence of timeaveraged flow fields for various flow cases and simulation strategies, as illustrated by a suite of low Reynolds number channel flows using direct numerical simulation and very high Reynolds number half-channel flows using large-eddy simulation. A wind-farm demonstration case showed one of many possible practical applications in which the method is useful.
Finally, we remark that the use of a fully-developed precursor simulation with classical periodic boundary conditions as an inflow generator for cases with significant streamwise development can yield undesirable effects. More specifically, Lund, Wu, and Squires 35 report underpredicted growth rates and spurious inlet development regions for the case of a developing flat-plate turbulent boundary layer. Similar effects were observed by Lund and Moin 36 for the case of a concave wall boundary layer. They hypothesized that these phenomena could be related to an artificially high degree of streamwise coherence in the inflow data, resulting from the application of periodic boundary conditions to a relatively short precursor domain. Therefore, an interesting topic for future research could be to assess whether a shifted periodic boundary condition could overcome this ailment of its traditional counterpart.
