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春は名のみの風の寒さ 訂正可能 (長方形状の 24セル 復号誤り→春は名てめの風の映さ



































qが素数 pの累乗 (q = pm)でなければならいことが知ら
れています。最も簡単なものは，0と 1の２個からなる
もので，1 + 1 = 0（排他的論理和，XOR）が特徴です。
37
q = 4 = 22の場合は関係 α2+α+1 = 0を満たす αを
使った 0, 1, α, α2の 4個からなり，次の演算表に従うも
のです。加算表の対角線上が 0ですから減算は加算と同
じで，除算は指数法則 αi × αj = αi+j と α3 = 1から導
かれます（α3 − 1 = (α− 1)(α2 + α+ 1) = 0に注意）。
+ 0 1 α α2
0 0 1 α α2
1 1 0 α2 α
α α α2 0 1
α2 α2 α 1 0
× 0 1 α α2
0 0 0 0 0
1 0 1 α α2
α 0 α α2 1
α2 0 α2 1 α
QRコードでは符号アルファベットとして q = 256 = 28
個の記号からなる記号系Aが使われます。個々の記号は
α8 + α4 + α3 + α2 + 1 = 0
という関係を満たす記号 α を用いて
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算を αi × α j = αi+j で, 除算を αi/αj = αi−j で定義
します。指数は周期 255で循環する整数で表します（図
1）。例えば，123+ 208 = 331は 76に等しいので α123×
α208 = α76，また，123−208 = −85は 170に等しいので
α123/α208 = α170 です。αi の逆数は α−i = α255−i です

















号列 a1a2 · · · (ai ∈ A) で表現されます。A の記号列を
長さ k のブロックに分割した各記号列 u = u1u2 · · ·uk
を情報語と呼び，それを符号語と呼ばれる長さ n の記
号列 v = v1v2 · · · vn に変換する操作 u → v を符号化
(encoding)，符号語の全体を (n, k)符号と呼びます。整
数 n, k に関する制約は不等式 0 < k < n ≤ q − 1 だけ
です。ここでは符号化方式として特に，vの前方を u と
一致させ，その後方に長さ n− kの冗長部を付加するも
のを採用します。その逆変換 v → uは後方の n − k 個
の記号を単に除去するだけです。この方式は組織符号化
（systematic coding）と呼ばれます。
符号を特定するには n, k 以外に，生成多項式（gener-
ator polynomial）と呼ばれる n − k 次多項式 g(x)を選
ぶ必要があります。QRコードでは





であり，これらによって定まる符号を『1, α, · · · , αn−k−1
を根とする (n, k)短縮RS符号』と呼びます。
式 (2)の g(x) を展開した多項式を
g(x) = g1 xn−k+g2 xn−k−1+· · ·+gn−k+1, g1 = 1 (3)
とします（付録 2参照）。その係数列 g = 1 g2 · · · gn−k+1




1 g2 · · · gn−k+1 0 · · · · · · 0
0 1 g2 · · · gn−k+1 0 · · · 0
...
. . . . . . . . . . . . . . . . . .
...
0 · · · 0 1 g2 · · · gn−k+1 0






得るには，行列G0を “掃き出し法”によってG = [ Ik, P ]
（Ikは k×k単位行列）という標準形 (echlon form）に変
形します。この変形を行列 T によりG = T G0で表すこ
とにすると，T は G0 の第 k列までの部分行列の逆行列
にあたります。




p1,1 p1,2 · · · p1,n−k








以下では，長さ n の記号列 a1a2 · · · an−1an と n − 1






2.2 符号化アルゴリズム（入力 u，出力 v）
符号化 u → v は簡単で，次の２通り（掛け算の形と
割り算の形）に表現できます。
[ベクトル表現]　情報語 uに対する符号語 vは標準形
の生成行列 G = [ Ik, P ] により，








vi xn−i， u(x)xn−k を g(x)で割っ
た剰余多項式を r(x)とすると，
v(x) = u(x)xn−k − r(x). (7)
[解説]　符号多項式 v(x)は g(x)で割り切れるので，
v(αj−1) = 0 (1 ≤ j ≤ n− k)
という性質があります。v(x) = u˜(x) g(x)とし,商 u˜(x)
のベクトル表現を u˜とすると，v = u˜G0 であり，剰余
r(x)のベクトル表現 rにより，v = u · rとも表せます。





伝えるべき情報語 u は符号化され，符号語 v として
記録・発信されますが，受信者 (例えば読み取り装置)に
届く過程で変形する可能性があります。これを v に誤り
語 e (長さ nの記号列)が加えられて受信語 w になった
と考えることにします。すなわち，
w = v + e, wi = vi + ei (i = 1, 2, · · · , n). (8)
つまり，誤り wi �= vi は ei �= 0 を意味します。ei �= 0 で
ある i の個数 tを w の誤り個数と呼び，その iを誤り位
置 (error location)，その記号 ei (�= 0) を誤り記号 (error
symbol)と呼びます。誤り語 eが分かれば，受信語wの









です ( �x�は, x ≥ 0のときは小数点以下切り捨てを表す
) 。ことことは後で証明します (5.4節の性質 7)が，取り
あえずこれを前提に話を進めます。
例えば，冒頭の QRコードの図は n = 26, k = 19の
(n, k)符号で，t0 = �7/2� = 3です。白黒反転が 24セル
でも 3記号内に収まるもの (訂正可能，図中)と反転 4セ
ルが 4記号に及ぶもの (訂正不能，図右)を示しました。








す。定義より，w(x) = v(x) + e(x) です。
受信語 w に t 個の誤りがあると仮定し，その位置が
i1, i2, · · · , it であると仮定して定まる多項式
σ(x) = (x− x1)(x− x2) · · · (x− xt),









受信語 w だけから情報語 u を推量する操作 w → u�
が復号（decoding）です。正しく復号される (u� = uと
なる)ためには，次の課題を解決する必要があります。
1◦ 誤り個数 t を求める。
2◦ 誤り位置 i1, i2, · · · , it を求める
（1 ≤ i1 < i2 < · · · < it ≤ n とする）。
3◦ 誤り記号 ei1 , ei2 , · · · , eit を求める。
誤り語 eが分かれば受信語wを v� = w+ eに訂正し，
分からない場合は v� = wとして，復号手順を終ります：
4◦ v� の長さ kの前部を情報語 u� とする。
さて,第n−1列に生成多項式の根が並ぶ次の (n−k)×n




1 · · · 1 1








1検査行列 H の標準形は，式 (5) の行列 P を用いて H1 =�
PT, In−k
�
と表され，GHT1 = P + P = O（ゼロ行列）となる.
QRコードの符号化・復号アルゴリズム解説
39
課題1◦, 2◦, 3◦ の解決には，以下に定義される長さn−k













wi α(j−1)(n−i) (1 ≤
j ≤ n− k) の計算をします。
シンドロームは受信語の検査結果を表します。もし誤
りがなければ，e(x) = 0 ⇔ w(x) = v(x)ですから sj =
v(αj−1) = 0 (1 ≤ j ≤ n− k)です。逆は必ずしも真では
ありませんが，シンドローム sは
�
s �= 0 ならば e �= 0 (何らかの誤りがある),
s = 0 ならば e ≈ 0 (多分，誤りがない)2
ということを知らせてくれます。s �= 0のときは誤り語
eに関するさらに詳しい情報が得られます。





s1 s2 · · · st0








3.3 復号アルゴリズム（入力 w，出力 u�）
『1, α, · · · , αn−k−1を根とする (n, k)短縮RS符号』の
復号アルゴリズムを記します。これは受信語 w に対す
る課題 1◦, 2◦, 3◦ の解決手順を述べることにほかなりま
せん。
(1◦) 式 (13)によりシンドローム sを計算する。s = 0




(2◦) シンドローム行列 S に下のような 1列を加えた














s1 s2 · · · st0 st0+1












1 0 · · · 0 σt ∗ ∗








0 0 · · · 1 σ1 ∗ ∗
0 0 · · · 0 0 0 0





誤り位置多項式 σ(x)の変数 xに記号 α j (j = n− 1,
· · · , 1, 0) を次々に代入して，
σ(α j) = 0 (17)
を満たす α j を見つけて順に誤り位置 ir = n − j (r =
1, 2, · · · , t)とする。ただし，t = t0のとき式 (17)を満た
す記号 α j が見つからない場合は，誤り個数は t0より多
く，訂正不能と判定し，v� = wとして (4◦)へ。
(3◦) 誤り位置について k < i1 ならばwの情報語部分
は訂正の必要がないので，v� = wとして (4◦)へ。そう
でなければ，誤り記号 ei1 , ei2 , · · · , eit を連立１次方程式


1 1 · · · 1





























(式 (10)よりxr = αn−ir )
の解として求め，w の誤りを v�ir = wir + eir (r =
1, 2, · · · , t) と訂正したものを符号語 v� とする。
(4◦) 記号列 v�の長さ kの前部を情報語 u�とする（訂
正不能の場合も u� は「参考情報」になる）。
4 計算例








生成多項式の次数は n − k = 4ですから g(x) = (x −




g(x) = x4 + α75x3 + α249x2 + α78x+ α6,




G0 → G = [ I6, P ], P =


α134 α157 α71 α211
α205 α96 α177 α149
α143 α49 α253 α137
α131 α198 α162 α169
α163 α189 α59 α81






u(x) = α3x5 + α14x4 + α15x3 + α92x2 + α65 x+ α35,
u = α3 α14 α15 α92 α65 α35.
情報多項式 u(x)を x4 倍した多項式 u(x)x4 を生成多
項式 g(x)で割った余り r(x) を計算した結果は
r(x) = α240x3 + α168x2 + α152x+ α204,
r = α240 α168 α152 α204
となります。したがって，符号多項式 (7)と符号語v = u·r
は次の通りです。
v(x) = u(x)x4 − (α240x3 + α168x2 + α152x+ α204),
v = α3 α14 α15 α92 α65 α35 α240 α168 α152 α204.
同じ結果は，生成行列Gにより式 (6)の行列計算 v =
uG = u · uP からも得られます。
[誤りの発生]　一例として，受信語
w = α4 α14 α15 α92 α65 α35 α240 α236 α152 α204
を受け取ったものと仮定しましょう。v を知らないので
誤り個数，誤り位置，誤り記号はすぐには分かりません。






1 1 1 1 1 1 1 1 1 1
α9 α8 α7 α6 α5 α4 α3 α2 α 1
α18 α16 α14 α12 α10 α8 α6 α2 α2 1








s1 = w(1) =
�10
i=1 wi = α69,
s2 = w(α) =
�10
i=1 wi α10−i = α180,
s3 = w(α2) =
�10
i=1 wi α2(10−i) = α196,
s4 = w(α3) =
�10
i=1 wi α3(10−i) = α89
となります。同じ結果は検査行列 H により，式 (13)の
s = wHT を計算しても得られます。



















, rankS = 2
となるので，(1◦) 誤り個数が t = 2 (ただし，t0 = 2だか
ら誤り個数は暫定)であることと，誤り位置多項式 σ(x)
の係数 σ1 = α114, σ2 = α11 が決定し，
σ(x) = x2 + α114x+ α11
を得ます。方程式 σ(x) = 0 には解 x = α9, x = α2 があ
ることから誤り個数 t = 2が確定し，(2◦) 誤り位置
i1 = n− 9 = 1, i2 = n− 2 = 8















を解いて (ここでも掃き出し計算)，e1 = α28, e8 = α185
であることが分かります。
最終的に，(4◦) 誤り訂正 w1 → α4 + α28 = α3, w8 →
α236 + α185 = α168 により復元された符号語 vから元の




w = α4 α14 α15 α92 α65 α35 α240 α168 α152 α204
と仮定しましょう。シンドロームを計算すると



















, rankS = 1
と変形されるので，誤り個数 t = 1と σ1 = α9が分かり，
誤り多項式σ(x) = x+α9が決定します。直ちに σ(x) = 0
の解 x1 = α9 とそれから誤り位置 i1 = 10 − 9 = 1 が
求まります。したがって，誤り記号は方程式 (18) より






























の結果，暫定誤り個数 t = 2と誤り位置多項式 σ(x) =
x2 + α51x+ α4 を得ます。今度は方程式 σ(x) = 0 には
解 x = α3, x = α があるので誤り個数 t = 2が確定し，
誤り位置 i1 = n − 3 = 7, i2 = n − 1 = 9 が判明しま
す。k < i1 < i2ですから誤り記号 e7, e9を求めるまでも
なく，wの前部が直ちに情報語
u� = α4 α14 α15 α92 α65 α35
として復号されます。これは元の情報語 uではなく，訂
正に失敗したことも識別できません。
この場合，受信語 w は，符号語 v を基準にすると３
個の誤り（e1 = α28, e8 = α185, e10 = α239）が生じ
ているので訂正できないはずです。しかし，別の符号語
v� = α4 α14 α15 α92 α65 α35 α119 α236 α246 α236 を基準に










q = 28 個の記号からなる記号系 Aの上の (n, k)短縮
RS符号において，情報語 uは長さ kの任意の記号列で
す。q k 個の情報語全体を Ak で表すことにしましょう。
記号 aと情報語 uの積 auを uの各要素の a倍からなる
列で定義し，2つの情報語 u1, u2の和 u1+u2を各要素
ごとの和からなる列と定義すると，Ak は k 次元ベクト
ル空間を形成します。
同様に，符号語は長さ n の記号列で，符号語の全体
を C で表すと a ∈ A, v ∈ C ならば av ∈ C，かつ，






性質 1　長さ nの記号列 w が符号語であるための必
要十分条件は，
検査行列H に対して wHT = 0. (19)
その証明は，記号列w ∈ Anに対応する多項式を w(x)
として次の同値関係をたどることで得られます。
wは符号語 ⇔ w(x)は g(x)で割り切れる
⇔ j = 1, 2, · · · , n− kに対してw(αj−1) = 0
⇔ j = 1, 2, · · · , n− kに対して
n�
i=1
wi α(j−1)(n−i) = 0
⇔ wHT = 0.
発信された符号語 v，受信語 w，誤り語 e = w − v，
および，w のシンドローム s = wHT に関して，性質
1 (vHT = 0)から次の性質が導かれます。
性質 2　符号語 vに対する受信語がw = v+eならば，



















� 0u · v ·C
Ak An An−k
(シンドローム空間)








































s1 s2 · · · sr




sr sr+1 · · · s2r−1


　 (1 ≤ r ≤ t0)
(21)
で表すことにする（St0 = S）と，行列 S r は次のように
表現できます（証明は簡単4，性質 2による）。
S r = Hr EH Tr , ここに，E =


e1 0 · · · 0












1 · · · 1 1









行列Hr は検査行列H の第 r行までの r× n小行列で
すから，rankHr ≤ rです。また，対角行列 E の階数は
誤り個数に等しいので rankE = t です。したがって，
rankS r ≤ min{r, t} (1 ≤ r ≤ t0) (23)





(i−1) (n−r) er α(j−1) (n−r)




(α(j−1) (n−1), · · · , αj−1, 1)T.
ここに，δi,j =
�
1, i = j





が成り立ちます 5。さらに，式 (22)は r = t (≤ t0)のとき，
対角行列Eから ei = 0である行や列を除き，対応するHt
の列を取り除き，xj = αn−ij , yj = eij (j = 1, 2, · · · , t)
とおけば
S t = X Y X T, ここに，Y =


y1 0 · · · 0












1 1 · · · 1

















(xi−xj) (i > jであるすべての差xi−xjの積）.
xj はすべて異なるので |X| �= 0 であり，式 (24) 右辺
の３つの行列は正則ですから6，|S t| �= 0，すなわち，
rankS t = t であることが分かります。したがって，不
等式 (23)と合わせると次の性質が導かれます。
性質 3　受信語wの誤り個数 tに関して，
0 ≤ t ≤ t0 ならば 　 t = rankS. (25)
ただし，t > t0 のときも rankS = t0 ですから，この
ときには注意が必要です。
実際にシンドローム行列 S の階数 rankS を計算する
には，3.3節で述べたように，拡大した行列 �S の掃き出
し (16)を行うのがよいでしょう。誤り位置多項式の係数










ンドローム s が 0 でなければ受信語 w に誤りが含ま
れることは確実です。しかし，別の符号語 v1 に対して
5一般に，行列の積の階数は各行列の階数の最小値以下，すなわち，
rankAB ≤ min {rankA, rankB} である．
6一般に，正方行列の積の行列式は各行列の行列式の積に等しい．す
なわち，|AB| = |A| |B| である.
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w = v+e = v1+e1 (e �= e1)ならば s = eHT = e1HT
ですから，シンドローム sからは 2つの誤り語 e, e1 の
識別はできません。とくに e1 = 0 (e = v1 − v)のとき，
つまり発信された符号語 v が v1 になるまで変化した場





















s �= 0とします。もし 1つの記号が誤ったものとすると，
その位置 iの可能性は 1 ∼ nの n通り，かつ，正しい値は
wi以外のAの記号ですから可能性は q−1 = 255通りで，
総数 255n個の記号列 e = 0 · · · 0 ei 0 · · · 0の中からシン
ドローム s = (w + e)HT が 0になるものをコンピュー
タを使って探せばよいことになります。見つからなけれ








「誤りなし」で決着ですから，以下 s �= 0とします。訂正
に関して与えられるすべての情報は，受信語wとそれか







e1 + e2 + · · ·+ en = s1,
e1 αn−1 + e2 αn−2 + · · ·+ en = s2,





e1 α(n−k−1)(n−1) + e2 α(n−k−1)(n−2) + · · ·+ en = sn−k
(26)
と表現できます。式 (26)を未知数 e1, e2, · · · , enに関する
連立１次方程式と考えると，等式の数が少なくて解くこ
とができません。ところが，e1, e2, · · · , en の中に 0でな
いものが t個あると仮定し，その番号 (誤り位置) irと値
eir が未知であると考えてみましょう。改めて
xr = αn−ir , yr = eir (r = 1, 2, · · · , t) (27)




y1 + y2 + · · · + yt = s1,
x1 y1 + x2 y2 + · · · + xt yt = s2,





xn−k−11 y1 + x
n−k−1
2 y2 + · · · + x
n−k−1
t yt = sn−k
(28)
になり，未知数の個数 2 tが等式の個数 n− k以下 (すな





x1 y1 = s2
(s1 �= 0を前提)
より x1 = s2/s1で，その指数表示 s2/s1 = αn−i1 から誤
り位置 i1 が分かり，ei1 = y1 = s1 となります。




y1 ＋ y2 = s1,
x1 y1 + x2 y2 = s2,
x 21 y1 + x 22 y2 = s3,
x 31 y1 + x 32 y2 = s4
(s1 s3 − s 22 �= 0を前提)
です。第 1, 2式から
y1 =
s2 − s1 x2
x1 − x2
, y2 =





s2 (x1 + x2)− s1 x1 x2 = s3,
s2 (x 21 + x1 x2 + x 22 )− s1 x1x2 (x1 + x2) = s4
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となります。これより和 x1+x2と積 x1 x2が求まり，解
と係数の関係より x1, x2 を解とする 2次方程式
x2− s1 s4 − s2 s3
s1 s3 − s 22
x+ s2 s4 − s
2
3
s1 s3 − s 22
= 0 (s1 s3−s 22 �= 0)
(30)
が得られます。方程式 (30)の解 x1 = αn−i1 , x2 = αn−i2
は候補を次々に代入して見つけます。それを式 (29)に代
入すれば誤り記号 y1 = ei1 , y2 = ei2 の値が得られます。



























= 0, ただし，|S| �= 0 (31)
となります。式 (30)の左辺は 3.2節で述べた誤り位置多

























によりσ1, σ2の値が得られ，２次方程式 x2+σ1 x+σ2 = 0
を決定することができます。
以上の考察から，誤り個数が一般に t (1 ≤ t ≤ t0)であ
るとき誤り位置 xr = αn−ir (r = 1, 2, · · · , t)を解とする
方程式は，式 (31)から類推すると
�������������
1 x · · · x t−1 x t
s1 s2 · · · st st+1





st st+1 · · · s2t−1 s2t
�������������




a x+ b y = p,








��� a bc d
��� , ∆1 =
��� p bq d
��� , ∆2 =
��� a pc q
��� .
ここでは記号 A の性質 a = −a が使われる．
となりますが，実際，変数 xに xr を代入すると行列式
の値が 0になるので 8，この類推は正しいです。
この行列式を直接計算に使う必要はありません。方程
式 (32)は |S t| · σ(x) = 0 そのものであり，|S t| �= 0 です




s1 s2 · · · st































s1 s2 · · · st st+1











1 0 · · · 0 σt












σ(x) = xt + σ1 xt−1 + · · ·+ σt−1 x+ σt = 0 (35)
の変数 xに α j ( j = n− 1, · · · , 1, 0)を次々に代入してい
けば，解 x1, x2, · · · , xt が見つかります。
xr から誤り位置 ir が分かるので，誤り記号 yr =
eir (r = 1, 2, · · · , t)については，3.3節に記した通り，式
(26)の前半 t個の等式による連立１次方程式 (18) を解け
ば得られますから，課題 3◦ も解決です。
以上，t = 2の場合から類推して課題 2◦，課題 3◦の解
決プロセスを導いてみました。
最後に，誤り個数 t (課題 1◦)について考えます。性質
3によると，t ≤ t0 である限り t = rankS, |S t| �= 0 で
すから，rankS を求めるために最初に掃き出し計算 (16)
が必要でした。
rankS < t0 であれば t = rankS です。rankS = t0 の
ときは，3.3節に記した通り，方程式 (35)の解が見つかる
8 例えば式 (31) の行列式の変数 x に x1 を代入すると，�����
1 x1 x 21
y1 + y2 x1 y1 + x2 y2 x 21 y1 + x 22 y2










1 x1 x 21
y2 x2 y2 x 22 y2
x2 y2 x 22 y2 x
3
2 y2




1 x1 x 21
1 x2 x 22









個数の限界 t0が �(n− k)/2� であることを述べ，その事
実を使ってきました。ここで改めて式 (9)を証明します。






a = a1 a2 · · · an,
b = b1 b2 · · · bn
�
に対して
D(a, b) =「ai �= bi (1 ≤ i ≤ n)である iの個数」.
Cの符号語間の最小距離を dminで表します。そうする
と訂正可能な誤り個数の限界 t0 は
t0 = �(dmin − 1)/2�　 (36)

























図 2　符号語の “勢力圏”としての n次元球
記号列 w の重み W (w) を w のゼロでない記号の個
数によって定義すると，２つの符号語 v1, v2 に対して




dmin = minv1 �=v2
D(v1,v2)とすれば，dmin = minv �=0
W (v).
(37)





1 · · · 1 1








これは性質 1を満たすように生成多項式 g(x)から式 (12)
により定義された (n− k)×n行列であって，第 n− 1列
に g(x)の根 1, α, α2, · · · , αn−k−1 が並んでいます。αの
指数が 0, 1, 2, · · · , n− k − 1と連続しているところに特
徴があります。
この行列から任意に n − k 個の列ベクトルを選び出
した n − k 次正方行列を考えます。列の番号を左から
j1, j2, · · · , jn−k として，簡単のため ar = αn−jr (r =
1, 2, · · · , n− k)とおき，次のように表します。
H(j1, j2, · · · , jn−k) =


1 1 · · · 1















i>j (ai − aj)に等しく，ar
がすべて異なるのでその値は 0にはなりません。そのこ
とから次の性質が得られます。




まず，情報語 uが 1個の要素を除きすべて 0であると
き，組織符号化による符号語 v = uGはその前部 uに
k− 1個の 0を含むのでW (v) ≤ n− k+1ですから，性
質 4より dmin ≤ n− k + 1です。
行列H T の行ベクトルをh1, h2, · · · , hnとおくと，こ
の中のどの n− k個も性質 5により線形独立です。一方，
任意の符号語 v (�= 0) に対して性質 2 により vHT =�n
j=1 vj hj = 0ですから，W (v) ≥ n− k + 1でなけれ
ばなりません。 すなわち，dmin ≥ n− k + 1です。した
がって，次の結論になります。
性質 6　 (n, k)短縮 RS符号の符号語間最小距離 dmin
は，
dmin = n− k + 1. (38)
実は線形とは限らない任意の (n, k)符号に関して一般
に，dmin ≤ n−k+1であることが知られています。(n, k)
短縮RS符号はこの限界を達成しているので，最大距離分








































6.1 符号語長 nが q − 1に等しい場合（巡回
符号）




一般に，(n, k)線形符号 C の組織符号化において，左
端 ν 個 (ν < k)がすべて 0の情報語に限定すると，対応
する符号語も左端 ν 個が 0となる部分符号が得られ，余
分な 0を除去した (n − ν, k − ν)符号も線形で，これを
C の短縮符号 (shortened code)と呼びます。短縮しても
符号語間の最小距離は減少しません。
RS 符号とは，加減乗除の定義された q 個の要素
からなる記号系 A = {0, 1, α, · · · , αq−2} において，
指数の連続する h個の根 α�, α�+1, · · · , α�+h−1 をもつ生
成多項式 g(x)によって定義される (q − 1, q − 1 − h)符
号です。この解説では q = 28, h = q − 1− k, � = 0とし
てきました。
n = q − 1 である RS 符号は，αn = 1 であることか
ら任意の符号語 v = v1 v2 · · · vn の巡回シフト記号列

















をさらに拡大した要素数 qm� の記号系 Bの中で考えるこ
とができます。Bの 1つの要素を β �= 0，β n� = 1（n�は
qm�−1の約数）とします。根としてβ �, β �+1, · · · , β �+h−1
をすべて含み，係数がすべてAの要素である多項式 g(x)
を考えます。この g(x) を生成多項式にもつ長さ n� の
q 元符号を BCH 符号 (Bose-Chaudhuri-Hocquenghem
code)と呼びます。これは RS符号を一般化したもので，
とくにm� = 1,B = A, n� = q − 1, β = αである BCH符
号が RS符号ということになります。
β jと他の根を組み合わせて係数がAの要素となるよう
な最小次数の多項式を β j の最小多項式と呼んでMj(x)
で表し，多項式 p1(x), p2(x)の最小公倍多項式を LCM [
p1(x), p2(x) ] で表すことにすれば，今示した BCH符号
の生成多項式は
g(x) = LCM [M�(x), M�+1(x), · · · , M�+h−1(x) ]
と表現されます。β jと β 2jの最小多項式は同一なので，j
が奇数の最小多項式Mj(x)だけの最小公倍多項式を考え
ればすみます。多項式 g(x)の次数を dとすると，(n�, n�−
d)線形符号が生成されます。
とくに q = 2，A = {0, 1} である 2 元 BCH 符号が
よく使われます。QRコードでは形式情報 (5ビット)を
(15, 5)２元 BCH符号，型番情報 (6ビット)を (18, 6)２
元 BCH符号によって表しています。
例 1　 q = 2,m� = 4, n = n� = 15とし，β を β 4+β+
1 = 0 (β15 = 1) の関係を満たす記号とします（付録 1参
照）。� = 1, h = 6とし，β, · · · , β 6 を根とする 2元BCH
符号の最小多項式を g(x)とします。β, β 3, β 5の最小多項
式はそれぞれM1(x) = (x−β)(x−β 2)(x−β 4)(x−β 8) =
x4+x+1, M3(x) = (x−β 3)(x−β 6)(x−β 12)(x−β 9) =
x4+x3+x2+x+1, M5(x) = (x−β 5)(x−β 10) = x2+x+1
であり，これらは共通の根を持たないので，生成多項式は
g(x) =M1(x)M3(x)M5(x) = x10+x8+x5+x4+x2+x+1
となります。g(x)の次数は 10ですから k = n − 10 = 5





1 0 1 0 0 1 1 0 1 1 1 0 0 0 0
0 1 0 1 0 0 1 1 0 1 1 1 0 0 0
0 0 1 0 1 0 0 1 1 0 1 1 1 0 0
0 0 0 1 0 1 0 0 1 1 0 1 1 1 0









1 0 0 0 0 1 0 1 0 0 1 1 0 1 1
0 1 0 0 0 1 1 1 1 0 1 0 1 1 0
0 0 1 0 0 0 1 1 1 1 0 1 0 1 1
0 0 0 1 0 1 0 0 1 1 0 1 1 1 0




この (15, 5)符号の誤り訂正能力は t0 = �h/2� = 3です。
QRコードでは 4種の誤り訂正レベル L(7%), M(15%),
Q(25%), H(30%) の選択と 8種のマスクパターンの選択
をそれぞれ２ビット，3ビットで表現し，この５ビット
を形式情報と呼びます。形式情報を表す情報語を例えば
u = 11 0 1 1, u(x) = x4+ x3+ x+1とすると，u(x)x10
を g(x) で割った余り r(x) = x9 + x4 + x2 から符号多
項式 v(x) = u(x)x10 − r(x) が，また G により符号語
v = 11 0 1 1 1 0 0 0 0 1 0 1 0 0 が得られます。受信語の復
号（誤り訂正）の方法は短縮 RS符号と同様ですが，こ
の場合は符号語の総数が 25 = 32と少ないので，受信語
と最短距離にある符号語を全探索して得る復号法も使う
ことができます。









符号 (cyclic Hamming code)と呼ばれ，mによらず t0 = 1
です。例えばm = 3のときは g(x) = x3 + x+1, h(x) =





1 0 1 1 0 0 0
0 1 0 1 1 0 0
0 0 1 0 1 1 0






1 1 1 0 1 0 0
0 1 1 1 0 1 0








1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1







































に JIS X0510という規格になり，さらに 2000年には国


































Aが q = 28個の要素をもつ場合，多項式 P (x) = x8+
x4+x3+x2+1を選び（その理由は説明外），関係P (α) =
0を満たす記号 αを使って，A = {0, 1, α, α2, · · · , α254}
と表した。Aのすべての記号は，７次以下の αの多項式
b1 α7+ b2 α6+ · · ·+ b7 α+ b8 (係数 biは 0か 1) で表され
るので，指数表現 αj は長さ 8のビット列表現 b1 b2 · · · b8
と 1対 1に対応する。
例えば，α8 = α4 + α3 + α2 + 1 ↔ 00011101, α9 =
α5 + α4 + α3 + α ↔ 00111010である。
指数表現とビット列表現の対応表を得るには，αj =�8
i=1 bi α8−i のとき αj+1 = b1 α8 +
�8
i=2 bi α9−i =
b2 α7 + b3 α6 + b4 α5 + (b5 + b1)α4 + (b6 + b1)α3 +
(b7 + b1)α2 + b8 α + b1 という関係を漸化的に用いる
（α0 ↔ 00000001から開始する）。
この関係 αj ⇒ αj+1は下図の８段フィードバック・シ
フトレジスタと呼ばれる図式によって表現できる。
乗除算に関しては本文に述べた通りとし，加算 (減算
も同じ)αi +αj は次のように定義する。αi, αj をそれぞ
れビット列で表現し，それら 2つのビット列の和をビッ
ト毎の排他的論理和（XOR）によって生成し,そのビッ
ト列が α� のビット列表現に等しいとき，αi + αj = α�
と定義する。
例えば，α8+α9 ↔ 00011101+00111010 = 00100111
であり，一方 α33 = α5 + α2 + α + 1 ↔ 00100111であ
るから，α8 + α9 = α33 である。
00011101 (← α8)




で表した。e(b(j)) = j, b(e(j)) = j である。
j αj のビット列表現 10進 b(j) 逆引き e(j)
−1 00000000 0 —
0 00000001 1 −1
1 00000010 2 0
2 00000100 4 1
3 00001000 8 25
4 00010000 16 2
5 00100000 32 50
6 01000000 64 26
7 10000000 128 198
8 00011101 29 3
9 00111010 58 223
10 01110100 116 51
b b b b b b b b� � � � � � � �� � �� � �⊕ ⊕ ⊕1 2 3 4 5 6 7 8
８段フィードバック・シフトレジスタ （⊕は XOR を表す）
加算表 αi + αj を作ればもっと早くなるが，表の大き
さは 256× 256になる。その一部を示す。
−1 0 1 2 3 4 5 6 7 8 9 10
−1 −1 0 1 2 3 4 5 6 7 8 9 10
0 0 −1 25 50 223 100 138 191 112 200 120 21
1 1 25 −1 26 51 224 101 139 192 113 201 121
2 2 50 26 −1 27 52 225 102 140 193 114 202
3 3 223 51 27 −1 28 53 226 103 141 194 115
4 4 100 224 52 28 −1 29 54 227 104 142 195
5 5 138 101 225 53 29 −1 30 55 228 105 143
6 6 191 139 102 226 54 30 −1 31 56 229 106
7 7 112 192 140 103 227 55 31 −1 32 57 230
8 8 200 113 193 141 104 228 56 32 −1 33 58
9 9 120 201 114 194 142 105 229 57 33 −1 34




例えば，r = 7の ( 87, 229, 146, 149, 238, 102, 21)は
g(x) = x7 + α87x6 + · · ·+ α102x+ α21 を表す。
r r 次の生成多項式 g(x)の係数
2 ( 25, 1 )
3 ( 198, 199, 3 )
4 ( 75, 249, 78, 6 )
5 ( 113, 164, 166, 119, 10 )
6 ( 166, 0, 134, 5, 176, 15 )
7 ( 87, 229, 146, 149, 238, 102, 21 )
8 ( 175, 238, 208, 249, 215, 252, 196, 28 )
9 ( 95, 246, 137, 231, 235, 149, 11, 123, 36 )
10 ( 251, 67, 46, 61, 118, 70, 64, 94, 32, 45 )
11 ( 220, 192, 91, 194, 172, 177, 209, 116, 227, 10,
55 )
12 ( 102, 43, 98, 121, 187, 113, 198, 143, 131, 87,
157, 66 )
13 ( 74, 152, 176, 100, 86, 100, 106, 104, 130, 218,
206, 140, 78 )
14 ( 199, 249, 155, 48, 190, 124, 218, 137, 216, 87,
207, 59, 22, 91 )
15 ( 8, 183, 61, 91, 202, 37, 51, 58, 58, 237, 140,
124, 5, 99, 105 )
16 ( 120, 104, 107, 109, 102, 161, 76, 3, 91, 191,
147, 169, 182, 194, 225, 120 )
17 ( 43, 139, 206, 78, 43, 239, 123, 206, 214, 147,
24, 99, 150, 39, 243, 163, 136 )
例えば，QRコード型番 1では訂正レベルに応じて次数
r = 7, 10, 13, 17の g(x)を使う。JIS規格 X 510に必要な
g(x)の表があるが，定義から計算可能。r次の生成多項




　参考までに,生成多項式 g(x)の (n, k)短縮 RS符号の符号化と復号をMathematicaプログラムで示す。
　記号系 Aの要素は指数表現 αj の j で（0の指数を便宜上 −1で）表す。予め，Aにおける加減算 add，乗
算 mul，逆数 inv，累乗 pow，ベクトルの内積 sekiwa，多項式の値の計算 evalpoly，行列の掃き出し計算
sweepout（階数，連立 1次方程式の解，標準形を出力）などの関数（プログラムは省略）を用意する。
　 n, k, nk (= n− k), gmat, hmat は大域的変数（gmat, hmat は符号化・復号の前に準備する）。
　大文字で始まる Module, Table, Transpose などの関数はMathematica の関数である。
•符号化関数 encoder への入力は情報語 u，出力は符号語 v である。
encoder[u ] := Module[{r, i, v},
　 r = Table[sekiwa[u, Transpose[gmat][[i]]],{i, k+1, n}]; (* ベクトル表現 *)
　 v = Join[u, r];
　 Return[v]
];
　 r は多項式 u(x)xn−k を g(x)で割った余り r(x)の係数列 rに対応し，r = uP により計算する。
　生成行列 gmat から単位行列を除いた k × (n− k)部分行列が P になる。
•復号関数 decoder への入力は受信語 w，出力は情報語 uu である。
decoder[w ] :=
Module[{uu, t0, t, i, j, s, zero, smat, sig, sig0, emat, e, errloc, errval},
　 s = Table[sekiwa[w,hmat[[i]]],{i,nk}]; (* シンドロームの計算 ベクトル表現 *)
　 zero = Table[-1, {nk}];
　 If[s == zero, Print["誤りなし"]; uu = Take[w, k]; Return[uu]];
　 t0 = Floor[nk/2];　 (* t0 は訂正可能な誤り数 *)
　 smat = Table[s[[i+j-1]], {i, t0}, {j, t0+1}];(* smat は拡大シンドローム行列 *)
　 sig = sweepout[smat][[2]]; (* smat の掃き出し計算 *)
　 sig0 = Prepend[Reverse[sig], 0]; (* sig0 は誤り位置多項式 σ(x) の係数列 *)
　 errloc = {};
　 Do[If[evalpoly[sig0, j] == -1, errloc = Append[errloc, n-j]], {j, n-1, 0, -1}];
　 t = Length[errloc]; (* errloc は誤り位置, t は誤り個数 *)
　 If[t == 0, Print["訂正不能！"]; uu = Take[w, k]; Return[uu]];
　 emat = Table[Append[Table[pow[i-1, n-errloc[[j]]], {j, t}], s[[i]]], {i, t}];
　 errval = sweepout[emat][[2]]; (* 誤り記号 errval の計算 *)
　 e = Table[-1, {n}];
　 Do[i = errloc[[j]]; e[[i]] = errval[[j]], {j, t}]; (* e は誤り語 *)
　 uu = Table[add[w[[i]], e[[i]]], {i, k}];
　 Return[uu]
];
　 s はシンドローム・ベクトルで，受信語 wと検査行列 hmatとの積（積和の反復）によって計算する。











は 1～40の型番により 21から 177まで 4ずつ増える（型
















型番 a の固定領域のセル数 b は，b = 8 a + 139 +







型番 aの符号化領域のセル数 cは，c = (4 a+17)2− b
であり，その中で形式情報部が 30セル，a ≥ 7のとき型
番情報部が 36セルを占める。データ領域のバイト数 dは，
d = 2 (a+4)2− 19− 3(�a/7�+2)2 で表される（ただし，
2 ≤ a ≤ 6のときは 3を加え，a = 1のときは d = 26）。















ブロック 符号語 情報部 冗長部
1 v1 u1,1 · · ·u1,15 r1,1 · · · r1,18
2 v2 u2,1 · · ·u2,15 r2,1 · · · r2,18
3 v3 u3,1 · · ·u3,15 u3,16 r3,1 · · · r3,18
4 v4 u4,1 · · ·u4,15 u4,16 r4,1 · · · r4,18
















各型番で 4 種の誤り訂正レベル L(7%), M(15%),
















訂正レベル Qの場合，n = 33, k = 15, a = b = 2である





































87· · ·21 はビット列表現 b8 b7 · · · b2 b1 に対応
(b8 が上位ビットを表す)












平面上に配置すると，[81] ≤ x ≤ [9f] と [e0] ≤ x ≤ [ea]
の２つのエリアに分かれ，[40] ≤ y ≤ [fc]の範囲にある
（[ · ]は 16進数を表す）。
まず，2つのエリアを左上に平行移動して合併すると，
(x− d, y − [40]),
ただし, d =
�
[81], x ≤ [9f]のとき
[c1], x ≥ [e0]のとき
となる。さらに，下位バイトが [c0] 以上の部分に詰めて
１列に並べ，
z = (x− d)× [c0] + (y − [40])







+ d, y = mod (z, [c0]) + [40].





































　→　 [8f74], [82cd], [96bc], [82cc], [82dd] (シフト JIS)
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