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Chapitre 1
Introduction générale
Si les marches aléatoires rencontrent un engouement qui ne se dément pas depuis un siècle,
c’est parce qu’elles constituent un modèle à la fois très simple et hautement adaptable, ce
qui permet de l’appliquer à de très nombreux champs disciplinaires, la physique, la chimie, la
biologie, l’écologie ou encore l’économie. Elles sont définies de manière très générale comme une
succession de pas aléatoires, et il en existe donc autant de variantes que de façons de réaliser
des pas aléatoires. La version la plus basique de ce modèle correspond à la marche aléatoire
simple sur réseau, introduite pour la première fois dans [Pólya 1919], également qualifiée de
marche brownienne puisqu’elle est l’équivalent en temps et en espace discrets d’un mouvement
brownien. Le marcheur y est astreint à évoluer sur un réseau, souvent euclidien, et effectue
à intervalles réguliers des sauts sur un de ses plus proches voisins, de manière équiprobable,
indépendamment de la direction des pas précédents.
Ce type de marches est très largement utilisé pour décrire des phénomènes aussi divers
que le déplacement d’une particule dans un gaz, d’une particule colloïdale dans un liquide,
d’un neutron dans un réacteur nucléaire, d’une protéine dans le noyau cellulaire, d’un réactif
chimique en solution, ou que le cours d’une action en bourse, la dynamique d’une population, le
mouvement d’un animal à la recherche de nourriture, le parcours du point de focalisation visuel
d’un homme à la recherche d’un objet perdu, ou encore l’exploration d’une zone par un robot.
Au-delà de cette première modélisation, il peut être pertinent d’introduire des règles plus
complexes que les simples sauts réguliers vers les plus proches voisins pour régir les pas du
marcheur. Par exemple, les excursions d’une particule d’un gaz entre deux collisions ne sont pas
de longueur fixée ; un réactif chimique massif ne se déplace pas de manière équiprobable dans
toutes les directions à cause de la pesanteur qui va biaiser son mouvement ; les investisseurs ont
tendance à garder en mémoire l’évolution récente de la bourse, de sorte que le cours de celle-ci
dépend du passé ; une abeille butine de proche en proche dans un périmètre restreint pendant
un certain temps avant de s’envoler vers des zones plus éloignées.
Ainsi, le choix de paramètres tels que la longueur des pas, qui peut être déterministe ou
aléatoire, l’intervalle de temps les séparant, fixé ou probabiliste, l’existence ou non d’un réseau
sur lequel ont lieu ces pas, ou encore les éventuelles corrélations entre pas successifs, dépend
des processus que l’on cherche à modéliser, et du niveau de raffinement que l’on veut adopter
pour cette description. Un compromis entre réalisme de la modélisation et simplicité technique
est souvent nécessaire. Dans cette optique, de grandes classes de marches aléatoires légèrement
plus complexes et riches que les marches aléatoires simples ont émergé. Parmi elles, on peut
citer les marches persistantes [Feller 1968], les marches de Lévy [Shlesinger 1987] et les marches
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intermittentes [Bénichou 2005], qui jouent un rôle important dans les contextes de recherche
aléatoire, comme nous le verrons dans le chapitre deux.
Les marches persistantes et les marches de Lévy représentent deux façons alternatives de
rendre compte de la persistance du marcheur dans une direction et donc d’un effet de mémoire.
Les premières biaisent les probabilités de transition vers les plus proches voisins dans la direction
du pas précédent, tandis que les secondes sont constituées de séries de pas, dont le nombre
suit une loi large, effectués par le marcheur dans une même direction avant d’en changer (voir
figure 1.1(a) et (b)). Cet effet de mémoire peut être le fruit de l’inertie de la particule, de
la volonté du marcheur ou d’une mémorisation active des pas précédents. En particulier, les
marches de Lévy ont été invoquées de manière récurrente dans le contexte de la recherche de
nourriture, d’un abri ou d’un partenaire sexuel chez les animaux [Viswanathan 2011].
Quant aux marches intermittentes, elles permettent de décrire des processus qui combinent
deux modes de déplacement [Bénichou 2011]. Par exemple, elles peuvent être constituées d’une
alternance entre des phases de déplacement diffusif et des phases de déplacement balistique
rapide (voir figure 1.1(c)). Un tel processus modélise par exemple la recherche d’une séquence
d’ADN bien précise par une protéine spécifique, qui alterne des phases de déplacement unidi-
mensionnel où elle est adsorbée sur le brin d’ADN et des phases de déplacement tridimensionnel
dans le noyau cellulaire après s’être désorbée. Les marches intermittentes peuvent également
décrire des phénomènes macroscopiques, comme le mouvement d’animaux lors de leur recherche
de nourriture, pendant laquelle les phases d’inspection lente et minutieuse de l’environnement
sont entrecoupées de périodes de déplacement rapide destinées à changer efficacement de zone,
mais qui ne permettent pas d’explorer attentivement l’espace traversé et donc d’y trouver de la
nourriture.
(a) (b) (c)
Figure 1.1 – Illustration schématique des marches persistantes (a), des marches de Lévy (b) et des
marches intermittentes (c).
Les problèmes mettant en jeu des marches aléatoires, qu’ils fassent appel à des marches
aléatoires simples ou aux modèles plus raffinés que nous venons de définir, présentent en outre
l’avantage notoire de faire émerger des questions qui se formulent très souvent en des termes
simples. A quelle distance de son point de départ le marcheur se trouve-t-il après avoir évolué
un certain temps ? Quelle est la probabilité qu’un événement, typiquement la rencontre avec un
élément géométrique de l’espace dans lequel se déplace le marcheur, ou avec un autre marcheur,
ne se soit pas encore produit à un certain instant ? Combien de temps le marcheur met-il à
trouver une cible ? Quelle est la probabilité qu’il atteigne une zone de l’espace avant une autre ?
Quelle est l’étendue du domaine qu’il a visité au bout d’un certain temps ? Quelle en est la
forme ?
3Ces questions trouvent leurs réponses dans l’étude d’observables telles que le déplacement
quadratique moyen du marcheur, sa probabilité de survie, le temps de premier passage par une
cible, la probabilité conditionnelle de rencontre, l’enveloppe convexe, le moment d’inertie de
la trajectoire, qui sont autant d’objets classiques de la théorie du mouvement brownien et des
marches aléatoires [Hughes 1996, Redner 2001]. Ainsi, les questions concrètes qui apparaissent
dans le contexte des processus de déplacement ou de recherche aléatoires sont bien souvent
sous-tendues par des problèmes dignes d’intérêt d’un point de vue purement théorique. Et
réciproquement, les questions fondamentales dont certaines sont traitées dans ce manuscrit,
bien que possédant un intérêt théorique intrinsèque, se reformulent souvent avantageusement de
manière imagée à l’aide d’exemples concrets, sans pour autant y être réduites. Dans ce travail,
nous nous référerons en particulier à plusieurs reprises aux problématiques liées au déplacement
des animaux, qui ne sont néanmoins qu’un exemple parmi d’autres des applications potentielles
des résultats présentés.
Les marches aléatoires ont fait l’objet de très nombreux travaux. Dans ce travail, nous allons
étudier ces marches aléatoires sous un angle particulier, l’impact d’une contrainte géométrique
ou dynamique sur leurs propriétés. Ce manuscrit est découpé en quatre chapitres très large-
ment indépendants les uns des autres. La contrainte à l’étude dans les trois premiers chapitres
est de type géométrique, et apparaît sous la forme d’un confinement, qui est partiel dans le
premier chapitre, total dans le deuxième et fluctue au cours du temps dans le troisième. Dans
le quatrième chapitre, l’espace dans lequel se meut le marcheur aléatoire n’est cette fois plus
limité par un quelconque confinement, mais le marcheur est contraint par la nécessité de trouver
régulièrement des ressources pour rester en vie. Cette contrainte dynamique, inédite dans la
littérature des marches aléatoires, est au centre du modèle très récent du marcheur aléatoire
affamé [Bénichou 2014a], où le marcheur consomme les ressources de son milieu sur son passage
et meurt s’il vient à jeûner pendant trop longtemps. Nous étudierons donc la modification de
certaines propriétés d’une marche aléatoire en présence de ces deux types de contraintes.
Il est clair que la prise en compte de la présence d’un confinement est souvent importante,
voire cruciale, pour décrire correctement nombre de situations modélisées par des marches
aléatoires. En effet, celles-ci ont rarement lieu en l’absence totale d’obstacles, qu’il s’agisse
par exemple des parois cellulaires ou des nombreuses organelles de la cellule qui entravent le
mouvement d’une protéine, des meubles ou des murs d’une pièce dans laquelle passe un robot
aspirateur, ou encore des éléments naturels ou liés à l’activité de l’homme qui contraignent le
déplacement d’un animal dans son habitat naturel. Par ailleurs, lorsque le marcheur aléatoire
modélise un organisme vivant, il est difficile de faire abstraction de sa mort possible s’il échoue
trop longtemps à trouver des ressources.
Dans le premier chapitre, nous poserons la question de l’impact d’un confinement partiel
sur l’espace occupé par une marche brownienne bidimensionnelle. Pour y répondre, nous
étudierons l’enveloppe convexe de la trajectoire à un temps d’observation fixé, définie comme
le plus petit polygone convexe contenant toute la trajectoire (voir figure 1.2). Jusqu’à présent,
les travaux portant sur cet objet se sont toujours limités à des trajectoires aléatoires ayant
lieu dans un espace non confiné. Comme premier pas vers une meilleure compréhension de
l’interaction entre un confinement et l’espace occupé par une marche aléatoire, nous adopterons
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un modèle minimal dans lequel la marche a lieu dans un demi-espace délimité par un plan infini
réfléchissant. Nous déterminerons la valeur moyenne de plusieurs caractéristiques géométriques
de l’enveloppe convexe, dont son périmètre, et en étudierons la variation avec la distance initiale
au plan réfléchissant. Nous donnerons par ailleurs quelques clefs pour comprendre comment le
confinement agit sur l’enveloppe convexe. Nous étudierons également la probabilité de survie
d’un marcheur aléatoire évoluant dans un secteur angulaire absorbant, confinant partiellement
son mouvement. Cet objet, qui apparaît comme intermédiaire de calcul du périmètre de
l’enveloppe convexe, présente un deuxième aspect de l’interaction entre un confinement partiel
et une marche aléatoire.
plan 
réf léchissant
enveloppe 
convexe
Figure 1.2 – Enveloppe convexe (en vert) d’une marche brownienne (en rouge) en présence d’un plan
infini réfléchissant.
Dans le deuxième chapitre, nous étudierons une marche aléatoire sur réseau ayant lieu
dans un volume fermé et nous nous intéresserons aux processus de recherche aléatoire dont
l’objectif est de visiter tous les sites contenus à l’intérieur de ce confinement total, ou une
partie d’entre eux (voir figure 1.3). Le temps caractéristique d’un tel processus est le temps
de couverture complète ou partielle du domaine. Les exemples de recherches aléatoires où
un domaine doit être visité de manière entièrement ou quasiment exhaustive sont nombreux
comme nous le verrons. L’intérêt pour cet objet remonte à une trentaine d’années, mais les
travaux sur cette thématique, principalement réalisés par des mathématiciens, se limitent
exclusivement aux marches aléatoires simples. Pour les raisons exposées précédemment, il
est donc important de se pencher sur des modèles plus variés de marches aléatoires. C’est
pourquoi nous dépasserons ici le cadre des études réalisées sur le temps de couverture en
considérant divers types de marches aléatoires, dont ceux détaillés plus haut, pour lesquels
nous déterminerons la distribution de plusieurs observables de la famille du temps de couverture.
Dans le troisième chapitre, nous considérerons à nouveau une marche brownienne en
présence d’un confinement total, mais cette fois sous la forme d’une cage unidimensionnelle
dont les parois se déplacent au cours du temps, représentant donc une contrainte à la fois
géométrique et dynamique. Nous étudierons la probabilité que le marcheur atteigne un des deux
bords de la cage sans avoir touché l’autre, dans les deux cas opposés où la cage se contracte à
vitesse constante, et se dilate à vitesse constante.
5Figure 1.3 – Illustration des problématiques de couverture d’un domaine : combien de temps faut-il au
promeneur pour trouver tous les champignons contenus dans une zone donnée ?
Enfin, dans le dernier chapitre, nous nous placerons dans le cadre du modèle sur réseau du
marcheur aléatoire affamé, qui consomme la nourriture présente sur les nœuds du réseau lorsqu’il
les visite, épuisant au fur et à mesure les ressources de son environnement, et qui meurt s’il reste
trop longtemps sans trouver de nouvelles ressources (voir figure 1.4). Ce modèle n’a pour l’instant
été étudié qu’en dimension un, à cause de la complexité technique introduite par le couplage
entre la trajectoire du marcheur et son temps de vie. Néanmoins, les applications naturelles de ce
modèle en écologie incitent fortement à s’intéresser au cas de la dimension deux. Nous étudierons
donc cette situation de manière approchée en simplifiant ce couplage. Ensuite, nous ajouterons
un ingrédient au modèle d’origine, la possibilité pour les ressources de se régénérer au lieu de
disparaître définitivement, et nous déterminerons l’impact de cette régénération sur les propriétés
de survie du marcheur. Nous aborderons enfin le problème classique en écologie de l’optimisation
de l’exploitation d’un environnement où les ressources sont regroupées en parcelles. Nous en
présenterons un traitement nouveau en nous appuyant sur le modèle du marcheur aléatoire
affamé.
Figure 1.4 – Illustration du modèle sur réseau du marcheur aléatoire affamé. Chaque site du réseau
contient initialement une unité de nourriture que le marcheur consomme lors de sa première visite d’un
site. Le marcheur meurt de faim s’il reste trop longtemps sans trouver de nourriture.
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2.1 Introduction
Comment la présence d’un obstacle affecte-t-elle l’extension spatiale d’un mouvement brow-
nien ? Dans ce premier chapitre, nous allons donner des éléments de réponse à cette question
à une et deux dimensions. S’il est aisé de mesurer l’extension spatiale d’un mouvement brow-
nien unidimensionnel à l’aide de la distance entre les points extrêmes visités par le marcheur, le
choix de l’outil adapté à cette quantification l’est en revanche moins à deux dimensions. Com-
ment peut-on en effet caractériser l’espace occupé par un mouvement brownien bidimensionnel ?
Un des objets qui permettent de répondre à cette question est ce que l’on appelle l’enveloppe
convexe de la trajectoire brownienne, définie comme le plus petit polygone convexe contenant
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toute la trajectoire (voir figure 2.1(a)). Pour bien se représenter ce dont il s’agit, imaginons que
l’on matérialise chacune des positions par lesquelles le marcheur brownien est passé au cours
du temps (en discrétisant le temps) par un clou et que l’on tende un caoutchouc autour de ces
clous, que l’on lâche ensuite. La forme polygonale convexe prise par le caoutchouc est exactement
l’enveloppe convexe de la trajectoire (voir figure 2.1(b)).
Outre l’étude théorique du mouvement brownien, la problématique de la quantification
de l’espace occupé par un mouvement brownien bidimensionnel apparaît également natu-
rellement en écologie lorsque l’on cherche à estimer l’étendue de l’habitat d’animaux sau-
vages [Murphy 1992]. En effet, comme nous l’avons vu précédemment, le mouvement des
animaux est modélisé de manière courante et satisfaisante par un mouvement brownien,
principalement lors des phases de recherche de nourriture, d’un abri ou d’un partenaire
sexuel [Berg 1993, Bartumeus 2005]. La méthode la plus populaire parmi les écologistes pour
caractériser l’habitat d’un animal consiste à étudier l’enveloppe convexe de la trajectoire de
l’animal [Worton 1995, Giuggioli 2011]. Une mesure de la taille de l’habitat de l’animal est alors
donnée par le périmètre ou l’aire de cette enveloppe convexe.
(a) (b)
Figure 2.1 – (a) Enveloppe convexe d’une trajectoire brownienne bidimensionnelle (en rouge). Il s’agit
du plus petit polygone convexe contenant la trajectoire (en vert). (b) Illustration de la construction de
l’enveloppe convexe d’une trajectoire. Si l’on plante un clou (point noir) à chacune des positions occupées
successivement par le marcheur brownien au cours du temps et que l’on tend un caoutchouc autour de ces
clous, que l’on lâche ensuite, la forme polygonale convexe (en vert) prise par le caoutchouc est exactement
l’enveloppe convexe de la trajectoire brownienne (en rouge).
Pour un mouvement brownien plan non confiné de constante de diffusion D, le périmètre
moyen [Takács 1980] et l’aire moyenne [Bachir 1983] de son enveloppe convexe au temps d’ob-
servation t ont été déterminés de manière exacte dans la littérature mathématique
〈L(t)〉 =
√
16piD t (2.1)
〈A(t)〉 = piD t. (2.2)
La seule longueur caractéristique d’un mouvement brownien plan au temps t étant sa longueur
de diffusion
√
Dt, on constate sans surprise que le périmètre moyen de l’enveloppe convexe est
proportionnel à cette longueur, et l’aire moyenne à son carré.
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Bien plus récemment, l’étude théorique de l’enveloppe convexe a connu un regain d’inté-
rêt, à la fois dans la littérature mathématique et physique, en généralisant ces premiers résul-
tats fondateurs dans différentes directions. En particulier, une méthode générale a été proposée
[Randon-Furling 2009b, Majumdar 2010] pour calculer le périmètre moyen et l’aire moyenne de
l’enveloppe convexe d’un processus stochastique arbitraire à deux dimensions. Dans les cas où
le processus bidimensionnel est isotrope, le calcul se ramène à un calcul de statistique d’ex-
trême du processus radial, donc unidimensionnel, correspondant. Le périmètre moyen et l’aire
moyenne ont ainsi été déterminés dans un certain nombre de situations physiques : en présence
de N marcheurs browniens indépendants [Randon-Furling 2009b, Majumdar 2010], pour un pro-
cessus d’accélération aléatoire [Reymbaut 2011], pour un mouvement brownien branchant avec
absorption 1 [Dumonteil 2013] ou encore en présence de diffusion anormale 2 [Luković 2013].
Tous ces résultats se limitent au cas de processus stochastiques en espace infini, c’est-à-dire
en l’absence de confinement. Néanmoins, les processus stochastiques décrits par un mouvement
brownien ont en pratique souvent lieu en espace confiné. Par exemple, l’étendue de l’habitat
d’un animal peut être limitée par la présence d’éléments naturels ou liés à l’activité humaine
qui l’empêchent de se déplacer librement dans tout l’espace. Comment le confinement du milieu
naturel dans lequel évolue un animal affecte-t-il l’étendue de son territoire ? Au-delà de cette
motivation écologique, la détermination du périmètre moyen de l’enveloppe convexe en confi-
nement est une question intrinsèquement importante dans le contexte de l’étude théorique du
mouvement brownien.
On s’intéressera ici au cas d’un confinement minimal, qui admet une solution exacte. Consi-
dérons un mouvement brownien bidimensionnel partiellement confiné par un plan infini réflé-
chissant 3 partant à une distance initiale d de celui-ci (voir figure 2.2(a)). Bien que simpliste en
apparence, ce confinement modélise de manière adéquate une route, une rivière, un littoral ou
encore une chaîne montagneuse, au-delà desquels un animal ne peut pas s’aventurer. La pré-
sence de ce confinement a pour conséquences fondamentales de briser l’isotropie de la géométrie
par rapport au cas sans confinement, et d’introduire une deuxième longueur caractéristique au
problème, la distance initiale au plan d, en plus de la longueur de diffusion
√
Dt. L’existence
de deux longueurs caractéristiques rend la prédiction du comportement du périmètre moyen de
l’enveloppe convexe plus difficile qu’en l’absence de confinement, avec une seule longueur carac-
téristique. En revanche, on peut d’ores et déjà prévoir que toute longueur du problème f(d, t),
et en particulier le périmètre moyen de l’enveloppe convexe, prend une forme d’échelle du type
f(d, t) =
√
Dt fˆ
(
d√
Dt
)
=
√
Dt fˆ(x), (2.3)
fˆ étant la fonction d’échelle 4 associée à la fonction dimensionnée f , et x ≡ d/√Dt le paramètre
1. Le marcheur brownien peut donner naissance à un double qui évolue ensuite indépendamment de lui et
mourir au cours de son mouvement.
2. Une diffusion est qualifiée d’anormale lorsque son déplacement quadratique moyen n’est pas linéaire en
temps. Il s’écrit de manière générale
〈r2〉 ∼ Dtβ .
Si β > 1, on est en présence de super-diffusion, et si β < 1, on parle de sous-diffusion.
3. Dans tout ce qui suit, on parlera de plan, même s’il serait plus juste de parler d’une droite réfléchissante.
4. C’est-à-dire une fonction sans dimension physique, qui ne dépend que de paramètres d’échelle, eux-mêmes
adimensionnés.
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d’échelle. Avant de nous pencher sur la question centrale de ce chapitre, à savoir l’étude du
périmètre moyen de l’enveloppe convexe d’un mouvement brownien bidimensionnel en présence
d’un plan infini réfléchissant, nous allons commencer par étudier l’équivalent unidimensionnel
de ce problème, afin de mettre en valeur par la suite la spécificité du cas bidimensionnel.
plan 
réf léchissant
enveloppe 
convexed
(a)
0
(b)
Figure 2.2 – (a) Enveloppe convexe d’un mouvement brownien bidimensionnel partant d’une distance
initiale d d’un plan infini réfléchissant. (b) Problème unidimensionnel équivalent : extension d’un mou-
vement brownien à une dimension partant à une distance initiale d d’un point réfléchissant.
2.2 Cas unidimensionnel
Nous commençons donc par étudier un mouvement brownien unidimensionnel partant de
l’abscisse 0 à l’instant initial et partiellement confiné par un point réfléchissant situé à l’abscisse
−d (voir figure 2.2(b)). L’équivalent du périmètre de l’enveloppe convexe dans ce cas est simple-
ment l’extension du mouvement brownien, définie comme la distance entre les positions extrêmes
visitées par le marcheur brownien. Le temps d’observation t est fixé et on étudie la dépendance
de l’extension moyenne 〈L(d)1D(t)〉 en la distance initiale au point réfléchissant. Avant tout calcul,
on sent intuitivement que le point réfléchissant empêche le mouvement brownien de s’étendre
autant qu’il le ferait en l’absence de confinement, et ce d’autant plus qu’il en part près. Nous al-
lons vérifier cette conjecture en déterminant l’expression exacte de l’extension moyenne 〈L(d)1D(t)〉.
L’extension peut s’écrire comme la somme du maximum de la marche brownienne jusqu’au
temps t vers la droiteM(d)droite(t) et du maximum vers la gaucheM(d)gauche(t), ce qui donne l’égalité
suivante pour les valeurs moyennes
〈L(d)1D(t)〉 = 〈M(d)droite(t)〉+ 〈M(d)gauche(t)〉. (2.4)
Le maximum vers la droite représente la distance entre le point le plus à droite de la trajectoire au
temps t et le point de départ, respectivement pour le maximum vers la gauche (voir figure 2.2(b)).
On peut écrire par définition
〈M(d)droite(t)〉 =
∫ +∞
0
dy y P
(
M(d)droite(t) = y
)
(2.5)
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où P
(
M(d)droite(t) = y
)
est la distribution du maximum vers la droite. En intégrant par parties
l’équation (2.5) et en notant F (d)t (y) la distribution cumulative associée
F
(d)
t (y) = Prob
(
M(d)droite(t) 6 y
)
≡
∫ y
0
dx P
(
M(d)droite(t) = x
)
, (2.6)
on obtient
〈M(d)droite(t)〉 =
[
y
(
F
(d)
t (y)− 1
) ]+∞
0
−
∫ +∞
0
dy
(
F
(d)
t (y)− 1
)
=
∫ +∞
0
dy
(
1− F (d)t (y)
)
. (2.7)
Par ailleurs, il est équivalent de dire que le maximum vers la droite au temps t est inférieur
à y ou que la trajectoire n’a pas encore touché le point d’abscisse y au temps t. La distribution
cumulative F (d)t (y) n’est donc autre que la probabilité de survie S
(d)
droite(t|y) de la trajectoire au
temps t en présence d’un point absorbant situé à l’abscisse y et du point réfléchissant situé en
−d, c’est-à-dire, d’après (2.7)
〈M(d)droite(t)〉 =
∫ +∞
0
dy
(
1− S(d)droite(t|y)
)
. (2.8)
De manière similaire, le maximum moyen vers la gauche s’écrit
〈M(d)gauche(t)〉 =
∫ 0
−d
dy (1− Sgauche(t|y)) . (2.9)
Remarquons que dans cette intégrale, y est cette fois limité à −d en raison de la présence du
point réfléchissant, et que la quantité Sgauche(t|y) est la probabilité de survie en présence d’un
point absorbant en y (négatif), qui écrante par conséquent le point réfléchissant. Si on note
fˆ(p) =
∫ +∞
0 dt f(t) e
−p t la transformée de Laplace de la fonction f(t), on trouve〈
Mˆ(d)droite(p)
〉
=
∫ +∞
0
dy
(
1
p
− Sˆ(d)droite(p|y)
)
〈
Mˆ(d)gauche(p)
〉
=
∫ 0
−d
dy
(
1
p
− Sˆgauche(p|y)
)
(2.10)
où les transformées de Laplace des deux probabilités de survie peuvent être calculées par des
méthodes classiques (voir annexe A)
Sˆ
(d)
droite(p|y) =
1
p
1− ch
(√
p
Dd
)
ch
(√
p
D (y + d)
)
 (2.11)
Sˆgauche(p|y) = 1
p
(
1− e
√
p
D
y
)
. (2.12)
En inversant les transformées de Laplace, on obtient finalement les maximums moyens renorma-
lisés M˜droite et M˜gauche
M˜droite(x) ≡
〈
M(d)droite(t)√
Dt
〉
=
2√
pi
− 4
+∞∑
n=1
(−1)n
4n2 − 1
(
e−n2x2√
pi
− nx erfc (nx)
)
(2.13)
M˜gauche(x) ≡
〈M(d)gauche(t)√
Dt
〉
=
2√
pi
(
1− e−x
2
4
)
+ x erfc
(x
2
)
(2.14)
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où x ≡ d/√Dt est la distance initiale renormalisée par la longueur de diffusion √Dt et erfc la
fonction erreur complémentaire définie par
erfc (x) = 1− erf (x) = 2√
pi
∫ +∞
x
dt e−t
2
. (2.15)
Comme discuté en introduction, le maximum possède une forme d’échelle, c’est-à-dire qu’une
fois renormalisé par la longueur de diffusion, il est donné par une fonction sans dimension
du paramètre d’échelle x, également sans dimension, qui est le rapport des deux longueurs
caractéristiques du problème. La valeur en x = 0 de ces deux maximums, c’est-à-dire dans le cas
où le point de départ est sur le point réfléchissant, est donnée par
M˜droite(0) = 2
pi
− 4
pi
+∞∑
n=1
(−1)n
4n2 − 1 =
√
pi (2.16)
M˜gauche(0) = 0. (2.17)
Par ailleurs, la dérivée des équations (2.13) et (2.14) en x = 0
dM˜droite
dx
∣∣∣∣∣
x=0
= 4
+∞∑
n=1
(−1)n
4n2 − 1n erfc (nx)
∣∣∣∣∣
x=0
= 4
+∞∑
n=1
(−1)nn
4n2 − 1 = −1 (2.18)
dM˜gauche
dx
∣∣∣∣∣
x=0
= erfc
(x
2
) ∣∣∣
x=0
= 1, (2.19)
permet d’obtenir le comportement des deux maximums à faible distance initiale, c’est-à-dire
x 1
M˜droite(x) =
√
pi − x+ o(x) (2.20)
M˜gauche(x) = x+ o(x). (2.21)
Il est aisé de comprendre le second développement en remarquant que le marcheur a une
probabilité proche de un de toucher le point réfléchissant, très proche de son point de départ, et
qu’il est par conséquent très susceptible d’explorer toute la zone qui sépare son point de départ
du plan réfléchissant.
On obtient finalement de manière directe l’extension moyenne de la trajectoire au temps t
〈L(d)1D(t)〉 =
√
D t L˜1D
(
d√
D t
)
(2.22)
où L˜1D est la fonction d’échelle du périmètre à une dimension définie par
L˜1D(x) = M˜droite(x) + M˜gauche(x). (2.23)
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D’après les équations (2.13) et (2.14), l’expression explicite de cette fonction d’échelle est la
suivante
L˜1D(x) =
2√
pi
− 4
+∞∑
n=1
(−1)n
4n2 − 1
(
e−n2x2√
pi
− nx erfc (nx)
)
+
2√
pi
(
1− e−x
2
4
)
+ x erfc
(x
2
)
(2.24)
et est tracée sur la figure 2.3(a). Elle croît de manière monotone avec la distance initiale depuis
sa valeur en x = 0 (lorsque le marcheur part du point réfléchissant)
L˜1D(x = 0) =
√
pi, (2.25)
où elle a une tangente horizontale d’après les équations (2.20), (2.21) et (2.23), jusqu’à sa valeur
asymptotique (lorsque le marcheur part infiniment loin du point réfléchissant et n’en sent donc
plus les effets)
L˜1D(x→ +∞) = 4√
pi
. (2.26)
On retrouve sans surprise la valeur de l’extension d’un mouvement brownien unidimensionnel
en l’absence de confinement [Feller 1968].
0 2 4 6
1.8
2.0
2.2
(a)
t
(b)
Figure 2.3 – (a) Fonction d’échelle L˜1D (trait plein orange) de l’extension au temps t en fonction de
la distance initiale renormalisée x, dont l’expression analytique exacte est donnée par l’équation (2.24).
(b) Extension (trait plein orange) pour une distance initiale d = 1 en fonction du temps, donnée par
l’équation (2.22) et (2.24). Les droites en pointillés représentent les deux régimes diffusifs observés aux
temps courts et longs, correspondant aux deux valeurs limites de la fonction d’échelle données en (2.25)
(vert) et (2.26) (bleu).
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On peut faire les remarques suivantes sur cette fonction d’échelle :
(i) La présence du point réfléchissant préserve le comportement diffusif 5 de l’extension du
mouvement brownien aux temps courts et aux temps longs (voir figure 2.3(b)). Si le mar-
cheur part à une distance non nulle du point réfléchissant, aux temps courts (t d2/D), il
diffuse sans voir le point réfléchissant, puis perd son caractère diffusif 6 lorsqu’il rencontre
le point réfléchissant pour des temps intermédiaires, et redevient diffusif aux temps longs
(t d2/D).
(ii) L’extension moyenne 〈L(d)1D(t)〉 à un temps d’observation fixé t est une fonction strictement
croissante de la distance initiale d au point réfléchissant, dont la valeur asymptotique
lorsque la distance initiale tend vers l’infini correspond à celle de l’extension moyenne en
l’absence de confinement. Cela confirme l’intuition que nous avons formulée, selon laquelle
le point réfléchissant empêche le mouvement brownien de s’étendre, d’autant plus que le
point de départ est situé près du point réfléchissant. En particulier, à temps d’observa-
tion fixé, l’extension moyenne est minimisée dans le cas où le marcheur part du point
réfléchissant, n’ayant accès pour s’étendre qu’à une demi-droite.
(iii) Sur un plan purement théorique, l’expression (2.24) met en évidence que la fonction
d’échelle unidimensionnelle est analytique en x = 0.
Notre étude de l’équivalent unidimensionnel du périmètre de l’enveloppe convexe, l’extension
de la trajectoire, constitue un préliminaire à la situation bidimensionnelle d’intérêt. La monotonie
de la fonction d’échelle associée à l’extension moyenne de la trajectoire par rapport à la distance
initiale s’accorde avec l’intuition qui suggère que l’élément réfléchissant a pour effet d’empêcher la
trajectoire de s’étendre librement, d’autant plus qu’elle en part près. Penchons-nous maintenant
sur le cas bidimensionnel.
2.3 Cas bidimensionnel
Comme nous allons le voir dans un instant, le périmètre moyen de l’enveloppe convexe d’un
mouvement brownien à deux dimensions en présence d’un plan réfléchissant est un objet bien
plus complexe que son équivalent unidimensionnel étudié précédemment. Comme mentionné en
introduction, le périmètre moyen de l’enveloppe convexe peut s’écrire à l’aide d’une fonction
d’échelle L˜
〈L(d)(t)〉 =
√
D t L˜
(
d√
D t
)
(2.27)
ne dépendant à nouveau que du paramètre d’échelle x ≡ d/√Dt. Nous déterminerons ici cette
fonction d’échelle puis nous l’analyserons. Une partie des démonstrations sera donnée en annexe,
par souci de clarté. Dans ce qui suit, nous nous placerons toujours à un temps d’observation
fixé. Dans les discussions qualitatives, nous parlerons donc indifféremment des grandeurs (pé-
rimètre moyen, maximum moyen, extension moyenne) et de leurs fonctions d’échelle associées,
puisqu’elles sont proportionnelles, de même pour la distance initiale d et la distance initiale
renormalisée x = d/
√
Dt.
5. C’est-à-dire pour lequel le déplacement quadratique moyen est proportionnel à t.
6. Dans le sens où l’extension moyenne du mouvement brownien n’est plus, de manière transitoire, propor-
tionnelle à
√
t, comme on le voit à la figure 2.3(b).
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2.3.1 Détermination du périmètre moyen de l’enveloppe convexe
Pour calculer le périmètre moyen de l’enveloppe convexe à deux dimensions en présence
d’un plan réfléchissant, nous suivons la méthode développée dans [Randon-Furling 2009b,
Majumdar 2010] pour le calcul de ce périmètre moyen en l’absence de confinement. Le cœur
de cette méthode consiste à utiliser la formule de Cauchy [Cauchy 1832]
〈L(d)(t)〉 =
∫ 2pi
0
dθ 〈M(d)(θ, t)〉 (2.28)
où 〈M(d)(θ, t)〉 est la projection maximale de la trajectoire du marcheur brownien jusqu’au
temps t dans la direction θ, que nous appellerons simplement maximum dans la direction θ. A
partir d’une trajectoire donnée, ce maximum s’obtient de la manière suivante (voir figure 2.4) :
si l’on introduit par la pensée un plan infini perpendiculaire à la direction θ placé très loin de
la trajectoire, qu’on l’approche dans la direction θ jusqu’à toucher en un point la trajectoire,
le maximum est la distance entre ce plan et un point de référence, choisi ici par commodité au
niveau du point de départ de la trajectoire. Dans le cas sans confinement, l’espace est isotrope.
Par symétrie, le maximum moyen ne dépend donc pas de la direction θ [Randon-Furling 2009b]
〈M∞(θ, t)〉 = 2
√
Dt
pi
. (2.29)
Le problème bidimensionnel de base se ramène par conséquent à un problème purement radial,
donc unidimensionnel, permettant ainsi de simplifier la formule de Cauchy
〈L∞(t)〉 = 2pi〈M∞(θ, t)〉 = 4
√
piDt. (2.30)
En revanche, l’introduction d’un plan réfléchissant rompt l’isotropie et requiert donc de
déterminer le maximum moyen pour toute direction θ.
d
Figure 2.4 – Définition du maximum de la trajectoire (en rouge) dans la direction θ.
Comme explicité précédemment dans le cas unidimensionnel, en notant P
(M(d)(θ, t) = M)
la distribution du maximum et F (d)t (M, θ) sa cumulative, le maximum moyen dans la direction
θ est donné par définition par
〈M(d)(θ, t)〉 =
∫ +∞
0
dMM P
(
M(d)(θ, t) = M
)
(2.31)
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et après une intégration par parties similaire à celle réalisée dans le cas unidimensionnel à
l’équation (2.7)
〈M(d)(θ, t)〉 =
∫ +∞
0
dM
(
1− F (d)t (M, θ)
)
. (2.32)
A nouveau, il est équivalent de dire que la trajectoire a un maximum au temps t dans la
direction θ plus petit que M et qu’elle n’a pas été absorbée au temps t par un plan absorbant
perpendiculaire à cette direction et situé à une distance M du point de départ. On peut donc
écrire que
F
(d)
t (M, θ) = S
(d)(t|M, θ) (2.33)
où S(d)(t|M, θ) est la probabilité de survie au temps t d’un mouvement brownien en présence
du plan absorbant perpendiculaire à la direction θ situé à une distance M du point de départ,
mentionné ci-dessus, et du plan réfléchissant d’origine. On a donc finalement
〈M(d)(θ, t)〉 =
∫ +∞
0
dM
(
1− S(d)(t|M, θ)
)
. (2.34)
La détermination du périmètre moyen de l’enveloppe convexe se réduit donc au calcul d’une
probabilité de survie dans un secteur angulaire 7 d’angle au sommet α/2 = pi/2−θ avec un bord
réfléchissant et un bord absorbant (voir figure 2.5(a)). Par symétrie autour du plan réfléchissant,
cette probabilité de survie est égale celle d’un mouvement brownien plan évoluant dans un secteur
angulaire d’angle au sommet double et dont les deux bords sont absorbants (voir figure 2.5(b)).
Les coordonnées naturelles pour exprimer la probabilité de survie dans le secteur angulaire sont
d
M
r
0
0
abs
orb
ant
réf léchissant
(a)
0r0
(b)
Figure 2.5 – (a) Définition des paramètres géométriques dans le secteur angulaire initial (avec un bord
réfléchissant, le plan réfléchissant d’origine, et un bord absorbant, introduit dans la définition de la densité
de probabilité du maximum). (b) Equivalence entre le secteur angulaire de la sous-figure (a) d’angle au
sommet α/2 et le secteur angulaire d’angle au sommet double et dont les deux bords sont réfléchissants.
les coordonnées polaires (r, ϕ), et par des méthodes classiques, on obtient (voir l’annexe B pour
le détail)
S(t|r0, ϕ0) = r0√
piDt
e−
r20
8Dt
+∞∑
m=0
sin
(
(2m+1)piϕ0
α
)
2m+ 1
[
I (2m+1)pi
2α
− 1
2
(
r20
8Dt
)
+ I (2m+1)pi
2α
+ 1
2
(
r20
8Dt
)]
(2.35)
7. “Wedge” en anglais.
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où (r0, ϕ0) est le point de départ de la trajectoire et Iν(x) désigne la fonction de Bessel modifiée
d’indice ν. Il ne reste maintenant plus qu’à faire le lien entre les paramètres (M, θ) mis en jeu
dans la formule de Cauchy et les coordonnées polaires (r, ϕ) à l’aide desquelles est exprimée la
probabilité de survie (voir figure 2.5(a)). Un peu de géométrie élémentaire permet d’obtenir les
relations suivantes (voir l’annexe C),
r0 =
1
cos θ
√
d2 + 2dM sin θ +M2
ϕ0 = arccos
(
d+M sin θ√
M2 + 2dM sin θ + d2
)
. (2.36)
En introduisant le paramètre sans dimension suivant
u ≡ M√
Dt
, (2.37)
en plus du paramètre d’échelle x = d/
√
Dt, on a d’après les équations (2.34) et (2.28)
M˜(x) ≡
〈
M(d)(t)√
Dt
〉
=
∫ +∞
0
du
(
1− S(x)(t|u, θ)
)
, (2.38)
L˜(x) = 2
∫ pi/2
−pi/2
dθ
∫ +∞
0
du
(
1− S(x)(t|u, θ)
)
. (2.39)
où S(x)(t|u, θ) désigne la probabilité de survie déterminée précédemment mais pour les variables
réduites u et x. En utilisant également les équations (2.35) et (2.36), on obtient finalement une
expression exacte de la fonction d’échelle associée au maximum moyen dans la direction θ
M˜(θ, x) =
∫ +∞
0
du
{
1−
√
x2 + 2xu sin θ + u2√
pi cos θ
e−
x2+2xu sin θ+u2
8 cos2 θ
×
+∞∑
m=0
sin
(
(2m+ 1)piα arccos
(
x+u sin θ√
u2+2xu sin θ+x2
))
2m+ 1
×
[
Iν
(
x2 + 2xu sin θ + u2
8 cos2 θ
)
+ Iν+1
(
x2 + 2xu sin θ + u2
8 cos2 θ
)]}
(2.40)
et de la fonction d’échelle associée au périmètre moyen
L˜(x) = 2
∫ pi
2
−pi
2
dθ
∫ +∞
0
du
{
1−
√
x2 + 2xu sin θ + u2√
pi cos θ
e−
x2+2xu sin θ+u2
8 cos2 θ
×
+∞∑
m=0
sin
(
(2m+ 1)piα arccos
(
x+u sin θ√
u2+2xu sin θ+x2
))
2m+ 1
×
[
Iν
(
x2 + 2xu sin θ + u2
8 cos2 θ
)
+ Iν+1
(
x2 + 2xu sin θ + u2
8 cos2 θ
)]}
(2.41)
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avec
ν = (2m+ 1)
pi
2α
− 1
2
. (2.42)
On omet par souci de légèreté la dépendance de ν en l’indice de la somme m (tout en la gardant
en mémoire pour la suite). Comme attendu, le maximum et le périmètre moyens possèdent des
formes d’échelle. En particulier, cela signifie que les limites “petite distance” et “grand temps”
sont équivalentes. Dans la suite, nous nous placerons toujours à un temps d’observation fixé et
nous étudierons comme à une dimension l’impact de la distance initiale au plan réfléchissant sur
les quantités considérées.
2.3.2 Allure du périmètre moyen et discussion
Avant d’aborder l’analyse de la fonction d’échelle (2.41) du périmètre de l’enveloppe convexe,
il est utile de la tracer. Cependant, cette fonction n’est simple ni à analyser, ni même à tracer.
Les difficultés d’évaluation numérique proviennent de l’expression de la probabilité de survie
dans le secteur angulaire absorbant et en particulier de la somme infinie de fonctions de Bessel 8
mise en jeu dans l’équation (2.41). Il est possible de contourner ce problème en réécrivant cette
probabilité de survie sous une forme plus légère, selon une méthode présentée dans la section 2.4,
ce qui permet finalement de tracer la fonction d’échelle du périmètre moyen (voir figure 2.6).
En parallèle, nous avons réalisé des simulations numériques de ce problème. Pour cela, nous
avons généré plus de 105 trajectoires de marcheur brownien discrétisées de durée totale T = 100
(en unité arbitraire). Pour tenir compte de la présence du plan infini réfléchissant, nous avons
adapté le pas de temps utilisé pour discrétiser la trajectoire en fonction de la distance du mar-
cheur au plan réfléchissant. Loin de celui-ci, c’est-à-dire en pratique quand le marcheur en est à
une distance supérieure à z = 0.2 (unité arbitraire), nous avons pris un pas de temps ∆τ = 10−3,
et en-dessous de cette distance, nous l’avons fait varier quadratiquement avec la distance cou-
rante z au plan ∆τ = (0.1 z + λ)2, avec λ = 0.01 une distance de coupure 9. Lorsqu’un pas est
censé faire atterrir le marcheur de l’autre côté du plan réfléchissant, il est en fait réfléchi par
le plan selon la loi de Descartes de la réflexion. Une fois que la trajectoire 10 est générée, on
isole les points de la trajectoire appartenant à son enveloppe convexe à l’aide de l’algorithme de
Graham [Graham 1972], expliqué très clairement dans [Randon-Furling 2009a]. Son périmètre
est ensuite calculé pour chaque trajectoire et moyenné sur l’ensemble des trajectoires, puis re-
normalisé, ainsi que la distance initiale, par
√
DT avec D = 1/2 pour un mouvement brownien
bidimensionnel, et ce pour plusieurs distances initiales au plan réfléchissant (voir figure 2.6).
Sur la figure 2.6, on constate, à la fois avec le tracé de l’expression exacte et avec les simula-
tions numériques, que le périmètre de l’enveloppe convexe est une fonction non monotone de la
distance initiale au plan réfléchissant. En effet, de manière tout à fait surprenante, elle possède
un minimum par rapport à la distance initiale. En d’autres termes, il existe une distance initiale
non nulle qui permet de minimiser le périmètre de l’enveloppe convexe.
8. Même tronquée, cette somme est peu maniable et s’intègre en particulier difficilement par rapport à u et θ.
9. Prendre une distance de coupure nulle occasionnerait une divergence du temps de calcul de la trajectoire,
celle-ci s’approchant de plus en plus lentement du plan réfléchissant. En pratique, il faut ajuster avec soin cette
distance, afin qu’elle ne soit ni trop grande pour bien décrire la réflexion, ni trop petite pour garder un temps de
calcul raisonnable.
10. Dont le nombre de pas n’est pas connu à l’avance à cause du pas adaptatif
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x
Figure 2.6 – Fonction d’échelle du périmètre moyen à deux dimensions en fonction de la distance initiale
au plan réfléchissant renormalisée. Le tracé de l’expression exacte de cette fonction apparaît en trait plein
rouge et les points noirs correspondent aux simulations numériques.
Après l’étude préliminaire du cas unidimensionnel, il était naturel d’attendre une fonction
croissante, supposition renforcée par l’intuition que l’élément réfléchissant (point ou plan)
empêche le mouvement brownien de s’étendre, d’autant plus qu’il en part près. Il semble donc
que l’intuition ne fournisse qu’une partie du mécanisme à l’œuvre dans ce processus.
Avant de démontrer l’existence de ce minimum, essayons de comprendre quels mécanismes
physiques engendrent ce comportement non monotone pour le moins surprenant. Pour cela, il
est utile de découper l’enveloppe convexe en deux parties séparées par la droite parallèle au plan
passant par le point de départ. Cela définit une portion dite “vers le plan” et une portion dite
“vers l’extérieur” (voir figure 2.7(a)). Pour simplifier, nous considérerons dans ce qui suit qu’en
l’absence de confinement, l’enveloppe convexe peut être représentée schématiquement comme un
cercle de rayon d’ordre
√
Dt au temps t. Les longueurs renormalisées L˜plan et L˜ext de chacune
des deux portions sont définies de la manière suivante
L˜plan(x) = 2
∫ 0
−pi/2
dθ M˜(θ, x) (2.43)
L˜ext(x) = 2
∫ pi/2
0
dθ M˜(θ, x). (2.44)
Le minimum de la fonction d’échelle du périmètre moyen peut être interprété comme le ré-
sultat d’une compétition entre deux effets antagonistes du plan réfléchissant qui agissent chacun
sur une des deux portions d’enveloppe convexe définies ci-dessus :
(i) un effet de réduction de l’espace accessible aux trajectoires, qui a un impact sur la portion
vers le plan,
(ii) un effet de répulsion effective des trajectoires, qui affecte au contraire la portion vers
l’extérieur.
20 Chapitre 2. Enveloppe convexe d’un mouvement brownien confiné
O
plan portion vers 
le plan
portion vers 
l’extérieur
d
(a)
Od
(b)
O
d
(c)
Figure 2.7 – Illustration de l’impact des deux effets antagonistes du plan, réduction de l’espace accessible
et répulsion effective, sur les deux portions d’enveloppe convexe définie en (a), pour trois domaines
disjoints de distances initiales : (a) d √Dt, (b) d ∼ √Dt et (c) d √Dt.
Pour bien comprendre à quoi correspondent ces effets, considérons trois situations distinctes.
Tout d’abord, si le point de départ est situé loin du plan (voir figure 2.7(a)), c’est-à-dire si
d √Dt, au temps d’observation t, les trajectoires n’ont pas encore eu le temps de sentir la
présence du plan réfléchissant. Les deux portions d’enveloppe convexe ont en moyenne la même
longueur 2
√
piDt, comme dans le cas sans confinement (cf. équation (2.1)).
Ensuite, si le point de départ est situé de sorte que d ∼ √Dt, au temps t, les trajectoires
commencent à sentir la présence du plan, qui les bloque. Apparaît alors le premier effet du
plan réfléchissant, la réduction de l’espace accessible aux trajectoires, qui ampute la portion de
l’enveloppe convexe vers le plan (voir figure 2.7(b)). Par conséquent, cet effet abaisse sa longueur
par rapport au cas sans confinement 11, et ce d’autant plus que la distance initiale est faible.
Enfin, si le point de départ est très proche du plan, c’est-à-dire si d  √Dt, outre l’effet
de réduction de l’espace accessible, qui est encore plus marqué que précédemment, apparaît un
nouvel effet plus subtil du plan, la répulsion effective des trajectoires. En effet, en bloquant
les trajectoires dans une direction, le plan réfléchissant permet à l’ensemble des trajectoires
d’aller explorer des régions plus éloignées dans la direction opposée, comme s’il les poussait
vers l’extérieur. De manière schématique, il y a deux fois plus de trajectoires qui partent
vers la partie droite de l’espace qu’en l’absence de confinement, où la moitié des trajectoires
partent vers la partie gauche de l’espace. En conséquence, la portion d’enveloppe convexe vers
l’extérieur est plus renflée qu’en l’absence de confinement (voir figure 2.7(c)), voyant ainsi sa
longueur augmenter d’autant plus que la distance initiale est petite. C’est l’apparition de ce
deuxième effet, qui domine le premier effet à faible distance initiale, qui provoque la remontée
ultime du périmètre moyen lorsque la distance initiale tend vers zéro.
Remarquons que si cette discussion qualitative aide à interpréter a posteriori la non mono-
tonie du périmètre moyen, elle ne permet cependant pas de la prévoir a priori. En effet, rien
n’indique l’importance relative des deux effets, le deuxième effet ayant tout à fait pu ne pas
compenser le premier. Quantitativement, on constate en réalité que la portion vers l’extérieur
croît plus vite lorsque l’on diminue la distance initiale que la portion vers le plan ne décroît
11. Schématiquement, la partie en arc de cercle représentée en pointillés sur la figure 2.7(b) par la partie
rectiligne en trait plein, qui est plus courte.
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(voir figure 2.8). L’effet de répulsion effective finit donc bien par dominer l’effet de réduction de
l’espace accessible à petite distance initiale. Par ailleurs, on voit sur la figure 2.8 que comme
anticipé qualitativement, la répulsion effective est un effet à plus courte distance que la réduction
de l’espace accessible.
ext
plan
réduction de 
l’espace accessible
répulsion 
ef fective
Figure 2.8 – Tracé de la longueur moyenne des deux portions d’enveloppe convexe à partir de leur
expression analytique. Les zones colorées représentent la zone d’influence des deux effets antagonistes
du plan réfléchissant sur ces deux portions d’enveloppe convexe. La répulsion effective a un effet sur la
portion vers l’extérieur dans la zone x . 2 alors que la réduction de l’espace accessible agit sur la portion
vers le plan dans une zone plus grande x . 3.
Il est d’ailleurs instructif de réexaminer le cas unidimensionnel à la lumière de cette
discussion qualitative. Les deux effets précédemment mentionnés existent également à une
dimension 12, mais leurs variations d’amplitude par rapport à la distance initiale se compensent
exactement à distance initiale nulle. Cela explique la présence du minimum de l’extension
moyenne en x = 0 avec une tangente horizontale, les deux portions de l’extension (à savoir
les maximums vers la gauche et la droite) étant respectivement linéairement décroissante et
linéairement croissante lorsque la distance initiale tend vers zéro (voir les équations (2.20)
et (2.21)).
Enfin, il est intéressant de constater que la combinaison de ces deux effets a une répercussion
sur une autre observable du système, l’extension moyenne de la trajectoire dans la direction θ
(voir figure 2.9), définie comme
〈∆(d)(θ, t)〉 ≡ 〈M(d)(θ, t)〉+ 〈M(d)(−θ, t)〉. (2.45)
Cette extension moyenne possède également un minimum par rapport à la distance initiale
dans toutes les directions θ sauf dans les deux directions particulières θ = 0 et θ = pi/2 (voir
figure 2.10). La direction θ = 0 correspond à la direction parallèle au plan réfléchissant, dans
laquelle le mouvement brownien n’est pas contraint, conduisant donc à une extension moyenne
indépendante de la distance initiale et égale à la valeur sans confinement 4/
√
pi, que l’on a
entre autres obtenue à une dimension comme valeur asymptotique de l’extension moyenne d’un
12. La réduction de l’espace accessible aux trajectoires étant l’effet intuitif.
22 Chapitre 2. Enveloppe convexe d’un mouvement brownien confiné
d
Figure 2.9 – Définition de l’extension ∆(d)(θ, t) de la trajectoire (en rouge), qui est la somme des
maximums dans les directions θ et −θ.
mouvement brownien partant infiniment loin du point réfléchissant (voir équation (2.26)). La
direction θ = pi/2 correspond quant à elle à la direction orthogonale au plan réfléchissant et
est en fait équivalente à la géométrie unidimensionnelle étudiée précédemment. La position et
la profondeur du minimum varient continûment avec la direction θ. Dans le premier quadrant
θ ∈ [0, pi/2], qui par symétrie décrit toutes les directions 13, l’extension est très “plate” pour les
directions proches de θ = 0 puis se creuse progressivement plus on s’approche de la direction
orthogonale au plan, où l’influence du plan est la plus marquée. Le minimum se rapproche quant
à lui de x = 0 (distance initiale nulle) à mesure que θ augmente pour atteindre sa position x = 0
en θ = pi/2 comme dans le cas unidimensionnel.
x
Figure 2.10 – Extension renormalisée ∆˜ de la trajectoire en fonction de la distance initiale renormalisée
x pour différentes directions θ. Les deux directions singulières (parallèle et perpendiculaire au plan
réfléchissant), pour lesquelles l’extension est une fonction monotone, sont représentées en pointillés. Pour
les autres directions, l’extension possède un minimum.
13. Par symétrie axiale, les directions [0, pi/2] sont équivalentes aux directions [pi/2, pi], et d’après la définition de
l’extension dans la direction θ donnée par l’équation (2.45), l’intervalle [0, pi] décrit toutes les directions possibles.
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L’existence de ce minimum dans toutes les directions (hormis parallèlement et perpendiculai-
rement au plan) montre donc, ainsi que l’on pouvait s’y attendre, que les deux effets antagonistes
du plan ont une répercussion également sur le maximum moyen de la trajectoire dans chaque
direction θ. En effet, comme on peut le constater sur la figure 2.11 qui donne une représentation
polaire de M˜(θ, x), le maximum moyen est plus grand que celui obtenu en l’absence de confine-
ment dans les directions “vers l’extérieur” (0 < θ < pi/2), alors qu’il est moins grand que cette
valeur dans les directions “vers le plan” (−pi/2 < θ < 0). La représentation de la figure 2.11
permet de voir que la répulsion effective a un effet conséquent dans les directions vers l’extérieur
lorsque la distance initiale au plan est petite, et qu’il est d’amplitude comparable à l’effet de
réduction de l’espace accessible. En revanche, les effets de la répulsion effective s’effacent plus
vite que ceux de la réduction de l’espace accessible lorsque la distance initiale augmente, comme
on le voit sur la figure pour x = 1 (i.e. d =
√
Dt).
sans conf inement
Figure 2.11 – Tracé du maximum moyen renormalisé dans la direction θ paramétré par l’angle θ. La
zone colorée en vert correspond à la portion vers l’extérieur (θ > 0) et la zone colorée en rouge à la
portion vers le plan réfléchissant (θ < 0). Les points représentent le maximum moyen pour trois valeurs
différentes de la distance initiale, et le cercle en trait plein orange donne la valeur du maximum moyen
en l’absence de confinement (2/
√
pi ' 1.13) qui ne dépend pas par symétrie de la direction.
2.3.3 Analyse quantitative du périmètre moyen
Le tracé de la fonction d’échelle du périmètre de l’enveloppe convexe en fonction de la distance
initiale, bien que permettant de constater visuellement la non monotonie de cette fonction, ne
constitue pas une preuve mathématique de l’existence de ce minimum surprenant. Nous allons
donc nous employer dans cette partie à fournir une démonstration de cette propriété. Pour cela,
nous allons montrer que
(i) la valeur en x = 0 du périmètre moyen renormalisé (lorsque le mouvement brownien part
sur le plan réfléchissant) est inférieure à sa valeur asymptotique lorsque x tend vers l’infini,
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(ii) le périmètre moyen est une fonction localement décroissante en x = 0.
Ces deux propriétés combinées imposent l’existence d’un minimum par rapport à la distance
initiale x pour cette fonction.
2.3.3.1 Point de départ sur le plan réfléchissant
Commençons par démontrer le point (i) précédent. Pour cela, nous allons déterminer la
valeur du périmètre moyen de l’enveloppe convexe quand le marcheur brownien part sur le plan
réfléchissant, c’est-à-dire en x = 0. Nous allons montrer que la fonction d’échelle du périmètre se
simplifie considérablement dans ce cas. Ceci se manifeste tout d’abord au travers des relations
géométriques (2.36), qui deviennent
r0 =
M
cos θ
ϕ0 =
α
2
. (2.46)
La probabilité de survie S(0)(u, θ) qui intervient dans l’expression établie précédemment de la
fonction d’échelle du maximum
M˜(θ, 0) =
∫ +∞
0
du
(
1− S(0)(u, θ)
)
(2.47)
est la probabilité de survie d’un marcheur brownien partant de la bissectrice d’un secteur an-
gulaire absorbant d’angle α = pi − 2θ (voir figure 2.5), à une distance r0 = u
√
Dt/ cos θ de son
sommet. D’après l’équation (2.35), elle vaut
S(0)(u, θ) =
u√
pi cos θ
e−
u2
8 cos2 θ
+∞∑
m=0
(−1)m
2m+ 1
[
Iν
(
u2
8 cos2 θ
)
+ Iν+1
(
u2
8 cos2 θ
)]
. (2.48)
En réécrivant le 1 de l’intégrande de l’équation (2.47) de la manière suivante
1 =
u√
pi cos θ
e−
u2
8 cos2 θ
+∞∑
m=0
(−1)m
2m+ 1
2
e
u2
8 cos2 θ√
2pi u
2
8 cos2 θ
, (2.49)
on obtient
M˜(θ, 0) = 1√
pi cos θ
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
du u e−
u2
8 cos2 θ
×
 2√
2pi
e
u2
8 cos2 θ√
u2
8 cos2 θ
− Iν
(
u2
8 cos2 θ
)
− Iν+1
(
u2
8 cos2 θ
) (2.50)
puis en changent de variable v = u2/(8 cos2 θ),
M˜(θ, 0) = 4√
pi
cos θ
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
dv e−v
(√
2
pi
ev√
v
− Iν(v)− Iν+1(v)
)
. (2.51)
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Un des moyens permettant de calculer cette intégrale consiste alors à la régulariser en introdui-
sant un facteur β > 1, c’est-à-dire à calculer l’intégrale suivante
A(β,m) ≡
∫ +∞
0
dv e−βv
(√
2
pi
ev√
v
− Iν(v)− Iν+1(v)
)
(2.52)
qui n’est autre qu’une transformée de Laplace. Une fois cette fonction A(β,m) déterminée (voir
l’annexe D pour les détails), on obtient l’expression très simple suivante pour la fonction d’échelle
du maximum en faisant tendre β vers 1
M˜(θ, 0) = 2√pi cos θ
pi − 2θ . (2.53)
Cette fonction a bien les caractéristiques attendues. En effet, elle est égale au maximum
renormalisé sans confinement 2/
√
pi dans la direction parallèle au plan θ = 0, est inférieure à
cette valeur pour les directions vers le mur θ ∈ [−pi/2, 0] et supérieure à cette valeur pour les
directions vers l’extérieur θ ∈ [0pi/2] (voir figure 2.11 pour x = 0).
En utilisant la formule de Cauchy
L˜(0) = 2
∫ pi/2
−pi/2
dθM˜(θ, 0), (2.54)
on obtient finalement la valeur de la fonction d’échelle du périmètre pour une distance initiale
nulle
L˜(0) = 2
∫ pi
2
−pi
2
dθ 2
√
pi
cos θ
pi − 2θ = 2
√
pi Si(pi) ' 6.565 (2.55)
où Si(x) est la fonction sinus intégral définie par Si(x) ≡ ∫ x0 dt sin t/t. Cette valeur de la fonction
d’échelle du périmètre en x = 0 est inférieure à celle obtenue en l’absence de confinement, qui
correspond également à la valeur asymptotique de la fonction d’échelle du périmètre en présence
du plan réfléchissant lorsque le marcheur en part très loin et qu’il ne ressent plus le confinement 14
L˜(x) −→
x→+∞ 4
√
pi ' 7.090. (2.56)
Nous avons donc entre autres établi le point (i) des deux points mentionnés dans l’introduction
de la partie 2.3.3, nécessaires à la démonstration de l’existence du minimum du périmètre moyen.
2.3.3.2 Point de départ près du plan
Il faut maintenant démontrer le point (ii) mentionné au début de la partie 2.3.3, c’est-à-dire
que le périmètre moyen est une fonction localement décroissante en x = 0. Pour cela, nous
allons déterminer le développement de la fonction d’échelle du périmètre L˜ à petite distance
initiale, c’est-à-dire x  1, à partir de celui de la fonction d’échelle du maximum M˜(θ, x)
14. Le temps d’observation t est fixé donc lorsque la distance initiale au plan réfléchissant tend vers l’infini, les
trajectoires n’ont pas encore senti la présence du plan au temps t, puisque leur probabilité de présence au niveau
du plan, qui est proportionnelle à e−d
2/(Dt), est extrêmement faible.
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qui dépend a priori de la direction θ. Par symétrie, le quadrant θ ∈ [0, pi/2] est équivalent au
quadrant [pi/2, pi], de même que les quadrants [−pi/2, 0] et [−pi,−pi/2]. Nous restreindrons notre
étude donc aux directions [−pi/2, pi/2].
Comme exposé en détail dans l’annexe E, le développement de M˜(θ, x) et la technique pour
l’obtenir dépendent du signe de θ. En effet, un calcul fastidieux mais sans subtilité permet, en
développant l’intégrande de l’équation (2.40) à petit x et en se ramenant à des calculs de trans-
formées de Laplace comme dans la section précédente, d’obtenir le développement du maximum
moyen pour des angles θ positifs, donné ici à l’ordre 2 en x. En revanche, cette technique échoue
pour les directions θ négatives si l’on tente d’obtenir un développement au-delà de l’ordre 1.
Celui-ci possède en fait une non analyticité, de manière plutôt surprenante, à savoir ici un ordre
intermédiaire entre les ordres 1 et 2 dont l’exposant dépend lui-même de θ. Pour tenir compte
de cette non analyticité, il s’agit donc d’isoler le terme qui en est à l’origine et provoque une
divergence dans le calcul direct de l’ordre 2, et de le traiter à part (voir l’annexe E pour les
détails).
A l’issue de cette analyse, on trouve donc que la fonction d’échelle du maximum possède
deux formes de développement à petit x différentes pour des directions θ vers le plan (θ < 0) ou
vers l’extérieur (θ > 0)
M˜(θ, x)− 2√pi cos θ
pi − 2θ + sin θ x =

√
pi
2
cos θ
pi − 2θx
2 +O(x3) pour θ > 0
C(θ) x2+2θ/α +O(x2) pour θ < 0
(2.57)
avec α = pi − 2θ et C(θ) un coefficient déterminé explicitement
C(θ) ≡ cos θ
2 4ν(0)+1
√
pi Γ(1 + ν(0))
{
1
1 + ν(0)
−
∫ 1
cos2 θ
1
dz
√
z
z − 1 cos
(
pi
α
arccos
(
−
√
z − 1√
z
))
zν(0)
−
∫ +∞
1
dz
[√
z
z − 1 cos
(
pi
α
arccos
(√
z − 1
z
))
− 1
]
zν(0)
}
(2.58)
avec ν(0) = θ/α l’indice (2.42) évalué en m = 0.
Le domaine de validité du développement pour θ négatif donné par l’équation (2.57) est
fortement dépendant de la valeur de θ. En effet, il est grand lorsque θ est proche de zéro et
diminue significativement lorsque θ s’approche de −pi/2, comme illustré sur la figure 2.12 pour
deux valeurs de l’angle θ.
La fonction d’échelle du périmètre, dont on rappelle qu’elle s’obtient à partir de celle du
maximum par intégration sur la direction θ d’après la formule de Cauchy
L˜(x) = 2
∫ pi
2
−pi
2
dθ M˜(θ, x), (2.59)
ne possède donc pas non plus un développement analytique en la distance initiale renormali-
sée x. Le terme d’ordre 0 de ce développement correspond à la valeur L˜(x = 0) donnée en
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Figure 2.12 – Tracé de l’expression exacte de la fonction d’échelle du maximum (points) et du déve-
loppement à petit x donné à l’équation (2.57) (trait plein), pour θ = −pi/5 (a) et θ = −4pi/9 (b). Le
domaine de validité du développement, qui est remarquablement grand lorsque θ est proche de 0 par
valeurs négatives, diminue fortement lorsque θ s’approche de −pi/2.
équation (2.55) et le terme d’ordre 1 vaut 0, par intégration sur θ du terme linéaire en x du
maximum (voir équation (2.57)), ce qui explique pourquoi nous sommes allés au-delà de l’ordre
1 dans le développement du maximum. Le développement à deux termes de la fonction d’échelle
du périmètre découle donc de l’expression suivante
L˜(x) = 2
√
piSi(pi) + 2
∫ 0
−pi/2
dθ C(θ) x2+2
θ
pi−2θ +O(x2). (2.60)
En effet, la puissance de x est plus petite que 2 pour θ < 0 et donc dominante par rapport
aux contributions d’ordre 2 des directions θ > 0 mises en jeu dans l’équation (2.59). A petit x,
l’intégrale (2.60) est dominée par le voisinage de θ = −pi/2, l’exposant 2 + 2θ/(pi − 2θ) étant
une fonction croissante de θ. Cependant, dans l’expression de C(θ) donnée en (2.58), seul un
des trois termes a une limite non nulle lorsque θ tend vers −pi/2. En effet, le cos θ en facteur
élimine le premier et le troisième termes à l’intérieur de l’accolade, qui ont tout deux une limite
finie. Au voisinage de −pi/2, C(θ) se comporte donc comme
C(θ) ∼
θ→−pi
2
− cos θ
24ν(0)+1
√
pi Γ(1 + ν(0))
∫ 1
cos2 θ
1
dz
√
z
z − 1z
ν(0) cos
[
pi
pi − 2θ arccos
(
−
√
z − 1√
z
)]
.
(2.61)
En introduisant le petit paramètre ε = θ+pi/2 et la nouvelle variable v = zε2, ceci est équivalent
à
C(ε) ∼
ε→0
− ε
−1−2ν(0)
24ν(0)+1
√
pi Γ(1 + ν(0))
∫ 1
ε2
dv
√
v
v − ε2 v
ν(0) cos
[
pi
2pi − 2ε arccos
(
−
√
z − 1√
z
)]
.
(2.62)
Dans la limite ε→ 0, le cosinus est équivalent à
cos
[
pi
2pi − 2ε arccos
(
−
√
z − 1√
z
)]
∼ ε
2
(
1√
v
− 1
)
(2.63)
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et l’équation (2.62) devient
C(ε) ∼
ε→0
√
ε
2
√
pi Γ(3/4)
∫ 1
ε2
dv
(
1√
v
− 1
)
v−1/4, (2.64)
soit
C(ε) ∼
ε→0
− 4
√
ε
3
√
pi Γ(3/4)
. (2.65)
Par ailleurs, la puissance de x apparaissant dans (2.60) est équivalente au voisinage de θ = −pi/2
(ou encore ε = 0) à
x2+2
θ
pi−2θ = exp
[(
2 +
2θ
pi − 2θ
)
lnx
]
∼ x3/2 exp
( ε
2pi
lnx
)
. (2.66)
On peut donc réécrire∫ 0
−pi
2
dθ C(θ) x2+2
θ
pi−2θ ∼ − 4x
3/2
3
√
pi Γ(3/4)
∫ pi/2
0
dε
√
ε exp
( ε
2pi
lnx
)
. (2.67)
Lorsque x est petit, lnx < 0 et | lnx| est grand. Nous sommes donc dans le cadre d’application
de la méthode du col en ε = 0, ce qui permet d’écrire [Bender 1999]∫ 0
−pi
2
dθ C(θ) x2+2
θ
pi−2θ ∼
∫ +∞
0
dε
√
ε exp
(
− ε
2pi
ln
1
x
)
∼
√
2pi2(
ln 1x
)3/2 . (2.68)
Le développement à petit x de la fonction d’échelle du périmètre de l’enveloppe convexe est donc
L˜(x)− 2√piSi(pi) ∼
x1
− 8
√
2pi3
3Γ(3/4)
x3/2(
ln 1x
)3/2 . (2.69)
Cette non analyticité, qui découle directement de celle de la fonction d’échelle du maximum,
est à nouveau une propriété qui contraste avec le cas unidimensionnel, où la fonction d’échelle
de l’extension est analytique (voir équation (2.24)).
Remarquons que le domaine de validité de ce développement est extrêmement petit. Ceci
n’est pas surprenant dans la mesure où l’intégrale (2.60) est dominée par le voisinage de
θ = −pi/2, où l’intégrande est lui-même un développement du maximum qui a un domaine
de validité tendant vers 0 lorsque θ tend vers −pi/2, comme nous l’avons déjà fait remarquer
(voir figure 2.12). Néanmoins, le but de cette analyse consiste moins à établir une expression
approximant bien le périmètre à petite distance initiale qu’à prouver l’existence du minimum du
périmètre moyen de l’enveloppe convexe par rapport à la distance initiale, comme annoncé au
début de la section 2.3.3. En effet, le signe de la correction à la valeur de la fonction d’échelle en
x = 0, donnée par l’équation (2.69), montre donc qu’elle est localement décroissante en x = 0.
Cette information, combinée au fait que la valeur de cette fonction en x = 0 est inférieure à
sa valeur asymptotique, nous permet donc bien de conclure à l’existence du minimum de la
fonction d’échelle du périmètre de l’enveloppe convexe.
Après l’étude du périmètre moyen de l’enveloppe convexe menée dans ce paragraphe, nous al-
lons maintenant nous tourner vers une autre caractéristique géométrique de l’enveloppe convexe.
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2.3.4 Longueur moyenne de la portion du plan réfléchissant visitée
Nous avons discuté longuement la pertinence du découpage de l’enveloppe convexe en deux
portions, séparées par la droite parallèle au plan réfléchissant passant par le point de départ
(portions vers le plan et vers l’extérieur, voir figure 2.7). De manière complémentaire, il est
possible d’obtenir une quantification supplémentaire intéressante de l’enveloppe convexe en étu-
diant la longueur de la portion du plan réfléchissant visitée par le mouvement brownien au temps
d’observation t 15. Elle est définie comme la distance maximale entre deux points où la trajec-
toire a touché le plan réfléchissant (voir figure 2.13). Dans ce qui suit, nous allons déterminer la
fonction d’échelle de la longueur moyenne de cette portion E˜(x) ≡ 〈E(d, t)〉/√Dt en fonction de
la distance initiale au plan x = d/
√
Dt. Nous examinerons tout d’abord le cas où le marcheur
brownien part sur le plan réfléchissant, puis nous en déduirons le résultat dans le cas où le point
de départ n’est plus situé sur le plan.
d
Figure 2.13 – Définition de la longueur de la portion du plan réfléchissant visitée E(d, t) au temps t
pour un mouvement brownien partant d’une distance d du plan réfléchissant. Il s’agit en pratique de
la portion d’enveloppe convexe située le long du plan réfléchissant, représentée par le segment bleu,
l’enveloppe convexe étant symbolisée par les pointillés verts.
2.3.4.1 Cas particulier d’un mouvement brownien partant du plan
Déterminons tout d’abord la longueur moyenne de la portion du plan visitée dans le cas
simple où la distance initiale vaut zéro, c’est-à-dire E˜(0). La démonstration s’appuie sur des
raisonnements déjà employés pour les calculs de maximum moyen de mouvement brownien
effectués dans les paragraphes précédents.
La probabilité pour que la longueur de la demi-portion du plan visitée Edemi, définie comme
la longueur de la portion visitée d’un seul côté du point de départ, soit plus petite que m est
exactement la probabilité de survie de la trajectoire en présence d’une demi-droite absorbante
le long du plan réfléchissant s’arrêtant à une distance m du point de départ (voir figure 2.14(a))
Prob(Edemi < m) = S(m,pi), (2.70)
correspondant également à la probabilité de survie dans un secteur angulaire absorbant d’angle
au sommet 2pi avec un point de départ situé à une distancem du sommet du secteur et paramétré
15. Qui coïncide avec la partie rectiligne de l’enveloppe convexe située le long du plan réfléchissant.
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Figure 2.14 – La probabilité de survie en présence du plan réfléchissant et de la demi-droite absorbante
représentée en bleu (a) est égale à celle dans un secteur angulaire absorbant d’angle 2pi avec un point de
départ situé à une distance m du sommet du secteur angulaire et paramétré par l’angle ϕ0 = pi (b).
par l’angle ϕ0 = pi (voir figure 2.14(b)). En introduisant la distance renormalisée u = m/
√
Dt,
cette probabilité de survie est donnée par
S(u, pi) = erf
(u
2
)
+
u
pi3/2
exp
(
−u
2
8
)∫ +∞
0
dv exp
(
−u
2
8
chv
)
sh
v
2
arctan
(
1√
2 shv4
)
(2.71)
d’après l’expression de la probabilité de survie dans un secteur angulaire que l’on établira dans la
section 2.4. En suivant les mêmes étapes que lors du calcul du maximum moyen dans la direction
θ (équations (2.5) à (2.8)), on obtient l’expression de la longueur moyenne renormalisée de la
portion du plan réfléchissant visitée (le double de la demi-portion Edemi)
E˜(0) = 2 E˜demi(0) = 2
∫ +∞
0
du [1− S(u, pi)] . (2.72)
Cette intégrale possède une expression analytique exacte
E˜(0) = 2√
pi
' 1.128. (2.73)
On remarque que la longueur moyenne de la portion du plan visitée vaut exactement la moitié
de l’extension moyenne de la trajectoire parallèlement au plan réfléchissant, ou encore la moitié
de l’extension moyenne de la trajectoire en l’absence de confinement.
2.3.4.2 Cas général
Déterminons maintenant la longueur moyenne de la portion du plan réfléchissant visitée au
temps t par un mouvement brownien partant d’une distance d quelconque du plan réfléchissant.
Si la trajectoire ne touche pas le plan avant le temps t, la longueur de la portion visitée est nulle.
En revanche, si le marcheur brownien touche le plan à un temps t′ < t, le calcul de la longueur
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moyenne de la portion visitée se ramène à celui de 〈E(0, t−t′)〉. Par conséquent, 〈E(d, t)〉 s’obtient
en moyennant sur tous les temps de premier passage par le plan réfléchissant possibles
〈E(d, t)〉 =
∫ t
0
dt′P (d, tabs = t′)〈E(0, t− t′)〉 (2.74)
avec P (d, tabs = t′) la densité de probabilité de premier passage sur le plan au temps t′ partant
d’une distance d de celui-ci, donnée par [Redner 2001]
P (d, tabs = t
′) =
d√
4piDt′3/2
exp
(
− d
2
4Dt′
)
. (2.75)
L’équation (2.74) prend la forme d’une convolution, c’est pourquoi il est pratique d’en prendre
la transformée de Laplace 16
〈Eˆ(d, s)〉 = Pˆ (d, s)〈Eˆ(0, s)〉. (2.76)
Les deux transformées de Laplace mises en jeu valent respectivement
〈Eˆ(0, s)〉 =
√
D
s3
(2.77)
et
Pˆ (d, s) = exp
(
−d
√
s
D
)
. (2.78)
Après transformation inverse de Laplace, on obtient finalement l’expression analytique de la
longueur moyenne de la portion du plan réfléchissant visitée au temps t en fonction de la distance
initiale renormalisée x = d/
√
Dt
E˜(x) = 2√
pi
exp
(
−x
2
4
)
− x erfc
(x
2
)
(2.79)
qui est tracée sur la figure 2.15.
Il s’agit sans grande surprise d’une fonction décroissante de la distance initiale au plan,
le marcheur ayant d’autant moins l’occasion de revenir plusieurs fois sur le plan qu’il en part
loin. Cette portion du plan réfléchissant visitée par le mouvement brownien correspond, comme
mentionné dans la figure 2.13, à la portion rectiligne de l’enveloppe convexe qui est située le
long du plan. Si l’on se ramène à la vision schématique de l’enveloppe convexe sous la forme
d’un cercle en l’absence de confinement, cette portion rectiligne est le résultat de l’amputation
de l’enveloppe convexe par le plan réfléchissant (voir figure 2.7(b) et (c)). En effet, son existence
est due à l’effet de réduction de l’espace accessible aux trajectoires, et sa longueur n’est donc
significative que dans le domaine de distances initiales tel que l’effet de réduction de l’espace
accessible est actif, en pratique x 6 3, 5 (voir les figures 2.8 et 2.15). L’effet de répulsion effective
des trajectoires n’influe en revanche pas sur cette partie de l’enveloppe convexe, puisque celle-ci
est incluse dans la partie de l’enveloppe convexe vers le plan. L’absence de compétition entre les
16. La transformée de Laplace d’une convolution n’est autre que le produit des transformées de Laplace des
fonctions convoluées.
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Figure 2.15 – Tracé de l’expression (2.79) de la longueur moyenne renormalisée de la portion du plan
réfléchissant visitée au temps t en fonction de la distance initiale au plan x = d/
√
Dt.
deux effets antagonistes du plan réfléchissant explique donc la décroissance monotone de cette
observable.
Avant de refermer ce chapitre sur l’enveloppe convexe d’un mouvement brownien, penchons-
nous enfin sur un point technique qui est d’une utilité toute particulière dans l’étude du périmètre
moyen de l’enveloppe convexe à deux dimensions : l’étude de la probabilité de survie dans un
secteur angulaire d’angle quelconque.
2.4 Probabilité de survie dans un secteur angulaire absorbant
Dans ce paragraphe, nous allons établir une expression légère de la probabilité de survie
d’un mouvement brownien dans un secteur angulaire absorbant d’angle au sommet quelconque.
Cette partie peut être lue indépendamment du reste du chapitre et présente un intérêt
propre, en plus de son intérêt pratique pour l’évaluation numérique du périmètre moyen de
l’enveloppe convexe que nous avons discuté précédemment. Cet intérêt réside à la fois dans le
fait que la probabilité de survie est une observable importante pour quantifier un processus de
recherche 17, et dans la géométrie du secteur angulaire qui a donné lieu à un certain nombre
d’études (temps de dernier passage par les parois [Comtet 2003], extensions à la diffusion
anormale [Lenzi 2009] et en particulier au mouvement brownien fractionnaire 18 [Jeon 2011],
applications au trafic de virus dans la cellule [Lagache 2008]). Par ailleurs, il est possible
de réduire certains problèmes de réaction-diffusion unidimensionnels à une diffusion dans
un secteur angulaire [Fisher 1988, Redner 1999, Redner 2001]. C’est le cas du problème de
Fisher-Gelfand [Fisher 1988] dans lequel trois particules, initialement situées en x1 6 x2 6 x3,
diffusent avec des coefficients de diffusion quelconques D1, D2 et D3. La probabilité que la
particule du milieu n’ait pas touché ses voisines au temps t se ramène au calcul de la probabilité
de survie d’un seul mouvement brownien confiné dans un secteur angulaire d’angle au sommet
α = 2 arctan[
√
(1− γ)/(1 + γ)] où γ = D2/
√
(D1 +D2)(D2 +D3).
17. Elle est en particulier reliée à la probabilité d’absorption par les parois.
18. Qui est une généralisation du mouvement brownien classique où les déplacements successifs sont corrélés.
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L’expression naturelle de la probabilité de survie dans un secteur angulaire absorbant d’angle
quelconque (voir l’équation (2.35) et l’annexe B pour son obtention), qui intervient dans le calcul
du périmètre moyen de l’enveloppe convexe, n’est pas adaptée à l’évaluation numérique de cette
grandeur, comme discuté dans la partie 2.3.2. Nous rappelons son expression au temps t pour
un mouvement brownien partant du point (r0, ϕ0) à l’instant t = 0, en fonction de la variable
renormalisée y = r20/(8Dt),
S(y, ϕ0) = 2
√
2y
pi
e−y
+∞∑
m=0
sin
(
(2m+ 1)ϕ0piα
)
2m+ 1
[Iν(y) + Iν+1(y)] (2.80)
avec
ν =
(2m+ 1)pi
2α
− 1
2
. (2.81)
Elle est issue de la détermination du propagateur (probabilité d’être en un certain point au
temps t connaissant le point de départ) par une résolution directe d’une équation de diffusion
puis de l’intégration spatiale de ce propagateur 19.
Cette expression est tout à fait adaptée à un développement à petite distance r0 du sommet
du secteur angulaire ou à grand temps (y  1).
S(y, ϕ0) ∝
y→0
y
pi
2α . (2.82)
En revanche, l’intervention d’une somme infinie de fonctions de Bessel rend cette forme mathé-
matique non adaptée à un développement à grande distance r0 ou à petit temps. En effet, en
utilisant le développement de la fonction de Bessel modifiée à grand argument de manière brute
Iν(y) ∼
y→+∞
ey√
2piy
(
1− 4ν
2 − 1
8y
)
, (2.83)
on obtient le comportement dominant S(y, ϕ0) −→
y→+∞ 1 mais pas les corrections d’ordres
supérieurs car elles mettent en jeu des sommes divergentes.
Nous allons donc dans ce paragraphe déterminer une expression alternative de la probabilité
de survie dans un secteur angulaire absorbant qui se développe facilement à grand y et dont
l’expression plus légère permet une évaluation numérique plus aisée. Un pas dans cette direction
a déjà été réalisé dans [Dy 2008] où des expressions analytiques compactes ont été obtenues
pour la probabilité de survie et la densité de premier passage 20 dans des secteurs angulaires
d’angles spécifiques, uniquement sous-multiples de pi, puis étendues au cas d’une diffusion
biaisée [Dy 2013]. Reposant sur une méthode d’images, cette approche ne s’étend pas au cas
d’un secteur angulaire d’angle quelconque, et en particulier pas au cas d’un secteur angulaire
obtus. Cette expression est donc inutilisable pour notre calcul de périmètre d’enveloppe convexe,
où l’angle du secteur angulaire varie entre 0 et 2pi. Elle ne fournit par ailleurs qu’une réponse
19. Dire que l’on a survécu jusqu’au temps t revient à dire que l’on est quelque part au temps t dans le secteur
angulaire sans restriction sur la position, d’où l’intégration spatiale du propagateur.
20. Qui se déduit trivialement de la probabilité de survie comme l’opposé de sa dérivée temporelle, la probabilité
d’être absorbé au temps t étant la probabilité d’avoir survécu jusqu’au temps t mais plus au temps t+ dt.
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partielle au problème de Fisher-Gelfand. Dans ce qui suit, nous établissons donc une expression
alternative de cette probabilité de survie pour un secteur angulaire d’angle quelconque qui est
compatible avec les évaluations numériques nécessaires à notre étude de l’enveloppe convexe,
et nous en ferons ensuite l’analyse asymptotique à petit temps t (grand y), en guise d’application.
2.4.1 Expression alternative de la probabilité de survie
2.4.1.1 Détermination analytique de cette expression
Le point clef pour établir l’expression alternative de la probabilité de survie consiste à utiliser
la représentation intégrale de la fonction de Bessel modifiée Iν
Iν(y) =
1
pi
∫ pi
0
dϕ ey cosϕ cos(νϕ)− sin(νpi)
pi
∫ +∞
0
du e−y chu−νu. (2.84)
En injectant cette forme dans l’expression (2.80) de la probabilité de survie, on peut l’écrire
comme une somme de deux termes
S(y, ϕ0) =
(
2
pi
)3/2√
y e−y(A1 +A2) (2.85)
avec
A1(y, ϕ0) ≡
∫ pi
0
dϕ ey cosϕ
+∞∑
m=0
(cos(νϕ) + cos((ν + 1)ϕ))
sin
(
(2m+ 1)ϕ0piα
)
2m+ 1
= 2
∫ pi
0
dϕ ey cosϕ cos
ϕ
2
B1(ϕ) (2.86)
définissant
B1(ϕ) ≡
+∞∑
m=0
cos
(
(2m+ 1)
piϕ
2α
) sin ((2m+ 1)ϕ0piα )
2m+ 1
(2.87)
en remplaçant ν par son expression (2.81), et
A2(y, ϕ0) ≡
∫ +∞
0
du e−y chu
(
e−u − 1) +∞∑
m=0
sin(νpi)
sin
(
(2m+ 1)ϕ0piα
)
2m+ 1
e−νu
= 2
∫ +∞
0
du e−y chu sh
u
2
B2(u) (2.88)
où
B2(u) =
+∞∑
m=0
cos
(
(2m+ 1)
pi2
2α
)
sin
(
(2m+ 1)ϕ0piα
)
2m+ 1
e−(2m+1)
piu
2α . (2.89)
Commençons par déterminer le terme A1. On remarque tout d’abord que la somme B1 peut
se réécrire
B1(ϕ) =
∫ piϕ0
α
0
dx′
+∞∑
m=0
cos((2m+ 1)x′) cos
(
(2m+ 1)
piϕ
2α
)
(2.90)
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avec ϕ variant de 0 à pi. Pour évaluer cette somme, nous utilisons ensuite la formule suivante
+∞∑
m=0
cos
(
(2m+ 1)
piy
L
)
cos
(
(2m+ 1)
piz
L
)
=
L
4
δ(y − z), (2.91)
valable uniquement si 0 6 y 6 L/2 et 0 6 z 6 L/2, ici pour L = pi. L’utilisation de cette identité
requiert une attention particulière aux intervalles de variation de x′ et piϕ/(2α) dans (2.90). La
première condition 0 6 x′ 6 pi/2 est respectée si ϕ0 6 α/2. En pratique, cette contrainte n’en
est pas une, par symétrie du secteur angulaire 21.
En revanche, le respect de la condition 0 6 piϕ/(2α) 6 pi/2 pour ϕ dans [0, pi] dépend de la
valeur de l’angle au sommet α. Si α > pi (pour un secteur angulaire obtus), cette condition est
également toujours vérifiée. La formule (2.91) peut donc être utilisée sans précaution particulière.
En revanche, si α 6 pi, il faut découper l’intervalle de variation de ϕ de manière bien choisie afin
de pouvoir appliquer la formule (2.91). Pour cela, on définit l’entier k tel que
(2k + 1)α 6 pi < (2k + 3)α, (2.92)
ou encore k = E(pi/(2α)− 1/2) où E désigne la partie entière. On découpe l’intervalle [0, pi] en
trois parties :
(i) la partie [0, α],
(ii) la partie [α, (2k + 1)α],
(iii) la partie [(2k + 1)α, pi].
Notons qu’il existe deux sous-cas, représentés sur la figure 2.16, suivant si la valeur (2k + 2)α
est plus petite ou plus grande que pi. Si (2k + 2)α < pi, on découpe à nouveau l’intervalle (iii)
en deux parties [(2k + 1)α, (2k + 2)α] et [(2k + 2)α, pi].
0
(i) (ii) (iii)
(a)
0
(i) (ii) (iii)
(b)
Figure 2.16 – Découpage de l’intervalle [0, pi] pour un secteur angulaire aigu (α 6 pi). L’entier k est
défini à l’équation (2.92). Le nombre (2k + 2)α est soit plus petit que pi (premier cas), soit plus grand
(second cas). Dans le premier cas, l’intervalle (iii) doit à nouveau être découpé en deux intervalles
[(2k + 1)α, (2k + 2)α] et [(2k + 2)α, pi].
21. Si α/2 6 ϕ0 6 α, il suffira de paramétrer le repère polaire à partir de l’autre côté du secteur angulaire,
c’est-à-dire de prendre ϕ′0 ≡ α/2− ϕ0, pour respecter cette condition.
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Une fois ce découpage effectué, nous pouvons écrire de manière générale
∫ pi
0
dϕ f(ϕ) =
∫ α
0
dψ f(ψ)︸ ︷︷ ︸
C1
+
k∑
j=1
∫ α
0
dψ (f(2jα− ψ) + f(2jα+ ψ))︸ ︷︷ ︸
C2≡C−2 +C+2
+
∫ α
max(0,(2k+2)α−pi)
dψ f((2k + 2)α− ψ)︸ ︷︷ ︸
C−3
+
∫ max(0,pi−(2k+2)α)
0
dψ f((2k + 2)α+ ψ)︸ ︷︷ ︸
C+3
.
(2.93)
Le terme C1 correspond à la zone (i) de la figure 2.16, C2 à (ii), et C−3 et C
+
3 à (iii), avec C
+
3
nul dans le cas où (2k + 2)α > pi (celui de la figure 2.16(b)). La fonction f vaut ici
f(ϕ) = 2 ey cosϕ cos
ϕ
2
B1(ϕ). (2.94)
Le découpage illustré à la figure 2.16 a été fait de telle sorte que l’on puisse utiliser la for-
mule (2.91) sur la totalité de chaque intervalle issu du découpage, à condition d’appliquer les
bonnes transformations de parité et de périodicité aux fonctions trigonométriques.
L’intégrale C1 se calcule de la manière suivante
C1 = 2
∫ α
0
dψ ey cosψ cos
ψ
2
∫ piψ0
α
0
dx′
+∞∑
m=0
cos((2m+ 1)x′) cos
(
(2m+ 1)
piψ
2α
)
=
pi
2
∫ α
0
dψ ey cosψ cos
ψ
2
∫ piψ0
α
0
dx′δ
(
x′ − piψ
2α
)
. (2.95)
La fonction delta vaut 1 si piψ/(2α) est dans [0, piϕ0/α], c’est-à-dire si ψ 6 2ϕ0, et zéro sinon.
Comme on a ϕ0 6 α/2, la partie ψ ∈ [2ϕ0, α] de l’intégrale donne 0. On en déduit
C1 =
pi
2
∫ 2ϕ0
0
dψ ey cosψ cos
ψ
2
=
pi
2
ey
∫ 2ϕ0
0
dψ e−2y sin
2 ψ
2 cos
ψ
2
(2.96)
et en appliquant le changement de variable u =
√
2y sin(ψ/2), on obtient finalement
C1 =
pi√
2
ey√
y
∫ √2y sinϕ0
0
du e−u
2
=
(pi
2
)3/2 ey√
y
erf
(√
2y sinϕ0
)
. (2.97)
Le calcul de C2, C−3 et C
+
3 , similaire à quelques subtilités près à celui de C1, est donné en
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annexe F. Cela permet d’obtenir l’expression finale de A1 pour α 6 pi
A1(y, ϕ0) =
(pi
2
)3/2 ey√
y
{
erf
(√
2y sinϕ0
)
+
k∑
j=1
(−1)j
[
erf
(√
2y sin(jα+ ϕ0)
)
− erf
(√
2y sin(jα− ϕ0)
)]
+ (−1)k+1
[
erf
[√
2y sin
(
min
(
(k + 1)α+ ϕ0,
pi
2
))]
− erf
[√
2y sin
(
min
(
(k + 1)α− ϕ0, pi
2
))] ]}
.
(2.98)
où erf est la fonction d’erreur. Le calcul du cas α > pi, plus simple car il n’implique plus un
découpage du type précédent pour utiliser la formule (2.91), se réalise dans le même esprit et
permet d’obtenir
A1(y, ϕ0) =
(pi
2
)3/2 ey√
y
erf
(√
2y sin
(
min
(
ϕ0,
pi
2
)))
. (2.99)
Déterminons maintenant le terme A2. La somme B2 définie en (2.89) peut se séparer en deux
B2(u) =
1
2
[∫ ϕ0pi
α
0
dx′ D+2 (x
′, u) +
∫ ϕ0pi
α
0
dx′ D−2 (x
′, u)
]
(2.100)
avec
D±2 (x
′, u) =
+∞∑
m=0
cos
[
(2m+ 1)
(
x′ ± pi
2
2α
)]
e−(2m+1)
piu
2α . (2.101)
Si l’on réécrit
D±2 (x
′, u) = Re
{
+∞∑
m=0
e
(2m+1)
[
i
(
x′±pi2
2α
)
−piu
2α
]}
, (2.102)
la somme sur m se calcule explicitement, donnant
D±2 (x
′, u) = Re
 1exp [piu2α − i(x′ + pi22α)]− exp [−piu2α + i(x′ + pi22α)]

=
1
2 sh
(
piu
2α
) cos
(
x′ ± pi22α
)
1 +
sin2
(
x′±pi2
2α
)
sh2(piu2α )
. (2.103)
On reconnaît une dérivée composée de la fonction arctan, donc après intégration sur x′, la somme
B2 s’écrit simplement
B2(u) =
1
4
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) )] (2.104)
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et finalement
A2(y, ϕ0) =
1
2
∫ +∞
0
du e−y chu sh
u
2
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) )].
(2.105)
Rassemblons enfin les résultats (2.98), (2.99) et (2.105). On obtient ainsi une expression
alternative de la probabilité de survie dans un secteur angulaire d’angle α pour un point de
départ (r0, ϕ0) et en fonction de la variable renormalisée y = r20/(8Dt), lorsque α 6 pi (secteur
angulaire aigu)
S(y, ϕ0) = erf
(√
2y sinϕ0
)
+
k∑
j=1
(−1)j
[
erf
(√
2y sin (jα+ ϕ0)
)
− erf
(√
2y sin (jα− ϕ0)
) ]
+ (−1)k+1
{
erf
[√
2y sin
(
min
(
(k + 1)α+ ϕ0,
pi
2
))]
− erf
[√
2y sin
(
min
(
(k + 1)α− ϕ0, pi
2
))]}
+
√
2y
pi3
e−y
∫ +∞
0
du e−y chu sh
u
2
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )
+ arctan
(
sin
[
pi
α
(
ϕ0 − pi2
)]
sh
(
piu
2α
) )] (2.106)
et lorsque α > pi (secteur angulaire obtus)
S(y, ϕ0) = erf
[√
2y sin
(
min
(
ϕ0,
pi
2
))]
+
√
2y
pi3
e−y
∫ +∞
0
du e−y chu sh
u
2
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )
+ arctan
(
sin
[
pi
α
(
ϕ0 − pi2
)]
sh
(
piu
2α
) )] (2.107)
où on rappelle que k = E [pi/(2α)− 1/2].
Ces expressions mettent en jeu une somme finie de fonctions erreur et une intégrale de
fonctions usuelles. Elles sont donc plus maniables et légères que l’expression de la probabilité de
survie dans un secteur angulaire absorbant obtenue à l’aide d’une résolution directe de l’équation
de Fokker-Planck présentée dans l’annexe B. Ces expressions permettent en particulier d’effectuer
la double intégration de cette probabilité de survie par rapport à la position du maximum dans
une direction θ et par rapport à θ, qui intervient dans le calcul du périmètre moyen de l’enveloppe
convexe (voir équation (2.39) avec les relations géométriques (2.36)).
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2.4.1.2 Comparaison avec les résultats de la littérature
La formule (2.106), valable pour un angle α arbitraire, généralise la formule déterminée
dans [Dy 2008] pour les cas particuliers où α = pi/n avec n un entier. Dans le cas impair
n = 2p + 1, les auteurs fournissent une forme explicite de la probabilité de survie, réécrite ici
avec nos notations
S(y, ϕ0) =
n−1∑
k=0
(−1)k
4
[
erf
(√
2y sin(kα+ ϕ0)
)
+ erf
(√
2y sin(−kα+ ϕ0)
)
+ erf
(√
2y sin((k + 1)α− ϕ0)
)
+ erf
(√
2y sin((1− k)α− ϕ0)
) ]
(2.108)
que l’on retrouve aisément à l’aide de notre formule (2.106), qui devient dans ce cas
S(y, ϕ0) = erf
(√
2y sinϕ0
)
+
p∑
j=1
(−1)j
[
erf
(√
2y sin(jα+ ϕ0)
)
− erf
(√
2y sin(jα− ϕ0)
) ]
,
(2.109)
le terme intégral étant nul et k = p. En manipulant cette somme, on trouve que les équa-
tions (2.108) et (2.109) coïncident bien.
Dans le cas pair n = 2p, nous obtenons
S(y, ϕ0) = erf
(√
2y sinϕ0
)
+
p−1∑
j=1
(−1)j
[
erf
(√
2y sin(jα+ ϕ0)
)
− erf
(√
2y sin(jα− ϕ0)
)]
+ (−1)p
[
erf
(√
2y
)
− erf
(√
2y cosϕ0
)]
+ (−1)p
(
2
pi
)3/2√
y e−y
∫ +∞
0
du e−y chu sh
u
2
arctan
(
sin (2pϕ0)
sh (pu)
)
(2.110)
puisque k = p− 1 et que
min
(
(k + 1)α+ ϕ0,
pi
2
)
=
pi
2
min
(
(k + 1)α− ϕ0, pi
2
)
= (k + 1)α− ϕ0 = pi
2
− ϕ0.
Les auteurs de [Dy 2008] n’ont pas obtenu de formule explicite pour la probabilité de survie
dans le cas α = pi/(2p), sauf dans le cas p = 1, mais en ont obtenu une pour la densité de
premier passage 22 pour tous les p. Nous avons vérifié numériquement que notre formule (2.110)
correspond à leur expression pour p = 1 et que sa dérivée correspond à leur densité de premier
passage. Nous ne donnerons pas ici la formule pour la densité de premier passage pour un angle
quelconque, celle-ci s’obtenant simplement par dérivation des formules (2.106) et (2.107).
22. Qui est la dérivée temporelle de la probabilité de survie, au signe près.
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2.4.1.3 Interprétation géométrique de nos expressions
Il est possible de donner une interprétation géométrique de nos résultats (2.106) et (2.107).
Comme mentionné précédemment, on peut supposer sans souci que le point de départ est dans
la moitié inférieure du secteur angulaire, c’est-à-dire que ϕ0 6 α/2. Le premier terme des équa-
tions (2.106) et (2.107) est égal à la probabilité de survie dans un demi-espace délimité par un
plan infini absorbant, pour un marcheur brownien qui en part d’une distance respectivement
r0 sinϕ0 si le secteur angulaire de départ est aigu et r0 sin [min(ϕ0, pi/2)] s’il est obtus. Ceci cor-
respond en pratique à la distance entre le point de départ et le bord du secteur angulaire le plus
proche du point de départ. Pour un secteur angulaire aigu, il s’agit juste de la distance au bord
de référence, celui qui sert d’origine aux coordonnées polaires, quel que soit l’angle de départ
ϕ0. En revanche, pour un secteur angulaire obtus, la distance au bord le plus proche dépend
de la valeur de ϕ0. En effet, le point du bord situé le plus près du point de départ est soit son
projeté orthogonal sur le bord de référence si ϕ0 6 pi/2, soit le sommet du secteur angulaire
(voir figure 2.17).
(a)
r
 
(b)
Figure 2.17 – Dans le cas où le secteur angulaire est obtus, le point du bord qui est le plus proche du
point de départ de la trajectoire est (a) soit son projeté orthogonal lorsque ϕ0 6 pi/2, (b) soit le sommet
du secteur angulaire lorsque ϕ0 > pi/2. La distance à la paroi absorbante du secteur angulaire est donc
(a) r0 sinϕ0 ou (b) r0, synthétisée en r0 sin(min(ϕ0, pi/2)).
Ensuite, en s’inspirant de la méthode employée dans [Dy 2008] dans le cas où l’angle du
secteur angulaire est un sous-multiple de pi, la somme mise en jeu dans l’expression (2.106)
peut être vue comme une somme sur des images généralisées 23 (sources et puits), qui n’existe
effectivement par conséquent que pour un angle aigu.
Enfin, le dernier terme de la somme de fonctions erreur et le terme intégral qui apparaissent
dans les deux formes (2.106) et (2.107) sont la signature d’un angle au sommet différent des
valeurs particulières pi/(2p+ 1) avec p un entier.
2.4.2 Application : développement asymptotique à temps court
Nous avons mentionné au début de ce paragraphe que la forme standard de la probabilité de
survie dans un secteur angulaire, obtenue dans l’annexe B, n’est pas adaptée à un développement
à temps court. Nous allons maintenant voir que la forme alternative de cette probabilité de
23. La méthode des images est une technique classique en électrostatique qui consiste à supprimer les parois
de domaines en les “remplaçant” par des particules images qui sont les symétriques de la particule brownienne
par rapport aux parois (voir [Barton 1989]).
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survie que nous avons déterminée dans ce paragraphe est au contraire particulièrement adaptée
à un développement à temps court 24, c’est-à-dire y  1.
Le terme dominant à petit temps de la probabilité de survie est 1, sans surprise puisqu’à
temps très court, le marcheur est presque sûr de n’avoir pas encore touché les parois du sec-
teur angulaire, donc d’avoir survécu. Nous déterminons ici les corrections à ce terme dominant
induites par la présence des bords absorbants, tout d’abord dans le cas d’un secteur angulaire
aigu. La fonction d’erreur a le développement asymptotique suivant à grand argument
erf (x) ∼
x→+∞ 1− e
−x2 P
(
1
x
)
, (2.111)
avec P un polynôme. Par ailleurs, les arguments des fonctions d’erreur mises en jeu dans la
somme de l’équation (2.106) sont ordonnés puisque la fonction sin est croissante dans [0, pi/2]
sinϕ0 6 sin(α− ϕ0) 6 sin(α+ ϕ0) 6 sin(2α− ϕ0) 6 ... 6 1. (2.112)
Le premier terme erf
(√
2y sinϕ0
)
de l’équation (2.106) contient donc le terme dominant, égal
à 1, de la probabilité de survie ainsi que la première correction, exponentiellement petite, à cette
valeur. Les termes de la somme apportent successivement les corrections d’ordres supérieurs,
d’après (2.111) et (2.112).
Il ne reste plus qu’à déterminer l’importance asymptotique du terme intégral
I ≡
√
2y
pi3
e−y
∫ +∞
0
du e−y chu sh
u
2
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) )]
=
√
2y
pi3
e−2y
∫ +∞
0
du e−2y sh
2u sh
u
2
[
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) )] .
(2.113)
Pour évaluer le comportement asymptotique de cette intégrale lorsque y est grand, on utilise la
méthode du col (voir par exemple [Bender 1999]). L’intégrale est dominée par le voisinage de
u = 0, et peut donc être approximée en développant l’argument de l’exponentielle à l’ordre 2 en
u et l’autre partie de l’intégrande à l’ordre le plus bas en u. Suivant les valeurs de α et ϕ0, la
somme des deux fonctions arctan tend soit vers une constante, soit vers une fonction linéaire en
u. Si elles sont de même signe, on obtient
arctan
(
sin
[
pi
α
(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) ) ∼
u→0
±pi (2.114)
et si elles sont de signes opposés
arctan
(
sin
(
pi
α
(
ϕ0 +
pi
2
))
sh
(
piu
2α
) )+ arctan(sin (piα (ϕ0 − pi2 ))
sh
(
piu
2α
) )
∼
u→0
± piu
2α
(
1
sin
(
pi
α
(
ϕ0 +
pi
2
)) + 1
sin
(
pi
α
(
ϕ0 − pi2
))) . (2.115)
24. Elle l’est en revanche beaucoup moins aux temps longs. Les deux formes de la probabilité de survie sont
donc complémentaires.
42 Chapitre 2. Enveloppe convexe d’un mouvement brownien confiné
Dans le premier cas, l’intégrale I s’approche de la manière suivante
I ∼
y→+∞ ±
√
y
2pi
e−2y
∫ +∞
0
du e−yu
2/2u (2.116)
qui donne, en changeant de variable v = y u2/2
I ∼
y→+∞ ±
e−2y√
2piy
∫ +∞
0
dv e−v ' ± e
−2y
√
2piy
. (2.117)
Un calcul très similaire donne dans le deuxième cas (où les arctan sont de signes opposés)
I ∼ e
−2y
4αy
(
1
sin
(
pi
α
(
ϕ0 +
pi
2
)) + 1
sin
(
pi
α
(
ϕ0 − pi2
))) . (2.118)
Dans les deux cas, la valeur de l’argument de l’exponentielle implique que le terme intégral est
dominé à grand y par tous les autres termes de la somme des fonctions erreur. Finalement, le
développement de la probabilité de survie à petit temps (grand y) peut s’exprimer de manière
judicieuse à l’aide d’une base de fonctions erreur complémentaire (erfc(x) = 1− erf(x))
S(t|y, ϕ0) ∼
y→+∞ 1 + ψ1(y, ϕ0) +
k∑
j=1
[ψ2j(y, ϕ0) + ψ2j+1(y, ϕ0)] +R2k+2(y, ϕ0) (2.119)
avec pour j 6 k
ψ1(y, ϕ0) =− erfc
(√
2y sinϕ0
)
ψ2j(y, ϕ0) =(−1)j erfc
(√
2y sin(jα− ϕ0)
)
ψ2j+1(y, ϕ0) =(−1)j+1 erfc
(√
2y sin(jα+ ϕ0)
)
(2.120)
et le reste R2k+2 défini par
R2k+2(y, ϕ0) = (−1)k+1
{
erfc
[√
2y sin
(
min
(
(k + 1)α− ϕ0, pi
2
))]
− erfc
[√
2y sin
(
min
(
(k + 1)α+ ϕ0,
pi
2
))]}
+
(
2
pi
)3/2√
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e−y
2
∫ +∞
0
du e−y chu sh
u
2
[
arctan
(
sin
[
pi
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(
ϕ0 +
pi
2
)]
sh
(
piu
2α
) )+ arctan(sin [piα (ϕ0 − pi2 )]
sh
(
piu
2α
) )]
(2.121)
qui sont des corrections d’ordres de plus en plus élevés, puisqu’elles respectent chacune asymp-
totiquement à grand y ψi(y, ϕ0) = o (ψi−1(y, ϕ0)), et R2k+2(y, ϕ0) = o (ψ2k+1(y, ϕ0)).
Le cas d’un secteur angulaire obtus est plus simple. Si l’angle de départ ϕ0 est plus petit
que pi/2, la fonction d’erreur de l’équation (2.107) donne la correction dominante et le terme
intégral est sous-dominant, alors que si ϕ0 > pi/2, ces deux termes ont la même décroissance
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1 terme
2 termes
3 termes
4 termes
expression exacte
y
(a)
développement
expression exacte
y
(b)
Figure 2.18 – (a) Probabilité de survie dans un secteur angulaire aigu d’angle α = 0.4 rad, avec
ϕ0 = 0.1 rad (trait plein), donnée par l’équation (2.106), et son développement à temps court tronqué
à différents ordres (lignes en pointillés), donné par les équations (2.119) et (2.120). L’expression exacte
contient 8 termes, dont le reste R8(y, ϕ0). (b) Probabilité de survie dans un secteur angulaire obtus
dans le cas ϕ0 6 pi/2 (trait plein), donnée par l’équation (2.107) et son développement à temps court
1− erfc (√2y sinϕ0) (ligne en pointillés), donné par l’équation (2.122). L’angle au sommet est α = 3.5
rad et l’angle initial ϕ0 = 1.5 rad.
exponentielle (toujours donnée par l’analyse faite ci-dessus).
Finalement, l’analyse précédente montre qu’à temps court (grand y), pour des secteurs an-
gulaires aigus et obtus où ϕ0 6 pi/2, la probabilité de survie est principalement influencée par
la présence du bord absorbant le plus proche, produisant le comportement suivant
S(y, ϕ0) ∼
y→+∞ 1− erfc
(√
2y sinϕ0
)
. (2.122)
De plus, pour les angles aigus, notre approche donne les corrections successives, la dernière étant
donnée par le reste R2k+2(y, ϕ0). On vérifie bien que ce développement à temps court décrit de
manière satisfaisante la probabilité de survie et que le domaine de validité augmente, pour les
angles aigus, avec le nombre de corrections prises en compte (voir figure 2.18). En pratique, on
voit qu’à moins de vouloir décrire les temps vraiment longs (petits y), le terme intégral, qui est
le plus délicat à traiter, peut être oublié, ce qui donne accès à une forme approchée très simple
de la probabilité de survie dans un secteur angulaire quelconque.
Dans cette section, nous avons déterminé une forme simple de la probabilité de survie dans un
secteur angulaire d’angle quelconque (voir équations (2.106) et (2.107)) écrite comme une somme
finie de fonctions erreur et d’une intégrale de fonctions usuelles. Elle constitue une alternative
intéressante à la forme initiale de cette probabilité de survie (voir équation (2.35)) qui met en jeu
une somme infinie de fonction de Bessel. Dans le cadre de ce chapitre sur l’enveloppe convexe du
mouvement brownien, l’attrait principal de cette forme alternative est de faciliter grandement
l’évaluation numérique du périmètre moyen de l’enveloppe convexe, permettant notamment de
tracer cette fonction (voir figure 2.6). L’étude du développement asymptotique à petit temps
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de la probabilité de survie menée ici permettrait également d’obtenir celui du périmètre moyen.
Cependant, nous ne nous pencherons pas sur ce point 25.
2.5 Conclusion
Pour conclure ce chapitre sur l’étude du périmètre moyen de l’enveloppe convexe en présence
d’un confinement partiel (point réfléchissant à une dimension et plan infini réfléchissant à deux
dimensions), nous avons tout d’abord montré que l’extension moyenne du mouvement brownien
à une dimension 26 est une fonction croissante de la distance initiale au point réfléchissant et
analytique à faible distance initiale.
Cette étude préliminaire nous a permis de mettre en évidence la spécificité du cas bidimen-
sionnel, où le périmètre de l’enveloppe convexe est cette fois une fonction non monotone de la
distance initiale au plan, et non analytique à faible distance initiale. L’existence de ce minimum,
que nous avons démontrée en fournissant la valeur exacte du périmètre moyen à distance initiale
nulle et son développement à petite distance initiale, résulte d’une compétition entre deux effets
antagonistes du plan réfléchissant, d’une part une réduction de l’espace accessible et d’autre part
une répulsion effective des trajectoires. Cette compétition se répercute en outre sur l’extension
moyenne de la trajectoire dans une direction quelconque (autre que parallèlement et perpendi-
culairement au plan réfléchissant) qui possède de même un minimum par rapport à la distance
initiale au plan et une non analyticité à faible distance initiale.
Pour compléter cette analyse de l’enveloppe convexe en présence d’un plan réfléchissant,
nous avons également déterminé la longueur moyenne de la portion du plan visitée par le
mouvement brownien en fonction de la distance initiale au plan dont nous avons montré
qu’elle décroît de manière monotone vers zéro. Par ailleurs, partant d’un besoin pratique pour
l’évaluation numérique du périmètre moyen de l’enveloppe convexe, nous avons déterminé une
expression légère de la probabilité de survie dans un secteur angulaire absorbant quelconque,
dont l’étude possède un intérêt propre. La connaissance de cette expression permet en particulier
d’obtenir de manière naturelle un développement à petit temps de la probabilité de survie dans
un secteur angulaire, qui paraît inaccessible à partir de la formule de cette probabilité obtenue
à l’aide des méthodes classiques.
L’étude réalisée dans ce chapitre met en évidence que le passage de la dimension un à la
dimension deux modifie profondément le comportement du périmètre moyen de l’enveloppe
convexe par rapport à la distance initiale. En effet, les propriétés d’analyticité de cette fonction
à faible distance initiale et de monotonie par rapport à la distance initiale au plan en dimension
deux diffèrent radicalement de celles obtenues en dimension un. La modification de ces deux
propriétés découle en fait de l’importance que prend l’effet de répulsion effective des trajectoires
à deux dimensions, qui est plus grande qu’à une dimension. Cette différence d’efficacité de
la répulsion effective provient probablement de ce qu’à une dimension, il a un impact sur la
25. Le développement à petit temps (ou grande distance initiale) de la probabilité de survie suggère fortement
une approche exponentielle de la valeur asymptotique 4/
√
pi de l’extension moyenne de l’enveloppe convexe
obtenue en partant infiniment loin du plan réfléchissant.
26. Qui est l’équivalent unidimensionnel du périmètre de l’enveloppe convexe d’un mouvement brownien bidi-
mensionnel.
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position d’un point (l’extrémité droite de l’intervalle visité par le mouvement brownien) alors
qu’à deux dimensions, il agit sur la position d’une courbe entière (la portion vers l’extérieur
de l’enveloppe convexe), amplifiant ainsi son effet sur l’enveloppe convexe. Il est donc assez
naturel de conjecturer que cet effet devrait être exacerbé à trois dimensions 27, et probablement
produire un minimum de la surface de l’enveloppe convexe plus prononcé que celui du périmètre
moyen de l’enveloppe convexe à deux dimensions. Cette conjecture n’a pas été vérifiée pour
l’instant, ni numériquement où il faudrait adapter l’algorithme de détermination de l’enveloppe
convexe d’un nuage de points tridimensionnel, ni analytiquement où le calcul du périmètre de
l’enveloppe convexe risque de se révéler encore plus ardu qu’à deux dimensions, notamment car
il n’existe pas de généralisation de la formule de Cauchy à trois dimensions 28.
On remarque sans surprise que l’effet principal du confinement, qui est ici un élément
réfléchissant, est de réduire l’espace occupé par le mouvement brownien par rapport à la
situation sans confinement, et en particulier le périmètre moyen de son enveloppe convexe. Cet
effet est néanmoins d’amplitude assez faible, réduisant le périmètre moyen à une dimension de
4/
√
pi ' 2, 26 à √pi ' 1, 77, c’est-à-dire de 20% environ, et le périmètre moyen à deux dimensions
de 4
√
pi ' 7, 09 à 2√piSi(pi) ' 6, 57, c’est-à-dire de 7% environ. En effet, l’élément réfléchissant
ne représente qu’un confinement partiel, c’est pourquoi la contrainte qu’il impose sur le mouve-
ment brownien est relativement faible, et ce d’autant plus que la dimension spatiale est élevée.
On s’attend donc à ce que dans une situation équivalente à trois dimensions, c’est-à-dire pour
un mouvement brownien tridimensionnel en présence d’un plan réfléchissant, la réduction du pé-
rimètre de l’enveloppe convexe soit proportionnellement encore plus faible qu’à deux dimensions.
A l’issue de ce travail, plusieurs questions qui semblent intéressantes restent ouvertes. L’aire
moyenne de l’enveloppe convexe d’un mouvement brownien bidimensionnel possède-t-elle les
mêmes propriétés surprenantes que son périmètre moyen ? Que se passe-t-il en dimension supé-
rieure ? Quel serait l’impact d’un autre type de confinement, absorbant ou de forme différente ?
La question de l’aire moyenne de l’enveloppe convexe est plus complexe car elle fait intervenir
la probabilité jointe du maximum de la trajectoire dans une direction et de l’instant auquel ce
maximum a été atteint. Les simulations numériques 29 semblent indiquer que cette observable
est monotone par rapport à la distance initiale au plan, contrairement au périmètre moyen, en
gardant néanmoins à l’esprit qu’elle peut posséder un minimum de faible amplitude noyé dans
le bruit numérique. Une étude plus approfondie serait nécessaire pour donner un résultat fiable.
27. Où l’enveloppe convexe est un polytope dont la surface est l’équivalent du périmètre à deux dimensions.
28. A ma connaissance.
29. Qui sont longues à cause entre autres de l’utilisation d’un pas adaptatif comme expliqué dans la section 2.3.2.
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3.1 Introduction
Après avoir étudié l’effet d’un confinement partiel sur les propriétés d’une marche aléatoire, en
étudiant l’impact de la présence d’un plan infini réfléchissant sur l’espace occupé par un marcheur
brownien bidimensionnel, nous allons considérer dans ce deuxième chapitre un confinement total,
qui impose une contrainte plus forte sur la trajectoire que le confinement partiel précédemment
introduit. En particulier, nous allons nous concentrer sur des marches aléatoires modélisant des
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recherches aléatoires ayant lieu dans un volume confiné. Il a été montré à de nombreuses reprises
ces dernières années que des processus de recherche aléatoire émergent dans des contextes très
variés, à des échelles différentes. On peut citer des phénomènes aussi variés que la recherche de
séquences spécifiques sur un brin d’ADN par des facteurs de transcription [Elf 2007], le transport
de protéines dans le noyau cellulaire [Loverdo 2008, Mirny 2008], la rencontre entre deux réactifs
chimiques [Rice 1985, Schuss 2007], la recherche de nourriture par des animaux [Berg 1993,
Viswanathan 2011] et la planification des mouvements d’un robot [Latombe 2012].
Les principaux outils utilisés jusqu’à présent pour quantifier l’efficacité de ces processus
de recherche se ramènent au temps nécessaire pour atteindre une cible unique, appelé temps
de premier passage [Redner 2001, Condamin 2007, Bénichou 2010, Bénichou 2014b, Bray 2013].
Cependant, malgré sa grande popularité dans divers contextes, le temps de premier passage n’est
pas adapté à la quantification de tous les types de recherche. En effet, lorsque le marcheur doit
découvrir un certain nombre de cibles présentes dans le volume, comme souvent en chimie, en
écologie ou en robotique, l’observable adaptée à la quantification de l’efficacité du processus de
recherche n’est plus le temps de premier passage en un site unique, mais le temps nécessaire pour
visiter une certaine fraction voire tous les sites du domaine dans lequel a lieu la recherche (voir
figure 3.1). Le cas extrême des recherches exhaustives, qui requièrent une exploration complète
d’un domaine, définit le temps de couverture du domaine. Cette observable possède un intérêt
particulier puisqu’elle donne le temps nécessaire pour trouver toutes les cibles avec probabilité
un. Sa détermination constitue un problème de longue date dans la théorie des marches aléatoires,
introduit par Aldous dans [Aldous 1983]. Les exemples de telles recherches sont très nombreux et
apparaissent dans des domaines variés. On peut citer entre autres la traque d’agents pathogènes
par les cellules du système immunitaire [Heuzé 2013], la propagation d’épidémies dans une ville,
le nettoyage d’un appartement ou le déminage d’une zone par des robots, ainsi que la recherche
de nourriture par des animaux [Viswanathan 2008, Bénichou 2011] dans une zone confinée, par
exemple une île.
Figure 3.1 – Illustration d’un cas de recherche exhaustive. Le promeneur, qui réalise en première ap-
proximation une recherche aléatoire, cherche à cueillir tous les champignons présents dans son coin à
champignons.
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Malgré sa pertinence, ce problème n’a été que très partiellement étudié. Aldous est le premier
à poser clairement la question du temps de couverture [Aldous 1983] et à la relier au problème du
collectionneur de vignettes 1, classique en théorie des probabilités [Feller 1968], qui correspond
au problème de la couverture d’un graphe complet (où chaque site est relié à tous les autres).
Il détermine entre autres l’expression exacte du terme dominant à grand volume du temps
moyen de couverture 〈τ〉 d’un tore discret à d dimensions 2 par une marche brownienne pour
d > 3 [Aldous 1983, Aldous 1989]
〈τ〉 ∼ RN lnN d > 3 (3.1)
avec N le nombre de sites du tore et R le nombre moyen de retours à l’origine d’une marche
brownienne sur un réseau infini en dimension d. Cette expression a été retrouvée par une méthode
approchée [Brummelhuis 1991] qui fournit également le terme dominant du temps moyen de
couverture d’un réseau périodique à deux dimensions comportant N sites
〈τ〉 ∼ 1
pi
N ln2N d = 2. (3.2)
Ces résultats asymptotiques coïncident avec les résultats numériques obtenus
dans [Nemirovsky 1990] où les temps moyens de couverture de marches browniennes sur
des réseaux euclidiens en dimensions un à quatre, en conditions aux limites périodiques et
réfléchissantes, ont été étudiés et leurs termes dominants et sous-dominants déterminés par
ajustement.
Les résultats asymptotiques analytiques (3.1) et (3.2) ont été raffinés par la suite dans la
littérature mathématique. Ont entre autres été déterminés de manière exacte le terme dominant
du temps moyen de couverture en dimension deux dans [Dembo 2004], qui avait été obtenu de
manière approchée dans [Brummelhuis 1991], et le comportement de son terme sous-dominant
dans [Ding 2012]. Au-delà de la moyenne du temps de couverture d’un réseau euclidien par une
marche brownienne, il a été montré dans [Belius 2013] pour des marches en dimension d > 3 que
son deuxième moment vaut g(0)N où g(0) est la fonction de Green du réseau d dimensionnel
évaluée en 0 3 (voir par exemple [Hughes 1996]), et que le temps de couverture translaté de sa
moyenne et renormalisé par son écart-type est distribué selon une loi de Gumbel à grand volume
P
(
τ − g(0)N lnN
g(0)N
)
∼ exp(−x− exp(−x)). (3.3)
Tous les résultats précédemment mentionnés sont asymptotiques par rapport à la taille
du système. Le seul résultat obtenu dans la littérature pour un nombre arbitraire N de sites
est l’expression exacte du temps moyen de couverture d’une marche brownienne à une dimen-
sion [Yokoi 1990] en conditions aux limites périodiques
〈τ〉 = 1
2
N(N − 1) (3.4)
1. “Coupon collector problem” en anglais. On peut formuler ce problème de la manière suivante. Un enfant
collectionne les vignettes offertes dans des paquets de céréales. Combien de paquets doit-il acheter en moyenne
pour avoir toutes les sortes de vignettes existantes ?
2. C’est-à-dire sur un réseau euclidien en dimension d avec conditions aux limites périodiques.
3. Ou “lattice Green function” en anglais, qui coïncide en zéro avec le nombre moyen R de retours à l’origine
d’une marche brownienne à d dimensions en espace infini qui apparaît dans le résultat d’Aldous (3.1).
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et en conditions aux limites réfléchissantes partant du point s ∈ J1, NK
〈τ〉 = N(N − 1) + (s− 1)(N − s). (3.5)
L’absence de résultats exacts non asymptotiques en dimension supérieure ou égale à deux
provient de la complexité du problème de couverture. En effet, pour savoir quand le domaine
a été intégralement couvert, il faut avoir gardé en mémoire toute la trajectoire, ce qui est
extrêmement ambitieux au-delà du cas plus simple de la dimension un où l’ensemble des
sites visités reste connexe à tout instant pour une marche sur plus proches voisins, difficulté
explicitement soulevée dans [Nemirovsky 1991] et [Nascimento 2001].
Outre le temps de couverture d’un domaine, il est par ailleurs naturel de définir des obser-
vables relatives aux recherches quasi-exhaustives, où seule une partie des sites du domaine doit
être trouvée. Avec le temps de couverture, cela définit la classe des observables de couverture :
(i) le temps de couverture complète 4 τ(N), défini comme le temps nécessaire pour visiter
les N sites du domaine,
(ii) le temps de couverture partielle τp(M,N), défini comme le temps nécessaire pour
visiterM sites distincts parmi lesN sites du domaine, quels qu’ils soient, qui correspondent
donc aux M premiers sites distincts visités,
(iii) le temps de couverture aléatoire τr(M,N), défini comme le temps nécessaire pour
visiter M sites distincts choisis à l’avance parmi les N sites du domaine.
Ces deux dernières observables ont été définies et leur valeur moyenne étudiée numériquement
dans [Coutinho 1994]. Les temps moyens de couverture partielle et aléatoire ont depuis été
déterminés de manière exacte à une dimension dans [Nascimento 2001].
Les résultats de la littérature sur les observables de couverture ont deux limitations impor-
tantes. D’une part, les temps de couverture partielle et aléatoire n’ont été que peu étudiés en
regard du temps de couverture, bien que possédant une importance voisine en pratique. En
effet, quasiment tous les exemples de recherches exhaustives peuvent être formulés de manière
également intéressante comme des recherches quasi-exhaustives, où le chercheur a une tolérance
sur le nombre de cibles à trouver 5. D’autre part, tous les résultats obtenus sur les observables
de couverture concernent des marches browniennes. Or lorsque l’on s’intéresse aux processus de
recherche, il est naturel de ne pas se limiter aux seules marches browniennes et de considérer les
divers types de marches aléatoires introduits dans les décennies passées pour décrire de manière
plus fine le comportement de chercheurs aléatoires dans différents contextes, comme nous l’avons
mentionné en introduction générale.
Nous allons dans ce chapitre apporter des éléments nouveaux pour combler partiellement
ces manques. Nous allons tout d’abord réaliser le pendant pour une marche aléatoire unidimen-
sionnelle persistante 6 des calculs exacts exposés dans [Yokoi 1990] pour une marche aléatoire
4. Quand il n’y a pas d’ambigüité, on l’appellera simplement temps de couverture du domaine.
5. On peut par exemple accepter qu’un robot aspirateur laisse un caillou au sol dans une pièce, de même
qu’un organisme infecté sera vraisemblablement guéri sans que les cellules du système immunitaire aient besoin
d’éliminer absolument tous les agents pathogènes du corps.
6. Où le marcheur a une chance plus élevée de continuer dans la direction de son pas précédent, que nous
définirons dans le paragraphe suivant.
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unidimensionnelle simple. Nous déterminerons ensuite la distribution des observables de cou-
verture définies plus haut pour un grand nombre de processus de recherche, dont les marches
persistantes, les marches de Lévy et les marches intermittentes définies dans l’introduction géné-
rale. Nous montrerons enfin que pour ces trois classes de processus, le moyen temps de couverture
peut être minimisé, c’est-à-dire qu’il existe une stratégie de recherche d’efficacité optimale pour
couvrir un domaine.
3.2 Temps moyen de couverture à une dimension pour une
marche aléatoire persistante
Comme formulé par le passé dans [Nemirovsky 1991, Nascimento 2001], il est extrêmement
compliqué, voire impossible, de traiter de manière exacte les problèmes de couverture en dimen-
sion deux ou plus. Le cas de la dimension un est très particulier car l’ensemble des sites visités
au cours d’une marche sur plus proches voisins est toujours connexe. C’est cette particularité
qui rend le problème abordable en dimension un [Yokoi 1990, Nascimento 2001].
Nous allons ici étendre l’étude du temps moyen de couverture pour une marche brownienne
menée dans [Yokoi 1990] à un premier exemple basique de processus de recherche alternatif, la
marche aléatoire persistante. Nous considérerons cette marche persistante en temps discret sur
un réseau unidimensionnel (périodique dans un premier temps, puis avec des bords réfléchissants
dans un second temps) comportant N sites. A chaque pas de temps, le marcheur a par définition
une probabilité (1 + ε)/2 de continuer dans la direction du pas précédent, et une probabilité
(1− ε)/2 d’aller dans la direction opposée, avec −1 < ε < 1 7 (voir figure 3.2).
probabilité
probabilité
Figure 3.2 – Illustration d’un pas de marche persistante. Si le pas précédent a été fait vers la droite, la
probabilité d’aller à nouveau vers la droite est (1 + ε)/2.
Dans cette section, nous noterons τP,R(N) le temps moyen de couverture, l’indice désignant
les conditions aux limites adoptées, périodiques ou réfléchissantes. Nous ne considérerons que
la moyenne du temps de couverture et pas la variable aléatoire elle-même, c’est pourquoi nous
oublierons la valeur moyenne 〈 . 〉 pour alléger les notations dans toute la section 3.2.
7. On remarquera que les cas ε = 1 et ε = −1 sont tous les deux des cas particuliers car déterministes. Le
premier correspond à un mouvement balistique, et le second à un va-et-vient perpétuel entre deux sites adjacents.
En pratique, on s’intéresse souvent au cas 0 6 ε < 1 où le marcheur a une probabilité plus élevée de continuer
dans la direction de son pas précédent que dans les autres directions.
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3.2.1 En conditions aux limites périodiques
Calculons tout d’abord le temps moyen de couverture τP (N) d’un anneau contenant N sites.
La périodicité du réseau implique que le temps de couverture ne dépend que de la taille du
système et pas du point de départ. Comme suggéré dans [Yokoi 1990], on écrit le temps moyen
de couverture τP (N) comme la somme du temps moyen nécessaire pour visiter N − 1 sites
adjacents du réseau, qui coïncide avec le temps moyen de couverture τP (N − 1), et du temps
moyen nécessaire t(N) pour visiter le dernier site (voir figure 3.3)
τP (N) = τP (N − 1) + t(N). (3.6)
Cette équation donne une relation de récurrence. Pour en déduire le temps moyen de couverture
τP (N), il faut tout d’abord déterminer le temps t(N). Pour cela, introduisons T+(d) le temps
moyen nécessaire pour atteindre le site x0 + d, sachant que le marcheur est arrivé au temps
t = 0 en x0 depuis le site x0 − 1, la valeur de x0 étant quelconque à cause de la périodicité
du réseau. On introduit également son pendant T−(d) qui est le temps moyen nécessaire pour
atteindre le site x0 + d, sachant que le marcheur est arrivé au temps t = 0 en x0 depuis le
site x0 + 1 8. Ces grandeurs dépendent de la taille N , mais on oublie cette dépendance dans la
notation pour en alléger l’écriture. On remarque que t(N) = T+(1), que nous allons calculer.
(a) (b)
Figure 3.3 – Au moment où le marcheur (représenté par une croix) couvre un anneau à N − 1 sites (a),
il se retrouve entre le site qu’il vient de visiter et un site qu’il a visité dans le passé (en orange). Dans le
cas de figure représenté ici, le marcheur a exploré l’anneau dans le sens trigonométrique jusqu’à ce site
orange, puis ne l’a jamais dépassé et a rebroussé chemin pour couvrir le reste de l’anneau. Tout se passe
donc comme si le lien entre le dernier site (croix) et le site orange avait été coupé. Si on coupe ce lien
et qu’on ajoute un site (vert), de manière à faire un anneau de N sites (b), on comprend que le temps
nécessaire pour visiter N − 1 sites de l’anneau à N sites, qui sont nécessairement adjacents, correspond
au temps de couverture de l’anneau à N − 1 sites.
Commençons par déterminer les fonctions T+(d) et T−(d). Les équations vérifiées par ces
deux fonctions s’obtiennent en partitionnant sur le premier pas de la marche, qui fait arriver
le marcheur en x0 + 1 avec probabilité (1 + ε)/2 (respectivement (1− ε)/2) dans le sens + des
abscisses croissantes ou en x0 − 1 avec probabilité (1 − ε)/2 (respectivement (1 − ε)/2) dans
le sens −. Ce premier pas ayant coûté une unité de temps, les fonctions T+(d) et T−(d) sont
8. Dans toute cette section, les indices ou exposants + désigneront les quantités pour lesquelles le pas précédent
a été fait dans le sens des abscisses positives, et le signe − celles pour lesquelles le pas précédent a été fait dans
le sens des abscisses négatives.
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solutions pour tout d > 1 des équations couplées suivantes
T+(d) =
1 + ε
2
T+(d− 1) + 1− ε
2
T−(d+ 1) + 1 (3.7)
T−(d) =
1− ε
2
T+(d− 1) + 1 + ε
2
T−(d+ 1) + 1 (3.8)
où on utilise la double condition T±(0) = 0. Si l’on combine ces deux équations, on obtient
T+(d)− 2T+(d− 1) + T+(d− 2) + 2 1− ε
1 + ε
= 0 (3.9)
qui admet une solution de la forme
T+(d) = λ+ µd− 1− ε
1 + ε
d2. (3.10)
La condition aux limites T+(0) = 0 donne λ = 0, et on détermine µ grâce à une égalité liée à la
périodicité du réseau
T+(d) = T−(N − d). (3.11)
On obtient finalement
T+(d) = d

1− ε
1 + ε
(
1− (1− ε)(N − 2)
2
2
)
+ 1
1− (1− ε)(N − 2)
2
− 1− ε
1 + ε
d
 , (3.12)
et en particulier
t(N) = T+(1) =
1− ε
1 + ε
N +
3ε− 1
1 + ε
. (3.13)
En utilisant la relation de récurrence (3.6)
τP (N) =
N∑
i=3
t(i) + τ(2) (3.14)
et en remarquant que le temps de couverture τ(2) d’un anneau à 2 sites vaut 1, on en déduit
finalement l’expression exacte du temps moyen de couverture d’un réseau périodique de N sites
τP (N) =
1− ε
2 (1 + ε)
N2 +
5ε− 1
2 (1 + ε)
N − 2ε
1 + ε
(3.15)
On retrouve en particulier le résultat de [Yokoi 1990] en l’absence de persistance (ε = 0)
τP (N) =
N(N − 1)
2
. (3.16)
De plus, dans le cas d’une marche très persistante avec une longueur de persistance lp ≡ 1/(1−ε)
de l’ordre de N , on trouve que le temps moyen de couverture tend vers N−1 et n’est plus d’ordre
N2, comme attendu puisque le mouvement est quasi balistique.
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3.2.2 En conditions aux limites réfléchissantes
On s’intéresse maintenant à un segment comportant N sites numérotés de 0 à N − 1 avec
des conditions aux limites réfléchissantes. Après réflexion sur le bord, le marcheur arrive sur un
site, venant de ce même site. Il faut donc choisir une convention d’orientation de ce pas, définie
sur la figure 3.4.
0 1 2
+ +
Figure 3.4 – Après réflexion sur le bord gauche, on suppose par convention que le marcheur arrive en 0
par la gauche, de même qu’après réflexion sur le bord droit, on suppose que le marcheur arrive en N − 1
par la droite.
Pour calculer le temps moyen de couverture partant d’un point x de ce segment, on décompose
le processus en deux étapes : le marcheur doit déjà atteindre l’un des deux bords, puis traverser
le domaine pour rejoindre le bord opposé. Le temps de couverture est l’instant où il visite le
deuxième bord du domaine
τR(x,N) = Tbord + Ttraversée. (3.17)
Nous allons donc calculer successivement les durées moyennes Tbord et Ttraversée de ces deux
étapes et en déduire le temps moyen de couverture.
3.2.2.1 Temps moyen pour atteindre le premier bord
Commençons par déterminer le temps nécessaire pour atteindre le premier bord. On introduit
la probabilité conditionnelle 9 Πz(y|x), définie comme la probabilité d’atteindre le point y avant
le point z partant du point x, ainsi que le temps moyen conditionnel Tz(y|x), défini comme le
temps moyen nécessaire pour atteindre le point y en partant du point x, sachant que le point z
n’a pas été visité. On définit également le produit de la probabilité conditionnelle par le temps
moyen conditionnel associé
Rz(y|x) ≡ Πz(y|x)Tz(y|x). (3.18)
Ces trois grandeurs sont par ailleurs données par la demi-somme des grandeurs orientées associées
qui dépendent de la direction du pas qui a fait arriver le marcheur en x
Πz(y|x) = 1
2
Π+z (y|x) +
1
2
Π−z (y|x) (3.19)
Tz(y|x) = 1
2
T+z (y|x) +
1
2
T−z (y|x) (3.20)
Rz(y|x) = 1
2
R+z (y|x) +
1
2
R−z (y|x). (3.21)
9. Appelée “splitting probability” en anglais.
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Le temps moyen Tbord pour atteindre le premier bord est la moyenne des temps moyens
TN−1(0|x) et T0(N − 1|x) pour atteindre respectivement le bord gauche ou droit en premier,
pondérés par les probabilités conditionnelles d’atteindre le bord concerné avant l’autre
Tbord = ΠN−1(0|x)TN−1(0|x) + Π0(N − 1|x)T0(N − 1|x)
= RN−1(0|x) +R0(N − 1|x). (3.22)
Nous devons donc déterminer la quantité Rz(y|x) où y et z sont les deux bords du domaine, par
l’intermédiaire des quantités orientées R±z (y|x). Elles sont solutions d’une équation de récurrence
dont le terme source est la probabilité conditionnelle orientée (voir par exemple [Redner 2001])
1 + ε
2
R+N−1(0|x+ 1) +
1− ε
2
R−N−1(0|x− 1)−R+N−1(0|x) = −Π+N−1(0|x) (3.23)
pour x ∈ {1, .., N − 1}, et
1 + ε
2
R−N−1(0|x− 1) +
1− ε
2
R+N−1(0|x+ 1)−R−N−1(0|x) = −Π−N−1(0|x) (3.24)
pour x ∈ {0, .., N − 2}.
Avant de résoudre ces équations, il faut donc déterminer les probabilités conditionnelles
orientées Π+N−1(0|x) et Π−N−1(0|x). Elles sont solutions des deux équations de Fokker-Planck vers
le passé couplées pour x ∈ {1, .., N −2} qui s’obtiennent comme précédemment en partitionnant
sur le premier pas
Π+N−1(0|x) =
1 + ε
2
Π+N−1(0|x+ 1) +
1− ε
2
Π−N−1(0|x− 1) (3.25)
Π−N−1(0|x) =
1 + ε
2
Π−N−1(0|x− 1) +
1− ε
2
Π+N−1(0|x+ 1). (3.26)
En combinant ces deux équations, on trouve que les deux probabilités conditionnelles orientées
sont solutions de la même équation de récurrence du deuxième ordre
Π±N−1(0|x+ 1)− 2 Π±N−1(0|x) + Π±N−1(0|x− 1) = 0 (3.27)
valable pour x ∈ {2, .., N − 2} pour Π+N−1(0|x) et pour x ∈ {1, .., N − 3} pour Π−N−1(0|x). Les
probabilités conditionnelles ont donc la forme suivante
Π+N−1(0|x) = λ+ µx pour x ∈ {1, .., N − 1} (3.28)
Π−N−1(0|x) = λ′ + µ′x pour x ∈ {0, .., N − 2}. (3.29)
En utilisant l’équation (3.25) et les conditions aux bords
Π+N−1(0|N − 1) = 0 (3.30)
Π−N−1(0|0) = 1, (3.31)
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on obtient finalement l’expression des probabilités conditionnelles orientées de toucher le bord
droit avant le gauche
Π+N−1(0|x) =
1− ε
N(ε− 1) + 1− 3ε (x−N + 1) (3.32)
Π−N−1(0|x) = 1 +
1− ε
N(ε− 1) + 1− 3ε x. (3.33)
Résolvons maintenant les deux équations couplées (3.23) et (3.24). En combinant ces équa-
tions, on obtient pour R+N−1(0|x) avec x ∈ {1, .., N − 3}
R+N−1(0|x+ 2)−2R+N−1(0|x+ 1) +R+N−1(0|x)
= − 2
1 + ε
Π+N−1(0|x+ 1)−
1− ε
1 + ε
Π−N−1(0|x) + Π+N−1(0|x), (3.34)
dont la solution est de la forme, pour x ∈ {1, .., N − 1},
R+N−1(0|x) = λ+ µx+ αx2 + βx3 (3.35)
avec
α =
1− ε
1 + ε
(1− ε) (N − 1)
N (ε− 1) + 1− 3ε (3.36)
β =
1− ε
3 (1 + ε)
1− ε
N (1− ε) + 3ε− 1 . (3.37)
Les constantes λ et µ sont déterminées à l’aide de la condition au bord
R+N−1(0|N − 1) = 0 (3.38)
et de l’équation (3.23) écrite en x = 1
R+N−1(0|1) =
1 + ε
2
R+N−1(0|2) + Π+N−1(0|1). (3.39)
On obtient finalement
R+N−1(0|x) = (x−N + 1)
[
µ+ α (x+N − 1) + β
(
x2 + (N − 1)x+ (N − 1)2
)]
(3.40)
où
µ = −2
3
(1− ε)2
(1 + ε) (N (ε− 1) + 1− 3ε)2
×
[
(1 + ε) (3−N) (−N2 + 3)− 3 1 + ε
1− ε (2−N) + (N − 2)
(−2N2 + 2N + 1)] . (3.41)
L’expression de R−N−1(0|x) se déduit de l’équation (3.24) avec β et µ donnés par les équa-
tions (3.37) et (3.41)
R−N−1(0|x) =
[
µ+
12ε
1− ε β
(
1
1− ε +N − 2
)]
x− 1− ε
1 + ε
x2 + βx3. (3.42)
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En remarquant en outre par symétrie que
R0(N − 1|x) = RN−1(0|N − 1− x), (3.43)
ce qui permet d’obtenir R0(N−1|x) à partir des équations (3.40) et (3.42). On aboutit finalement
à
Tbord = RN−1(0|x) +R0(N − 1|x) = − 1
1 + ε
[
(N − 1) (εx− ε− x) + x2 (1− ε)] . (3.44)
3.2.2.2 Temps moyen pour traverser le domaine
Une fois que le marcheur est arrivé au premier bord de l’intervalle, il lui faut traverser cet
intervalle pour avoir visité tous les sites. Déterminons donc maintenant le temps moyen Ttraversée
nécessaire au marcheur pour rejoindre l’autre bord. Introduisons T±(x) les temps moyens pour
aller de x à x + 1, en connaissant la direction ± du pas qui fait arriver en x. On peut écrire le
temps de traversée en fonction de ces temps 10
Ttraversée = T−(0) + T+(1) + ...+ T+(N − 2). (3.45)
Les temps T±(x) satisfont les équations couplées suivantes, obtenues encore une fois en parti-
tionnant sur le premier pas
T+(x) =
1 + ε
2
+
1− ε
2
[1 + T−(x− 1) + T+(x)] , (3.46)
T−(x) =
1− ε
2
+
1 + ε
2
[1 + T−(x− 1) + T+(x)] . (3.47)
On en déduit la relation de récurrence suivante
T+(x+ 1) = T+(x) + 2
1− ε
1 + ε
(3.48)
qui donne pour x ∈ {1, .., N − 1}
T+(x) = 2
1− ε
1 + ε
x+ T+(0). (3.49)
Le temps T+(0) se déduit de la condition au bord
T+(0) =
1 + ε
2
+
1− ε
2
[1 + T+(0)] (3.50)
de sorte que
T+(x) = 2
1− ε
1 + ε
x+
2
1 + ε
(3.51)
et
T−(x) = 2 (x+ 1), (3.52)
obtenu de manière directe à partir de l’équation (3.46). Par conséquent, en utilisant l’équa-
tion (3.45), le temps moyen nécessaire pour traverser tout le domaine vaut finalement
Ttraversée = 2 +
1− ε
1 + ε
(N − 1) (N − 2) + 2
1 + ε
(N − 2) . (3.53)
10. Ici, on écrit le temps nécessaire pour aller du bord gauche, en y arrivant par la droite puisque la première
fois que le marcheur arrive en 0, il vient forcément du site 1, au bord droit. Le temps pour aller du bord droit au
bord gauche donne évidemment le même résultat.
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3.2.2.3 Temps moyen de couverture
En rassemblant les résultats des deux paragraphes précédents, on obtient finalement l’ex-
pression exacte du temps moyen de couverture partant d’un point de l’intérieur du domaine
x ∈ J1, N − 2K
τR(x,N) = −(N − 1) (εx− ε− x) + x
2 (1− ε)
1 + ε
+
1− ε
1 + ε
(N − 1) (N − 2) + 2 (N − 2)
1 + ε
+ 2
(3.54)
Le temps moyen de couverture en partant d’un des bords se déduit aisément des quantités
calculées précédemment. On notera que le premier pas du marcheur n’est jamais biaisé 11. Le
temps moyen de couverture dans ce cas ne se réduit donc pas simplement au temps de traversée
Ttraversée, celui-ci étant défini pour un marcheur arrivant à l’une des extrémités du domaine par
le site voisin (et pas par réflexion sur le miroir). Le temps moyen de couverture partant des sites
0 ou N − 1 est donc donné par
τR(0) = τR(N − 1) = 1
2
[T−(0) + T+(0)] + T+(1) + ...+ T+(N − 2)
=
1− ε
1 + ε
(N − 1) (N − 2) + 2
1 + ε
(N − 2) + 2 + ε
1 + ε
. (3.55)
On retrouve à nouveau le résultat exact obtenu dans [Yokoi 1990] dans le cas brownien ε = 0
τR(x,N) = N (N − 1) + x (N − 1− x). (3.56)
Pour conclure ce paragraphe, remarquons que si l’on s’intéresse au comportement dominant
du temps moyen de couverture lorsque le nombre de sites N devient grand, on trouve qu’il
faut deux fois plus de temps en moyenne pour couvrir un domaine réfléchissant qu’un domaine
périodique, et ce quel que soit le point de départ x fixé et le paramètre de persistance ε. La
dépendance en ces paramètres n’apparaît qu’à l’ordre sous-dominant en N
τR(x,N)
τP (N)
= 2 + 2
(
x− ε
1− ε
)
1
N
+ o
(
1
N
)
. (3.57)
En revanche, si l’abscisse du point de départ est proportionnelle au nombre de sites x = aN ,
par exemple si le marcheur part du centre de l’intervalle, dont on fait tendre la longueur vers
l’infini, alors la dépendance dans le point de départ du rapport τR/τP apparaît bien à l’ordre
dominant en N
τR(x,N)
τP (N)
= 2 + 2a− 2ε
1− ε
1
N
+ o
(
1
N
)
, (3.58)
la dépendance dans le paramètre de persistance étant toujours cantonnée à l’ordre sous-
dominant.
11. La persistance n’ayant pas de sens à cette étape, puisque le marcheur n’a pas encore fait de pas.
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Nous avons obtenu un résultat exact à une dimension, valable à toute taille de système, qui
étend les résultats unidimensionnels de [Yokoi 1990] au cas d’une marche aléatoire persistante.
Cela représente un premier pas vers la description de processus de recherche plus généraux
que ceux décrits par une simple marche brownienne. Dans la suite, nous allons ainsi étudier la
couverture d’un domaine par divers types de modèles de marches aléatoires en dimension plus
élevée. En écho à la remarque faite au début de cette section, les résultats que nous obtiendrons
seront asymptotiques, et non plus valables à toute taille de système. Néanmoins, cette limitation
est mineure puisque notre nouveau cadre, plus large que celui de cette section, nous permettra
d’obtenir des résultats très généraux.
3.3 Universalité de la distribution des observables de couverture
Après ce préliminaire 12, nous allons élargir notre cadre de travail sur trois points. En effet,
nous étudierons dans cette section la distribution, et non plus uniquement le premier moment,
de toutes les observables de couverture définies en préambule de ce chapitre, pour des processus
de recherche autres que la marche brownienne simple et la marche aléatoire persistante. Nous
nous intéresserons à divers types de marches aléatoires et de processus de recherche, détaillés
ci-dessous. Parmi les exemples considérés dans ce travail, les marches persistantes, les marches
de Lévy et les marches intermittentes (pour une illustration schématique de ces processus,
voir figure 3.5) sont trois représentants majeurs des processus de recherche, très largement
utilisés dans la littérature pour modéliser notamment le mouvement des animaux à la recherche
de nourriture [Viswanathan 2011, Benhamou 2007, Bénichou 2011, Wu 2000]. Les marches
persistantes fournissent un modèle minimal pour décrire un mouvement aléatoire avec une
mémoire à court terme (mémoire du pas précédent), les marches de Lévy constituent une
modélisation courante du mouvement des animaux rendant compte d’un effet de mémoire
à plus long terme [Viswanathan 2011], et les marches intermittentes, qui représentent une
alternative de plus en plus populaire aux marches de Lévy, permettent de décrire le déplacement
“saltatoire” d’un animal qui alterne entre des phases de recherche et des phases de déplacement
aveugle [Bénichou 2005].
Ces processus possèdent une importance particulière dans le champ des recherches aléatoires
car ils fournissent chacun une stratégie optimale pour la recherche d’une cible unique. En effet,
il existe une valeur particulière du paramètre ajustable de ces processus (la longueur de per-
sistance pour les marches persistantes et les marches de Lévy, et le temps moyen passé dans
la phase de recherche diffusive pour les marches intermittentes) qui minimise le temps moyen
global de premier passage, c’est-à-dire le temps moyen pour trouver une cible moyenné sur le
point de départ de la recherche, grandeur caractéristique de la recherche à une cible. La ques-
tion d’une minimisation possible se pose également pour les recherches exhaustives, caractérisées
par les observables de couverture. L’étude de ces observables est donc particulièrement perti-
nente et importante pour des processus de recherche divers, et en particulier ceux mentionnés
précédemment.
12. Qui constitue néanmoins l’un des seuls résultats exacts valables pour un nombre de sites N arbitraire, avec
les résultats de [Yokoi 1990, Nascimento 2001].
60 Chapitre 3. Temps de couverture de stratégies de recherche aléatoire
marche persistante marche de Lévy marche intermittente
Figure 3.5 – Illustration des trois processus de recherche optimisables que nous étudions ici, les marches
persistantes, les marches de Lévy et les marches intermittentes. Dans une marche persistante, la proba-
bilité de faire un pas dans la direction du pas précédent est plus élevée que dans les autres directions,
induisant une persistance de longueur caractéristique lp. Dans une marche de Lévy, le marcheur effectue
des séries de pas, dont le nombre est tiré avec une loi large, dans une même direction avant d’en changer.
Dans une marche intermittente, le marcheur alterne entre des phases de recherche diffusive, de temps
caractéristique τ1, et des phases de relocalisation, de temps caractéristique τ2.
Dans ce qui suit, nous nous restreindrons aux processus non compacts 13. Un processus de
recherche est dit non compact si, lorsqu’il a lieu en espace infini, c’est-à-dire en l’absence de
confinement, la probabilité de trouver un site particulier est strictement inférieure à 1. Par
exemple, une marche aléatoire sur réseau symétrique avec sauts sur les plus proches voisins à
trois dimensions (ou plus) est non compacte, alors qu’elle est compacte à une dimension, et
marginalement compacte à deux dimensions. Bien que cette définition se réfère à une situation
sans confinement, ces processus de recherche sont bien définis en espace confiné.
Qualitativement, une marche non compacte est peu redondante, c’est-à-dire qu’elle repasse
peu par des sites qu’elle a visités par le passé. Lorsqu’elle a lieu dans un volume confiné, les
sites qui n’ont pas encore été visités, quand il n’en reste qu’un petit nombre, ont tendance à
être disséminés dans le volume, alors que pour une marche compacte, l’exploration se fait plutôt
“en bloc” et les derniers sites tendent à être regroupés en amas. Suivant les types de marches
considérés, ce critère de répartition des derniers sites à visiter du domaine est plus ou moins
bien respecté pour une taille de système donnée. On peut donc définir, de manière informelle
mais imagée, un degré de non compacité d’une marche en volume confiné lié à la tendance des
derniers sites à visiter à s’agglutiner ou non. Ainsi, dans la suite, nous parlerons de marches
“très non compactes” lorsque les derniers sites à visiter du domaine seront éloignés les uns des
autres, y compris pour des volumes assez petits, et de marches “peu non compactes” lorsque les
derniers sites à visiter auront une tendance résiduelle à être regroupés, tendance qui disparaît
lorsque la taille du système tend vers l’infini. Nous discuterons ce point par la suite.
Dans cette section, nous déterminons la distribution asymptotique des observables de cou-
verture d’un réseau euclidien en conditions aux limites périodiques comportant N sites avec
N grand pour des processus de recherche aléatoire non compacts.
13. C’est-à-dire non récurrents.
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3.3.1 Détermination de la distribution asymptotique du temps de couverture
partielle
Commençons par étudier le temps de couverture partielle τp(M,N) nécessaire pour visiterM
sites distincts parmi les N sites du réseau, quels qu’ils soient, c’est-à-dire les M premiers visités
par le marcheur. On remarque que siM = N , on obtient le temps de couverture complète τ(N).
Nous allons déterminer la distribution asymptotique du temps de couverture partielle dans la
limite de grand volume où N et M sont grands, avec le nombre p ≡ N −M de sites restants
à la fin de la recherche fixé. Notons que contrairement aux notations adoptées au paragraphe
précédent, τp(M,N) et τ(N) désignent maintenant les variables aléatoires.
On peut écrire ce temps τp(M,N) sous la forme d’une somme
τp(M,N) =
M−1∑
k=1
θ(k,N) (3.59)
où θ(k,N) est le temps qui s’écoule entre la découverte du ke`me nouveau site visité et du k+1e`me.
Il s’agit donc du temps nécessaire pour visiter un nouveau site parmi les N−k sites non visités, k
sites ayant déjà été visités. La détermination exacte de ces quantités peut sembler hors de portée
car elles dépendent a priori de toute la trajectoire passée du marcheur. Cependant, en pratique,
dans la limite N grand et N−k  N (peu de sites restants à visiter), on peut faire une première
hypothèse : les quelques N−k derniers sites à visiter sont essentiellement répartis uniformément
dans le domaine à cause de la nature non compacte des marches que l’on étudie ici et non pas
regroupés en amas comme dans le cas d’une marche compacte. Cette hypothèse est vérifiée dans
le cas d’une marche aléatoire brownienne en dimension trois ou plus (voir [Brummelhuis 1992]).
Nous l’étendons à tous les types de marches non compactes considérés dans ce chapitre, et nous
en vérifierons la validité par la suite.
Ces derniers N − k sites sont donc particulièrement difficiles à trouver, car peu nombreux et
disséminés dans le volume 14, ce qui veut dire que la somme (3.59) est dominée par ses derniers
termes, c’est-à-dire par les temps θ(k,N) avec k proche de M (et M voisin de N). D’autre part,
on peut déduire de notre hypothèse sur la répartition uniforme des derniers sites que les temps
θ(k,N) qui s’écoulent entre les découvertes successives de ces sites sont des variables aléatoires
asymptotiquement indépendantes les unes des autres dans la limite de grand volume.
La distribution asymptotique des temps θ(k,N) s’obtient comme suit. Les temps de premier
passage par chacun des N − k sites restants sont, comme les temps θ(k,N), asymptotiquement
indépendants, dans la mesure où les cibles sont éloignées les unes des autres. Ils sont par ailleurs
identiquement distribués 15. On fait l’hypothèse supplémentaire que tous les processus étudiés
14. S’il en reste un nombre k = O(1) à visiter, ils sont séparés en moyenne d’une distance (N/k)1/d où d est la
dimension de l’espace, qui devient donc grande lorsque N tend vers l’infini.
15. Pour une marche non compacte, le processus perd très rapidement la mémoire du point de départ, donc à
moins que la cible ne soit sur un site situé très proche de la position initiale du marcheur, les temps de premier
passage par chacune des cibles suivent la même distribution. Si les quelques derniers sites sont répartis de manière
homogène en volume et que le volume est grand, les temps de premier passage par chacun des N−k sites restants
pour aller d’un site à l’autre sont bien identiquement distribués.
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ici suivent la loi exponentielle suivante
F (t) =
1
〈T 〉 exp
(
− t〈T 〉
)
(3.60)
où 〈T 〉 est le temps moyen global de premier passage par le site cible, défini comme le temps
moyen de premier passage par la cible moyenné sur le point de départ. L’existence de cette loi ex-
ponentielle n’a été démontrée que pour certains processus non compacts, les processus invariants
d’échelle [Bénichou 2014b]. On vérifie que cette hypothèse est bien vérifiée dans l’annexe H. En
conditions aux limites périodiques, ce temps moyen global est indépendant du point.
La probabilité d’atteindre le site i parmi ces N − k sites restants pour la première fois au
temps t sans avoir encore visité les N − k − 1 autres sites est donc donnée par
Fi(t)
∏
j 6=i
∫ +∞
t
duFj(u) = F (t)
(∫ +∞
t
duF (u)
)N−k−1
(3.61)
d’où la distribution du temps θ(k,N) nécessaire pour trouver n’importe lequel de ces N−k sites
pour la première fois au temps t
fk,N (θ(k,N) = t) = (N − k)F (t)
(∫ +∞
t
duF (u)
)N−k−1
=
N − k
〈T 〉 exp
(
−(N − k)t〈T 〉
)
(3.62)
en utilisant l’expression (3.60).
Nous faisons ensuite une troisième hypothèse qui consiste à étendre ces propriétés d’indé-
pendance et de distribution exponentielle des derniers temps θ(k,N) à tous les temps θ(k,N)
de la somme (3.59). On suppose donc que tous les temps θ(k,N) sont indépendants et distribués
selon la loi (3.62). Les première et troisième hypothèses que nous avons faites seront vérifiées
par la suite, en comparant aux résultats exacts de la littérature et aux simulations numériques,
la deuxième ayant été vérifiée séparément dans l’annexe H.
Il est adapté dans ce cas de calculer la transformée de Laplace de la distribution du temps de
couverture partielle 16 qui, grâce à l’indépendance des θ(k,N), s’écrit sous la forme d’un produit
Pˆ (s) ≡
∫ +∞
0
dt e−stP (τ(M,N) = t) =
M−1∏
k=1
fˆk,N (s) (3.63)
où fˆk,N (s) est la transformée de Laplace de la distribution de θ(k,N) qui vaut, d’après l’expres-
sion (3.62),
fˆk,N (s) =
1
1 + s〈T 〉N−k
. (3.64)
16. La transformée de Laplace de la distribution d’une somme de variables aléatoires indépendantes est le
produit des transformées de Laplace des distributions de chacun des termes.
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En combinant les équations (3.63) et (3.64), on obtient un produit dont l’expression se calcule
analytiquement
Pˆ (s) ∼
M−1∏
k=1
1
1 + s〈T 〉N−k
=
(N − 1) !
(N −M) !
Γ(N −M + 1 + s〈T 〉)
Γ(N + s〈T 〉) =
Γ(N)
Γ(N + s〈T 〉)
Γ(p+ 1 + s〈T 〉)
p!
.
(3.65)
Dans le régime N  1, toujours avec le nombre de sites non visités à la fin de la marche
p = N −M fixé, on a en utilisant la formule de Stirling pour s 1 17
Γ(N)
Γ(N + s〈T 〉) ∼
NN
NN+s〈T 〉
=
1
N s〈T 〉
(3.66)
et on obtient donc
Pˆ (s) ∼ Γ(p+ 1 + s〈T 〉)
p !N s〈T 〉
. (3.67)
On peut calculer la transformée inverse de Laplace de cette expression (voir Annexe G).
En introduisant le temps de couverture partielle renormalisé
x ≡ τp(M,N)〈T 〉 − lnN (3.68)
on obtient la distribution limite de ce temps de couverture partielle renormalisé
Pp(x) ∼ 1
p !
exp(−(p+ 1)x− e−x) (3.69)
valable asymptotiquement quand N et M sont grands avec le nombre de sites non visités à la
fin de la recherche p = N −M fixé. Nous discuterons le domaine de validité en p de ces résultats
dans le paragraphe 3.3.5.
En particulier, si p = 0, on obtient la distribution du temps de couverture complète
P0(x) ∼ exp(−x− e−x) (3.70)
qui s’avère être une distribution de Gumbel.
La connaissance de la distribution entière du temps de couverture partielle permet en parti-
culier d’obtenir ses moments. On peut en effet utiliser l’expression (3.67) de la transformée de
Laplace de la distribution du temps de couverture partielle à grand N pour générer par exemple
la moyenne et l’écart-type du temps de couverture partielle
〈τp(M,N)〉 ∼ 〈T 〉 [ln(N)−Ψ(p+ 1)]
στp ≡
√
〈τ(M,N)2〉 − 〈τ(M,N)〉2 ∼ 〈T 〉
√
Ψ(1)(p+ 1)
(3.71)
(3.72)
17. Etant donné que s est la variable de Laplace associée au temps de couverture partielle, qui diverge asymp-
totiquement, la zone d’intérêt de la transformée de Laplace de τp correspond bien à s 1.
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où Ψ(n) est la fonction polygamma d’ordre n définie par Ψ(n)(z) = dn+1 ln Γ(z)/dzn+1.
En effet, par définition de la transformée de Laplace, on obtient en développant à petite
variable de Laplace
Pˆ (s) =
∫ +∞
0
dt e−stP (t) =
∫ +∞
0
dt
(
1− st+ s
2t2
2
+ o(s2)
)
P (t)
= 1− s〈τ(M,N)〉+ s
2
2
〈τ2(M,N)〉+ o(s2). (3.73)
En développant à petit s l’équation (3.67), on peut par conséquent identifier les moments de
τ(M,N). On a d’une part
Γ(p+ 1 + s〈T 〉)
p !
= 1 + s〈T 〉Γ
′(p+ 1)
Γ(p+ 1)
+
s2〈T 〉2
2
Γ′′(p+ 1)
Γ(p+ 1)
+ o(s2)
= 1 + s〈T 〉Ψ(0)(p+ 1) + s
2〈T 〉2
2
(
Ψ(1)(p+ 1)−Ψ(0)(p+ 1)2
)
+ o(s2) (3.74)
et d’autre part
N s〈T 〉 = 1 + s〈T 〉 lnN + s
2〈T 〉2
2
ln2N + o(s2). (3.75)
En regroupant ces deux développements, on obtient les expressions (3.71) et (3.72) de la moyenne
de τ(M,N) et de sa variance à grand N . En particulier si p = 0, on obtient pour le temps de
couverture complète
〈τ(N)〉 ∼ 〈T 〉 (ln(N) + γ) (3.76)
στ ∼ 〈T 〉 pi√
6
. (3.77)
L’équation (3.69), dont l’équation (3.70) est un cas particulier (nombre de sites non visités
à la fin de la marche p = 0), constitue le résultat principal de cette partie et appelle certains
commentaires.
Tout d’abord, la forme (3.69) pour la renormalisation (3.68) de la distribution du temps de
couverture partielle présente une dépendance universelle dans le processus de recherche et dans
la géométrie du domaine. En effet, la distribution pour la variable renormalisée x ne dépend
que du nombre p de sites restants à la fin de la recherche. Le processus de recherche n’apparaît
de manière explicite que dans la renormalisation du temps de couverture partielle donnée par
l’équation (3.68), via le temps moyen global de premier passage. La géométrie du domaine
n’intervient également que dans la renormalisation du temps de couverture partielle, de manière
explicite via le nombre de sites N du domaine, et de manière implicite dans le temps moyen
global de premier passage. Une fois renormalisé selon l’équation (3.68), le temps de couverture
partielle suit donc une distribution qui ne dépend ni du processus de recherche, ni de la taille
du système, ni d’aucune autre caractéristique du réseau, comme la connectivité des sites ou la
forme du domaine.
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Par ailleurs, la forme de la distribution de la variable renormalisée, donnée par l’équa-
tion (3.69), révèle une connexion profonde avec la statistique d’ordre, remarquée pour les
marches browniennes en dimensions trois et supérieures dans la littérature mathématique
[Belius 2013]. En effet, la distribution limite Pp correspond à la distribution de la p + 1e`me
plus grande valeur parmi N variables aléatoires indépendantes et identiquement distribuées
selon une loi exponentielle dans le régime où N est grand. Les distributions Pp sont des
distributions généralisées de Gumbel, la fonction P0 présentée à l’équation (3.70) étant la loi
de Gumbel [Gumbel 1958]. Le lien avec la statistique d’extrêmes se comprend en considérant
l’ensemble {ti} des temps de premier passage par chacun des sites i ∈ J1, NK. En effet, le
temps de couverture complète correspond à la valeur maximale des {ti}, puisque l’instant
où le domaine est couvert correspond à la découverte du dernier site du volume, celui qui
aura été le plus long à être trouvé. Selon la même idée, le temps de couverture partielle
τ(N − p,N) nécessaire pour trouver tous les sites sauf p correspond à la p + 1e`me plus grande
valeur parmi les {ti}, puisqu’il reste p sites qui seront trouvés ultérieurement. En dépit du fait
que, strictement, les temps de premier passage par chacun des sites ne sont ni indépendants
ni identiquement distribués 18, on obtient néanmoins asymptotiquement une distribution de
type Gumbel lorsque N tend vers l’infini. Cette conclusion se légitime grâce à l’argumentaire
développé précédemment. En effet, on peut à nouveau supposer que les derniers sites, dont
la répartition est asymptotiquement homogène en volume, ont des temps de premiers passage
qui sont indépendants à grand volume, ainsi qu’identiquement et exponentiellement distribués
selon (3.62). Dans ces conditions, leurs maximums obéissent donc à une statistique de Gumbel.
Nous allons maintenant vérifier la validité des hypothèses faites au cours de ce calcul, d’une
part en comparant nos résultats à ceux obtenus de manière exacte dans la littérature rappelés
en introduction de ce chapitre, et d’autre part en les comparant à des simulations numériques.
3.3.2 Comparaison avec les résultats exacts de la littérature
Comme détaillé dans l’introduction de ce chapitre, il existe des résultats exacts concernant le
temps de couverture de marches browniennes à trois dimensions et plus sur un réseau euclidien,
ainsi que sur des graphes complets, qui sont des exemples de processus non compacts, par
conséquent englobés par notre approche.
Intéressons-nous tout d’abord à la moyenne du temps de couverture donnée par l’équa-
tion (3.76). Il a été montré que pour une marche brownienne en dimension 3 et plus, le temps
moyen global de premier passage croît comme la taille du système N , ce qui donne dans ce cas
un temps moyen de couverture
〈τ(N)〉 ∼ AN lnN (3.78)
avec A ' 1.5164 en dimension 3 par exemple [Montroll 1969]. Cette expression coïncide avec le
résultat exact connu pour le terme dominant à grand N du temps moyen de couverture pour
une marche brownienne en dimension 3 et plus [Aldous 1983, Brummelhuis 1991] rappelé en
équation (3.1). Dans le cas d’un graphe complet, où le temps moyen global de premier passage
18. Les sites qui sont près du point de départ de la trajectoire seront statistiquement trouvés plus vite que
ceux qui en sont loin.
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varie également comme le nombre N de sites du système 19, on obtient ce même comportement
asymptotique comme établi de manière exacte dans [Feller 1968].
Par ailleurs, au-delà de la valeur moyenne, nous retrouvons bien la distribution de Gumbel
qui a été obtenue comme distribution asymptotique du temps de couverture pour une marche
brownienne à trois dimensions [Belius 2013] et pour une marche brownienne sur un graphe com-
plet [Turban 2015]. L’accord de nos résultats avec ces résultats exacts dans la limite N → +∞
donne une première confirmation forte de la validité des hypothèses que nous avons faites pour
déterminer la distribution du temps de couverture partielle.
3.3.3 Comparaison avec les simulations numériques
Nous avons également comparé nos résultats théoriques asymptotiques à des simulations
numériques. Pour cela, nous avons généré un certain nombre de processus non compacts numé-
riquement. Commençons par les définir et expliquer comment nous les avons générés.
3.3.3.1 Définition des processus de recherche étudiés
Nous avons étudié par simulation Monte Carlo divers types de marches aléatoires non com-
pactes, dont les marches persistantes, les marches de Lévy et les marches intermittentes qui sont
illustrées sur la figure 3.6 et qui jouent un rôle particulier parmi les processus de recherche aléa-
toire puisqu’elles donnent lieu à une optimisation possible du temps moyen global de premier
passage par une cible unique. Nous avons généré les processus suivants :
(i) marches browniennes sur réseau euclidien,
(ii) marches browniennes sur réseau d’Erdős-Rényi,
(iii) marches persistantes,
(iv) marches de Lévy,
(v) vols de Lévy,
(vi) marches intermittentes.
Ces processus ne sont pas non compacts par nature, cette propriété dépend de la valeur de
leurs paramètres caractéristiques, qui sont définis ci-dessous, et de la dimension de l’espace dans
lequel a lieu la marche. Tous les paramètres étant fixés, plus la dimension de l’espace est élevée,
plus la marche est non compacte.
Certaines caractéristiques des marches permettent de les “décompactifier” par rapport à
une marche brownienne : la possibilité de faire des sauts vers des sites qui ne sont pas les plus
proches voisins, et les déplacements sur plus proches voisins mais effectués de manière rectiligne
(qui, comme les sauts, permettent au marcheur d’aller explorer d’autres zones relativement
rapidement). Apparaît à nouveau ici le critère informel de degré de non compacité déjà évoqué
précédemment qui quantifie la propension de la marche à plus ou moins explorer le volume en
bloc, une marche non compacte ne laissant sur son passage que des sites non visités isolés et
pas des zones entières. En fonction de la valeur de ses paramètres propres que nous définissons
ci-dessous, un même processus peut présenter différents degrés de non-compacité.
19. On a à chaque pas une probabilité 1/N de trouver la cible, donc il faut typiquement N pas pour la trouver.
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(a) (b) (c)
Figure 3.6 – Exemples d’agencement des sites visités par les trois principales classes de processus de
recherche, les sites rouges étant les sites visités par le marcheur : (a) les marches persistantes avec une
longueur de persistance lp = 3.5, (b) les marches de Lévy avec lp = 3.5 et (c) les marches intermittentes
pour un taux de pas diffusifs ρ = 1 et les taux de durée des phases diffusives et de relocalisation
λ1 = λ2 = 0.1. Les deux images représentent chaque processus au bout de 6 pas et à la moitié du temps
moyen de couverture.
Ces processus sont définis et simulés numériquement comme suit :
(i) Les marches aléatoires browniennes sur réseau euclidien (par la suite, lorsque
le type de réseau n’est pas précisé, il s’agira d’un réseau euclidien) sont des marches
aléatoires sur plus proches voisins où le marcheur effectue à chaque pas de temps un pas
vers un de ses 2d voisins de manière équiprobable, où d est la dimension de l’espace. Elles
sont non compactes à partir de la dimension 3.
(ii) Les marches aléatoires browniennes sur réseau complexe sont des marches sur
plus proches voisins, réalisées ici sur un réseau d’Erdős-Rényi, que l’on construit en reliant
chaque couple de points avec une probabilité fixée. La connectivité ci dépend donc du
site i considéré. A chaque pas de temps, le marcheur effectue un pas vers un des ci sites
connectés à son site actuel i avec une probabilité 1/ci. Ce processus est non compact si
l’on prend une probabilité de liaison supérieure à lnN/N où N est le nombre total de
sites 20.
20. Ce critère permet de ne pas voir apparaître des zones non connectées dans le réseau [Sood 2005] et d’assurer
une connectivité suffisante pour que le marcheur puisse passer rapidement d’une zone à une autre du réseau.
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(iii) Les marches persistantes sont également des marches sur plus proches voisins, mais où
la probabilité de faire un pas dans la direction du pas précédent est plus élevée que la pro-
babilité de faire un pas dans une autre direction, celles-ci étant en revanche équiprobables
p= =
1 + ε(2d− 1)
2d
pour la direction du pas précédent, (3.79)
p 6= =
1− ε
2d
pour une des autres directions. (3.80)
Un marcheur persistant va donc en moyenne effectuer des excursions rectilignes plus
longues qu’un marcheur brownien. On définit sa longueur de persistance comme le nombre
moyen de pas consécutifs effectués dans une même direction, qui est donnée par
lp =
2d
(2d− 1)(1− ε) . (3.81)
La persistance du marcheur introduit des excursions balistiques dans la trajectoire, lui
permettant ainsi d’aller explorer efficacement d’autres zones du domaine. Cela décompac-
tifie un peu la marche par rapport à une marche brownienne, de sorte qu’en dimension
deux 21, il a été montré que pour chaque taille de domaine, il existe une valeur du pa-
ramètre ε pour laquelle la marche s’approche d’une marche non compacte 22 [Tejedor 2012].
(iv) Les marches de Lévy, qui sont encore des marches sur plus proches voisins, sont consti-
tuées de séries de pas effectués dans une direction donnée avant d’en changer. Le nombre
de pas d’une excursion rectiligne est tiré selon une loi de Lévy d’exposant α ∈]0, 2] définie
par
p(n) =
1
pi
∫ +∞
−∞
dk eikn−n
α
0 |k|α (3.82)
pour n > 0, avec n0 un paramètre d’échelle 23. Le nombre n obtenu étant un réel, on
prend l’entier qui en est le plus proche. Lorsque α 6 1, la distribution du nombre de pas
dans une direction n’a pas de premier moment, on ne peut donc pas définir de nombre
moyen de pas dans une direction. En revanche, lorsque 1 < α 6 2, ce nombre moyen peut
être identifié au paramètre d’échelle n0. De même que pour les marches persistantes, les
excursions balistiques décompactifient la marche et permettent d’obtenir à nouveau des
marches quasiment non compactes à deux dimensions.
(v) Les vols de Lévy ressemblent dans leur construction aux marches de Lévy, mais ne
sont plus des marches sur plus proches voisins. Ils consistent en une succession de sauts
de longueur l distribuée selon une loi de Lévy dans une des 2d directions correspondant
21. Où une marche brownienne est marginalement compacte.
22. Ce constat provient du comportement asymptotique du temps moyen global de premier passage avec le
nombre de sites N , qui est linéaire en N comme pour une marche non compacte.
23. Il s’agit de la loi de Lévy symétrique fournie par la GSL pour laquelle on élimine tous les résultats inférieurs
à 0.
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aux axes du réseau. Chaque vol apporte une pénalité de temps constante, quelle que
soit la distance parcourue par le marcheur, alors qu’elle est égale au nombre de pas de
l’excursion pour une marche de Lévy. L’autre différence par rapport aux marches de Lévy
est qu’ici, le marcheur “décolle” du réseau pour effectuer son vol, et ne visite donc pas
les sites au-dessus desquels il passe. La distance l obtenue à l’aide de la loi de Lévy est
un réel et pas un entier. On fait donc atterrir le marcheur sur le site du réseau le plus
proche du point d’atterrissage prévu. A nouveau, on ne peut définir de longueur moyenne
de saut que lorsque 1 < α 6 2, auquel cas on l’identifie au paramètre d’échelle l0. La
présence de sauts permet au marcheur aller explorer rapidement des régions très éloignées
du domaine. Les vols de Lévy pour lesquels l’exposant α est inférieur à la dimension
spatiale sont très non compacts, sauf pour des valeurs de l0 trop petites.
(vi) Les marches intermittentes consistent en une alternance entre des phases browniennes
et des phases de relocalisation, où le marcheur se désorbe du réseau et se relocalise de
manière équiprobable sur n’importe quel site du réseau, sans visiter les sites au-dessus des-
quels il passe. Contrairement à tous les exemples précédemment présentés où le marcheur
évolue en temps discret, il est commode d’effectuer les marches intermittentes en temps
continu. Le marcheur peut soit faire un pas vers un de ses plus proches voisins avec un
taux ρ, soit décoller du réseau avec un taux de désorption λ1. Le taux d’occurrence d’un
événement est donc λtot = λ1 + ρ. Pour implémenter ce processus, on utilise l’algorithme
de Gillespie [Gillespie 1976] : le temps d’attente jusqu’au prochain événement, qui sera un
pas diffusif avec une probabilité ρ/λtot ou une relocalisation avec une probabilité λ1/λtot,
est tiré avec une loi exponentielle de taux λtot. Chaque relocalisation prend en outre un
temps aléatoire distribué selon une loi exponentielle de taux λ2. De même que pour les
vols de Lévy, les phases de relocalisation décompactifient la marche, à condition qu’elles
interviennent régulièrement. Il faut pour cela se placer dans un régime où l’on se désorbe
souvent. On obtient en pratique une marche très non compacte lorsque ρ < λ1.
3.3.3.2 Comparaison avec les résultats de simulation numérique
Comparons maintenant les résultats obtenus dans la partie 3.3.1 avec les simulations
numériques pour des processus de recherche non compacts parmi ceux qui ont été définis à
l’instant. Nous allons tout d’abord comparer la distribution des temps de couverture partielle
et complète renormalisés obtenus par simulation numérique à nos expression théoriques, puis
étudier la dépendance de la moyenne et l’écart-type du temps de couverture complète dans le
nombre de sites N du domaine, et enfin la dépendance de la moyenne et l’écart-type du temps
de couverture partielle dans le nombre p de sites non visités à la fin de la recherche.
La figure 3.7 représente les distributions du temps de couverture en (a) et du temps de cou-
verture partielle en (b) renormalisés selon l’équation (3.68) obtenus par simulations numériques.
On obtient un très bon accord entre les simulations numériques et les distributions de type
Gumbel prédites théoriquement en (3.69) pour le temps de couverture partielle et en (3.70)
pour le temps de couverture (qui correspond au cas particulier p = 0) pour toutes les classes
de processus de recherche non compacts cités précédemment. Comme prévu analytiquement, à
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Figure 3.7 – Distributions du temps de couverture (a) et du temps de couverture partielle (b), avec
p = 10 sites restants à la fin de la recherche, renormalisés obtenus par simulation numérique pour
divers processus de recherche non compacts (points), que l’on compare aux expressions théoriques (3.70)
et (3.69). Ces simulations ont été réalisées avec diverses valeurs du nombre N de sites dans le domaine.
Ces deux graphiques illustrent bien l’universalité de ces distributions prédites analytiquement.
condition de renormaliser correctement les temps de couverture partielle ou complète obtenus
par simulation, on obtient une unique distribution qui ne dépend que du nombre p de sites
restants à la fin de la recherche, et plus du type de processus, ni de la taille N du domaine, ni
du type de réseau (euclidien en dimensions un, deux et trois, ou Erdős-Rényi). Ces résultats
confirment donc la double universalité de ces distributions par rapport au processus de recherche
et par rapport à la géométrie du domaine 24. On notera que le temps de couverture partielle est
plus sensible que le temps de couverture complète au caractère “peu non compact” ou “très non
compact” de la marche, puisqu’en particulier, le temps de couverture partielle pour les marches
de Lévy en deux dimensions et les marches persistantes en deux dimensions, qui n’est pas
représenté sur la figure 3.7(b), ne suit pas la distribution théorique des processus non compacts,
ces deux processus étant trop peu non compacts 25. Nous reviendrons sur la raison de cette plus
grande sensibilité du temps de couverture partielle à la non compacité au paragraphe 3.3.5.
Nos résultats analytiques sont des résultats asymptotiques de grande taille N du système.
Celle-ci a donc une influence sur la distribution obtenue numériquement. En particulier, chaque
processus ne converge pas vers cette description asymptotique aussi rapidement en N . Sur la
figure 3.7, nous avons testé la validité de nos résultats en nous plaçant à une taille suffisamment
24. Ce dernier point a également été testé pour le temps de couverture d’un domaine légèrement allongé, un
pavé de section carrée de longueur triple par rapport au côté de sa section, ainsi que sur un réseau cubique centré.
On obtient à nouveau un très bon accord avec la loi de Gumbel.
25. Pour faire écho à la discussion du paragraphe précédent, les marches qui possèdent des phases de sauts
régulières seront plus non compactes que les marches qui se font uniquement sur plus proches voisins. Ainsi, les
marches de Lévy à deux dimensions et les marches persistantes à deux dimensions, malgré la présence de phases de
déplacement balistique sur plus proches voisins, restent proches de la marche brownienne à deux dimensions, qui
est marginalement compacte. Par ailleurs, plus la dimension spatiale est élevée, plus la marche est non compacte.
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grande de façon à chaque processus pour observer la distribution universelle asymptotique.
Nous illustrons maintenant l’influence de la taille du système sur le processus de couverture
complète, avec la figure 3.8 qui présente la moyenne et l’écart-type du temps de couverture en
fonction du nombre de sites N . On constate que la prédiction (3.76) pour la moyenne décrit
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Figure 3.8 – Moyenne et écart-type renormalisés du temps de couverture obtenus par simulations
numériques comparés aux expressions théoriques (3.76) et (3.77), en fonction du nombre de sites N du
système.
de manière satisfaisante tous les processus considérés dès des tailles de système très petites
(une centaine de sites). En revanche, certains processus, en particulier les marches browniennes
à trois dimensions, les marches persistantes à deux dimensions et les marches de Lévy à
deux dimensions, donnent lieu à des écarts-types sur le temps de couverture qui convergent
lentement vers la prédiction théorique (3.77) en fonction du nombre de sites N . Comme expliqué
précédemment, ces marches, et particulièrement les marches de Lévy et persistantes à deux
dimensions, ne sont pas très fortement non compactes. Il faut donc aller à des tailles de système
grandes pour obtenir un bon accord avec la théorie asymptotique. Par ailleurs, on constate bien
qu’en augmentant la dimension spatiale, l’accord avec la théorie devient bien meilleur (pour
les marches de Lévy et persistantes à trois dimensions et les marches browniennes à quatre
dimensions).
Enfin, pour le processus de couverture partielle, la dépendance en la valeur du nombre p de
sites restants à la fin de la recherche n’a pas été décrite sur la figure 3.7(b). Nous présentons donc
sur la figure 3.9 la validité de nos résultats en fonction de ce paramètre p, en traçant la valeur
moyenne et l’écart-type du temps de couverture partielle pour les trois processus de recherche
optimisables (marches de Lévy, intermittentes et persistantes). A nouveau, la valeur moyenne
est très bien décrite par la prédiction théorique (3.71) pour un certain nombre de valeurs de
p (on a toujours néanmoins ici p  N). L’écart-type est bien décrit par l’équation (3.72)
pour les processus très non compacts et nettement moins bien pour les marches de Lévy et
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Figure 3.9 – Moyenne et écart-type renormalisés obtenus par simulations numériques du temps de
couverture partielle, comparés aux expressions théoriques (3.71) et (3.72), en fonction du nombre p de
sites restants à la fin de la recherche. Tous les processus sont réalisés sur un réseau de même taille
N = 253 = 1252 = 15625.
persistantes en dimension deux, confirmant le mauvais accord discuté précédemment entre la
distribution du temps de couverture partielle pour ces deux processus (qui n’apparaissent pas
sur la figure 3.7(b)) et l’expression théorique (3.69).
Ces résultats de simulations numériques, qui sont en très bon accord asymptotique avec
nos prédictions théoriques pour des processus non compacts 26, fournissent donc une seconde
confirmation de la validité de notre approche et des hypothèses que nous avons été amenés à
faire.
3.3.4 Extension à d’autres observables de couverture
L’approche développée au paragraphe 3.3.1 peut s’étendre à d’autres observables de couver-
ture, entre autres le temps de couverture aléatoire et le temps de couverture partielle en présence
de n marcheurs aléatoires indépendants.
3.3.4.1 Temps de couverture aléatoire
Voyons tout d’abord comment adapter notre formalisme pour déterminer la distribution du
temps de couverture aléatoire τr(M,N), défini comme le temps nécessaire pour trouver M sites
choisis à l’avance aléatoirement parmi les N sites du domaine.
26. Accord dont nous avons discuté les limites.
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On peut à nouveau écrire le temps de couverture aléatoire comme une somme
τr(M,N) =
M−1∑
k=1
θr(k), (3.83)
où θr(k) est le temps nécessaire, une fois le ke`me nouveau site du sous-ensemble trouvé, pour
trouver le k+1e`me nouveau site de ce sous-ensemble. Pour k proche deM , lorsqu’il ne reste plus
qu’un petit nombre de cibles à trouver, celles-ci sont à nouveau à peu près réparties aléatoirement
en volume, toujours grâce à la nature non compacte des processus étudiés, et dans la limite de
grand volume, éloignées les unes des autres. La distribution de ces derniers temps θr(k), qui sont
donc comme pour le temps de couverture partielle quasiment indépendants et identiquement
distribués, est donnée par la distribution de premier passage par une des M − k cibles du sous-
ensemble restantes (et non plus N − k comme pour la couverture partielle, puisque pour la
couverture aléatoire, il n’y a queM −k sites parmi les N −k sites restants qui sont des cibles 27)
qui prend la forme asymptotique suivante
f
(r)
k (θr(k) = t) ∼
M − k
〈T 〉 exp
(
−(M − k)t〈T 〉
)
, (3.84)
où 〈T 〉 est toujours le temps moyen global pour trouver une cible parmi les N sites 28. En suivant
les mêmes étapes que précédemment, la transformée de Laplace de la distribution de τr(M,N)
s’écrit sous la forme d’un produit qui se calcule de manière exacte
Pˆr(s) ∼
M−1∏
k=1
1
1 + s〈T 〉M−k
=
(M − 1) ! Γ(1 + s〈T 〉)
Γ(M + s〈T 〉) (3.85)
qui donne, en développant les fonctions Gamma dans la limite N et M grands,
Pˆr(s) ∼ Γ(1 + s〈T 〉)
M s〈T 〉
. (3.86)
Après transformation inverse de Laplace, on obtient comme pour le temps de couverture une
distribution de Gumbel
P0(x) = exp(−x− e−x) (3.87)
pour la variable renormalisée
x ≡ τr(M,N)〈T 〉 − lnM (3.88)
Ce résultat diffère en deux points de celui obtenu pour le temps de couverture partielle
τ(M,N) : la renormalisation translate de lnM et non de lnN , et la distribution obtenue pour
la variable renormalisée est une loi de Gumbel pour tout M alors que l’on n’aboutissait à cette
loi que pour N = M dans le cas du temps de couverture partielle. La dissymétrie entre ces deux
résultats vient du fait que pour la couverture partielle, une fois k sites visités, on cherche un
27. Ce point sera discuté au paragraphe 3.3.5.
28. Le temps moyen global impliqué est bien celui nécessaire pour trouver une cible parmi les N sites du
volume, puisque le marcheur se déplace toujours sur les N sites du volume.
74 Chapitre 3. Temps de couverture de stratégies de recherche aléatoire
nouveau site parmi les N−k sites restants du domaine, alors que pour la couverture aléatoire, on
cherche un nouveau site parmi les M − k sites restants du sous-ensemble de sites préalablement
sélectionnés.
On vérifie ces résultats à l’aide de simulations Monte Carlo similaires à celles détaillées
dans le paragraphe 3.3.3. On trouve à nouveau un bon accord des résultats numériques avec
l’expression théorique asymptotique de la distribution du temps de couverture aléatoire (voir
figure 3.10 pour les processus de recherche optimisables).
14121086420-2
Figure 3.10 – Distribution du temps de couverture aléatoire renormalisé, pour p = 10 sites à laisser à
la fin de la recherche répartis aléatoirement dans le domaine, comparée à la loi de Gumbel (3.87).
On peut par ailleurs encore une fois déduire les moments du temps de couverture aléatoire
du développement à petite variable de Laplace s de l’expression (3.86). On a
Γ(1 + s〈T 〉) = 1− γs〈T 〉+ s2〈T 〉2
(
γ2
2
+
pi2
6
)
+ o(s2) (3.89)
et
M s〈T 〉 = es〈T 〉 lnM = 1 + s〈T 〉 lnM + s
2
2
〈T 〉2 ln2M + o(s2), (3.90)
d’où
Pˆr(s) = 1− s〈τr〉+ s
2
2
〈τ2r 〉+ o(s2) (3.91)
= 1− s〈T 〉(lnM + γ) + s
2
2
〈T 〉2
(
γ2 +
pi2
6
+ ln2M + 2γ lnM
)
+ o(s2). (3.92)
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Par identification, on obtient les deux premiers moments
〈τr〉 ∼ 〈T 〉(lnM + γ) (3.93)
〈τ2r 〉 ∼ 〈T 〉2
[
(lnM + γ)2 +
pi2
6
]
, (3.94)
dont on déduit finalement l’écart-type du temps de couverture aléatoire
στr ∼
√
〈τ2r 〉 − 〈τr〉2 = 〈T 〉
pi√
6
. (3.95)
On constate en particulier que la valeur moyenne et l’écart-type du temps de couverture aléatoire
sont différents de ceux du temps de couverture partielle pour visiter le même nombreM de sites,
mais qu’en revanche, l’écart-type est le même que pour le temps de couverture.
3.3.4.2 Généralisation au cas de n marcheurs indépendants
Voyons maintenant comment étendre simplement notre approche au cas où n marcheurs
indépendants coexistent, cas important en pratique pour les processus de recherche où plusieurs
chercheurs, indépendants en première approximation, évoluent simultanément dans le même
domaine. On remarquera que pour les processus non compacts étudiés ici, le choix des points de
départ des marcheurs importe peu. En effet, au bout de quelques pas, la mémoire du point de
départ est perdue et comme le temps de couverture est dominé par la dynamique de la fin de
la recherche, qui correspond à des temps longs tant que le nombre de marcheurs reste petit, on
peut oublier les tout premiers pas. Si on note toujours F (t) la distribution du temps de premier
passage d’un marcheur avec
F (t) =
1
〈T 〉 exp
(
− t〈T 〉
)
, (3.96)
et F (n)(t) la distribution du temps de premier passage en présence de n marcheurs indépendants
partant du même point de départ, on a
F (n)(t) = nF (t)
(∫ +∞
t
duF (u)
)n−1
=
n
〈T 〉 exp
(
− nt〈T 〉
)
. (3.97)
Le reste de la démonstration est identique à l’approche présentée au paragraphe 3.3.1. On en
généralise les résultats en remplaçant simplement le temps moyen global par le temps moyen
global à n marcheurs indépendants qui vaut d’après l’équation précédente 〈T 〉/n. On trouve
par conséquent que le temps de couverture partielle à n marcheurs indépendants a la même
distribution que dans le cas à un marcheur (équation (3.69)) à condition de le renormaliser de
la manière suivante
x ≡ nτ
(n)
p (M,N)
〈T 〉 − lnN. (3.98)
De même, le temps de couverture aléatoire à n marcheurs suit encore une loi de Gumbel mais
pour la variable renormalisée
x ≡ nτ
(n)
r (M,N)
〈T 〉 − lnM. (3.99)
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Figure 3.11 – Distribution du temps de couverture à n = 10 marcheurs indépendants partant du même
point, renormalisé selon (3.98), comparé à la loi de Gumbel théorique.
Nous avons testé ce résultat sur la distribution du temps de couverture complète à n
marcheurs (voir figure 3.11) et nous obtenons encore une fois un très bon accord entre les
simulations numériques et notre prédiction théorique.
Penchons-nous maintenant sur un aspect du problème que nous n’avons pas encore abordé,
le domaine de validité de nos résultats. Dans le paragraphe suivant, nous allons esquisser une
réponse à ce problème en étudiant l’impact du nombre de sites restants à la fin de la recherche
sur la validité de nos résultats pour les temps de couverture partielle et aléatoire.
3.3.5 Domaines de validité de nos résultats pour les temps de couverture
partielle, aléatoire et complète
Lorsque l’on se penche sur la nature même des processus de couverture partielle et aléatoire,
il apparaît qu’ils sont en fait assez dissemblables, ce qui se traduit en pratique par une différence
notable au niveau du domaine de validité de nos résultats théoriques en fonction de la valeur
du nombre p = N −M de sites restants à la fin de la recherche. Cette dissemblance est illustrée
sur un exemple concret sur la figure 3.12.
Supposons que le nombre M de sites à trouver est quelconque, pouvant être égal à N à une
constante fixée près, à une fraction fixée de N , ou même à un nombre fini fixé. Par définition,
pour le processus de couverture partielle, cesM sites sont lesM derniers sites du domaine visités
par la marche avant la couverture complète, dont la position dépend donc de la trajectoire du
marcheur, alors que pour le processus de couverture aléatoire, ce sont les M derniers sites du
sous-ensemble de sites à visiter choisis aléatoirement avant le début du processus. Dans le calcul
de ces deux temps, nous avons utilisé le fait que ce sont les découvertes des quelques k derniers
sites sur les M à trouver qui limitent la cinétique de cette recherche et qui contribuent donc
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majoritairement aux temps de couverture partielle et aléatoire.
Comme nous l’avons fait remarquer dans le paragraphe 3.3.1, pour la couverture partielle,
une fois M −k sites visités (avec k petit), les k derniers sites ne sont pas fixés mais feront partie
des N −M + k sites restants dans le volume (voir figure 3.12(a)). Faisons toujours l’hypothèse
que ces N−M−k sites sont répartis de manière homogène en volume 29, quelle que soit la valeur
du nombre M de sites à trouver. La distance typique entre ces N −M − k derniers sites cibles
est de l’ordre de (N/(N −M))1/d qui tend vers une constante quand N croît sauf si N −M ,
c’est-à-dire p, varie comme Nβ avec β < 1. En particulier, si M est une fraction de N , à moins
que cette fraction ne soit très petite, la distance entre les derniers sites cibles est trop faible pour
que les découvertes des k derniers sites soient des processus indépendants les uns des autres.
Sans cette hypothèse d’indépendance, notre approche devient caduque.
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Figure 3.12 – Illustration de la raison de l’échec de notre approche pour la couverture partielle (a)
et pas pour la couverture aléatoire (b). Pour une marche intermittente à deux dimensions (bien non
compacte, avec ρ = 0, 1 et λ1 = λ2 = 1) qui doit trouver 200 cibles sur 400 sites (qui sont par définition
les premières à être découvertes en (a) et choisies aléatoirement à l’avance en (b)), les cibles restantes
potentielles lorsque 195 cibles ont déjà été découvertes sont représentées en rouge. Pour la couverture
partielle (a), les 5 dernières cibles qui seront trouvées ultérieurement par la marche font partie des 205
sites qui n’ont pas encore été visités, alors que pour la couverture aléatoire (b), les 5 dernières cibles sont
les 5 seules cibles pas encore découvertes (en rouge) parmi l’ensemble des sites choisis à l’avance pour
être des cibles (en bleu). A cause de la nature non compacte de la marche, ces 5 cibles sont réparties de
manière à peu près homogène en volume et sont donc éloignées, alors qu’en (a), les 205 cibles potentielles,
quelle que soit leur répartition, ne peuvent pas être éloignées les unes des autres.
En revanche, dans le cas de la couverture aléatoire, lorsque M − k sites (avec k petit) ont
été visités, les k sites restants à visiter sont fixés car ils sont nécessairement dans l’ensemble des
M sites choisis a priori avant le début de la marche (voir figure 3.12(b)). Grâce à la nature non
compacte des processus étudiés, ces k sites cibles sont répartis de manière à peu près uniforme en
volume et sont donc distants en moyenne de (N/k)1/d avec d la dimension de l’espace, qui croît
asymptotiquement en même temps que N . Dans ce cas, les découvertes de ces k derniers sites
deviennent par conséquent bien à nouveau des événements asymptotiquement indépendants, ce
qui assure à notre approche de rester justifiée quelle que soit la valeur de M .
29. Ce qui correspond au cas le plus favorable pour que ces sites soient éloignés les uns des autres.
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Notre approche reste donc valable pour la couverture aléatoire pour n’importe quelle valeur
deM , qu’elle soit égale à N−p avec p fixé, à une fraction de N ou à un nombre fini, alors qu’elle
échoue pour la couverture partielle dès que le nombre de sites p restants à la fin de la recherche
varie plus vite que Nβ avec β < 1, c’est-à-dire dès que p est une fraction fixée de N . Cette obser-
vation est confirmée par les simulations numériques pour un exemple de processus non compact,
une marche intermittente à deux dimensions, comme on peut le voir sur la figure 3.13(a). En
effet, la distribution du temps de couverture aléatoire pour la moitié des sites à visiter obtenue
par simulations numériques est encore très bien décrite par la distribution de Gumbel, alors
que la distribution du temps de couverture partielle pour visiter également la moitié des sites
obtenue par simulations numériques n’est plus décrite correctement par la distribution de type
Gumbel (voir figure 3.13(b)).
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Figure 3.13 – Distribution des temps de couverture aléatoire (a) et partielle (b) correctement renorma-
lisés selon les équations (3.88) et (3.68) pour un nombre de cibles à découvrir égal à la moitié du nombre
total de sites (N = 312 = 961). On constate que notre approche reste valable pour la couverture aléatoire
(a) lorsque le nombre p de sites non visités à l’issue de la recherche est une fraction fixée (ici la moitié)
du nombre total de sites du volume, alors que ce n’est pas le cas pour la couverture partielle (b). Cette
propriété est illustrée ici sur l’exemple d’une marche intermittente à deux dimensions pour des valeurs
des paramètres où la marche est bien non compacte (ρ = 0.1, λ1 = λ2 = 1).
On remarque enfin que cette discussion permet de comprendre la plus grande sensibilité du
temps de couverture partielle par rapport au temps de couverture complète au “degré” de non
compacité du processus. Un processus faiblement non compact, typiquement les marches de Lévy
et persistantes à deux dimensions, a tendance, comme les marches marginalement compactes, à
laisser les derniers sites non visités du volume en amas. Au contraire, un processus fortement
non compact a très peu de chances de laisser plusieurs sites non visités côte à côte en fin de
marche. Nous avons rappelé à l’instant que lors du processus de couverture partielle, lorsqu’il
reste quelques k derniers sites à découvrir, ils font partie des p+ k sites qui n’ont pas encore été
visités. Plus p est grand et plus il reste donc de cibles parmi lesquelles trouver ces k derniers
sites, donc plus le risque que ces sites soient regroupés en amas pour des marches faiblement non
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compactes devient grand, menaçant la validité de notre approche. L’accord avec nos prédictions
théoriques pour ces marches faiblement non compactes est donc d’autant meilleur que le nombre
p de sites restants à la fin de la recherche est petit, le cas le plus favorable étant la couverture
complète du domaine.
3.3.6 A propos des stratégies optimales de recherche
Revenons maintenant sur une question qui a été soulevée au début de la section 3.3, la
possibilité d’optimiser les recherches exhaustives. Nous avons rappelé que le temps moyen
nécessaire pour atteindre une cible moyenné sur le point de départ, le temps moyen global de
premier passage 〈T 〉, peut être optimisé pour les marches de Lévy, les marches persistantes et
les marches intermittentes [Bénichou 2005, Tejedor 2012]. Cela signifie que pour chacun des
processus cités, il existe une valeur du paramètre de la marche (la longueur de persistance
lp pour les marches de Lévy et les marches persistantes, et le taux de désorption λ1 pour les
marches intermittentes) qui minimise le temps moyen global de premier passage. Le processus
de recherche pour cette valeur particulière du paramètre est appelé stratégie optimale de
recherche d’une cible unique. Il est naturel de se demander s’il existe également une stratégie
optimale d’exploration aléatoire exhaustive d’un domaine, c’est-à-dire si le temps moyen de
couverture peut, à l’instar du temps moyen global de premier passage, être minimisé par rapport
au paramètre du processus, et quelle est le cas échéant la stratégie optimale.
Pour les processus de recherche non compacts, nous avons établi que le temps moyen de
couverture est proportionnel au temps moyen global de premier passage
〈τ(N)〉 ∼ 〈T 〉 (ln(N) + γ) . (3.100)
Le temps moyen global possédant un minimum par rapport à la valeur du paramètre caractéris-
tique du processus de recherche, on en déduit que le temps moyen de couverture peut également
être minimisé, et pour une valeur du paramètre lp (pour les marches persistantes et les marches
de Lévy) ou λ1 (pour les marches intermittentes) identique à celle qui minimise le temps
moyen global, comme on peut le voir sur la figure 3.14. Un chercheur aléatoire dont l’objectif
est de découvrir toutes les cibles contenues dans un volume clos devra donc adopter exacte-
ment la même stratégie qu’un chercheur à la recherche d’une cible unique dans ce même volume.
Il existe donc une unique stratégie pour chaque processus de recherche qui optimise à
la fois les recherches d’une cible unique et les explorations exhaustives d’un domaine.
Cela démontre la robustesse de ces stratégies optimales de recherche.
80 Chapitre 3. Temps de couverture de stratégies de recherche aléatoire
Marche de Lévy Marche intermittente
l1
 640
 2,4
Longueur de persistance lp
Marche persistante
 630
 620
 610
 2,8  3,2  3,6  4
128
126
124
122
680
660
640
1 1,2 1,4 1,6
136
132
128
Temps moyen de couverture
Temps moyen global
Temps moyen de couverture
Temps moyen global
Temps moyen de couverture
Temps moyen global624
620
616
118
119
120
1 2 3
(a) (b) (c)
Longueur de persistance lp Taux de désorption
Figure 3.14 – Temps moyen de couverture 〈τ〉 en rouge et temps moyen global de premier passage 〈T 〉
en bleu en fonction de la longueur de persistance pour (a) les marches persistantes, dans un domaine
à N = 100 sites, et (b) les marches de Lévy, pour α = 1.8 et N = 100 sites, et en fonction du taux
de désorption λ1 pour (c) les marches intermittentes, pour un taux de pas diffusifs ρ = 1, un taux de
réabsorption λ2 = 0.8 et N = 100 sites, à deux dimensions dans les trois cas. Les points sont obtenues
par simulations numériques, et les courbes en trait plein ne sont que des interpolations de ces points.
3.4 Conclusion
Dans ce chapitre, nous nous sommes penchés sur une famille d’observables, les observables
de couverture, qui quantifient le temps nécessaire pour qu’un marcheur aléatoire visite tous les
sites contenus dans un domaine, ou une fraction d’entre eux, choisis à l’avance ou non. Elles
permettent de caractériser les recherches exhaustives, dont les exemples sont nombreux dans
divers champs disciplinaires. Malgré l’abondance des applications de ces observables, elles n’ont
été que peu étudiées, et les résultats en particulier limités aux marches aléatoires browniennes.
Nous avons commencé par établir le temps moyen de couverture d’un réseau unidimension-
nel par une marche persistante en conditions aux limites périodiques ou réfléchissantes. Cela
constitue l’un des seuls résultats sur le temps de couverture valables à toute taille de système
et représente un premier pas vers la généralisation des résultats exacts unidimensionnels aux
processus de recherche plus généraux que les simples marches browniennes.
Dans un deuxième temps, nous avons étendu les études du temps de couverture, jusqu’à
présent exclusivement consacrées aux marches browniennes, à toute une classe de processus de
recherche, les marches non compactes. Cela nous a notamment permis d’englober les marches de
Lévy, les marches intermittentes et les marches persistantes, qui sont particulièrement populaires
parmi les processus de recherche puisqu’elles font chacune émerger une stratégie optimale de
recherche d’une cible unique minimisant le temps caractéristique pour trouver une cible unique,
le temps moyen global de premier passage.
Nous avons étudié les temps de couverture complète, partielle et aléatoire, pour un ou
plusieurs marcheurs indépendants, dont nous avons déterminé la distribution asymptotique
à grand volume. Les distributions de ces observables, renormalisées de manière adéquate,
possèdent des propriétés fortes d’universalité. En effet, elles ne dépendant des caractéristiques
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géométriques du domaine d’exploration que par l’intermédiaire de son volume, et du processus
de recherche que par l’intermédiaire du temps moyen global de premier passage. Par ailleurs,
leur forme révèle un lien fort avec la statistique d’ordre. Nous avons discuté la validité de nos
résultats théoriques en fonction du nombre de sites restants à la fin de la recherche et mis
en évidence la différence fondamentale entre la couverture partielle et la couverture aléatoire.
Là où notre approche échoue pour la couverture partielle lorsque l’objectif du chercheur n’est
de trouver qu’une fraction des sites du domaine, elle reste valide pour la couverture aléatoire
quel que soit l’objectif du chercheur. Nous avons enfin examiné la possibilité d’optimiser les
recherches exhaustives, à l’instar des recherches à une cible, et nous avons démontré qu’il n’existe
qu’une unique stratégie optimale pour les recherches à une cible et les recherches exhaustives,
qui minimise à la fois le temps moyen global de premier passage et le temps moyen de couverture.
Parmi les prolongations envisageables de ce travail, deux représentent des enjeux importants.
Tout d’abord, l’approche du paragraphe 3.3 n’a été présentée que pour des conditions aux limites
périodiques, qui ne sont pas adaptées à la description de situations réelles. Il serait donc naturel
et intéressant d’étudier la possibilité de généraliser nos résultats au cas d’un domaine avec des
conditions aux limites réfléchissantes, qui sont beaucoup plus réalistes.
Par ailleurs, notre approche est centrée sur le caractère non compact des marches aléatoires
étudiées. Dans le cas d’une marche compacte ou marginalement compacte, les derniers sites
du domaine à trouver ne sont plus répartis uniformément dans le volume, mais sont regroupés
en amas (voir par exemple [Brummelhuis 1991, Brummelhuis 1992]), faisant échouer notre ap-
proche. Il serait donc très pertinent d’essayer de l’adapter pour l’étendre au cas des marches
compactes, comme celui des marches browniennes bidimensionnelles, qui sont une modélisation
courante du mouvement des animaux à la recherche de nourriture ou de certains robots, pour
lesquels apparaissent naturellement ces problématiques de recherche exhaustive.
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4.1 Introduction
Après avoir considéré dans les deux chapitres précédents des confinements statiques, nous
examinons maintenant l’impact d’un confinement sur un marcheur brownien sous un autre
angle : comment la variation au cours du temps de la position du confinement affecte-t-elle
les propriétés du marcheur ? En particulier, quelle est la probabilité qu’un marcheur brow-
nien unidimensionnel sorte de l’intervalle (la “cage”) dans lequel il est confiné par le bord
gauche plutôt que par le bord droit ? Lorsque les bords de l’intervalle restent à des positions
fixes au cours du temps, il s’agit simplement d’une fonction affine de sa distance au bord
gauche [Redner 2001]. Que devient cette probabilité lorsque l’intervalle s’étend, c’est-à-dire
lorsque les bords s’éloignent du marcheur ? Que vaut-elle au contraire quand l’intervalle se
contracte ? Comment cette probabilité dépend-elle de la vitesse d’expansion ou de contraction
de la cage ? Nous répondrons dans ce chapitre à ces questions dans le cas de cages dont la taille
varie linéairement avec le temps.
Commençons par présenter le problème de manière imagée. Un agneau s’échappe d’une
bergerie et a la mauvaise idée de s’aventurer près d’un précipice. Son propriétaire s’interroge sur
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la stratégie optimale à adopter pour le récupérer vivant. En effet, l’agneau perdu, qui est craintif,
vagabonde de manière aléatoire lorsque le berger reste immobile, mais s’en éloigne lorsque celui-
ci s’avance vers lui pour tenter de l’attraper, se rapprochant ainsi dangereusement du précipice.
Le berger a-t-il intérêt à rester immobile en espérant que l’agneau va revenir spontanément vers
lui au gré de son errance, ou doit-il plutôt marcher vers l’agneau, se rapprochant de lui tout en
l’entraînant vers le précipice ?
Figure 4.1 – L’agneau échappé vient errer de manière diffusive près d’un précipice. Son propriétaire
s’avance vers lui à vitesse c, ce qui l’effraie et biaise sa diffusion d’une vitesse plus faible (1 − α)c avec
0 6 α 6 1 vers le précipice.
Dans ce modèle, les mouvements du berger et de l’agneau sont uniquement unidimensionnels,
le paramètre important étant la distance de l’agneau au précipice. Si le berger marche vers
l’agneau à une vitesse c, on suppose que celui-ci fuit à une vitesse plus faible (1 − α)c, avec
0 6 α 6 1, qui s’ajoute à son mouvement diffusif de vagabondage (voir figure 4.1). Dans le
référentiel du berger (voir figure 4.2(a)), l’agneau diffuse avec un mouvement de dérive vers le
berger à une vitesse αc, tandis que le précipice s’approche de l’agneau à une vitesse relative
(1−α)c. A l’instant initial, l’agneau est en x0, le précipice en L0, et l’origine est fixée au niveau
du berger, qui reste immobile dans ce référentiel. La probabilité pour que l’agneau et le berger
se rencontrent avant quand l’agneau ne tombe dans le précipice correspond à la probabilité
conditionnelle de sortie 1 de l’intervalle délimité par le berger et le précipice, par l’extrémité à
laquelle se situe le berger.
Ce problème se ramène par changement de référentiel à celui du calcul de la probabilité
conditionnelle de sortie d’un mouvement brownien symétrique par le bord gauche d’un intervalle
qui se contracte de manière asymétrique, le bord gauche étant situé au temps t à l’abscisse
−L0/2 + c1t et le bord droit à L0/2 − c2t, avec respectivement c1 = αc et c2 = (1 − α)c (voir
figure 4.2(b)). Dans la suite, nous nous placerons successivement dans ces deux référentiels.
Au-delà du cas d’une cage en contraction, qui est la situation d’intérêt pour le problème de
capture de l’agneau, nous nous intéresserons également au cas où la cage est en expansion. Bien
qu’il n’y ait pas de restriction sur la valeur de α, nous commenterons principalement le cas où
α ∈ [0, 1], où la probabilité conditionnelle de sortie a le comportement le plus riche.
1. Ou “splitting probability” en anglais.
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Figure 4.2 – Formulations équivalentes du problème de capture de l’agneau (ou d’une cage en contrac-
tion). (a) Dans le référentiel du berger : l’agneau et le précipice se rapprochent du berger à des vitesses
respectives αc et c. (b) Dans le référentiel où l’agneau ne fait que diffuser : le berger et le précipice
s’approchent de l’agneau à des vitesses c1 = αc et c2 = (1− α)c.
La sortie conditionnelle d’un intervalle de taille fixée est un problème classique de la théorie
des marches aléatoires [Gardiner 1985, Van Kampen 1992, Weiss 1983, Redner 2001]. L’influence
du déplacement des bords au cours du temps a été considérée récemment, par exemple dans le
cas d’un bord diffusif [Holcman 2009, Tejedor 2011] ou oscillant [Tzou 2014]. Dans le cas de
bords animés d’un mouvement balistique, qui nous intéresse ici, seule la cage en expansion a été
étudiée 2 (voir [Bray 2007b, Bray 2007a]). Dans ces deux travaux, la probabilité de survie finale 3
dans une cage en expansion asymétrique, et la probabilité de survie en fonction du temps dans
une cage en expansion symétrique ont été déterminées analytiquement.
Dans ce chapitre, nous irons plus loin que cette étude en considérant non seulement une
mesure plus fine de l’issue de la diffusion dans une cage en expansion, donnée par la probabilité
conditionnelle de sortie par l’un des bords 4, mais également en étudiant le cas d’une cage en
contraction, qui est le cas d’intérêt dans le problème de la capture de l’agneau. Nous allons
tout d’abord obtenir une forme compacte de la probabilité conditionnelle de sortie pour une
cage en expansion uniquement, puis utiliser une méthode plus lourde mais qui permet d’obtenir
cette probabilité conditionnelle de sortie pour une cage en expansion ou en contraction. Dans
ce deuxième cas, nous aurons par ailleurs accès à la probabilité de premier passage par un des
bords à un temps quelconque. Enfin, nous résoudrons le dilemme du berger.
4.2 Cas d’une cage en expansion
Considérons tout d’abord le cas d’une particule biaisée diffusant dans une cage en expansion.
Dans cette section, nous allons étudier le problème dans le référentiel du bord gauche de l’in-
tervalle (voir figure 4.3(a)), dans lequel la particule brownienne a une vitesse de dérive αc vers
la droite et le bord droit se déplace de manière balistique à vitesse c vers la droite. Il est donc
2. On pourrait imaginer un second “problème de l’agneau”, où le berger essaie d’attirer l’agneau loin du
précipice en s’éloignant à vitesse constante, définissant ainsi une cage en expansion, l’agneau biaisant avec une
vitesse moindre sa diffusion dans la direction du berger.
3. La probabilité de survie finale est la probabilité que la particule n’atteigne jamais aucun des deux bords
de la cage. Dans le second problème de l’agneau défini dans la note précédente, il s’agit de la probabilité que
l’agneau erre à tout jamais, sans tomber dans le précipice ni rejoindre le berger.
4. La probabilité de survie donne accès à la probabilité d’avoir touché un bord, ici nous déterminons la
probabilité d’avoir touché l’un avant l’autre.
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Figure 4.3 – Formulations équivalentes du problème de sortie conditionnelle dans une cage en expansion.
(a) Dans le référentiel du bord gauche : la particule diffusive et le bord droit s’éloignent du bord gauche
à des vitesses respectives αc et c. (b) Dans le référentiel où la particule ne fait que diffuser : les bords
gauche et droit s’éloignent de la particule à des vitesses c1 = αc et c2 = (1− α)c.
situé au temps t à la position L(t) = L0+ct > L0, puisque nous nous intéressons pour l’instant
exclusivement à une cage en expansion. On note Le(x0, L0) et Re(x0, L0) les probabilités condi-
tionnelles de sortie par le bord gauche et par le bord droit de la cage 5, que l’on déterminera en
fonction de la position initiale x0 de la particule et la taille initiale L0 de l’intervalle. Les calculs
de ces deux probabilités étant quasiment similaires, nous ne nous pencherons que sur la sortie
conditionnelle par le bord gauche.
4.2.1 Détermination exacte de la probabilité conditionnelle de sortie
En s’inspirant de l’approche de [Bray 2007b], on peut établir facilement l’équation de Fokker-
Planck vers le passé vérifiée par la probabilité conditionnelle de sortie Le(x0, L0) que la particule
brownienne biaisée sorte finalement de la cage par le bord gauche, partant du point x0 dans
l’intervalle [0, L0]. Après un temps infinitésimal ∆t, la particule se situe en x0 + ∆x0 dans une
cage de longueur L0 + c∆t, où 〈∆x0〉 = αc∆t (la partie diffusive du mouvement donne une
contribution nulle, seule la dérive fait bouger en moyenne la particule) et 〈(∆x0)2〉 = 2D∆t. En
moyennant sur le déplacement ∆x0, on obtient
Le(x0, L0) = 〈Le(x0 + ∆x0, L0 + c∆t)〉 (4.1)
ce qui donne, en développant au premier ordre en ∆t,
Le(x0, L0) = Le(x0, L0) + ∂L
e
∂x0
〈∆x0〉+ 1
2
∂2Le
∂x20
〈(∆x0)2〉+ ∂L
e
∂L0
c∆t (4.2)
= Le(x0, L0) + αc∆t ∂L
e
∂x0
+D∆t
∂2Le
∂x20
+ c∆t
∂Le
∂L0
(4.3)
d’où l’équation de Fokker-Planck vers le passé
D
∂2Le
∂x20
+ αc
∂Le
∂x0
+ c
∂Le
∂L0
= 0. (4.4)
En introduisant les variables adimensionnées
y ≡ cx0
D
(4.5)
λ ≡ cL0
D
, (4.6)
5. L’exposant e indiquant que l’on étudie une cage en expansion.
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cette équation se réécrit
∂2Le
∂y2
+ α
∂Le
∂y
+
∂Le
∂λ
= 0 , (4.7)
avec 0 6 y 6 λ et les conditions aux limites Le(0, λ) = 1 (le marcheur part sur le bord gauche,
donc est en particulier sûr de toucher le bord gauche avant le droit) et Le(λ, λ) = 0 (le marcheur
part sur le bord droit donc n’atteindra jamais le bord gauche).
Supposons que cette équation admette une solution à variables séparées
Le(y, λ) = f(y) g(λ). (4.8)
En injectant cette forme de solution dans (4.7) et en séparant les variables, on obtient
f ′′
f
+ α
f ′
f
= −g
′
g
= K (4.9)
avecK une constante positive. En effet, la probabilité conditionnelle de sortie reste toujours finie,
quels que soient x0 et λ, et en particulier à point de départ fixé lorsque la taille de l’intervalle tend
vers l’infini, c’est-à-dire y fixé et λ → +∞. Cela exclut donc une fonction g exponentiellement
croissante à grand λ. Dans l’esprit de [Bray 2007b], où un traitement similaire est utilisé pour
déterminer la probabilité de survie, nous nous restreindrons à
K = n(n+ α) (4.10)
avec n un entier. Nous verrons en particulier dans la suite qu’imposer ces valeurs discrètes
de K permet de vérifier les conditions aux limites. On trouve donc que la fonction g est une
exponentielle simple, qui dépend maintenant de l’entier n
gn(λ) = Cne
−n(n+α)λ, (4.11)
et que la fonction f , qui dépend elle aussi de n, vérifie l’équation
f ′′n + αf
′
n − n(n+ α)fn = 0 (4.12)
dont la solution est
fn(y) = Ane
ny +Bne
−(α+n)y. (4.13)
La probabilité conditionnelle de sortie s’écrit donc comme une combinaison linéaire de ces
fonctions
Le(y, λ) =
∑
n∈Z
[
ane
ny+bne
−(n+α)y]e−(n+α)nλ. (4.14)
La condition sur le bord gauche Le(0, λ) = 1 se traduit par
Le(0, λ) =
∑
n∈Z
(an + bn)e
−n(n+α)λ = 1 , (4.15)
et celle sur le bord droit Le(λ, λ) = 0 par
Le(λ, λ) =
∑
n∈Z
[
ane
nλ + bne
−(n+α)λ]e−(n+α)nλ = 0
=
∑
n∈Z
[
ane
−n(n+1+α)λ + bne−(n+α)(n+1)λ
]
(4.16)
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Pour utiliser cette condition, il serait pratique de factoriser les deux exponentielles. Or en ré-
écrivant l’argument de la deuxième exponentielle en remplaçant n par n− 1, on obtient
− (n− 1 + α)λ− (n− 1 + α)(n− 1)λ = −(n− 1 + α)λ = nλ− n(n+ α)λ. (4.17)
où l’on reconnaît l’argument de la première exponentielle de (4.16). En changeant l’indice de la
deuxième somme n→ n− 1, la condition sur le bord droit se réécrit donc
Le(λ, λ) =
∑
n∈Z
(an + bn−1)en(1−n−α)λ = 0 . (4.18)
Puisque les équations (4.15) et (4.18) sont valables pour tout λ, on en déduit les relations
suivantes entre les coefficients de (4.14)
a0 + b0 = 1, (4.19)
an + bn = 0 ∀ n 6= 0 , (4.20)
an + bn−1 = 0 ∀ n . (4.21)
De plus, si la longueur initiale L0 de la cage tend vers l’infini et que la particule est initialement
loin de chacun des bords 6, alors la probabilité conditionnelle de sortie tend vers 0, ce qui implique
d’après l’équation (4.14)
a0 = 0. (4.22)
En ajoutant cette condition au système (4.19), on en déduit que b1 = 1, et l’utilisation conjointe
de (4.20) et (4.21) permettent de déduire que
an =
{
0 si n 6 0
−1 si n > 0 (4.23)
bn =
{
0 si n < 0
1 si n > 0
(4.24)
d’où l’expression de la probabilité conditionnelle de sortie par le bord gauche de la cage
Le(y, λ) = e−αy +
+∞∑
n=1
[
e−(n+α)y − eny]e−n(n+α)λ (4.25)
La probabilité conditionnelle de sortie par le bord droit de la cage se déduit de l’équa-
tion (4.25) en remarquant que Re(y, λ)∣∣
α
= Le(λ− y, λ)∣∣
1−α
7. Précisons que si l’on additionne
les deux probabilités conditionnelles de sortie par le bord droit et le bord gauche que l’on vient
d’obtenir, on retrouve la probabilité finale d’absorption par les bords de la cage 8.
6. Ce qui implique en particulier y → +∞ avec néanmoins y  λ.
7. C’est-à-dire en retournant la cage. La position initiale est alors L0 − x0 et la particule a cette fois une
vitesse de dérive (1− α)c par rapport au bord gauche, anciennement bord droit.
8. Qui est la probabilité complémentaire de la probabilité finale de survie calculée dans [Bray 2007b], ce qui
constitue un test de notre résultat (4.25)
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Comme nous l’avons mentionné en introduction, le problème formulé dans le référentiel où la
particule brownienne ne fait que diffuser, sans mouvement de dérive, est lui-même intéressant.
Pour obtenir l’expression explicite de la solution de ce problème équivalent, où la particule part
en x′0 dans une cage dont les bords sont placés respectivement en −L0/2−c1t et L0/2+c2t au
temps t (voir figure 4.3(b)), on remplace α, c et x0 par les expressions correspondantes en termes
de c1, c2 et x′0
c = c1 + c2 (4.26)
α =
c1
c1 + c2
(4.27)
x′0 = x0 −
L0
2
, (4.28)
débouchant sur
Le(x′0, L0) = e−
c1
2D
(2x′0+L0) +
+∞∑
n=1
e−
n[n(c1+c2)+c1]
D
L0
{
e−
n(c1+c2)+c1
2D
(2x′0+L0) − en(c1+c2)2D (2x′0+L0)
}
(4.29)
Quand la longueur initiale de l’intervalle L0 est grande devant D/(c1 + c2), la probabilité
conditionnelle de sortie est bien approchée par son premier terme
Le(x′0, L0) ∼ e−
c1
2D
(2x′0+L0), (4.30)
qui est exponentiellement grand devant les autres termes de la série de l’équation (4.29).
4.2.2 Vérification du résultat asymptotique à l’aide d’arguments simples
Le résultat asymptotique (4.30) peut se retrouver en se plaçant dans une approximation de
diffusion libre 9 [Krapivsky 1996, Redner 2001], où l’on suppose que le propagateur dans la cage
prend la même forme gaussienne qu’une particule diffusant à une dimension sans conditions
aux limites. Cette approximation est justifiée lorsque les bords de la cage se trouvent hors
de l’intervalle typique où le propagateur est appréciable. Le propagateur prend donc la forme
gaussienne suivante
P (x, t) =
A(t)√
4piDt
e−
(x−x′0)2
4Dt . (4.31)
Par normalisation du propagateur, l’amplitude A(t) ne vaut pas 1 comme pour une diffusion
totalement libre, mais est un peu plus faible, pour tenir compte de l’étendue finie de la cage.
Nous allons déterminer cette amplitude de manière auto-cohérente. Pour cela, on écrit un
bilan qui relie la perte d’amplitude A(t) dans la cage au flux de probabilité sur ses deux bords.
Le flux de probabilité en un point quelconque de la cage s’écrit
j(x) = −D∂P
∂x
=
A(t)(x− x′0)√
16piDt3
e−
(x−x′0)2
4Dt , (4.32)
9. Free approximation en anglais.
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donc le flux total de probabilité qui quitte à l’instant t l’intervalle correspondant à la cage vaut
φ(t) =
∣∣∣∣j (−L02 − c1t
)∣∣∣∣+ j (L02 + c2t
)
= D
∂P
∂x
∣∣∣∣
x=−L0
2
−c1t
−D ∂P
∂x
∣∣∣∣
x=
L0
2
+c2t
. (4.33)
La constante de normalisation A(t) vérifie donc
dA
dt
= −φ(t) = −A
[
L0
2 + x
′
0 + c1t√
16piDt3
e
−
(
L0
2
+x′0+c1t
)2
/4Dt
+
L0
2 − x′0 + c2t√
16piDt3
e
−
(
L0
2
−x′0+c2t
)2
/4Dt
]
.
(4.34)
En intégrant cette équation, on obtient
lnA(t) = −e
− c2
2D
(L0−2x′0)
2
erfc
(
L0
2 −x′0−c2t√
4Dt
)
− e
− c1
2D
(L0+2x′0)
2
erfc
(
L0
2 +x
′
0−c1t√
4Dt
)
(4.35)
où erfc est la fonction d’erreur complémentaire. La valeur asymptotique de A(t → +∞) donne
la probabilité de survie de la particule dans la cage. Dans cette limite, l’amplitude vaut
A(t→ +∞) = exp
[
−e−c2(L0−2x′0)/2D − e−c1(L0+2x′0)/2D
]
(4.36)
qui donne dans la limite où L0 → +∞
A(t→ +∞) ∼ 1− e−c2(L0−2x′0)/2D − e−c1(L0+2x′0)/2D. (4.37)
Comme mentionné plus haut, cette probabilité de survie peut s’exprimer à l’aide des probabilités
conditionnelles de sortie
A(t→ +∞) = 1− Le(x′0, L0)−Re(x′0, L0) (4.38)
d’où par identification
Le(x′0, L0) ∼ e−c1(L0+2x
′
0)/2D, (4.39)
Re(x′0, L0) ∼ e−c2(L0−2x
′
0)/2D, (4.40)
en accord avec l’équation (4.30).
4.2.3 Echec de notre approche dans le cas d’une cage en contraction
Dans cette section, nous nous sommes limités au cas d’une cage en expansion car il n’y a
pas de manière simple d’étendre l’approche développée ici au cas d’une cage en contraction.
En effet, dans ce cas, la probabilité conditionnelle de sortie vérifie toujours la même équation
de Fokker-Planck mais où l’on a posé y ≡ −cx0/D et λ ≡ −cL0/D. Le fait que la probabilité
conditionnelle ait une limite finie lorsque L0 → +∞, c’est-à-dire λ → −∞, impose maintenant
une constante K négative. Or l’écriture de K sous la forme (4.10), nécessaire à la factorisation
des deux exponentielles de la condition sur le bord droit (4.16), ne permet pas d’obtenir des
valeurs de K négatives, même en relâchant la contrainte de n entier à n réel. La possibilité
de prendre n complexe, qui permettrait d’avoir une constante K à partie réelle négative, est
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néanmoins exclue puisqu’elle empêche cette fois d’effectuer la factorisation de la condition sur
le bord droit comme en équation (4.18).
Pour contourner ce problème, nous allons étudier dans la section suivante le problème
dans un cadre plus large, en adaptant les approches qui ont été utilisées dans [Bray 2007b]
et [Krapivsky 1996] pour déterminer la probabilité de survie dans une cage en expansion à tout
temps. Nous calculerons ainsi la densité de premier passage par un bord de la cage à tout temps,
dont nous déduirons la probabilité conditionnelle de sortie dans une cage dont les bords se
déplacent à des vitesses constantes de signes et valeurs quelconques.
4.3 Cas général : cage en contraction ou en expansion
Considérons maintenant le cas général d’une cage qui est soit en expansion, soit en contrac-
tion, encore une fois linéairement avec le temps.
Nous nous plaçons à nouveau dans le référentiel où le bord gauche est fixe en x = 0. Pour
une cage en contraction, la particule brownienne et le bord droit ont tous les deux une vitesse
de dérive vers la gauche (voir figure 4.2), et pour une cage en expansion, ils ont une vitesse de
dérive vers la droite (voir figure 4.3). On change leur orientation entre les deux cas pour n’avoir
à considérer que des vitesses à valeurs positives, par commodité. Elles valent dans les deux cas
respectivement αc et c. On note x la position de la particule au temps t.
4.3.1 Densité de premier passage par l’un des bords à tout temps
La probabilité conditionnelle de sortie s’obtient via la densité de premier passage par le bord
de la cage, se déduisant elle-même du propagateur P (x, t) de la particule dans cette cage, qui est
solution de l’équation de Fokker-Planck vers le futur suivante (voir par exemple [Redner 2001])
∂P
∂t
± αc∂P
∂x
= D
∂2P
∂x2
, (4.41)
avec la condition initiale et les conditions aux limites suivantes
P (x, 0) = δ(x− x0) (4.42)
P (0, t) = P
(
L(t), t
)
= 0. (4.43)
La longueur de l’intervalle à l’instant t vaut L(t) = L0±ct. Le signe du haut dans nos expressions
concernera toujours la cage en expansion, et le signe du bas celle en contraction. Notons que
pour la cage en contraction, le processus s’arrête lorsque les deux bords de la cage se rejoignent,
au temps t = L0/c.
Quand les bords de la cage sont fixes, c’est-à-dire pour une cage de longueur L(t) = L0
constante, la base des solutions de l’équation de Fokker-Planck (4.41) avec conditions aux limites
absorbantes est bien connue
fn(x, t) = sin
(
npix
L0
)
exp
(
±αcx
2D
− α
2c2t
4D
− n
2pi2Dt
L20
)
avec n ∈ N. (4.44)
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Afin de tenir compte de la variation de la taille de l’intervalle avec le temps, nous suivons la
méthode introduite dans [Krapivsky 1996] et adaptée dans [Bray 2007a]. Nous supposons ainsi
qu’il existe une solution de (4.41) avec les conditions (4.42) et (4.43), calquée sur la solution du
problème stationnaire, de la forme
Pn(x, t) = g(x, t) sin
(
npix
L(t)
)
exp
(
± αcx
2D
− α
2c2t
4D
)
exp
(
− n2pi2D
∫ t
0
dt′
L2(t′)
)
(4.45)
où la fonction g(x, t) est à déterminer. En remplaçant cette fonction test dans l’équation de
Fokker-Planck (4.41), on obtient(
D
∂2g
∂x2
− ∂g
∂t
)
tan
(
npix
L(t)
)
= − npi
L(t)
(
2D
∂g
∂x
± cx
L(t)
g
)
. (4.46)
On remarque, dans l’esprit de [Bray 2007a], que l’on peut chercher une forme pour g(x, t) qui
annule simultanément les deux membres de l’équation (4.46), de sorte que g(x, t) doit être
solution du système
D
∂2g
∂x2
=
∂g
∂t
, (4.47)
2D
∂g
∂x
= ∓ cx
L(t)
g. (4.48)
La deuxième équation donne une solution de la forme
g(x, t) = B(t) exp
(
∓ x
2c
4DL(t)
)
(4.49)
et en réinjectant cette expression dans la première équation, on obtient la fonction B(t)
B(t) =
K√
L(t)
, (4.50)
avec K une constante, d’où
g(x, t) =
K√
L(t)
exp
(
∓ x
2c
4DL(t)
)
. (4.51)
La solution générale de l’équation de Fokker-Planck peut s’écrire comme une superposition
des fonctions de base Pn(x, t)
P (x, t) =
+∞∑
n=1
an√
L(t)
sin
(
npix
L(t)
)
exp
(
∓ x
2c
4DL(t)
± αcx
2D
)
exp
(
− α
2c2t
4D
− n
2pi2Dt
L0L(t)
)
. (4.52)
Les coefficients an peuvent être déterminés à l’aide de la condition initiale
P (x, 0) =
+∞∑
n=1
an√
L0
sin
(
npix
L0
)
exp
(
∓ x
2c
4DL0
± αcx
2D
)
= δ(x− x0), (4.53)
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qui se réécrit
+∞∑
n=1
an sin
(
npix
L0
)
=
√
L0 exp
(
± x
2
0c
4DL0
∓ αcx0
2D
)
δ(x− x0) (4.54)
où la fonction de Dirac permet de remplacer x par x0. Pour faciliter l’identification des coefficients
an, on décompose la fonction dirac sur la même base de fonctions sinus
δ(x− x0) = 2
L0
+∞∑
n=1
sin
(
npix
L0
)
sin
(
npix0
L0
)
, (4.55)
pour 0 6 x, x0 6 L0, d’où
an =
2√
L0
sin
(
npix0
L0
)
exp
(
± x
2
0c
4DL0
∓ αcx0
2D
)
. (4.56)
Le propagateur dans la cage de taille variable est donc finalement
P (x, t) =
+∞∑
n=1
2√
L0L(t)
sin
(
npix
L(t)
)
sin
(
npix0
L0
)
× exp
(
∓ c(x
2 − x20)
4DL(t)
± αc(x−x0)
2D
− α
2c2t
4D
− n
2pi2Dt
L0L(t)
)
. (4.57)
La densité de premier passage F par le bord gauche de la cage au temps t, qui représente la
probabilité de toucher pour la première fois ce bord entre les temps t et t + dt, c’est-à-dire le
flux sur ce bord, vaut par conséquent
F (0, t) = D
∂P
∂x
∣∣∣∣
x=0
=
+∞∑
n=1
2npiD√
L0L3(t)
sin
(
npix0
L0
)
exp
(
± cx
2
0
4DL0
∓ αcx0
2D
− α
2c2t
4D
− n
2pi2Dt
L0L(t)
)
.
(4.58)
Cette grandeur et a fortiori le propagateur (4.57) donnent une connaissance complète de la
dynamique du système et en particulier de la sortie conditionnelle par le bord gauche 10.
4.3.2 Probabilité conditionnelle de sortie
La probabilité conditionnelle de sortie par le bord gauche se déduit aisément de la densité
de premier passage par ce bord 11 par intégrale temporelle. Comme mentionné précédemment,
le domaine d’intégration temporelle n’est pas le même suivant si la cage est en expansion ou
en contraction, puisque le processus s’interrompt au temps t = L0/c dans le cas d’une cage en
contraction. En tenant compte de cette remarque, les probabilités conditionnelles de sortie pour
une cage en contraction et en expansion, respectivement Lc et Le, sont données par
Lc(x0, L0) =
∫ L0/c
0
dt F (0, t) (4.59)
Le(x0, L0) =
∫ +∞
0
dt F (0, t). (4.60)
10. On obtient trivialement celle par le bord droit en évaluant F (L(t), t).
11. Le bord droit ayant été pris absorbant dans le paragraphe précédent, la densité de première arrivée sur
le bord gauche calculée correspond bien à une arrivée conditionnelle sur le bord gauche, c’est-à-dire sans avoir
touché le bord droit.
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En utilisant finalement l’expression de la densité de premier passage (4.58), les probabilités
conditionnelles de sortie sont
Lc(x0, L0) =
+∞∑
n=1
2npiD
c
√
L0
sin
(npix0
L0
)
e
− c(x0−αL0)2
4DL0
+n
2pi2D
cL0
∫ L0
0
dL
L3/2
e
α2cL
4D
−n2pi2D
cL
Le(x0, L0) =
+∞∑
n=1
2npiD
c
√
L0
sin
(npix0
L0
)
e
c(x0−αL0)2
4DL0
−n2pi2D
cL0
∫ +∞
L0
dL
L3/2
e−
α2cL
4D
+n
2pi2D
cL
(4.61)
(4.62)
Une évaluation numérique des deux formules (4.62) et (4.25) permet de vérifier que ces deux
expressions de la probabilité conditionnelle de sortie sont en parfaite concordance.
Cependant, les séries intervenant dans les équations (4.61) et (4.62) convergent lentement
avec n, ce qui empêche de tronquer les sommes et complique donc considérablement l’évaluation
numérique. Pour résoudre ce problème, on utilise la formule de sommation de Poisson (voir par
exemple [Olver 2014]), qui permet d’obtenir une série qui converge beaucoup plus vite et s’évalue
plus facilement ∑
n∈Z
h(n) =
∑
m∈Z
hˆ(2pim), (4.63)
où hˆ désigne la transformée de Fourier de h, définie par
hˆ(x) =
∫ +∞
−∞
dt e−ixth(t). (4.64)
Il en découle une formule alternative pour les probabilités conditionnelles de sortie
Lc(x0, L0) =
∑
m∈Z
√
c
4piD
e−c(x0−αL0)
2/4DL0
∫ L0
0
dL
(L0−L)3/2
eα
2cL/4D
×exp
[
− cL(4L
2
0m
2+x20)
4DL0(L0−L)
]{
x0 ch
[
cLx0m
D(L0−L)
]
− 2mL0 sh
[
cLx0m
D(L0−L)
]}
,
(4.65)
Le(x0, L0) =
∑
m∈Z
√
c
4piD
ec(x0−αL0)
2/4DL0
∫ +∞
L0
dL
(L− L0)3/2
e−α
2cL/4D
×exp
[
− cL(4L
2
0m
2+x20)
4DL0(L− L0)
]{
x0 ch
[
cLx0m
D(L− L0)
]
− 2mL0 sh
[
cLx0m
D(L− L0)
]}
.
(4.66)
Nous avons établi ici des expressions explicites pour la probabilité conditionnelle de sortie
d’un cage en expansion ou en contraction linéaire en temps par l’intermédiaire du calcul du
propagateur dans ces cages et de la densité conditionnelle de première sortie au cours du temps.
Cela fournit donc une caractérisation précise de l’issue de la diffusion d’une particule dans une
telle cage.
4.4. Critère de capture optimale 95
4.4 Critère de capture optimale
Nous sommes maintenant en mesure de répondre à l’interrogation du berger : quelle est
la stratégie optimale pour attraper l’agneau imprudent sans le faire chuter accidentellement
dans le précipice ? Dans le référentiel attaché au berger, l’agneau s’approche de celui-ci avec
une vitesse de dérive αc, ajoutée à son mouvement diffusif, et le précipice s’approche quant à
lui du berger à une vitesse plus élevée c. La probabilité pour que l’agneau rencontre le berger
avant le précipice est donc exactement la probabilité conditionnelle de sortie par le bord gauche
Lc(x0, L0) donnée en (4.61). Quelle vitesse de déplacement c le berger doit-il adopter pour
maximiser ses chances de récupérer son agneau vivant 12 ?
Une première étape pour analyser cette fonction consiste à déterminer, à l’aide d’arguments
simples, les deux limites c → 0 (le berger reste immobile) et c → +∞ (le berger se déplace
infiniment vite vers l’agneau). Dans le cas où c = 0, c’est-à-dire dans une cage de longueur fixe,
la probabilité conditionnelle de sortie Lc(x0, L0) est une fonction linéaire de sa position initiale
(voir par exemple [Redner 2001])
Lc(x0, L0) = L0 − x0
L0
. (4.67)
Dans le cas contraire où le berger se déplacerait infiniment rapidement, le comportement quali-
tatif de Lc(x0, L0) se comprend aisément. Dans cette limite, si le temps tb nécessaire pour que
l’agneau atteigne le berger, qui vaut
tb =
x0
αc
, (4.68)
est plus petit que le temps tp nécessaire pour que le précipice rattrape l’agneau, qui vaut
tp =
L0 − x0
(1− α)c , (4.69)
c’est-à-dire si x0/L < α, alors la probabilité que le berger attrape l’agneau avant que celui-ci
ne tombe dans le précipice tend vers 1. Au contraire, si l’agneau est trop près du précipice
(x0/L > α), de sorte que tb > tp, la probabilité de capture tend vers 0. On constate donc que le
berger doit adapter sa stratégie suivant le degré de crainte du mouton (contrôlé par le paramètre
α 13) et sa distance au précipice x0.
4.4.1 Développement de la probabilité conditionnelle de sortie à petite vi-
tesse
Etudions maintenant plus en détail les caractéristiques de la probabilité conditionnelle
de sortie Lc(x0, L0) en fonction de la vitesse c, pour déterminer quel comportement le ber-
ger doit adopter. Nous venons de discuter les valeurs limites de cette probabilité en c = 0 et
c→ +∞, et nous allons maintenant déterminer le comportement de Lc(x0, L0) à petite vitesse c.
12. Sachant que sa vitesse de déplacement fixe celle de l’agneau, le facteur α étant un paramètre fixé.
13. Plus α est grand, plus l’agneau est craintif.
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Pour cela, on étudie en particulier l’intégrale de l’équation (4.61) à petit c
I ≡
∫ L0
0
dL
L3/2
exp
(
α2cL
4D
− n
2pi2D
cL
)
. (4.70)
En changeant de variable u = 1/L et en développant l’exponentielle au premier ordre en c, on
obtient
I ∼
∫ +∞
1
L0
du√
u
exp
(
−n2pi2Du
c
)
+
α2c
4D
∫ +∞
1
L0
du√
u
exp
(
−n2pi2Du
c
)
. (4.71)
La première intégrale se calcule directement et la deuxième s’obtient par intégration par parties,
produisant
I = 1
n
√
c
piD
(
1− α
2n2pi2
2
)
erfc
(
npi
√
D
cL0
)
+
α2c
√
L0
2D
exp−n2pi2 D
cL0
. (4.72)
Le développement à petit c de la fonction d’erreur complémentaire étant
erfc
(
npi
√
D
cL0
)
∼
c→0
1
n
√
cL0
Dpi3
exp−n2pi2 D
cL0
, (4.73)
on obtient au premier ordre en c
I ∼
[
c
√
L0
n2pi2D
−
(
1− n
2pi2α2
2
)
c2L
3/2
0
2D2n4pi4
]
exp
(
−n2pi2 D
cL0
)
. (4.74)
Le facteur exponentiel se recombine avec celui contenu dans l’expression (4.61), conduisant à
Lc(x0, L0) ∼
+∞∑
n=1
2npiD
c
√
L0
sin
(npix0
L0
)(
1− c(x0 − αL0)
2
4DL0
)[
c
√
L0
n2pi2D
−
(
1− n
2pi2α2
2
)
c2L
3/2
0
2D2n4pi4
]
∼ 2
pi
A+ cx0
2piDL0
(2αL0 − x0)A− cL0
pi3D
B. (4.75)
où les sommes A et B sont définies ci-dessous et valent [Prudnikov 1986]
A ≡
+∞∑
n=1
1
n
sin
(
npi
x0
L0
)
=
pi
2
L0 − x0
L0
, (4.76)
B ≡
+∞∑
n=1
1
n3
sin
(
npi
x0
L0
)
=
pi3
12
x30 − 3x20L0 + 2x0L20
L30
(4.77)
valables pour −L0 < x0 < L0, condition respectée ici puisque 0 6 x0 < L0. Le développement
de la probabilité conditionnelle de sortie à l’ordre 1 en c est par conséquent finalement donné
par
Lc(x0, L0) = L0 − x0
L0
− cx0
6D
(L0 − x0)
[
(3α− 1)L0 − x0
]
L20
+ o(c). (4.78)
Notons qu’un développement similaire de l’expression (4.62), détaillé dans l’annexe I, permet
d’obtenir le développement de la probabilité conditionnelle de sortie dans le cas d’une cage en
expansion
Le(x0, L0) = L0 − x0
L0
+
cx0
6D
(L0 − x0)
[
(3α− 1)L0 − x0
]
L20
+ o(c). (4.79)
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4.4.2 Diagramme de phase pour une cage en contraction ou en expansion
En raison de la dépendance du terme d’ordre 1 en les paramètres α et x0, Lc(x0, L0) est une
fonction localement croissante par rapport à la vitesse c en c = 0 lorsque α > 1/3(x0/L0+1), et
localement décroissante dans le cas contraire. Ajoutée à la connaissance des valeurs de la proba-
bilité Lc(x0, L0) en c = 0 et en c→ +∞ données au début du paragraphe 4.4, sa pente à l’origine
permet de déduire des informations sur sa monotonie avec la vitesse c. Comme on peut le voir
sur le diagramme de phase dans le plan (x0/L0, α) (voir figure 4.4), la probabilité conditionnelle
de sortie possède des caractéristiques variées, sa monotonie changeant avec ces deux paramètres.
1
0 1
c
c c
c
(a)
1
0
c
c
1
c
(b)
Figure 4.4 – Diagramme de phase du comportement de la probabilité conditionnelle de sortie Lc par le
bord gauche d’une cage (a) en contraction et (b) en expansion, dans le plan (x0/L0, α), dont l’abscisse
quantifie la proximité initiale entre l’agneau et le précipice, et l’ordonnée le “degré de crainte” de l’agneau.
La ligne noire épaisse sépare la zone où la valeur asymptotique de Lc en c → +∞ est 0 de celle où elle
vaut 1. La ligne noire en pointillés sépare la zone où Lc a une pente positive en c = 0 de celle où elle a
une pente négative. Dans le cas en contraction (a), il existe quatre profils pour Lc : croissant, décroissant,
avec un minimum ou avec un maximum, comme discuté dans le texte principal. Dans le cas en expansion
(b), il n’y a que trois profils : croissant, décroissant ou avec un maximum.
Nous sommes maintenant en mesure de résoudre le dilemme du berger : doit-il rester im-
mobile, courir le plus vite possible vers l’agneau, avancer plus prudemment ? Il existe quatre
stratégies différentes, correspondant aux quatre zones du diagramme de phase 4.4(a) :
(i) “Zone dangereuse” (en bas à droite). L’agneau est soit craintif (α petit), soit trop près du
précipice (à la fois α < 13(x0/L0+1) et α < x0/L0). La probabilité de capture décroît de
manière monotone avec la vitesse du berger c. Celui-ci a donc intérêt à rester immobile en
espérant que l’agneau va spontanément se rapprocher de lui.
(ii) “Zone sûre” (en haut à gauche). L’agneau est soit peu craintif (α grand), soit suffisamment
près du berger (α > 13(x0/L0 +1) et α > x0/L0). La probabilité de capture croît dans
ce cas de manière monotone avec c. Celui-ci doit donc courir le plus vite possible pour
maximiser ses chances d’attraper l’agneau.
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(iii) “Zone tactique” (en haut à droite). L’agneau est près du précipice mais n’est pas craintif,
de sorte que la probabilité de capture possède un maximum par rapport à la vitesse du
berger (voir figure 4.5(a)). Pour avoir un maximum de chances de sauver son agneau, il
doit donc se déplacer à une vitesse intermédiaire.
(iv) “Zone dilemme” (en bas à gauche). L’agneau est près du berger, mais très craintif, de
sorte que la probabilité de capture possède cette fois un minimum par rapport à c (voir
figure 4.5(a)). Si le berger n’est pas très sportif et ne peut pas courir très vite, il vaut mieux
qu’il reste immobile, car bouger lentement abaisse ses chances de capture. En revanche,
s’il est en bonne condition physique, il a intérêt à courir le plus vite possible.
c
(a)
1801501209060300
1.00
0.96
0.92
0.88
0.84
0.80
c c*
(b)
Figure 4.5 – Probabilité de capture de l’agneau dans la “zone tactique” (a) et dans la “zone dilemme”
(b). Dans la zone tactique (a), le berger peut significativement augmenter ses chances d’attraper l’agneau
en se déplaçant à la vitesse optimale copt plutôt qu’en restant immobile (d’un facteur plus que 3 dans
cet exemple où α = 0, 92, x0 = 19 et L0 = 20, c’est-à-dire un agneau près du précipice mais très peu
craintif). Dans la zone dilemme (b), le berger peut au contraire voir diminuer ses chances d’attraper
l’agneau si au lieu de rester immobile, il se déplace à une vitesse inférieure à c* (dans cet exemple où
α = 0.08, x0 = 1 et L0 = 20, c’est-à-dire où l’agneau est très près du berger mais très craintif, il peut
faire monter son risque de perdre l’agneau de 5% s’il reste immobile jusqu’à 17%).
Pour une cage en expansion (voir figure 4.3), on peut également trouver intuitivement la
valeur asymptotique de la probabilité conditionnelle de sortie par le bord gauche pour c→ +∞.
Quand α > 0, la particule brownienne a une vitesse de dérive qui l’éloigne infiniment vite
du bord gauche, donc la probabilité conditionnelle de sortie tend vers 0. En revanche, quand
α < 0, la particule a une vitesse de dérive qui l’approche infiniment vite du bord gauche, donc
la probabilité conditionnelle tend vers 1. Par ailleurs, d’après l’expression (4.79), Le est une
fonction localement croissante en c = 0 si α < 13(x0/L0+1), et décroissante dans le cas contraire.
On déduit de ces deux propriétés le diagramme de phase donné en figure 4.4(b).
Il existe comme dans le cas d’une cage en contraction une zone où la probabilité conditionnelle
de sortie peut être maximisée par rapport à la vitesse c. Ici, ce maximum est le résultat de deux
effets qui entrent en compétition lors de l’expansion de la cage. L’expansion de la cage provoque
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à la fois l’éloignement du bord droit de la particule, diminuant les risques qu’elle sorte de la cage
par ce bord, mais également l’éloignement du bord gauche de la particule, réduisant ses chances
d’atteindre un jour ce bord. Il existe donc une vitesse non nulle pour laquelle la probabilité
conditionnelle de sortie est maximale.
4.5 Conclusion
Dans ce chapitre, nous avons déterminé pour une particule brownienne les probabilités condi-
tionnelles de sortie d’une cage unidimensionnelle dont les bords se déplacent à des vitesses
constantes c1 et c2 quelconques. Nous avons examiné à la fois des cages en contraction et en
expansion. Nous avons démontré que la dynamique de ce confinement fait apparaître des com-
portements variés. En effet, pour les cas de cages en expansion et en contraction, nous avons
montré que les probabilités conditionnelles de sortie peuvent dépendre de manière non mono-
tone de la vitesse de contraction ou d’expansion dans certains domaines de valeurs de la position
initiale de la particule dans la cage et du rapport des vitesses des deux bords.
Nous avons par ailleurs déterminé la stratégie optimale à adopter pour le berger qui cherche à
récupérer son agneau parti vagabonder près d’un précipice. En fonction de la distance de l’agneau
au précipice, de son degré de crainte du berger, et éventuellement de la condition physique de
celui-ci (la vitesse maximale à laquelle il peut courir étant limitée), il peut avoir intérêt à rester
immobile, à courir le plus vite possible, ou encore à adopter une vitesse intermédiaire.
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5.1 Introduction, définition du modèle et résultats connus
Après avoir étudié dans les trois chapitres précédents l’impact d’un confinement sous diffé-
rentes formes sur les propriétés d’une marche aléatoire, nous allons maintenant nous intéresser à
l’influence sur un marcheur aléatoire d’un autre type de contrainte. Comme nous l’avons vu dans
l’introduction générale, les marches aléatoires sont aussi bien utilisées pour décrire le mouvement
de particules inanimées que d’organismes vivants à différentes échelles, l’exemple récurrent dans
ce manuscrit étant la description de la trajectoire d’animaux. Or les organismes vivants, et en
particulier les animaux, finissent toujours par mourir, de vieillesse, de faim, à cause de maladies
ou de prédateurs. Dans ce contexte, le marcheur aléatoire considéré a donc un temps de vie fini.
Bien que naturelles, les marches aléatoires à temps de vie fini ont été assez peu étudiées. Une
première manière de prendre en compte la mortalité du marcheur aléatoire consiste à supposer
qu’elle intervient au bout d’un temps aléatoire fixé a priori selon une distribution indépen-
dante de l’histoire du marcheur. Cela décrit par exemple les particules radioactives [Zoia 2008],
les photons qui diffusent dans la matière et peuvent être absorbés [Bonner 1987], les moteurs
moléculaires qui se détachent irréversiblement d’un microtubule [Kolomeisky 2000], les sperma-
tozoïdes dans un processus de fertilisation [Meerson 2015] ou encore les animaux qui meurent
de vieillesse. Certaines propriétés de tels marcheurs, définis comme des marcheurs aléatoires
évanescents dans [Yuste 2006], ont fait l’objet d’études récentes, comme le nombre moyen de
sites distincts visités et la probabilité de survie d’une particule en présence d’un piège évanes-
cent [Yuste 2006, Yuste 2013, Abad 2013], le nombre de sauts avant la mort [Zoia 2008] ainsi
que l’existence de stratégies optimales de recherche de cible [Campos 2015].
Cependant, certains processus conduisant à la mort d’un organisme dépendent de l’histoire
de celui-ci. Par exemple, l’incapacité d’un organisme vivant à trouver des ressources pendant
trop longtemps peut occasionner sa mort, celle-ci étant dans ce cas corrélée à son histoire et
en particulier à sa trajectoire, et non programmée de manière indépendante comme dans le cas
du marcheur aléatoire évanescent. De manière générale, un organisme consomme des ressources
le long de sa trajectoire, épuisant ainsi progressivement son environnement, ce qui finit par
menacer sa survie.
Dans ce chapitre, nous nous intéresserons ainsi à la problématique suivante, qui couple
trajectoire et temps de vie d’un marcheur aléatoire : comment la consommation de ressources
naturelles par un organisme affecte-t-elle sa survie ? Pour répondre à cette question, un modèle
minimal dit du “marcheur aléatoire affamé” 1 a été introduit dans [Bénichou 2014a]. Dans ce
modèle, un marcheur réalise une marche aléatoire simple sur un réseau dont chaque noeud
contient une unité de nourriture (voir figure 5.1). Le marcheur possède un temps de survie
intrinsèque S, ou capacité de jeûne, qui correspond au nombre maximal de pas consécutifs
pendant lequel il peut jeûner avant de mourir de faim. Lorsque le marcheur arrive sur un site
contenant de la nourriture, il la mange instantanément et intégralement, et peut à nouveau
jeûner pendant au maximum S pas. Au cours de son périple, le marcheur creuse un “désert”,
constitué des sites dépourvus de nourriture, qui s’agrandit progressivement.
1. “Starving random walker” en anglais.
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Figure 5.1 – Illustration du modèle du marcheur aléatoire affamé à deux dimensions. Ce marcheur
est astreint à se déplacer sur un réseau dont chaque site possède initialement une unité de nourriture
(représentée par un point vert), que le marcheur consomme intégralement lorsqu’il arrive sur un nouveau
site. Il peut rester au maximum S pas consécutifs sans trouver de nourriture. Au-delà, il meurt de faim.
Deux observables ont été étudiées dans [Bénichou 2014a] : le temps de vie du marcheur
et le nombre d’unités de nourriture consommées au moment de la mort, cette dernière étant
équivalente au nombre de sites distincts visités, c’est-à-dire à la taille du désert, au moment de
la mort.
Le nombre moyen de sites distincts visités au bout de n pas par une marche aléatoire simple
sans contrainte en dimension d est bien connu (voir par exemple [Hughes 1996])
〈Sn〉 ∝

n1/2 si d = 1
n
lnn
si d = 2
n si d > 3.
(5.1)
Ce nombre moyen de sites distincts visités a également été déterminé pour un marcheur évanes-
cent de temps de vie exponentiel de moyenne τ
〈S∞〉 ∝

τ1/2 si d = 1
τ
ln τ
si d = 2
τ si d > 3.
(5.2)
Dans le cas d’un marcheur aléatoire affamé, la difficulté pour obtenir le nombre de sites
distincts visités provient du couplage existant entre la trajectoire du marcheur et son temps de
vie. Avant d’entrer dans une discussion quantitative, l’influence de la dimension sur le temps de
vie du marcheur peut être discutée qualitativement. A une dimension, la marche est fortement
redondante, c’est-à-dire que le marcheur revient souvent sur des sites précédemment visités sur
lesquels il ne trouve pas de nourriture et risque donc de jeûner. La contrainte due à la capacité
de jeûne est forte et le temps de vie du marcheur est donc “court”. En dimension supérieure ou
égale à trois, la marche est peu redondante, la contrainte due à la capacité de jeûne devient donc
faible et le temps de vie “long”, et ce d’autant plus que la dimension est élevée. La dimension
deux est marginale entre ces deux cas. Le temps de vie du marcheur est donc une fonction
croissante de la dimension à capacité de jeûne S fixée.
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Dans le cas de la dimension un, la forme du désert est triviale. Il s’agit en effet d’un intervalle
compris entre les deux positions extrêmes visitées par le marcheur. La mémoire complète de la
trajectoire n’est donc pas nécessaire dans ce cas, la donnée de la position des extrémités du
désert étant suffisante pour résoudre le problème, ce qui simplifie grandement le couplage entre
la trajectoire et le temps de vie du marcheur. Cette forme simple du désert à une dimension a
permis un traitement exact, et en particulier la détermination de l’expression asymptotique du
temps de vie moyen 〈τ〉 et du nombre moyen 〈N〉 de sites distincts visités à grande capacité de
jeûne S [Bénichou 2014a] {
〈N〉 ∼ A√S
〈τ〉 ∼ BS S  1 (5.3)
avec A ' 2, 902 et B ' 3.268. La distribution limite (à grand S) du nombre de sites distincts
visités a également été déterminée
Q(θ) =
4
θ
∑
j≥0
e−(2j+1)
2/θ2 exp
−2∑
k≥0
E1
(
(2k + 1)2
θ2
) (5.4)
où la fonction E1(x) =
∫ +∞
1 dt e
−xt/t désigne l’exponentielle intégrale. Cette distribution est
exprimée pour la variable renormalisée
θ ≡ aN
pi
√
DS (5.5)
avec a le pas du réseau sur lequel évolue le marcheur, et D le coefficient de diffusion.
Cette distribution ne dépend de S que par l’intermédiaire de la variable renormalisée θ.
Ces calculs analytiques s’appuient sur une décomposition de la trajectoire du marcheur
aléatoire affamé en excursions successives dans le désert qui sont toutes de durées inférieures à
la capacité de jeûne S, jusqu’à l’étape fatale où le marcheur reste S pas consécutifs dans le désert.
A deux dimensions et en dimension supérieure, la forme du désert et donc le couplage entre
trajectoire et temps de vie sont beaucoup plus complexes, ce qui rend le problème ardu. Pour
cette raison, les résultats analytiques sur le temps de vie et le territoire au moment de la mort sont
pour l’instant extrêmement limités. Les résultats numériques présentés dans [Bénichou 2014a]
suggèrent en dimension deux un comportement asymptotique quadratique en S de la moyenne
de ces deux observables, à un éventuel préfacteur logarithmique près. En dimension plus élevée,
ces deux grandeurs semblent avoir un comportement asymptotique en exponentielle étirée
〈τ〉 ∼ exp (Sω) (5.6)
avec ω ' 0, 54, 0,73 et 0,81 en dimensions 3, 4 et 5.
Par ailleurs, toujours dans ce même article, un traitement de type champ moyen de ce pro-
blème, qui correspondrait à une dimension spatiale tendant vers l’infini, permet d’obtenir dans
ce cas un temps de vie moyen exponentiel en S, indiquant vraisemblablement que l’exposant
ω de l’équation (5.6) tend vers 1 lorsque la dimension tend vers l’infini. Ce problème reste
largement ouvert, notamment dans le cas important de la dimension deux qui fournirait une pre-
mière description de l’interaction d’un animal terrestre avec les ressources de son environnement.
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Dans ce qui suit, nous allons tout d’abord nous pencher sur une description champ moyen
de l’évolution d’un marcheur aléatoire affamé à deux dimensions, dans laquelle le désert reste
circulaire à tout instant. Cette simplification dans la forme du désert nous permettra d’obtenir
des résultats asymptotiques dans la limite de grande capacité de jeûne S qui fournissent une
borne au problème originel où le désert est de forme quelconque.
Nous ajouterons ensuite un ingrédient au modèle initial, la régénération des ressources, et
nous déterminerons son impact sur le destin du marcheur aléatoire affamé. Nous verrons que
ses propriétés de survie se regroupent en trois grandes classes, indépendantes de la dynamique
précise de la régénération, et que leur existence est liée à différents degrés d’efficacité de la
régénération.
Enfin, nous étudierons le problème classique en écologie de la détermination du comporte-
ment optimal d’un organisme pour l’exploitation de parcelles de ressources 2. Nous établirons la
distribution de la quantité totale de nourriture collectée à l’issue de l’exploitation des parcelles
en fonction de la statistique du temps passé dans une parcelle et de la quantité de nourriture qui
y est collectée. Nous discuterons ensuite l’influence du critère qu’adopte le marcheur pour quit-
ter une parcelle, dont l’un des plus naturels, qui consiste à abandonner une parcelle après avoir
échoué à trouver de la nourriture pendant un certain temps, se ramène à l’étude d’un marcheur
aléatoire affamé. Nous esquisserons également une discussion sur l’impact de la répartition des
ressources dans les parcelles et de la dimension spatiale des parcelles.
5.2 Cas bidimensionnel : approximation circulaire
Comme nous l’avons explicité ci-dessus, c’est la géométrie très simple du désert qui rend le cas
unidimensionnel abordable analytiquement. En revanche, le désert créé par un marcheur aléatoire
affamé qui se déplace à deux dimensions a une forme beaucoup plus complexe, qui est fortement
corrélée au temps de vie du marcheur, comme on peut le voir sur la figure 5.2. On constate
de manière qualitative que les trajectoires le long desquelles le marcheur ne vit pas longtemps
sont assez “compactes”, alors que celles le long desquelles le marcheur vit longtemps sont plutôt
“filamenteuses”. En effet, dans un désert compact, le marcheur peut facilement se retrouver dans
des régions assez éloignées des ressources, alors que sur une trajectoire filamenteuse, le marcheur
reste à proximité des ressources et meurt donc moins vite.
Cette forte corrélation entre la forme du désert et le temps de vie du marcheur rend le cas
bidimensionnel bien plus ardu que le cas unidimensionnel. Cependant, malgré sa complexité, le
traitement analytique de la dimension deux représente un véritable enjeu, notamment pour la
description du mouvement d’un animal terrestre cherchant à survivre dans un environnement
où les ressources disparaissent définitivement lorsqu’il les consomme.
Comme premier pas dans cette direction, nous avons étudié un problème plus simple, qui cor-
respond en quelque sorte à une description champ moyen du cas bidimensionnel (voir figure 5.3),
dans lequel
2. Il s’agit de l’ “optimal foraging theory” en anglais, qui vise entre autres à prédire quel comportement doit
adopter un animal à la recherche de nourriture en présence de parcelles (patches) de nourriture.
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Figure 5.2 – Illustration de la corrélation forte entre la forme du désert et le temps de vie τ d’un marcheur
aléatoire affamé de capacité de jeûne S = 100. Deux trajectoires avec des temps de vie extrêmes (τ = 1482
en orange et τ = 18487 en bleu pour un temps de vie moyen 〈τ〉 ' 6700) sont représentées. Le désert
associé à un temps de vie court est compact, avec peu de trous et relativement circulaire, alors que celui
associé à un temps de vie long, en plus d’être évidemment beaucoup plus vaste, a une structure plus
filamenteuse.
(i) le désert conserve une forme de disque tout au long de la marche, son rayon augmentant
à chaque fois que le marcheur touche son bord,
(ii) la trajectoire du marcheur est décrite de manière continue, par un mouvement brownien.
Pour conserver une similitude avec le modèle sur réseau, on suppose que lorsque le marcheur
touche le bord du désert, l’aire de celui-ci est incrémentée de a2 où a est le pas du réseau 3.
Après avoir visité n sites distincts, l’aire du désert, dont le rayon est noté Rn, est donc na2. On
en déduit la valeur du rayon du désert circulaire en fonction du nombre de sites distincts déjà
visités
Rn =
√
n
pi
a. (5.7)
On suppose de plus qu’après avoir touché le bord du désert, le marcheur est éjecté à une distance
a du bord du désert 4, reproduisant le fait que sur réseau, le marcheur serait à un pas de réseau
des sites contenant de la nourriture les plus proches 5. Le coefficient de diffusion de ce mouvement
brownien est par ailleurs pris égal à celui de la marche aléatoire sur réseau
D =
a2
4
. (5.8)
3. Dans le modèle sur réseau, quand le marcheur mange la nourriture présente sur un site, cela ajoute au
désert un petit carré de côté a centré sur ce site.
4. L’expression (5.7) conduit à Rk < a pour k 6 3, empêchant dans ce cas de prendre une distance d’éjection a.
Cette petite incohérence n’est pas importante puisque les trois premiers sites sont toujours visités extrêmement
rapidement, donc ne comptent pas dans le processus dans la limite de grand S.
5. Sauf dans le cas où le marcheur visiterait un site plein immergé seul au milieu du désert.
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La forme circulaire que conserve le désert tout au long de la marche fait de cette description
champ moyen une situation plus défavorable au marcheur que n’importe quelle trajectoire sur
réseau, d’après la discussion qualitative précédente, puisque le marcheur est en réalité toujours
plus près des ressources que dans ce désert circulaire. Cela confère à cette approximation cir-
culaire un statut de borne inférieure pour le temps de vie du marcheur et le nombre de sites
distincts visités au moment de la mort.
a
a
Figure 5.3 – Illustration de l’approximation circulaire du problème du marcheur aléatoire affamé à deux
dimensions. Après avoir touché n fois le bord, le marcheur se déplace dans un désert circulaire de rayon
Rn donné par l’équation (5.7). S’il touche à nouveau le bord en un temps inférieur à sa capacité de jeûne
S, le rayon du désert est incrémenté de Rn à Rn+1 et le marcheur éjecté à une distance a du nouveau
bord du désert.
5.2.1 Estimation du temps de vie moyen et du nombre moyen de sites dis-
tincts visités
Commençons par donner une estimation du comportement asymptotique du temps de vie
moyen 〈τ〉 et du nombre moyen 〈N〉 de sites distincts visités en fonction de la capacité de jeûne S
dans le cadre de l’approximation circulaire, à partir d’arguments qualitatifs se basant sur l’étude
d’une trajectoire typique du marcheur aléatoire affamé. Celle-ci se décompose en trois étapes
successives :
(i) Le marcheur creuse un désert circulaire qui s’agrandit progressivement, jusqu’à devenir
“dangereux” lorsqu’il atteint un certain rayon critique Rc que nous déterminerons.
(ii) Le marcheur revient n2 fois au bord du désert sans mourir de faim.
(iii) Le marcheur finit par s’aventurer au cœur du désert et meurt de faim.
On ne cherche ici qu’à déterminer la dépendance de 〈N〉 et 〈τ〉 en S et pas à établir précisément
les préfacteurs de ces lois. Pour cela, nous allons évaluer la durée typique de ces trois phases
et le nombre de retours au bord du désert dans chaque phase, qui donne le nombre de sites
distincts visités.
Dans la phase (i), le désert est suffisamment petit pour que le marcheur aléatoire affamé ne
soit pas en danger, puisqu’il a de très grandes chances de pouvoir atteindre n’importe quel point
du bord sans mourir de faim, c’est-à-dire en un temps plus petit que sa capacité de jeûne S.
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On peut voir le rayon critique Rc, à partir duquel le désert commence à atteindre une taille
dangereuse pour le marcheur, comme le rayon pour lequel le temps typique nécessaire pour
atteindre le cœur du désert vaut environ la moitié de la capacité de jeûne 6. On peut estimer
ce temps à l’aide du temps conditionnel moyen nécessaire pour atteindre un disque de rayon a
situé au centre du désert sans avoir touché le bord du désert de rayon Rc, partant de Rc − a 7
(se déduit par exemple des grandeurs données dans [Redner 2001])
t+(Rc − a) = 1
4D
[
R2c − (Rc − a)2 +
(Rc − a)2 − a2
ln Rc−aa
+
a2 −R2c
ln Rca
]
(5.9)
d’où le critère suivant, dans le régime de grand S où Rc  a,
R2c
4D
' S
2
. (5.10)
Le rayon critique varie donc comme
Rc ∝
√
S. (5.11)
La correspondance entre le rayon du désert et le nombre de fois que le marcheur a touché le bord
du désert, donnée par l’équation (5.7), permet d’estimer le nombre n1 de sites distincts visités
dans cette phase. On obtient donc le comportement asymptotique suivant
n1 ∝ R2c ∝ S. (5.12)
La durée T1 de cette première phase est la somme des temps nécessaires pour toucher n1 fois
le désert
T1 =
n1∑
j=1
tj . (5.13)
Le temps moyen tj nécessaire pour toucher pour la je fois le bord du désert, dont le rayon est
Rj , partant d’une distance a de celui-ci, est donné par [Redner 2001]
tj =
R2j − (Rj − a)2
4D
' Rj a
2D
(5.14)
dans la limite Rj  a. Le rayon Rj du désert est proportionnel à
√
j, d’après l’équation (5.7),
par conséquent
T1 ∝
n1∑
j=1
√
j '
∫ n1
0
dj
√
j ∝ n3/21 (5.15)
c’est-à-dire d’après (5.12)
T1 ∝ S3/2 . (5.16)
6. A partir de ce moment, il existe des zones du désert où le marcheur ne peut pas s’aventurer sans avoir une
chance non négligeable de mourir.
7. Toujours à cause de la condition d’éjection choisie
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Nous allons maintenant montrer que les durées des phases (ii) et (iii) sont négligeables par
rapport à la durée T1 de la phase (i), et de même pour le nombre de retours au bord du désert.
En ce qui concerne la phase (iii), cette conclusion est immédiate, puisqu’elle dure exactement
un temps S 8, que l’on peut négliger devant T1 ∝ S3/2, et que le marcheur ne touche pas le bord
du désert dans cette phase.
Pour montrer ce résultat pour la phase (ii), nous allons commencer par majorer le nombre
moyen n2 de retours au bord du désert, de rayon initial Rc, lors de la phase (ii). A cette fin,
considérons la situation suivante où le marcheur évolue avec les mêmes règles que précédemment,
à cela près qu’au lieu de s’agrandir à chaque fois que le marcheur atteint son bord, le désert
garde son rayon initial Rc. Le nombre moyen de retours au bord du désert avant de mourir
est plus petit lorsque celui-ci s’agrandit au fur et à mesure que lorsqu’il garde un rayon fixé.
En effet, dans le premier cas, le marcheur a de moins en moins de chances d’atteindre le bord
sans mourir de faim, alors que dans le second, il a après chaque retour une probabilité fixée E
de toucher le bord du désert sans mourir. La situation à rayon constant fournit donc bien une
borne supérieure n˜2 pour le nombre moyen de retours au bord avant de mourir.
La probabilité E que le marcheur ne meure pas de faim dans le désert de taille critique
Rc avant de toucher le bord est typiquement la probabilité que le marcheur ne s’aventure pas
tout au centre du désert, mettons dans un disque de rayon a. Il s’agit donc de la probabilité
conditionnelle qu’un marcheur partant d’un rayon Rc − a atteigne le bord du désert de rayon
Rc avant le rayon a, qui est donnée pour une marche non contrainte 9 par [Redner 2001]
E = ln
(
Rc−a
a
)
ln
(
Rc
a
) ∼ 1− C√S lnS (5.17)
dans le régime S  1 avec C une constante. La probabilité Πk que le marcheur revienne
exactement k fois à ce bord fixe du désert, avant de mourir de faim lors de la k + 1e excursion,
vaut
Πk = Ek (1− E) . (5.18)
On en déduit le nombre moyen n˜2 de retours au bord fixe du désert
n˜2 =
+∞∑
k=0
kΠk =
E
1− E ∝
√
S lnS . (5.19)
Dans la limite de grand S, on a donc
n˜2  n1 ∝ S (5.20)
d’où le nombre moyen réel n2 de retours au bord du désert
n2 < n˜2  n1 . (5.21)
Le nombre n2 de sites distincts visités lors de la phase (ii) est donc négligeable asymptotiquement
devant celui de la phase (i).
8. Le temps après lequel le marcheur meurt de faim.
9. Lorsque S est grand, la contrainte sur le marcheur aléatoire affamé est faible.
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La durée T2 de la phase (ii) s’obtient directement à partir de n2
T2 =
n1+n2∑
j=n1
tj (5.22)
d’où d’après l’expression (5.14) de tj
T2 ∝
n1+n2∑
j=n1
Rj ∝
∫ n1+n2
n1
dj
√
j ∝ (n1 + n2)3/2 − n3/21 ∝ n2
√
n1 (5.23)
et finalement, en regroupant les équations (5.12), (5.15), (5.20), (5.21) et (5.23),
T2 6 S lnS  T1. (5.24)
La durée de la phase (ii) est donc bien négligeable devant celle de la phase (i).
On peut déduire de l’étude de cette trajectoire typique que le temps de vie moyen du marcheur
aléatoire affamé dans l’approximation circulaire a le comportement asymptotique à grand S
suivant
〈τ〉 ∝ S3/2 (5.25)
et le nombre moyen de sites distincts visités
〈N〉 ∝ S. (5.26)
La partie prépondérante de la vie du marcheur aléatoire affamé dans le désert circulaire consiste
donc à creuser un désert de taille dangereuse.
On peut faire une estimation similaire dans le cas unidimensionnel (voir Annexe L) qui
permet de constater que contrairement au cas bidimensionnel traité dans l’approximation circu-
laire, les trois phases de la trajectoire typique ont des durées de même ordre, proportionnelles à S.
Voyons maintenant si ces estimations grossières donnent le bon comportement dominant de
〈τ〉 et 〈N〉 à grand S dans le cadre du modèle approché où le désert reste circulaire pendant
toute la marche. Pour cela, nous allons effectuer un traitement exact asymptotique de notre
problème avec l’approximation circulaire.
5.2.2 Distribution du nombre de sites distincts visités
Nous déterminons dans ce paragraphe la distribution du nombre de sites distinct visités
au moment de la mort dans le cadre de l’approximation circulaire présentée ci-dessus, dans
la limite où la capacité de jeûne S est grande. Ce calcul s’inspire de la méthode présentée
dans [Bénichou 2014a] pour le calcul de ce même objet à une dimension.
La probabilité d’avoir visité N sites distincts au moment de la mort, c’est-à-dire d’avoir
touché N fois le bord du désert, s’écrit comme le produit des probabilités de revenir toucher le
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bord du désert N fois sans mourir, donc en un temps plus petit que la capacité de jeûne S, et
de mourir avant d’avoir touché le bord du désert une fois supplémentaire
P (N ) = F2F3F4 . . .FN (1−FN+1). (5.27)
Le facteur Fk désigne la probabilité de toucher le bord du désert de rayon Rk à l’étape k en un
temps inférieur à S. Elle est donnée par
Fk =
∫ S
0
dt Fk(t) ,
avec Fk(t) la densité de premier passage au temps t par le bord du désert de rayon Rk = a
√
k/pi,
pour un marcheur partant d’une distance a 10 de celui-ci. La transformée de Laplace de la
densité de premier passage d’un marcheur par le rayon R partant d’un rayon r < R est
connue [Redner 2001]
Fˆ (r, s) =
I0
(√
s
Dr
)
I0
(√
s
DR
) (5.28)
avec I0 la fonction de Bessel modifiée d’ordre 0. On obtient la densité de premier passage Fk(t)
par le rayon R = Rk partant du rayon r = Rk−a au temps t par transformée inverse de Laplace
(voir Annexe J)
Fk(t) =
2D
R2k
+∞∑
m=1
jme
−Dtj
2
m
R2
k
J0
(
jm
(
1− aRk
))
J1(jm)
(5.29)
où Jν désigne une fonction de Bessel d’ordre ν et jm le me`me zéro de la fonction J0. En intégrant
cette expression par rapport à t entre 0 et S, on obtient la probabilité Fk de toucher le bord du
désert de rayon Rk avant un temps S
Fk = 1− 2
+∞∑
m=1
e
−DS
R2
k
j2m J0
(
jm
(
1−√pik ))
jm J1(jm)
(5.30)
qui est proche de 1 à grand S.
Pour calculer le produit des Fk apparaissant dans (5.27), défini par
uN ≡
N∏
k=1
Fk, (5.31)
qui fait intervenir à grand S un grand nombre de termes 11 proches de 1, on commence par
exprimer son logarithme, transformant ainsi le produit en somme
lnuN =
N∑
k=1
ln
[
1− 2
+∞∑
m=1
e
−DS
R2
k
j2m J0
(
jm
(
1−√pik ))
jm J1(jm)
]
. (5.32)
10. La distance d’éjection définie précédemment.
11. Pour des valeurs de S grandes, le nombre de sites distincts visités est grand et la zone où la probabilité
P (N ) est appréciable correspond donc à des valeurs de N grandes.
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Lorsque N est grand, on passe à la limite continue de cette expression
lnuN ∼
∫ N
0
dk ln
[
1− 2
+∞∑
m=1
e
−DS
R2
k
j2m J0
(
jm
(
1−√pik ))
jm J1(jm)
]
. (5.33)
On peut développer l’intégrande de l’équation (5.33) à grand k 12
J0
(
jm
(
1−√pik ))
J1(jm)
∼ jm
√
pi
k
(5.34)
en remarquant que J′0(x) = −J1(x). Par ailleurs, puisque la probabilité Fk est proche de 1
lorsque S est grand, on peut développer le logarithme de l’intégrande près de 1
lnuN ∼ −2
+∞∑
m=1
∫ N
0
dk e
−DS
R2
k
j2m
√
pi
k
(5.35)
d’où
lnuN ∼ −4
√
piN
+∞∑
m=1
[
e
DpiS
Na2 j
2
m −
√
DS
N
pijm
a
erfc
(√
DpiS
N
jm
a
)]
. (5.36)
De même, le dernier facteur de l’équation (5.27) peut s’écrire
1−FN+1 ∼ 2
√
pi
N
+∞∑
k=1
e−
DpiS
Na2 j
2
k . (5.37)
En regroupant ces deux expressions, on obtient finalement la distribution du nombre de sites
distincts visités dans l’approximation circulaire
P (N ) ∼ 2
√
pi
N
+∞∑
k=1
e−
DpiS
Na2 j
2
k exp
{
−4
√
piN
+∞∑
m=1
[
e−
DpiS
Na2 j
2
m −
√
DS
N
pijm
a
erfc
(√
DpiS
N
jm
a
)]}
.
(5.38)
En renormalisant le nombre de sites distincts visités θ ≡ Na2/(piDS), la distribution de cette
variable θ s’écrit
P (θ,S) ∼ 2pi
a
√
DS
θ
+∞∑
k=1
e−
j2k
θ exp
{
−4pi
a
√
DSθ
+∞∑
m=1
[
e−
j2m
θ −
√
pi
θ
jm erfc
(
jm√
θ
)]}
. (5.39)
On constate qu’il s’agit d’une distribution à deux paramètres N et S (ou θ et S), et pas à
un seul paramètre comme à une dimension. Cela reproduit les observations faites à partir des
simulations numériques dans [Bénichou 2014a].
Le nombre moyen de sites distincts visités vaut par définition
〈N〉 = piDS
a2
∫ +∞
0
dθ θP (θ,S). (5.40)
12. On peut oublier les valeurs de k petites puisque les probabilités de retour au bord du désert associées sont
très proches de 1, et leur logarithme proche de zéro.
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L’extraction de son comportement à grande capacité de jeûne S à partir de l’équation (5.39)
s’avère compliquée, nous nous contenterons donc ici de l’évaluer numériquement. L’évaluation
numérique met en évidence un comportement asymptotique en loi de puissance
〈N〉 ∼ Sβ (5.41)
avec β ' 0.94, les barres d’erreur étant difficiles à déterminer car l’exposant β converge lentement
vers la valeur asymptotique.
Le temps de vie moyen du marcheur peut également être exprimé en fonction de la dis-
tribution du nombre de sites distincts visités suivant une adaptation de la méthode exposée
dans [Bénichou 2014a] (voir Annexe K)
τ ' S + 2pi
√
DS3/2
a
∫ +∞
0
dθ P (θ,S)
∫ θ
0
du√
u
+∞∑
m=1
[
u
j2m
−
(
1 +
u
j2m
)
e−
j2m
u
]
. (5.42)
De même que pour le nombre moyen de sites distincts visités, on évalue numériquement le temps
de vie moyen et on constate qu’il possède un comportement asymptotique en loi de puissance
〈τ〉 ∼ Sγ (5.43)
avec γ ' 1.4, la remarque sur les barres d’erreur faite précédemment étant toujours valable.
Bien que n’étant que des indications, ces estimations numériques du comportement asymp-
totique du nombre moyen de sites distincts visités et du temps de vie moyen suggèrent des
exposants β = 1 et γ = 3/2, qui correspondent aux comportements dominants estimés au
paragraphe précédent. On constate notamment bien que l’approximation circulaire fournit une
borne inférieure de ces deux grandeurs pour le problème initial sur réseau, puisque comme
rappelé ci-dessus, les simulations numériques indiquent plutôt un comportement asymptotique
quadratique pour ces deux grandeurs, à une correction logarithmique près comme mentionné
au paragraphe 5.1. Cette borne n’est pas très précise, en particulier pour le temps de vie du
marcheur. Cela se comprend aisément en raison de la ressemblance seulement lointaine qui
existe entre la forme réelle du désert et un disque.
Néanmoins, l’approximation circulaire présente trois intérêts. Tout d’abord, elle donne une
première description du modèle du marcheur aléatoire affamé en dimension deux, qui n’a pour
l’instant pas été étudié dans sa version originelle. Ensuite, elle fournit une borne au modèle réel,
qui permet de corroborer l’intuition que nous avons exprimée en introduction selon laquelle le
temps de vie du marcheur est une fonction croissante de la dimension, à cause de la diminution
de la redondance de la trajectoire lorsque la dimension spatiale augmente. En effet, les résultats
présentés ci-dessus indiquent que le temps de vie moyen du marcheur croît plus vite que S3/2,
c’est-à-dire en particulier plus vite qu’à une dimension où il est linéaire par rapport à S. Enfin,
cette approximation permet de rendre compte de l’absence de dépendance dans un unique pa-
ramètre d’échelle de la distribution du nombre de sites distincts visités au moment de la mort
qui a été observée dans [Bénichou 2014a] par simulations numériques. Cette caractéristique est
d’autant plus surprenante qu’elle n’est pas observée en dimension un, et il est intéressant de
parvenir à la reproduire.
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5.3 Avec régénération des ressources
Nous abordons maintenant une deuxième question relative au modèle du marcheur aléatoire
affamé. Quel est l’impact de la régénération des ressources naturelles sur le sort d’un organisme
qui consomme ces ressources sur son passage ?
Si l’environnement naturel est hostile et que les ressources se régénèrent lentement, les orga-
nismes risquent d’être confrontés à un manque récurrent de nourriture, conduisant finalement
à leur mort 13. Au contraire, dans un environnement luxuriant où les ressources se régénèrent
rapidement, un organisme peut ne jamais subir un vrai manque de nourriture. La régénération
potentielle des ressources, qui existe pour tous les types de ressources, proies, plantes, nu-
triments, peut par conséquent affecter fortement la dynamique d’un organisme qui les consomme.
Dans cette section, nous allons donc enrichir le modèle du marcheur aléatoire en supposant
que les ressources se régénèrent un certain temps après avoir été consommées au lieu de dis-
paraître définitivement. En utilisant des arguments basés sur l’étude de trajectoires extrêmes,
nous montrerons que les corrélations induites par le couplage entre la trajectoire du marcheur,
sa capacité de jeûne S et la dynamique de la régénération font émerger trois régimes universels
de comportement qui sont déterminés uniquement par S et par les bornes du support de la
distribution du temps de régénération, mais insensibles à la forme de cette distribution.
Nous démontrerons l’existence d’une transition entre un régime où le marcheur affamé est
immortel, c’est-à-dire qu’il ne meurt jamais de faim, et un régime où il est mortel, transition qui
existe en toute dimension, ainsi que d’une deuxième transition, qui n’existe cette fois qu’à une
dimension, vers un régime où la régénération est trop lente pour avoir un quelconque impact sur
le marcheur. Nous développerons par ailleurs une méthode d’énumération qui donne accès au
temps de vie moyen du marcheur et à son territoire moyen au moment de la mort.
5.3.1 Régénération déterministe à une dimension
Considérons tout d’abord le cas d’un marcheur aléatoire affamé à une dimension en présence
de régénération déterministe des ressources. Un tel mécanisme déterministe décrit approximati-
vement une plante qui pousse à vitesse constante et qui atteint donc une taille consommable un
temps fixé après avoir été précédemment défoliée [Erickson 1976]. Nous supposons donc qu’une
unité de nourriture qui a été consommée au temps t réapparaîtra au temps t + R avec R un
entier. A chaque pas de temps, le temps qui s’est écoulé depuis qu’un site a été vidé augmente
d’une unité et de la nourriture réapparaît sur ce site lorsque ce temps atteint R.
La régénération éventuelle d’un site et le pas que fait le marcheur vers l’un de ses plus proches
voisins ont lieu au début de chaque pas de temps. Par convention, on décide que la régénération
intervient juste avant le pas du marcheur, c’est-à-dire que si le site sur lequel le marcheur
arrive vient de se régénérer, alors il consomme l’unité de nourriture qui vient de réapparaître.
La régénération peut faire apparaître de la nourriture au milieu de sites vides. On désignera
toujours par le terme “désert” l’ensemble des sites vides au temps t, celui-ci n’étant maintenant
plus nécessairement connexe en présence de régénération.
13. Le cas sans régénération correspond au modèle initial défini dans [Bénichou 2014a].
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5.3.1.1 Régime d’immortalité
Nous allons commencer par montrer qu’il existe un régime de valeurs du temps de régé-
nération pour lesquelles le marcheur aléatoire affamé est immortel, c’est-à-dire qu’il a une
probabilité nulle de mourir de faim. Cette propriété est spécifique à la présence de régénération.
Pour un marcheur possédant une capacité de jeûne S ∈ N, nous déterminons cet intervalle de
temps de régénération R conduisant à l’immortalité du marcheur affamé.
L’immortalité est observée si le marcheur survit sur toutes les trajectoires, y compris les
plus défavorables, c’est-à-dire celles où il reste le plus longtemps sans manger. L’ensemble de ces
trajectoires les plus défavorables est infini, mais elles possèdent toutes le motif commun suivant
(voir figure 5.4). Le marcheur s’arrête de manger après avoir trouvé successivement deux sites
voisins B puis A, et reste ensuite le plus longtemps possible sans manger à nouveau. Pour cela,
il évolue donc strictement à l’intérieur du désert, dont la taille est quelconque 14. Le désert se
rétracte au fur et à mesure que la régénération a lieu, jusqu’à être réduit aux deux sites voisins
A et B qui sont les derniers à avoir été vidés et seront les derniers à être régénérés. Le marcheur
oscille entre ces deux sites jusqu’à être certain de tomber sur un site contenant de la nourriture
au pas suivant, ce qui arrive lorsque la régénération a lieu sur l’un de ces deux sites 15.
Un exemple d’une telle trajectoire est représenté sur la figure 5.4. Ce motif s’achève toujours
environ R pas de temps après avoir commencé, le temps que les sites B et/ou A se régénèrent.
Si le marcheur est capable de survivre plus longtemps que la durée de ce motif sans manger,
c’est-à-dire si le temps de régénération n’est pas trop grand, alors il est immortel, sinon il meurt
sur ce motif.
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Figure 5.4 – Illustration du motif commun (à l’intérieur du rectangle en pointillés) à toutes les tra-
jectoires les plus défavorables au marcheur aléatoire affamé pour un temps de régénération R = 9. Le
marcheur commence par vider consécutivement deux sites contenant de la nourriture notés dans l’ordre
de visite B et A (phase en bleu), puis reste à l’intérieur du désert le plus longtemps possible. La taille
du désert diminue (phase en rouge) jusqu’à ce que le marcheur se trouve limité aux deux premiers sites
vidés (phase en jaune). Le motif s’achève lorsque le marcheur finit par être certain d’atterrir sur un
site contenant de la nourriture. Les points verts représentent une unité de nourriture, et les nombres
indiquent le temps depuis lequel un site a été vidé.
14. Dans cet ensemble de trajectoires les plus défavorables, le motif décrit peut aussi bien s’observer dans
un désert limité aux deux sites voisins vidés au début du motif que dans un désert plus grand, sa taille étant
néanmoins limitée à R sites en présence de régénération.
15. Sur le premier ou sur le second de ces deux sites à avoir été vidé, en fonction de la parité de la capacité de
jeûne S.
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La valeur exacte R∗ du temps de régénération maximal pour lequel le marcheur est encore
immortel dépend de la parité de la capacité de jeûne S du marcheur. Pour déterminer la valeur
de R∗, plaçons-nous juste au-dessus de la transition en prenant la plus petite valeur du temps
de régénération qui conduit à la mort du marcheur, c’est-à-dire R = R∗+ 1. Sur les trajectoires
les plus défavorables, le marcheur meurt dans ce cas sur un site qui se serait régénéré un pas de
temps plus tard, c’est-à-dire qui a été vidé R− 1 pas de temps plus tôt 16. Pour la suite, il est
utile de remarquer qu’une marche aléatoire sur plus proches voisins met toujours un nombre de
pas pair pour revenir sur un site donné.
Au début du motif, le marcheur vient de vider successivement les sites B puis A, qui ont des
âges respectifs 1 et 0 (voir figure 5.5). Le marcheur meurt exactement S pas de temps après ce
dernier repas. Il se trouve alors soit sur le site A, si S est pair d’après la remarque précédente,
soit sur le site B dans le cas contraire. Dans le premier cas, en S pas de temps, le site A a vu son
âge passer de 0 à R− 1, et dans le deuxième cas de 0 à R− 2 (voir figure 5.5). En se rappelant
que R = R∗ + 1, la valeur maximale R∗ du temps de régénération pour laquelle le marcheur
aléatoire affamé est immortel vaut donc finalement
R∗ =
{
S si S est pair
S + 1 si S est impair (5.44)
On vérifie aisément à l’aide de la figure 5.5 que si le temps de régénération valait une unité de
moins, le marcheur serait sûr de manger juste avant de mourir, et par conséquent immortel.
AB AB
1 0
AB
après    pas de temps
pair impair
Figure 5.5 – Illustration de la mort du marcheur dans le cas limite R = R∗ + 1 en fonction de la
parité de la capacité de jeûne S. Les points de suspension sur le dessin du haut traduisent le fait que les
caractéristiques du désert autres que celles qui concernent les sites A et B n’importent pas. La croix repère
la position du marcheur, chaque point vert représente une unité de nourriture et les chiffres indiquent le
temps écoulé depuis qu’un site a été vidé.
Il existe donc bien un régime de valeurs du temps de régénération R non réduit à zéro dans
lequel le marcheur vit éternellement avec probabilité 1, observé lorsque R 6 R∗ avec R∗ donné
par l’équation (5.44).
16. En effet, si le temps de régénération valait une unité de moins R = R∗, le marcheur serait immortel car le
site sur lequel il aurait dû mourir viendrait d’être régénéré et lui permettrait de manger in extremis.
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5.3.1.2 Temps de vie moyen dans le régime de mortalité
Au contraire, lorsque R > R∗, le marcheur est mortel et finit par mourir de faim avec
une probabilité un. En effet, il existe maintenant des trajectoires qui conduisent à la mort
du marcheur, notamment les trajectoires les plus défavorables détaillées précédemment, sur
lesquelles le marcheur meurt avant d’avoir atteint la fin du motif représenté en figure 5.4. Leur
seule existence implique que ces trajectoires ont un poids non nul, et donc que le marcheur finit
toujours par mourir.
Dans ce régime de mortalité, l’évolution du système peut être décrite à l’aide d’une chaîne
de Markov finie. En effet, le système a accès à un certain nombre de configurations, où l’on
appelle configuration la donnée conjointe du désert et de la position du marcheur à l’intérieur de
celui-ci, indépendamment de leur position absolue, ainsi que le temps depuis lequel chacun des
sites du désert a été vidé et le temps depuis lequel le marcheur n’a pas mangé (voir figure 5.6).
L’âge des sites vides étant compris entre 0 et R− 1, les deux extrémités du désert au maximum
distantes de R sites 17, et le temps depuis lequel le marcheur n’a pas mangé compris entre 0
et S − 1, le nombre de configurations accessibles au système est fini, mais peut être grand
si S et R sont grands. A ces configurations associées à un marcheur encore en vie s’ajoute
la configuration où le marcheur est mort. Une fois cette configuration atteinte, le marcheur
ne la quitte plus. On dit qu’elle est absorbante. Chaque configuration mène, après un pas du
marcheur, à deux configurations différentes (ou parfois identiques). Le fait que la chaîne de
Markov finie qui décrit ce système possède un état absorbant implique qu’elle a une probabilité
un de finir dans cet état (voir par exemple [Grinstead 2012]). Le marcheur aléatoire affamé a
ainsi bien une probabilité un de mourir de faim dans ce régime.
Par ailleurs, la théorie des chaînes de Markov permet de déterminer le temps moyen de vie
du système avant de tomber dans l’état absorbant. Pour cela, il s’agit tout d’abord d’énumérer
toutes les configurations possibles du système, qui dépendent de S et R, et de construire la
matrice de transition entre ces configurations. Nous détaillons ce procédé sur l’exemple simple
où S = 2 et R = 3, où le système possède cinq configurations différentes (voir figure 5.6). Après
le tout premier pas, le système est nécessairement dans la configuration 1 (éventuellement son
symétrique, mais qui lui est équivalent). L’évolution de ce système est indiquée sur le schéma 5.6
et peut être représentée par la matrice de transition suivante 18, où les configurations sont listées
dans l’ordre 1-5
T =

0 0 1 0 0
1/2 0 0 1/2 0
0 1/2 0 0 0
1/2 0 0 1/2 0
0 1/2 0 0 1
 ≡
(
Q 0
V I
)
(5.45)
17. Puisque deux sites ne peuvent pas avoir le même âge et qu’il n’existe que R différents.
18. Le coefficient Ti,j donne la probabilité que le système passe de la configuration i à la configuration j.
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Figure 5.6 – Diagramme de transition entre configurations pour une capacité de jeûne S = 2 et un
temps de régénération R = 3. Les nombres cerclés représentent le numéro de la configuration et T est le
temps écoulé depuis le dernier repas.
avec
Q =

0 0 1 0
1/2 0 0 1/2
0 1/2 0 0
1/2 0 0 1/2
 , (5.46)
le vecteur V = (0, 1/2, 0, 0) et I la matrice identité 1 × 1. On définit la matrice fondamen-
tale [Grinstead 2012]
N ≡ (I − tQ)−1 =

2 2 1 2
1 2 1 1
2 2 2 2
1 2 1 3
 , (5.47)
où tQ est la transposée 19 de la matrice Q. Le coefficient Ni,j de la matrice fondamentale re-
présente exactement le temps moyen qu’aura passé le système au moment de la mort dans la
configuration j sachant que la configuration initiale est la configuration i. On peut extraire
de cette matrice le temps moyen d’absorption ti partant de la configuration i. Ces temps sont
donnés par [Grinstead 2012] 
t1
t2
t3
t4
 = N

1
1
1
1
 =

7
5
8
7
 . (5.48)
Le temps de vie moyen du marcheur aléatoire affamé est donc t1 + 1 = 8 puisqu’après le tout
premier pas, le système est nécessairement dans l’état 1.
Remarquons que l’on peut déterminer d’autres observables à partir de ce formalisme, par
exemple le nombre moyen de sites distincts visités au moment de la mort. En effet, le marcheur
19. Dans [Grinstead 2012], le formalisme est introduit avec une “matrice de transition” qui est la transposée de
la matrice de transition habituelle que nous avons introduite ici, d’où la présence de cette transposée.
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visite un nouveau site dès qu’il est dans les configurations 1, 3 et 4 (voir figure 5.6), d’où un
nombre moyen de sites distincts visités qui vaut 1 +N1,1 +N1,3 +N1,4 = 7. On pourrait de
même avoir accès au temps moyen passé dans l’une des configurations, le nombre moyen de
sites du désert, la fraction du temps où le désert n’est pas connexe, etc...
Cette méthode d’énumération donne accès à des résultats exacts, qui sont confirmés par si-
mulations numériques. En pratique, cette approche est malheureusement limitée puisque l’énu-
mération des configurations accessibles devient très vite fastidieuse voire impossible dès que R
et S ne sont pas petits. On pourrait imaginer que l’aide de l’informatique serait précieuse dans
ce cas. Cependant, même si l’on automatise la génération des configurations en identifiant au-
tant que possible les configurations équivalentes 20, et la construction de l’arbre d’évolution du
système, on obtient très vite des matrices de transition de taille prohibitive, ce qui rend leur
inversion donnée à l’équation (5.47) impossible à réaliser numériquement 21. Malgré la difficulté
à manier cette méthode d’énumération, elle donne néanmoins un algorithme bien défini pour
déterminer un certain nombre d’observables du marcheur aléatoire affamé.
5.3.1.3 Régime d’inefficacité de la régénération
Dans le régime de mortalité que nous venons d’étudier, lorsque le temps de régénération
augmente, le marcheur aléatoire affamé a de moins en moins de chances de bénéficier de la
régénération pour vivre plus longtemps qu’il ne l’aurait fait en l’absence de régénération. On
s’attend donc à ce que son temps de vie moyen soit une fonction décroissante du temps de
régénération R et qu’il tende asymptotiquement vers la valeur
T (S,R = +∞) ∼ 3.27..S (5.49)
obtenue en l’absence de régénération [Bénichou 2014a]. Cette décroissance se fait-elle de manière
progressive ou atteint-on la valeur asymptotique pour une valeur critique finie R† du temps
de régénération ? En d’autres termes, la régénération joue-t-elle un rôle dans la dynamique du
marcheur aléatoire affamé quel que soit le temps de régénération ? Pour répondre à cette question,
il nous faut établir s’il existe au moins une trajectoire sur laquelle le marcheur peut revenir sur
un site qui a été régénéré sans mourir de faim. S’il existe au moins une telle trajectoire, alors
la régénération est efficace, dans le sens où elle augmente le temps de vie moyen du marcheur,
même de manière infinitésimale, alors que dans le cas contraire, elle est inefficace.
Pour que le marcheur puisse retourner à un site où la nourriture a été régénérée, il faut
à la fois qu’il vive suffisamment longtemps pour que la régénération ait lieu et qu’il reste
suffisamment proche de ce site pour pouvoir l’atteindre en traversant le désert sans mourir de
faim. Le site pour lequel ces deux impératifs sont les plus simples à respecter est l’origine de la
marche, puisque le marcheur y est à l’instant initial entouré exclusivement de sites contenant
de la nourriture. Ce site étant le premier à se régénérer, le désert reste nécessairement connexe
20. Par exemple en régénérant par anticipation des sites vides que le marcheur ne pourrait pas atteindre avant
qu’ils ne se régénèrent, ou en identifiant toutes les configurations qui conduisent de manière certaine à la mort
au pas suivant.
21. A titre indicatif, pour S = 3, après simplification de l’arbre comme expliqué dans la note précédente, on
obtient 158 configurations pour R = 9, ou encore 346 configurations pour R = 11, etc.
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jusqu’à sa régénération. Cela veut en particulier dire que pour être en mesure d’atteindre
l’origine une fois qu’elle se sera régénérée, il faut que le marcheur s’en soit écarté au maximum
d’une distance S, au-delà de laquelle il mourra de faim en tentant de traverser le désert. Nous
allons dans ce qui suit construire une trajectoire optimale qui permet de revenir le plus tard
possible à l’origine, et en déduire la valeur maximale R† du temps de régénération pour laquelle
le marcheur a une chance d’atteindre l’origine une fois qu’elle est régénérée. Si le marcheur
adopte cette trajectoire optimale et que le temps de régénération vaut R†, il atteindra l’origine
exactement au moment où elle se régénérera.
Pour maximiser le temps pendant lequel le marcheur reste à une distance de l’origine infé-
rieure à S, il faut que le marcheur affamé mange de manière la plus espacée possible, c’est-à-dire
tous les S ou S − 1 pas (en fonction de la parité de S). Par ailleurs, pour maximiser ce temps, il
faut également qu’il mange le plus de fois possible avant d’amorcer son dernier retour à l’origine.
Pour cela, il faut qu’à la fin de cette trajectoire optimale, il soit à une distance S de l’origine
pour pouvoir aller chercher la nourriture régénérée à l’origine sans mourir (mettons à gauche),
mais qu’il ait également vidé le plus de sites possible à droite de l’origine, c’est-à-dire S−1 (voir
figure 5.7). La seule manière de vider S − 1 sites à droite de l’origine tout en pouvant traverser
ce désert de S sites 22 est de vider tous ces sites sans en vider un seul à gauche de l’origine. Le
marcheur peut donc manger au maximum 2S fois avant de pouvoir retourner une dernière fois
à l’origine, ce qui donne une estimation grossière du temps de régénération maximal R†
R† ∼ 2S2. (5.50)
Affinons un peu ce résultat en examinant le détail de cette trajectoire optimale qui permet
de revenir le plus tard possible à l’origine. Elle est composée des quatre étapes suivantes (voir
figure 5.7) :
(i) Le marcheur creuse un désert de longueur S d’un côté de l’origine, mettons vers la droite.
Il s’agit de la taille maximale de désert qu’il peut traverser sans mourir. Il ne mange que
tous les S pas pour S impair 23, et tous les S − 1 pas pour S pair, donc cette phase dure
un temps 1 + S(S − 2) si S est impair, et 1 + (S − 1)(S − 2) si S est pair.
(ii) Le marcheur traverse le désert creusé à l’issue de la phase (i) en exactement S pas de
temps.
(iii) Le marcheur creuse un désert qui est le symétrique de celui de l’étape (i) à gauche de
l’origine, ce qui l’amène à une distance S de l’origine. Cette phase dure donc un temps
S(S − 1) si S est impair, et (S − 1)2 si S est pair.
(iv) Enfin, le marcheur traverse la partie gauche du désert, ce qui lui prend un temps exactement
égal à S.
La valeur maximale R† du temps de régénération pour laquelle la régénération a encore
un impact sur le marcheur est donc égale au temps mis par le marcheur sur cette classe de
22. En comptant l’origine.
23. Un marcheur sur plus proches voisins met un nombre de pas pair à revenir sur un site donné, et donc un
nombre de pas impair à atteindre le site voisin.
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Figure 5.7 – Classe des trajectoires optimales sur lesquelles le marcheur aléatoire affamé reste le plus
longtemps en vie tout en restant à portée de l’origine O de la marche, pour S = 5. (i) Le marcheur vide
un site d’un côté (ici à droite) de l’origine tous les S pas jusqu’à avoir creusé le désert le plus large qu’il
puisse traverser, donc de taille S. (ii) Le marcheur traverse ce désert. (iii) Phase symétrique de la phase
(i), où le marcheur continue de creuser le désert vers la gauche jusqu’à être à une distance S de l’origine.
(iv) Il traverse la partie gauche du désert pour rejoindre l’origine. Une telle excursion dure R† pas (voir
Eq. (5.51)).
trajectoires optimales 24 pour revenir à l’origine à l’issue de la phase (iv), qui vaut
R† =
{
2S2 − 3S + 4 si S est pair
2S2 − S + 1 si S est impair (5.51)
On retrouve bien l’ordre de grandeur R† ∼ 2S2 estimé précédemment.
Finalement, pour un temps de régénération plus court que R†, le marcheur aléatoire
affamé a une probabilité non nulle de manger sur un site où la nourriture s’est régénérée,
puisqu’il peut en particulier atteindre l’origine une fois que la nourriture s’y est régénérée.
En revanche, pour un temps de régénération plus long que R†, il n’existe aucune trajectoire
permettant au marcheur de revenir sur un site où la régénération a eu lieu, le marcheur étant
soit mort avant la régénération, soit trop éloigné du site régénéré pour pouvoir y revenir
sans mourir. Dans ce cas, les propriétés de la marche sont exactement les mêmes qu’en
l’absence de régénération. On en déduit que le temps de vie ne converge pas progressivement
vers sa valeur asymptotique, obtenue en l’absence de régénération, mais l’atteint dès R = R†+1.
La régénération des ressources a donc différents degrés d’efficacité en fonction de la capacité
de jeûne S du marcheur, qui correspondent aux trois régimes de comportement du marcheur mis
en évidence (voir figure 5.8). Lorsque sa capacité de jeûne est trop petite, le marcheur est mortel
24. Il n’existe pas une unique trajectoire optimale, puisque les phases (i) et (iii) n’imposent à la trajectoire que
la contrainte de manger tous les S pas (ou S − 1 si S est pair) et ne donnent aucune prescription supplémentaire
entre les visites successives de nouveaux sites.
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et la régénération est inefficace dans le sens où elle ne permet pas d’augmenter le temps de vie
du marcheur par rapport à une situation sans régénération. Dans un régime intermédiaire, le
marcheur est mortel mais son espérance de vie augmente par rapport au cas sans régénération, la
régénération est donc efficace. Enfin, lorsque la capacité de jeûne du marcheur est suffisamment
grande, il devient immortel grâce à la régénération qui est alors super efficace.
5.3.2 Extension : régénération probabiliste en dimension quelconque
Le cas unidimensionnel avec régénération déterministe ayant une portée limitée pour décrire
une situation écologique, nous étendons maintenant l’approche développée dans la sous-section
précédente dans deux directions :
(i) on suppose tout d’abord que la régénération n’est plus déterministe mais probabiliste,
(ii) on étend ces considérations au cas où le marcheur se déplace en dimension plus élevée.
5.3.2.1 Avec une régénération probabiliste
Supposons maintenant que la nourriture se régénère sur un site vide un temps τ après
avoir été consommée, τ étant tiré à partir d’une distribution continue de probabilité, dont on
note [R1,R2] ⊂ R+ le support. Cela signifie que pour un site vide donné, aucune régénération
n’intervient avant un temps R1 et qu’après un temps R2, le site contient nécessairement à
nouveau une unité de nourriture. Aucune hypothèse n’est faite sur la forme de la distribution.
En particulier, R1 peut valoir 0 et R2 peut être infini.
Dans le cas d’une régénération déterministe, nous avons montré en 5.3.1.1 que le marcheur
aléatoire affamé est immortel lorsqu’il est toujours certain d’atterrir sur un site contenant de la
nourriture avant de mourir de faim, même sur les trajectoires les plus défavorables où il reste le
plus longtemps possible sans manger avant de n’être plus entouré que par des sites contenant
de la nourriture. Ce critère se traduit comme nous l’avons vu par R 6 R∗ où R∗ est donné
par l’équation (5.44). Pour la valeur limite R = R∗, la régénération est telle que sur n’importe
laquelle des trajectoires les plus défavorables (voir figure 5.4), le marcheur est certain d’arriver
sur un site plein exactement au moment où il aurait dû mourir de faim. Si la régénération est
plus rapide que cette valeur, le marcheur ne peut jamais mourir de faim. Ce raisonnement s’étend
aisément au cas d’une régénération probabiliste. Dans ce cas, un site est nécessairement régénéré
après un temps R2, donc le critère pour être dans le régime d’immortalité devient
R2 6 R∗. (5.52)
On remarque que si la borne supérieure R2 du support de la distribution du temps de régéné-
ration est infinie, c’est-à-dire si la régénération peut mettre un temps arbitrairement long à se
produire, alors le régime d’immortalité n’apparaît pas, le critère (5.52) n’étant jamais respecté 25.
En revanche, si R2 > R∗, il existe des trajectoires qui conduisent à la mort, donc le
marcheur est mortel comme explicité en 5.3.1.2 dans le cas d’une régénération déterministe.
La méthode d’énumération présentée dans ce paragraphe peut encore être implémentée dans
25. Imaginons par exemple que deux sites voisins mettent très longtemps à se régénérer. Si le marcheur oscille
entre ces deux sites, il mourra de faim avant que la nourriture n’ait réapparu sur ces deux sites, donc il est mortel.
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le cas d’une régénération probabiliste. Dans ce cas néanmoins, la nourriture ne réapparaît pas
après un temps fixé mais après un temps aléatoire, ce qui peut en pratique augmenter encore
considérablement le nombre de configurations 26 et rendre cette méthode encore plus limitée.
De plus, si le support de la distribution du temps de régénération n’est pas borné 27, la méthode
d’énumération devient caduque car le nombre de configurations est infini.
En 5.3.1.3, nous avons par ailleurs montré qu’il existe une deuxième transition au sein du ré-
gime de mortalité entre un régime où le marcheur est mortel mais a une espérance de vie meilleure
qu’en l’absence de régénération, observé pour R∗ < R 6 R†, et un régime où l’espérance de vie
du marcheur est exactement la même qu’en l’absence de régénération, observé quand R > R†.
Pour cela, nous avons établi que si à l’issue de la trajectoire optimale présentée sur la figure 5.7,
la nourriture ne s’est pas régénérée sur le site où le marcheur se trouvait initialement, alors le
marcheur est dans l’impossibilité complète d’atteindre un site où la nourriture s’est régénérée.
Pour se trouver dans ce régime où la régénération est trop lente pour être efficace, il faut donc
que la régénération mette au moins un temps R† à se produire, ce qui se traduit par le critère
suivant lorsque la régénération est probabiliste
R1 > R†. (5.53)
Ces résultats peuvent être représentés à l’aide d’un diagramme de phase en fonction de la
capacité de jeûne S du marcheur (voir figure 5.8). On constate que les transitions entre les trois
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Figure 5.8 – Diagramme de phase du marcheur aléatoire affamé se déplaçant sur un réseau unidimen-
sionnel en présence de régénération probabiliste. Si l’on prend R1 = R2 = R, on obtient le diagramme
de phase du système en présence de régénération déterministe. Il existe trois régimes correspondant à
trois degrés différents d’efficacité de la régénération. Les deux valeurs des transitions entre ces régimes
sont déduites des équations (5.52), (5.53), (5.44) et(5.51).
régimes données par les équations (5.52) et (5.53) sont complètement universelles par rapport à
la forme de la distribution du temps de régénération, puisque seules les bornes de son support
interviennent. Les détails de la dynamique de régénération n’ont d’impact que sur la valeur du
temps de vie moyen dans le régime intermédiaire où le marcheur est mortel avec une espérance
de vie augmentée, que nous n’étudierons pas ici.
26. Si la distribution du temps de régénération a un support large par rapport à un pas de temps.
27. C’est-à-dire si R2 est infini.
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5.3.2.2 En dimension plus élevée
Toujours dans le cas d’une régénération probabiliste, nous considérons enfin un marcheur
aléatoire affamé se déplaçant sur un réseau à deux dimensions ou plus. On remarque que l’en-
semble des trajectoires les plus défavorables déterminées à une dimension 28 est inclus dans ce
même ensemble pour un marcheur qui se déplace en dimension plus élevée. Le critère d’immor-
talité du marcheur
R2 6 R∗ (5.54)
est donc toujours valable, quelle que soit la dimension de l’espace. De plus, dans le régime de
mortalité, qui émerge au contraire lorsque R2 > R∗, la méthode d’énumération reste toujours
valide en principe, son implémentation étant bien sûr d’autant plus compliquée que la dimension
est élevée 29.
En revanche, en dimensions 2 et plus, il n’existe pas de régime où la régénération devient
inefficace. La caractéristique spécifique de la dimension un est l’obligation pour le marcheur de
traverser le désert pour aller chercher la nourriture régénérée. En dimension plus élevée, quelle
que soit la valeur du temps de régénération d’un site, on peut au contraire toujours construire
des trajectoires qui permettent au marcheur de vivre suffisamment longtemps sans mourir tout
en étant capable de retourner sur un site où la nourriture s’est régénérée. En effet, le marcheur
peut contourner le désert au lieu de le traverser comme à une dimension, il lui suffit pour cela
de suivre une boucle suffisamment grande qui le ramène à un site précédemment visité après sa
régénération. Ainsi, la régénération, même si elle est infiniment lente, a toujours un impact sur
le temps de vie moyen du marcheur.
En dimension plus élevée, il existe finalement toujours les deux régimes d’immortalité et de
mortalité du marcheur, séparés par une transition qui est indépendante de la dimension, en plus
d’être indépendante de la forme de la distribution du temps de régénération (voir figure 5.9).
Dans le régime de mortalité, l’espérance de vie du marcheur est toujours plus grande qu’en
l’absence de régénération. En fonction de la valeur de la capacité de jeûne, la régénération est
donc soit efficace dans le régime de mortalité, soit super efficace dans le régime d’immortalité.
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Figure 5.9 – Diagramme de phase du marcheur aléatoire affamé se déplaçant sur un réseau en dimension
deux ou plus, en présence de régénération probabiliste. Il n’existe dans ce cas plus que les deux régimes
de mortalité et d’immortalité. La transition est donnée par les équations (5.54) et (5.44).
28. Qui sont donc nécessairement rectilignes.
29. A chaque pas, le marcheur choisit entre 2d directions, d étant la dimension de l’espace, ce qui augmente le
nombre de formes possibles de désert à taille de désert fixée.
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5.3.3 Conclusion
La régénération des ressources a des effets variés sur les propriétés de survie d’un marcheur
aléatoire affamé. En effet, nous avons montré que trois régimes peuvent apparaître
(i) un régime où la régénération est super efficace, qui se traduit par un temps de vie infini
du marcheur (le marcheur est immortel),
(ii) un régime où la régénération est efficace puisqu’elle augmente le temps de vie moyen du
marcheur par rapport à la situation sans régénération, sans pour autant qu’il soit infini,
(iii) un régime où la régénération est inefficace puisqu’elle est trop lente, et où le temps de vie
moyen du marcheur est égal à celui en l’absence de régénération.
Ces deux premiers régimes existent pour toute dimension spatiale, alors que le troisième
n’apparaît qu’à une dimension. Les transitions entre ces régimes sont universelles par rapport
aux détails de la régénération, puisqu’elles ne dépendent que des bornes du support de la
distribution du temps de régénération.
La transition qui sépare le régime d’immortalité du régime de mortalité est abrupte, faisant
passer la probabilité de mourir de zéro à un de manière discontinue. Quelle que soit la dynamique
de la régénération et la dimension de déplacement du marcheur, celui-ci est soit certain de mourir,
soit certain de ne jamais mourir. Il n’existe donc pas de marcheur aléatoire affamé qui possède
une probabilité de mourir intermédiaire entre zéro et un.
5.4 Modèle d’exploitation de parcelles de nourriture
5.4.1 Introduction
5.4.1.1 Contexte théorique
Nous abordons maintenant une question en apparence disjointe du problème du marcheur
aléatoire affamé, mais qui s’y ramène en fait naturellement comme nous allons le voir. Les
résultats de cette section sont préliminaires et n’ont pas encore fait l’objet d’un travail
publié. Nous considérons une question de longue date dans la théorie des stratégies optimales
de recherche de nourriture 30 [Pyke 1977] pour un animal qui vit dans un environnement
où la nourriture est distribuée en parcelles 31. Lorsqu’il se trouve dans une parcelle, il
épuise progressivement la nourriture s’y trouvant. Il peut changer de parcelle, mais cette
opération lui prend un certain temps, pendant lequel il ne mange pas. Doit-il changer de
parcelle pour maximiser la quantité de nourriture qu’il aura collectée au bout d’un certain
temps, et le cas échéant, quand ? Quel critère doit-il choisir pour décider de quitter une parcelle ?
Ce problème a été traité pour la première fois d’un point de vue théorique par Charnov
dans [Charnov 1976]. Il considère le cas d’un animal qui épuise de manière continue et uni-
forme, à un taux déterministe qui diminue avec le temps, la parcelle dans laquelle il se trouve
(voir figure 5.10(a)). Il suppose également que l’animal possède une connaissance complète de
30. “Optimal foraging theory” en anglais.
31. “Patches” en anglais.
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son environnement, c’est-à-dire qu’il sait exactement quelle quantité de nourriture il extraira
de chacune des parcelles, et la variation de cette quantité au cours du temps. Arrivant dans
une nouvelle parcelle, son taux d’extraction de nourriture est supérieur au taux moyen qu’il
obtiendrait en se déplaçant d’une parcelle à une autre, puisqu’il ne récolte pas de nourriture
pendant les phases de déplacement. Mais au fur et à mesure qu’il séjourne dans une parcelle,
le taux d’extraction de nourriture diminue progressivement 32 jusqu’à retomber au niveau du
taux moyen d’extraction de nourriture comprenant les phases de déplacement. Le critère d’op-
timalité de la récolte de nourriture dans ce modèle, connu sous le nom de théorème de la valeur
marginale, consiste à quitter la parcelle à ce moment précis. Ce modèle a l’avantage notoire
d’être très simple et de produire un critère lui aussi formulé de manière simple. Cependant, il
correspond à une description très idéalisée d’un animal, qui ne possède vraisemblablement ni
connaissance exhaustive de son environnement, ni faculté intellectuelle suffisante pour calculer
des taux moyens d’extraction de nourriture, ainsi que du processus d’épuisement d’une parcelle,
qui n’est ni continu, ni uniforme, ni déterministe.
Cette étude a été étendue par de nombreux auteurs pour pallier partiellement ces restrictions
(entre autres [Oaten 1977, Iwasa 1981, McNair 1983, Green 1984, Nishimura 1992]). D’autres
critères pour quitter une parcelle ont par exemple été considérés et observés. Les plus populaires
semblent être celui du “temps d’abandon” 33 [Charnov 1973, Krebs 1974], où l’organisme quitte
la parcelle dès qu’il reste un certain temps sans trouver de nourriture, et celui du temps constant
passé dans une parcelle, mais les cas où l’organisme quitte la parcelle après avoir trouvé un
nombre fixé de cibles, ou lorsqu’il estime que la qualité de la parcelle n’est plus suffisamment
bonne ont été considérés. Quel que soit le niveau de complexité des modèles étudiés, le principal
élément manquant de ces travaux semble être l’absence de prise en compte du déplacement de
l’animal dans la parcelle et de son impact sur les ressources.
Il se trouve qu’un autre aspect très exploré de la théorie de la recherche optimale de nour-
riture, complètement décorrélé des modèles d’exploitation de parcelles de nourriture, concerne
les stratégies de recherche d’une cible unique (voir figure 5.10(b)), majoritairement étudiées par
l’intermédiaire du temps de premier passage par une cible. Cette observable a été étudiée dans
le cadre de nombreux modèles de recherche aléatoire, introduits pour décrire diverses sortes de
recherches dans la nature à différentes échelles (marches de Lévy [Viswanathan 2011], marches
intermittentes [Bénichou 2011], recherches composites [Plank 2008],...), comme nous l’avons vu
en introduction et dans le chapitre 2. Ces modèles donnent une description explicite du mouve-
ment du chercheur, et pourraient être utilisés de manière avantageuse pour décrire la recherche
de nourriture, qui ferait office de cibles multiples, par un animal dans une parcelle. Pour cela,
il serait essentiel de tenir compte de l’épuisement des ressources au cours du temps et donc de
la disparition des cibles à mesure que le chercheur les trouve. Cependant, le cas où il existe plu-
sieurs cibles qui disparaissent une fois trouvées par le marcheur n’a reçu que très peu d’attention
jusqu’à présent 34.
32. Selon une fonction déterministe qui dépend de chaque parcelle.
33. “Give-up time” en anglais.
34. Le temps de couverture étudié dans le chapitre 2 constitue cependant une exception notable à ce constat.
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Nous allons ici rassembler ces deux grandes problématiques en considérant un nouveau mo-
dèle d’exploitation de parcelles de ressources dans lequel le déplacement de l’animal est pris en
compte explicitement et modélisé par une marche aléatoire 35. Le couplage entre ce déplacement
et l’épuisement des ressources dans une parcelle, qui apparaît de manière naturelle, est au centre
de ce modèle (voir figure 5.10). Nous verrons que la description explicite du mouvement du
marcheur permet de quantifier de manière fine sa consommation de ressources et d’élaborer des
stratégies claires et simples pour savoir quand quitter une parcelle, uniquement liées à l’exploi-
tation de la parcelle actuelle et ne reposant donc pas sur une connaissance supposée de la qualité
de toutes les parcelles de l’environnement.
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Figure 5.10 – (a) Modèle traditionnel d’exploration d’un environnement où les ressources sont regroupées
en parcelles. Un organisme épuise une parcelle uniformément à un rythme déterminé a priori, et la quitte
pour en rejoindre une autre quand son exploitation n’est plus suffisamment profitable. Le déplacement
de l’organisme dans la parcelle et l’impact sur l’épuisement des ressources qui en découle sont négligés.
(b) Modèle usuel de recherche aléatoire de cibles. Un chercheur, dont le but est de trouver les cibles
vertes, réalise une marche aléatoire sur réseau. Les cibles sont généralement en nombre limité et elles ne
disparaissent pas lorsqu’elles ont été découvertes. (c) Modèle d’exploration aléatoire de parcelles présenté
ici. Ce modèle combine les deux aspects précédents, de sorte que l’épuisement des ressources des parcelles
est corrélé explicitement au déplacement de l’organisme, modélisé par une marche aléatoire.
5.4.1.2 Définition du modèle
Pour cela, nous considérons qu’un organisme exploite séquentiellement des parcelles, modé-
lisées chacune par un réseau infini 36 sur lequel il réalise une marche aléatoire simple et dont
chaque site contient une unité de nourriture que l’organisme consomme lorsqu’il visite ce site
35. Nous avons déjà mentionné dans les chapitres précédents que ce type de modélisation du mouvement des
animaux est courant.
36. Ou de très grande taille, c’est-à-dire pour lequel le nombre typique de sites distincts visités par le marcheur
au moment de quitter la parcelle est petit devant le nombre total de sites du réseau.
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pour la première fois. Le déplacement aléatoire du marcheur dans la parcelle entraîne une baisse
progressive de la disponibilité de la nourriture dans cette parcelle et donc un épuisement des
ressources qui n’est ni donné a priori, ni continu, ni uniforme spatialement à l’intérieur de la
parcelle. Lorsque le marcheur considère que l’exploitation de sa parcelle actuelle n’est plus suffi-
samment profitable, selon un critère que nous préciserons plus tard, il la quitte pour en rejoindre
une nouvelle en un temps fixé 37 Z (voir figure 5.10(c)). Au temps t, le marcheur aura exploré
un nombre aléatoire de parcelles Mt, passé un temps Ti aléatoire dans chaque parcelle i et
consommé une quantité aléatoire Ni de nourriture, corrélée au temps Ti. Le processus est donc
constitué d’un enchaînement de cycles de durées {τi ≡ Ti + Z}, constitués chacun d’une phase
d’exploitation d’une parcelle i et d’une phase de transit vers la parcelle suivante.
Pour quantifier l’efficacité de l’exploitation de ces parcelles, nous étudions la quantité de
nourriture Ct collectée par le marcheur au bout d’un temps d’observation t fixé, qui dépend
explicitement de son déplacement à l’intérieur des parcelles. Au-delà d’un intérêt intrinsèque
pour l’écologie, cette question relève également des problèmes d’exploration-exploitation, qui
sont mis en jeu dès qu’un compromis apparaît entre rester dans son état actuel, qui peut ne
plus être profitable au bout d’un certain temps, et changer d’état, qui consomme du temps
ou de l’énergie mais peut s’avérer profitable [Gueudré 2014]. Ces problématiques émergent
dans des contextes variés comme l’économie, la dynamique de l’évolution ou l’innovation
technologique [Cohen 2007].
Nous déterminerons tout d’abord analytiquement des expressions générales de la moyenne et
la variance ainsi que de la distribution complète en transformée de Laplace de la quantité totale
Ct de nourriture collectée en fonction de la statistique de la quantité de nourriture trouvée dans
une parcelle et du temps que le marcheur y reste. Ces expressions sont valables quel que soit le
critère que l’organisme choisit pour décider de quitter une parcelle.
Ensuite, pour particulariser ces résultats généraux, nous déterminerons explicitement la
quantité totale de nourriture collectée au temps t dans le cas où le critère pour quitter une
parcelle est celui du temps d’abandon, défini précédemment, c’est-à-dire le cas où le marcheur
quitte une parcelle lorsque le temps qui s’est écoulé depuis la dernière découverte de nourriture
atteint un temps fixé S. On reconnaît le modèle du marcheur aléatoire affamé, où la “mort”
du marcheur correspond ici à l’instant où il quitte la parcelle de nourriture. Nous traiterons de
manière exacte le cas de parcelles unidimensionnelles et numériquement celui de parcelles bidi-
mensionnelles, et nous examinerons l’impact de la valeur du temps d’abandon S sur l’efficacité
de l’exploitation de cet environnement parcellaire par l’organisme. Nous étudierons également
deux autres critères pour quitter une parcelle, où le marcheur part après un temps fixé passé
dans la parcelle ou après un temps aléatoire distribué exponentiellement. Nous verrons enfin que
notre approche englobe de plus le cas où la nourriture est répartie de manière aléatoire dans
chaque parcelle et non plus uniformément sur chaque site du réseau.
37. Nous le prenons déterministe par simplicité, mais notre formalisme peut facilement s’étendre au cas d’un
temps de transit entre parcelles aléatoire.
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5.4.2 Statistique de la quantité totale de nourriture collectée dans le cas
général
Supposons tout d’abord que le temps Ti passé dans une parcelle i et la quantité de nourriture
Ni qui en est retirée obéissent à des statistiques quelconques (qui sont néanmoins nécessairement
corrélées). Au bout d’un temps d’observation t, supposons que le marcheur a achevéMt−1 = m
cycles et qu’il est interrompu au cours du m+ 1e`me. La durée de ce dernier cycle et la quantité
de nourriture qui en est retirée sont particulières puisque le cycle est interrompu. On les notera
τ∗ et N∗. La quantité totale Ct de nourriture collectée au temps t est la somme de ce qui a été
collecté dans chacune des m+ 1 parcelles explorées
Ct = N1 + ...+Nm +N
∗. (5.55)
Quant au temps d’observation fixé, il impose une contrainte sur les temps Ti qui peut s’exprimer
avantageusement à l’aide des durées des différents cycles τi ≡ Ti + Z
τ1 + ...+ τm + τ
∗ = t, (5.56)
impliquant que les temps passés dans les différentes parcelles ne sont pas indépendants les uns
des autres. La quantité totale de nourriture Ct est donc une somme d’un nombre aléatoire de
variables aléatoires corrélées.
Nous allons montrer que la distribution de Ct peut s’exprimer en fonction de la loi jointe des
variables (Ni, τi) 38. Remarquons que les couples (Ni, τi) sont identiquement distribués, exception
faite du dernier couple (N∗, τ∗) 39. Cependant, dans la limite des grands temps d’observation
t, le nombre m + 1 de parcelles visitées est grand et on peut donc oublier la dernière parcelle
puisque la quantité de nourriture N∗ consommée dans cette parcelle est négligeable par rapport
à la quantité totale de nourriture Ct.
Nous commencerons par déterminer la statistique de la quantité totale Ct de nourriture
collectée au temps t en fonction de celles du temps T passé dans une parcelle et de la quantité
N d’unités de nourriture qui y sont collectées. Dans un deuxième temps, nous spécifierons les
statistiques de T et N en choisissant le critère qu’adopte le marcheur pour quitter une parcelle,
ce qui nous permettra de déterminer la statistique de Ct explicitement.
5.4.2.1 Approche naïve sans corrélations
La première approche que l’on est tenté d’adopter pour résoudre ce problème est de supposer
que les statistiques des Ni et celle de Mt sont indépendantes 40. On montre dans l’annexe M
qu’une telle hypothèse permet d’obtenir la moyenne et la variance suivantes pour la quantité
totale Ct de nourriture collectée au temps d’observation t dans la limite de grand temps
〈Ct〉 ∼
t→+∞ 〈N〉
t
〈T 〉+ Z (5.57)
38. Ou de manière totalement équivalente en fonction de la loi jointe des variables (Ni, Ti).
39. Connaissant les durées τ1,.., τm, le temps τ∗ qui s’écoule jusqu’au temps t est fixé.
40. Ce qui revient à oublier la contrainte (5.56), qui a un impact indirect sur les Ni.
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et
Var(Ct) ∼
t→+∞
(
Var(T )〈N〉2
(〈T 〉+ Z)3 +
Var(N)
〈T 〉+ Z
)
t. (5.58)
La valeur moyenne de la quantité de nourriture totale collectée obtenue ici correspond à l’es-
timation grossière que l’on aurait pu faire de cette quantité en disant qu’elle vaut la quantité
moyenne 〈N〉 de nourriture collectée par parcelle multipliée par le nombre moyen 〈Mt〉 de par-
celles visitées, ce nombre étant donné comme le rapport entre le temps t et le temps moyen qui
s’écoule entre deux visites consécutives de parcelles
〈Mt〉 ∼ t〈T 〉+ Z . (5.59)
Pour évaluer la qualité de cette approche naïve, nous réalisons des simulations numériques
présentées dans l’annexe M en spécifiant, de manière anticipée, le critère qu’adopte le marcheur
pour quitter une parcelle, qui fixe en particulier les statistiques de N et T . En pratique, cette
approche naïve donne un bon accord avec les simulations numériques pour 〈Ct〉 mais surestime
notablement Var(Ct). Pour obtenir une description correcte de la statistique de Ct, il faut donc
prendre en compte les corrélations entre les Ni et Mt.
5.4.2.2 Distribution de la quantité totale de nourriture collectée dans le cas général
Revenons maintenant au cadre général où le critère adopté par le marcheur pour quitter
une parcelle n’est pas encore spécifié, et où les statistiques du temps passé dans une parcelle
et de la quantité de nourriture collectée dans cette parcelle ne sont donc pas encore fixées.
Pour prendre en compte les corrélations entre les Ni et Mt, qui ne peuvent pas être négligées
comme nous venons de le voir, nous adaptons une approche exposée dans [Godrèche 2001]
qui se focalise sur une somme du même type que la somme (5.56) et étudie en particulier
la statistique de la dernière variable Ti de la somme, définie par Ti < t < Ti+1. Dans notre
langage d’exploration de parcelles, il s’agit de l’instant auquel le marcheur arrive dans sa
dernière parcelle. Ici, au lieu d’étudier l’impact de la contrainte (5.56) sur les propriétés des va-
riables Ti elles-mêmes, nous nous intéressons aux variables Ni qui sont corrélées aux variables Ti.
On définit ti l’instant auquel le marcheur arrive dans la parcelle i + 1 avec i ∈ J1,MtK,
et τi ≡ ti+1 − ti l’intervalle de temps entre les arrivées dans deux parcelles successives (voir
figure 5.11). Rappelons que le temps τi est également la durée de la phase i de l’exploration de
l’environnement, constituée de l’exploitation de la parcelle i et du transit vers la parcelle suivante,
qui vaut ainsi τi = Ti + Z. Comme illustré à la figure 5.11, la dernière phase est interrompue
avant son terme, et ainsi que mentionné plus haut, on négligera la quantité de nourriture collectée
dans cette dernière phase 41, c’est-à-dire qu’en posant Mt = m+ 1, on supposera que
Ct ' N1 + ...+Nm. (5.60)
41. Qui est effectivement négligeable par rapport à la quantité de nourriture totale collectée à grand temps t,
le nombre de parcelles Mt devenant très grand.
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On calcule la fonction caractéristique de Ct, définie par
〈
e−pCt
〉
=
+∞∑
m=0
∫
(R+)m
dy1 ...dym
∑
n1,..,nm
e−p(n1+...+nm)Pr({yi}, {ni},m), (5.61)
où 〈 . 〉 désigne une moyenne sur les réalisations de la marche aléatoire 42.
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Figure 5.11 – Le marcheur a visité m + 1 parcelles au temps d’observation t, la dernière visite étant
interrompue au temps t. On note ti l’instant où le marcheur achève la ie phase, une phase étant constituée
d’une visite de parcelle et d’un trajet jusqu’à une nouvelle parcelle. Il s’agit donc également de l’instant
auquel il arrive à la parcelle i+ 1. On note τi la durée de la phase i.
L’intérêt de cette fonction caractéristique est de permettre en particulier de générer tous les
moments de Ct en la développant à petit p. Elle fait intervenir la probabilité jointe de toutes
les valeurs des Ni, des Ti et de Mt. En s’inspirant de [Godrèche 2001], on peut écrire cette
probabilité jointe de la manière suivante
Pr({yi}, {ni},m) =
〈
I(tm < t < tm+1)
m∏
i=1
δ(τi − yi)δNi,ni
〉
, (5.62)
où la fonction indicatrice I(tm < t < tm+1) vaut 1 quand la condition en argument est réali-
sée, c’est-à-dire lorsque la phasem+1 commence avant le temps t mais s’achève après, et 0 sinon.
Prenons la transformée de Laplace de cette probabilité jointe par rapport au temps et aux
variables y1, .., ym, donnée par définition par
Lt,y1,...,ymPr({yi}, {ni},m) ≡
∫
(R+)m+1
dtdy1...dym e
−(st+u1y1+...+umym) Pr({yi}, {ni},m)
(5.63)
où s est la variable conjuguée de t, et ui celle de yi. En utilisant l’expression (5.62) de la
probabilité jointe, on obtient
Lt,y1,...,ymPr({yi}, {ni},m) =
〈∫ +∞
0
dt e−st I(tm < t < tm+1)
m∏
i=1
e−uiτi δNi,ni
〉
=
〈
e−stm − e−stm+1
s
m∏
i=1
e−uiτi δNi,ni
〉
. (5.64)
En écrivant tm et tm+1 en fonction des τi
tm = tm + τm = τ1 + ...+ τm, (5.65)
42. Donc ici sur toutes les valeurs possibles {yi} des {τi}, {ni} des {Ni} et m de Mt − 1.
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il vient
Lt,y1,...,ymPr({yi}, {ni},m) =
〈
1− e−sτm+1
s
m∏
i=1
e−(ui+s)τi δNi,ni
〉
. (5.66)
Les durées τi des différentes phases sont indépendantes, d’où
Lt,y1,...,ymPr({yi}, {ni},m) =
1− 〈e−sτ 〉
s
m∏
i=1
〈
e−(ui+s)τi δNi,ni
〉
. (5.67)
Si on note g(y, n) la probabilité jointe relative à une parcelle, définie comme la probabilité que le
marcheur ait passé un temps τ = y dans la parcelle et y ait collecté N = n unités de nourriture,
et gˆ(s, n) sa transformée de Laplace par rapport à la variable y, on peut réécrire〈
e−(ui+s)τi δNi,ni
〉
=
∫ +∞
0
dy′i
+∞∑
n′i=0
g(y′i, n
′
i) e
−(ui+s)y′i δn′i,ni = gˆ(s+ ui, ni), (5.68)
d’où
Lt,y1,...,ymPr({yi}, {ni},m) =
1− 〈e−sτ 〉
s
m∏
i=1
gˆ(s+ ui, ni). (5.69)
En remarquant que
Lt
(
e−atf(t)
) ≡ ∫ +∞
0
dte−ste−atf(t) = fˆ(s+ a), (5.70)
on obtient l’expression de la transformée de Laplace temporelle de la probabilité jointe de toutes
les valeurs des Ni, des τi et de Mt, après transformations de Laplace inverses par rapport aux
variables ui 43
LtPr({yi}, {ni},m) = 1− 〈e
−sτ 〉
s
m∏
i=1
e−syi g(yi, ni). (5.71)
Finalement, en prenant la transformée de Laplace temporelle de l’équation (5.61), on a
Lt
〈
e−pCt
〉
=
1− 〈e−sτ 〉
s
+∞∑
m=0
m∏
i=1
∫ +∞
0
dyi
+∞∑
ni=0
e−syi−pnig(yi, ni)
=
1− 〈e−sτ 〉
s
+∞∑
m=0
(∫ +∞
0
dy
+∞∑
n=0
e−sy−png(y, n)
)m
(5.72)
et on aboutit à l’expression de la transformée de Laplace temporelle de la fonction caractéristique
de la quantité totale de nourriture Ct collectée au temps t
Lt
〈
e−pCt
〉
=
1− 〈e−sτ 〉
s (1− 〈e−sτ−pN 〉) (5.73)
Cette expression est très générale. En effet, elle est valable quel que soit le critère que le marcheur
adopte pour choisir de quitter une parcelle, les statistiques de τ et N n’étant donc pas fixées, et
quelle que soit la dimension spatiale des parcelles.
43. Dont on rappelle qu’elles sont les variables conjuguées des variables yi.
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5.4.2.3 Expression des moments de la quantité totale de nourriture collectée à
grand temps
En développant la fonction caractéristique de Ct à petit p, on peut déduire ses moments
〈e−pCt〉 = 1− p 〈Ct〉+ p
2
2
〈C2t 〉+ o(p2) (5.74)
ainsi que leur transformée de Laplace
Lt〈e−pCt〉 = 1
s
− pLt〈Ct〉+ p
2
2
Lt 〈C2t 〉+ o(p2). (5.75)
En développant par ailleurs l’équation (5.73) à petit p, on obtient
Lt〈e−pCt〉 = 1
s
[
1− p 〈Ne
−sτ 〉
1− 〈e−sτ 〉 +
p2
2
( 〈N2e−sτ 〉
1− 〈e−sτ 〉 +
2〈Ne−sτ 〉2
(1− 〈e−sτ 〉)2
)]
+ o(p2) (5.76)
d’où la transformée de Laplace des deux premiers moments de Ct 44
Lt〈Ct〉 = 1
s
〈Ne−sτ 〉
1− 〈e−sτ 〉 (5.77)
Lt〈C2t 〉 =
1
s
( 〈N2e−sτ 〉
1− 〈e−sτ 〉 +
2〈Ne−sτ 〉2
(1− 〈e−sτ 〉)2
)
. (5.78)
Par ailleurs, en développant ces expressions à petite variable de Laplace s, on obtient le com-
portement dominant des deux premiers moments de Ct à grand temps t. On a ainsi
Lt〈Ct〉 = 〈N〉
s2〈τ〉 +
1
s
(〈τ2〉〈N〉
2〈τ〉2 −
〈Nτ〉
〈τ〉
)
+ o
(
1
s
)
(5.79)
et
Lt〈Ct〉 = 2〈N〉
2
s3〈τ〉2 +
1
s2
[
2〈N〉
〈τ〉
(〈τ2〉〈N〉
〈τ〉2 − 2
〈Nτ〉
〈τ〉
)
+
〈N2〉
〈τ〉
]
+ o
(
1
s2
)
. (5.80)
En prenant la transformée de Laplace inverse de ces deux développements, on aboutit donc
finalement au développement à grand temps t des deux premiers moments de la quantité totale
de nourriture Ct collectée, en fonction des statistiques du temps τ entre arrivées dans deux
parcelles successives et de la quantité de nourriture N collectée dans une parcelle
〈Ct〉 = 〈N〉〈τ〉 t+
(〈τ2〉〈N〉
2〈τ〉2 −
〈Nτ〉
〈τ〉
)
+ o(1) (5.81)
et
〈C2t 〉
2〈N〉2
〈τ〉2 t
2 +
[
2〈N〉
〈τ〉
(〈τ2〉〈N〉
〈τ〉2 − 2
〈Nτ〉
〈τ〉
)
+
〈N2〉
〈τ〉
]
t+ o(t). (5.82)
44. En poursuivant le développement aux ordres supérieurs en p, on peut obtenir autant de moments de Ct
que l’on souhaite.
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En rassemblant les deux équations (5.81) et (5.82), et en remplaçant τ par T + Z, on obtient
finalement le comportement dominant à grand temps de la moyenne et la variance de la quantité
totale de nourriture collectée au temps t
〈Ct〉 ∼
t→+∞
〈N〉
〈T 〉+ Z t
Var(Ct) ≡ 〈C2t 〉 − 〈Ct〉2 ∼
t→+∞
[〈N〉2Var(T )
(〈T 〉+ Z)3 +
Var(N)
〈T 〉+ Z −
2〈N〉Cov(N,T )
(〈T 〉+ Z)2
]
t
(5.83)
(5.84)
La covariance Cov(N,T ) des variables N et T est définie par
Cov(N,T ) = 〈NT 〉 − 〈N〉〈T 〉. (5.85)
On constate d’après l’équation (5.83) que le comportement dominant de la quantité moyenne
de nourriture collectée à grand temps est identique à celui trouvé au paragraphe 5.4.2.1 en
supposant que la quantité de nourriture collectée dans chaque parcelle est indépendante du
temps passé dans cette parcelle et donc du nombre total de parcelles visitées au temps t. En
revanche, dès l’ordre sous-dominant en t donné à l’équation (5.81), les corrélations interviennent
sous la forme du produit 〈NT 〉.
En ce qui concerne la variance, on voit que l’expression (5.84) obtenue diffère de la variance
obtenue avec l’hypothèse naïve d’absence de corrélations entre Ti et Ni d’un terme proportionnel
à leur covariance. Celle-ci est nulle dans le cas où N et T sont indépendantes, permettant donc
de retrouver dans ce cas l’expression du paragraphe 5.4.2.1. Ces corrélations interviennent pour
la variance de Ct dès l’ordre dominant en t. Il est par conséquent primordial de les prendre en
compte pour décrire correctement la statistique de la quantité totale de nourriture collectée.
Les résultats présentés ici sont généraux et s’appliquent à tout type de statistiques de N
et T . Nous allons maintenant spécifier ces statistiques en choisissant un critère particulier pour
quitter une parcelle, qui conditionne les statistiques du temps passé dans la parcelle et de la
quantité de nourriture qui y est collectée. Nous obtiendrons ainsi des expressions explicites des
moments de la quantité totale de nourriture Ct collectée au temps t pour ce critère particulier.
5.4.3 Cas particulier du temps d’abandon pour des parcelles unidimension-
nelles
Pour déterminer la statistique explicite de la quantité totale de nourriture Ct collectée, nous
devons spécifier les statistiques de T et N , ce que nous faisons en choisissant le critère selon
lequel le marcheur décide de quitter une parcelle. Nous utilisons un critère abondamment dis-
cuté dans la littérature [Krebs 1974, Iwasa 1981, McNair 1983, Green 1984], le critère du temps
d’abandon, selon lequel le marcheur quitte sa parcelle après S étapes consécutives infructueuses
pour trouver de la nourriture. Il s’agit d’un critère naturel puisque tous les animaux, y compris
ceux dont les capacités de raisonnement et de mémoire sont très limitées, ont une connaissance
instinctive du temps depuis lequel ils n’ont pas mangé. Nous considérons ici le cas de parcelles
unidimensionnelles 45.
45. Nous aborderons le cas plus réaliste de parcelles bidimensionnelles plus tard.
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Pour un temps d’abandon S, l’exploitation d’une parcelle se fait exactement selon la tra-
jectoire d’un marcheur aléatoire affamé possédant une capacité de jeûne S se déplaçant sur un
réseau unidimensionnel, qui est le cas traité dans [Bénichou 2014a]. Néanmoins, pour exploiter
la formule (5.73), nous avons besoin de la double transformée de Laplace
〈
e−sτ−pN
〉
de la distri-
bution de (τ,N), où l’on rappelle que τ = T +Z avec T la durée de l’exploitation de la parcelle
(ou le temps de vie du marcheur aléatoire affamé correspondant), Z le temps de transit entre
parcelles, et N la quantité de nourriture collectée par le marcheur dans la parcelle. La probabi-
lité jointe de (T,N) n’ayant pas été obtenue dans [Bénichou 2014a], nous allons maintenant la
déterminer explicitement 46.
5.4.3.1 Probabilité jointe du temps passé dans une parcelle et de la quantité de
nourriture collectée
Par définition, la double transformée de Laplace de la distribution jointe de (T,N) est
〈
e−sT−pN
〉
=
+∞∑
n=0
P (N = n)e−pn
∫ +∞
0
dt e−stP (T = t|N = n), (5.86)
où P (T = t|N = n) est la probabilité que l’exploitation de la parcelle dure un temps t sachant
qu’au moment de quitter la parcelle, le marcheur aura consommé n unités de nourriture. On
note
〈e−sT |N = n〉 ≡
∫ +∞
0
dt e−stP (T = t|N = n) (5.87)
la valeur moyenne de e−sT sachant qu’au moment de quitter la parcelle, le marcheur aura
consommé n unités de nourriture.
Pour calculer cette quantité, nous adaptons l’approche présentée dans [Bénichou 2014a].
A une dimension, le marcheur aléatoire affamé se trouve à tout instant dans un désert 47 de
longueur k avec k le nombre de sites distincts qu’il a visités depuis le début de sa marche.
Lorsqu’il atteint l’une des deux extrémités du désert, il trouve un nouveau site, consomme la
nourriture qui s’y trouve, et peut de nouveau se déplacer au maximum S pas de temps sans
visiter un nouveau site, c’est-à-dire sans atteindre les bords du désert. Un marcheur aléatoire
affamé qui a visité n sites distincts au moment de sa mort a donc un temps de vie T que l’on
peut écrire
T = R1 + ...+Rn + S (5.88)
où Rk < S est la durée de son excursion non mortelle à l’intérieur d’un désert comprenant k sites
contigus, c’est-à-dire le temps qui s’écoule entre la découverte du ke`me et du k + 1e`me sites. La
dernière excursion dans le désert, qui dure un temps S, est fatale au marcheur. Le temps Rk
correspond au temps de sortie d’un intervalle de longueur (k + 1)a, avec a le pas du réseau sur
lequel se déplace le marcheur, partant d’une distance a d’une des extrémités de l’intervalle 48,
46. Et en déduire très simplement celle de (τ,N).
47. Zone dépourvue de nourriture.
48. Le marcheur vient de découvrir un nouveau site, repoussant le bord du désert d’un site et s’en trouvant
donc à une distance a.
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conditionné par la survie du marcheur. D’après l’équation (5.88) et puisque les temps Rk sont
indépendants, on a
〈e−sT |N = n〉 =
(
n∏
k=1
〈e−sRk〉
)
e−sS (5.89)
où 〈e−sRk〉 est donné dans [Bénichou 2014a] par
〈e−sRk〉 =
∫ S
0 dt e
−stFk(t)∫ S
0 dt Fk(t)
. (5.90)
La grandeur Fk(t) est la densité de première sortie de l’intervalle de longueur (k + 1)a partant
d’une distance a de l’un des bords pour un marcheur aléatoire sans contrainte 49, dont l’expression
vaut dans la limite d’espace continu (voir [Redner 2001])
Fk(t) =
4piD
(ka)2
+∞∑
j=0
(2j + 1) sin
(2j + 1)pi
k
exp
[
−
(
(2j + 1)pi
ka
)2
Dt
]
. (5.91)
On en déduit
〈e−sT |N = n〉 = e−sS
n∏
k=1
∫ S
0 dt e
−stFk(t)∫ S
0 dt Fk(t)
. (5.92)
Un calcul inspiré des méthodes développées dans [Bénichou 2014a], détaillé dans l’annexe N,
permet de déterminer 〈e−sT−pN 〉 à partir des équations (5.86), (5.87), (5.91) et (5.92). En se
rappelant que τ = T+Z, on obtient finalement la double transformée de Laplace de la probabilité
jointe de (τ,N)
〈e−sτ−pN 〉 = e−s(Z+S)
∫ +∞
0
dθ Q(θ) e
−ppiθ
√
S
2
× exp
4∫ θ
0
du
u
+∞∑
j=0
1− e− (2j+1)2u2 −sS
1 + u
2sS
(2j+1)2
−
(
1− e− (2j+1)
2
u2
) (5.93)
où la distribution du nombre de sites distincts visités au moment de la mort est donnée pour la
variable renormalisée θ ≡ na/(pi√DS) par
Q(θ) =
4
θ
+∞∑
j=0
e−
(2j+1)2
θ2 exp
[
−2
+∞∑
k=0
E1
(
(2k + 1)2
θ2
)]
, (5.94)
E1 désignant la fonction exponentielle intégrale, définie par E1(x) =
∫ +∞
1 dt e
−xt/t. La connais-
sance de cette double transformée de Laplace 〈e−sτ−pN 〉 permet en particulier de générer tous
les moments de T , N et des produits de ces deux grandeurs (voir annexe O pour ceux qui seront
utiles par la suite).
49. Le dénominateur de l’expression (5.90) permet d’obtenir ce temps de sortie pour un marcheur aléatoire
affamé, en conditionnant par sa survie.
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5.4.3.2 Expression asymptotique des moments de la quantité totale de nourriture
collectée
L’expression de la transformée de Laplace de la probabilité jointe de N et τ donnée à l’équa-
tion (5.93) permet de déduire de l’équation (5.73) une expression explicite de la transformée de
Laplace temporelle de la fonction caractéristique de la quantité totale de nourriture Ct collectée
au temps t par un marcheur explorant des parcelles à une dimension et ayant adopté le critère du
temps d’abandon. On peut en particulier en extraire le développement à grand temps d’abandon
S 50 du terme dominant en t de la moyenne et la variance de Ct (voir Annexe O pour la définition
des constantes K1 à K5)
〈Ct〉
t
∼
S1
K1
√S
K2S + Z
Var(Ct)
t
∼
S1
[
K3S3
(K2S + Z)3 +
K4S
K2S + Z −
K5S2
(K2S + Z)2
]
(5.95)
(5.96)
Comparons ces expressions (5.95) et (5.96) aux résultats de simulations numériques (voir
figure 5.12). On constate que la prise en compte des corrélations entre le temps passé dans une
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Figure 5.12 – Moyenne (a) et variance (b) de la quantité totale Ct de nourriture collectée au temps t,
renormalisées par t. Les points rouges sont les simulations numériques et les lignes noires correspondent
aux expressions (5.95) et (5.96) qui donnent le comportement dominant de la moyenne et la variance de
Ct/t à grands t et S. On a pris un temps d’observation grand t = 500 000 pas, et un temps de transit
entre parcelles Z = 500 pas.
parcelle et la quantité de nourriture qui y est collectée permet une bonne description de ces
résultats de simulations numériques, contrairement à l’approche naïve où ces corrélations sont
négligées, présentée dans l’annexe M, qui ne rend absolument pas compte de la variance réelle
de la quantité totale de nourriture collectée (voir figure M.1(b)).
50. En restant dans un domaine où t S afin que le marcheur visite un grand nombre de parcelles.
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Il apparaît par ailleurs que la moyenne de la quantité totale Ct de nourriture collectée
au temps t possède un maximum en fonction du temps d’abandon choisi par le marcheur. Ce
maximum correspond à un compromis entre l’exploration d’un grand nombre de parcelles, qui
est profitable car à chaque nouvelle parcelle, le marcheur commence par trouver beaucoup de
nourriture, mais fait perdre du temps à cause du transit entre parcelles, et l’exploitation plus
longue des parcelles, qui finit par devenir moins profitable lorsque le marcheur a consommé
beaucoup de nourriture et repasse donc fréquemment par des sites dépourvus de nourriture,
mais qui lui évite de perdre du temps à transiter vers une nouvelle parcelle. Ce genre de
compromis est typique des situations d’exploration-exploitation évoquées précédemment :
faut-il explorer beaucoup de parcelles ou en exploiter un petit nombre ?
Il est possible de comprendre la présence de ce maximum à l’aide d’arguments qualitatifs.
On peut tout d’abord déterminer les comportements limites de la quantité totale moyenne de
nourriture collectée. En effet, si le temps d’abandon choisi par le marcheur est très grand (S > t),
celui-ci ne visite qu’une parcelle et y réalise une marche aléatoire simple sur plus proches voisins.
Au temps t, il aura donc en moyenne collecté une quantité de nourriture proportionnelle à
√
t.
En revanche, si le marcheur a un temps d’abandon très faible (S = 1), il collecte quelques
unités de nourriture par parcelle en un temps très court et passe le plus clair de son temps à
transiter vers une nouvelle parcelle. Il aura dans ce cas consommé au temps t une quantité de
nourriture proportionnelle à t, de l’ordre de quelques t/Z. On comprend donc qu’à grand temps,
l’exploration de nouvelles parcelles permet au marcheur d’améliorer sensiblement la quantité de
nourriture qu’il collecte par rapport à l’exploitation d’une unique parcelle.
Toutefois, on se doute qu’un marcheur très impatient qui quitte sa parcelle dès une tentative
manquée pour trouver de la nourriture (S = 1) perd beaucoup trop de temps à transiter vers une
nouvelle parcelle et qu’il lui serait plus profitable de rester un peu plus longtemps dans sa par-
celle avant de la quitter, ce qui explique la présence d’une maximisation de 〈Ct〉 par rapport à S.
Il est aisé de trouver la valeur du temps d’abandon S produisant le maximum de 〈Ct〉. En
dérivant l’expression (5.95) par rapport à S, on obtient
Sopt = Z
K2
. (5.97)
Etant donné que pour un temps d’abandon S, il a été montré dans [Bénichou 2014a] que la
durée moyenne de l’exploitation de la parcelle est 〈T 〉 ∼ K2S, ce critère d’optimalité peut se
reformuler de la manière suivante
〈T 〉opt = Z (5.98)
Ainsi, le meilleur choix que peut faire le marcheur pour maximiser la quantité de nourriture qu’il
aura collectée au temps t est de passer en moyenne autant de temps à exploiter une parcelle qu’à
se déplacer vers la parcelle suivante. En pratique, l’expression théorique que nous avons obtenue
pour la moyenne de Ct reproduit bien les simulations numériques et en particulier la position
du maximum.
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5.4.4 Robustesse de la maximisation de la quantité de nourriture collectée
Nous avons obtenu des expressions générales pour la distribution de la quantité totale
Ct de nourriture collectée au temps t (voir équation (5.73)) ainsi que pour sa moyenne et
sa variance (équations (5.83) et (5.84)), qui font intervenir les statistiques du temps T passé
dans une parcelle et de la quantité N de nourriture qui y est collectée. Nous avons ensuite
explicité ces grandeurs pour une statistique spécifique de T et de N , correspondant au cas
où le marcheur utilise un critère de type temps d’abandon pour quitter sa parcelle 51, pour
des parcelles unidimensionnelles où chaque site contient initialement une unité de nourriture.
Nous allons maintenant envisager des cas différents, où nous changerons successivement la
répartition de la nourriture dans les parcelles, puis le critère adopté par le marcheur pour
quitter une parcelle et enfin la dimension spatiale des parcelles, afin de tester la robus-
tesse de notre résultat sur l’optimisation de la quantité de nourriture collectée, qui dicte au
marcheur de passer autant de temps à exploiter les parcelles qu’à partir en explorer de nouvelles.
Penchons-nous tout d’abord sur le cas où la nourriture n’est pas présente sur chaque site du
réseau unidimensionnel qui constitue une parcelle, mais où elle y distribuée de manière aléatoire.
Supposons que la distribution de la nourriture soit poissonienne, c’est-à-dire qu’il y ait de la
nourriture sur un site avec une probabilité ρ et pas de nourriture sinon. L’exploration d’une
parcelle est toujours équivalente au parcours d’un marcheur aléatoire affamé, mais qui ne trouve
plus nécessairement de la nourriture lorsqu’il arrive sur un nouveau site. On peut montrer 52 que
dans la limite de grand temps d’abandon S, le temps moyen 〈T 〉ρ passé dans la parcelle n’est
pas modifié par rapport au cas où il y a de la nourriture sur chaque site, alors que la quantité
moyenne 〈N〉ρ de nourriture collectée au moment de quitter la parcelle est proportionnelle à la
densité de nourriture
〈T 〉ρ ∼S→+∞ 〈T 〉 (5.99)
〈N〉ρ ∼S→+∞ ρ〈N〉. (5.100)
On peut comprendre intuitivement ces deux résultats. En présence de cette distribution pois-
sonienne de la nourriture, deux unités de nourriture sont typiquement espacées d’une distance
1/ρ. En se déplaçant, le marcheur creuse donc toujours un désert connexe, mais dont la taille
s’incrémente d’environ 1/ρ à chaque rencontre avec un site portant de la nourriture. Lorsque S
est grand 53, le marcheur échoue à trouver de la nourriture pendant un temps S (et quitte donc
la parcelle) non pas car l’unité de nourriture la plus proche est trop éloignée de lui, mais car
il s’aventure trop profondément dans le (grand) désert qu’il a creusé. La valeur de ρ n’a donc
dans ce régime pas d’impact sur le temps moyen passé dans la parcelle à grand S. Le désert au
moment de quitter la parcelle a donc en moyenne la même taille que lorsqu’il y a de la nourriture
sur tous les sites. En revanche, chaque site de ce désert n’ayant porté de la nourriture qu’avec
une probabilité ρ, le nombre moyen d’unités de nourriture consommées au moment de quitter
la parcelle est lui-même multiplié par ρ.
51. Il la quitte lorsqu’il reste S étapes consécutives sans trouver de nourriture.
52. Ceci est l’objet d’un travail en cours.
53. Typiquement S  1/(Dρ2).
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La moyenne de la quantité totale de nourriture collectée au temps t est donc donnée par
l’expression suivante, dans la limite 1 S  t
〈Ct〉ρ
t
∼ ρK1
√S
K2S + Z = ρ
〈Ct〉
t
(5.101)
Dans ce cas, le choix optimal du temps d’abandon permettant de maximiser la quantité de
nourriture que le marcheur aura collectée au temps t consiste par conséquent encore à passer
autant de temps à exploiter les parcelles qu’à partir en explorer de nouvelles (voir figure 5.13(a)).
Considérons maintenant deux choix différents pour le critère qu’adopte le marcheur pour
quitter sa parcelle. Supposons tout d’abord que le marcheur décide de passer toujours le même
temps déterministe T dans les parcelles, où il réalise donc une marche aléatoire sans contrainte.
Il collecte en moyenne dans chaque parcelle un nombre 〈N〉determ d’unités de nourritures donné
par (voir par exemple [Hughes 1996])
〈N〉determ ∼
√
8T
pi
. (5.102)
Dans ce cas, la quantité moyenne totale 〈Ct〉 de nourriture collectée au temps t vaut
〈Ct〉determ
t
∼
√
8T
pi
T + Z
t (5.103)
qui se minimise à nouveau pour Topt = Z.
Si l’on considère un troisième critère pour quitter une parcelle, qui consiste au contraire à
partir de manière complètement arbitraire, au bout d’un temps distribué exponentiellement avec
une fréquence λ, indépendamment du parcours du marcheur dans la parcelle. Dans ce cas, le
temps moyen passé dans la parcelle est simplement
〈T 〉exp = 1
λ
(5.104)
et il a été montré dans [Yuste 2013] que la quantité moyenne de nourriture collectée dans une
parcelle au moment de la quitter 54 vaut
〈N〉exp ∼
√
coth
λ
2
. (5.105)
On en déduit que dans ce cas, la quantité moyenne totale de nourriture collectée au temps t est
donnée par (voir figure 5.13(a))
〈Ct〉exp
t
∼
√
coth
λ
2
1
Z + λ−1
. (5.106)
54. C’est-à-dire le nombre moyen de sites distincts visités par un marcheur aléatoire évanescent, qui meurt au
bout d’un temps exponentiel.
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Cette fonction est maximisée pour une valeur de λ qui est solution de l’équation implicite suivante
λ+ λ2Z − 2 shλ = 0. (5.107)
Lorsque Z est grand, λ est petit 55 et on trouve dans ce régime
λopt ' 1
Z
, (5.108)
c’est-à-dire 〈T 〉opt = Z. A nouveau, le marcheur a intérêt à rester dans chaque parcelle en
moyenne un temps égal au temps de transit entre parcelles.
Au-delà de cette similarité dans la stratégie optimale maximisant la collecte de nourriture
au temps t, on remarque que la moyenne de la quantité totale de nourriture collectée prend
exactement la même forme pour ces trois critères de départ
〈Ct〉
t
∼ K
√〈T 〉
〈T 〉+ Z . (5.109)
La constante K vaut respectivement pour ces trois critères
K =

K1√
K2
' 1.61 pour le critère du temps d’abandon√
8
pi
' 1.60 pour le critère du temps déterministe
√
2 ' 1.41 pour le critère du temps exponentiel
(5.110)
où les constantes K1 et K2 sont données en annexe O. Les préfacteurs de cette loi (5.109) sont
eux-mêmes très proches, voire quasiment identiques pour les deux premiers critères, comme on
peut le voir sur la figure 5.13(a).
Enfin, il est intéressant de considérer le cas de parcelles en dimension deux, qui est plus
réaliste d’un point de vue écologique que celui des parcelles unidimensionnelles. Comme expliqué
en introduction, le modèle du marcheur aléatoire affamé se déplaçant en dimension deux est
complexe à étudier et n’a pour l’instant donné lieu à aucun résultat exact autre que la borne
déterminée au paragraphe 5.2. Nous nous limiterons donc ici à des simulations numériques.
On peut cependant, comme pour les parcelles unidimensionnelles, anticiper qualitativement
la présence d’un maximum dans la moyenne de la quantité totale de nourriture collectée en
prévoyant son comportement dominant dans les cas limites. Si le marcheur est très impatient
(S = 1), il aura collecté au temps t une quantité de nourriture qui est toujours linéaire en t.
En revanche, si le marcheur ne quitte jamais sa parcelle (S grand), il aura collecté au temps t
une quantité de nourriture proportionnelle à t/ ln t. Comme pour la dimension un, la possibilité
d’explorer d’autres parcelles permet au marcheur d’augmenter la quantité de nourriture qu’il
collecte par rapport à l’exploitation d’une unique parcelle dans la limite de grand temps. A
nouveau toutefois, le marcheur n’a pas intérêt à quitter sa parcelle immédiatement après y être
55. Si le temps de transit entre parcelles est très long, le marcheur a intérêt à rester longtemps dans chaque
parcelle.
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arrivé, afin de ne pas perdre trop de temps en transit entre parcelles quand l’exploitation de sa
parcelle actuelle est encore très profitable. Ce constat traduit toujours le même compromis entre
exploitation et exploration des parcelles.
On observe par conséquent encore une fois un maximum pour la quantité totale moyenne
de nourriture collectée au temps t (voir figure 5.13(b)). Toutefois, en présence de parcelles
bidimensionnelles, la stratégie optimale ne consiste plus à passer autant de temps dans les
parcelles qu’entre les parcelles, mais favorise les phases d’exploitation des parcelles. En effet, à
deux dimensions, la marche aléatoire est moins redondante qu’à une dimension et l’exploitation
aléatoire de la parcelle est donc rentable plus longtemps qu’à une dimension.
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Figure 5.13 – Robustesse de la maximisation de la quantité totale de nourriture collectée au temps
t face à la variation de plusieurs facteurs, pour un temps de transit entre parcelles Z = 50 et un
temps d’observation t = 10000. Le résultat pour un marcheur exploitant des parcelles unidimensionnelles
contenant de la nourriture sur chaque site et quittant sa parcelle selon un critère de temps d’abandon
fixé est représenté en (a) en bleu foncé. Le cas où la nourriture est répartie de manière inhomogène, selon
une distribution de Poisson de densité ρ, est représenté en bleu clair en (a) (la quantité de nourriture
collectée est renormalisée par le temps et la densité ρ de nourriture). Les cas où le marcheur quitte sa
parcelle après un temps déterministe ou exponentiel, indépendamment de sa trajectoire dans la parcelle,
sont représentés en (a) respectivement en orange et en rose. Enfin, le cas de parcelles bidimensionnelles
est représenté en (b).
5.5 Conclusion
Nous avons dans ce chapitre étendu les premiers travaux réalisés dans le cadre du modèle du
marcheur aléatoire affamé défini dans [Bénichou 2014a] dans plusieurs directions qui relèvent
toutes de questions naturelles en écologie. Combien de temps un organisme se déplaçant
aléatoirement dans un environnement bidimensionnel en épuisant les ressources survit-il ?
Comment la dynamique de la régénération des ressources modifie-t-elle les propriétés de survie
de cet organisme ? Comment un organisme peut-il exploiter au mieux un environnement où les
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ressources sont regroupées en parcelles ?
En ce qui concerne la première question, l’extension du modèle du marcheur aléatoire affamé
à deux dimensions est ardue à cause des fortes corrélations entre la trajectoire du marcheur et
son temps de survie. Aucune méthode de résolution exacte de ce problème, même asymptotique
comme à une dimension, ne semble envisageable. Ici, nous avons proposé une description très
simplifiée de ce problème, de type champ moyen, où le désert creusé par le marcheur est supposé
garder constamment une forme circulaire, s’agrandissant à chaque fois que le marcheur en
rencontre le bord. Cette approximation circulaire fournit une borne inférieure du temps de vie
du marcheur et du nombre de sites distincts visités puisqu’elle correspond au cas défavorable où
le marcheur est toujours loin de la nourriture, car dans un désert le plus compact possible (en
réalité, les simulations numériques montrent que les déserts bidimensionnels ont typiquement
des formes ramifiées, où le marcheur est plus près des ressources donc vit beaucoup plus
longtemps).
Nous avons ensuite considéré le cas où les ressources ne disparaissent pas définitivement une
fois consommées, mais peuvent se régénérer après un temps aléatoire de distribution arbitraire,
et ce en toute dimension spatiale. Nous avons déterminé des classes de comportement du
marcheur qui ne dépendent ni des détails de la dynamique de la régénération, ni de la dimension
spatiale, mais seulement des valeurs de la capacité de jeûne du marcheur et des bornes du
support de la distribution des temps de régénération 56. En particulier, nous avons montré
qu’il existe deux régimes très contrastés où le marcheur survit avec probabilité 0 (régime de
mortalité) ou avec probabilité 1 (régime d’immortalité). Il n’existe pas de régime intermédiaire
où le marcheur survit avec une probabilité comprise strictement entre 0 et 1. Nous avons par
ailleurs mis en évidence un troisième régime qui émerge à une dimension dans le régime de
mortalité, où la trajectoire du marcheur n’est absolument plus influencée par la régénération,
celle-ci devenant inefficace car trop lente.
Enfin, nous avons revisité le problème ancien de l’exploitation optimale d’un environnement
où les ressources sont regroupées en parcelles, en tenant compte explicitement des corrélations
qui existent entre la trajectoire du marcheur dans une parcelle, l’épuisement des ressources et
donc l’évolution de la rentabilité de l’exploitation de cette parcelle. Nous avons déterminé la
distribution de la quantité totale de nourriture collectée au temps t en transformée de Laplace
pour tout type d’exploitation des parcelles en fonction de la statistique du temps passé dans
une parcelle et de la quantité de nourriture collectée dans cette parcelle. Nous avons explicité
cette quantité ainsi qu’en particulier sa moyenne et sa variance dans le cas où le marcheur décide
d’abandonner sa parcelle (unidimensionnelle) après avoir passé un temps fixé sans trouver de
nourriture, qui correspond au cas où la trajectoire dans une parcelle est exactement celle d’un
marcheur aléatoire affamé.
Nous avons montré que la moyenne de la quantité totale de nourriture qu’il collecte est
maximisée lorsqu’il passe en moyenne autant de temps à exploiter une parcelle qu’à transiter
56. C’est-à-dire du temps avant lequel aucune régénération n’intervient, et du temps après lequel la régénération
a forcément eu lieu.
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vers la parcelle suivante. Cette maximisation de l’efficacité du marcheur est robuste car elle
reste identique lorsque la nourriture n’est pas distribuée de manière uniforme dans les parcelles
et lorsque le marcheur adopte d’autres critères pour décider de quitter sa parcelle (au bout d’un
temps fixé ou un temps aléatoire exponentiel). Par ailleurs, elle existe également lorsque les
parcelles sont bidimensionnelles mais la stratégie correspondante consiste cette fois à passer plus
de temps à exploiter les parcelles qu’à partir en explorer de nouvelles.
L’apparition d’une stratégie optimale pour exploiter un environnement en parcelles traduit un
lien avec les problématiques d’exploration-exploitation dans lesquelles le marcheur est confronté
à un dilemme entre exploiter une ressource connue ou explorer de nouvelles ressources. Dans
notre cas, le marcheur a intérêt à rester dans sa parcelle assez longtemps pour éviter de perdre
trop de temps à trouver d’autres parcelles, mais pas trop longtemps, afin que l’exploitation de sa
parcelle actuelle reste profitable. Cette connexion avec les problèmes d’exploration-exploitation
ouvre des perspectives d’applications de nos résultats au-delà du contexte de l’écologie.
Par ailleurs, sur un plan théorique, le processus d’exploration des parcelles que nous avons
étudié ici peut être vu comme un processus de remise à zéro 57 où le marcheur revient aléatoi-
rement dans son état initial, c’est-à-dire dans une parcelle vierge. Contrairement aux travaux
de la littérature traitant de cette thématique, notre approche met en jeu des remises à zéro qui
n’interviennent pas à des temps fixés a priori, mais qui sont engendrées par la trajectoire elle-
même. Notre travail constitue donc un pas vers l’introduction d’une nouvelle classe de problèmes
de remise à zéro où les temps entre ces événements sont corrélés à l’histoire du marcheur.
57. “Resetting process” en anglais.
Chapitre 6
Conclusion générale
Dans ce manuscrit, nous nous sommes intéressés à l’impact d’une contrainte géométrique,
dynamique ou mixte sur quelques propriétés classiques des marches aléatoires. Dans les deux
premiers chapitres, la contrainte géométrique prend la forme d’un confinement, partiel dans le
premier et total dans le deuxième, puis la contrainte mixte étudiée dans le chapitre trois se
manifeste par l’intermédiaire d’un confinement dont la position dépend du temps, et enfin, dans
le chapitre quatre, nous avons considéré une contrainte exclusivement dynamique sous forme
d’une obligation de visiter régulièrement des nouveaux sites.
Dans le premier chapitre, nous avons étudié l’influence d’un plan infini réfléchissant sur
l’espace occupé par une marche brownienne bidimensionnelle, que nous avons quantifié grâce aux
caractéristiques géométriques de son enveloppe convexe, définie comme le plus petit polygone
convexe contenant toute la trajectoire.
En l’absence de confinement, le processus est isotrope, et devient anisotrope en présence du
plan réfléchissant. Cette anisotropie introduit une dissymétrie entre les directions de propagation
vers le plan et les directions de propagation qui s’éloignent du plan. En effet, dans les directions
où le marcheur s’approche du plan réfléchissant, il est entravé par ce confinement et ressent donc
un effet de réduction de son espace accessible qui l’empêche d’aller aussi loin dans cette direction
qu’il ne l’aurait été sans confinement. En revanche, dans les directions où le marcheur s’éloigne
du plan réfléchissant, il ressent une poussée effective exercée par ce confinement, qui manifeste
un effet de répulsion effective de la trajectoire, lui permettant au contraire d’aller plus loin qu’en
l’absence de confinement. Ces deux effets antagonistes du plan réfléchissant se combinent de telle
sorte que le périmètre moyen de l’enveloppe convexe, qui est directement lié à la progression du
marcheur dans chaque direction par la formule de Cauchy, possède la propriété singulière d’être
une fonction non monotone de la distance initiale au confinement. En effet, nous avons démontré
que cette observable admet un minimum par rapport à la distance initiale au plan réfléchissant.
Cela signifie en particulier qu’à un instant d’observation fixé, il existe une distance initiale au
plan optimale qui minimise le périmètre de l’enveloppe convexe. Par ailleurs, cette observable
présente un comportement non analytique à faible distance initiale.
Nous avons montré que les deux effets antagonistes du confinement se répercutent également
sur l’extension spatiale moyenne de la trajectoire dans une direction donnée, cette observable
possédant les deux mêmes propriétés que le périmètre moyen de l’enveloppe convexe. Cette non
monotonie et cette non analyticité sont d’autant plus surprenantes qu’elles n’apparaissent pas
au niveau de l’extension moyenne d’une marche brownienne unidimensionnelle.
Outre ces résultats intrigants, nous avons étudié la longueur moyenne de la portion du
confinement visitée par le marcheur en fonction de la distance initiale au plan réfléchissant, qui
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décroît sans surprise vers zéro lorsque le marcheur part de plus en plus loin du confinement.
Nous avons enfin considéré le problème annexe, utile pour l’évaluation numérique du périmètre
moyen de l’enveloppe convexe, de la détermination de la probabilité de survie d’un marcheur
brownien dans un secteur angulaire absorbant. Nous en avons obtenu une expression légère,
adaptée à une étude asymptotique à petit temps.
Dans le deuxième chapitre, nous avons considéré une contrainte géométrique plus forte qu’un
confinement partiel, en étudiant divers types de marches aléatoires en présence d’un confinement
total. La famille d’observables discutée dans ce chapitre, celle des observables de couverture, est
intrinsèquement liée à cette contrainte géométrique totale, puisqu’elle n’est définie qu’en volume
fini. Nous avons posé la question du temps nécessaire à un marcheur aléatoire pour visiter
tous les sites d’un domaine fermé, ou une partie d’entre eux. Cette problématique émerge dans
le contexte des recherches exhaustives, que l’on rencontre en chimie, en biologie ou encore en
robotique, où un certain nombre de cibles doivent être découvertes. Bien que pertinente dans des
situations variées où le recours à des modèles plus élaborés que la marche aléatoire simple est
souvent nécessaire, cette question n’a été que peu abordée, et exclusivement pour les marches
browniennes. Nous nous sommes intéressés dans ce travail à des modèles classiques de marches
aléatoires, comme les marches persistantes, les marches de Lévy et les marches intermittentes
définies en introduction générale.
Nous avons tout d’abord déterminé le temps moyen de couverture d’un réseau unidimension-
nel en conditions aux limites périodiques et réfléchissantes par une marche aléatoire persistante.
Ceci constitue l’un des seuls résultats exacts valables à toute taille de système connus pour
l’instant, et représente un premier pas vers l’étude de processus de recherche plus raffinés.
Nous avons par ailleurs mené une étude générale des temps de couverture complète, partielle
et aléatoire pour des processus non compacts, c’est-à-dire non récurrents. Nous en avons dé-
terminé la distribution asymptotique à grand volume, qui prend la forme d’une distribution de
type Gumbel après renormalisation des variables, traduisant une connexion avec la statistique
d’ordre. Nous avons montré que cette distribution est universelle par rapport au type de pro-
cessus considéré et à la géométrie du volume confinant, ne dépendant que du nombre de sites
restants à la fin de la recherche. La dépendance des temps de couverture complète, partielle et
aléatoire dans le processus et la géométrie du domaine, qui existe bel et bien, est entièrement
contenue dans leur renormalisation.
Enfin, nous avons déduit de leur distribution complète les premiers moments de ces
observables. Nous avons mis en évidence la proportionnalité entre le temps moyen de cou-
verture et le temps moyen global de premier passage par une cible, révélant un lien fort
entre les recherches exhaustives et les recherches à une cible. Cela implique en particulier
que pour les processus donnant lieu à une minimisation du temps moyen global de premier
passage, le temps moyen de couverture peut également être minimisé. Les stratégies opti-
males de recherche à une cible et exhaustives sont donc identiques, ce qui prouve leur robustesse.
Dans le troisième chapitre, nous nous sommes penchés sur une situation où la contrainte
sur la marche aléatoire est à la fois géométrique et dynamique. Nous avons étudié un marcheur
brownien évoluant dans une cage unidimensionnelle dont les bords se déplacent de manière
balistique à des vitesses quelconques. En particulier, nous avons reformulé de manière imagée
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comme suit le cas où la cage se contracte. Un berger veut récupérer son agneau parti vagabonder
— de manière diffusive — à proximité d’un précipice. Celui-ci est apeuré par le berger et biaise
donc légèrement son mouvement vers le précipice lorsque le berger tente de s’approcher de lui. Le
berger se demande quelle vitesse de déplacement adopter pour maximiser ses chances d’attraper
son agneau avant qu’il ne tombe dans le précipice. Il est en effet soumis à un dilemme : marcher
vers l’agneau lui permet de s’en approcher mais risque également de le précipiter plus sûrement
dans le ravin.
Nous avons résolu ce dilemme dans le cadre de notre problème de base, en calculant la
probabilité conditionnelle de sortie du marcheur brownien par l’une des extrémités de la cage.
Nous avons entre autres déterminé que suivant la distance initiale entre le berger et l’agneau
et le degré de crainte de l’agneau, la stratégie optimale pour le berger peut consister à rester
immobile, à courir le plus vite possible vers l’agneau, ou encore à marcher à une vitesse non
triviale. Nous avons en effet démontré que dans certains cas, la probabilité conditionnelle de
sortie présente un maximum ou un minimum, qui résulte de la compétition entre les deux
aspects du dilemme du berger.
Enfin, dans le quatrième chapitre, nous nous sommes tournés vers une contrainte exclu-
sivement dynamique, inédite dans la littérature des marches aléatoires. Nous avons considéré
un marcheur aléatoire “affamé”, issu d’un modèle défini très récemment, qui meurt lorsqu’il ne
découvre pas de nouveaux sites suffisamment régulièrement. Celui-ci se déplace sur un réseau
contenant initialement une unité de nourriture par site, qu’il consomme entièrement et définiti-
vement lorsqu’il visite pour la première fois un site, et meurt de faim lorsqu’il a échoué à trouver
de la nourriture pendant un temps égal à sa capacité maximale de jeûne. Ce problème introduit
un couplage non trivial entre la trajectoire du marcheur et son temps de vie, prenant une forme
particulièrement complexe en dimension deux et plus.
Dépassant l’étude exacte menée dans le cas d’un réseau unidimensionnel, nous avons abordé
le cas ardu de la dimension deux en proposant un modèle simplifié, où la zone dépourvue de
nourriture creusée progressivement par le marcheur est supposée garder tout au long du processus
une forme circulaire. Nous avons déterminé dans ce cadre la distribution asymptotique du nombre
de sites distincts visités au moment de la mort du marcheur. Nous en avons en particulier extrait
sa moyenne, ainsi que le temps de vie moyen du marcheur. Cette description champ moyen
du modèle en dimension deux en donne une borne inférieure, et constitue le premier résultat
analytique en dimension deux.
En nous inspirant de situations écologiques, naturellement décrites par ce modèle, nous
avons ensuite introduit un processus de régénération des ressources et étudié son impact sur
les propriétés de survie du marcheur aléatoire affamé. Nous avons mis en évidence l’existence
de trois degrés différents d’efficacité de la régénération. En dimension supérieure ou égale à
deux, deux régimes contrastés apparaissent. Si la régénération est suffisamment rapide, celle-ci,
“super efficace”, rend le marcheur immortel, c’est-à-dire qu’il ne meurt sur aucune trajectoire. En
revanche, si la régénération n’est pas suffisamment rapide, le marcheur est mortel, c’est-à-dire
qu’il meurt avec probabilité un, comme dans le modèle de base. Dans ce régime, la régénération
est néanmoins efficace, même si le marcheur reste mortel, car elle augmente son espérance de
vie moyenne par rapport à la situation où les ressources disparaissent définitivement. A une
dimension, il émerge un troisième régime, pour une cinétique de régénération très lente, où celle-
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ci devient inefficace, n’ayant plus aucun impact sur le marcheur. Les transitions entre ces régimes
sont universelles par rapport au détail de la statistique de régénération car elles ne dépendent
que de la capacité de jeûne du marcheur et des bornes du support de la distribution des temps
de régénération. La transition entre ces deux premiers régimes est par ailleurs indépendante de
la dimension spatiale.
Enfin, nous avons discuté, à titre préliminaire, une problématique de longue date en
écologie qui concerne l’optimisation de l’exploitation de parcelles de nourriture par un animal,
modélisé par un marcheur aléatoire. Nous avons déterminé la statistique de la quantité totale de
nourriture collectée par le marcheur à un temps d’observation fixé en fonction des statistiques
du temps passé dans une parcelle et de la quantité de nourriture qui en est extraite. Pour
particulariser ce résultat, nous avons fixé le critère selon lequel le marcheur décide de quitter sa
parcelle, déterminant ainsi les statistiques du temps passé dans la parcelle et de la quantité de
nourriture collectée. Nous avons adopté un critère naturel en écologie, selon lequel le marcheur
quitte une parcelle après une phase de recherche infructueuse de nourriture dont la durée
excède son temps d’abandon. Ce critère permet de décrire la marche dans une parcelle par
celle d’un marcheur aléatoire affamé. Nous avons dans ce cas donné des expressions explicites
de la quantité totale de nourriture collectée et en particulier de sa moyenne et sa variance. Sa
moyenne, qui admet un maximum, traduit le compromis à trouver entre l’exploitation d’une
parcelle et l’exploration de différentes parcelles. Cette optimisation, qui consiste à passer autant
de temps à exploiter une parcelle qu’à voyager vers une nouvelle, est robuste par rapport à la
distribution de nourriture dans une parcelle et au critère adopté par le marcheur pour quitter
une parcelle. Elle existe également pour des parcelles en dimension deux, comme nous l’avons
constaté numériquement, mais favorise les phases d’exploitation, plus rentables qu’en dimension
un.
Parmi les extensions envisageables pour tous ces travaux, les plus intéressantes semblent être
les suivantes. A l’issue du chapitre deux, les deux questions laissées en suspens, qui concernent
d’une part l’impact des conditions aux limites, notamment réfléchissantes, sur la distribution du
temps de couverture et d’autre part le devenir de notre approche pour les marches compactes,
par exemple browniennes en dimension deux, apparaissent comme des interrogations légitimes
et pertinentes. Par ailleurs, le modèle du marcheur affamé traité au chapitre quatre est un
terrain très prometteur et quasiment vierge. Il génère de nombreuses questions, comme le
traitement du problème réel 1 à deux dimensions ou en dimension supérieure, l’étude de l’impact
de la répartition de la nourriture ou la détermination des observables à un temps quelconque,
pas uniquement au moment de la mort. En outre, les liens entre notre modèle d’exploration de
parcelles et les problèmes d’exploration-exploitation et de “resetting” ouvrent des perspectives
d’applications de cette approche au-delà du champ de l’écologie.
Pour clore ce manuscrit, il est intéressant d’en donner une lecture transversale en soulevant
quelques connexions possibles entre les différentes problèmes considérés. La première émerge de
la question suivante, dans la lignée du chapitre deux : comment quantifier la couverture d’un
domaine fini par un marcheur aléatoire qui ne se déplace plus sur réseau mais continûment en
1. Par opposition à l’approche champ moyen que nous avons présentée ici.
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volume ? En attribuant une taille finie au marcheur, on imagine le domaine se coloriant au fur et
à mesure jusqu’à ne plus comporter qu’une petite fraction de volume non visitée. Cette première
manière de quantifier la couverture continue d’un domaine peut être complétée d’une étude de la
convergence de l’enveloppe convexe de la trajectoire du marcheur vers la forme du confinement,
qui donne un critère alternatif pour évaluer l’instant auquel on considère que la couverture est
atteinte.
La seconde connexion concerne le modèle d’exploration de parcelles. Imaginons un marcheur
explorant des parcelles de taille finie, qui adopterait un critère pour décider de quitter une
parcelle selon lequel une exploitation doit être interrompue après la collecte d’un nombre fixé
de cibles, également utilisé par les écologistes. La statistique du temps passé dans une parcelle
est alors exactement donnée par celle du temps de couverture partielle d’un domaine, qui serait
néanmoins vraisemblablement unidimensionnel ou bidimensionnel, décrit par des conditions aux
limites réfléchissantes et parcouru par un marcheur brownien. Cela légitime donc à nouveau les
extensions possibles du chapitre deux mentionnées plus haut.
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Annexes
A Probabilités de survie à une dimension avec un point absor-
bant et un point réfléchissant
Nous déterminons ici la probabilité de survie d’un mouvement brownien unidimensionnel
dans les deux situations suivantes (voir figure A.1) :
(i) confiné entre un point réfléchissant et un point absorbant
(ii) avec uniquement un point absorbant.
yx
(a)
y x
(b)
Figure A.1 – (a) Mouvement brownien partant d’une abscisse x avec un point absorbant en y et un
point réfléchissant en −d. (b) Mouvement brownien partant de x en présence d’un point absorbant en
−d < y < x, qui écrante les abscisses inférieures à y et en particulier le point réfléchissant placé en −d.
Commençons par calculer la probabilité de survie Sd(t|x) au temps t pour un marcheur
partant en x entre un point réfléchissant en −d et un point absorbant en y (voir figure A.1(a)).
Elle vérifie une équation de Fokker-Planck vers le passé
∂Sd
∂t
= D
∂2Sd
∂x2
(A.1)
avec les conditions initiale et aux limites suivantes
Sd(0|x) = 1 (A.2)
Sd(t|y) = 0 (A.3)
∂Sd
∂x
∣∣∣∣
x=−d
= 0. (A.4)
On note fˆ la transformée de Laplace de la fonction f , définie par
fˆ(p) =
∫ +∞
0
dt e−p tf(t). (A.5)
La transformée de Laplace du membre de gauche de l’équation (A.1) donne, en intégrant par
parties, ∫ +∞
0
dt e−p t
∂Sd
∂t
=
[
e−p tSd(t|x)
]+∞
0
+ p
∫ +∞
0
dt e−p tSd(t|x) = −1 + pSˆd (A.6)
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et du membre de droite
D
∫ +∞
0
dt e−p t
∂2Sd
∂x2
= D
∂2Sˆd
∂x2
, (A.7)
d’où
D
∂2Sˆd
∂x2
= pSˆd − 1. (A.8)
Cette équation admet une solution de la forme
Sˆd(p|x) = 1
p
+A(p)e
√
p
D
x +B(p)e−
√
p
D
x. (A.9)
En utilisant les conditions aux limites
Sˆd(p|y) = 0 = 1
p
+A(p)e
√
p
D
y +B(p)e−
√
p
D
y (A.10)
∂Sˆd
∂x
∣∣∣∣∣
x=−d
= 0 = A(p)
√
p
D
e−
√
p
D
d −B(p)
√
p
D
e
√
p
D
d, (A.11)
on obtient
A(p) = −1
p
1
e
√
p
D
y + e−2
√
p
D
de−
√
p
D
y
(A.12)
B(p) = −1
p
e−2
√
p
D
d
e
√
p
D
y + e−2
√
p
D
de−
√
p
D
y
. (A.13)
Dans le texte principal, le mouvement brownien part de l’abscisse 0, donc l’expression atten-
due (2.11) de la probabilité de survie en transformée de Laplace est
Sˆd(p|0) = 1
p
(
1− 1 + e
−2
√
p
D
d
e
√
p
D
y + e−2
√
p
D
de−
√
p
D
y
)
=
1
p
1− ch
(√
p
Dd
)
ch
(√
p
D (y + d)
)
 (A.14)
Déterminons maintenant la probabilité de survie Sg(t|x) au temps t pour un marcheur partant
du point x avec un point absorbant en y < x. Elle vérifie toujours une équation vers le passé
∂Sg
∂t
= D
∂2Sg
∂x2
(A.15)
avec la condition initiale et la condition aux limites suivantes
Sg(0|x) = 1 (A.16)
Sg(t|y) = 0. (A.17)
L’équation en transformée de Laplace est la même que précédemment
D
∂2Sˆg
∂x2
= pSˆg − 1. (A.18)
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L’abscisse du point de départ x n’est pas bornée, et comme la probabilité de survie est finie, la
solution de l’équation précédente s’écrit sous la forme
Sˆg(p|x) = 1
p
+B(p)e−
√
p
D
x (A.19)
avec la condition
Sˆg(p|y) = 0 = 1
p
+B(p)e−
√
p
D
y (A.20)
d’où
Sˆg(p|x) = 1
p
(
1− e−
√
p
D
(x−y)
)
(A.21)
qui donne finalement pour un point de départ situé en x = 0 l’équation (2.12) du texte principal
Sˆg(p|0) = 1
p
(
1− e
√
p
D
y
)
(A.22)
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B Expression standard de la probabilité de survie dans un sec-
teur angulaire absorbant infini
absorbant
ab
sor
ba
nt
Figure B.1 – Illustration d’un mouvement brownien dans un secteur angulaire absorbant d’angle α,
décrit en coordonnées polaires et partant du point (r0, ϕ0).
Nous déterminons ici l’expression “naturelle” de la probabilité de survie dans un secteur
angulaire absorbant infini (par opposition à la formule plus compacte mais moins évidente dont
nous avons donné la démonstration dans la section 2.4). La première étape consiste à calculer
le propagateur 1 P (r, ϕ, t|r0, ϕ0) en coordonnées polaires (voir figure B.1), où l’origine du repère
est située au sommet du secteur angulaire. Dans les cas où il n’y a pas d’ambigüité, on désignera
le propagateur par P (r, ϕ, t) par souci de clarté. Le propagateur est solution d’une équation de
Fokker-Planck vers le futur 2
∂P
∂t
= D∆P = D
[
∂2P
∂r2
+
1
r
∂P
∂r
+
1
r2
∂2P
∂ϕ2
]
(B.1)
avec la condition initiale et les conditions aux limites suivantes
P (r, ϕ, 0) = δ(r − r0) = 1
r0
δ(r − r0)δ(ϕ− ϕ0) (B.2)
P (r, 0, t) = 0 (B.3)
P (r, α, t) = 0. (B.4)
On définit la transformée de Laplace du propagateur Pˆ comme
Pˆ (r, ϕ, s) =
∫ +∞
0
dt P (r, ϕ, t) e−st. (B.5)
On prend la transformée de Laplace de l’équation (B.1) et on intègre par parties
D∆Pˆ =
∫ +∞
0
dt
∂P
∂t
e−st =
[
P (r, ϕ, t) e−st
]+∞
0
+ s
∫ +∞
0
dt P (r, ϕ, t) e−st, (B.6)
d’où
sPˆ − 1
r0
δ(r − r0)δ(ϕ− ϕ0) = D∆Pˆ (B.7)
1. Le propagateur P (r, ϕ, t|r0, ϕ0) est simplement la probabilité de trouver le marcheur au point (r, ϕ) au
temps t sachant qu’il est parti initialement du point (r0, ϕ0).
2. Qui correspond tout simplement à une équation de diffusion.
Annexe B. Expression standard de la probabilité de survie dans un secteur . . . 157
avec les deux conditions aux limites issues des équations (B.3) et (B.4)
Pˆ (r, 0, s) = Pˆ (r, α, s) = 0. (B.8)
L’équation (B.1) est à variables séparables, donc sa transformée de Laplace admet une solution
de la forme R(r, s)Φ(ϕ, s). En réinjectant cette forme dans l’équation (B.7) et en séparant les
termes en r des termes en ϕ, on obtient
r2
(
s
D
− R
′′
R
)
− rR
′
R
=
Φ′′
Φ
. (B.9)
Les conditions aux limites angulaires (B.8) indiquent que Φ(ϕ, s) est une combinaison linéaire
de sin(npiϕ/α). Etant donné que la fonction delta de Dirac peut s’écrire
δ(ϕ− ϕ0) = 2
α
+∞∑
n=1
sin
(
n
piϕ
α
)
sin
(
n
piϕ0
α
)
, (B.10)
on décompose Pˆ sur la même base
Pˆ (r, ϕ, s) =
+∞∑
n=1
Rn(r, s) sin
(
n
piϕ
α
)
sin
(
n
piϕ0
α
)
. (B.11)
Réinjectons cette expression dans (B.7). Chaque composante Rn(r, s) vérifie
sRn − 2
r0α
δ(r − r0) = D
(
R′′n +
1
r
R′n −
k2n
r2
Rn
)
(B.12)
avec kn = npi/α. En introduisant la variable y = r
√
s/D, on obtient une équation de Bessel
modifiée
R′′n(y) +
1
y
R′n(y)−
(
1 +
k2n
y2
)
Rn(y) = − 2
y0Dα
δ(y − y0). (B.13)
La fonction Rn(y, s) reste nécessairement finie car le propagateur est inférieur à 1 en tout point,
donc on écrit {
Rn(y, s) = AnIkn(y) pour y < y0
Rn(y, s) = BnKkn(y) pour y > y0
(B.14)
avec Ik(y) et Kk(y) les fonctions de Bessel modifiées du premier et second ordres, qui sont
respectivement divergentes en l’infini et en 0. On détermine ensuite les deux constantes An
et Bn en traduisant d’une part la continuité de Rn(y, s) en y0 et en intégrant d’autre part
l’équation (B.13) entre y−0 et y
+
0AnIkn(y0) = BnKkn(y0)BnK ′kn(y0)−AnI ′kn(y0) = − 2αDy0 . (B.15)
Le wronskien de Ik(y) et Kk(y) est connu et vaut
W (Kk, Ik) = Kk(y)I
′
k(y)−K ′k(y)Ik(y) =
1
y
, (B.16)
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d’où An =
2
αDKkn(y0)
Bn =
2
αDIkn(y0).
(B.17)
Cela donne
Pˆ (r, ϕ, s) =
2
αD
+∞∑
n=1
Inpi
α
(√
s
D
min(r0, r)
)
Knpi
α
(√
s
D
max(r0, r)
)
sin
(npiϕ
α
)
sin
(npiϕ0
α
)
(B.18)
et en prenant la transformée de Laplace inverse, on obtient finalement l’expression du propaga-
teur dans un secteur angulaire
P (r, ϕ, t|r0, ϕ0) = 1
αDt
+∞∑
n=1
sin
(npiϕ
α
)
sin
(npiϕ0
α
)
Inpi
α
( r0r
2Dt
)
exp
(
−r
2 + r20
4Dt
)
. (B.19)
La probabilité de survie au temps t se déduit du propagateur en l’intégrant sur tout l’espace,
ce qui revient à dire qu’avoir survécu au temps t, c’est être quelque part dans le secteur angulaire
au temps t, sans contrainte sur la position
S(t|r0, ϕ0) ≡
∫ +∞
0
dr r
∫ α
0
dϕ P (t, r, ϕ|r0, ϕ0)
=
1
αDt
+∞∑
m=0
2α
(2m+ 1)pi
sin
(
(2m+ 1)piϕ0
α
)∫ +∞
0
dr r I (2m+1)pi
α
( r0r
2Dt
)
e−
r20+r
2
4Dt .
(B.20)
On intègre ensuite par parties
S(t|r0, ϕ0) = 2r0
αDt
+∞∑
m=0
sin
(
(2m+ 1)piϕ0
α
)∫ +∞
0
drI ′(2m+1)pi
α
( r0r
2Dt
)
e−
r20+r
2
4Dt . (B.21)
La dérivée de la fonction de Bessel vaut [Abramowitz 2012]
I ′k(x) =
Ik−1(x) + Ik+1(x)
2
(B.22)
et l’intégrale [Prudnikov 1983]∫ +∞
0
drIk−1
( r0r
2Dt
)
e−
r2
4Dt =
√
piDt e
r20
8Dt I k−1
2
(
r20
8Dt
)
. (B.23)
On obtient finalement une expression de la probabilité de survie dans un secteur angulaire
absorbant d’angle au sommet α au temps t, le mouvement brownien étant parti au temps t = 0
du point (r0, ϕ0)
S(t|r0, ϕ0) = r0√
piDt
e−
r20
8Dt
+∞∑
m=0
sin
(
(2m+1)piϕ0
α
)
2m+ 1
[
I (2m+1)pi
2α
− 1
2
(
r20
8Dt
)
+ I (2m+1)pi
2α
+ 1
2
(
r20
8Dt
)]
(B.24)
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C Relations géométriques entre les coordonnées polaires et les
paramètres de la formule de Cauchy
La correspondance entre les paramètres de la formule de Cauchy (M, θ) et les coordonnées
polaires (r0, ϕ0) utilisés pour le calcul de la probabilité de survie dans le secteur angulaire
s’établit à l’aide de géométrie élémentaire que nous détaillons ici. Comme indiqué dans le texte
principal, la symétrie du problème permet de se restreindre aux directions θ ∈ [−pi/2, pi/2]. On
définit un certain nombre de points utiles pour la démonstration (voir figure C.1).
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Figure C.1 – Définition des points, distances et angles utilisés pour la détermination des relations
géométriques entre (r0, ϕ0) et (M, θ), dans le cas θ > 0 (a) et θ < 0 (b). A est le point de départ de la
trajectoire.
Tout d’abord, en écrivant la somme des angles dans les triangles BAC et AHC et en les
combinant, on obtient l’angle au sommet du secteur angulaire en fonction de θ
α = pi − 2θ. (C.1)
Ensuite, l’objectif est d’écrire r0 et ϕ0 en fonction de M et θ. Dans le triangle AHC, on a
M = r0 sinϕ0, (C.2)
et dans le triangle ACI,
d = r0 sin
(α
2
− ϕ0
)
= r0 cos(θ + ϕ0). (C.3)
Cela donne l’égalité suivante
M
sinϕ0
=
d
cos(θ + ϕ0)
, (C.4)
de laquelle on extrait
tanϕ0 =
M cos θ
d+M sin θ
. (C.5)
Ensuite, en utilisant (C.2),
r0 =
M
sinϕ0
=
M√
1− cos2 ϕ0
=
M
√
1 + tan2 ϕ0
tanϕ0
(C.6)
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d’où il découle
r0 =
1
cos θ
√
d2 + 2dM sin θ +M2 (C.7)
L’objectif n’est pas encore complètement atteint, car l’expression (C.5) ne permet pas d’obtenir
ϕ0 correctement. En effet, arctan est à valeurs dans [−pi/2, pi/2] alors que ϕ0 ∈ [0, pi]. L’angle
ϕ0 doit donc être déterminé via un arccos, qui est à valeurs dans le bon intervalle. En utilisant
les équations (C.3) et (C.2), on peut écrire
d
r0
= cos(θ + ϕ0) = cos θ cosϕ0 − sin θ M
r0
(C.8)
et en éliminant r0 grâce à l’équation (C.6), on obtient finalement
ϕ0 = arccos
(
d+M sin θ√
M2 + 2dM sin θ + d2
)
(C.9)
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D Détails du cas où le marcheur part sur le plan réfléchissant
On cherche à calculer la fonction d’échelle du maximum partant d’un distance initiale nulle
M˜(θ, 0) = 4√
pi
cos θ
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
dv e−v
(√
2
pi
ev√
v
− Iν(v)− Iν+1(v)
)
. (D.1)
Pour cela, on régularise l’intégrale, en introduisant l’intégrale A(β,m) définie en (2.52)
A(β,m) ≡
∫ +∞
0
dv e−βv
(√
2
pi
ev√
v
− Iν(v)− Iν+1(v)
)
(D.2)
avec
ν = (2m+ 1)
pi
2α
− 1
2
, (D.3)
ainsi que B(β) tel que M˜(θ, 0) = B(1)
B(β) ≡ 4√
pi
cos θ
+∞∑
m=0
(−1)m
2m+ 1
A(β,m) (D.4)
dont on déterminera la limite quand le facteur de régularisation β tend vers 1. Dans l’intégrale
A(β,m), on reconnaît à la fois une fonction gamma et la transformée de Laplace des fonctions
de Bessel L[Iν ], de sorte que
A(β,m) =
√
2
pi
1√
β − 1 Γ
(
1
2
)
− L[Iν ](β)− L[Iν+1](β), (D.5)
d’où (voir par exemple [Brychkov 1986])
A(β,m) =
√
2
β − 1 −
(β +
√
β2 − 1)−ν√
β2 − 1 −
(β +
√
β2 − 1)−ν−1√
β2 − 1 . (D.6)
Il faut maintenant de calculer B(β). Pour cela, on pose
a = β +
√
β2 − 1, (D.7)
donc
A(β,m) =
√
2
β − 1 −
a−ν√
β2 − 1 −
a−ν−1√
β2 − 1 . (D.8)
La quantité B(β) met en jeu la somme suivante
+∞∑
m=0
(−1)ma− (2m+1)pi2α + 12
2m+ 1
=
pi
2α
√
a
∫ a
0
dy
+∞∑
m=0
(−1)my− (2m+1)pi2α −1
=
pi
2α
√
a
∫ a
0
dy
y−
pi
2α
−1
1 + y−
pi
α
=
√
a arctan
(
a−
pi
2α
)
(D.9)
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d’où
B(β) =
4 cos θ√
pi
pi
4
√
2
β − 1 −
arctan
(
a−
pi
2α
)
√
β2 − 1
(
1√
a
+
√
a
) (D.10)
en utilisant
+∞∑
m=0
(−1)m
2m+ 1
=
pi
4
. (D.11)
Il faut enfin évaluer B(β) en β = 1 donc pour cela, on développe B(β) en β = 1 + ε avec ε 1.
On a en particulier
a = β +
√
β2 − 1 = 1 + ε+
√
2ε ∼
ε→0
1 +
√
2ε,
√
a ∼ 1 +
√
ε
2
,
arctan
(
a−
pi
2α
)
∼ arctan
(
1− pi
α
√
ε
2
)
∼ pi
4
(
1−
√
2ε
α
)
d’où finalement, en prenant ε = 0,
M˜(θ, 0) = 2√pi cos θ
pi − 2θ (D.12)
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E Développement du maximum moyen à petite distance initiale
On détermine ici le développement de la fonction d’échelle M˜(θ, x) du maximum à petite
distance initiale, c’est-à-dire x  1, qui va dépendre a priori de la direction θ. Son obtention
nous permettra d’obtenir le développement de la fonction d’échelle du périmètre de l’enveloppe
convexe, par intégration sur toutes les directions θ. Comme expliqué dans le texte principal,
nous pouvons nous restreindre donc aux directions [−pi/2, pi/2].
Comme nous allons le voir dans un instant, le développement de M˜(θ, x) et la technique
pour l’obtenir dépendent du signe de θ. Nous allons tout d’abord le déterminer pour les
angles positifs à l’aide du développement à petit x de la probabilité de survie et du calcul de
transformées de Laplace. Nous verrons ensuite que le calcul du développement pour les angles
négatifs, même s’il s’appuie sur des bases similaires, nécessite une adaptation. On remarquera
par ailleurs que l’ordre 0 de ce développement est donné par le cas x = 0 présenté dans l’annexe
précédente, donc sera laissé de côté.
Le point de départ de ces démonstrations consiste à écrire la probabilité de survie interve-
nant dans l’équation (2.38), en fonction de la distance initiale renormalisée x = d/
√
Dt et de
u = M/
√
Dt,
S(x)(t|u, θ) =
√
x2 + 2xu sin θ + u2√
pi cos θ
e−
x2+2xu sin θ+u2
8 cos2 θ
+∞∑
m=0
sin
(
(2m+ 1)piα arccos
(
x+u sin θ√
u2+2xu sin θ+x2
))
2m+ 1
×
[
Iν
(
x2 + 2xu sin θ + u2
8 cos2 θ
)
+ Iν+1
(
x2 + 2xu sin θ + u2
8 cos2 θ
)]
(E.1)
avec α = pi − 2θ et ν = (2m+ 1)pi/(2α)− 1/2.
E.1 Développement de M˜(θ, x) pour θ > 0
On se concentre tout d’abord sur le développement de M˜(θ, x) pour θ ∈ [0, pi/2], que l’on
déterminera jusqu’à l’ordre 2
M˜(θ, x) = M˜(θ, 0) + ∆1(θ)x+ ∆2(θ)x2 + o(x2). (E.2)
Le protocole présenté dans cette partie n’est pas applicable au cas θ ∈ [−pi/2, 0] car il apparaît
une divergence. Nous traiterons ce cas par la suite.
Commençons par développer la probabilité de survie (E.1) à petit x. Les différents facteurs
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se développent de la manière suivante√
u2 + 2xu sin θ + x2 ∼ u+ x sin θ + x
2
2u
cos2 θ, (E.3)
e−
x2+2xu sin θ
8 cos2 θ ∼ 1− xu sin θ
4 cos2 θ
− x
2
8 cos2 θ
+
x2u2 sin2 θ
32 cos4 θ
, (E.4)
Iν
(
u2 + 2xu sin θ + x2
8 cos2 θ
)
∼ Iν
(
u2
8 cos2 θ
)
+
(
xu sin θ
4 cos2 θ
+
x2
8 cos2 θ
)
I ′ν
(
u2
8 cos2 θ
)
+
x2u2 sin2 θ
32 cos4 θ
I ′′ν
(
u2
8 cos2 θ
)
(E.5)
et
arccos
(
x+ u sin θ√
u2 + 2xu sin θ + x2
)
∼ arccos
(
sin θ +
x
u
cos2 θ
)
∼ pi
2
− θ − x
u
cos θ, (E.6)
d’où
sin
(
(2m+ 1)
pi
α
arccos
(
x+ u sin θ√
u2 + 2xu sin θ + x2
))
∼ (−1)m cos
(
(2m+ 1)pi
x
u
cos θ
pi − 2θ
)
∼ (−1)m
(
1− (2m+ 1)
2pi2
2 (pi − 2θ)2
x2
u2
cos2 θ
)
.
(E.7)
Par ailleurs, la dérivée des fonctions de Bessel prend trois formes différentes, que nous utiliserons
alternativement [Abramowitz 2012]
I ′ν(x) =
Iν−1(x) + Iν+1(x)
2
(E.8)
= Iν−1(x)− ν
x
Iν(x) (E.9)
= Iν+1(x) +
ν
x
Iν(x). (E.10)
E.1.1 Premier ordre
A l’aide des précédents développements, on obtient le premier ordre en x de (E.2)
∆1(θ) = −
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
du
e−
u2
8 cos2 θ√
pi cos θ
{(
sin θ − u
2 sin θ
4 cos2 θ
)[
Iν
(
u2
8 cos2 θ
)
+ Iν+1
(
u2
8 cos2 θ
)]
+
u2 sin θ
4 cos2 θ
(
I ′ν
(
u2
8 cos2 θ
)
+ I ′ν+1
(
u2
8 cos2 θ
))}
.
(E.11)
En utilisant (E.10) pour exprimer I ′ν
(
u2/8 cos2 θ
)
et (E.9) pour I ′ν+1
(
u2/8 cos2 θ
)
, on obtient
I ′ν
(
u2
8 cos2 θ
)
+ I ′ν+1
(
u2
8 cos2 θ
)
=
(
8 cos2 θ
u2
ν + 1
)
Iν
(
u2
8 cos2 θ
)
+
(
1− (ν + 1)8 cos
2 θ
u2
)
Iν+1
(
u2
8 cos2 θ
)
(E.12)
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ce qui simplifie l’expression de ∆1(θ)
∆1(θ) = −
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
du
e−
u2
8 cos2 θ√
pi cos θ
sin θ (1 + 2ν)
[
Iν
(
u2
8 cos2 θ
)
− Iν+1
(
u2
8 cos2 θ
)]
,
(E.13)
et en posant y = u2/8 cos2 θ,
∆1(θ) = −
√
2
pi
+∞∑
m=0
(−1)m
2m+ 1
(1 + 2ν) sin θ
∫ +∞
0
dy√
y
e−y (Iν(y)− Iν+1(y)) . (E.14)
Séparer les deux fonctions de Bessel de l’intégrande conduirait à une divergence, mais tel
qu’écrit en (E.14), l’intégrale sur y est finie puisqu’elle met en jeu une différence de fonctions
de Bessel. Comme précédemment (voir annexe précédente), nous introduisons un facteur de
régularisation β > 1 que nous ferons tendre vers 1 par la suite. On pose
D(β,m) ≡
∫ +∞
0
dy√
y
e−βy (Iν(y)− Iν+1(y)) (E.15)
de sorte que
∆1(θ) = −
√
2
pi
+∞∑
m=0
(−1)m
2m+ 1
(1 + 2ν) sin θ D(1,m), (E.16)
et en utilisant [Prudnikov 1983],
D(β,m) =
√
2
pi
(
Qν− 1
2
(β)−Qν+ 1
2
(β)
)
(E.17)
où Qν− 1
2
(β) est une fonction de Legendre de seconde espèce, définie par
Qν− 1
2
(β) =
1
2ν+
1
2
√
pi
Γ(ν + 12)
Γ(ν + 1)
1
βν+
1
2
2F1
(
ν
2
+
3
4
,
ν
2
+
1
4
; ν + 1;
1
β2
)
(E.18)
avec 2F1 une fonction hypergéométrique. En écrivant Qν+ 1
2
(β) à l’aide de la même formule et
en utilisant la formule
Γ(x+ 1) = x Γ(x), (E.19)
on obtient
D(β,m) =
1
2ν
Γ(ν + 12)
Γ(ν + 1)
1
βν+
1
2
×
[
2F1
(
ν
2
+
3
4
,
ν
2
+
1
4
; ν + 1;
1
β2
)
− 1
2β
ν + 12
ν + 1
2F1
(
ν
2
+
5
4
,
ν
2
+
3
4
; ν + 2;
1
β2
)]
.
(E.20)
Les fonctions hypergéométriques du type 2F1(a, b; a+ b; z) peuvent être exprimées de la manière
suivante
2F1
(
ν
2
+
3
4
,
ν
2
+
1
4
; ν + 1;
1
β2
)
=
Γ(ν + 1)
Γ(ν2 +
3
4)Γ(
ν
2 +
1
4)
+∞∑
n=0
(
ν
2 +
3
4
)
n
(
ν
2 +
1
4
)
n
(n!)2
(
1− 1
β2
)n
×
[
2ψ(n+ 1)− ψ
(
ν
2
+
3
4
+ n
)
− ψ
(
ν
2
+
1
4
+ n
)
− ln
(
1− 1
β2
)]
(E.21)
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avec (a)n = Γ(a+ n)/Γ(a) le symbole de Pochhammer, et ψ(x) = Γ′(x)/Γ(x) la fonction di-
gamma. Etant donné que l’on s’intéresse à la limite β → 1, le seul terme non nul de la somme
est le terme n = 0. On a donc
D(β,m) ∼
β→1
1
2ν
Γ(ν + 12)
Γ(ν + 1)
1
βν+
1
2
×
{
Γ(ν + 1)
Γ(ν2 +
3
4)Γ(
ν
2 +
1
4)
[
2ψ(1)− ψ
(
ν
2
+
3
4
)
− ψ
(
ν
2
+
1
4
)
− ln
(
1− 1
β2
)]
− 1
2β
ν + 12
ν + 1
Γ(ν + 2)
Γ(ν2 +
5
4)Γ(
ν
2 +
3
4)
[
2ψ(1)− ψ
(
ν
2
+
5
4
)
− ψ
(
ν
2
+
3
4
)
− ln
(
1− 1
β2
)]}
.
(E.22)
En utilisant la relation (E.19) et
ψ(x+ 1) = ψ(x) +
1
x
, (E.23)
on obtient
D(β,m) −→
β→1
1
2ν
Γ(ν + 12)
Γ(ν2 +
3
4)Γ(
ν
2 +
1
4)
1
ν
2 +
1
4
. (E.24)
L’égalité suivante
Γ(2z) =
1√
2pi
22z−
1
2 Γ(z) Γ(z +
1
2
) (E.25)
permet enfin d’aboutir à une expression très simple de D(1,m)
D(1,m) =
√
2
pi
2
1 + 2ν
. (E.26)
En réinjectant cette expression dans l’équation (E.16), le terme du premier ordre en x de M˜(θ, x)
pour θ positif est finalement
∆1(θ) = − sin θ. (E.27)
E.1.2 Second ordre
En appliquant à nouveau le changement de variable y = u2/(8 cos2 θ), le terme d’ordre 2 en
x de M˜(θ, x) s’écrit
∆2(θ) = − 1√
pi
+∞∑
m=0
(−1)m
2m+ 1
∫ +∞
0
√
2 dy e−y
×
[
cos θ
4
√
2y
(Iν(y) + Iν+1(y))
(
1− pi
2(2m+ 1)2
(pi − 2θ)2
)
+
1 + 2 sin2 θ
4
√
2 cos θ
(Iν−1 − Iν − Iν+1 + Iν+2) (y)
+
sin2 θ
4
√
2 cos θ
y (Iν−2 − 3Iν−1 + 2Iν + 2Iν+1 − 3Iν+2 + Iν+3) (y)
]
. (E.28)
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Remarquons que cette équation n’est valable que si ν > 0 pour tout m ∈ N, ce qui est vrai pour
θ > 0 mais faux si θ < 0 (puisque ν(m = 0) = θ/α). Dans ce cas, le coefficient ∆2(θ) sous cette
forme est infini puisque le terme Iν(0)(y)/y n’est pas intégrable en 0. Nous verrons comment
traiter cette divergence par la suite.
On introduit à nouveau un paramètre de régularisation β > 1 pour calculer cette intégrale,
que l’on fera tendre vers 1 ensuite. On définit
E(β,m) ≡
∫ +∞
0
dy e−βy
[
cos θ
4
√
2y
(Iν + Iν+1) (y)
(
1− pi
2(2m+ 1)2
(pi − 2θ)2
)
+
1 + 2 sin2 θ
4
√
2 cos θ
(Iν−1 − Iν − Iν+1 + Iν+2) (y)
+ y
sin2 θ
4
√
2 cos θ
(Iν−2 − 3Iν−1 + 2Iν + 2Iν+1 − 3Iν+2 + Iν+3) (y)
]
(E.29)
tel que
∆2(θ) = −
√
2
pi
+∞∑
m=0
(−1)m
2m+ 1
E(1,m). (E.30)
Cette quantité se réécrit à l’aide de transformées de Laplace
E(β,m) =
cos θ
4
√
2
(
1− pi
2(2m+ 1)2
(pi − 2θ)2
)
L
[
Iν(y) + Iν+1(y)
y
]
(β)
+
(1 + 2 sin2 θ)
4
√
2 cos θ
L [Iν−1 − Iν − Iν+1 + Iν+2] (β)
+
sin2 θ
4
√
2 cos θ
L [y(Iν−2 − 3Iν−1 + 2Iν + 2Iν+1 − 3Iν+2 + Iν+3)(y)] (β). (E.31)
Ces transformées de Laplace ont des expressions connues (voir [Brychkov 1986])
L
[
Iν(y)
y
]
(β) =
1
ν
(β +
√
β2 − 1)−ν −→
β→1
1
ν
(E.32)
L [Iν(y)] (β) = (β +
√
β2 − 1)−ν√
β2 − 1 =β→1
1√
2(β − 1) − ν + o(1) (E.33)
L [y Iν(y)] (β) = β + ν
√
β2 − 1
(β +
√
β2 − 1)ν(β2 − 1)3/2
=
β→1
1
2 (β − 1)3/2
[
1 + (β − 1)
(
1
4
− ν2
)
+
√
2(β − 1)3/2(ν2 + ν3)
]
+ o(1).
(E.34)
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Un calcul simple permet d’obtenir
L
[
Iν(y) + Iν+1(y)
y
]
(β) −→
β→1
1
ν
+
1
ν + 1
=
(2m+ 1)pi
pi − 2θ
4(
(2m+1)2pi2
(pi−2θ)2 − 1
) (E.35)
L [Iν−1 − Iν − Iν+1 + Iν+2] (β) −→
β→1
0 (E.36)
L [y(Iν−2 − 3Iν−1 + 2Iν + 2Iν+1 − 3Iν+2 + Iν+3)(y)] (β) −→
β→1
0. (E.37)
Le terme du second ordre en x prend finalement une forme très simple
∆2(θ) =
√
pi
2
cos θ
pi − 2θ . (E.38)
Le développement de la fonction d’échelle du maximum M˜(θ, x) dans la direction θ > 0 à
l’ordre 2 est par conséquent
M˜(θ, x) = 2
√
pi cos θ
pi − 2θ − sin θ x+
√
pi
2
cos θ
pi − 2θx
2 + o(x2) (E.39)
E.2 Développement de M˜(θ, x) pour θ < 0
Passons au cas plus complexe du développement de M˜(θ, x) pour θ ∈ [−pi/2, 0]. Comme
nous l’avons mentionné dans le paragraphe précédent, l’approche qui y est développée échoue
en raison d’une divergence qui apparaît pour le terme m = 0 de la somme mise en jeu dans
l’équation (2.40). Pour contourner ce problème, nous traitons à part la source de cette divergence,
à savoir la partie Iν du terme m = 0 de cette somme. Les autres termes (la partie Iν+1 du terme
m = 0 ainsi que tous les termes m > 0 de la somme) se développent sans souci jusqu’à l’ordre
2 en utilisant la méthode détaillée ci-dessus. Pour cela, nous séparons donc M˜(θ, x) en trois
parties correspondant au découpage de la somme du m évoqué à l’instant
M˜(θ, x) = T0(θ, x) + T ′0(θ, x) + T1(θ, x) (E.40)
avec
T0(θ, x) =
∫ +∞
0
du
{
2
pi
−
√
x2 + 2xu sin θ + u2√
pi cos θ
cos
[
pi
α
arccos
(
u+ x sin θ√
u2 + 2xu sin θ + x2
)]
× e−x
2+2xu sin θ+u2
8 cos2 θ Iν(0)
(
x2 + 2xu sin θ + u2
8 cos2 θ
)}
, (E.41)
T ′0(θ, x) =
∫ +∞
0
du
{
2
pi
−
√
x2 + 2xu sin θ + u2√
pi cos θ
cos
[
pi
α
arccos
(
u+ x sin θ√
u2 + 2xu sin θ + x2
)]
× e−x
2+2xu sin θ+u2
8 cos2 θ Iν(0)+1
(
x2 + 2xu sin θ + u2
8 cos2 θ
)}
(E.42)
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et
T1(θ, x) =
+∞∑
m=1
(−1)m
2m+ 1
∫ +∞
0
du
{
4
pi
−
√
x2 + 2xu sin θ + u2√
pi cos θ
e−
x2+2xu sin θ+u2
8 cos2 θ
× cos
[
(2m+ 1)
pi
α
arccos
(
u+ x sin θ√
u2 + 2xu sin θ + x2
)]
(Iν + Iν+1)
(
x2 + 2xu sin θ + u2
8 cos2 θ
)}
.
(E.43)
Le terme T0 fait apparaître une divergence au moment du calcul de l’ordre 2 si l’on suit
la méthode exposée précédemment. On s’attend donc à ce qu’il existe entre les ordres 1 et 2
du développement un terme d’ordre intermédiaire non analytique 3, que nous allons déterminer.
Pour cela, il est utile de transférer la dépendance en x vers la fonction de Bessel, dont on devine
qu’elle va être à l’origine de la non analyticité 4, à l’aide du changement de variable suivant
z =
u2 + 2xu sin θ + x2
x2 cos2 θ
du =
−
x cos θ
2
√
z−1dz si u 6 −x sin θ
x cos θ
2
√
z−1dz si u > −x sin θ.
On obtient donc une expression où la fonction de Bessel devra être développée à petit argument
T0(θ, x) =
∫ 1
cos2 θ
1
dz
x cos θ
2
√
z − 1
{
2
pi
− x√
pi
√
z cos
[
pi
α
arccos
(
−
√
z − 1√
z
)]
e−
x2z
8 Iν(0)
(
x2z
8
)}
+
∫ +∞
1
dz
x cos θ
2
√
z − 1
{
2
pi
− x√
pi
√
z cos
[
pi
α
arccos
(√
z − 1√
z
)]
e−
x2z
8 Iν(0)
(
x2z
8
)}
≡ I1 + I2. (E.44)
La première intégrale I1 peut s’écrire simplement
I1 = −2x
pi
sin θ − x
2 cos θ
2
√
pi
∫ 1
cos2 θ
1
dz
√
z
z − 1 cos
[
pi
α
arccos
(
−
√
z − 1√
z
)]
e−
x2z
8 Iν(0)
(
x2z
8
)
.
(E.45)
En revanche, on ne peut pas séparer les deux termes de l’intégrande de I2 comme nous l’avons
fait pour I1 puisque sa borne supérieure est infinie. Nous faisons donc apparaître le terme d’ordre
0 en x de ce terme, donné par∫ +∞
0
dz
x cos θ
2
√
z
[
2
pi
− x√
pi
√
z e−
x2z
8 Iν(0)
(
x2z
8
)]
= 4 ν(0)
cos θ√
pi
. (E.46)
3. C’est-à-dire qui n’est pas une puissance entière de x.
4. Son développement à petit argument étant le suivant
Iν(x) ∼
x1
xν
2ν Γ(ν + 1)
.
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En séparant cette intégrale en deux parties (de 0 à 1 et de 1 à l’infini), nous pouvons maintenant
couper l’intégrale I2
I2 =4 ν(0)cos θ√
pi
+
∫ +∞
1
dz
x cos θ
pi
(
1√
z − 1 −
1√
z
)
− x
2 cos θ
2
√
pi
∫ +∞
1
dz
{√
z
z − 1 cos
[
pi
α
arccos
(√
z − 1
z
)]
− 1
}
e−
x2z
8 Iν(0)
(
x2z
8
)
−
∫ 1
0
dz
x cos θ
pi
√
z
+
x2 cos θ
2
√
pi
∫ 1
0
dz e−
x2z
8 Iν(0)
(
x2z
8
)
. (E.47)
En regroupant I1 et I2, on obtient finalement
T0(θ, x) =
4θ cos θ√
pi(pi − 2θ) −
2x
pi
sin θ + C(x, θ) (E.48)
avec
C(x, θ) ≡ x
2 cos θ
2
√
pi
{∫ 1
0
dz e−
x2z
8 Iν(0)
(
x2z
8
)
−
∫ 1
cos2 θ
1
dz
√
z
z − 1 cos
[
pi
α
arccos
(
−
√
z − 1√
z
)]
e−
x2z
8 Iν(0)
(
x2z
8
)
−
∫ +∞
1
dz
[√
z
z − 1 cos
[
pi
α
arccos
(√
z − 1
z
)]
− 1
]
e−
x2z
8 Iν(0)
(
x2z
8
)}
.
(E.49)
Le développement à petit x de l’intégrande permet effectivement de faire apparaître un terme
non analytique en x
e−
x2z
8 Iν(0)
(
x2z
8
)
∼
x→0
x2ν(0)zν(0)
16ν(0)Γ(1 + ν(0))
+O(x2+2ν(0)). (E.50)
Le terme non analytique C(x, θ) s’écrit donc comme la somme d’un terme d’ordre intermédiaire
entre les ordres 1 et 2, ν(0) = θ/α étant dans l’intervalle [−1/2, 0], et un terme d’ordre supérieur
C(x, θ) ∼
x→0
C(θ)x2+2ν(0) + C2(x, θ) + o(x
2) (E.51)
où
C(θ) ≡ cos θ
2 4ν(0)+1
√
pi Γ(1 + ν(0))
{
1
1 + ν(0)
−
∫ 1/ cos2 θ
1
dz
√
z
z − 1 cos
[
pi
α
arccos
(
−
√
z − 1√
z
)]
zν(0)
−
∫ +∞
1
dz
[√
z
z − 1 cos
[
pi
α
arccos
(√
z − 1
z
)]
− 1
]
zν(0)
}
(E.52)
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et
C2(x, θ) ≡ −cos θx
2
2
√
pi
∫ +∞
1
dz
{√
z
z − 1 cos
[
pi
α
arccos
(√
z − 1
z
)]
− 1
}
×
[
e−
x2z
8 Iν
(
x2z
8
)
− x
2ν(0)zν(0)
16ν(0)Γ(1 + ν(0))
]
. (E.53)
On peut déterminer que le terme C2(x, θ) est d’ordre 2 en x en introduisant la variable u = x2z/8
et en utilisant le développement suivant
1√
1− x28u
cos
[
pi
α
arccos
(√
1− x
2
8u
)]
∼
x→0
1 +
(
1− pi
2
α2
)
x2
16u
. (E.54)
On obtient ainsi
C2(x, θ) = C2(θ)x
2 + o(x2) (E.55)
avec
C2(θ) ≡ −cos θ
4
√
pi
(
1− pi
2
α2
)∫ +∞
0
du
u
(
e−u Iν(0)(u)−
uν(0)
2ν(0)Γ(1 + ν(0))
)
. (E.56)
Nous avons donc obtenu le développement du terme T0 jusqu’à l’ordre 2
T0 =
4θ cos θ√
pi(pi − 2θ) −
2
pi
sin θ x+ C(θ)x2+2ν(0) + C2(θ)x
2 + o(x2). (E.57)
Le calcul explicite du développement à l’ordre 2 des termes T ′0 et T1 de l’équation (E.40)
est au contraire sans surprise. L’approche directe présentée au paragraphe E.1 est valable pour
ces termes puisque les indices des fonctions de Bessel impliquées (ν(0) + 1 for T ′0 et ν(m) avec
m > 1 pour T1) sont positifs. On obtient donc
T ′0(θ, x) =
4(1 + ν(0)) cos θ√
pi
− 2 sin θ
pi
x+
θ cos θ√
pi(pi − 2θ) x
2 + o(x2) (E.58)
T1(θ, x) =− 2
√
pi cos θ
pi − 2θ −
(
1− 4
pi
)
sin θ x−
√
pi cos θ
2(pi − 2θ) x
2 + o(x2). (E.59)
Le développement à petit x de M˜(θ, x) jusqu’à l’ordre 2 est par conséquent
M˜(θ, x) = 2
√
pi cos θ
pi − 2θ − sin θ x+ C(θ)x
2+ 2θ
pi−2θ +
(
C2(θ)− cos θ
2
√
pi
)
x2 + o(x2) (E.60)
où l’on a remplacé ν(0) et α par leurs valeurs respectives θ/α et pi − 2θ. Les coefficients C(θ) et
C2(θ) sont définis par les équations(2.58) et (E.56).
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F Détails du calcul de l’expression alternative de la probabilité
de survie dans un secteur angulaire absorbant
Nous calculons ici les termes C2 = C+2 +C
−
2 , C
+
3 et C
−
3 de l’expression (2.93) sur le modèle
de la méthode présentée dans le texte principal pour le calcul de C1. Les deux termes C±2 sont
définis par
C±2 = 2
k∑
j=1
∫ α
0
dψ ey cos(2jα±ψ) cos
(
jα± ψ
2
)
×
∫ piϕ0
α
0
dx′
+∞∑
m=0
cos((2m+ 1)x′) cos
(
(2m+ 1)jpi ± (2m+ 1)piψ
2α
)
. (F.1)
En utilisant que, pour j et m entiers, on a
cos ((2m+ 1)jpi ±X) = (−1)j cos(X), (F.2)
on peut réécrire
C±2 = 2
k∑
j=1
(−1)j
∫ α
0
dψ ey cos(2jα±ψ) cos
(
jα± ψ
2
)
×
∫ piϕ0
α
0
dx′
+∞∑
m=0
cos((2m+ 1)x′) cos
(
(2m+ 1)
piψ
2α
)
. (F.3)
Cette manipulation de parité et de périodicité permet à nouveau d’appliquer la formule (2.91)
+∞∑
m=0
cos
(
(2m+ 1)
piy
L
)
cos
(
(2m+ 1)
piz
L
)
=
L
4
δ(y − z), (F.4)
pour 0 6 y 6 L/2 et 0 6 z 6 L/2, ici avec L = pi, d’où
C±2 =
pi
2
k∑
j=1
(−1)j
∫ α
0
dψ ey cos(2jα±ψ) cos
(
jα± ψ
2
)∫ piϕ0
α
0
dx′
+∞∑
m=0
δ
(
x′ − piψ
2α
)
(F.5)
=
pi
2
k∑
j=1
(−1)j
∫ 2ϕ0
0
dψ ey cos(2jα±ψ) cos
(
jα± ψ
2
)
(F.6)
=
pi
2
ey
k∑
j=1
(−1)j
∫ 2ϕ0
0
dψ e−2y sin
2(jα±ψ/2) cos
(
jα± ψ
2
)
. (F.7)
Le changement de variable u =
√
2y sin(jα± ψ/2) donne
C±2 = ±
k∑
j=1
(−1)j pi√
2
ey√
y
∫ √2y sin(jα±ϕ0)
√
2y sin(jα)
du e−u
2
(F.8)
= ±
k∑
j=1
(−1)j
(pi
2
)3/2 ey√
y
[
erf(
√
2y sin(jα+ ϕ0))− erf(
√
2y sin(jα))
]
. (F.9)
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En sommant les deux contributions C+2 et C
−
2 , on en déduit finalement
C2 = C
−
2 + C
+
2 =
k∑
j=1
(−1)j
(pi
2
)3/2 ey√
y
[
erf(
√
2y sin(jα+ ϕ0))− erf(
√
2y sin(jα− ϕ0))
]
.
(F.10)
Les termes C−3 et C
+
3 nécessitent un traitement plus précautionneux à cause des bornes
d’intégration en ψ données par l’équation (2.93). En revanche, les manipulations de parité et de
périodicité sont les mêmes que celles données à l’équation (F.2). On a tout d’abord pour C−3
C−3 = (−1)k+1
pi
2
∫ α
max(0,(2k+2)α−pi)
dψ ey cos((2k+2)α−ψ) cos
(
(k + 1)α− ψ
2
)∫ piϕ0
α
0
dx′ δ
(
x′ − piψ
2α
)
.
(F.11)
Comme précédemment, l’intégrale sur x′ vaut 1 si ψ ∈ [0, 2ϕ0] et 0 sinon. Si la borne inférieure
de l’intégrale sur ψ de (F.11) est plus grande que 2ϕ0, il n’y a pas d’intersection entre [0, 2ϕ0] et
[max(0, (2k+ 2)α−pi), α], aboutissant à un terme C−3 nul. On peut donc réécrire cette intégrale
sous la forme
C−3 = (−1)k+1
pi
2
∫ max(2ϕ0,max(0,(2k+2)α−pi))
max(0,(2k+2)α−pi)
dψ ey cos((2k+2)α−ψ) cos
(
(k + 1)α− ψ
2
)
. (F.12)
Comme on a ϕ0 > 0, on remarque que
max(2ϕ0,max(0, (2k + 2)α− pi)) = max(2ϕ0, (2k + 2)α− pi), (F.13)
et donc que
C−3 = (−1)k+1
pi
2
∫ max(2ϕ0,(2k+2)α−pi)
max(0,(2k+2)α−pi)
dψ ey cos((2k+2)α−ψ) cos
(
(k + 1)α− ψ
2
)
(F.14)
= (−1)k+1pi
2
ey
∫ max(2ϕ0,(2k+2)α−pi)
max(0,(2k+2)α−pi)
dψ e−2y sin
2((k+1)α−ψ/2) cos
(
(k + 1)α− ψ
2
)
. (F.15)
En appliquant le changement de variable u =
√
2y sin((k + 1)α− ψ/2), on obtient
C−3 = (−1)k+1
pi
2
ey√
y
∫ √2y sin[(k+1)α−max(ϕ0,(k+1)α−pi/2)]
√
2y sin[(k+1)α−max(0,(k+1)α−pi/2)]
du e−u
2
. (F.16)
En remarquant finalement que
z −max(a, b) = z + min(−a,−b) = min(z − a, z − b), (F.17)
on en déduit
C−3 = (−1)k+1
pi
2
ey√
y
∫ √2y sin[min((k+1)α−ϕ0,pi/2)]
√
2y sin[min((k+1)α,pi/2)]
du e−u
2
(F.18)
= (−1)k+1
(pi
2
)3/2 ey√
y
×
{
erf
[√
2y sin
(
min
(
(k + 1)α,
pi
2
))]
− erf
[√
2y sin
(
min
(
(k + 1)α− ϕ0, pi
2
))]}
.
(F.19)
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Pour finir, le calcul de l’intégrale C+3 s’appuie sur le même genre de manipulations que
précédemment. On a
C+3 = (−1)k+1 2
∫ max(0,pi−(2k+2)α)
0
dψ ey cos((2k+2)α+ψ) cos
(
(k + 1)α+
ψ
2
)∫ piϕ0
α
0
dx′ δ
(
x′ − piψ
2α
)
(F.20)
qui vaut 0 si max(0, pi − (2k + 2)α) = 0 (dans le cas où l’intervalle (iii) n’a pas besoin d’être
sous-divisé, comme sur la figure 2.16(b)), c’est-à-dire si les deux bornes de l’intégrale sont égales.
En se servant de cette idée, on peut réécrire de même
C+3 = (−1)k+1 2
∫ pi−(2k+2)α
min(0,pi−(2k+2)α)
dψ ey cos((2k+2)α+ψ) cos
(
(k + 1)α+
ψ
2
)∫ piϕ0
α
0
dx′ δ
(
x′ − piψ
2α
)
(F.21)
= (−1)k+1pi
2
∫ min(2ϕ0,pi−(2k+2)α)
min(0,pi−(2k+2)α)
dψ ey cos((2k+2)α+ψ) cos
(
(k + 1)α+
ψ
2
)
(F.22)
= (−1)k+1
(pi
2
)3/2 ey√
y
×
{
erf
[√
2y sin
(
min
(
ϕ0 + (k + 1)α,
pi
2
))]
− erf
[√
2y sin
(
min
(
(k + 1)α,
pi
2
))]}
.
(F.23)
Notons que ce terme est bien nul si (2k + 2)α > pi car les deux minimums valent pi/2.
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G Transformée de Laplace inverse de la distribution du temps
de couverture partielle
On calcule ici la transformée de Laplace inverse de l’équation (3.67) du texte principal
Pˆ (s) ∼ Γ(p+ 1 + s〈T 〉)
p !N s〈T 〉
. (G.1)
Les pôles de Pˆ (s) sont ceux de la fonction Gamma, situés en des valeurs de s telles que p+1+〈T 〉
prend des valeurs entières négatives, c’est-à-dire en s = (−n − p − 1)/〈T 〉 avec n ∈ N. La
transformée de Laplace inverse de Pˆ (s) vaut donc
Pp(t) =
∫ +i∞
−i∞
ds est Pˆ (s) (G.2)
où l’intégrale est effectuée le long de l’axe des ordonnées dans le plan complexe. Par ailleurs, la
fonction Pˆ (s) tend vers zéro en module lorsque |s| → +∞ avec une partie réelle négative. En
particulier,
lim
R→∞
∫
C(R)
ds est Pˆ (s) = 0 (G.3)
où C(R) désigne le demi-cercle de rayon R centré à l’origine du plan complexe à gauche de l’axe
des ordonnées (voir figure G.1). En appliquant le théorème des résidus, on obtient donc
Pp(t) =
∫ +i∞
−i∞
ds est Pˆ (s) =
1
p !
+∞∑
n=0
(−1)n
n!
exp
(
−n+ p+ 1〈T 〉 (t− 〈T 〉 lnN)
)
=
1
p !
exp
(
−(p+ 1) t− 〈T 〉 lnN〈T 〉
)
exp
[
− exp
(
− t− 〈T 〉 lnN〈T 〉
)]
. (G.4)
On en déduit l’expression de la distribution du temps de couverture partielle renormalisé
x ≡ (t− 〈T 〉 lnN)/〈T 〉 annoncée dans le texte principal
Pp(x) ∼ 1
p !
exp(−(p+ 1)x− e−x). (G.5)
Figure G.1 – Contour utilisé pour le théorème des résidus. La partie en rouge donne la transformée de
Laplace inverse de Pˆ (s), la partie en vert tend vers 0 lorsque son rayon R tend vers l’infini et les points
représentent les pôles de Pˆ (s).
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H Distribution du temps de premier passage pour les processus
non-compacts étudiés
Dans cette annexe, nous vérifions que l’hypothèse d’une distribution des temps de premier
passage exponentielle est correcte pour les processus non compacts étudiés. Nous avons supposé
qu’une fois l’intégralité des sites couverts à l’exception d’un petit nombre k de sites, le temps
de premier passage par chacun des k derniers sites partant du N − k − 1e`me site visité suit une
même loi exponentielle
F (t) =
1
〈T 〉 exp
(
− t〈T 〉
)
(H.1)
où 〈T 〉 est le temps moyen global, c’est-à-dire le temps moyen de premier passage par la cible,
moyenné sur le point de départ. Pour vérifier cette hypothèse, nous avons tracé sur la figure H.1
la distribution du temps de premier passage pour les processus étudiés dans le corps du texte 5,
pour un point de départ et une cible éloignés (a) et proches (b). Dans le premier cas, tous
les processus suivent la distribution exponentielle (H.1), de même que dans le second cas, à
l’exception des marches de Lévy et persistantes à 2D, pour lesquelles à la distribution expo-
nentielle s’ajoute la contribution des trajectoires pour lesquelles la cible est trouvée quasiment
immédiatement 6 [Bénichou 2014b].
14121086420
(a)
121110987654321
(b)
Figure H.1 – Distribution du temps de premier passage renormalisé par le temps moyen global, pour
les processus étudiés dans le corps du texte. En (a), le point de départ et la cible sont très éloignés
(respectivement au coin et au centre du réseau) et en (b), ils sont écartés d’une distance de 5 pas de
réseau.
5. Avec les mêmes valeurs des paramètres que ceux pour lesquels a été tracée la distribution du temps de
couverture complète
6. Ce qui arrive souvent avec ces deux processus : le marcheur a tendance à faire des excursions balistiques,
donc a une chance non négligeable de trouver la cible directement.
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I Analyse à petit vitesse de la probabilité conditionnelle de sortie
d’une cage en expansion
Nous déterminons ici le développement de la probabilité conditionnelle de sortie Le d’une
cage en expansion à petite vitesse c. Pour cela, nous étudions tout d’abord le développement de
l’intégrale intervenant dans l’équation (4.62) du texte principal
J ≡
∫ +∞
L0
dL
L3/2
exp
(
− α
2cL
4D
+
n2pi2D
cL
)
. (I.1)
En effectuant le changement de variable u = 1/L, cette intégrale devient
J =
∫ 1
L0
0
du√
u
exp
(
− α
2c
4Du
+
n2pi2Du
c
)
. (I.2)
L’intégrande est intégrable en u→ 0, mais en développant la fonction exponentielle à petit c à
l’ordre 1, il ne l’est plus. On introduit donc une coupure pour régulariser l’intégrale
J '
∫ 1
L0
0
du√
u
exp
(n2pi2Du
c
)
− α
2c
4D
∫ 1
L0
ε
du
u3/2
exp
(n2pi2Du
c
)
. (I.3)
La première intégrale donne une fonction d’erreur imaginaire erfi, définie par
erfi (x) ≡ −i erf (ix) . (I.4)
La deuxième intégrale se calcule aisément par intégration par parties∫ 1
L0
ε
du
u3/2
exp
(n2pi2Du
c
)
=
[
− 2√
u
exp
(
n2pi2Du
c
)] 1
L0
ε
+
2n2pi2D
c
∫ 1
L0
ε
du√
u
exp
(n2pi2Du
c
)
(I.5)
et en remarquant que pour c→ 0 et ε→ 0, on a
exp
(
n2pi2D
cL0
)
 exp
(
n2pi2Dε
c
)
, (I.6)
on obtient finalement
J ' 1
n
√
c
piD
(
1− n
2pi2α2
2
)
erfi
(
npi
√
D
cL0
)
+
α2c
√
L0
2D
exp
(n2pi2D
cL0
)
(I.7)
' exp
(n2pi2D
cL0
)[ c√L0
pi2n2D
+
(
1− n
2pi2α2
2
)
L
3/2
0 c
2
2D2n4pi4
]
, (I.8)
où l’on a utilisé
erfi(x) ∼
x→+∞
ex
2
√
pix
. (I.9)
La suite du calcul est extrêmement proche de celui présenté dans le corps du texte, les sommes
impliquées étant exactement identiques. On obtient donc finalement le même développement de
la probabilité conditionnelle de sortie que dans le cas d’une cage en contraction, au signe près
Le(x0, L0) = L0 − x0
L0
+
cx0
6D
(L0 − x0)
[
(3α− 1)L0 − x0
]
L20
+ o(c) (I.10)
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J Densité de première sortie d’un disque
Nous calculons dans cette annexe la transformée de Laplace inverse de l’expression suivante
Fˆ (r, s) =
I0
(√
s
Dr
)
I0
(√
s
DR
) (J.1)
qui est la transformée de Laplace de la densité de premier passage par le bord d’un disque de
rayon R pour un marcheur partant d’un rayon r < R 7. La transformée de Laplace inverse de
cette fonction est donnée par
F (r, t) =
1
2ipi
∫ γ+i∞
γ−i∞
ds est
I0
(√
s
Dr
)
I0
(√
s
DR
) (J.2)
qui est une intégrale le long de la ligne verticale Re(s) = γ située à droite des pôles de l’intégrande
dans le plan complexe. Ces pôles sont les zéros de I0
(√
s
DR
)
, donnés par
sk = − D
R2
j2k (J.3)
avec jk le ke`me zéro de la fonction J0. Ces pôles sk sont tous négatifs, on prend donc γ = 0.
Pour calculer cette intégrale à l’aide du théorème des résidus, on complète cette droite par le
demi-cercle de rayon C → +∞ centré en 0 situé à gauche de l’axe des ordonnées pour en faire un
contour fermé (voir figure J.1). Sur la partie circulaire du contour, s a une partie réelle négative,
C
Figure J.1 – Contour utilisé pour le théorème des résidus. La partie en rouge donne la transformée de
Laplace inverse de Fˆ (r, s), la partie en vert tend vers 0 lorsque son rayon C tend vers l’infini et les points
représentent les pôles de Fˆ (r, s).
donc pour |s| → +∞, l’intégrande se comporte comme
est
I0
(√
s
Dr
)
I0
(√
s
DR
) ∝ exp(st+√ s
D
(r −R)
)
(J.4)
et tend donc vers 0 lorsque le rayon du contour tend vers l’infini. La densité de premier passage
au temps t s’écrit donc
F (r, t) = 2ipi
+∞∑
k=0
Res
(
est
I0
(√
s
Dr
)
I0
(√
s
DR
) , sk
)
(J.5)
7. Cette densité de premier passage n’est donnée dans [Redner 2001] qu’en transformée de Laplace.
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où sk est donné à l’équation (J.3) et Res(f, z) désigne le résidu de la fonction f au point z. Pour
f de la forme
f(x) =
g(x)
h(x)
, (J.6)
le résidu en z est donné par
Res(f, z) =
f(z)
g′(z)
. (J.7)
On a
I′0(z) = I1(z) (J.8)
et
I0(iz) = J0(z) (J.9)
I1(iz) = iJ1(z) (J.10)
d’où
Res
(
est
I0
(√
s
Dr
)
I0
(√
s
DR
) ,− D
R2
j2k
)
=
2D
R2
jk exp
(
−Dtj
2
k
R2
)
J0
(
jk
r
R
)
J1(jk)
. (J.11)
Finalement, on obtient l’expression de la densité de première sortie d’un disque de rayon R
partant d’un rayon r
F (r, t) =
2D
R2
∞∑
k=1
jke
−Dtj2k/R2 J0
(
jk
r
R
)
J1(jk)
(J.12)
qui permet d’obtenir la formule (5.29) du texte principal en prenant r = Rk − a et R = Rk.
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K Calcul du temps de vie moyen dans l’approximation circulaire
Ce calcul s’appuie sur la méthode de calcul du temps de vie moyen du marcheur aléatoire
affamé présentée dans [Bénichou 2014a] pour le cas unidimensionnel. Le temps de vie moyen
du marcheur s’obtient en partitionnant sur le nombre n de fois qu’il est revenu toucher le bord
avant de mourir dans le désert
〈τ〉 =
+∞∑
n=0
(〈τ1〉+ 〈τ2〉+ · · ·+ 〈τn〉+ S)P (n) , (K.1)
où 〈τk〉 est le temps moyen de retour au bord du désert de rayon Rk = a
√
k/pi lors de la
ke`me excursion dans le désert, conditionné par le retour du marcheur en un temps inférieur à
sa capacité métabolique S, et où le terme S correspond à l’excursion fatale au marcheur. P (n)
est la probabilité d’avoir touché n fois le bord avant de mourir, donnée par l’équation (5.38) du
texte principal. Par définition, le temps moyen conditionnel 〈τk〉 est le temps moyen de retour
non conditionné, divisé par la probabilité d’être revenu au bord avant le temps S
〈τk〉 =
∫ S
0 dt t Fk(t)∫ S
0 dt Fk(t)
=
∫ S
0 dt t Fk(t)
Fk , (K.2)
où Fk et Fk sont donnés par les équations (5.29) et (5.30). On définit Gk par
Gk ≡
∫ S
0
dt t Fk(t) =
2Dpi
ka2
∫ S
0
dt t
+∞∑
m=1
jm
J0
(
jm
(
1−√pik ))
J1(jm)
e−
piD
ka2
j2mt , (K.3)
avec jm le me`me zéro de la fonction de Bessel J0. A grand k, on peut développer la fonction de
Bessel
J0
(
jm
(
1−
√
pi
k
))
' jm
√
pi
k
J1(jm) (K.4)
donc en réaliser l’intégration temporelle
Gk ' 2a
2
D
√
k
pi
+∞∑
m=1
1
j2m
[
1−
(
1 +
piDj2mS
ka2
)
e−
piDS
ka2
j2m
]
. (K.5)
Comme vu dans le texte principal, le dénominateur de (K.2) vaut 1 à une correction exponen-
tiellement petite en S près, donc
τk ' Gk . (K.6)
On définit ensuite Xn comme la somme des temps moyens des n premières excursions
Xn ≡
n∑
k=1
τk . (K.7)
On convertit cette somme en intégrale, et en utilisant l’expression de Gk obtenue à l’équa-
tion (K.5) 8, on obtient
Xn ' 2a
2
D
∫ n
0
dk
√
k
pi
+∞∑
m=1
1
j2m
[
1−
(
1 +
piDj2mS
ka2
)
e−
piDS
ka2
j2m
]
. (K.8)
8. Qui est bien valable pour k réel.
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En changeant de variable u = ka2/(piDS), on trouve que X (θ), qui dépend maintenant d’une
variable continue θ ≡ na2/(piDS), vaut
X (θ) ' 2pi
√
DS3/2
a
∫ θ
0
du√
u
+∞∑
m=1
[
u
j2m
−
(
1 +
u
j2m
)
e−
j2m
u
]
. (K.9)
En utilisant l’équation (K.1) et en transformant une nouvelle fois la somme en intégrale, il vient
〈τ〉 =
+∞∑
n=0
XnP (n) + S '
∫ +∞
0
dθ X (θ)P (θ,S) + S . (K.10)
avec P (θ,S) donnée dans le texte principal à l’équation (5.39). On obtient enfin l’expression
asymptotique du temps de vie moyen du marcheur aléatoire affamé dans l’approximation circu-
laire
〈τ〉 ' S + 2pi
√
DS3/2
a
∫ +∞
0
dθ P (θ,S)
∫ θ
0
du√
u
+∞∑
m=1
[
u
j2m
−
(
1 +
u
j2m
)
e−
j2m
u
]
(K.11)
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L Estimation qualitative de la moyenne du temps de vie et du
nombre de sites distincts visités à une dimension
Cette estimation repose sur un principe similaire à celui présenté à deux dimensions dans le
cadre de l’approximation circulaire en 5.2.1. A une dimension, le marcheur creuse un désert dont
la longueur croît d’un pas de réseau a à chaque fois qu’il touche le bord du désert. On découpe
à nouveau la trajectoire typique du marcheur entre trois étapes successives :
(i) le marcheur creuse un désert de longueur Lc dangereuse,
(ii) il revient n2 fois au même bord du désert, qu’il ne peut plus traverser car il risque très
fortement d’y mourir,
(iii) il s’aventure finalement trop loin dans le désert et meurt.
Dans la phase (i), le marcheur touche indifféremment l’une ou l’autre des extrémités du dé-
sert, puisque la taille de celui-ci lui permet encore de le traverser sans mourir. Ce temps de traver-
sée d’un désert de longueur L partant de l’une distance a d’une des extrémités vaut [Redner 2001]
ttrav =
L2 − a2
6D
. (L.1)
La longueur critique Lc ≡ n1a du désert, avec n1 le nombre moyen de sites distincts visités
durant la phase (i), est donc atteinte lorsque ce temps de traversée devient de l’ordre de la
capacité métabolique du marcheur
L2c − a2
6D
= S , (L.2)
ce qui donne, dans la limite de grand S
Lc '
√
6DS (L.3)
et par conséquent le nombre moyen de sites distincts visités durant cette phase
n1 '
√
6DS
a
. (L.4)
Le temps moyen T1 passé dans cette phase est donné par la somme des temps moyens des
n1 premières excursions dans le désert
T1 =
n1∑
k=1
tk (L.5)
avec tk le temps moyen pour atteindre l’une des deux extrémités d’un intervalle de taille ka en
partant d’une distance a de l’un de ses bords
tk =
ka2
2D
. (L.6)
On en déduit
T1 =
n1∑
k=1
a2k
2D
' L
2
c
4D
' 3S
2
. (L.7)
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A partir de la fin de la phase (i), le marcheur meurt avec une forte probabilité s’il essaie de
traverser le désert. Supposons, sans nuire à la généralité, que le marcheur se trouve au niveau de
l’extrémité gauche du désert à l’issue de la phase (i). Nous allons estimer le nombre de fois n2 qu’il
va revenir à cette extrémité du désert avant de mourir lors de la phase (iii). Schématiquement, la
phase (iii) correspond à la première excursion à partir du début de la phase (ii) où le marcheur
“tente” de traverser le désert, c’est-à-dire à l’issue de laquelle il aurait touché le bord droit s’il
n’avait pas eu la contrainte de sa capacité métabolique finie. Pour un marcheur sans contrainte,
les probabilités pour qu’il touche finalement le bord gauche ou le bord droit d’un désert de taille
L à l’issue de son excursion partant à une distance a du bord gauche valent
p− =
L− a
L
(L.8)
p+ =
a
L
(L.9)
et le temps conditionnel de premier passage pour atteindre le bord gauche du désert est
t− =
aL
6D
(
2− a
L
)
. (L.10)
La probabilité Πk qu’un marcheur aléatoire sans contrainte revienne k fois sur le bord gauche
avant de toucher le bord droit, étant initialement placé dans un désert de taille Lc à l’issue de
la phase (i), est
Πk =
Lc − a
Lc
× Lc
Lc + a
× Lc + a
Lc + 2a
× . . .× Lc + (k − 2)a
Lc + (k − 1)a ×
a
Lc + ka
=
a(Lc − a)
(Lc + (k − 1)a)(Lc + ka) . (L.11)
Les k − 1 premiers facteurs de ce produit représentent les probabilités que le marcheur touche
le bord gauche, ajoutant à chaque fois une longueur a au désert, et le dernier facteur est la
probabilité de toucher le bord droit 9. A grand k, on a Πk ∝ k−2, donc le nombre moyen de
retour au bord gauche, donné par
∑
k>0 kΠk, est infini. Bien que ce temps moyen soit fini, le
temps typique pour que cet événement se produise est fini. Le nombre n2 de retours au bord
gauche dans la phase (ii) peut par exemple être évalué grâce au nombre médian de retours, à
défaut du nombre moyen,
n2∑
k=0
Πk =
1
2
. (L.12)
On en déduit dans ce cas
n2∑
k=0
a(Lc − a)
(Lc + (k − 1)a)(Lc + ka) = 1−
Lc − a
Lc + n2a
=
1
2
. (L.13)
9. L’intervalle ayant alors atteint une longueur Lc + ka.
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Le nombre typique de sites distincts visités lors de la phase (ii) vaut donc finalement
n2 ∼ Lc
a
= n1. (L.14)
La durée T2 de cette phase est par conséquent la somme des durées des n2 retours successifs
au bord gauche
T2 '
n1+n2∑
k=n1
tk '
n1+n2∑
k=n1
ka2
3D
' L
2
c
2D
' 3S. (L.15)
Quant à la phase (iii), elle ne comporte aucune visite à un nouveau site, et dure exactement un
temps S.
La durée de vie typique d’une telle trajectoire est finalement
τ ' T1 + T2 + T3 ' 5.5S (L.16)
qui donne bien le bon ordre de grandeur du temps de vie moyen du marcheur aléatoire affamé
〈τ〉 ' 3, 27..S. Le nombre de sites distincts visités vaut à peu près
〈N〉 ' n1 + n2 ' 2
√
6DS
a
' 3.4641S (L.17)
qui redonne également l’ordre de grandeur 〈N〉 ' 2, 90..√S. On constate qu’à une dimension,
les phases (i) et (ii) ont des durées de même ordre en S et que les nombres de sites distincts
visités dans ces deux phases sont quasiment égaux, contrairement au cas bidimensionnel traité
dans l’approximation circulaire, où la phase (i) domine les phases (ii) et (iii) pour leurs durées
et le nombre de retours au bord du désert.
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M Statistique de la quantité totale de nourriture collectée dans
le cas naïf sans corrélations
Nous déterminons ici la moyenne et la variance de la quantité totale Ct de nourriture col-
lectée par un marcheur au temps t dans un environnement où les ressources sont regroupées en
parcelles. Il s’agit d’une somme aléatoire de variables aléatoires indépendantes Ni identiquement
distribuées, dont le nombre de termes Mt est supposé en première approximation indépendant
de la statistique des Ni
Ct = N1 + ...+NMt . (M.1)
Le nombre Mt correspond au nombre de parcelles visitées au temps t, la durée τi ≡ Ti + Z
entre l’arrivée dans la parcelle i et l’arrivée dans la parcelle i+ 1 étant donnée par la somme du
temps Ti passé dans la parcelle i et le temps de transit entre parcelles Z qui est constant. Les
variables τi sont indépendantes et identiquement distribuées. Si on note ψˆ(u) la transformée de
Laplace de la distribution de τi et ψˆT (u) la transformée de Laplace de la distribution de Ti, on
a simplement
ψˆ(u) =
∫ +∞
0
dtPr(T = t)e−u(t+Z) = ψˆT (u)e−uZ . (M.2)
Connaissant la statistique de τi, la statistique du nombre aléatoireMt de changements de parcelle
intervenant en un temps t est connu [Hughes 1996]
LtPr(Mt = n) =
(
ψˆ(u)
)n (
1− ψˆ(u)
)
u
(M.3)
en notant Ltf la transformée de Laplace temporelle de la fonction f . En écrivant
〈Mt〉 ≡
+∞∑
n=0
Pr(Mt = n)n (M.4)
〈M2t 〉 ≡
+∞∑
n=0
Pr(Mt = n)n
2, (M.5)
et en prenant la transformée de Laplace de ces deux expressions, on obtient
Lt〈Mt〉 = 1− ψˆ(u)
u
+∞∑
n=0
n
(
ψˆ(u)
)n
=
ψˆ(u)
u
(
1− ψˆ(u)
) (M.6)
et
Lt〈M2t 〉 =
1− ψˆ(u)
u
+∞∑
n=0
n2
(
ψˆ(u)
)n
=
2ψˆ(u)2
u
(
1− ψˆ(u)
)2 + ψˆ(u)
u
(
1− ψˆ(u)
) . (M.7)
On peut déduire du développement de ces transformées de Laplace à petit u le comportement à
grand temps t de 〈Mt〉 et 〈M2t 〉. On a en développant (M.2) à petit u
ψˆ(u) ∼
u→0
1− u(〈T 〉+ Z) + u
2
2
(〈T 2〉+ 2〈T 〉Z + Z2) (M.8)
186 Annexe M. Statistique de la quantité totale de nourriture collectée dans le . . .
d’où en développant (M.6) à l’ordre sous-dominant en u
Lt〈Mt〉 ∼
u→0
1
u2(〈T 〉+ Z) +
Var(T )− (〈T 〉+ Z)2
2u(〈T 〉+ Z)2 (M.9)
et (M.7) également à l’ordre sous-dominant en u
Lt〈M2t 〉 ∼
u→0
2
u3(〈T 〉+ Z)2 +
2Var(T )− (〈T 〉+ Z)2
u2(〈T 〉+ Z)3 . (M.10)
En prenant la transformée de Laplace inverse de ces expressions, on trouve finalement
〈Mt〉 ∼
t→+∞
t
〈T 〉+ Z +
2Var(T )− (〈T 〉+ Z)2
2(〈T 〉+ Z)3 (M.11)
〈M2t 〉 ∼
t→+∞
t2
(〈T 〉+ Z)2 +
2Var(T )− (〈T 〉+ Z)2
(〈T 〉+ Z)3 t. (M.12)
En combinant ces deux expressions, on obtient également le comportement dominant en temps
de la variance de Mt 10
Var(Mt) ∼
t→+∞
Var(T )
(〈T 〉+ Z)3 t. (M.13)
Maintenant que nous connaissons la statistique deMt en fonction de celle de T , nous obtenons
les expressions de la moyenne et la variance du nombre total Ct d’unités de nourriture consom-
mées au temps t en fonction des statistiques de Mt et N 11 (voir par exemple [Robbins 1948])
〈Ct〉 = 〈N〉〈Mt〉 (M.14)
Var(Ct) = Var(Mt)〈N〉2 + Var(N)〈Mt〉. (M.15)
Ces identités se démontrent à partir de la relation plus générale qui relie les fonctions génératrices
de ces variables aléatoires, où la fonction génératrice GX d’une variable aléatoire X à valeurs
entières positives est définie de la manière suivante
GX(ξ) ≡
+∞∑
n=0
Pr(X = n)ξn. (M.16)
On peut en effet montrer que
GCt(ξ) = GMt ◦GN (ξ) (M.17)
et en utilisant les propriétés aisément démontrables
G′X(1) = 〈X〉 (M.18)
G′′X(1) = 〈X2〉 − 〈X〉, (M.19)
10. Les contributions en temps apportées par l’ordre dominant en u des transformées de Laplace de 〈Mt〉 et
〈M2t 〉 s’annulent, c’est pourquoi nous avons été jusqu’à l’ordre sous-dominant dans (M.9) et (M.10).
11. La statistique de N désigne la statistique des variables Ni, qui est la même pour chacune.
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on obtient les relations (M.14) et (M.15). En utilisant ces relations, on obtient finalement
〈Ct〉 ∼
t→+∞ 〈N〉
t
〈T 〉+ Z (M.20)
et
Var(Ct) ∼
t→+∞
(
Var(T )〈N〉2
(〈T 〉+ Z)3 +
Var(N)
〈T 〉+ Z
)
t. (M.21)
Comme attendu puisque l’on a supposé que les statistiques de N et de Mt (et donc de T ) sont
indépendantes, ces expressions ne font pas intervenir de corrélations entre N et T . On peut tester
ces résultats, et donc la validité de l’hypothèse de l’indépendance des statistiques de N et Mt,
à l’aide de simulations numériques pour un exemple de processus fixant les statistiques de T et
N . Pour cela, on suppose que le choix adopté par le marcheur pour changer de parcelles est de
type temps d’abandon, c’est-à-dire qu’il change de parcelle lorsqu’il est resté S pas consécutifs
sans trouver de nourriture. On constate avec ces résultats numériques que l’expression pour la
moyenne de la quantité totale Ct de nourriture consommée au temps t semble bonne, mais pas
celle pour la variance, qui surestime beaucoup la variance réelle (voir figure M.1).
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Figure M.1 – Comparaison entre la moyenne (a) et la variance (b) de Ct obtenues par simulations
numériques (ronds) et l’estimation numérique des expressions (M.20) et (M.21) (triangles). L’approxi-
mation de décorrélation marche donc bien pour la moyenne mais pas pour la variance, qu’elle surestime
notablement.
Il faut donc explicitement tenir compte des corrélations entre Mt et les Ni pour décrire
correctement la statistique de Ct (voir paragraphe 5.4.2.2).
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N Probabilité jointe du temps passé dans une parcelle et de la
quantité de nourriture collectée en transformée de Laplace
On détermine ici la double transformée de Laplace de la probabilité jointe du temps passé
dans une parcelle et de la quantité de nourriture qui y est récoltée dans la limite d’un temps
d’abandon S grand, définie par
〈
e−sT−pN
〉
=
+∞∑
n=0
P (N = n)e−pn−sS
n∏
k=1
〈e−sRk〉, (N.1)
où
〈e−sRk〉 =
∫ S
0 dt e
−stFk(t)∫ S
0 dt Fk(t)
(N.2)
avec la densité de première sortie Fk(t) au temps t d’un intervalle de taille (k + 1)a partant
d’une distance a du bord de l’intervalle, qui vaut
Fk(t) =
4piD
(ka)2
∞∑
j=0
(2j + 1) sin
(2j + 1)pi
k
exp
[
−
(
(2j + 1)pi
ka
)2
Dt
]
. (N.3)
Le dénominateur de (N.2) correspond à la probabilité de trouver l’un des bords de cet intervalle
en moins de S pas, qui tend vers 1 à une correction exponentiellement petite près lorsque S
devient grand. Dans cette limite, on a donc
〈e−sRk〉 ∼
∫ S
0
dt e−stFk(t). (N.4)
Par ailleurs, lorsque le temps d’abandon S est grand, le nombre moyen d’unités de nourriture
récoltées dans la parcelle est grand 12. Le temps Rk entre deux découvertes successives de
nourriture est donc négligeable devant le temps total T passé dans la parcelle. Le domaine de la
variable de Laplace s où 〈e−sT 〉 n’est pas négligeable est tel que sS  1. On a donc 〈e−sRk〉 ' 1
dans la limite grand S.
Déterminons
Un =
n∏
k=1
〈e−sRk〉 (N.5)
qui est un produit d’un grand nombre de termes proches de 1. Pour cette raison, on calcule son
logarithme. On a
lnUn =
n∑
k=1
ln〈e−sRk〉 =
n∑
k=1
ln
(
1 + 〈e−sRk − 1〉) = n∑
k=1
ln
[
1 +
∫ S
0
dt
(
e−st − 1)Fk(t)
)]
=
n∑
k=1
ln
1 + 4pi2D
k3a2
+∞∑
j=0
(2j + 1)2
1− e−sS− (2j+1)2pi2DSk2a2
s+ (2j+1)
2pi2D
k2a2
− 1− e
− (2j+1)2pi2DS
k2a2
(2j+1)2pi2D
k2a2
 . (N.6)
12. Pour rappel, il vaut environ 2.90..
√S, et le temps moyen passé dans la parcelle environ 3.27..S.
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Comme expliqué ci-dessus, l’argument du logarithme est proche de 1, donc en le développant,
on obtient
lnUn =
n∑
k=1
4pi2D
k3a2
+∞∑
j=0
(2j + 1)2
1− e−sS− (2j+1)2pi2DSk2a2
s+ (2j+1)
2pi2D
k2a2
− 1− e
− (2j+1)2pi2DS
k2a2
(2j+1)2pi2D
k2a2
 . (N.7)
En passant à la limite continue 13 et en introduisant
u = ak/(pi
√
DS) (N.8)
θ = an/(pi
√
DS), (N.9)
on obtient
lnU(θ) ' 4
∫ θ
0
du
u
+∞∑
j=0
1− e− (2j+1)2u2 −sS
1 + u
2sS
(2j+1)2
−
(
1− e− (2j+1)
2
u2
) . (N.10)
Par ailleurs, la distribution P (N = n) intervenant dans l’équation (N.1) a été déterminée
dans [Bénichou 2014a] pour la même variable renormalisée θ
Q(θ) =
4
θ
+∞∑
j=0
e−(2j+1)
2/θ2 exp
[
−2
+∞∑
k=0
E1
(
(2k + 1)2
θ2
)]
, (N.11)
E1 désignant la fonction exponentielle intégrale. La double transformée de Laplace de la proba-
bilité jointe de (T,N) est donc finalement
〈e−sT−pN 〉 =
∫ +∞
0
dθ Q(θ) e
−ppiθ
√
S
2
−sS
× exp
4
∫ θ
0
du
u
+∞∑
j=0
1− e− (2j+1)2u2 −sS
1 + u
2sS
(2j+1)2
−
(
1− e− (2j+1)
2
u2
) (N.12)
On remarque que la transformée de Laplace 〈e−sT 〉 de la loi marginale du temps T s’obtient
aisément à partir de l’expression précédente en prenant p = 0.
13. Donc en approximant la somme sur k par une intégrale.
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O Expression asymptotique des moments du temps passé dans
une parcelle et de la quantité de nourriture collectée
Nous avons obtenu dans l’annexe précédente l’expression exacte de la double transformée de
Laplace 〈e−sT−pN 〉 de la probabilité jointe du temps T passé dans une parcelle et de la quantité
N de nourriture qui y est collectée
〈e−sT−pN 〉 =
∫ +∞
0
dθ Q(θ) e
−ppiθ
√
S
2
−sS
× exp
4
∫ θ
0
du
u
+∞∑
j=0
1− e− (2j+1)2u2 −sS
1 + u
2sS
(2j+1)2
−
(
1− e− (2j+1)
2
u2
) (O.1)
où la probabilité marginale de N est donnée pour la variable renormalisée θ = an/(pi
√
DS) par
Q(θ) =
4
θ
+∞∑
j=0
e−(2j+1)
2/θ2 exp
[
−2
+∞∑
k=0
E1
(
(2k + 1)2
θ2
)]
. (O.2)
On peut extraire de ces expressions le comportement asymptotique de tous les moments de T ,
de N et de leurs produits. L’objectif étant de déterminer le comportement asymptotique de la
moyenne et de la variance de la quantité totale Ct de nourriture collectée dans les parcelles au
temps t, dont nous avons obtenu les expressions suivantes à grand temps t
〈Ct〉 ∼
t→+∞
〈N〉
〈T 〉+ Z t, (O.3)
Var(Ct) ≡ 〈C2t 〉 − 〈Ct〉2 ∼
t→+∞
[〈N〉2Var(T )
(〈T 〉+ Z)3 +
Var(N)
〈T 〉+ Z −
2〈N〉Cov(N,T )
(〈T 〉+ Z)2
]
t, (O.4)
nous devons maintenant déterminer le comportement asymptotique de 〈N〉, 〈T 〉, Var(N),
Var(T ) et 〈NT 〉.
Pour les moments de N , on obtient trivialement leur comportement asymptotique à partir
de la distribution Q(θ)
〈N〉 = pi
a
√
DS
∫ +∞
0
dθ θ Q(θ) ≡ K1
√
S (O.5)
〈N2〉 = pi
2DS
a2
∫ +∞
0
dθ θ2Q(θ) (O.6)
d’où
Var(N) =
pi2DS
a2
[∫ +∞
0
dθ θ2Q(θ)−
(∫ +∞
0
dθ θ Q(θ)
)2]
≡ K4S. (O.7)
Les valeurs de 〈T 〉, Var(T ) et 〈NT 〉 s’obtiennent en développant l’expression (O.1) à petit s
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(et petit p pour 〈NT 〉). On a
1− e− (2j+1)
2
u2
−sS
1 + u
2sS
(2j+1)2
−
(
1− e− (2j+1)
2
u2
)
∼
s→0
sS
[(
1 +
u2
(2j + 1)2
)
e−
(2j+1)2
u2 − u
2
(2j + 1)2
]
+ s2S2
[
u4
(2j + 1)4
−
(
1
2
+
u2
(2j + 1)2
+
u4
(2j + 1)4
)
e−
(2j+1)2
u2
]
(O.8)
donc
〈e−sT−pN 〉 ∼
s,p→0
(
1− sS + s
2
2
S2
)∫ +∞
0
dθ Q(θ)
(
1− ppi
√
DSθ
a
)
×
(
1 + sSA(θ) + s2S2 2B(θ) +A
2(θ)
2
)
(O.9)
avec
A(θ) ≡
+∞∑
j=0
∫ θ
0
du
4
u
[(
1 +
u2
(2j + 1)2
)
e−
(2j+1)2
u2 − u
2
(2j + 1)2
]
(O.10)
et
B(θ) ≡
+∞∑
j=0
∫ θ
0
du
4
u
[
u4
(2j + 1)4
−
(
1
2
+
u2
(2j + 1)2
+
u4
(2j + 1)4
)
e−
(2j+1)2
u2
]
. (O.11)
Puisque l’on a d’autre part
〈e−sT−pN 〉 ∼
s,p→0
1− s〈T 〉 − p〈N〉+ sp〈TN〉+ s
2
2
〈T 2〉, (O.12)
on obtient par identification pour les moments de T
〈T 〉 =
[
1−
∫ +∞
0
dθQ(θ)A(θ)
]
S ≡ K2S (O.13)
〈T 2〉 =
[
1 + 2
∫ +∞
0
dθQ(θ)
(
B(θ) + 1
2
A2(θ)−A(θ)
)]
S2 (O.14)
d’où
Var(T ) = 〈T 2〉−〈T 〉2 =
[∫ +∞
0
dθ Q(θ)
(
2B(θ) +A2(θ))− (∫ +∞
0
dθ Q(θ)A(θ)
)2]
S2. (O.15)
On obtient de même
〈NT 〉 = pi
a
√
DS3
∫ +∞
0
dθ Q(θ) θ (1−A(θ)) (O.16)
d’où
Cov(N,T ) = 〈NT 〉 − 〈N〉〈T 〉
=
pi
a
√
DS3
∫ +∞
0
dθ Q(θ) θ
[∫ +∞
0
dϕQ(ϕ)A(ϕ)−A(θ)
]
. (O.17)
192 Annexe O. Expression asymptotique des moments du temps passé dans une . . .
En rassemblant d’une part les équations (O.3) et (O.4) et d’autre part les expressions asympto-
tiques des moments de N et T (O.13), (O.15), (O.5), (O.7) et (O.17), on obtient
〈Ct〉
t
∼
S1
K1
√S
K2S + Z
Var(Ct)
t
∼
S1
[
K3S3
(K2S + Z)3 +
K4S
K2S + Z −
K5S2
(K2S + Z)2
]
(O.18)
(O.19)
avec
K1 ≡ pi
a
√
D
∫ +∞
0
dθ θ Q(θ) ' 2.90..
K2 ≡ 1−
∫ +∞
0
dθ Q(θ)A(θ) ' 3.27..
K3 ≡ pi
2D
a2
[∫ +∞
0
dψ ψQ(ψ)
]2
×
[∫ +∞
0
dθ Q(θ)
(
2B(θ) +A2(θ))− (∫ +∞
0
dθ Q(θ)A(θ)
)2]
' 16.1..
K4 ≡ pi
2D
a2
[∫ +∞
0
dθ θ2Q(θ)−
(∫ +∞
0
dθ θQ(θ)
)2]
' 1.78..
K5 ≡ 2 pi
2D
a2
∫ +∞
0
dψ ψQ(ψ)
∫ +∞
0
dθ Q(θ) θ
[∫ +∞
0
dϕQ(ϕ)A(ϕ)−A(θ)
]
' 8.51..
(O.20)
(O.21)
(O.22)
(O.23)
(O.24)
(O.25)
où l’on a pris pour l’évaluation numérique D = a2/2 puisqu’il s’agit d’une marche aléatoire sur
un réseau unidimensionnel de pas a.
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Différentes propriétés de marches aléatoires avec contraintes
géométriques et dynamiques
Résumé : Dans ce manuscrit, nous nous sommes intéressés à l’impact d’une contrainte géométrique,
dynamique ou mixte sur quelques propriétés classiques des marches aléatoires.
Nous déterminons tout d’abord l’impact d’un plan infini réfléchissant sur l’espace occupé par une marche
brownienne bidimensionnelle à un temps d’observation fixé, que nous caractérisons par le périmètre moyen
de son enveloppe convexe (plus petit polygone convexe contenant toute la trajectoire). Nous déterminons
également la longueur moyenne de la portion du plan visitée par le marcheur, et la probabilité de survie
d’un marcheur brownien dans un secteur angulaire absorbant.
Nous étudions ensuite le temps mis par un marcheur sur réseau pour visiter tous les sites d’un volume
confiné, ou une partie d’entre eux. Nous calculons la moyenne de ce temps, dit de couverture, à une dimension
pour une marche aléatoire persistante. Nous déterminons également la distribution du temps de couverture
et d’autres observables assimilées pour la classe des processus non compacts, qui décrivent un large spectre
de recherches aléatoires.
Dans un troisième temps, nous calculons et analysons la probabilité de sortie conditionnelle d’un mar-
cheur brownien unidimensionnel évoluant dans un intervalle se dilatant ou se contractant à vitesse constante.
Enfin, nous étudions plusieurs aspects du modèle du marcheur aléatoire “affamé”, qui meurt si les visites
de nouveaux sites, grâce auxquelles il engrange des ressources, ne sont pas suffisamment régulières. Nous
proposons un traitement de type champ moyen de ce modèle à deux dimensions, puis nous déterminons
l’impact de la régénération des ressources sur les propriétés de survie du marcheur. Nous considérons
finalement un modèle d’exploitation de parcelles de nourriture prenant explicitement en compte le
mouvement du marcheur dans une parcelle, qui se ramène de manière naturelle au modèle du marcheur
aléatoire affamé.
Mots clefs : Enveloppe convexe, temps de couverture, marcheur aléatoire affamé, processus stochas-
tiques, marches aléatoires.
Different properties of random walks under geometric and dynamic constraints
Abstract: In this manuscript, we focused on the impact of a geometric or dynamic constraint on several
classic properties of random walks.
We first determine the impact of an infinite reflecting wall on the space occupied by a planar Brownian
motion at a fixed observation time. We characterize it by the mean perimeter of its convex hull, defined
as the minimal convex polygon enclosing the whole trajectory. We also determine the mean length of the
visited portion of the wall, and the survival probability of a Brownian walker in an absorbing wedge.
We then study the time needed for a lattice random walker to visit every site of a confined volume, or a
fraction of them. We calculate the mean value of this so-called cover time in one dimension for a persistant
random walk. We also determine the distribution of the cover time and related observables for the class of
non compact processes, which describes a wide range of random searches.
After that, we calculate and analyze the splitting probability of a one-dimensional Brownian walker
evolving in an expanding or contracting interval.
Last, we study several aspects of the model of starving random walk, where the walker starves if
its visits to new sites, from which it collects resources, are not regular enough. We develop a mean-field
treatment of this model in two dimensions, then determine the impact of regeneration of resources on
the survival properties of the walker. We finally consider a model of exploitation of food patches taking
explicitly into account the displacement of the walker in the patches, which can be mapped onto the
starving random walk model.
Key words: Convex hull, cover time, starving random walk, stochastic processes, random walks.
