An extension of the divergence operator for Gaussian processes  by León, Jorge A. & Nualart, David
ARTICLE IN PRESSStochastic Processes and their Applications 115 (2005) 481–4920304-4149/$ -
doi:10.1016/j
Correspo
E-mail ad
1Partially s
2Partially swww.elsevier.com/locate/spaAn extension of the divergence operator for
Gaussian processes
Jorge A. Leo´n,a,1, David Nualartb,2
aDepartamento de Control Automa´tico, CINVESTAV-IPN, Av. IPN 2508, Apartado Postal 14-740,
07000 Me´xico, DF, Mexico
bFacultat de Matema`tiques, Universitat de Barcelona, Gran Via 585, 08007 Barcelona, Spain
Received 10 September 2003; received in revised form 16 September 2004; accepted 20 September 2004
Available online 13 October 2004Abstract
We extend the domain of the divergence operator d for Gaussian processes in the sense of
the calculus of variations. As an example, we discuss the case of the fractional Brownian
motion with Hurst parameter in ð0; 1
2
Þ deﬁned on a ﬁnite time interval. If Ho1
4
this process
does not belong to the domain of d; but it is in the extended domain.
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1. Introduction
It is well known that the Itoˆ stochastic integral of square integrable non-
anticipating processes with respect to the Brownian motion coincides with the
divergence operator d; that is, the adjoint of the derivative operator in the Malliavin
calculus (see [13] and the references therein). The Malliavin calculus can be
developed with respect to any Gaussian process, and in this sense, a natural questionsee front matter r 2004 Elsevier B.V. All rights reserved.
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develop a stochastic calculus. A particular example of a Gaussian process where the
divergence operator has been extensively studied is the fractional Brownian motion.
The fractional Brownian motion (fBm) fBHt ; tX0g with Hurst parameter H 2
ð0; 1Þ is a zero mean Gaussian process such that BH0 ¼ 0; and E½ðBHt  BHs Þ2	 ¼
ðt  sÞ2H for all 0psot: The case H ¼ 1
2
corresponds to the Brownian motion. Since
the fBm is not a semimartingale for Ha 1
2
; the Itoˆ approach to the construction of a
stochastic integral with respect to fBm is not valid. Two main approaches have been
suggested in order to deﬁne stochastic integrals with respect to fBm:(i) A pathwise method using Young’s integral [18] can be used in the case H41
2
: The
theory of rough path analysis introduced by Lyons (see [12]) provides a pathwise
approach to stochastic integration and stochastic differential equations with
respect to the fBm in the case H41
4
(see [9]). An alternative pathwise method
based on fractional calculus has been introduced by Za¨hle [19].
(ii) Starting from the work by Decreusefond and U¨stu¨nel [10], several authors have
developed a stochastic calculus with respect to the fBm using the divergence
operator of Malliavin calculus (see [1–4,7,11,14], among others). This
divergence-type integral has zero mean and can be obtained as the limit of
Riemann sums using Wick products. Moreover, the divergence integral, turns
out to be equal to the pathwise integral plus a complementary term (see [1,4]).The drawback of these works on the divergence integral is that the process BH
does not belongs to the domain of the divergence operator when Hp1
4
: This was
proved by Cheridito and Nualart [8], and in this paper these authors extended the
divergence operator and obtained an Itoˆ and Tanaka formulas for any value of H in
ð0; 1Þ: The extended divergence is deﬁned in [8] using integration by parts and a
suitable family of test random variables. There is also another approach to deﬁne the
divergence integral and to establish an Itoˆ’s formula for any value of H, using the
techniques of white noise analysis (see [6,5]).
The aim of this paper is to generalize the construction of the extended divergence
to any Gaussian process, and, on the other hand, to characterize its domain using the
Wiener chaos expansion (Theorem 3.2). The paper is organized as follows: Section 2
contains the basic deﬁnitions of the derivative and divergence operators in the
framework of a general Gaussian process. Notice that we are interested in random
variables taking values in a Hilbert space which is larger than the underlying Hilbert
space associated with the Gaussian process. In Section 3, we introduce the extended
divergence operator and we prove its characterization in terms of the chaos
decomposition. In Section 4, we consider the particular case of the fBm and we
recover the results by Cheridito and Nualart [8].2. Preliminaries
In this section, we describe the basic framework that is used in this article. For
this, we assume that the reader is familiar with both the elementary facts of the
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products of Hilbert spaces (as presented, e.g. in Reed and Simon [16]).
LetH andH0 be two real separable Hilbert spaces with inner products h; iH and
h; iH0 ; respectively. Throughout we assume that H is densely and continuously
embedded in H0 and that T : H H0 !H0 is a linear operator (whose domain
DðTÞ is H) satisfying the following conditions:
(H1) jThjH0 ¼ jhjH for all h 2H:
(H2) TH :¼ fh 2H : Th 2 DðTÞg is a dense subset of H:
(H3) TH0 ¼ fTTh : h 2THg is dense in H0:
Note that (H1) gives that T is a closed operator onH0: Therefore DðTÞ is also a
dense subset of H0 (see [16, Theorem VIII.1]).
Now we state the following result, which is used in Section 3.
Lemma 2.1. Let nX1; f 2Hn H0; h 2H0 and fg1; . . . ; gng TH: Then (H1)
implies that
hf ; g1      gn  hiHnH0 ¼ hf ; TnTg1      TnTgn  hiHðnþ1Þ
0
holds.
Proof. Let fhig and fkig be orthonormal bases of Hn and H0; respectively. Then
f ¼
X
i;j
aijhi  kj in Hn H0;
for some sequence ðaijÞi;j2N  R:
Now by Hypothesis (H1) and [16, Section VIII.10], we have for each m 2 N;Xm
i;j¼1
aijhi  kj ; g1      gn  h
* +
HnH0
¼
Xm
i;j¼1
aijhTnðhiÞ; Tnðg1      gnÞiHn
0
hkj ; hiH0
¼ Tn  IH0
Xm
i;j¼1
aijhi  kj
 !
; Tg1      Tgn  h
* +
H
ðnþ1Þ
0
;
where IH0 is the identity operator on H0: Letting m tend to inﬁnity we obtain
hf ; g1      gn  hiHnH0 ¼ hTn  IH0 ðf Þ; Tg1      Tgn  hiHðnþ1Þ
0
:
Thus the proof is complete. &
2.1. The chaos decomposition
Henceforth W ¼ fW ðhÞ : h 2Hg is an isonormal Gaussian process onH deﬁned
in a complete probability space ðO;F; PÞ: That is, W is a family of centered Gaussian
ARTICLE IN PRESS
J.A. Leo´n, D. Nualart / Stochastic Processes and their Applications 115 (2005) 481–492484random variables such that EðW ðhÞW ðgÞÞ ¼ hh; giH; for h; g 2H: We will assume
that F is the s-ﬁeld generated by W.
It is well known (see [13]) that L2ðO;H0Þ agrees with the space
L1
n¼0H
n H0;
whereH0 ¼ R andHn is the nth symmetric tensor product ofH: Hence we can
see that each F 2 L2ðO;H0Þ has a unique chaos representation of the form
F ¼
X1
n¼0
Inðf nÞ;
where for each nX0; f n 2Hn H0 and theH0-valued square integrable random
variable Inðf nÞ is characterized by
Eðhh; Inðf nÞiH0 ðni1 Þ!Hni1 ðW ðei1ÞÞ    ðnik Þ!Hnik ðW ðeik ÞÞÞ
¼
n!hf n; e
ni1
i1
     enikik  hiHnH0 if
Pk
j¼1
nij ¼ n;
0 otherwise:
8><>: ð2:1Þ
Here h 2H0; fei : i 2 Ng is an orthonormal basis of H and from now on, Hn
denotes the nth Hermite polynomial deﬁned by
HnðxÞ ¼
ð1Þn
n!
ex
2=2 d
n
dxn
ðex2=2Þ; x 2 R and nX0:2.2. The derivative operator
Let C1p ðRnÞ be the set of C1 functions f : Rn ! R such that f and all its partial
derivatives have polynomial growth. For a real separable Hilbert space K; IK
denotes the identity operator on K; ðT  IKÞn is the adjoint of the operator T 
IK : HK H0 K!H0 K and SðKÞ (resp. ST ðKÞÞ represents the class
of smooth random variables of the form
F ¼ f ðW ðg1Þ; . . . ; W ðgnÞÞk; (2.2)
where k 2K; fg1; . . . ; gng is in H (resp. in TH) and f 2 C1p ðRnÞ:
The derivative of the smooth random variable F given by (2.2) is the HK-
valued random variable DF deﬁned by
DF ¼
Xn
i¼1
@f
@xi
ðW ðg1Þ; . . . ; W ðgnÞÞgi  k:
It is well-known that D is a closable operator from L2ðO;KÞ into L2ðO;HKÞ:
The domain D1;2ðKÞ of the closure of D in L2ðO;KÞ (also denoted by D) is the
completion of SðKÞ with respect to the norm
jjF jj21;2 ¼ EðjF j2K þ jDF j2HKÞ:
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DT : ST ðKÞ  L2ðO;KÞ ! L2ðO;H0 KÞ
deﬁned by
DT ðF Þ ¼ ðT  IKÞnðT  IKÞDF ; F 2ST ðKÞ: (2.3)
In the appendix of this article (see Section 5 for details), we show that this operator is
also closable from L2ðO;KÞ into L2ðO;H0 KÞ: The domain of its closure (also
denoted by DT ) in L
2ðO;KÞ is the set D1;2T ðKÞ: It means that D1;2T ðKÞ is the
completion of the K-valued smooth random variables ST ðKÞ with respect to the
norm
jjF jj21;2;T ¼ EðjF j2K þ jðT  IKÞnðT  IKÞDF j2H0KÞ:
We also prove in Section 5 that if F 2 D1;2T ðKÞ; then we have ðT  IKÞDF belongs
to DomððT  IKÞnÞ w.p.1, and
DT F ¼ ðT  IKÞnðT  IKÞDF :3. The divergence operator
Recall that H is densely and continuously embedded in H0 and that T : H 
H0 !H0 is a linear operator satisfying hypotheses (H1)–(H3).
Deﬁnition 3.1. Let u 2 L2ðO;H0Þ: We say that u belongs to Domnd if and only if
there exists dðuÞ 2 L2ðOÞ such that
EhDT F ; uiH0 ¼ EðFdðuÞÞ for every F 2ST ðRÞ: (3.1)
In this case, the random variable dðuÞ is called the extended divergence of u.
Remarks.(i) Hypothesis (H2) yields that there is at most one square integrable random
variable dðuÞ such that (3.1) holds.(ii) If H0 ¼H and T ¼ IH; then d is equal to the usual divergence operator
presented in [13].(iii) Observe that the duality relation (3.1) also holds for F 2 D1;2T ðRÞ:The following result characterizes the set Domnd:
Theorem 3.2. Assume that (H1)–(H3) hold and that u 2 L2ðO;H0Þ has the chaos
representation
u ¼
X1
n¼0
Inðf nÞ; f n 2Hn H0:
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belongs to Hðnþ1Þ for all nX0; andX1
n¼1
n! ef n1 2
Hn
o1: (3.2)
In this case dðuÞ ¼P1n¼1 Inðef n1Þ:
Proof. Fix nX1: Let fn1; . . . ; nkg be a ﬁnite sequence of positive integers such that
n1 þ    þ nk ¼ n and fg1; . . . ; gkg TH an orthonormal system on H:
Necessity: From Lemma 2.1 and (2.1), we have
Ehu; DT ðn1!Hn1ðW ðg1ÞÞ    nk!Hnk ðW ðgkÞÞÞiH0
¼
Xk
j¼1
njðn  1Þ!hf n1; ðTnTÞðn1Þ
ðgn11      g
nj1
j1  g
ðnj1Þ
j      gnknk Þ  TnTgjiHn0 :
Hence, if dðuÞ has the chaos representation
dðuÞ ¼
X1
n¼0
InðvnÞ; vn 2Hn;
then the duality relation (3.1) and (H3) yield that vn ¼ ef n1; and therefore (3.2) is
true.
Sufficiency: Let F ¼ f ðW ðg1Þ; . . . ; W ðgkÞÞ be a random variable in ST ðRÞ andK
the linear subspace of H generated by fg1; . . . ; gkg: Then by Section 2.1, F has the
chaos decomposition given by
F ¼
X1
n¼0
InðknÞ; kn 2Kn:
Consequently, using Lemma 2.1 again, we obtain
Ehu; DT FiH0 ¼
X1
n¼0
ðn þ 1Þ!hf n; ðTnTÞðnþ1Þðknþ1ÞiHðnþ1Þ
0
¼
X1
n¼0
ðn þ 1Þ! ef n; ðTnTÞðnþ1Þðknþ1ÞD E
H
ðnþ1Þ
0
¼
X1
n¼0
ðn þ 1Þ! ef n; knþ1D E
Hðnþ1Þ
¼ E F
X1
n¼1
In ef n1 
 !
:
That is, the duality relation (3.1) is satisﬁed for u and dðuÞ :¼P1n¼1 Inðef n1Þ; in this
case. So the proof is complete. &
The following result shows that the operator d is local in D1;2T ðH0Þ:
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Then dðuÞ ¼ 0 on A w.p.1.
Proof. As in [13, proof of Proposition 1.3.6], f : R! Rþ is a C1 function such that
fð0Þ ¼ 1 and its support is included in ½1; 1	: For e40; set feðxÞ ¼ fðx=eÞ: Now, let
F ¼ f ðW ðg1Þ; . . . ; W ðgnÞÞ be inST ðRÞ with f 2 C10 ðRnÞ (i.e., f has compact support).
Then Lemma A.4 below and the duality relation (3.1) give
E½dðuÞfeðjuj2H0ÞF 	
¼ EhDTfeðjuj2H0Þ; FuiH0 þ EhDT F ;feðjuj2H0 ÞuiH0
¼ Ef2FhððT  IH0 ÞnðT  IH0ÞDuÞnðuÞ;f0eðjuj2H0 ÞuiH0
þ hDT F ;feðjuj2H0 ÞuiH0g:
Finally, proceeding as in [13, proof of Proposition 1.3.6] we obtain
dðuÞ1fjuj2H0¼0g ¼ 0 w:p:1
and therefore the proof is ﬁnished. &
As an immediate consequence of Proposition 3.3 we can extend (or localize) the
domain of d as follows. We say that u 2 ðDomndÞloc if there exists a sequence
fðOn; uðnÞÞ : nX1g FD1;2T ðH0Þ such that On " O and u ¼ uðnÞ on On w.p.1. In this
case we deﬁne
dðuÞjOn ¼ dðuðnÞÞ; nX1:4. An example
Throughout this section, a 2 ð0;1Þ and BH ¼ fBHt : t 2 ½0; a	g is a fractional
Brownian motion (fBm) with Hurst parameter H 2 ð0; 1
2
Þ: Here we show that there is
an operator T satisfying Hypotheses (H1–H3) such that BH 2 ðDomndnDomdÞ
whether H 2 ð0; 14Þ; where Domd is the domain of the (usual) divergence operator.
From Pipiras and Taqqu [15, Theorem 4.2], we know that BH ðf Þ ¼ R a
0
f t dB
H
t
deﬁnes an isonormal Gaussian process on the Hilbert space
H ¼ LaT :¼ ff : ½0; a	 ! R : 9ff 2 L2ð½0; a	Þ
such that f ðuÞ ¼ uaðIaaðsaff ðsÞÞÞðuÞg
equipped with the inner product
hf ; giH ¼ CHhff ;fgiL2ð½0;a	Þ: (4.1)
Here a ¼ 1
2
 H ; CH ¼ pað2a 1ÞðGð1þ 2aÞ sinðpaÞÞ1 and Iaa is the right-sided
fractional Riemann–Liouville integral of order a (see Samko et al. [17] for a complete
treatment of the fractional calculus). This fractional integral is deﬁned for integrable
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ðIaaf ÞðsÞ ¼ GðaÞ1
Z a
s
f ðuÞðu  sÞa1 du for a.a. s 2 ½0; a	:
We denote by Daa the right-sided fractional derivative or order a; which is the inverse
of Iaa:
The following result yields that L2ð½0; a	Þ plays the role of the space H0:Proposition 4.1. The space H is densely and continuously embedded in L2ð½0; a	Þ:Proof. Let f 2H: Then there exists ff 2 L2ð½0; a	Þ such thatZ a
0
ðf ðuÞÞ2 dupCa
Z a
0
Z a
u
ðr  uÞa1ff ðrÞdr
 2
du
pCa;a
Z a
0
ff ðuÞ2 du;
which implies that H is continuously embedded in L2ð½0; a	Þ: Finally, from [15,
Theorem 4.2], we have that the step functions are included in H: Thus the proof is
ﬁnished. &
Now we introduce the linear operator T : H H0 !H0; whereH0 ¼ L2ð½0; a	Þ;
deﬁned by
ðTf ÞðuÞ ¼ C1=2H uaDaaðsaf ðsÞÞðuÞ ð4:2Þ
¼ C1=2H ff ðuÞ: ð4:3Þ
Henceforth, Da0þ denotes the left-sided fractional derivative. It is the inverse
operator of the left-sided fractional Riemann–Liouville integral of order a:
This fractional integral is also deﬁned for integrable functions f on ½0; a	 and it is
given by
Ia0þðf ÞðsÞ ¼ GðaÞ1
Z s
0
f ðrÞðs  rÞa1 dr for a:a: s 2 ½0; a	:
Proposition 4.2. Let g : ½0; a	 ! R be a function such that u 7!uagðuÞ
belongs to Ia0þðLqð½0; a	ÞÞ for some q4a1 _ H1: Then, g 2 DðTnÞ and for
u 2 ½0; a	
ðTngÞðuÞ ¼ C1=2H uaDa0þðsagðsÞÞðuÞ: (4.4)
Proof. We ﬁrst observe that the fact that q4H1 implies that the right-hand
side of (4.4) is in L2ð½0; a	Þ: Secondly, q4a1; [17, Corollary 2 of Theorem 2.4]
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0
ðTf ÞðuÞgðuÞdu ¼ C1=2H
Z a
0
uaf ðuÞDa0þðsagðsÞÞðuÞdu:
Therefore, g 2 DðTnÞ and (4.4) holds. &
Proposition 4.3. The operator T given by (4.2) satisfies conditions (H1)–(H3).
Proof. Using the deﬁnition of the operator T (see (4.3)) and (4.1) we obtain for any
f 2H
jTf jH0 ¼ jTf jL2ð½0;a	Þ ¼ C
1=2
H jff jL2ð½0;a	Þ ¼ jf jH
and (H1) holds. In order to check condition (H2), we deﬁne
Hn ¼ ff 2H : 9f n 2 L1ð½0; a	Þ such that ff ðuÞ ¼ uaIa0þðsaf nðsÞÞðuÞg:
Proposition 4.2 implies that for any f 2Hn; ff belongs to DðTnÞ: Hence, Hn 
TH: Therefore, in order to show (H2), it sufﬁces to prove thatHn is a dense set of
H: By (4.1) we only need to show that the family
L2
n
¼ ff : ½0; a	 ! R : 9f n 2 L1ð½0; a	Þ such that f ðuÞ ¼ uaIa0þðsaf nðsÞÞðuÞg
is a dense subset of L2ð½0; a	Þ: For this, let g 2 L2ð½0; a	Þ be such that for any f n 2
L1ð½0; a	Þ;
0 ¼
Z a
0
gðuÞuaIa0þðsaf nðsÞÞðuÞdu:
Hence, by [17, equality (2.20)] we obtain
0 ¼
Z a
0
IaaðsagðsÞÞðuÞuaf nðuÞdu:
Consequently, g ¼ 0 (see [17, Lemma 2.5]) because L1ð½0; a	Þ is dense in L1ð½0; a	Þ;
and therefore L2
n
is dense in L2ð½0; a	Þ:
Finally, Proposition 4.2 implies that L1ð½0; a	Þ TL2ð½0;a	Þ; and (H3) holds. &
Proposition 4.4. BH belongs to Domnd:
Proof. We know that BHt ¼ I1ð1½0;t	Þ 2 L2ðO; L2ð½0; a	ÞÞ: The symmetrization of 1½0;t	
as an element of ðL2ð½0; a	ÞÞ2 is g1½0;t	ðÞ ¼ 12 ð1 1Þ: Hence, by Theorem 3.2 and the
fact that step functions are dense inH (see [15, Theorem 4.2]) we get the result. &
Proposition 4.5. Let H 2 ð0; 1
4
Þ: Then BH is not in H w:p:1:
Proof. Cheridito and Nualart [8] have proven that there is a sequence ðtnÞn tending
to zero such that
t2Hn
Z atn
0
ðBHsþtn  BHs Þ2 ds ! a as n !1 w:p:1: (4.5)
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and [17, property (6.40)] implyZ at
0
ðBHtþsðo0Þ  BHs ðo0ÞÞ2 ds ¼ oðt2aÞ: (4.6)
Finally, the result follows from the fact that both (4.5) and (4.6) cannot be satisﬁed
at the same time since H 2 ð0; 1
4
Þ: &
The results of this section are proved by Cheridito and Nualart [8] in the case of a
fBm on the whole real line, whereas here we consider a fBm on a ﬁnite interval ½0; a	:Acknowledgements
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hospitality.Appendix A. The derivative operator DT
Here we analyze the operator DT presented in Section 2.2. Henceforth we suppose
that conditions (H1)–(H3) hold.
Lemma A.1. The operator DT defined in (2.3) is closable from L
2ðO;KÞ into
L2ðO;H0 KÞ:
Proof. Let ðFnÞn  ST ðKÞ be a sequence that goes to zero in L2ðO;KÞ such that
DT ðFnÞ converges to Y in L2ðO;H0 KÞ: Then (H1) implies that for every F 2
ST ðRÞ; h 2H and k 2K;
EhY ; Fh  kiH0K
¼ lim
n!1
EhðT  IKÞnðT  IKÞDFn; Fh  kiH0K
¼ lim
n!1
EfhFn; kiKðFW ðhÞ  hTnTDF ; hiH0 Þg
¼ 0
because F n ! 0 in L2ðO;KÞ: The second equality in the above equation follows
from the integration by parts formula. Hence Y ¼ 0 and the result holds. &
Throughout, the closure of the operator DT (with domain D
1;2
T ðKÞ introduced in
Section 2.2) will be also denoted by DT :
Lemma A.2. Let F 2 D1;2T ðKÞ: Then F 2 D1;2ðKÞ:
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gives
jDF j2HK ¼ hDG  k; DG  kiHK
¼ hDG  k; TnTDG  kiH0K
pCjDF jHKjDT F jH0K;
where we use that H is continuously embedded in H0: That is
jDF jHKpCjDT F jH0K: (A.1)
Finally, the deﬁnitions of the spaces D1;2T ðKÞ and D1;2ðKÞ; and (A.1) imply that the
proof is ﬁnished. &Lemma A.3. Let F 2 D1;2T ðKÞ: Then ðT  IKÞDF belongs to DomðT  IKÞn w.p.1.
Moreover
DT F ¼ ðT  IKÞnðT  IKÞDF :
Proof. Let ðFnÞn  ST ðKÞ be a sequence that converges to F in D1;2T ðKÞ as n !1:
Then, using (H1), we obtain
EjðT  IKÞðDFn  DF Þj2H0K
¼ EjDF n  DF j2HK ! 0 as n !1 ðA:2Þ
because of (A.1) and
EjðT  IKÞnðT  IKÞDF n  DT F j2H0K ! 0 as n !1: (A.3)
Now the result is a consequence of (A.2) and (A.3) and the fact that ðT  IKÞn is a
closed operator (see [16, Theorem VIII.1]). &
The proof of the following result uses standard arguments. So we only sketch it.
Lemma A.4. Let f 2 C1ðRÞ be a function with compact support and u 2 D1;2T ðKÞ:
Then fðjuj2KÞ belongs to D1;2T ðKÞ and
DT ðfðjuj2KÞÞ ¼ 2f0ðjuj2KÞððT  IKÞnðT  IKÞDuÞnðuÞ:
Proof. It is easy to see that the result holds for u 2ST ðKÞ; using only the deﬁnition
of DT for smooth K-valued random variables. Now let ðF nÞn ST ðKÞ be a
sequence such that
jjFn  ujj1;2;T ! 0 as n !1:
Hence
jf0ðjuj2KÞððT  IKÞnðT  IKÞDuÞnðuÞ
 f0ðjF nj2KÞððT  IKÞnðT  IKÞDFnÞnðF nÞjH0
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þ jf0ðjuj2KÞjjðT  IKÞnðT  IKÞDFnjH0Kju  F njK
þ jf0ðjuKj2Þ  f0ðjFnj2KÞjjðT  IKÞnðT  IKÞDFnjH0KjFnjK
! 0 in probability:
Finally, the fact that DT is a closed operator and
jf0ðjF nj2KÞjjððT  IKÞnðT  IKÞDFnÞnðF nÞjH0
pCjðT  IKÞnðT  IKÞDFnjH0
imply the result. &
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