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ABSTRACT
To enable optical long baseline interferometry toward faint objects, long integrations are necessary despite atmospheric turbulence.
Fringe trackers are needed to stabilize the fringes and thus increase the fringe visibility and phase signal-to-noise ratio (S/N), with
efficient controllers robust to instrumental vibrations and to subsequent path fluctuations and flux drop-outs.
We report on simulations, analysis, and comparison of the performances of a classical integrator controller and of a Kalman controller,
both optimized to track fringes under realistic observing conditions for different source magnitudes, disturbance conditions, and
sampling frequencies. The key parameters of our simulations (instrument photometric performance, detection noise, turbulence, and
vibrations statistics) are based on typical observing conditions at the Very Large Telescope observatory and on the design of the
GRAVITY instrument, a 4-telescope single-mode long-baseline interferometer in the near-infrared, next in line to be installed at VLT
Interferometer.
We find that both controller performances follow a two-regime law with the star magnitude, a constant disturbance limited regime,
and a diverging detector- and photon-noise-limited regime. Moreover, we find that the Kalman controller is optimal in the high and
medium S/N regime owing to its predictive commands based on an accurate disturbance model. In the low S/N regime, the model
is not accurate enough to be more robust than an integrator controller. Identifying the disturbances from high S/N measurements
improves the Kalman performances in the case of strong optical path difference disturbances.
Key words. Instrumentation: high angular resolution – Atmospheric effects – Methods: numerical – Techniques: interferometric
1. Introduction
Atmospheric turbulence is a major limiting factor for the sensi-
tivity of ground-based optical long-baseline interferometers. Be-
cause of the short coherence time of atmospheric turbulence –
typically τ0 = 20 ms in the near infrared – basic observations are
indeed limited to short exposure times and, as a consequence, to
bright targets. With long exposures, the random fringe motion in-
duced by the turbulent atmosphere would completely blur fringe
contrast and would provide poor phase and visibility measure-
ments.
To overcome this limitation, a servo-system called fringe
tracking has been developed by Shao & Staelin (1977) and
demonstrated three years later (Shao & Staelin 1980). By sta-
bilizing the interferometric fringes to a fraction of the wave-
length, such a system indeed enables exposure times of sev-
eral minutes without the visibility loss inherent to the fringe
motion, and therefore gives access to new sensitivity limits.
Fringe trackers have since proven themselves to be essential, not
only to observe faint targets (Müller et al. 2010; Colavita et al.
2013), but also to perform astrometry with a sub milliarcsecond
⋆ e-mail: choquet@stsci.edu
⋆⋆ PhD Fellow of the Research Foundation – Flanders (FWO)
(mas) accuracy (Lane & Muterspaugh 2004). That explains why
the main long baseline interferometers are currently being pro-
vided either with instruments including their own fringe track-
ers: PRIMA (Delplancke et al. 2006; Sahlmann et al. 2009),
GRAVITY (Eisenhauer et al. 2011), or with shared fringe track-
ers: fringe tracker of the Keck Interferometer (Colavita et al.
2010), CHAMP for the CHARA array (Berger et al. 2008),
FINITO for the Very Large Telescope Interferometer (VLTI)
(Le Bouquin et al. 2008).
Another key parameter to reach high sensitivity limits with
interferometer is to combine telescopes with large apertures, to
obtain a large collecting surface. However, most of the 10 m-
class telescopes suffer from strong vibrations, due to their light-
ened structure more subject to have vibrating frequencies ex-
cited either by the wind, telescopes movement while tracking
a star, or by the instruments fixed at their different focuses which
are usually equipped with highly vibrating systems (electronics,
coolers. . . ). Stabilizing fringes in such conditions is particularly
challenging because vibrations lead to important path length
fluctuations which add up to the atmospheric turbulence, and
also generate tip-tilt variations of the beams, resulting in fluc-
tuations of the combined flux. A classical controller is typically
unable to correct for system vibrations because of its continu-
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ous transfer function with limited bandwidth. At best, a classical
controller can dampen the lowest-frequency components which
are well-within its bandwidth, but it can not completely filter out
disturbances at a specific frequency.
To overcome this problem, several approaches can be com-
bined. First of all, the sources of the vibration excitations can
sometimes be identified and switched off. An efficient exam-
ple of such efforts have been demonstrated at VLTI these past
years, bringing the optical path length variations on the 8.2 m
unit telescopes (UTs) from typical values of 280 nm rms to more
than 1 µm rms in 2008 down to 145 to 380 nm rms in 2012,
by damping pumps of some instruments, changing the close
cyclo-coolers of some others, and modifying the mechanical
design of some mounts (Poupar et al. 2010; Haguenauer et al.
2010, 2012). Secondly, vibrations excited by the first mirrors
of the system can be measured with accelerometers and inde-
pendently compensated with optical delay lines (Colavita et al.
2013; Haguenauer et al. 2012). However, these solutions are not
enough to completely suppress vibrations down the entire op-
tical stream, and active compensation is necessary at the beam
combination level. If a handful of vibrations are properly iden-
tified and characterized by a phase sensor, individual narrow-
band suppression control blocks can be used to filter them out.
Such a solution was implemented at Keck interferometer with
higher-harmonic controllers (HHC) (Colavita et al. 2010), and at
VLTI with an adaptive version, the vibration-tracking algorithm
(VTK) (Di Lieto et al. 2008).
An alternative approach is to compensate all vibrations in
the optical path and the atmospheric turbulence at the same
time. This can be achieved with a Kalman controller, which is
a predictive algorithm whose commands are based on a model
of the identified disturbance components. The formalism was
first developed by Kalman (1960), then has been transposed
to adaptive optics (AO) systems by Le Roux et al. (2004) and
Petit et al. (2004). First on-sky demonstration of full wavefront
control with a Kalman filter has been achieved in 2012 and 2013
on CANARY MOAO pathfinder (Sivo et al. 2013), and Kalman-
based tip-tilt correction has been implemented in two extrem
AO systems: the Gemini Planet Imager (GPI) at Gemini south
(Hartung et al. 2013) and the Spectro-Polarimetric High-contrast
Exoplanet Research (SPHERE) instrument at VLT (Petit et al.
2012). First light of these two instruments is planned in 2014.
Based on these developments in wavefront control, Kalman fil-
tering was adapted to 2-way fringe tracking by Lozi et al. (2011)
and to 4-way fringe tracking by Menu et al. (2012).
In this paper, we aim at comparing the performances of a
Kalman controller and a classical controller, both optimized to
track fringes in different disturbance conditions with multiple
baselines. We performed numerical simulations to analyze their
robustness against several levels of instrumental vibrations and
to coherent flux variations. To do so, we based our simulations on
the design of the GRAVITY instrument, which is the next instru-
ment in line to be installed at VLTI, and provides thus the perfect
framework to compare control algorithms for fringe tracking.
Currently, the VLTI is the most powerful observatory to
match high sensitivity and high angular resolution. On the one
hand, it is indeed the only long-baseline interferometer allowing
the combination of four 8.2 m UTs with thus the greatest avail-
able collecting surface to date, on 47 m to 130 m baselines, and
on the other hand, it has the capacity to combine four relocat-
able 1.8 m auxiliary telescopes (ATs) on baselines with lengths
ranging from 8 m to 202 m (only 11 m to 140 m baselines are
offered at present), with thus a potential resolution of 2 mas at
2 µm. However, each UT is equipped with several instruments
fixed at its different Cassegrain focuses which excite vibration
frequencies differing from one UT to another. Despite strong ef-
fort to minimize them, these vibrations still limit operations at
VLTI (Mérand et al. 2012).
GRAVITY (General Relativity Analysis via VLT InTerfer-
ometrY) is a second-generation instrument for the VLTI that
will combine up to four telescopes in the K band, and is cur-
rently in phase D with first on-sky tests in 2015 (Eisenhauer et al.
2011). Its goal is to provide dual-field precision astrometry of
order of 10 µas and phase-referenced imaging with 4 mas res-
olution, with as primary science case the study of the close en-
vironment of Sgr A*, the supermassive black hole in the center
of the Galaxy. With this objective, it will lead to unprecedented
imaging of targets of magnitudes up to K = 16 with 100 s ex-
posure time (Gillessen et al. 2010), thanks to fringe tracking on
an unresolved reference star of magnitude up to 10, which is
the current best sensitivity limit in this band (Keck Interferom-
eter, Ragland et al. 2010). To reach this goal, the fringe tracker
will have to stabilize the optical path differences (OPDs) down
to 350 nm rms on six interferometric baselines with the UTs un-
der median atmospheric conditions, using a controller robust to
longitudinal vibrations and coherent flux variations.
We present in this paper realistic numerical simulations of
fringe tracking under different disturbance conditions based on
the design of GRAVITY, and compare the performances of a
Kalman controller and of an integrator controller in this frame-
work. In Sect. 2, we describe the simulation of the disturbances,
and in Sect. 3 the parameters used to simulate the combining
and detection optical systems. In Sect. 4 we present the algo-
rithms used to estimate the OPD on each baseline, and we de-
tail both controllers. In Sect. 5, we describe the results of the
simulations and compare the performances of the integrator and
Kalman controllers, for different observing conditions and refer-
ence star magnitudes. These results are discussed in Sect. 6, and
comments are pointed out for the specific case of GRAVITY. Fi-
nally, the conclusions of this paper are summarized in Sect. 7.
2. Simulation of the disturbances
We analyze the closed-loop behavior of the fringe tracker with an
iterative time-domain simulator1 reproducing the entire acquisi-
tion and control process of the fringe tracker. Discrete sequences
of disturbance are generated as input of the simulator. At each
iteration, the image on the fringe tracker detector is computed
from the OPD residuals, and is then processed by the algorithm
of the fringe tracker to deduce new piston commands.
The parameters that we used to simulate the disturbances and
the beam combination are based on the median atmospheric con-
ditions at the VLT observatory at Cerro Paranal, Chile, and on
the design of the fringe tracker of the GRAVITY instrument.
These parameters are listed in Table 1. Moreover, we simu-
lated different observing conditions to evaluate the robustness
of the controllers. The parameters and their range of variations
are listed in Table 2. Table 3 indicates the specifications of the
fringe tracker of GRAVITY.
We describe in this section the models used to simulate the
disturbances, a.k.a. the atmospheric piston, longitudinal vibra-
tions, and flux variations.
1 Developed in the Interactive Data Language (IDL) programming lan-
guage.
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Table 1. Fix parameters used in the simulations.
Item Value
Average wavelength (µm) 2.2
Spectral bandwidth (µm) 0.5
Number of spectral channels 5
Number of telescopes 4
Number of baselines 6
Telescope diameter (m) 8.2
Average baseline length (m) 80
Total transmission1 (%) 1.0
Detector RON (e−) 4
APD2 noise excess factor 1.5
Seeing (′′) 0.8
Atmospheric coherence time (ms) 3.4
Wind speed (m/s) 12
Atmospheric turbulence outer scale (m) 100
Number of frames 30 000
(1)
Transmission from primary to detector, with fiber coupling
efficiency excluded. (2) Avalanche Photo-Diode.
Table 2. Varying parameters and their range of variation.
Item Values
K-band star magnitude 6 – 12
Tilt per axis (mas rms) 15 & 20
Vibration levels Null; Low; High1
Atmospheric OPD (µm rms) 10 & 15
Loop frequency (Hz) 100 – 1000
Kalman model (frames) 2 000 – 5 000
(1)
See Table 5 for the related RMS values per telescope.
Table 3. Specifications of the fringe tracker of GRAVITY.
Item Values
Conditions
Reference magnitude 10
Seeing (′′) 0.8
Vibration level (nm rms) 150
Residual tip-tilt (mas rms) 15
Goal
OPD residuals (nm rms) ≤ 350
2.1. Modeling of piston disturbances
As first input of our simulator, we generate a sequence of pis-
ton fluctuations over N frames for each aperture. The sequence
of piston disturbances, hereafter {Pn}n∈~1,N where Pn is a four-
element vector in our GRAVITY-like case, is computed from the
sum of the two main causes of disturbance: the atmospheric pis-
ton and the longitudinal vibrations.
2.1.1. Atmospheric piston
To simulate the atmospheric turbulence on each aperture, we
used a Von Kármán model (Reinhardt & Collins 1972), with a
refractive-index spatial power spectrum ΦN proportional to
ΦN(κ) ∝
(
κ2 + 1/L20
)−11/6
, (1)
with κ the spatial frequency. Unlike a basic Kolmogorov model
which diverges at zero frequency, this model includes a finite
atmospheric outer scale L0, which leads to the saturation of the
spectrum at low frequencies and is thus more realistic.
The asymptotic OPD temporal power spectrum density
(PSD) S atm for a Von Kármán model is described by
Buscher et al. (1995). For given wind speed V and baseline
length B, it follows an f 0 law for low temporal frequencies f ,
an f −2/3 power law between the two cut-off frequencies f1 ∼
0.2V/B and f2 ∼ V/L0, and an f −8/3 law for higher frequencies:
S atm( f ) ∝

f 0 if f < f1
f −2/3 if f1 < f < f2
f −8/3 if f > f2
. (2)
Atmospheric piston sequences are simulated for each aperture by
multiplying in Fourier space the spectrum of a white Gaussian
noise sequence with this asymptotic power spectrum. The time-
sequences are then scaled to match a given atmospheric OPD
standard deviation σatm when combining two apertures.
A typical value of L0 = 22 m was measured at Paranal with
the Generalized Seeing Monitor (GSM) instrument in 1998 and
2007 (Martin et al. 2000; Dali Ali et al. 2010). However, we do
not use this value in our simulations for two main reasons. First
of all, the standard deviation predicted by Conan et al. (2000)
and Maire et al. (2006) for the piston fluctuations with an at-
mospheric outer scale of 22 m is much lower than the typical
value of 10 µm measured under median seeing conditions in the
K band with PRIMA (Sahlmann et al. 2009) or in the H band
with FINITO (Le Bouquin et al. 2008). The standard deviation
of OPD fluctuations for different values of L0 in the K band are
illustrated in Fig. 1 (top). Furthermore, at identical energy level,
the atmospheric piston spectrum with a Von Kármán model and a
low outer scale value have stronger high-frequency components,
which are not representative from OPD spectrum measured at
VLTI with PRIMA and FINITO (cf. Fig. 1 bottom). This impor-
tant difference with the GSM measurements is attributed to an
instrumental contribution from the VLTI in the OPD fluctuations
(e.g. internal turbulence in the delay lines). In order to generate
realistic disturbance sequences similar to OPD measurements at
VLTI, we thus adopted a value of 100 m for the atmospheric
outer scale, and scaled the atmospheric disturbance to a typical
standard deviation of σatm = 10 µm. In Fig. 2, we present a typi-
cal atmospheric OPD temporal sequence and PSD used for these
simulations.
2.1.2. Piston vibrations
To this atmospheric turbulence sequence, we add a discrete num-
ber of vibrations for each aperture to simulate the total piston
disturbance sequence {Pn}n∈~1,N. Strong vibrations are indeed
excited by the instruments installed at the focuses of the tele-
scopes and propagate along their mechanical structure. We mod-
eled each narrow-band vibration peak by a damped harmonic
oscillator excited by a Gaussian noise v, characterized by three
parameters: the natural frequency f0, the damping coefficient k,
and the variance of the excitation σ2v. The temporal evolution
pv(t) of a piston vibration is defined by the following differential
equation (Petit 2006):
d2 pv
dt2
+ 4πk f0 dpvdt + 4π
2 f 20 pv(t) =
v(t)
T 2
, (3)
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Fig. 1. Comparison of Kolmogorov and Von Kármán models with dif-
ferent atmospheric outer scale values. Top: standard deviation of OPD
fluctuations as a function of the baseline length for median atmospheric
conditions in the K band (Conan et al. 2000; Maire et al. 2006). Bot-
tom: OPD temporal PSDs, scaled to have identical energy level (stan-
dard deviation of 10 µm).
Fig. 2. Typical simulated atmospheric OPD disturbance, with a Von
Kármán model, an atmospheric outer L0 of 100m, and a standard devia-
tion of 10 µm. Top: temporal sequence. Bottom: simulated PSD (black)
and PSD model used for the simulation (red).
Table 4. Parameters of the vibration peaks simulated on each telescope.
The parameter σv is given for the high level of vibrations.
Telescope 1 Telescope 2
f0 (Hz) k σv (nm) f0 (Hz) k σv (nm)
8 0.003 0.25 13 0.01 1.8
14 0.002 0.5 15 0.003 1.0
16 0.006 1.3 18 0.02 2.5
18 0.006 1.5 24 0.002 3.0
24 0.001 2.5 34 0.004 3.0
34 0.006 5.0 45 0.003 5.0
45 0.003 4.0 96 0.001 6.0
50 0.001 4.0
78 0.001 6.0
96 0.003 7.0
Telescope 3 Telescope 4
f0 (Hz) k σv (nm) f0 (Hz) k σv (nm)
14 0.002 1.4 5 0.05 0.8
17 0.01 2.5 10 0.002 0.5
24 0.001 3.7 18 0.001 2.8
34 0.003 2.0 24 0.002 5.0
46 0.002 2.7 34 0.003 4.0
49 0.001 3.0 45 0.004 6.2
86 0.003 11.0 52 0.005 9.0
94 0.002 15.0 68 0.007 13.0
76 0.006 15.0
85 0.002 12.0
96 0.005 18.0
107 0.002 11.0
where T is the sampling pitch. The related temporal PSD S vib is
thus expressed by
S vib( f ) = σ
2
vT/(16π4T 4)
f 4 + 2 f 20 f 2(2k2 − 1) + f 40
. (4)
Each vibration is simulated by multiplying in the Fourier space
the model PSD with the spectrum of a white Gaussian noise
sequence. We assume in our simulations that the vibrations
have invariant characteristics. This point is further discussed in
Sect. 6.
Three different levels of vibrations are tested in our simu-
lations: no vibration at all, a low vibration level as expected
in late 2014 at VLTI, and a high vibration level similar to the
current level on the UTs. For the current conditions at VLTI,
we used the vibration parameters listed in Table 4 for the four
telescopes. These values have been chosen to reproduce similar
cumulative piston vibrations and vibration spectra measured on
the UTs by Di Lieto et al. (2008) and Poupar et al. (2010). The
adopted damping coefficients correspond to resonance of 54 dB
for the narrowest vibrations (k = 0.001), and 20 dB for the more
damped ones (k = 0.05). We used the same vibration parame-
ters for the low vibration level, and scaled the total OPD stan-
dard deviations to σvib = 150 nm on each baseline. We provide
a summary of the total standard deviations of the vibrations in
Table 5 for the three simulated levels. In Fig. 3, we present the
cumulative vibration spectra per telescope simulated for the high
vibration level.
The PSD of a disturbance sequence simulated for telescope 1
is shown in Fig. 4, with the models for both the atmospheric
turbulence and the longitudinal vibrations, when the telescope is
subject to the high level of vibration.
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Table 5. Total standard deviation of vibrations per telescope, for each
simulated level.
Vibration Total vibration RMS (nm)
level Tel. 1 Tel. 2 Tel. 3 Tel. 4
Null 0 0 0 0
Low 106 106 106 106
High 180 160 230 300
Fig. 3. Cumulative piston modeled for each telescope for the high vi-
bration level.
Fig. 4. PSD of a disturbance sequence on telescope 1 (black) and models
used for the simulation: Von Kármán model for the atmospheric piston
(red), and vibration model for the high vibration level (green).
2.2. Flux variations
When working close to the sensitivity limit of the fringe tracker,
flux variations in the beams induce serious performance losses:
inaccurate commands might be send to the actuators, or com-
mands might be frozen as long as the precision on the estimated
OPDs is too low.
The second input of our simulator is a temporal sequence
of flux variations in the beam combiner, hereafter {Fn}n∈~1,N
where Fn is the four-element vector of the number of photon
in each combined beam. For a single-mode fiber interferometer
like GRAVITY, the flux variations come from residual wavefront
errors and tip-tilt fluctuations of the beams at the input of the
fibers.
2.2.1. Total coherent flux
The brightness E of a star of magnitude K is defined by
E = E010−K/2.5, (5)
with E0 = 670 Jy in the K band (Campins et al. 1985).
The maximum coherent flux Fmax coming to the input of
each fiber during one frame is computed for the whole K band
by
Fmax = T
πD2
4Rbb fFT E, (6)
with D the diameter of the telescope, Rbb the broad-band spec-
tral resolution in the K band, fFT the frame rate, and T the over-
all transmission of the system, from the primary mirror to the
detector (i.e. beam combiner transmission and detector quantum
efficiency included).
We simulated an overall transmission of 1 % as expected
with the GRAVITY instrument and the VLTI facility. This leads
to a typical flux of 400 photons per aperture and per frame at
the input of the beam combiner for a magnitude K=10 star, a
telescope diameter of 8.2 m, and a loop frequency of 300 Hz.
2.2.2. Fiber injection efficiency
The tip-tilt fluctuations leading to flux variations come from
three different contributions: telescope vibrations, residual wave-
front aberrations from the AO, and tilt errors from the beam relay
and guiding system.
We modeled the tilt vibrations on the telescopes by a pure si-
nusoidal vibration at frequency 18.1 Hz with random phases for
each telescope, and a standard deviation of 5 mas. This vibration
is indeed the dominant one observed in tip-tilt on VLT/NACO.
We modeled the residual tilt from the AO system as well as
the tilt from guiding errors with the temporal PSD measured with
the IRIS tilt sensor (Gitton et al. 2004; Gitton & Haguenauer
2008). We used the following empirical model for the spectrum
S IRIS, deduced from past ESO measurements2:
S IRIS( f ) ∝

log( f / f1)/ log( f2/ f1) if f1 < f < f2
log( f / f3)/ log( f2/ f3) if f2 < f < f3
0 otherwise
, (7)
with the cut-off frequencies f1 = 2 Hz, f2 = 8 Hz and f3 =
50 Hz. We multiplied this model with the spectra of white Gaus-
sian noise sequences to get random tilt sequences which are then
scaled to standard deviations of 8.8 mas and 10.5 mas for the AO
residuals and the guiding errors, respectively. Such values can be
achieved at VLTI with a dedicated guiding camera which would
stabilize the beams in the VLTI lab, as is planned for GRAVITY.
The total tip-tilt sequences {θn}n∈~1,N are computed from the
sum of these three simulated tilt sequences.
To compute the coupling ratio into the single-mode fibers, we
assumed that the fiber coupler numerical aperture is optimized
for the mode of the fibers. Following Wallner et al. (2002), the
fiber mode field radius ω0 is then
ω0 ≃ 0.714
λ0 fc
D
, (8)
with fc the fiber coupler focal length. The coupling efficiency η
for a beam tilted by an angle θ with respect to the optical axis is:
η(θ) = η0 exp
−2
( fcθ
ω0
)2 , (9)
2 Philippe Gitton private communication
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Fig. 5. Top: simulated coupling efficiency temporal sequence. Bottom:
PSD of a tilt sequence (black), vibration added (green), and model used
for AO and Guiding residuals (red).
with an optimum coupling efficiency η0 = 81% (without tilts and
misalignments).
We thus simulated the sequence {Fn}n∈~1,N of coherent flux
fluctuations such that:
Fn = Fmaxη0 exp
−2
( fcθn
ω0
)2 . (10)
For a telescope of diameter D = 8.2 m, the average loss from
optimal coupling is 80 % with a standard deviation of 20 %. A
typical normalized flux sequence is presented in Fig. 5.
3. Simulation of the detection system
3.1. Acquisition sequence
To create a realistic acquisition temporal process in our simu-
lator, we introduced a two-frame delay between the correction
applied by the piston actuators and the corresponding effective
disturbances. This takes into account one frame for the fringes
to be acquired, and one frame for the fringe tracker to compute
the corresponding corrections, which are applied at the begin-
ning of the next frame. This time scheme is illustrated in Fig. 6.
The response of the actuators is assumed to be instantaneous at
this point.
3.2. Beam combiner and detector
So as to properly estimate the residual OPDs (see Sect. 4.1),
fringes are spectrally dispersed to efficiently compute large OPD
residuals. In our simulations, the full K band is divided into
Nλ = 5 spectral channels with effective wavelengths {λl}~1,Nλ =
{1.95 µm, 2.075 µm, 2.2 µm, 2.325 µm, 2.45 µm}.
2T
Fig. 6. Representation of the simulated discretized time-scheme. At it-
eration n, the OPDs ˆδn are estimated from the image In−1 delivered at
the end of the previous iteration, which is representative of piston dis-
turbances Pn−1 integrated between time steps n− 2 and n− 1. The corre-
sponding correction on the delay lines Un is applied during the follow-
ing iteration.
For each spectral channel l, the complex four-element ampli-
tude vector Aln is computed at iteration n with phases resulting
from the difference between the piston disturbances Pn and the
piston actuator positions, i.e. the commands Un−1 computed at
the previous iteration:
Aln =
√
Fn
Nλ
exp
(
2iπPn − Un−1
λl
)
. (11)
To simulate the interferences, we used a pairwise ABCD
beam combination with spatial coding (Benisty et al. 2009),
where each couple of beams produces four intensities in phase
quadrature (ABCD-like combination, Shao & Staelin (1977)).
This configuration is indeed optimal to sample fringes from
four telescopes as explained in Blind et al. (2011), and corre-
sponds to the fringe sampling chosen for GRAVITY. In actual
ABCD components, the measured modulations in phase opposi-
tion (A-C and B-D) are exactly 180◦ due to energy conservation,
whereas the quadrature phase shifts are non-perfect and weakly
wavelength-dependent.
We simulated B-A phase shifts representative from mea-
surements of the GRAVITY integrated optics beam combiner3,
which are detailed in Table 6. They present departures from the
nominal 90◦ phase-shift from 2◦ to 17◦ and an average chromatic
spread of 9.8◦. In addition, we simulated a reduced contrast of
75 % for each interference pattern, to account for overall con-
trast loss of the instrument, partial polarization effects, and OPD
turbulence residuals.
The image generated by our simulator is a Nλ × 24 pixel
dispersed image In where each row corresponds to one spectral
channel. The 24-element intensity vector Iln at spectral channel l
is computed thanks to the corresponding visibility-to-pixel ma-
trix (V2PM), following the formalism developed by Lacour et al.
(2008):
Iln = V2PMl Cln, (12)
where V2PMl is the 24 × 16 V2PM matrix at spectral channel
l, and Cln is the 16-element vector of the coherences, defined in
three parts such that:
Cln =
[
CFln ℜ
(
CCln
)
ℑ
(
CCln
)]T
, (13)
with CFln the 4-element vector of the flux in each beam, defined
for each aperture i by:
CFl (i)n =
∣∣∣Al (i)n ∣∣∣2 , (14)
3 Laurent Jocou private communication
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Table 6. Simulated phase shifts of the B-A quadrature (nominal value of
90 ◦) for the 6 baselines. The first line presents the average of the phase
shifts over the spectral channels. The second line presents the variation
range over the spectral channels.
Baseline 1-2 1-3 1-4 2-3 2-4 3-4
Phase (λ0) 92 94 95 103 107 79
shifts (◦) (∆λ) 2 15 15 7 9 11
and CCln the 6-element complex coherence vector, defined for
each baseline k combining telescopes (i, j) by:
CCl (k)n = Al (i)n A
l ( j)
n
∗
. (15)
Finally, two sources of noise are added to each pixel of the
image In:
– Photon noise, amplified by a factor FAPD = 1.5 to take into
account the noise excess factor from an avalanche photo-
diode detector (APD);
– Read-out noise of RON = 4 e− rms, amplified by a factor√
Npix to account for a spread of the intensities over Npix = 2
detector pixels due to non-perfect imaging optics.
These parameters are the characteristics of the SELEX-Galileo
detector of the GRAVITY fringe tracker (Finger et al. 2010).
4. Description of the fringe tracker algorithms
Fringe tracking algorithms can be split into two equally impor-
tant parts: the phase sensor, whose role is to provide accurate es-
timations of the OPD on all baselines, and the controller, which
compute commands to the piston actuators out of these esti-
mates. We provide in this section a comprehensive description
of the algorithms used in our simulations.
4.1. OPD estimation
The 6-baseline residual OPD vector ˆδn at time step n is computed
from the last available image In−1 (cf. Fig. 6). Two operators are
used for its estimation.
The phase delay operator (PD) estimates the OPD from the
phase of the wide-band intensities. It provides an instantaneous
estimation of the OPD, but modulo the wide-band wavelength
(2.2 µm in the K band), and is thus alone insensitive to larger
OPD fluctuations. To estimate the absolute OPD on each base-
line, we thus use the group delay estimator (GD), which local-
izes the OPD of the maximum of the coherence envelope from
the dispersed intensities.
4.1.1. Phase delay estimation
For the PD estimation, we first compute the 24-element vector
Iwb
n−1 of the wide-band intensities from the dispersed image:
Iwbn−1 =
Nλ∑
l=1
Iln−1. (16)
Assuming that the beam combiner has been preliminarily char-
acterized and that the wide band and dispersed V2PMs have been
perfectly measured, the 16-element vector ˆCwbn of the wide-band
coherences is then estimated from the pixel-to-visibility matrix
(P2VM) P2VMwb, pseudo-inverse matrix of the corresponding
V2PM:
ˆCwbn = P2VMwb Iwbn−1. (17)
The residual PD OPD vector is deduced from the phase of the
complex coherences ˆCwbC n, i.e the 12 last elements of the wide-
band coherence vector (see Eq. 13 for the structure of the coher-
ence vector):
ˆδ
PD
n =
λ0
2π arg
(
ˆCwbC n
)
(mod λ0). (18)
The resulting PD OPDs are thus computed modulo the effec-
tive wide-band wavelength λ0 = 2.2 µm in our simulations.
4.1.2. Group delay estimation
To estimate the position of the envelope of coherence with the
GD estimator, the fringes are spectrally dispersed over Nλ spec-
tral channels, and the group delay OPDs are estimated from
the coherence measurements on these spectral channels. As the
signal-to-noise ratio (S/N) of the synthetic wide-band intensities
is increased by summing the Nλ spectral channels, we start by
adding the last Nλ images available at iteration n to obtain an
image ˜In−1 with an increased S/N:
˜In−1 =
Nλ∑
n′=1
In−n′ . (19)
The consequence of this operation is that the GD estimator do
not measure the OPD at frame n − 1 but its average over the last
five iterations.
To estimate the GD OPDs, we use an algorithm similar to
the double Fourier interferometry used at IOTA (Pedretti et al.
2005). The 16-element coherence vector ˆCln is estimated at time
step n for each spectral channel l using the calibrated P2VMl:
ˆCln = P2VMl ˜Iln−1, (20)
then the corresponding 6-element complex coherent vector ˆClC n
is extracted from its 12 last elements.
The cross-spectrum products between the complex coher-
ences of each adjacent spectral channel are computed. The cross-
spectrum product Xn(l1, l2) between channels l1 and l2 is defined
by the element-wise product of the first one with the conjugate
of the second one:
Xn(l1, l2) = ˆCl1C n ·
(
ˆCl2C n
)∗
. (21)
Estimations of the group delay OPDs can be directly computed
from the phase of each cross-spectrum product between adjacent
spectral channels, within a range of Λ(l,l+1):
ˆδ
GD
n (l, l + 1) =
Λ(l,l+1)
2π
arg (Xn(l, l + 1)) (mod Λ(l,l+1)), (22)
where Λ(l,l+1) is the beating wavelength between the spectral
channels l and l + 1:
Λ(l,l+1) =
λlλl+1
λl+1 − λl
. (23)
To increase the precision, we actually compute the GD OPD vec-
tor from the average of these Nλ−1 individual GD OPD vectors:
ˆδ
GD
n =
1
Nλ − 1
Nλ−1∑
l=1
ˆδ
GD
n (l, l + 1). (24)
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This estimator becomes inaccurate as soon as the OPD is
larger than ±min(Λ(l,l+1))/2 because of the average of OPDs
wrapped at different values. The fringe tracker needs to be de-
signed with a spectral resolution enough to avoid that such a
problem happens within the range of variation of the OPD dis-
turbance. For the fringe tracker of GRAVITY, the spectral res-
olution of R = 22 gives a range of validity of ±16 µm for the
group delay estimator, which is largely enough to measure for
the OPD disturbance, all the more so as when the loop is closed,
even if the tracking is lost during several iterations. In addition,
with this large range of validity, the GD OPD estimator can also
be used to search for the fringes before closing the control loop,
by moving the actuators over a long stroke then start the control
with the actuators at positions close to the null OPDs.
4.1.3. Final OPD estimation
To solve for the ambiguity on the position of the fringe tracked
by the PD estimator, we compute the final OPD ˆδ(k)n on each base-
line k as:
ˆδ(k)n =
{
ˆδ
PD (k)
n if
∣∣∣ˆδGD (k)n ∣∣∣ < λ0/2
ˆδ
GD (k)
n otherwise
. (25)
The zero-phase of the fringe is thus tracked except when a fringe
jump occur, in which case the group delay is used to bring the
fringes back to the maximum of coherence. The system is there-
fore stabilized to the zero-phase of the central fringe, enabling
long integrations on a dedicated separate science detector with
no loss in the visibility accuracy and thus observation of faint
targets.
4.2. OPD uncertainty estimation
For interferometer combining more than three telescopes, the re-
dundancy between the closure phase relations (Jennison 1958)
provides a simple way to verify that the estimated piston on each
aperture are compatible altogether when observing a unresolved
target. If they are not, this redundancy can be used to improve
their estimation, by identifying the OPDs with the greatest un-
certainty. The controllers implemented in our simulations and
described in Sec. 4.3 make use of this particularity. In this pur-
pose, the uncertainties on the OPDs also need to be estimated at
each loop iteration.
For this, we first estimate the variance σˆ2I n−1 on the intensity
of each pixel of the last available image In−1:
σˆ2I n−1 = FAPDIn−1 + NpixRON
2, (26)
expression which takes into account the detector characteristics
as described in Sect. 3.2. The first part of the equation corre-
sponds to the photon noise amplified by the noise excess factor
of the detector, and the second part corresponds to the detector
read-out noise on Npix pixels.
This variance map is then used to estimate the uncertainty
for both PD and GD estimators.
4.2.1. PD OPD uncertainty
For the uncertainties on the PD estimations, we compute the
24× 24 covariance matrix ΣIwbn−1 of the wide-band intensities, as-
suming that the intensities are uncorrelated:
ΣI n−1
wb = diag

Nλ∑
l=1
(
σˆlI n−1
)2 . (27)
We then deduce the covariance matrix of the wide-band complex
coherence:
ΣC n
wb = P2VMwb ΣI n−1wb
(
P2VMwb
)H
, (28)
where MH is the adjoint matrix of M. We select the variance(
σˆ
wb (k)
C n
)2
of the complex coherence of the baseline k as the cor-
responding diagonal term of the covariance matrix:
(
σˆ
wb (k)
C n
)2
= ΣC n
wb (k,k). (29)
The PD OPD uncertainty vector σˆPDn is finally estimated
from the uncertainty σˆwbφ n on the phase of the complex coherence
(see Appendix A for the derivation of the noise on the phase of
the complex coherence):
σˆPDn =
λ0
2π σˆ
wb
φ n. (30)
4.2.2. GD OPD uncertainty
Similarly, the covariance matrix ΣIln−1 of the intensities of spec-
tral channel l is computed from the sum of the Nλ last pixel noise
estimations:
ΣI n−1
l = diag

Nλ∑
n′=1
(
σˆlI n−n′
)2 . (31)
We then deduce the covariance matrix of the complex coherence
of each spectral channel l:
ΣC n
l = P2VMl ΣI n−1l
(
P2VMl
)H
. (32)
The vector σˆC nl
2
of the variance of the complex coherences is
computed as the diagonal terms of this covariance matrix:
(
σˆ
l (k)
C n
)2
= ΣC
l (k,k)
n . (33)
The variance vector σˆXn2(l, l + 1) of the cross-spectrum product
between each adjacent spectral channels l and l + 1 is derived as
described in Appendix B.
The GD OPD variance vector is then computed from the
average of the Nλ − 1 variances σˆl,l+1φ n
2
of the phase of the
cross-product between each adjacent spectral channels (see Ap-
pendix A for the derivation of the noise on the phase of the cross
product):
σˆGDn =
1
Nλ − 1
√√Nλ−1∑
l=1
(
Λ(l,l+1)
2π
)2
σˆ
l,l+1
φ n
2
. (34)
4.2.3. OPD uncertainty
Finally, the uncertainty on the estimation of the OPD on each
baseline k is determined by selecting the uncertainty of the cor-
responding estimator, in the same way as we select the final OPD
in Eq. 25:
σˆ(k)n =
{
σˆ
(k)
PD n if
∣∣∣ˆδGD (k)n ∣∣∣ < λ0/2
σˆ
(k)
GD n otherwise
. (35)
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4.3. OPD controllers
Once the OPDs and their uncertainties have been estimated on
each baseline, they can be used and combined by the controller to
compute optimal commands to be applied to the piston actuators
and correct for the residual errors. In this section we describe the
different controllers compared in our simulations: an integrator
controller and a controller based on the Kalman algorithm.
4.3.1. Integrator controller
The integrator controller is implemented in two different
schemes to investigate the better way to compute four piston
commands from six estimated OPDs. In the first scheme (here-
after called OPD control scheme), commands are computed in
baseline space to correct for the residual OPDs, then reverted
to piston commands. In the second scheme (the piston con-
trol scheme), residual pistons are estimated from the estimated
OPDs, then actuator commands are computed to correct for the
piston residuals.
To account for the latency of the GD estimation resulting
from the sum of Nλ previous images (Eq. 19), two different in-
tegrator gains are used, KPD and KGD. The optimum gain on the
baseline (k) is set such that:
K(k)n =
{
KPD if
∣∣∣ˆδGD (k)n ∣∣∣ < λ0/2
KGD otherwise
, (36)
defining Kn as the vector of gains on the six baseline. KPD and
KGD were preliminarily optimized with closed-loop simulations
on a grid of values for both gains. We determined the optimal
gain combination by minimizing the sum over all the baselines
and the whole temporal sequence of the squared residual OPDs.
Moreover, to take advantage of the redundancy in the 4 tele-
scopes – 6 baselines architecture, weighted recombinations of
the OPD residuals are computed from the estimated OPD uncer-
tainties on the 6 baselines (Menu et al. 2012). If M is the 6 × 4
transfer matrix computing the 6-element OPD vector from a 4-
element piston vector pˆn:
ˆδn = M pˆn, (37)
the weighted recombination of the OPDs is achieved by com-
puting the weighted generalized inverse MW †n of the matrix M:
MW †n =
(
MT Wn M
)†
MT Wn, (38)
with the weight matrix Wn defined as the diagonal matrix of the
inverse of the OPD variance vector σˆ2n:
Wn = diag
(
1/σˆ2n
)
. (39)
This weighted combination is used in both the OPD and piston
scheme of the integrator controller.
OPD control scheme:
In this configuration, the weighted recombination of the OPDs
ˆδ
W
n is first computed:
ˆδ
W
n = 1Wn ˆδn, (40)
with the weighted identity matrix
1Wn = M MW †n . (41)
OPD commands uopdn are then computed to compensate for
these residual OPDs:
u
opd
n = Kn ˆδn. (42)
They are lastly inverted to compute the piston commands Un:
Un = Un−1 + MW †n u
opd
n . (43)
Piston control scheme:
In the aperture space control configuration, the residual piston
vector pˆn is first deduced with the weighted inversion of the OPD
vector ˆδn:
pˆn = MW †n ˆδn. (44)
The correction Un of the integrator controller is then com-
puted and sent to the piston actuators:
Un = Un−1 + (N Kn) pˆn. (45)
The matrix N converts the baseline gain vector Kn into an aper-
ture gain vector by averaging the gain on the three baselines re-
lated to each aperture:
N = 13
∣∣∣MT∣∣∣ . (46)
4.3.2. Kalman controller
The Kalman filter is a recursive algorithm which can predict the
new state of the disturbance based on a model of their evolu-
tion, which have to be identified beforehand, and from a set of
previous measurements that are used to compare the prediction
and the real measurements. From the estimation of the statistical
characteristics of the disturbance, their evolution model, and the
uncertainty on the measured residuals, control commands can be
computed in a statistically optimal way.
The Kalman controller used in our simulations is very similar
to the algorithm described in Menu et al. (2012), except from a
few adaptations to our comprehensive case. We remind here the
principle of the Kalman filter and give the details in which its
implementation differs from this reference.
State-space formalism:
The formalism used by a Kalman filter is based on a couple of
assumptions: the disturbance can be described by a set of inde-
pendent components (typically the atmospheric piston and a dis-
crete number of longitudinal vibrations for fringe tracking sys-
tems) and the evolution each component can be described by an
iterative linear model.
Here we follow Meimon et al. (2010) statement that the evo-
lution of both the atmospheric and the vibration components can
be describe by an autoregressive model of order two of the form:
δvn+1 = a
v
1δ
v
n + a
v
2δ
v
n−1 + v
i
n, (47)
where δvn is the v-th component of the disturbance at time step
n, the coefficients av1 and a
v
2 are computed from the compo-
nent characteristics (natural frequency and damping coefficient,
the later being lower than 1 for vibrations and greater than 1
for the atmospheric turbulence) and vn a white noise of stan-
dard deviationσv triggering the excitation of the component (see
Meimon et al. 2010, for the derivation of the coefficients av1 and
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av2). In our simulated case, given Ncomp the total number of distur-
bance components, all baselines included, this evolution model
can be generalized to the following matrix form:
xn+1 = Axn + vn, (48)
where xn is a 2Ncomp-element vector describing the state of each
component at iteration n and n − 1, A is the 2Ncomp × 2Ncomp
matrix gathering the a1 and a2 coefficients of every component,
and vn is the 2Ncomp-element vector of the excitation noises.
The OPD vector measured at iteration n is related to the state
vector by the 6 × 2Ncomp matrix C (which sums the δvn−1 compo-
nents related to each baselines in the state vector xn), the OPDs
induced by the actuator positions, and the measurement noise at
iteration n:
δn = Cxn − MUn−2 + σn. (49)
Control algorithm:
Assuming that the evolution model of the OPD disturbance has
been preliminarily identified (i.e. the matrices A, C and the exci-
tation noises), the Kalman controller algorithm consists of four
successive steps:
1. We compute the error en between the OPDs ˆδ
W
n estimated at
iteration n and the OPDs predicted at the previous iteration
by the Kalman controller. The latter result from the effective
actuator positions delayed by two iterations (See Fig. 6) and
from the disturbance state xˆn|n−1 predicted by the controller
for iteration n based on all observations up to iteration n− 1:
en = ˆδ
W
n −
(Cxˆn|n−1 − Un−2) . (50)
2. The state vector is then updated with this correction vector
and the Kalman gain matrix G:
xˆn|n = xˆn|n−1 +Gen. (51)
3. The next state of the disturbance is predicted using the evo-
lution model defined by matrix A:
xˆn+1|n = Axˆn|n. (52)
4. The command vector Un to the actuators is finally computed
by inverting the optimal OPD commands to optimal piston
commands, with respectively matrices K and MW †n :
Un = MW †n Kxˆn+1|n, (53)
with K a 6× 2Ncomp matrix which sums the δvn+1 components
related to each baselines in the state vector xˆn+1|n.
The Kalman gain G is a 2Ncomp × 6 weight matrix that
determines how much confidence in the theoretical model we
have with respect to real measurements. It is statistically optimal
when computed as follows, knowing the OPD uncertainties and
the disturbance excitations:
G = Σ∞CT
(
CΣ∞CT + Σw
)−1
, (54)
with Σ∞ the solution of the Riccati equation:
Σ∞ = AΣ∞AT − AΣ∞CT
(
CΣ∞CT + Σw
)−1 CΣ∞AT + Σv. (55)
Σv is the 2Ncomp × 2Ncomp covariance matrix of the excitation
noise of the disturbance components, simply a diagonal matrix
in our system, with the σv terms at the av1 positions and zero
terms at the av2 positions, and Σw is the covariance matrix of the
OPD measurement noise. Since the OPDs are estimated from
two different estimators (Eq. 25), we used two different mea-
surement noise covariance matrices Σw, computed with a similar
weighted combination as for the OPDs. We thus used two dif-
ferent Kalman gain matrices, optimized respectively for phase
and group delay OPD measurements, the proper gain for each
baseline being selected the same way as in Eq. 25.
Model identification:
To identify the evolution model of the disturbance, a sequence
of OPDs representative from the variations has to be measured
before tracking the fringes with the Kalman controller. To do so,
we used a similar approach than those described in Menu et al.
(2012) and Meimon et al. (2010), with a few adaptation to our
case.
Because of the large OPDs induced but the atmospheric dis-
turbance, open-loop measurements can not be obtained without
losing the fringes. Instead, a pseudo-open loop (POL) OPD se-
quence has to be computed, by tracking the fringes with a clas-
sical controller to measure the OPD residuals with high pre-
cision, then reconstructing the corresponding disturbance se-
quence knowing the actuator positions. In our simulations, we
computed POL sequences by performing short fringe tracking
simulations with the piston scheme integrator controller de-
scribed in Sec. 4.3.1. To compute the POL OPD sequence, we
used the OPDs estimated in Eq. 25, actuator commands com-
puted in Eq. 45, and used the weighted identity matrix computed
in Eq. 41 to have estimates of the POL OPDs improved by the
redundant configuration of instrument:
δ
POL
n = 1Wn × ( ˆδn +M × Un−2). (56)
From these POL sequences, we used the same method as in
Menu et al. (2012) to identify the disturbance components and
their evolution model, and compute the matrices A, Σv, C, and
K. The measurement covariance matrices Σw for the phase de-
lay and group delay estimators also are computed from the POL
OPD sequences.
5. Results of the simulations
The performances of the integral and of the Kalman controllers
were simulated for different star magnitudes, observing condi-
tions, and loop frequencies. The varying parameters are sum-
marized in Table 2. Both versions (piston and OPD scheme)
of the integral controller were simulated, and the disturbance
model used for the Kalman controller was identified with POL
sequences of four different lengths.
To improve the statistics on the results, each simulation is
performed 10 times with different random disturbance sequences
for each baseline4. The sequences of true OPD residual are com-
puted for each baseline and each realization as the difference
between the simulated disturbance sequence and the sequence
of OPDs applied by the piston actuators. These positions corre-
spond to the vector Un computed in Eqs. 43, 45, and 53 with one
iteration of delay (see Fig. 6). The standard deviations of these
4 The typical computation time for one realization is about 1h for sim-
ulation with every controller (two integrator and Kalman controller with
four different POL-sequence lengths) at a given star magnitude and loop
frequency on a 8-core 2.27 GHz Intel Xeon machine. Our simulator is a
high-level research tool intended to test fringe tracking algorithms, and
has not been optimized for computation celerity.
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sequences5 over time are then computed and the performance of
the controllers is judged with the median of these standard devi-
ations over the 6 baselines and the 10 random realizations (thus
median over 60 observables).
In the following, we present results at the loop frequency
minimizing these standard deviation of the OPD residuals. The
optimal frequencies are also presented for each star magnitude,
each controller and observing conditions, and provide the best
compromise between the controller bandwidth and accuracy of
the OPD estimation depending of the reference star magnitude.
5.1. Performances at different vibration levels
We analyzed the performances of the controllers by simulating
three different vibration levels: no longitudinal vibration, a low
vibration level corresponding to the one expected at VLTI in late
2014 (150 nm rms OPD on each baseline), and a high vibra-
tion level similar to the one currently estimated at VLTI on the
UTs (cf. Tables 4 and 5). The residual OPDs at optimal loop fre-
quency are presented in Fig. 7 as a function of magnitude for
each vibration levels and the corresponding optimal frequencies
are presented in Fig. 8. Flux variations resulting from 15 mas
rms residual tip-tilt and atmospheric turbulence with 10 µm rms
OPD were simulated for each case.
For reference stars brighter than K ∼9.5, the piston and OPD
schemes of the integrator are equally efficient, for the three vi-
bration levels. The piston scheme integrator is more robust to
fainter magnitudes and presents a gain of a few hundred of
nanometers rms over the OPD scheme.
Without vibrations (Fig. 7, top), the Kalman controller and
the piston scheme integrator have very similar performances,
whatever the magnitude. For the simulated flux variation level,
both controller are thus equally efficient to compensate for the
atmospheric disturbance. In addition, with 10 µm rms of at-
mospheric OPD, a 2000-frame POL sequence is as efficient as
longer ones, and is then enough to properly identify the turbu-
lence component in the disturbance even at low S/N.
At high S/N, the Kalman controller is mainly insensitive to
the vibration level, unlike the integrator controllers. For stars
brighter than K ∼ 8, the OPD residuals with the Kalman con-
troller are stable to 100±50 nm rms whatever the vibration level,
whereas the performance of the integrator controller clearly
scales with the vibration level. The Kalman controller is thus
very efficient to cancel out the vibrations in this regime. In ad-
dition, at high S/N, a 2000-frame POL sequence is enough to
properly identify and calibrate the vibrations that we simulated.
If the system present vibrations with lower frequencies, longer
POL sequences might however be needed to properly charac-
terize their evolution model. Performances of all controller are
limited by the maximal simulated loop frequency of 1 kHz (see
Fig. 8). Using a higher loop frequency in this case may actually
improve the fringe stabilization by increasing the bandwidth of
the controller.
At medium S/N regime, the performances of all controllers
continuously decrease, because the estimated OPDs are less ac-
curate and the error on the piston commands are then greater.
The Kalman controller still stabilizes the fringes better than the
integrator thanks to its predictive algorithm which optimally
weights predictions from the disturbance model and measured
OPD residuals. However, it become slightly less efficient in this
5 The first 1000 iterations are excluded from the standard deviation
computation to account for the time needed by the controller to con-
verge.
Fig. 7. OPD residuals as a function of magnitude for three different
vibration levels. Top: no vibration; middle: low vibration level with
150 nm rms OPD; bottom: high vibration level from 240 to 380 nm
rms OPD. The atmospheric turbulence is 10 µm rms OPD and, and the
residual tip-tilt of the beams is 15 mas rms. The dashed lines correspond
to the specification of the fringe tracker of GRAVITY, which is to sta-
bilize the fringes down to 350 nm rms on a reference star of magnitude
K = 10.
regime than at high S/N because the state vector is updated with
measurements of poor precision, and because the disturbance
model is identified from POL sequences where the fringes were
stabilized with a classical integrator, which is poorly efficient
in the mid-S/N regime. The disturbance sequences reconstructed
from the estimated OPD residuals are not as accurate as when the
fringes are efficiently stabilized, and the disturbance components
are not properly characterized. This is particularly observable in
presence of strong vibrations, for two principal reasons. First,
a high level of vibrations significantly increase the total OPD
fluctuations and leads to a poor fringe tracking during the POL
sequence, and thus to an even less accurate disturbance model.
Secondly, the sharper the vibration, the more precise its identifi-
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Fig. 8. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 7.
cation must be to provide an accurate control. For very narrow-
band components (k ≪ 1), a slight error in its characterization
(e.g its natural frequency) can lead to a poor compensation. On
the contrary, the atmospheric disturbance is properly corrected
by the Kalman controller even at very low S/N (see Fig. 7, top),
because its model with a large damping coefficient k makes its
identification very robust to large uncertainties.
At low S/N, the Kalman controller becomes less robust than
the integrator controller if there are vibrations in the system.
With OPD residuals greater than 500 nm rms with the integra-
tor controller, the reconstructed POL sequences are not accu-
rate enough to provide a proper model identification for the vi-
brations, and the Kalman controller can not converge to correct
commands. In addition, at low S/N the controller loop frequency
lower than 400 Hz for magnitudes above 9.5 makes identification
of vibrations with high frequency more difficult.
The performances of the Kalman controller slightly improve
if the length of the POL sequence is increased. The longer the
Fig. 9. OPD residuals as a function of magnitude, with flux variations
due to 20 mas rms residual tip-tilt jitter. The OPD disturbances are
10 µm rms atmospheric OPD and 150 nm rms vibration OPD (low
vibration level). The dashed lines correspond to the specification for
the fringe tracker of GRAVITY which is to stabilize the fringes below
350 nm rms on a reference star of magnitude K = 10.
POL sequence, the better the precision in the identification of the
disturbance components. However, using longer POL sequences
may reveal to be useless in practice: the disturbances may pos-
sibly vary during the observation, and short POL sequences are
less subject to model variations. In our simulations, we assume
temporally invariant disturbances, but we discuss this possibility
in Sec. 6.
5.2. Performances at different flux variation levels
When working at the sensitivity limit of a fringe tracker, flux
variations are a serious cause of performance loss with classi-
cal controllers: if the flux in one beam drops too low to accu-
rately estimate the OPDs with a sufficient precision (called a flux
dropout hereafter), incorrect or no commands at all are sent to
the actuator. The typical sources of flux variations for single-
mode fibered interferometer are the residual wavefront errors
from the AO systems, telescope tip-tilt vibrations, and tip-tilt er-
rors from the guiding system.
We analyzed the robustness of the controllers to flux
dropouts by simulating a residual tip-tilt jitter of the beams with
two different levels: the nominal level of 15 mas rms, expected
for GRAVITY after guiding correction, and a high tip-tilt level
of 20 mas rms. The residual OPDs at optimal loop frequency are
presented in Fig. 9 as a function of magnitude for 20 mas rms
tip-tilt variations, with OPD vibrations of 150 nm rms and atmo-
spheric disturbance of 10 µm rms. The corresponding optimal
frequencies are presented in Fig. 10.
At high S/N (up to magnitude 8), the Kalman and the integra-
tor controllers are equally insensitive to flux variations, and the
OPD residuals are hardly larger with 20 mas than with 15 mas
rms residual tip-tilt (compared with Fig. 7, middle panel). Actu-
ally in this regime, the star magnitude is far from the sensitivity
limit of the instrument, and flux variations only result in varia-
tions in the precision of the OPD which are compensated by the
weighted OPD combination provided by the redundant architec-
ture of the interferometer (see Secs. 4.2 and 4.3).
At low S/N, both controllers are almost equally robust to
flux dropouts. Their performances as a function of magnitude are
shifted of a quarter of magnitude between the two simulated tip-
tilt levels. With a faint reference star close to the sensitivity limit
of the instrument, flux variations induce frequent flux dropouts.
The efficiency of the Kalman controller depends on the qual-
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Fig. 10. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 9.
Fig. 11. OPD residuals as a function of magnitude with an atmospheric
OPD of 15 µm rms. The vibration level is 150 nm rms per baseline (low
vibration level), and the flux variations are due to 15 mas rms beam
tip-tilt variations.The dashed lines correspond to the specification for
the fringe tracker of GRAVITY which is to stabilize the fringes below
350 nm rms on a reference star of magnitude K = 10.
ity of the disturbance model, and consequently on the integrator
controller accuracy. The predictive power of the Kalman filter
is thus inhibited by the poor quality of the model at low S/N,
and the Kalman controller is not more robust than the integrator
controller.
5.3. Performances at different atmospheric OPD levels
We also analyzed the robustness of the controllers to a stronger
atmospheric turbulence. In addition to the nominal level of
10 µm rms atmospheric OPD, we then simulated atmospheric
turbulence of 15 µm rms. It corresponds respectively to 1 ′′and
1.7 ′′seeing, assuming a Von Kármán model with 100 m outer
scale (Conan et al. 2000). The residual OPDs for 15 µm atmo-
spheric turbulence are presented in Fig. 11, with 150 nm rms
vibrations and 15 mas rms residual tip-tilt of the beams. The
corresponding optimal frequencies are presented in Fig. 12.
The performances of each controller as a function of mag-
nitude are noticeably similar for both disturbance levels (com-
pared with Fig. 7, middle panel). With a bright reference star,
the controllers are insensitive to the atmospheric piston, thanks
to the system redundancy which improve the OPD estimations
(see Secs. 4.2 and 4.3). The impact of a stronger atmospheric
turbulence is to lower the sensitivity limit of the fringe tracker
by half a magnitude for all controllers. The Kalman controller
is not significantly more robust than the integrator controller for
these observing conditions.
Fig. 12. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 11.
5.4. Kalman model identification on a bright star
From the results presented above, we conclude that the perfor-
mance of the Kalman controller are mainly limited in the low
S/N regime by inaccuracies in the identification of the model of
the vibrations, due to a poor fringe stabilization during the POL
sequences by the integrator controller. To overcome this limita-
tion, we investigated the possibility of tracking the fringes on a
bright star during the POL sequence to improve the disturbance
model identification and the Kalman controller performance on
the faint reference star.
We thus performed additional simulations in which the POL
sequences are acquired on a bright star of magnitude K = 7
with the piston scheme integrator controller. Assuming that the
bright star and the faint reference star are close to each other
(within a few degrees) and that the telescope slew is fast enough,
the light coming from the two stars is subject to atmospheric
turbulence with similar statistical properties, and similar vibra-
tions with telescopes pointing in very close directions, so the
same disturbance model can be used. Only the Kalman gain ma-
trix (Eq. 54) has to be adapted to optimally track the fringes on
the faint reference star. For this we computed the Kalman gain
with OPD uncertainties estimated from POL sequences simu-
lated with the faint reference star.
For this analysis, we only ran simulations in the mid- and
low-S/N regime, with reference star magnitudes ranging from 9
to 11 and loop frequencies from 100 to 500 Hz. The OPD residu-
als obtained with 10 µm rms atmospheric turbulence and 15 mas
rms tip-tilt variations are presented in Figs. 13 and 14 for the low
and high vibration levels, respectively. The corresponding opti-
mal loop frequencies are presented in Fig. 15, top and bottom
panels respectively.
For the low vibration level (Fig. 13), there is slight improve-
ment in the performance of the Kalman controller when iden-
tifying the disturbance model on high-S/N POL sequence, in
particular for magnitude greater than 10. For stars brighter than
K = 10, the performances are mostly limited by the measure-
ment noise level and by the flux dropouts rather than by the ac-
curacy of the model, and the gain in the OPD stabilization is of
a few tens of nanometers only.
For stronger vibrations (Fig. 14), the identification of the
disturbances with high-S/N POL sequences clearly improves
the Kalman controller performances. At magnitude 10 the OPD
residuals are lowered by 250 nm rms by identifying the dis-
turbances model with a K = 7 star. Actually, at low S/N, the
vibration level is too high for the integrator to properly track
the fringes during the POL sequence (OPD residuals of 820 nm
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Fig. 13. OPD residuals as a function of magnitude, for 10 µm rms at-
mospheric OPD, and 15 mas rms residual tip-tilt variations, and the low
vibration level (150 nm rms vibration OPD). Top: disturbance model is
computed from a POL sequence acquired on the star itself (note that it
simply a zoom-in of Fig. 7, middle panel.). Bottom: the model is com-
puted observing a bright object (K = 7). The dashed lines correspond
to the specification for the fringe tracker of GRAVITY which is to sta-
bilize the fringes below 350 nm rms on a reference star of magnitude
K = 10.
rms at magnitude 10), and the disturbance model estimated from
these measurements is not accurate enough to provide an effi-
cient fringe tracking with the Kalman controller. On the other
hand, with a model identified from high-S/N POL sequences,
the control with the Kalman filter is then only limited by the flux
dropouts.
6. Discussion
In this section we discuss the limitations of our simulations. We
also analyze these results for the particular case of GRAVITY
which we used as framework for our simulations, and we discuss
their impact for the objectives of the instrument.
6.1. Limits on the simulations
First of all, our simulations of the atmospheric turbulence are
based on a Von Kàrmàn model and parameters qualitatively cho-
sen to generate disturbance sequences and spectra similar to
those measured at VLTI. This model significantly differs from
the one used at VLT to describe median observing conditions,
based on a Kolmogorov model. According to this model, our
simulations might be too optimistic when simulating 10 µm rms
OPD, whereas 15 µm rms OPD would correspond to the me-
dian conditions (median atmospheric piston is characterized at
VLTI by 310 nm rms OPD variations over a timescale of 48 ms
when using a Kolmogorov model, which is the level we obtain
Fig. 14. Same as Fig. 13, except that the simulations were done for the
high vibration level (240 to 380 nm rms OPD). The top panel is here a
zoom-in of Fig. 7, bottom pannel.)
Fig. 15. Optimal frequencies as a function of the magnitude for condi-
tions when the disturbance model is identified on a star of magnitude
K = 7. Top panel is related to Fig. 13 and bottom panel is related to
Fig. 14.
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by simulating a total turbulence level of 15 µm rms with the Von
Kàrmàn model). However, the metric defining the median atmo-
spheric conditions might differ for the two models since the Kol-
mogorov model diverges at zero frequency and leads to a total
piston variation depending on the time-scale, unlike a Von Kàr-
màn model.
The second limitation of our simulation is that we simulated
an instantaneous response for the piston actuators, which is not
realistic when working at high loop frequencies, and so for bright
reference stars in the high S/N regime. Limited actuator band-
widths will reduce the absolute performance of all controllers but
should not change the conclusion on the relative performance of
the Kalman controller with respect to the integrator. In addition,
the algorithm of the Kalman controller can be adapted to lim-
ited actuator bandwidths, as described by Correia et al. (2010),
to improve the controller performance. In the specific case of
GRAVITY, the piston actuators of the fringe tracker will have
a 3 dB bandwidth of 220 Hz. We thus anticipate a small loss
in performances in fringe tracking on reference sources brighter
than K = 8.5 whose optimal frequency is greater than 500 Hz.
Finally, we considered time-invariant disturbances in our
simulations. However, the atmospheric seeing slowly varies dur-
ing on time-scales of a few minutes, and realistic instrumental
vibrations may have varying frequency or amplitude, changing
with, for instance, the wind speed or orientation, or the tele-
scopes pointing. If these variations are very significant, the dis-
turbance model used for the Kalman filter have to be regularly
updated on time-scales of 5-10 s to efficiently correct vibra-
tions. For this, POL sequences can be reconstructed directly
from tracking sequences using the Kalman controller, and the
updated disturbance model can be computed on a dedicated com-
puter without stopping the control loop. Since the Kalman con-
troller is better at stabilizing fringes than a classical controller,
the new POL sequences will have a better precision than the ini-
tial one obtained with the integrator controller, and disturbance
model will not only be updated for the vibrations, but also be
more accurate for the atmospheric turbulence. This strategy may
be particularly valuable if the initial model has been identified by
tracking the fringes on a bright star before Kalman-tracking on
the faint reference star (see Sec. 5.4): updating the initial model
with new POL sequences acquired on the faint reference star
would actually remove potential biases from the small angular
separation between the bright initial star and the tracking refer-
ence star, if the atmospheric turbulence is not statistically spatio-
temporally invariant.
6.2. Performances with respect to GRAVITY
To enable the observation of the Galactic Center, GRAVITY will
use IRS16C as the reference for the fringe tracker, a star of mag-
nitude K = 9.7. To achieve its science objectives, the fringe
tracker is required to be able to track fringes down to 350 nm
rms on a K = 10 reference source with the UTs, assuming vibra-
tions below 150 nm rms OPD, 15 mas rms residual tip-tilt per
beam, and median seeing conditions. Moreover, fringe tracking
down to 300 nm rms OPD must be achieved without vibrations
in the same observing conditions, assuming that OPD vibrations
will add incoherently to the residuals.
Our simulations show that a Kalman controller will enable
the fringe tracker of GRAVITY to meet these requirements, but
not an integrator controller. The OPD residuals for each con-
troller for fringe tracking at magnitude 10 under the specified
conditions are detailed in table 7. The use of a long POL se-
quence of 5 000 frames to identify the disturbance model pro-
Table 7. OPD residuals at magnitude 10, with 150 nm rms OPD vi-
brations, 10 µm rms atmospheric OPD, 15 mas rms residual tip-tilt per
beam.
Controller OPD residuals
(nm rms)
Piston scheme integrator 411
OPD scheme integrator 383
Kalman (POL 2 000 frames) 356
Kalman (POL 3 000 frames) 339
Kalman (POL 4 000 frames) 321
Kalman (POL 5 000 frames) 308
Table 8. OPD residuals at magnitude 10, without longitudinal vibra-
tions, 10 µm rms atmospheric OPD, 15 mas rms residual tip-tilt per
beam.
Controller OPD residuals
(nm rms)
Piston scheme integrator 279
OPD scheme integrator 366
Kalman (POL 2 000 frames) 235
Kalman (POL 3 000 frames) 239
Kalman (POL 4 000 frames) 230
Kalman (POL 5 000 frames) 228
vides a 40 nm rms margin to the specified OPD residual level, at
the cost of memory and computation time to identify the model.
Without vibrations, the Kalman algorithm also provides a
better control than the integrator controller, although both algo-
rithms reach the specification of the fringe tracker of GRAVITY.
The corresponding OPD residuals are detailed in table 8. The
Kalman controller provides ∼70 nm rms margin to the specified
OPD residual level.
However, these performances at magnitude 10 are close to
the limits of the Kalman controller. They quickly degrade with
stronger disturbances: the fringe tracker sensitivity is lowered
by half a magnitude for 20 mas rms tip-tilt of the beams or for
15 µm rms atmospheric OPD. More efforts to damp the vibration
level at VLTI is also crucial for GRAVITY to reach its science
objectives: with the current vibration level on the UTs, fringe
tracking at magnitude 10 can not be expected to provide OPD
residuals lower than 800 nm rms, and the 350 nm rms residual
level can only be reached with a K = 9.2 star.
7. Conclusion
In this paper, we studied the performances of two different al-
gorithms to track fringes with an interferometer. We performed
simulations of fringe tracking with different reference star mag-
nitude, with realistic disturbances based on observing conditions
at VLTI (flux variations, vibrations, and seeing conditions), and
compared the performances obtained with an optimized integra-
tor controller and with a controller based on a Kalman filter,
which can predict statistically optimal commands based on a
model of the disturbance. We based our simulations on the archi-
tecture and design of the GRAVITY instrument, four-telescope
combiner that will be installed at VLTI end of 2014.
In the high S/N regime, we found that the efficiency to track
fringes is globally constant for each controller. Their perfor-
mance is limited by the maximal loop frequency that the system
can achieve (1 kHz in our simulations), and thus by the controller
bandwidths. In presence of vibrations, the Kalman controller is
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significantly more efficient than an integrator controller at high
S/N. Whereas the integrator controller is clearly limited by the
vibrations, the Kalman controller is almost insensitive to the vi-
bration level, and more generally to the disturbance level in this
range of magnitude. The disturbance model is accurately esti-
mated and the actuator commands are computed with accurate
prediction of the vibrations.
At lower S/N, the performances of both controllers signif-
icantly decrease with the star magnitude. For the Kalman con-
troller, supposed to be able to predict optimal commands, it can
be attributed to an inaccurate model of the disturbances. Be-
cause of poor-efficiency fringe tracking with the integrator con-
troller during the preliminary sequence used to calibrate the dis-
turbances, the model of disturbance used by the Kalman con-
troller is indeed not accurately estimated and the corrections are
not properly adapted. For observing conditions leading to OPD
residuals of more than ∼ λ/4 with the integrator controller (faint
magnitude, high disturbance or flux dropout level), the noise on
the preliminary sequence is too important to provide an accu-
rate identification of the disturbance model and the Kalman con-
troller is less robust than a classical integrator controller.
We also found that in this situation, the piston control can be
improved by identifying the disturbance model from high S/N
preliminary sequences using a bright star with the integrator con-
troller before tracking the fringes on the faint reference star with
the Kalman controller.
Finally, our results show that the VLTI instrument GRAV-
ITY will be able to reach its science objectives with a fringe
tracker using a Kalman controller, by stabilizing the fringes
down to 350 nm rms with a reference star of magnitude K =
10 under median atmospheric conditions. However, this perfor-
mance depends on a significant effort to mitigate vibration at
VLTI down to 150 nm rms OPD on the UTs. Four-telescope
fringe tracking is to be demonstrated with both algorithms in lab-
oratory during the integration of GRAVITY in mid-2014, then on
sky by 2015.
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Appendix A: Derivation of the noise of the phase
Let V be a complex visibility of phase and modulus φ and |V | re-
spectively in the complex plane. Let σV = (σx, σy) be the noise
on V in the complex plane, with σx and σy the real and imag-
inary parts respectively. Assuming that the noise are not corre-
lated, the noise on the complex vector V is thus described by an
ellipse of semi-minor axis σx and semi-major axis σy in the ba-
sis
(
V,ℑ,ℜ
)
centered on V (see Fig. A.1). A point on the ellipse
with coordinates (x, y) in this basis verifies the equation :
(
x
σx
)2
+
(
y
σy
)2
= 1 (A.1)
In the radial orthonormal basis (V,V‖,V⊥) defined respectively
by the axis parallel and orthogonal to V, the same point of coor-
dinates (u, v) verifies the equation:
(
u cosφ − v sin φ
σx
)2
+
(
u sinφ + v cosφ
σy
)2
= 1 (A.2)
The noise σφ on the phase can be approximated by the
differential phase between the V and the point of the ellipse
whose partial derivative in u is null (which corresponds to the
point of maximal coordinate on the axis B⊥). Two points verify
these relations, with coordinates (u1, v1) and (u2, v2) in the basis
(V,V‖,V⊥):
u1,2 = ±
cos φ sinφ(σ2y − σ2x)√
σ2y cos φ
2 + σ2x sinφ2
(A.3)
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Fig. A.1. Representation of the complex visibility V and of the noise
σV in the complex plane (V,ℜ,ℑ) and in the radial basis (V,V‖,V⊥).
v1,2 = ±
√
σ2y cos φ2 + σ
2
x sinφ2 (A.4)
The noise σφ on the phase is thus:
σφ = max
(∣∣∣∣∣∣arctan
(
v1
|V | + u1
)∣∣∣∣∣∣ ,
∣∣∣∣∣∣arctan
(
v2
|V | + u2
)∣∣∣∣∣∣
)
(A.5)
This expression neglect the covariance terms between the
real and the imaginary part of the complex vector. We refer to
Williams et al. (2006) for the analytical expression on the noise
on the phase in case of correlation between both measurements.
Appendix B: Derivation of the noise of the cross
product operator
The cross-product operator for a single baseline can be expressed
as a function z of two complex numbers x and y:
z = xy∗ (B.1)
The expression of the real and imaginary parts of z are developed
respectively as:
ℜ(z) = ℜ(x)ℜ(y) + ℑ(x)ℑ(y) (B.2)
ℑ(z) = ℜ(y)ℑ(x) −ℜ(x)ℑ(y) (B.3)
The variance of these expressions is expressed respectively as:
σ2
ℜ(z) = ℜ(y)2σ2ℜ(x) +ℜ(x)2σ2ℜ(y) + ℑ(y)2σ2ℑ(x) + ℑ(y)p2σ2ℑ(y)
(B.4)
σ2
ℑ(z) = ℑ(y)2σ2ℜ(x)+ℑ(x)2σ2ℜ(y)+ℜ(y)2σ2ℑ(x)+ℜ(x)2σ2ℑ(y) (B.5)
With σ2
ℜ(x) and σ
2
ℑ(x) the variance of the real and imaginary part
of x respectively.
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