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CHAPTER I 
I N T R O D U C T I O N 
Psychophysical investigations pursue studies on the rules which characterize 
the relation between the physical input signal (stimulus) and the behaviour of 
an Observer brought about by the perception of the stimulus. Hence, psycho-
physics yields essentially an overall description of the sensory system. Electro-
physiology is concerned with the investigations on the electrical properties of 
nerve cells and on the relation between neural activity and physical stimulation. 
The large amount of electrophysiological data becoming available shifted the 
accent of psycophysical studies to a correlation of the results of these studies 
with electrophysiological data. On the other hand the results of psychophysics 
are often indispensable for proper interpretation of the findings of electro-
physiology. 
In this thesis the results of both psychophysical and electrophysiological 
experiments shall be presented. The experiments have been designed to investi-
gate the differential luminance sensitivity, which can be defined as follows : The 
differential luminance sensitivity describes the ability of an Observer to discri-
minate stimuli whose light intensities differ slightly from each other. 
Several theoretical models have been proposed by a number of authors in 
order to describe the differential sensitivity as tested by a variety of psycho-
physical methods. Various forms of threshold theories have been developed, 
all of them using the threshold concept, but in different ways. In this concept 
it is assumed that the sensitivity is limited by a fixed threshold. If the neural 
correlate of the stimulus does not exceed the threshold level no perception is 
possible. A thorough discussion of the various threshold models is given by 
Green & Swets (1966). 
In recent years the theory of signal detection has been succesfully applied to 
sensory detection by human Observers. This theory assumes that the differen-
tial sensitivity is limited by noise and that signal-correlated neural activity can 
exist below the threshold level. This threshold level can be changed by the 
Observer and is called the 'criterion'. This theory offers certain advantages 
over the other theoretical models. Numerous experiments designed for the 
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investigation of the applicability of the theory of signal detection have been 
carried out with noise externally added to the stimulus (Swets, 1964; Green & 
Swets, 1966). 
Eijkman & Vendrik (1963) showed that the detection model can successfully 
describe the experimental data of the measurement of the absolute sensitivity 
of touch and warmth perception of the skin. In that study it was assumed that 
the absolute sensitivity is limited by internal noise, which is a fluctuating neural 
activity added to the non-fluctuating neural activity evoked by the stimulus. 
They showed also that certain characteristics of this internal noise can be 
determined. 
Eijkman et al. (ι966) studied the diñerential sensitivity of the auditory system. 
They investigated the validity of Weber's law which states that the differential 
sensitivity is proportional to the stimulus magnitude. Moreover, they studied 
the usefulness of the hypothesis that Weber's law can be explained by multi-
plicative noise. This noise originates from fluctuations of a gain factor in the 
sensory system and thereby increases with stimulus strength. The model based 
upon this hypothesis is called 'the multiplicative noise model.. It appeared, 
however, that the experimental results could be described better by another 
model, the so-called 'multirange meter model'. In this model the relevant inter-
nal noise is of an additive nature. By changing the intensity region of the stimuli 
in an experiment, the Observer adjusts the gain factor of his sensory system. 
By doing so the neural activity upon which a decision is based is maintained 
in the same range. This mechanism shows resemblance with the switching of 
the sensitivity of a multirange meter according to the magnitude of the incoming 
signal. The models will be described in Chapter 2. 
Thijssen & Vendrik (1968) investigated the consequences, which result from 
the assumptions included in the detection models, on the 'psychometric curves' 
and the 'ROC-curves' (receiver-operating-characteristic-curves). These two 
types of curves represent two manners of elaborating the experimental results. 
The authors also showed that the applicability of the models can be derived 
by studying the properties of the curves. They confirmed the result of Eijkman 
et al. (1966) regarding the preference of the multirange meter model for the 
auditory system. From a series of experiments with light stimuli it resulted that 
this model may also be useful for the visual system. 
In the present thesis the applicability of the detection models will be investi-
gated more extensively. Moreover, it will be studied in what manner the diffe-
rential sensitivity depends on the intensity of the stimuli. As the visual system 
is subject to considerable adaptation effects, the differential sensitivity may 
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depend on the adaptational state of the eye. The problem now to investigate 
is whether or not two stimuli which can be distinghuised at a high adaptation 
level, can be better distinguished at a low adaptation level. It must be men-
tioned that this problem differs from that studied with the so-called 'increment 
threshold' procedure. Following this procedure it is investigated in what manner 
the discrimination of a stimulus from a background depends on the background 
level (which is in fact an adaptation level too). A second problem investigated 
in this thesis is whether or not quantum fluctuations of the light are to be 
dealt with, and how the detection models can, if necessary, be adapted to this 
assumption. 
The experimental procedure will comprise two types of experiments. The 
experiments in which the Observer has to handle two response categories are 
called 'detection' experiments. In a 'discrimination' experiment the Observer 
has to state which stimulus, out of a set of possible stimuli, has been presented; 
hence, the number of response categories equals the number of different stimuli. 
In the latter type of experiments the Observer uses several criteria simultaneously 
which procedure enables a study of the characteristics of the noise that limits 
the differential sensitivity and of the transducer function relating the stimulus 
intensity to the neural activity involved in the decision process. 
The electrophysiological experiments to be presented concern the mass-
response of the retina and the occipital cortex, i.e. the electroretinogram (ERG), 
and the electroencephalogram (EEG), respectively. Additionaly, the results of 
single cell studies published by other authors will be involved in the discussion 
concerning the localization of the various parts of the detection model in the 
visual system. 
The ERG offers the opportunity to investigate the evoked-response of the 
receptor and bipolar cell layers of the retina. The EEG is measured on the scalp 
and is generated by the primary visual cortex. As it is investigated whether these 
evoked potentials are correlated with psychophysical data, it should be men-
tioned beforehand that the components of the evoked-responses to be studied 
have a latency larger than the latency of the perception of the stimuli. However, 
the evoked-response may yield an indirect estimate of the sensitivity of the 
visual system. The evoked-responses have been recorded while the Observers 
performed a discrimination task. As the evoked-responses are categorized 
according to the various stimulus-response combinations of the discrimination 
experiment, the correlation of the magnitude of evoked-response to the im-
plications of the theory of signal detection can be investigated. 
II 
CHAPTER 2 
DETECTION MODELS IN SENSORY SYSTEM ANALYSIS 
2.1 . INTRODUCTION 
In this chapter the theory of signal detection will be applied to sensory 
discrimination procedures. The mathematical concepts of this theory have been 
taken from the statistical decision theory. About 15 years ago the theory of 
signal detection was formulated in order to solve the technical problem of 
optimal detection of a signal masked by noise. Given a set of stimulus and 
noise parameters this theory provides a description of the detector. Almost 
immediately the theory was applied in psychophysical research (Tanner & 
Swets, 1954). The investigations concerned the question whether a sensory 
system behaves like an optimal detector, and starting with the applicability of 
the theory, the characteristics of sensory systems were determined. An extensive 
review of the literature was given by Swets (1964). Green & Swets (1966) pre-
sented a systematic outline of the theory as applied to sensory system analysis. 
Hence, the description of the theory of signal detection in this chapter will be 
restricted to a short review of general principles. The concepts of the theory 
will be compared with those of other theories on sensory detection. Two alter-
native detection models will be presented. 
2.2. THEORY OF SIGNAL DETECTION 
The basic scheme of a detection situation is shown in Fig. 2.1. A signal 
arriving at the input is coded by a transducer. The coded information is trans-
ported through the communication channel. The coded signal arrives at the 
detector, which is to be considered as a decoder. The theory of signal detection 
deals with the case that somewhere in the system noise is added to the signal. 
The problem presented in its most simple form is that there exists noise in 
the communication channel and this noise does not depend on signal parame-
ters. Thus, the scheme, translated into sensory system analysis, would then be: 
the physical stimulus applied to a sensory system is transformed into neural 
activity by a transducer. It is assumed that no active processes are applied to 
this activity in the communication channel. Noise is added to the neural acti-
vity in the communication channel and it is assumed that the noise is indepen-
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eiimuluB transducer channel detector гевропее 
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Figure 2.1 The general concept of a sensory detection model. The transducer transforms the 
stimulus with intensity I into a neural activity X, and noise is added The detector handles 
a cut-off value to decide whether the observed magmtude of X is due to a signal or not. For 
simplicity, the noise source is assumed to be located in the communication channel, but 
the other components of the model too can be fluctuating. 
dent of the stimulus, i.e. there is in fact additive noise. The neural activity then 
arrives at a higher nervous stage, at which the decision is taken. This higher 
nervous center will be called the detector and it has to deal with signals dis­
turbed by noise. After a decision about the presence of a stimulus has been 
made, the output of the detector may activate a motor center in order to arrive 
at the adequate behaviour. The latter system may be called a response me­
chanism. 
As a consequence of the noise the signal that arrives at the detector is a 
fluctuating quantity. This is illustrated m Fig 2 2. by plotting a Gaussian pro­
bability density of the input of the detector (denoted by X) in the presence and 
in the absence of a stimulus. As will be seen from this figure, a decision can 
only be taken if somewhere a cut-off is applied. The detector decides that no 
neural activity (X) 
Figure 2 2. Probability density curves corresponding to two possible input signals, with 
intensity li and Ь respectively, in this case li = ο X is the neural activity that is relevant to 
the decision made by the central nervous detector. The curves demonstrate the case of additive 
Guassian noise. 
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signal is present if the observed magnitude of X is smaller than this criterion 
level, and decides the opposite if that magnitude is larger. In a finite observation 
time it is not possible to arrive at an exact decision about the question whether 
the stimulus is present or not. From Fig. 2.2. it also follows that the quality 
of the decision mechanism depends on the characteristics of the density curves, 
which are the standard deviation σ, and the separation of the mean values, i.e. 
μ2-μι, in the case of a Gaussian distribution. Hence, a decrease of the common 
area under the curves increases the detectability of the signal by decreasing 
the amount of confusion. 
The theory of signal detection considers also the a priori probabilities of signal 
and noise and the weight of the decisions being made. These parameters will 
not be used in this study, but it may be mentioned that the effect of changing 
its values is a shift of the criterion. 
Every observation results in a state of the detector that may be right or 
wrong in two different ways. This can be illustrated by the response matrix of 
Fig. 2.3. So, e.g. an observation exclusively with noise actually present (li) may 
yield the response categories Ri or R2 ('no signal present' and 'signal present' 
respectively). According to Fig. 2.2. the probabilities of the responses in this 
case equal the area under the probability density curve for noise only to the 
left and to the right of criterion level C, respectively. 
So: С 
P(Ri I li) = P(Xi<С) = ff(X 1 h) dX 
- 0 0 
and (2.1.) 
+00 
P(R21 li) = P(Xi> C) = J f(X I h) dX 
с 
with li denoting the signal magnitude with noise only. 
It will be clear that: 
P ( R i | I i ) + P(R2|Ii) = l (2.2.) 
A plot of P(R21 Ij) against Ij is called a psychometric curve. 
The consequence of Equation 2.2. is that there are in fact no more than two 
independent variables in the response matrix. Hence, a plot of the hit probability 
v. the false alarm probability will contain the total information available. The 
Ч 
Stimulus 
noise: 
l i 
signal + noise: 
Response Categories 
Ri R2 
correct rejection 
P(Ri|Ii>' 
miss 
P ( R i | I i ) 
false alarm 
P ( R 2 | I i ) 
hit 
P ( R 2 | I 2 ) 
Figure 2.3. Response probability categories for the detection situation of Fig. 2.2. 
curve that results from this procedure is called a ROC-curve (receiver-operating-
characteristic curve). However, with fixed criterion level and signal and noise 
parameters, only one point will be obtained. The detectability of a signal is 
expressed by a number, i.e. the detectability index d', which with the assumptions 
made up to now equals (see also Fig. 2.2.) 
d ' = G i 2 — μ ι ) / σ (2.3.) 
This definition of the detectability characterizes a whole ROC-curve, if a 
Gaussian distribution is assumed, because the value of d' does not depend on 
the criterion level; whereas every point of the ROC-curve corresponds with a 
different criterion level but constant signal and noise parameters. Consequently 
the detectability index d' yields a one parameter description of the detection 
system as a whole, provided that the distribution is restricted to the proposed 
kind. 
The theory of signal detection as presented so far may also be applied to the 
discrimination of two or even more non-zero signals. No essential adjustments 
have to be made for these cases. 
If it is assumed that the noise characteristics depend on signal parameters, 
the definition of the detectability index no longer holds, and it appears to be 
necessary to return to a two-parameter description. The shape of the ROC-
curve is also changed by this assumption. The characteristic that noise depends 
on signal parameters will be denoted by its multiplicative nature, unlike the 
additive noise assumed before. The consequence of multiplicative noise will be 
investigated in Section 2.4. 
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2.3. THEORY OF SIGNAL DETECTION V. THRESHOLD THEORIES 
The theory of signal detection, when applied to sensory systems, implies a 
basic view that is completely different from the concept of threshold theories. 
In this section the theory of signal detection will be compared with these theo-
ries. It is however not intended to describe details about the pro's and con's of 
the applicability of both concepts. A sophisticated discussion on this matter is 
given by Green & Swets (1966), Swets (1961) and Blackwell (1963). 
The theory of signal detection does not accept a fixed physiological threshold, 
but defines a cut-off value or criterion. The Observer appears to be able to shift 
this criterion. This effect can be illustrated by means of a psychometric curve 
(Fig. 2.4.). Such a curve is a plot of response probability R2 v. signal level. The 
magnitude of the criterion in signal measure is given by the signal level corre-
sponding to P(R2| Ij) = 0.50, in case of a symmetrical probability density. 
A shift of the criterion level is equivalent to a shift of the psychometric curve. 
The experiments of e.g. Barlow (1956) and Nachmias & Steinman (1963) 
showed that in an absolute visual detection task the Observers are able to shift 
the criterion or even to handle several criteria simultaneously. From Fig. 2.4. 
follows that a shift of the psychometric curve to the right is accompanied by a 
decrease of the false alarm and hit probabilities. This decrease corresponds 
with a shift along one single ROC-curve. 
reepenaa probability PCRZIIJ)" 
1.00 -, 
OJO 
OJOO 
stimulus intensi ty(Ij) 
Figure 2.4. Psychometric curves. The response probability is plotted v. signal magnitude. 
A shift of the curves in horizontal direction corresponds with a change of the criterion level 
handled by the Observer. 
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Threshold theories assume a physiologically determined threshold level 
below which no signal-correlated events occur. This implies that some of the 
trials involve a guessing mechanism, which causes false alarms, but also yields 
some hits. The so-called high threshold theory proposes that after proper in-
structions to the Observer, no false alarms should be given at all. The actually 
measured false alarm rate is used then to correct the hit rate for guessing. The 
low threshold theory of Swets et al. (1955) assumes that there exists a lower 
limit to the response criterion which an Observer is able to adopt. A survey of 
other low threshold theories is given by Green and Swets (1966). 
Both, the threshold theories and the theory of signal detection, propose that 
neural activity fluctuates despite the fact that the stimulus may be a non-
fluctuating quantity. The visual stimulus however is subject to inherent fluc-
tuations due to the quantal nature of light. The implications of this were worked 
out first by de Vries (1943), Rose (1948), Hecht et 31.(1942), and Van de Velden 
(1944). This fluctuation theory or physical quantum theory can be summarized 
as follows: at the absolute threshold and with low background levels the fluc-
tuations involved in the decision process are assumed to be due mainly to 
fluctuations in the number of quanta of both background and stimulus. If the 
threshold is defined as the intensity of an increment, corresponding with a 
particular response probability, the threshold will be proportional to the 
standard deviation of the quantum fluctuations. The proportionality constant 
is called the 'efficiency ratio', (Bouman, 1952) or 'signal to noise ratio', (Rose, 
1948). 
An assumption not mentioned so far is the relation between signal strength 
and magnitude of the neural events, relevant to a decision. Most threshold 
theories do not make explicit statements as to this, but sometimes a linear 
relationship is implicitely proposed. Recently v. d. Grindt & Bouman (1968) 
introduced a model, which performs an extension of the physical quantum 
model and incorporates a non-linear behaviour of the visual transducer. The 
theory of signal detection has also been extended to non-linear functioning of 
the sensory system (Eijkman et al. 1966, Thyssen & Vendrik, 1968, Treisman, 
1965 and 1966). 
2.4. TWO ALTERNATIVE DETECTION MODELS 
2.4.1. Introduction 
These models may be considered as specifications of the general model 
shown in Fig. 2.1. Both models will explain the fact that the differential sensitiv-
ity depends on the stimulus level. The differential sensitivity may be relatively 
I? 
constant, which is expressed by Weber's law, or may increase proportionally to 
the square root of the signal level ; this property is called the de Vries-Rose law. 
With respect to the visual system, the models are in a preliminary stage, 
because the development and the investigation on their applicability were 
carried out for the auditory system (Eijkman et al. 1966). The results of Thijssen 
and Vendrik (1968), however, indicate that extension to the visual system may 
be useful. 
The models will be presented now in their simplest form. Modifications in­
dicated by experimental evidence will be discussed in Chapter 4. 
2.4.2. General concepts 
Stimuli are transformed into a neural activity by the receptor mechanism. 
This neural activity is monotonously related to the stimulus parameter con­
cerned. As the Observer has to handle one 'figure of merit' it is assumed that 
the neural activity is weighted or integrated during the observation time. The 
resulting value of relevant neural activity on which the decision is based will be 
denoted by X. If a kind of internal noise is proposed, X will be a fluctuating 
quantity. The noise can be independent of stimulus magnitude (additive noise), 
or dependent (multiplicative noise), or both. 
Take: 
X = aF(I) + p (2.4.) 
a = the gain of the transducer which introduces multiplicative 
noise, when fluctuating. 
F(I) = the transducer function, which increases monotonously 
with stimulus magnitude I. 
β = the term that represents additive noise, when fluctuating. 
The transducer function F (I) expresses the dependency of X on stimulus para­
meters. In this study variation of only one parameter will be considered, i.e. 
light intensity, but the theory can also be applied to studies in which other 
parameters are involved. 
The effect of variation of other parameters of the stimuli on the transducer 
are to be found in other studies. For instance, models of the visual transducer 
involving its temporal characteristics were developed by Matin (1968), Sperling 
& Sondhi (1968), Fuortes & Hodgkin (1964), Morgan (1965), van Nes ( 1968), and 
models involving its spatial characteristics by Morgan (1965), van Nes (1968), 
Gregory (1957), Marimont (1962). 
It is assumed that all fluctuations depending on intensity may be incorpor­
ated in the gain factor a, and F (I) is assumed to be a non-fluctuating quantity. 
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Figure 2.5. The psychometric curve obtained by using a normal probability ordinate: a 
straight line results for a normal distribution of neural activity X and a linear relation of X 
and stimulus intensity I. The value of σι corresponds with the standard deviation of X. 
The quantities α and β are assumed to be normally distributed in first ap­
proximation. The statistical parameters will then be the mean and the variance 
(denoted by < a > and σα2). 
The differential sensitivity in a discrimination experiment will be defined now. 
With two different stimuli, li and I2, the Subject may use the response categories 
Ri or R2 in a particular trial. Fig. 2.3. shows the response matrix for this situ­
ation, and in Fig. 2.4. psychometric curves are to be seen. A sensitivity measure 
of the theory of signal detection will be the segment of the absciss corresponding 
to the response probability region from 0.50 to 0.84 (Fig. 2.5.). This intensity 
segment is denoted by σι and is a measure in stimulus magnitude for the 
fluctuations relevant to the decision made. Weber's law can now be written: 
σι/Ι = constant (2.5.) 
In Fig. 2.5. it is assumed that additive Gaussian noise is present, and with a 
normal probability ordinate a straight line will be equivalent to the sigmoid 
psychometric curves of Fig. 2.4. 
The sensitivity measure of threshold theory, which is analogous to σι, is the 
I-value equivalent to a response probability of 0.50. The so defined threshold 
will be denoted by Δ I. In an increment threshold procedure the origin of 
Fig. 2.5. may correspond to increment zero, and in this figure can be seen that 
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with a stable criterion, i.e. a fixed false alarm rate, the threshold is proportional 
to σι. This is expressed by the Crozier-ratio Δΐ/σι (Crozier, 1936, quoted by 
Treisman & Watts, 1966). Since the criterion level handled by the Observer is 
constant it yields a constant value of the Crozier-ratio. Consequently, increment 
threshold curves and plots of σι v. background intensity will have the same 
shape. The increment threshold curve will show a large variability of the data, 
unless the Observer is able to handle a constant criterion in a series of experi­
ments. Systematic changes of the criterion level will cause a change of the shape 
of the increment threshold curve. With additive Gaussian noise and a linear 
transducer the magnitude of σι does not depend on the criterion level. 
The general model expressed by Equation 2.4. can be simplified for special 
stimulus conditions. This will be demonstrated in the following sections. 
2.4.3. The multirange meter model 
Eijkman et al. (1966), and Thyssen & Vendrik (1968) showed that for auditory 
discrimination at moderate and at very low stimulus intensities, respectively, 
it is permitted to consider the term α of Equation 2.4. as a non-fluctuating 
constant. This was concluded from the observation that within a particular 
experiment the noise did not depend on stimulus magnitude. The noise will 
then be represented by fluctuations of ß. In that case it follows from Equation 
2.4.: 
< X > = a F ( I ) + < ß > 
and (2.6.) 
σ χ = σβ 
In the above-mentioned papers it was demonstrated that the differential sen­
sitivity, if related to the mean stimulus level of an experiment, obeyed Weber's 
law. However, the fluctuations of β do not depend on stimulus intensity. To 
explain Weber's law it will be assumed that the Observer adapts the gain factor α 
in a particular experiment in such a way that the corresponding X-values lie 
in a fixed range. This range-setting mechanism may be another phenomenon 
stimulus transducer
 я
 detector response 
notée 
Figure 2.6. The multirange meter model. The transducer is adapted according to the intensity 
level of the stimuli. The decision variable X is maintained by this range-setting mechanism 
within a fixed range. Additive noise is present. Also the criterion level lies in a fixed range. 
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than what is mostly called adaptation. In the auditory experiments the adapt­
ation effects are very small (Harbert et al., 1966), although the range-setting 
mechanism does operate. 
The multirange meter model is shown in Fig. 2.6. The stimulus induces a 
particular setting of the gain of the transducer. Noise is added to the output 
signal of the transducer and the resulting activity is observed by a decision 
mechanism. As the activity X is always maintained in a fixed range, no gross 
adaptation of the decision level is needed. 
Starting with the validity of Weber's law, it can be shown that only a special 
class of function F(I) is possible (see also Eijkman et al., 1966). 
In Equation 2.6. < X > is assumed to be within a fixed range; consequently, repetition of an 
experiment in a different intensity region yields about the same < X > . This is only possible 
with: 
aF(I) = constant (2.7.) 
The I-values corresponding to response probabilities 0.50 and 0.84 can be determined 
experimentally, and will be denoted by I and I + σι. 
With Equation 2.7. it follows from Equation 2.6. that: 
< X > = o F ( I ) + < ß > 
< X + ΔΧ> =αΡ(Ι + σι) + < Ρ > 
Now <Χ + Δ Χ > — < X > =constant, because in every experiment the region corre­
sponding to Ρ = 0.50 to Ρ = 0.84 ¡s taken and, therefore, Δ X equals σχ, which is constant in 
this model. 
Hence, : 
a [ F ( I + oi) — F(I)] = constant (2.8.) 
With 2.7. it follows from 2.8. 
[ F (I + σι) — F (I) ] / F(I) = constant (2.9.) 
With Weber's law (2.5.) Equation 2.9. can be written: 
[ F {1(1 + к)} — F(I) ] / F(I) = constant (2.10.) 
Equation 2.10. is equivalent to 
F {1(1+k)}/F(I) = constant (2.11.) 
Taking the constant in Equation 2.11. equal to (1 + к)", it follows: 
F { ( l + k ) I } = ( i + k ) n F ( I ) (2.12.) 
Dividing 2.12. by PO + к)11 yields 
F{( l + k)I}/(i + k ) n I " = F a ) / P > (2.13.) 
Put F(I) / I n = H(I), then Equation 2.13. becomes: 
H{(H-k)I} = H ( I ) (2.14.) 
Since F(I) is a monotonous function of I, this is possible only provided that H(I) is indepen­
dent of I; hence,: 
F d K : ) ! " (2.15.) 
The ROC-curves for the multirange meter model display the additive nature 
of the Gaussian noise. With intensities I2 and h used in a discrimination 
experiment the ROC-curve can be obtained from Equation 2.1. with a normal 
probability density inserted: 
2 1 
+00 
Р(Кг| I i ) = f(2ΐισχ»)-4 exp{—i(X—<Χι>)2/σχ 2 } dX 
С 
and also (2.16.) 
+00 
P(R2| 12)= / (2πσχ2)4 exp{— ¿(Χ— <Χ2>) 2 /σχ 2 } dX 
"c 
The plot of P(R2 [ Ii) v. P(R2] I2) at various criterion levels will yield a ROC-
curve. Substituting: X * = (X—<Xj>) / σχ (with j = l, or 2), Equation 2.16. 
becomes : 
+00 
P(R2| Ij) = f (2n)-i exp(—ix* 2) dX* j = l, or 2 (2.17.) 
zj 
with: 
Zj= ( C — < X j > ) / a x j = l ) o r 2 (2.18.) 
zj is called the normal deviate. 
The detectability index d' (Equation 2.3.) can be defined by using Equation 
2.18: 
d ' = z i — Z2= (<X2> — < Χ ι > ) / σ χ (2.19.) 
From Equations 2.6. and 2.15.: 
d' = const. (І2П— Iin) / σρ (2.20.) 
If the ROC-curve is plotted with two normal probability axes, a straight line 
will result. This follows directly from Equation 2.19. after transformation of 
the probabilities into normal deviates. 
With zi as independent variable it appears that: 
Z 2 = z i — d ' (2.21.) 
which is a straight line, with unity slope and zero crossing d'. 
This unity slope is characteristic for the additive Gaussian distribution, which 
is assumed in the model. Two ROC-curves are shown in Fig. 2.7. 
The value of d' will now be used to evaluate the exponent η of Equation 2.15. 
In an experiment with four stimuli, with intensities h , I2, I3 and I4, two values 
of d' will be used corresponding to the sets (Ii, I2) and (I3,14). These values will 
be denoted by d'A and d's, respectively. 
From Equation 2.20. it follows that the ratio of these d'-values equals: 
d'A/ d 'B = ( І 2 П - h " ) / ( І 4 П - ІЗ П ) (2.22.) 
2 2 
Combination of the two relations given in Equation 2.23. yields σ χ = 
= < X > σ
α
/ < α > . 
It can easily been shown, that the quantity < α > / σ
α
 equals the term Δ ι η / Δ σ , 
which was introduced by Green & Swets (1966) for the description of the multi­
plicative nature of the noise. 
Just as in the multirange meter model, in this model too, with Weber's law 
being valid a special class of function F (I) is applicable. 
Equation 2.18. can also be applied to the multiplicative noise model: 
+ 00 
P(R21 Ij) = / (2n)-i exp(—i X*2) dX* j = 1, or 2 (2.24.) 
But now: zj = (C — <Xj>) / axj, and with Equation 2.23. it follows: 
Z j = ( C — < X j > ) / ( < X J > a a / < a > ) j = l , o r 2 (2.25.) 
Two experimentally determined values h and h = Ii = σι may correspond to the response 
probabilities 0.50 and 0.84 respectively. 
For P(R21 Ii) = 0.50 Equation 2.24. yields zi = 0 and PCRz 112) = 0.84 corresponds to Z2 = 
With Equation 2.25. this results in: 
{ < X 2 > — < Χ ι > } / < Χ ι > = {σ
α
/<(i>}/{ 1—cT
a
/<a>}=constant. (2.26.) 
Inserting Equation 2.23. in Equation 2.26. yields: 
{Ρ(Ιι+σ,) — F(Ii)}/F(Ii) = constant, 
or 
F(Ii-rOi)/F(Ii) = constant. (2.27.) 
With Weber's law, i.e. σι/Ι = k, it follows: 
F{li(l + k)} / F(Ii) = constant. (2.28.) 
Equation 2.28. is identical to Equation 2.11. and the procedure as followed 
there leads to F(I) (:) I n (Equation 2.15.). 
The ROC-curve for the multiplicative noise model will be demonstrated now 
on a normal deviate plot, which is equivalent to a normal probability plot. 
Normal deviates zi and Z2, corresponding to P ( R 2 | l i) and Р(Н.2І la) respec­
tively, are given by Equation 2.25. Elimination of С yields: 
Z2= ζισχ1 / σ χ 2 — { < X 2 > — < Χ ι > } / σ χ 2 (2.29.) 
which is equivalent t o : 
Z2= ζ ι < Χ ι > / < Χ 2 > — { < X 2 > — < Χ ι > } < α > / < Χ 2 > σ α (2.30.) 
With: 
s = < X i > / < X 2 > = F(I i ) / F(l2) 
and (2.31.) 
m = — { < X 2 > — < Х і > } < а > / < Х 2 > а з = { Р ( І і ) / Р ( І 2 ) — 1 } < а > / а з 
Equation 2.30. yields: 
za = szi + m (2.32.) 
Errata page 24 
Beneath Equation 2.25. : Ь = li + σι 
In Equation 2.31.: σβ to be replaced by σ
α 
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Figure 2.7. Two ROC-curves for additive Gaussian noise on a normal deviate scale with d' = 1 
and d' = 2 respectively. 
Experimental values of d'A and d'it, together with calculation of the right-hand 
part of Equation 2.22. for various values of n, yield an estimate of the exponent n. 
2.4.4. The multiplicative noise model 
This model implies that Equation 2.4. can be simplified to: 
< X > = < a > F(I) 
σχ = σ
α
 F(I) (2.23.) 
This means that both the average value and the standard deviation of the 
additive noise term β will be neglected. As < a > and σ
α
 are system constants 
in this model and F(I) is monotonous with I, Equation 2.23. yields a mono­
tonous increase of < X > and σχ with I. The latter relationship indicates that 
the fluctuations of X increase with increasing I, which is called multiplicative 
noise. The model is shown in Fig. 2.8. The output of the transducer fluctuates, 
which is due to the fluctuating gain α of the transducer. As the average level of 
X increases monotonously with I, the criterion level has to be adapted to the 
mean level of intensities in a particular experiment. 
stimulus transducer detecWr reepons« 
Figure 2.8. The multiplicative noise model. Multiplicative noise is caused by fluctuations in 
the transducer; hence, with a large stimulus large fluctuations exist. The criterion level has to 
be adapted to the range of stimulus intensities. 
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Figure 2.ç. Two ROC-curves for multiplicative Gaussian noise. The ROC-curves are straight, 
and the slope is smaller than unity. The numbers within the brackets denote the value of m 
and s respectively. 
This is the equation of a straight line with slope s and zero crossing m. In 
Equation 2.31. is to be seen that with І2> h the slope s < l , and m < o . Two 
examples of this kind of ROC-curve are shown in Fig. 2.9. Comparison of 
Equation 2.32. with Equation 2.21. demonstrates the remark at the end of 
Section 2.2. that with additive noise a one-parameter description of the system 
may be given, whereas with multiplicative noise two parameters are needed 
(s, and m, respectively). 
The exponent η of the power function F (I) = const, χ I n may be estimated in 
two different ways: 
Firstly: Considering Equation 2.15. it follows from Equation 2.31. that the 
slope of a ROC-curve 
s = (h/ h ) " (2.33.) 
Hence, a single ROC-curve, with slope s < 1, yields an estimate of n. 
Secondly: With two sets of intensities, (Ιι,Ιζ) and (Is.U) respectively, two 
ROC-curves will be obtained with zero-crossing n u and т ц respectively. With 
Equation 2.31. it can be shown that 
т
А
/ т в = {(Іі/І2) п -1}/{(Із/І4) п -1} (2.34.) 
The experimental ratio т л / т в can be compared with values of the right-hand 
part of Equation 2.34., calculated at various values of n. In this way an estimate 
of η is obtained. 
The methods for determination of n, presented in Equations 2.33. and 2.34., 
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are exclusively applicable to the multiplicative noise model. It is possible, how­
ever, to obtain a value of η in a model that may be more suitable for the visual 
system. Suppose that in Equation 2.4. all the terms fluctuate; then: 
< X > = < a > < F ( I ) > + < β > 
and (2.35.) 
σ χ = [ σ
α
2 < Ρ ( Ι ) > 2 + < α > 2 { σ Γ ( ΐ ) } 2 + σ
α
2 {aF ( I )}2+ affi 
assuming independent noise sources. Fluctuation of F(I) may represent 
quantum fluctuations of the stimulus. 
Assume a normal distribution of X. Then Equation 2.29. is valid. With two 
groups of intensities, (ІіДг) and (Іі.Із) respectively, and considering Equation 
2.35., the ratio of m-values becomes: 
( < X 2 > — < Χ ι > ) / σ χ 2 ( < X 2 > — < Χ ι > ) σ χ 1 / σ χ 2 . , . 
т А / т в = - = (2.36.) 
( < Х з > — < Χ ι > ) / σ χ 3 ( < Х з > — < Χ ι > ) σ
Χ ι
/ σχ 3 
with < Χ ι > = < α > < F ( I i ) > + < β > , etc. 
The ROC-curves for (ІіДг) and (Іі.Із) are denoted by A and В respectively. 
According to Equation 2.29. the slope, s, of a ROC-curve is equal to σχ 1/σχ 2, 
and with Equation 2.35. it follows from Equation 2.36. : 
{ < F ( I 2 ) > - < F ( I 1 ) > } s A 
m A / m B = { < F ( I 3 ) > - < F ( I 1 ) > } s B ^ 3 7 0 
With a power law inserted for F(I) in Equation 2.37. we see: 
n u SB/тв SA = {(h/ I i ) n - 1} / {(I3/ I i ) n — 1} (2.38·) 
Equation 2.38. demonstrates that with only one assumption, i.e. a Gaussian 
distribution of the noise, it is possible to incorporate fluctuations of all the 
quantities in the model of Equation 2.4. in the determination of the exponent n. 
2.4.5. Psychometric- and ROC-curves (Receiver-Operating-Characteristic) 
A psychometric curve displays the relation of response probability with 
stimulus intensity. In Section 2.2. it is demonstrated how the response prob­
ability is related to the probability density of the neural activity. The neural 
activity may be a non-linear function of stimulus intensity. The transducer 
function will be a second factor which determines the shape of the psycho­
metric curves. Thyssen & Vendrik (1968) presented psychometric curves corre­
sponding to various assumptions of the transducer function F (I) and the 
characteristics of the noise; three criteria are involved. These curves are shown 
in Fig. 2.10. Curved lines are approximated by two straight line segments to get 
a clear demonstration of the characteristics to be discussed below. 
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The transducer function is considered to be a power function with several 
values of the exponent and a logarithmic function. The latter function has not 
been used in the detection models, but is often applied in psychophysics and 
electrophysiology. Fig. 2.10. shows that the transducer function influences the 
curvature of the psychometric curves (i.e. the angle between the two segments). 
NORMAL DISTRIBUTION 
cr
x
=constant 
NORMAL DISTRIBUTION 
ο·
χ
(. )<Χ> 
SKEW DISTRIBUTION 
σ·χ=constant 
response Ρ 
probability Q 99 
0.90 
< X > ( ) I 0 5 0 5 0 
OCX·) I 
<x>()i 2 
l i h I3 U 
stimulus intensity (I) 
Figure 2.10. Theoretical psychometric curves with three assumptions about noise character­
istics and four different transducer functions. Curved lines are approximated by two straight 
segments. Intensity is plotted on a linear scale. 
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The assumptions concerning the noise correspond to the multirange meter 
model (normally distributed noise, with σχ = constant), and to the multiplic­
ative noise model (normally distributed noise, with σ χ ( : ) < Χ > ) . The third 
assumption, positively skew distributed additive noise, has been proposed 
because most single cell recordings display skewed post-stimulus time histo­
grams and interval histograms. Hence, skew distributed noise may be involved 
in the decision process, but it has to be investigated which kind of noise de­
termines the overall behaviour of the visual system. 
The slope of the segments at equal intensities can be used to find the kind of 
distribution of the noise. The psychometric curves of Fig. 2.10., which corre­
spond to the multirange meter model, display parallel segments. The curves for 
the multiplicative noise model show convergent segments. Divergent segments 
correspond to skew distributed noise. From Fig. 2.10. is to be concluded that 
the shape of one single psychometric curve is not uniquely related to the 
distribution of the noise, nor to the transducer function. At least two psycho­
metric curves, corresponding to different criteria, are needed to get a decision 
about noise characteristics. The kind of transducer function can only be found 
in the case of parallel segments, with the exponent of the power function 
n = l, or n > l . 
The ROC-curves for the multirange meter model and the mulplicative noise 
model are shown in Fig. 2.7. and Fig. 2.9. respectively. Both models yield 
straight lines, and the slope of the ROC-curves appears to be crucial. The 
transducer function cannot be found by visual inspection of a ROC-curve. 
With multiplicative noise, i.e. slope s < 1, the slope of the ROC-curve depends 
on its position. From Equation 2.31. it follows that this remark is equivalent 
to the statement that both s and m depend on the transducer function and, 
therefore, on stimulus intensity. 
In Sections 2.4.2. and 2.4.3. it is shown that the transducer function is likely 
to be a power function in both models, hence, the logarithmic transducer 
function will not be considered any more. The exponent η of the power function 
can be derived from the intersect of the ROC-curve with the ordinate (Equations 
2.22., 2.34., and 2.38.). An example of this procedure is given in Fig. 2.11. The 
left-hand part of Equations 2.22. and 2.34. has been calculated for the stimulus 
intensities of Series С (Section 3.5.). It may be noted that the limit value for 
n->o can be calculated with the theorem of de l'Hospital. E.g., for Equation 
2.22. it follows that 
limit {(I 2/Ii)n-l}/{(l4/l3)n-l} = {log(I2/I1)} / {logityb)} 
n-> 0 
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Figure 2.11. The relation of d'A/d'B (Equation 2.22.) and of п и / т в (Equation 2.34.) to the 
exponent η of the power function. The d' ratio is determined in the multirange meter model ; 
the ratio of m-values is used in the multiplicative noise model. The curves have been calculated 
for the stimulus intensities of the experiments reported in Section 3.5. 
The conclusion now is that it is more convenient to use ROC-curves to 
estimate the parameters of the detection models than psychometric curves. 
ROC-curves can be obtained if the Observer handles several criteria simul­
taneously in an experiment. The most adequate procedure for this purpose is a 
discrimination experiment. 
2.5. DISCUSSION 
It has been assumed so far that Subjects will be able to maintain stable 
criterion values during a whole experiment. T. A. Tanner et al. (1967) however 
showed that, at least in a discrimination experiment, and no trial to trial feed­
back having been given to the Observer, a significant shift of the criterion level 
occurs, which is coupled to various stimulus-response combinations of the 
preceding trial. These criterion shifts produced different points on a single 
ROC-curve, which is in agreement with the theory of signal detection. The 
shifts thus implicate that both the false alarm rate and the hit rate will change 
after a particular trial. As the hit rate and the false alarm rate are not linearly 
related, it can be shown that the total resulting probabilities will be situated on 
a ROC-curve corresponding to a lower d'-value. This remark is equivalent to 
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stating that criterion fluctuations contribute to the noise involved in the 
decision process. It will be assumed now, that criterion noise is normally dis­
tributed. In the multirange meter model no signal-dependent noise is present 
and it is proposed that criterion noise is also of additive nature. Criterion noise 
can be included then in fluctuations of β (Equation 2.6.). In the multiplicative 
noise model noise depends on signal magnitude. Criteria are created during a 
training period and are based upon observations of the various stimuli. It seems 
likely that also criterion fluctuations depend on signal magnitude and therefore 
on criterion magnitude. Fluctuations of the criterion will be incorporated in the 
fluctuations of the gain (i.e. α in Equation 2.23.). In conclusion: it will be 
assumed that fluctuations of a criterion can be included in both models in the 
way proposed above, or can be neglected. 
Both σι and ΔI are a measure in stimulus magnitude of the fluctuations that 
limit the differential sensitivity. The theory of signal detection provides a second 
measure of sensitivity, which is called the detectability index, d' (Equations 2.3. 
and 2.19.), i.e. a 'signal to noise ratio' of the neural activity relevant to a de­
cision made by the Observer. The detectability index can, however, be used 
only in case of applicability of the multirange meter model. 
Adaptation effects can be comprised in the range-setting mechanism of the 
multirange meter model. The multiplicative noise model can be extended to 
adaptation effects by assuming adaptation of the average level of the gain 
factor. Both models may be useful, therefore, in experiments with variation of 
the adaptional state of the eye. 
The quantum character of light is involved in the multiplicative noise model 
at the end of Section 2.4.4., with the assumption that the noise relevant to a 
decision is normally distributed. It does not make sense to consider quantum 
fluctuations in the multirange meter model, because, according to the definition 
of this model, no signal-dependent noise is present at all. 
The applicability of the models can be investigated with ROC-curves. These 
curves are straight lines on normal deviate plot. A line with unity slope corre­
sponds to the multirange meter model, whereas a line with a slope smaller than 
unity points to the multiplicative noise model. The theory given above permits 
also estimation of the transducer function, i.e. the relation between signal 
level and mean level of neural activity involved in the decision process. 
In the following sections the applicability of the detection models will be 
investigated. The experimental results will be used to evaluate the parameters 
of the model that appears to be the most suitable one. 
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CHAPTER 3 
DETECTION AND DISCRIMINATION EXPERIMENTS 
3.1. INTRODUCTION 
In this chapter the results will be presented of detection and discrimination 
experiments. The detection experiments have been carried out at various levels 
of background intensity and of the adaptational state of the eye. In one series 
of experiments the task of the Subject is to detect the presence of a test stimulus 
that is presented on a background. In a second type of detection experiments 
the Subject has to state whether a test stimulus is more intense, or less, than 
a simultaneously presented reference stimulus. The differential sensitivity is 
usually measured by the first mentioned method. The results of the experiments 
carried out with this method will permit a comparison of the results of the 
experiments of the second type with the results of other authors. It will be 
investigated with the detection experiments in what manner the differential 
sensitivity depends on background intensity, and on the adaptational state of 
the retina. Moreover the relation of the differential sensitivity with the level 
of stimulus intensities is studied. A sensitivity measure that is derived from the 
theory of signal detection will be compared with the commonly used 'increment 
threshold'. 
The results of discrimination experiments will be used to decide which of the 
detection models is most suitable to apply to the visual system. For that purpose 
the characteristics of the noise which is relevant to a decision of the Subject 
will be determined. The transducer function that relates stimulus intensity with 
neural activity will be evaluated. As the discrimination experiments have been 
carried out at various adaptation levels, it will be possible to study the influence 
of adaptation on noise characteristics and on the transducer function. 
The results will be correlated with electrophysiological data of other authors. 
Discrimination experiments will be presented in which the retinal and cor­
tical evoked-responses are recorded during the sessions. In these experiments 
it will be investigated whether the evoked-responses are correlated with the 
psychophysically observed answers of the Subject, or not. 
ЗІ 
probability density f(X|Ij) 
neural activity (X) 
Figure 3.1. Probability density curves for multiplicative Gaussian noise (σχ( : )<Χ>). The 
shaded area corresponds with P(R2| I2) = Р(Хг>С). 
3.2. PSYCHOPHYSICAL METHODS 
The stimuli presented to the Subject are a test stimulus and a simultane­
ously given reference stimulus. In each experiment at least four values of test 
stimulus intensity are used. These test stimulus categories are presented in a 
random sequence. The function of the reference stimulus can be looked at in 
two different manners. Firstly: it can be assumed that the Subject states the 
subjective magnitude of the test stimulus by comparison with the reference 
stimulus. In this way the reference stimulus ensures a stable subjective criterion. 
Secondly: it can be assumed that to formulate his answer the Subject handles 
the difference between the reference and the test stimulus. Both assumptions 
are mathematically identical, provided that fluctuations in the criterion level 
are included in the detection models. 
In a detection experiment the Subject is asked to state whether the test stimu­
lus is more intense, or less, than the reference stimulus. The procedure will be 
illustrated now for the most simple case of two test stimuli. The observed 
magnitude of the test stimulus, which will be denoted by X, can be the result 
of stimulus one, with intensity li, or of stimulus two, with intensity la (І2> li). 
X is a fluctuating neural activity. As the Observer has to state whether h or 
I2 has been presented, the strategy will be as follows : if the observed magnitude 
of X exceeds a particular level, always respond that stimulus 2 is observed 
(response R2). With a large number of trials in one experiment the relative 
frequency of a response can be approximated by the probability of occurrence. 
So P(R2| Ij) and P(Ri|Ij), with j = l or 2, will be obtained (see also Fig. 2.3.). 
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It is clear that P(Ri I Ii) + P(R2| Ii) = l ; the same relation holds for I2. Fig. 3.1. 
shows the probability density curves of X (f = probability density) correspond­
ing with stimulus one and two, respectively. In this figure it is assumed that 
the noise is multiplicative, and Gaussian distributed. The shaded area in Fig. 3.1. 
+00 
corresponds with P(R2 112), so P(R2 112) equals P(X2>C) = / f(X | l2)dX. 
С 
In a detection experiment with five different test stimuli the response pro­
babilities P(R2|Ij), with j = i to 5, will be used to measure the differential 
sensitivity. For that purpose the probabilities will be plotted v. stimulus inten­
sity. The resulting graph is called a psychometric curve. 
A discrimination experiment differs from a detection experiment in that the 
task of the Subject is extended. In this kind of experiment the Subject has to 
state which of the five possible stimulus categories has been presented. Hence, 
the number of response categories now equals the number of stimulus cate­
gories. To perform this task the Subject has to adopt four criterion levels (Ci 
to C4, with C i < C2< Сз< C4). If the neural activity X exceeds C4, the Subject's 
answer will be R5. If X is smaller than C4, but larger than C3 the response R4 
results, etc. The responses R5, R4 + R5, etc. represent cases in which the neural 
activity observed exceeds C4, C3, etc. The data of an experiment will be worked 
out by means of psychometric curves and ROC-curves. 
Psychometric curves 
It is mentioned above that when applying the detection procedure one psy­
chometric curve will be obtained by plotting P(R2| Ij), with j = 1 to 5, v. sti­
mulus intensity, Ij. AS in discrimination experiments the Subject adopts four 
different criterion levels four psychometric curves result: 
P(R51 Ij) = p(x J > C4) is plotted v. Ij, and 
P(R4+ R51 Ij) = P(XJ > Сз) is plotted v. Ij, etc. 
P(R4+R5|I j ) equals P(Xj>C3), because (Сз<Х)<С4) and (X J >C4) are 
disjunct events. A convenient way of plotting the results is to use a normal 
probability ordinate. This procedure yields a straight line with additive Gaussian 
noise and a linear transducer function being present (Fig. 2.10.). In Fig. 3.2. 
psychometric curves are shown for the multiplicative noise, as assumed in 
Fig. 3.1. 
The measure of differential sensitivity has been defined in Chapter 2, with 
the assumption of a straight psychometric curve (Fig. 2.5.). This definition is 
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Figure 3 2. Psychometric curves for a discrimination experiment with five test stimuli, and 
five response categories, which imply four criteria. The shape of the curves corresponds, 
with the unequal variance assumption of Fig. 3.1. The ordinate is a normal probability scale. 
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Figure 3.3. The value of σι is defined, also for a curved psychometric curve, as the intensity 
region that corresponds with the response probability interval 0.50 to о 84 (see also Fig. 2.5.). 
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maintained for a curved psychometric curve, as demonstrated in Fig. 3.3. So 
the quantity σι is defined to be the stimulus intensity range that corresponds 
to the set of response probabilities (0.84; 0.50). These probabilities comprise 
the standard deviation of X only in case of additive Gaussian noise and a 
linear transducer function. 
The ROC-curve (Receiver-Operating-Characteristic-curve) 
As explained above, a psychometric curve is obtained by plotting the response 
probabilities that correspond to a particular criterion v. stimulus intensity. A 
ROC-curve will be obtained by grouping the probabilities at various criterion 
levels for a particular stimulus intensity. So the sets of response probabilities 
P(X5>Ci), with i = l to 4, and P(X4>Ci), i = l to 4, will yield a ROC-curve 
by plotting e.g. the first set on the ordinate and the second on the absciss. If 
the plot is made by using normal probability axes, a straight line will result 
both in case of additive and of multiplicative Gaussian noise. This straight 
line will be characterized by the slope, s, and the zero-crossing with the ordi­
nate, m. 
The normal probability axes will be replaced by normal deviate axes, which 
will be denoted by zi and Z2 (absciss and ordinate, respectively). The normal 
deviate ζ equals the fraction of the standard deviation that corresponds to the 
difference o.5o-P(Xj > Ci), with j = 1 to 5, and i = 1 to 4. 
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Figure 3.4. A ROC-curve on normal deviate plot that corresponds with the psychometric 
curves of Fig. 3.2. The ROC-curve is obtained by plotting the normal deviates for a set of two 
stimuli at various criterion levels. A straight line is generated by multiplicative Gaussian noise. 
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So P(Xj>Ci) = o.50 yields z = o, P(X j >Ci) = o.i6 yields z = + l , P(Xj>Ci) 
= 0.84 yields z = — 1 , etc. The definition of z, given here, is equivalent to the 
definition in Section 2.4.1. (Equation 2.18.) i.e. Zj = {Ci—<Xj>}/ax j . 
Fig. 3.4. shows a ROC-curve according to the assumption of multiplicative 
Gaussian noise in the preceding figures. 
The equation for a straight ROC-curve is Z2= s z i + m . 
3.3. EXPERIMENTAL ARRANGEMENT 
Most of the experiments are carried out with the same set up and the same 
light sources. Two flashes are presented simultaneously, and they are separated 
by 30 visual angle. The flash area is 10' and the duration 45 msec. The flashes 
are accompanied by a 45 msec, 1000 cps tone pip, in order to support the atten-
tiveness of the Subject. According to Bouman & v. d. Brink (1952) and Denton 
& Pirenne (1952) a separation of 3° will suffice to avoid summation effects of 
the flashes in the parafoveal region. The flashes are presented at 8° in the nasal 
field of the right eye, i.e. at 8° temporal retina. According to Zigier & Wolff 
(1958) in this region of the retina little variation of the sensitivity occurs. The 
background is a circular field with a diameter of 150. Fixation is ensured by 
means of a small red cross at the border of the background field. To obtain a 
fixed head position in the dark-adapted situation there are three more red 
crosses, one about 15° nasal of the fixation cross, one above and one beneath 
the position of the flashes at the border of the background field. So the four 
little crosses are positioned like a large cross. With this configuration the head 
is in the exact position only if all the crosses can be seen by foveal inspection. 
Additionally the head is positioned by means of a chin rest and a forehead 
15° 
! 0° I 
M и 
Figure 3.5. The field observed by the Subject with the right eye. The Subject is instructed to 
fixate the right-hand cross. The three other crosses should be visible by foveal inspection at 
the proper head position (see also the legend of Fig. 3.7.). The flashes subtend 10' of arc and 
are separated by 30. 
36 
rest. The view of the Observer is shown in Fig. 3.5. In the experiments both 
a 3 mm and a 4 mm artificial pupil are used, depending on the intensity of the 
background. Background field and flashes are made by means of electrolumi-
nescent plates (Philips, EL 200 11/009), driven by a 1000 cps voltage. The emis-
sion spectrum of the panels is shown in Fig. 3.6. (measured with Schott inter-
ference filters) together with the scotopic and photopic sensitivity curves 
(Wright, 1946). 
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Figure 3.6. The emission spectrum of the electroluminescent plates (e) compared with the 
photopic (p) and scotopic (s) sensitivity curves of the human eye (after Wright, 1946). 
The arrangement of the light sources and the place of neutral filters (Schott) 
is shown in Fig. 3.7. The emmetropic eye has to accommodate 2 diopters. 
The overall level of background field and stimuli can be changed by means of 
the neutral filters. Additionally the stimulus intensities can be varied within 
certain limits with the aid of variable attenuators (Fig. 3.8.). The intensity of 
the flashes and of the background will be given in troland (td). 
The Observers are dark adapted for 30 min, and, if necessary, light adapted 
during 5 min. 
The stimuli are produced and the responses rated by a stimulus and response 
unit. This unit is shown in the form of a block diagram in Fig. 3.8. The sequence 
of events is as follows : 
The Subject gives a starting signal that triggers a timing unit. The stimulus and 
response code of the preceding trial, which code is stored in a memory, is read 
in a response counter matrix. Subsequently the memory is cleared and a pun­
ched tape reader is driven by the timing unit. The punched tape contains the 
code of stimuli in a random sequence. The new stimulus code is read in the 
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memory and is used to select one of the electronic switches. Each switch is 
connected in series with an attenuator. The attenuation of each of the attenua­
tors is preset on the stimulus intensity wanted. The switch is activated by the 
timing unit 500 msec after the starting signal. The duration of the stimulus is 
determined by the duration of the pulse from the timing unit, which pulse acti­
vates the electronic switch. The output of the attenuator is amplified about a 
hundred times by an AC-amplifier, which drives the electroluminescent plate; 
electrolumineecent plate 
diafragm 
candescent 
lamp 
electroluminescent 
plates 
-neutral density filter 
Figure J.7. The experimental arrangement. The Subject looks at the light sources through a 
3 mm or 4 mm artificial pupil. The luminescent plates are placed at 50 cm from this pupil; 
hence, the Subject has to accommodate 2 diopters. The positive lens depects a virtual image of 
a cross diafragm at a distance of 50 cm from the artificial pupil. The light is reflected by four 
small mirrors, which yield the fixation configuration in Fig. 3.5. The whole system is placed 
in a light-tight box. The Subject looks into the box through a tube (length 15 cm). This tube 
limits the visual field and the four fixation crosses can only be seen at the exact head position. 
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Figure 3.8. The stimulus and response unit. 
The explication is given in the text. 
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at the same time the reference stimulus is obtained from a second amplifier 
and a second plate. After observation of the flashes the Subject gives a response. 
The response code is stored in the memory. If the Subject wants to correct his 
answer, he can clear the response memory, and a new response can be stored. 
The contents of the memory is read in the response counter matrix at the fol­
lowing commencement of the whole cycle by the Subject. 
3.4. THE DIFFERENTIAL SENSITIVITY AND ADAPTATION IN THE 
MESOPIC RANGE 
3.4.1. Introduction 
To investigate the validity of Weber's law and the influence of light adap­
tation on the sensitivity of the parafoveal region, four series of experiments 
have been performed. The Subject is asked to use only two response categories; 
consequently, these experiments are according to Section 3.2. detection experi­
ments. The various series can be listed as follows: 
Series A Discrimination between a reference flash and a test flash, presented 
simultaneously, the eye being dark adapted. The trials are separated 
by a dark interval of at least 10 sec. 
Series В Detection of a test stimulus produced on a continuously presented 
background. Five different background intensities are used. 
Series С Discrimination between a reference flash and a test flash delivered 
upon the same background levels as in B. 
Series D Discrimination between a reference flash and a test flash; the back­
ground is switched off 2 sec before the display of the flashes and on 
1 sec afterwards, during 10 sec. A repetition of one trial per 13 sec 
results. The same background levels as in В are used. 
The time sequence of the experiments is shown in Fig. 3.9. 
Figure 3.9. Stimulus and background conditions for Scries А, В, С and D. The switching time 
of the background of Series D is not to scale with the stimulus duration. 
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Series В represents the orthodox way of measuring the 'increment threshold'. 
Thus, it is possible to compare the results of the other experimenters with the 
present series. However, there is a difference in the measure of sensitivity used 
in this study and the increment threshold. The increment threshold may be 
defined as the increment Δ I corresponding to a probability of seeing of e.g. 
0.50. In this study σχ, as defined in Section 3.1., will be used. This difference 
will be discussed further on. 
Comparison of Series A and D provides the opportunity to investigate the 
influence of a change of state of adaptation of the retina on the sensitivity. 
Whereas, comparison of the results of Series А, С and D will permit a conclusion 
as to whether, or not, the presence of the background is an important factor 
in adaptational changes of the sensitivity. 
3.4.2. Experimental arrangements 
The optical set up equals that given in Section 3.2. 
In series А, С and D five test stimuli are delivered at random. Two of these 
stimuli are less intense, two are more intense and one equals the reference 
stimulus. The Observer is asked to state whether the test flash is more, or less, 
intense than the reference flash. The difficulty that may arise about the test flash 
that equals the reference flash should not be taken very seriously, because, 
according to the experience of the Observers, two flashes rarely look the same. 
In Series В three test stimuli are mixed at random with stimuli with zero 
intensity in a proportion of 60% and 40% respectively. The Observer has to 
state whether or not a test flash is presented. The reference flash in Series В 
is always visible, and thus the Subject will be less uncertain about the locali­
zation of the test flash. The stimulus intensities of Series С are such that the 
level of the reference flash is just 100% visible. The intensity of the flashes of 
Series A is chosen in such a way, that the reference flashes equal those of 
Series D. 
The background levels used in Series В, С and D comprise an intensity range 
of 0.08 to 180 td. This range is localized mainly in the mesopic region, which, 
according to Pirenne (1962), comprises the range ю - 3 to ю cd/sq.m., or 
4 x io^2 to io 2 td. 
Each experiment of Series В and С consists of 200 trials; in Series A and D 
100 trials per experiment are carried out. 
3.4.3. Results 
For all the series the probability of the statement 'the test flash exceeds the 
reference flash' or 'exceeds the background level' (Series B) is plotted on a 
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normal probability scale v. test flash intensity on a linear scale. This procedure 
yields one psychometric curve. Most psychometric curves have been approxi­
mated with a straight line. The value of σι, i.e. the intensity range corresponding 
with the standard deviation, is measured. For clearly curved lines the slope is 
determined by averaging the slope of the straight lines through the lower and 
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approximated by a square root relationship. 
Figure 3.11. The same as Fig. 3.10. for another Subject. 
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Figure 3.12. σι as a function of background intensity for the Series В and C. The data can be 
approximated by a square root relationship. For Series В the σι-values are related to the 
average slope of the psychometric curves or to the response probabilities at the three higher 
flash levels only. The latter σι-values tend to be lower. This Series В is not the same as that 
presented in Fig. 3.10. 
Figure 3.13. The same as Fig. 3.12. for another Subject. 
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Figure 3.14. σι plotted vs the intensity of the central flash level. For Series В the lowest flash 
level has been plotted on the absciss. All scries display a proportionality of σι with Inasti in 
first approximation. 
Figure 3.15. The same as Fig. 3.14. for another Subject. 
the higher points. The experiments of Series А, В and D were performed on 
the same days. For this reason the results of these series will be presented to­
gether. A second Series В was carried out together with Series C. 
Series B, and D can be worked out in two ways: firstly, by plotting σι v. 
background intensity, and secondly, with a plot of σι v. flash intensity. The 
first method is applied in Fig. 3.10. and 3.11. 
In these figures a straight line has been drawn according to a square root 
relationship of σι with background intensity. It can be seen that this line fits 
the data fairly well. For Series В this fact implies, that σι behaves in the same 
way as the increment threshold (cf.: Bouman, 1952; Bouman et al., 1963 and 
Barlow, 1957). 
The σι-values of Series B, as compared with Series D are larger. This is 
caused by a marked difference in the shape of the psychometric curves in 
Series В in comparison with the curves of the other series. Tn the experiments 
of Series В the slope of a psychometric curve increases with increasing flash 
intensity, whereas in Series D there is a slight decrease of the slope. According 
to Thijssen & Vendrik (1968) the increasing slope of curves of Series В may 
be the result of a particular non-linear relation between flash intensity and 
neural activity or of a positively skewed distribution of the relevant noise. This 
will be investigated further in the following section. 
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If the psychometric curves of Series В are characterized by the slope of the 
segment, corresponding with the non-zero test flashes only, lower σι-values will 
result. As is demonstrated in Fig. 3.12. and 3.13. the curves relating these values 
of σι with background intensity for Series В are almost equal to those of Series 
C. Also in these figures the data can be approximated by a square root relation 
of σι to background intensity. 
In Fig. 3.14 and Fig. 3.15. σι-values are plotted v. flash intensity, which is 
equal to the intensity of the reference flash; for Series Β σι of the three higher 
flashes only is plotted v. the lowest non-zero stimulus. It can be shown that 
approximation of the relation between σι and flash intensity by a proportio­
nality fits the data of all the series fairly well, except the σι-values at the lowest 
intensity level. The results of the various series differ only in the location of 
the proportionality line. 
Blackwell (1963) carried out a very extensive set of increment threshold ex­
periments. The experimental procedure of these experiments equals the pro­
cedure of Series B. Blackwell measured the value of σι and of the increment 
threshold Δ I. He found that σι/ΔI = constant. This relation appeared to be 
independent of flash area, retinal location, flash duration ( K 4 0 0 msec), wave­
length and background intensity ( > i o ~ 4 millilambert). For I-values on linear 
scale ο.3θ<σι/Δΐ <o.50. However, all the results are given as the average of 
several Observers. Therefore, individual deviations of the rule stated cannot be 
read from this paper. The increment threshold in the experiments of Blackwell 
corresponds with a response probability of 0.50. 
Cornsweet & Pinsker (1965) carried out three series of experiments, similar 
to Series А, В and D. The test flash and the background had equal area (50') 
and location (1 0 above fixation), whereas a 50' reference flash was presented 
I o below fixation, together with an identical background field. The results for 
the series with the eye dark adapted, and light adapted with background 
switched off, equal the results for Series A and D. So Weber's Law is valid 
from absolute threshold to the highest level used, with Δ I equivalent to a 
threshold level corresponding with 75% detection. The increment threshold 
experiment corresponding to Series В yielded Weber's Law in the mesopic and 
photopic region, but not in the scotopic region, with the increment threshold 
plotted v. background intensity. This result does not agree with the result of 
Series B, which yields a square-root relationship (Fig. 3.10. to 3.13.). This may 
be caused by the fact that they used a large flash area. It is known that with 
large flash area Weber's Law is valid over a large range of intensities and the 
square root law of de Vries-Rose will not be found (cf.: Barlow, 1957, and 
Bouman, 1952). 
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Figure 3.16. σι plotted v. background intensity and v. central flash level for the data reported 
by Mueller (1951). Background area 12°, flash area 40', and flash duration 20 msec. The flashes 
were presented foveally. 
Mueller (1951) presented the values of response probabilities in a large series 
of increment threshold experiments (fо veal 40' flash, 20 msec duration, 12° 
adapting field). Replotting the probabilities on a normal probability ordinate 
v. flash intensity on a linear scale, yielded values of σι which are proportional 
to Ifiash over the whole intensity range (Fig. 3.16.). A plot of σι v. background 
showed a 'conventional' curve, as is to be seen also in Fig. 3.16.; i.e. a square 
root region and a Weber region. 
Two questions have to be discussed now: 
1. Is the background level the relevant variable in an increment threshold ex­
periment, i.e. are the fluctuations as observed with a psychometric curve 
partially due to quantum fluctuations in the background, or, if not, in what 
manner are they indirectly caused by the background? 
2. How does light adaptation act on the sensitivity as measured with a detection 
experiment? 
A more thorough discussion will follow now. 
3.4.4. Discussion 
It has been observed in Section 2.4.2. that with a stable criterion the incre­
ment threshold curve will be parallel with the curve displaying σι v. background 
intensity in a logarithmic plot. This can be illustrated with the data of Mueller 
(1951) which are replotted in Fig. 3.17. In this figure σι-values are also shown. 
The values of σι have been derived from the original response probabilities, 
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given by Mueller, by the method of Section 3.2. It can be seen in Fig. 3.17. 
that the two curves are roughly parallel with ΔI ^ 6σι. 
It cannot be concluded, however, that the increment threshold is a convenient 
measure of sensitivity. Firstly: because it is highly dependent on the Subject's 
criterion level, which can be illustrated by the Crozier ratio (Section 2.4.2.). 
Blackwell (1963) found a value of Δΐ/σι Ä 3. The data of Mueller yield, how-
ever, Δΐ/σι ÜÍ 6, this large value indicates that the Subjects handled a very 
high criterion level, which resulted in threshold values two times larger than 
was found on an average by Blackwell. Secondly: in some experiments no 
Δ I-value can be defined. If for instance a discrimination experiment is per­
formed in which all stimuli are visible, and no reference stimulus is given, the 
value of σι will be the most suitable measure of sensitivity. 
The experimental results of the preceding section will be discussed now. In 
Fig. 3.14. and 3.15. σι is plotted v. Ifiasn, and the data of all the series yield 
straight lines with unity slope in first approximation. This result indicates that 
the relation of σι with Inasn is not markedly changed by variation of the adap­
tation level (Series A and D), and by the presence of a background field (Series 
В and C). The conclusion is that the differential sensitivity is primarily deter­
mined by the intensity level of the stimuli. The graphs of σι v. background 
intensity for Series С and D agree with this conclusion, which will be shown 
now. 
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Figure 3.17. Curves relating σι and increment threshold Δ I with background intensity 
(Mueller, 1951). The data are average values of two Subjects. The distance of the curves 
corresponds with Δ I — 6σι. 
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The intensities of the flashes used in the various experiments of Series В differ 
a constant factor from the flash intensities in the corresponding experiments 
of Series С and D. Hence, from the proportionality of σι and Інаэп (Fig. 3.14. 
and 3.15.) it follows that also for Series С and D σι is proportional to the 
square root of background intensity. The square root relation observed in 
Series В is implied in the concept which assumes that quantum fluctuations of 
both background light and flashes limit the differential sensitivity (Section 2.3.). 
However, the proportionality of σι to flash intensity does not agree with this 
concept. This problem will be discussed more extensively in the next section. 
The σι-values of Series C, when plotted v. flash intensity, yield a straight 
line which is shifted downwards with respect to the line for Series В (Fig. 3.14. 
and 3.15.); this means that the differential sensitivity for Series С is larger. 
The explanation of this discrepancy between Series В and С may follow from 
the observation that the shape of the psychometric curves for Series В differs 
from the other series. In Section 3.4.3. it has been remarked that this can be 
caused by a positive skewness of the noise to be involved in the decisions of 
the detector. If it is assumed that only the noise resulting from the background 
is skew distributed, the skewness becomes relatively less important at higher 
flash levels, i.e. in Series C, as compared with Series B. As can be shown the 
σι-values of Series С will be relatively lower in this case. 
The results of Series A and D, as compared with Series В and C, do not 
display the large increase of sensitivity as observed in dark adaptation experi­
ments. This seems to be contradictory to the results of e.g. Baker et al. (1959), 
who measured the sensitivity during the initial stages of dark adaptation. They 
observed a large increase of the sensitivity in the first 500 msec following ex­
tinction of a background field. However, Baker et al. applied the commonly 
used procedure of measurement of the 'absolute threshold' value; in other 
words: the sensitivity is expressed by the stimulus intensity, which yields a 
response probability of 0.50. The increase of this 'absolute' sensitivity is not 
accompanied by an increase of the differential sensitivity, as follows from 
Fig. 3.14. and 3.15. 
The absolute sensitivity may be considered as a measure for a kind of adap­
tive gain-control. This gain-control is not influenced by the actual presence of 
a background field, but merely by the adaptation level (by means of an 'adap­
tation pool', cf. Rushton, 1965). Moreover, the gain-control mechanism will 
not have considerable effects on the differential sensitivity as measured with 
detection experiments. The assumption that the gain-control depends primarily 
on the adaptation level can be supported by the data of Crawford (1947) and 
of Blakemore & Rushton (1965). They showed that every adaptational state 
46 
during the dark adaptation process is equivalent to a background intensity level, 
if the spatial characteristics of the retina are being considered. The gain-control 
mechanism is also assumed to exist in the multirange meter model; however, 
in Section 2.4.3. it is proposed that the mechanism be activated by the stimuli. 
Hence, this assumption has to be extended by assuming that also the adaptation 
level affects the gain factor α (Equation 2.6.). The multiplicative noise model 
(Section 2.4.4.) does not involve adaptation effects, but it may be assumed that 
the fluctuating gain factor α (Equation 2.23.) is subject to adaptational control. 
It should be mentioned that the transducer function F(I) can be dependend 
also on adaptation effects. 
In the next section it will be investigated which of the models yields the most 
adequate description of the visual system and what type of adaptation has to 
be involved in the detection model. 
3.5. NEURAL NOISE AND THE VISUAL TRANSDUCER 
3.5.1. Introduction 
In this section the characteristics of the noise relevant to a discrimination 
response will be investigated. For this purpose a thorough inspection of psy­
chometric curves and ROC-curves is necessary. 
The transducer function, relating stimulus intensity to the average magnitude 
of the decision variable X, will be evaluated by the methods presented in 
Chapter 2. 
Three types of experiments will be discussed, which are equivalent to Series 
А, С and D described in the preceding section. The present series differ from 
the former ones in as far as the Subjects now perform a discrimination task, 
which makes it necessary for the Subjects to handle several criteria simultane­
ously. One series consists of a repetition of ten times the same experiment. 
The series can be listed as follows : 
Series A' Discrimination of a test flash and a reference flash. The eye is dark 
adapted. 
Series C' Discrimination of a test flash and a reference flash. The eye is light 
adapted by a continuously presented background. 
Series D' Discrimination of a test flash and a reference flash. The eye is light 
adapted, but the background light is switched off a fixed time before 
presentation of the flashes. 
The Subjects are instructed to state which of the test flashes is given in a 
particular trial. With five different values of the test flash intensity a five-by-five 
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stimulus-response matrix will result. With four criteria handled by the Observer 
four psychometric curves can be drawn. 
In Fig. 2.10. it is to be seen that with multiplicative noise (i.e. σ χ ( : ) < Χ > ) or 
skew distributed noise the slope of a psychometric curve depends on the crite­
rion level. It will be shown below that the experimental psychometric curves 
are curved if the intensity is plotted on a linear scale and using a normal pro­
bability ordinate. In order to get one single measure of sensitivity from one 
kind of experiment, the psychometric curves are approximated by two straight 
line segments, through the lower and the higher levels respectively, and the 
average value of σι is calculated from the resulting eight σι-values. With this 
procedure criterion effects will be leveled out in first approximation and cur­
vature will not be considered then. 
With five different flash levels it should be possible to draw ten ROC-curves 
corresponding to various combinations of two out of five possible levels. A 
more or less arbitrary set of two ROC-curves combining the probabilities at 
li, I3 and at I2, I4, with І і < І 2 < І з < І 4 , is chosen. The ROC-curves will be 
approximated by straight lines, which are characterized by the slope s and the 
intersect with the ordinate m. The slope of the ROC-curve is decisive for the 
question which of the models proposed in Chapter 2 yields the best description, 
whereas from the intersect m an estimate of the transducer function may be 
obtained. 
3.5.2. Experimental arrangement 
The stimulation apparatus and the optical set-up are identical to that des­
cribed in Section 3.3. The intensity of the reference flash equals in all series the 
central value of test flash intensities. For certain Subjects only four flash levels 
have been used in Series A' and D'. The background level of Series C' and D' 
is 4.5 td. 
Series D' can be separated in two distinct sets. In the first set the background 
is switched off during 3 sec and the flashes are delivered after 2 sec dark interval. 
In the second set the background is switched off during 1 sec and the flashes 
are given 0.1 sec after extinction. The background is on during 10 sec. The sets 
are denoted by D'2.0 and D'o.i respectively. In all the series the Subjects have 
been dark adapted for 30 min, and in series C' and D' 5 min of adaptation to 
the background preceded the experiments. The experiments of Series A' and 
D' consist of 100 trials, the experiments of Series С comprise 200 trials each. 
3.5.3. Results 
The psychometric curves of Series A', C' and D' for Subject Τ are shown in 
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Figure 3.18. Psychometric curves of discrimination experiments for Subject T. The data re-
present mean values, with standard deviation of the mean, of 10 experiments (100 or 200 trials 
each). 
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Fig. 3.18. It can be seen in this figure that for all the series the slope of each 
curve decreases with increasing magnitude of Itiash· This property does not 
permit a definite conclusion about noise characteristics or transducer function 
(see also Fig. 2.10.). The σι-values have been determined for all straight line 
segments that can be drawn according to the procedure described in Section 
3.5.1. The average of these σι-values is divided by Inasti, which equals the refe­
rence flash. In this way Weber fractions are obtained (σι/Ifiash)· These fractions 
are given in Table 3.1. for all the series. 
Comparison of the results of various series is subject to a restriction, which 
results from a practical reason. Only Series A' and D'2.0 have been carried out 
on the same days, one experiment of each series a day. The results of these 
series can be compared better with each other, than with the results of Series C' 
and D'o.i· With this restriction it may be concluded that the Weber fraction is 
smaller for Series C' and D'0.1 than for Series A' and D'2.0· In other words: 
discrimination is better on a continuously present background and with pre­
sentation of the flashes 0.1 sec after extinction of the background, than discri­
mination with dark adapted eye or with background switched off 2 sec before 
presentation of the flashes. Series A' does not display a consistent difference 
with Series D'2.0 as can be seen from Table 3.1. 
The possibility of bad accommodation in the series with dark background 
(A' and D') has been investigated with the proper lenses to provide unaccom­
modated viewing of the flashes by the Subjects Τ and Ko. This procedure yiel­
ded an effect which is too small to account for the observed difference between 
the Weber fractions of these series and those of series C' and D'0.1. 
The dependency of the slope of the psychometric curves on the criterion level 
will be investigated by plotting the σι-value of the straight line segments at the 
lower flash levels vs criterion level. The criterion level may be defined as the 
TABLE 3.1. Weber fractions for the Series A', C', D'2.0 and D'O.L 
σι is the average value per Subject for all the psychometric curves of a particular series. 
Iriash equals the magnitude of the reference flash. 
Series A' Series С Series D'2.0 Series D'o.i 
Subject ffl/Iriash Oi/Iflash σι/Itlash CJi/Iflash 
Τ о.бі о.зо 0.56 о.зз 
К о ο.8ι 0.31 0.63 0.34 
Η 0.52 0.55 
Ka 0.74 0.58 
Inasto 25.8 td 21.5 td 25.8 td 25.8 td 
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Figure 3.19. σι-values of the straight line segments at the lower flash levels (Fig. 3.18.) plotted 
v. criterion level. It can be seen that σι tends to increase with increasing criterion level. 
Because of the large variability the results of Series A' and D'2.0 for Subject Ко are not shown. 
value of Inasn corresponding to Ρ = 0.50. The results for Subjects Ко and Τ 
are shown in Fig. 3.19. It follows from this figure that there exists a general 
tendency of the value of σι to increase with increasing criterion level. In other 
words: the slope of the psychometric curves decreases when the curves are 
shifted vertically downwards, i.e. towards a higher criterion level. Hence, the 
segments are divergent. According to Fig. 2.10. it may be concluded that the 
distribution of the noise underlying the decision process is positively skewed. 
The consequence of this conclusion is that a special kind of ROC-curves has 
to be expected. This will be discussed further on. The graphs of Fig. 3.19. can 
be summarized : an increase, equal to σι, of the criterion level yields an increase 
of the magnitude of σι of 10%. The conclusion has to be handled with some 
care however, because Thijssen & Vendrik (1968) presented evidence that the 
hypothesis σι = independent of criterion level cannot be rejected at 5 % signi­
ficance level. The statistical test (Kendall rank correlation test) was carried out 
for the data of seven Observers. The experimental procedure corresponded to 
that of Series A'. 
The ROC-curves have been approximated by straight lines, which yield the 
best fit by visual inspection. This approximation is very plausible, because the 
data do not display a consistent deviation from a straight line. The slope s and 
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the intersect of a ROC-curve with the ordinate m, are given in Table 3.11. The 
subscripts denote the test flashes that underly the two ROC-curves in one series 
of experiments ( I i< І2< Із< U)· The overall average of the slope s appears to 
be 1.04 with standard-deviation of the mean 0.02. This result equals that of 
Fig. 3.19. and it demonstrates that a positively skewed distribution of the rele­
vant noise may be present. In Chapter 2. it is shown that noise with normal 
distribution displays ROC-curves with slope s ^ і . Hence, an alternative ex­
planation may be that additive normally distributed noise is actually present, 
but criterion fluctuations increase with criterion level, which yields a slope s > 1. 
There is no experimental evidence available to support a decision about this 
problem. 
There are two arguments in favour of an additive normally distributed noise. 
Firstly: what type of skewed distribution can be an alternative for a normal 
distribution? The number of effectively absorbed quanta in a flash is of the 
order of 1000. The skewness of the Poisson distribution of the quanta is 
negligible for this number. Quantum fluctuations are a kind of multiplicative 
noise, and it can easily be shown that in fact a ROC-curve with a slope smaller 
than unity will result. Other skew distributions were proposed by Jeffressíigós), 
who pointed out that in auditory detection the Rayleigh distribution may be 
suitable, and by Thijssen & Vendrik (1968), who calculated ROC-curves for a 
logarithmic normal distribution. The Rayleigh distribution is of multiplicative 
nature and therefore generates ROC-curves with a slope smaller than unity. 
The logarithmic normal distribution yields on normal deviate plot ROC-
curves, which, if approximated by straight lines, display a slope larger than 
unity. Thus, only the latter distribution may be useful, however, there is no 
experimental or theoretical evidence strong enough to prefer this distribution 
and not another one. Moreover, the deviation of unity slope is small and not 
highly significant; hence, a normal distribution is to be preferred. 
Secondly: Generally, the theory of signal detection is applied with the assump-
tion of a normal distribution. It seems not reasonable to abandon this suitable 
description without giving a straight forward alternative. 
The further analysis of the results by means of ROC-curves will, therefore, 
be carried out with the assumption of additive Gaussian noise. 
The data of Table 3.11 are worked out according to the method given in 
Section 2.4.5. (Fig. 2.11.). The values of the intersect m are used to determine 
the value of the exponent η of the transducer function, F(I) = const. I n . As the 
ROC-curves are approximated by straight lines, with an average slope of about 
unity, the best estimate of m is obtained by drawing a straight ROC-curve with 
unity slope through each experimental point of the plot and determining the 
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TABLE 3.11. ROC-curves for the Series А', С', О'г о and DO 1 arc characterized by the slope s 
and the intersect with the ordinate m. Subscripts denote the stimulus intensities 
( І 1 < І 2 < І З < І 4 ) . 
Sub- Series A' 
ject mi,3 si,3 тг,л sa,4 
Τ -1.43 1.04-1.64 і.оз 
Ko -0.82 0.91 -1.06 1.06 
H -0.880.94-0.891.04 
Ka -0.67 1.06 -0.66 0.96 
Series С' 
т і . Э Sl,3 Π12,4 S2,4 
-1.68 1.12 -1.31 1.02 
-1.86 1.11 -1.29 1.03 
Series D'2 0 
Π Ι ] , ! Sl,3 Π12,4 S2,4 
-1.29 1.00-1.27 1.14 
-1.21 1.02 -I.OI 1.10 
-0.86 1.07-0.890.85 
-0.95 1.08-1.03 1.00 
Series DO 1 
m i , 3 Sl,3 012,4 S2,4 
-1.56 1.06 -1.70 1.06 
-1.36 1.03 -1.65 1.13 
average value of m. It may be remarked that with ROC-curves displaying 
unity slope the intersect m equals the detectability index d'. The resulting values 
of the exponent η are given in Table 3.111. The overall average of the exponent 
is about 0.3. There exists no consistent difference between dark adaptation and 
light adaptation (Series A' and C ) . If this observation holds true, adaptation 
affects mainly the gain of the transducer. The average value of the exponent 
for Series D'2.0 is significantly lower than for Series D'o.i. A very intricate 
adaptation mechanism ought to be present, however, to yield changes of the 
exponent in the initial stages of dark adaptation as follow from comparison of 
the results of Series C' with Series D' and A'. Additionally, it has to be men­
tioned that negative values of the exponent are very unlikely, because this would 
implicate a decrease of the perceptual magnitude of a stimulus with increasing 
intensity. Given the experimental accuracy it seems likely that the exponent is 
the same for all the series. 
3.5.4. Discussion 
3.5.4.1. The transducer function; psychophysical evidence 
It has been concluded in the preceding section (see Table 3.1.) that there is 
some evidence that discrimination is better when the flashes are presented on a 
background, than if on a dark adapted retina. This conclusion agrees with that 
obtained in Section 3.4.3. as can be seen by comparing the data of Series С 
TABLE 3.111. Values of the exponent η in F ( I ) = const. I n for the various series. 
Series A' Series C' Series D'2 0 Series D'0.1 
Subject η η η η 
Τ + 0 . 3 + 0 . 4 —0.2 + 0 . 9 
К о + 1 . 0 + 0 . 2 —0.6 + 0 . 5 
Η f 0.2 + 0 . 3 
Ka + 0 . 1 -\ 0.5 
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with those of Series A and D in Fig. 3.14. and 3.15. The transducer function 
appears to be a power function with exponent η = 0.3., when averaging the 
data of all the series. 
Craik (1940) measured the relation between the intensity of a large field on 
one eye and the intensity of a flash on the other eye, which intensity subjectively 
matches that of the large field, with various intensities of field presented on the 
latter eye. The large fields were interrupted during the presentation of the flash. 
Craik found that the curves relating log Inasn and log Wge field were only 
shifted in vertical direction when the background level upon which the flashes 
are presented was changed. 
This indicates that the transducer function for the flash remains unaltered, but 
the gain factor is adapted. If the transducer function for the flash is assumed to 
be a power function with exponent n, the results of Craik yield, for the large 
field to which the eye was adapted, a power function with exponent n/2. Craik's 
idea was that adaptation acts primarily like a range-setting mechanism. 
Onley & Boynton (1962) found with a haploscopic matching experiment, 
that the transducer function for a 300 msec flash is independent of the back­
ground level. The procedure was as follows: both eyes were pre-adapted by 
large fields of different intensities. The adapting fields were switched off, and 
after a short dark interval a semi-disc was presented on each eye. After binocular 
fusion the semi-discs formed a complete disc and the task of the Subjects was to 
match the subjective brightness of one semi-disc with the subjective brightness 
of the other. The result is that the slope of the curve relating log (Inasn, right eye) 
to logOmsh, left eye) is, roughly, independent of the intensity of the pre-
adapting background of the left eye. Moreover, the slope of the logarithmic 
plot is about unity, hence, the transducer function is independent of the ad­
aptation level. The relation holds in the region of —2 to + 2 log ml of the 
flashes and 0.0. to + 3.0. log ml for background levels (ml — millilambert). 
Stevens & Stevens (1963) published the results of matching experiments 
carried out by using the method of Craik (1940). They confirmed Craik's 
results, i.e. the transducer function of the flash is independent of the adaptation 
level; moreover, the gain factor is approximately inversely proportional to the 
square root of the adapting background intensity. The former conclusion was 
confirmed by the experiments of Onley (1961), who in matching experiments 
applied 0.3 sec foveal flashes. 
Treisman(i965) used the relation between the Weber fraction (Δ I/Ibackground) 
and the Crozier ratio (σι/Δ I) to determine the transducer function. 
He found a power function with exponent in the range 0.5 to 1.1. 
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Treisman's method is based on the assumption that the transducer function for 
a steady-state background is identical to that for the flashes. According to the 
results of Craik(i94o), Stevens & Stevens (1963) and Green (1962) this as-
sumption seems not very likely to hold true. 
In a computer simulation of a model for visual discrimination Treisman (1966) 
obtained the best fit with experimental results by an exponent of the power 
function in the range of 0.6 to 0.8. However, also in this model the same trans-
ducer function was assumed for both background and flashes. Treisman re-
marked that the transducer function relating adaptation level to background 
intensity may be different (logarithmic), but in his model Weber's law still holds. 
A paper which also demonstrates that the assumption of identical transducer 
functions for both background intensity and flash intensity is improbable, was 
presented by Cornsweet & Teller (1965). These authors showed that induction 
of the background (8.5o diameter) by a surrounding annulus had considerable 
effects on the subjective brightness of the background, but had a negligible 
influence on the increment threshold for foveal flashes, subtending 24'. Even a 
very high increase of the luminance of the annulus, which caused an oscillation 
of the subjective brightness of the background, was not accompanied by a 
synchronic effect on the increment threshold. 
The conclusion has to be that in these experiments the increment threshold 
does not depend on the subjective brightness of the background. 
The subjective brightness, however, depends strongly on the intensity of the 
surrounding annulus. This ought to be due to the same effect described by 
larbus (1967), Gerrits et al. (1966) and Gerrits (1967). These authors showed 
that with a stabilized retinal image the background is not perceived at all. 
Gerrits showed that normal vision recurs when the border of the field moves in 
a particular way with respect to the retina. The subjective brightness of the 
whole field is restored by a 'filling-in' process at a higher nervous stage, and 
depends primarily on the border activity. 
Burkhardt (1965) showed that, with (incomplete) stabilization, the increment 
threshold does not change considerably. 
Stabilization experiments of the type presented by Burkhardt have been carried 
out at our laboratory recently. Two Subjects performed detection experiments 
with or without stabilization of a background field. Six different stimuli are 
used, having intensities Ii = 0, and I2 to le > 0. The stimuli subtend 20 and are 
flashed at 50 in the parafoveal region. The background intensity is about io2td. 
The stabilization is complete (cf. Gerrits, 1967); hence, the flashes are to be de-
tected upon a subjectively dark background field. The differential sensitivity 
measured with this condition appear to be not considerably different from the 
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value measured with an identical non-stabilized background field. Both the 
σι-value and the increment threshold are about ю % larger with stabilization as 
compared to the non-stabilized condition. 
Concluding: The subjective brightness of a steady-state background depends 
strongly on the border conditions of the field. The transducer function of the 
background is also determined by simultaneous presentation of surrounding 
fields (see Horeman, 1965 and Stevens, 1967). 
The transducer function of a flash appears to be independent of the adaptation 
level. The increment threshold is independent of the subjective brightness of the 
background. 
The dependency of the transducer function for a flash on the flash intensity 
can be investigated by putting to use the experiments of Nachmias & Steinman 
(1963). They applied the so-called 'rating' procedure in absolute visual detection 
experiments. A zero and a non-zero stimulus were presented randomly, and the 
Subjects had to state whether or not a flash was seen. The Subjects were dark 
adapted, and were instructed to handle several criteria simultaneously by a 
kind of certainty scale, i.e. the rating scale, which consisted of the response 
categories: Ri and R2 to be used if no stimulus was seen, R3 in case of un­
certainty, and R4 and R5 if a stimulus was seen. In this way each experiment 
yields one ROC-curve. The ROC-curves presented in the paper of Nachmias & 
Steinman are used to evaluate the exponent of the transducer function. 
Equation 2.38. has been used for this purpose. The slope of the ROC-curves 
was smaller than unity, which may indicate that quantum fluctuations of the 
flashes are to be involved in the detection model. The average value of the 
exponent for three Subjects is n = 1.3. 
The transducer function at very low flash intensities has also been investigated 
with discrimination experiments, which are performed by Subject T. This Sub­
ject performed one series of ten experiments of 200 trials each, with stimulus 
intensities l i— 0, and I2 to I5 larger than zero. The Subject's eye was dark 
adapted. The average values of the response probabilities were used to de­
termine two ROC-curves. Unlike the ROC-curves presented by Nachmias & 
Steinman, the ROC-curves for Subject Τ show unity slope. The exponent of the 
transducer function determined with Equation 2.22. is: η = 0.9, which value 
does not differ very much from the value obtained from the rating experiments. 
The conclusion may be that, at very low flash intensities, a linear transducer 
function relates the intensity to the neural activity relevant to a decision, 
whereas at higher intensity levels the exponent becomes smaller. This result was 
obtained already for the auditory system by Thyssen & Vendrik (1968). 
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3.5-4·2· The transducer function; electrophysiological evidence 
The transducer function was investigated electrophysiologically et several 
peripheral stages of the visual system. However, as the investigations were 
carried out on various kinds of animals, but not on humans, it may be stated 
beforehand, that correlation with psychophysical results is not obvious. 
Fatehchand et аЦідбі) measured the flash response of receptor cells of a 
fish (centropomus) during dark and light adaptation. They found a linear 
relation between flash intensity and peak value of the evoked potential over 
two decades of intensity, whereas a change of the background level resulted in a 
parallel shift of the response-flash intensity curve in a logarithmic plot. The 
latter finding demonstrates that not the transducer function but the gain 
factor is adapted. 
Dodge et al. (1968) recorded the activity of Limulus eccentric cells. After 
suppression of the spikes by tetrodotoxine the generator potential was studied. 
From their recordings it can be shown, that the initial value of the generator 
potential increases proportionally to about I 0 · 2 5 . 
Motokawa et 31.(1957) observed the characteristics of slow potentials in the 
carp (cyprinus carpi) retina. On a double logarithmic plot the peak amplitude 
v. flash intensity curve displays a power function, with exponent η = 0.6, over 
3 log units, followed by a saturation effect at higher flash levels. 
Summarizing: it is likely that a power function relates the receptor and 
generator potential response to the intensity of a flash. The exponent lies in the 
range 0.2 to 1.0. The dynamical range of the response is limited to two or three 
log units relative to the adaptation level. 
Light adaptation acts primarily on the gain factor of the transducer. 
At ganglion cell and optic tract level, several experimenters have investigated 
the transducer function for flashes. Generally, the plot of the number of spikes 
counted during a particular time v. the logarithm of the flash intensity shows 
an S-shaped curve. This plot is frequently interpreted as a log-linear relation 
in the central range of intensities. However, a plot with two logarithmic axes 
yields often a straight line over a larger range of intensities. At higher intensity 
levels there exists a saturation effect. 
By this method the data of Ogawa et 31.(1966) and Easter (1968) have been re-
plotted. The data of Easter are shown in Fig. 3.20., which displays a power 
function with exponent 0.5. The results are shown in Table 3.І , together with 
the data of Büttner &Grüsser(i968), of Stone & Fabian (1968) and of Fitzhugh 
(1957). In this table the neural activity is denoted by X, however this does not 
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Figure 3.20. Data from the experiments with the goldfish retina carried out by Easter (1968). 
The straight lines show a square root relationship. The stimulus was a small spot and was 
flashed at various locations in the receptive field of a red-on ganglion cell. 
imply that this activity equals the quantity X proposed in the detection model. 
In some of the experiments no significant difference between a logarithmic and 
a power function could be shown. 
Straschill (1966) and Jacobs (1965) have measured the transient response of 
cells in the lateral geniculate body. Straschill showed that the spike rate in the 
TABLE 3.IV. The relation of neural activity with flash intensity at ganglion cell level. 
Author(s) 
Büttner & Grusser 
(1968) 
Easter 
Fitzhugh 
(1957) 
Ogawa et al. 
(1966) 
Stone & Fabian 
(1968) 
Animal 
cat 
goldfish 
cat 
cat 
cat 
Measure of neural activity X 
average firing rate of first sec. 
following a flash 
number of spikes in burst of 
first 150, zoo, 300 or 1000 msec. 
number of spikes in the interval 
70 to 100 msec, following a flash 
peak amplitude of the post 
stimulus time histogram 
initial minus steady state 
firing rate 
X 
p. 
= FUnash) 
log I 
JO.55 
J0.8 
jo.e 
3 5 o r l o g I 
Intensity range 
(log units) 
0.8 
2.0 
1.0 
2.0 
2.0 
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first second following stimulation could be described by a logarithmic function 
or by a power function with exponent 0.2 as well. Jacobs used both increment 
and decrement flashes. Replotting his data on a double logarithmic plot yielded 
a power function, with exponent in the range 0.3 to 0.8 at various levels of light 
adaptation. 
Granit (1966) presented evidence that information is transmitted linearly by 
nerve cells. As the above evidence points to a power function probably at 
receptor level and a power function with an exponent in the same range at 
ganglion cell level, Granit's data support the conclusion that the non-linearity 
is localized at a peripheral level before the generation of spikes. 
Grüsser et 31.(1962) concluded from their electrophysiological studies that it 
is very likely that the neural code is based on the number of spikes in a par-
ticular time following stimulation. This number of spikes appears to be related 
to the intensity of the flash, in a way that corresponds to the transducer function 
observed psychophysically (cf. Tables 3.111, and 3.IV). Easter (1968) observed 
that the number of spikes in the first second following a flash is proportional 
to the number in the first 0.1 sec. For this reason the magnitude of the 'inte-
gration' time is not very critical. 
The transducer function for a steadily presented field will be considered now. 
It is generally accepted that the receptor potential is linearly related to the 
logarithm of light intensity (cf. Grüsser et al., 1962). However, Granit (1955) 
already remarked, that, when the measurements include a large range of in-
tensities, an S-shaped curve is obtained. In that case it will be possible, as shown 
above, to describe the relation with a power function, and a saturation effect 
at high intensity levels. 
Hagins (1965) measured the voltage across the Squid retina and he observed 
a linear relation of potential and light intensity over a range of 2 decades, under 
steady-state conditions, followed by a saturation effect at high intensities. A 
similar result was obtained by Dodge et al. (1968) for the generator potential of 
eccentric cells of a Limulus eye. 
On ganglion cell level Ogawa et al. (1966) and Rodieck (1967) concluded that 
no systematic relation exists between average spike rate and light intensity. 
At the level of lateral geniculate body de Valois (1965) and Jung (1961) 
arrived at the same conclusion. 
Fuster et 31.(1965) studied the interval histograms of neurons in the optic 
tract, lateral geniculate body and primary visual cortex. They observed that 
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steadily presented light does not influence the modus of the histogram very 
markedly, but increasing the light level resulted in a decrease of the probability 
of occurrence of long intervals. This observation is equivalent to an increase of 
the average firing rate. 
Creutzfeld et al. (1966) and Straschill (1966) obtained under steady state con-
ditions for optic tract and lateral geniculate body neurons a relation between 
average spike rate and light intensity which can be approximated both by a 
logarithmic and a power function with exponent about 0.2. 
The conclusion will be that the neural response depends less strongly on light 
intensity for a continuously presented field than for a flash. As the experimental 
conditions in electrophysiological measurements are mostly identical to those 
in psychophysical experiments with stabilized retinal image (Gerrits, 1967), it 
may be stated that the steady-state firing rate does not cause a perception of the 
field at all. However, if the central nervous system is sensitive to changes in the 
mean firing rate, this steady-state level will act like a reference. The magnitude 
of a flash response ought to be then the response actually measured minus the 
steady-state activity. This method was used already by Stone & Fabian (1968). 
Although the continuously presented background is not perceptible the gain of 
the transducer of the flash response mechanism will be adapted as pointed out 
before. 
3.5.4.3. Neural Noise; electrophysiological evidence 
Dodge et al.(1968) and Adolph (1964) observed that in the eccentric cells of 
a Limulus' eye the fluctuations in the generator potential decreased relatively 
and, at very high intensities, also absolutely with increasing intensity of a 
steadily presented field. They made clear that this result is based on adaptation 
of the effective size and duration of the 'quantal responses' (Hagins, 1965), or 
'bumps'. Adolph (1964) considered also the distribution of the intervals between 
successive bumps, and he showed that in the light intensity range involved a 
Poisson distribution could not fit the results. The discrepancy with the Poisson 
distribution becomes larger with increasing light intensity. It may be mentioned 
that Adolph used very low intensities. The average bump rate was in the range 
of 2 to 7 bumps/sec; hence, it may be concluded that with light the Poisson 
distribution is not very likely to be applicable. 
It will be investigated now which behaviour of a ganglion cell of the human 
eye can be predicted from the results of Dodge et al., provided that the parallel 
with Limulus' eccentric cells can be drawn. 
From the paper of Dodge et al. it can be deduced that at a bump rate of 
io3/sec the average value of the generator potential increases proportionally 
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to about li, with I being the light intensity. The standard deviation of the 
fluctuations in the generator potential appeared to be constant. Bouman (1952) 
measured the increment threshold curve for 14', 100 msec flash, presented 7° 
nasal from the fovea. The flash parameters correspond roughly to the integra­
tive capacity of the peripheral retina (Bouman & Ampt, 1965 ; Baumgardt, 1959). 
According to Bouman 0.1 ml (millilambert) of the background is equivalent to 
about io 4 quanta/sec incident in the eye upon an area subtending 14'. With an 
effective quantum absorption of 10% for green light (Pirenne, 1962) 0.1 ml 
corresponds to io 3 effectively absorbed quanta/sec in a 14' retinal area. If it is 
assumed that all the receptor cells in this area converge towards one ganglion 
cell every effectively absorbed quantum will contribute to the generator potential 
of this ganglion cell. The generator potential will be denoted by X, and ac­
cording to the theorem of Campbell (Rice, 1954), which is valid for a shot noise 
process, it follows: 
< X > = < N > A T 
σ χ
2
=
< Ν > Α 2 Τ (3.1.) 
with: N = number of bumps/sec (steady state activity) 
A = effective bump amplitude 
Τ = effective bump duration 
Adaptation effects on the effective bump duration will be neglected, because 
it can be shown that the result of Dodge et al. may be approximated by: 
T ( : ) < I > - 0 · 1 . 
The experiments of Dodge et al. for Limulus have to be extrapolated to low 
bump rates ( < io2bump/sec) by means of the results of Hagins (1965) for the 
Squid retina. Hagins observed that up to io2bumps/sec the 'photo-voltage' 
(i.e. < X > ) was proportional to light intensity. The complete scheme from 1 to 
10e bumps/sec is presented in Table 3.V. In this table the data of Dodge et al. 
concerning N and A are used to calculate < X > and σχ. It may be remarked 
that the photo-voltage data presented by Hagins also at higher bump rate are 
in close agreement with the data of Dodge et al. 
TABLE 3.V. The relation between the generator potential of Limulus' eccentric cells and the 
steady-state light intensity (Dodge et al., 1968). 
Average generator 
Bump rate N Bump size A < N > potential < X > σχ 
ι to io2 bumps/sec. constant ( 
io2 to io4 bumps/sec. ( : ) < I > - i ( 
io4 to 10e bumps/sec. ( : ) < I > - i ( 
) < ! > ( : ) < ! > ( : ) < I > * 
) < ! > ( : ) < I > i constant 
) < I > i constant ( : ) < I > - i 
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The proportionality of N with I at low and medium intensity levels yields the 
de Vries-Rose law, i.e. Δ ΐ ( : ) Η , whereas at high levels Weber's law will hold 
approximately. The latter conclusion is based on the assumption that the in­
crement flash adapts just like the continuously presented field, i.e. N(:) (Δ l)i. 
The considerations so far only concern the generator potential. Fuortos & 
Poggio (1963) showed that for Limulus the spike rate in the first 70 msec fol­
lowing a stepwise increase of light intensity is proportional to the generator 
potential. It may be permitted, therefore, to extend the results for the generator 
potential to spike activity. Hence, an explanation of the increment threshold 
curve has been obtained, provided that the parallel of the Limulus' eye with the 
human eye can be drawn. This conclusion is subject to some restrictions: 
Firstly: The increment threshold curves of Bouman (1952) and also of Barlow 
(1957) indicate that at low background levels in the square root region the 
number of quanta/sec in the flash is larger than, or equal to that of the back­
ground, when only the flash area is considered. It is not sure whether the trans­
ducer function of the flash is changed at large increments or not. 
Secondly: The question has to be answered, whether the fluctuations in the 
generator potential are large enough to yield a differential sensitivity which is 
comparable with the psychophysically observed value. 
Dodge et al. found a ratio of σ χ / < Χ > = 6 % at io3bumps/sec. Bouman 
found at o.l ml: Δ I / < I > = loo %. With the assumption that Δ I corresponds 
to a Δ X Ä 3σχ (Blackwell, 1963) it follows that the psychophysically observed 
increment threshold is five times the value that has to be expected from the 
fluctuations in the generator potential. 
The conclusion has to be handled with some care, however. Dodge et al. 
derived the estimates of Τ (Equation 3.1.) from amplitude characteristics of the 
generator potential at various steady-state intensity levels. The depth of the 
sine-wave modulation was 40 %. If the bumps are not correlated, it can be 
shown that the high frequency cut-off is 6dB/octave, which is considerably less 
steep than the slope of the amplitude characteristics measured psychophysically 
by de Lange (1958). Dodge et al. remarked that with correlation of the bumps 
their method of estimating the value of Τ remains valid, but it has to be in­
vestigated whether the amplitude characteristics predicted for that case are 
similar to those of de Lange. 
Grüsser et 31.(1962) found experimentally that not only the average latency 
of the first spike, but also the fluctuations in the latency, increase with the 
number of synapses passed by the neural activity (i.e. going from optic tract, 
through geniculate body to primary cortex). They ascribe the increase of the 
62 
fluctuations in the number of spikes to the convergency of neural connections 
in the afferent visual system. The increase of the fluctuations in the latency of 
the first spike is accompanied, therefore, by an absolute and relative increase 
of the fluctuations in the number of evoked spikes. 
The conclusion will be now that it is unlikely that the central detector re-
ceives an input signal which fluctiates primarily because of noise in a peripheral 
signal, i.e. the generator potential of ganglion cells. The model developed above 
and which is based on the experiments of Dodge et al. may be considered, how-
ever, as an alternative for the 'scaling' models proposed by Barlow (1965), and 
van der Grindt & Bouman (1968). In these models the noise is assumed to be 
caused by quantum fluctuations and by inaccuracy of the counting process of 
the scaler (Barlow). 
The main conclusion will be that neural noise limiting the differential sen-
sitivity originates mainly at higher nervous stages, and that the transducer 
function, relating background intensity to the average neural response, is 
adapted at a peripheral level. If it is assumed that the same adaptation is not 
active on the stimuli (which is likely to be true for flashes shorter than the critical 
duration), their response is only attenuated. Hence, the gain of the transducer 
for the flashes is adapted. 
3.5.5. Conclusions 
Discrimination experiments at various adaptational states have been presented. 
It may be concluded that discrimination with light adapted retina is at least not 
worse than with dark adapted retina. The noise relevant to a decision is in good 
approximation additive and normally distributed. The transducer function 
relating stimulus intensity to the average value of the neural decision variable 
is a power relation with exponent of about 0.3. The conclusion that the trans-
ducer function is not mainly adapted to background light by a change of the 
exponent, but merely by a change of the gain, i.e. the proportionality constant, 
is confirmed by the results of many authors. Electrophysiological evidence 
points to the same conclusion. The exponent of the power function obtained in 
electrophysiological experiments lies in the range of 0.3 to 0.8. The steady-state 
nervous activity is not related to light intensity systematically. It is concluded 
that the fluctuations at peripheral stages of the visual system, i.e. receptor cells 
and the generator potential of ganglion cells, are not the main noise source 
involved in visual discrimination. It seems likely, however, that fluctuations 
accumulate in the afferent neural chain and are independent of stimulus con-
ditions in first approximation. 
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3.6. DISCRIMINATION EXPERIMENTS AND ELECTROPHYSIOLOGICAL RESPONSES 
3.6.1. Introduction 
Psychophysical experiments in general yield only an overall or 'black-box' de-
scription of the sensory system involved. It would, therefore, be of great interest 
to obtain information about signal processing at intermediate stages between 
signal input and Observer's response output. With human Subjects such in-
formation, which is of electrophysiological nature, is restricted to what may be 
measured externally. In this respect the visual system is an advantageous choice, 
because it permits to measure activity evoked by a stimulus both at the trans-
ducer level, i.e. the electroretinogram (ERG), and at an early central level, i.e. 
the mass-response of the primary visual cortex (electroencephalogram ; EEG). 
The general characteristics of these evoked-responses will be discussed shortly 
in the following sections. 
Assuming that the ERG and EEG are monotonously related to the neural 
activity used by the observer to make a decision, it is permitted to correlate the 
category of an answer with the magnitude of the evoked-responses. According 
to the detection model a two by two response matrix will be obtained with two 
stimuli. The evoked-responses are collected by an average response computer 
in four categories corresponding to these four possible answer categories. Hence, 
if for instance the Observer responds: signal 2 has been presented, i.e. R2, 
whereas signal 1 was actually present, this answer adds to the relative frequency 
of response (R21 li). In terms of detection theory the answer is explained by 
the fact that neural activity due to intensity 1, i.e. Xi, exceeded the criterion 
level C; therefore,: P(R2| Ii) = P(Xi>C). On the ground of the above as-
sumptions it will be clear that on an average the evoked-responses accompany-
ing the answer (R2I li) will be larger than the evoked-responses corresponding 
to response category (Ri | li), although the same stimulus intensity is involved. 
The experiments have been carried out with two Subjects. The experimental 
arrangement differs considerably from that given in Section 3.3. and will be 
described in the following section. 
3.6.2. Experimental arrangement 
In every trial a stimulus is given, which is randomly chosen out of a set of 
two stimuli differing only in intensity level. No reference flash is used. The 
Subject is asked to state which of the two alternative stimuli is actually pre-
sented. One experiment consists of 200 trials. The experiments are repeated 
eight times. The stimuli are flashed centrally upon a 15° background with 
intensity 4 td. The Subject's eye is adapted during 5 min to this level, after 
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Figure 3.21. Arrangement of the evoked-response experiments. The background (upper 
electroluminescent plate) subtends 150 visual angle, the flash area is 100. 
15 min of dark adaptation. A small red spot provides foveal fixation on the 
centre of the background (electroluminescent plate). The flashes have a duration 
of 45 msec; intensities of 1.7 χ io 3 td and 1.9 χ io 3 td respectively; a size of 10°; 
and are obtained with a second electroluminescent plate. The flashes are ac­
companied by a 1000 cps sound of the same duration. The Subjects initiate 
every trial voluntarily and the average repetition rate is about one flash per 
2 sec. Use is made of a 3 mm artificial pupil mounted on the eye electrode cap. 
The optical arrangement is given in Fig. 3.21. For technical reasons the distance 
of the eye to the background plate is larger than the distance to the flash plate. 
The Subjects accommodated 2 diopters to get the background in focus. Hence, 
the flashes are not depicted sharply. With 10° area the unsharpness of the 
boundary is of no importance in this experiment. 
The EEG electrode system consists of three silver plate electrodes (4 mm di­
ameter) in a 'trofidur' cap. One electrode (signal electrode) is attached to shaven 
skin 2.5 cm above the inion, another electrode (reference electrode) to the 
mastoid and the last electrode (grounding electrode) to the opposite earlobe. 
The signal electrode and the reference electrode are firmly fixed by means of a 
rubber glue (Lero); which does not cause any skin reaction. The ERG electrode 
system consists of a black eye contact cap (after Henkes & v. Balen) with a silver 
ring electrode. The cap is filled with transparent and conducting liquid (Metho-
cel), so that the Observer is able to focus the background sharply. The reference 
electrode is a 10 χ 1 cm silver plate fixed to the forehead with an elastic ribbon. 
Grounding is obtained by means of the above mentioned electrode at the 
earlobe. The arrangement is shown in Fig. 3.22., together with a picture of the 
various kinds of electrodes. 
The evoked-response recording system is shown in Fig. 3.23. The retinal and 
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Figure 3-22. Left-hand part : EEG-electrode arrangement and an electrode 
Right-hand part: ERG-electrode arrangement and the eye contact cap 
i. Grounding electrode on left earlobe 7. Lead of the EEG-electrode 
2. EEG active electrode, 2.5 cm above inion 8. Silver plate 
3. EEG reference electrode on right mastoid 9. Silver wire 
4. ERG active electrode; contact cap on the right eye 10. Glass plate 
5. ERG reference electrode; silver plate on forehead 11. Diafragm 
6. 'Trofidur' housing of the EEG-electrode 12. Lead 13. Suction tube 
cortical responses are amplified by a low frequency differential amplifier 
(τ = 0.5 sec; fmax= 30 Hz). The stimuli and the answers given by the Observer 
are coded and mixed with the evoked-responses. Now every evoked-response 
is followed in time by a stimulus code and by a response code. This sequence of 
events is recorded on a FM-recorder (Honeywell, 7600). In order to select the 
evoked-response according to the quality of the answer of the Subject, it is 
necessary to invert the time scale. This can easily be done with the FM-recorder 
used. This recorder permits reversed recording and playing. 
ERG 
electrode 
EEG 
electrode 
stimulufi. 
+ 
response 
unit 
low 
frequency 
differential 
amplifier 
low 
frequency 
differential 
amplifier 
timing unit 
* 
' 
mixing unit FM-recordar 
Figure 3.23. The evoked-response recording system. The retinal and cortical responses are 
amplified and mixed with stimulus and response code pulses. The stimulus + response unit is 
shown in more detail in Fig. 3.8. 
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Figure 3.24. The sequence of events representing the output if the mixing unit of Fig. 3.23. 
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Figure 3.25. The evoked-response evaluating system. The FM-recorder is used in the reverse 
mode. The response code activates the switching unit. The stimulus code yields a trigger pulse 
for the Data Retrieval Computer (D.R.C.). The output of the computer is written on a paper 
recorder. 
The recorded time sequence is shown in Fig. 3.24. It can be seen that the 
stimulus code is 500 msec delayed. It is clear that in the reverse mode the re­
sponse code is the first occurring event. This code is used to handle a switching 
unit (Fig. 3.25.) that drives a relay. After a certain time, which depends on the 
response speed of the Observer, and is mostly of the order of 1.5 sec, the 
stimulus code is used to make a trigger pulse for the Data Retrieval Computer 
(Nuclear Chicago). 
The position of the relay determines which set of two of the four channels of the 
computer gets an evoked-response. In this way it is possible to separate the 
evoked-responses corresponding to right and to wrong answers. The whole 
averaging procedure has to be carried out two times for each experiment, 
because each of the two stimuli needs two computer channels for the ERG 
and two for the EEG. The response averages are written on a paper recorder 
(Sanborn 320, amplifier and recorder). 
3.6.3. The electroretinogram (ERG) 
The complete human electroretinogram is shown in Fig. 3.26. The active 
electrode is on the cornea and the reference electrode somewhere on the head. 
The ERG starts with a cornea-negative wave, which is called the a-wave, sub­
sequently followed by a positive b-wave, and under favorable conditions by a 
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Figure 3.26. The complete electroretinogram (ERG) of a duplex retina (Wallis, 1966). 
positive c-wave (cf. Jayle et al., 1965); after extinction of the light a d-wave 
can be seen. Both, pure rod and pure cone retinae, roughly display the same 
sequence of waves (cf. Granit, 1955; Brown, 1968). However, there is a marked 
difference in the peak latencies. Generally the cone system appears to be faster 
than the rod system. This characteristic makes it possible to split up the a- and 
the b-wave of the human ERG in ai and a2, and in X and b respectively (Fig. 
3.26.). The ai- and the X-wave display short peak latency and are related to the 
cone system, whereas the аг- and the b-wave show long peak latency and may 
be coupled to the rod system. 
Granit (1933) proposed three separate mechanisms underlying the ERG 
(Fig. 3.27). The a-wave is caused by a negative phase (PHI) which most prob­
ably is localized in the receptor layer (Brown & Watanabe, 1962; Poppele & 
light on light off I 
Figure 3.27. Three mechanisms underlying the ERG (Granit, 1933). The PI process yields the 
c-wave, the PII process the b-wave and the РШ process the a-wave and the d-wave. 
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MafTei, 1967). The b-wave originates from a positive going process (PII) which 
is localized in the bipolar cell layer (Brown & Wiesel, 1961 ; Arden & Brown, 
1965). The c-wave is caused by a long latency positive-going process (PI) due 
to electrical activity in the pigment epithelium (Noell, 1953). 
The a-wave is very small with moderate flash intensities, and the c-wave is not 
directly involved in information processing. For these reasons it is plausible to 
study the b-wave in order to obtain a correlation with psychophysical results. 
Biersdorf(i965), Dowling(i963,1967), and Dodt(i 961) measured the flash in­
tensities giving a fixed amplitude of the b-wave at various background levels, 
which yields a kind of increment threshold curve. The curve obtained in this 
way is very similar to the psychophysically measured curve. This result im­
plicates a correlation of the b-wave with the sensitivity of the retina. The ERG 
obtained with the stimuli of the discrimination experiment is shown in Fig. 3.28. 
0 100 200 300 400 
msec 
Figure 3.28. The ERG obtained with the stimulus conditions of Section 3.6.2. The magnitude 
of the b-wave is defined as the vertical distance from the a-wave peak to the b-wave peak. 
Cornea positivity corresponds with upward deflection. 
It can be seen that the a-wave is very small, the X-wave is hardly visible, and the 
c-wave is very pronounced. The magnitude of the b-wave is measured from the 
peak of the a-wave to the peak of the b-wave, because this is the best estimate 
of the PH-process that can be obtained without analysis of the Ρ Ill-process. 
3.6.4. The occipital evoked-response (EEG-response) 
The occipital evoked-response is recorded on the scalp and is therefore a 
representation of the electrical activity of a large cortical area. The occipital 
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cortex consists of the primary visual cortex areas (Brodman's areas 17, 18 and 
19). It has been shown that the part of area 17 that lies near the inion is the 
projection of the fovea and a small region around it (Holmes, 1945). The oc­
cipital evoked-response thus represents mainly the activity resulting from the 
cone-system; this implies that photopic conditions are most effective to bring 
about a large evoked-response (Rietveld et al., 1965). Additionally, this anatom­
ical arrangement will cause a relation between the magnitude and other char­
acteristics of the evoked-response to the location of the active electrode on the 
skull (cf. Clynes et al., 1964). The activity existing without stimulation interferes 
with the occipital evoked-response. The magnitude of the occipital evoked-
response is of the order of 10 μΥ, and with stimuli of'physiological' levels (von 
Loewenich & Finkenzeller, 1967) it is necessary to average the activity in order 
to suppress non-stimulus-locked activity with respect to the evoked-response. 
The evoked-response waveform that results after computation of the average 
is a complex oscillatory phenomenon. Because of the high degree of dependency 
on stimulus parameters, electrode localization, and electrode system (mono­
polar v. bipolar), it is not very significant to give a detailed description of it. 
According to Ciganek (1961 ) the evoked-response may be divided into three parts : 
Firstly: the primary complex, till about 100 msec after stimulation. This part is 
only present at very strong photopic stimulation (von Loewenich & Finken­
zeller, 1967; Clynes et al., 1964). 
Secondly: the secondary complex, which lies in the region 100 msec to 250 msec. 
This part has the largest amplitude, and it depends strongly on stimulus para­
meters, but also on physiological and psychological conditions. 
Thirdly: the rhythmic after-discharge, which is sometimes equivalent to normal 
α-rhythm, but now stimulus-locked in a significant way. It may last about one 
second, and according to Clynes et 31.(1964) it occurs more frequently on a 
decrement flash than on an increment flash. Gastaut and Régis (1964) remarked 
that the after-discharge is absent if the Subject has open eyes. 
Clynes et al. observed a distinct off-response in the occipital evoked-re-
sponse. He showed that the EEG is a summation of on- and off-responses 
and that the off-effect increases with stimulus duration. In his experiments a 
flash duration of 45 msec caused an off-effect with a magnitude comparable to 
30 % of an equivalent on-response for a long-duration flash. In the experiments 
reported below one of the two Subjects sometimes displayed an EEG with a 
double peak, which, according to the results of Clynes, may indicate that an 
off-response is present. However, Gastaut and Régis (1964) obtained also a 
double peak with very short flash duration and with a similar electrode arrange-
ment as is given below. 
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F/^ ure 3.29. The occipital evoked-response (EEG) obtained with the stimulus conditions of 
Section 3.6.2. The magnitude is given by the peak-to-peak values Ai,2 and A2.3. Positivity of 
the active electrode corresponds with upward deflection. 
The occipital evoked-response in the experiments given in the following 
section is shown in its general form in Fig. 3.29. The peaks 1 to 3 will be used 
in the analysis. The latencies are about 120 msec, 180 msec and 270 msec re­
spectively. The peaks 1 and 3 are negative and peak 2 is positive, with the re­
ference electrode on the mastoid and the active electrode 2.5 cm above the 
inion. In most cases it is difficult to define a zero level in the registration; for 
this reason the amplitude will be given in peak-to-peak value. Ai.a and A2.3 
refer to the vertical distance of peaks 1 and 2, and of peaks 2 and 3 respectively. 
According to the definition given above, the peaks belong to the secondary 
complex, and are equivalent to the peaks IV, V, and VI respectively of Gastaut 
and Régis (1964) and to the peaks III, IV + V + VI, and VII respectively of 
Ciganek(i96i). 
3.6.5. Experimental results 
Two Subjects carried out 8 experiments of 200 trials. The results of the dis-
crimination task are presented in Table 3.VI. According to Chapter 2 the false 
alarm probability and the hit probability, (P(R2| li) and P(R2| I2) respectively) 
yield an estimate of the detectability d'. This value is denoted also in Table 3. 1. 
The magnitude of the b-wave, as defined before, has been measured in re-
lative units. It's value has been derived from the computer output by dividing 
this output by the number of responses of the corresponding category. The same 
procedure has been followed with the EEG-responses. 
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TABLE з. і. Response probabilities and d'-value in the discrimination experiments with 
simultaneous measurement of evoked-responses (ERG and EEG). 
Stimulus 
I 
2 
d' 
Subject Τ 
Response probabilities 
PCRilIj) P ( R 2 | I j ) 
0.66 
0.32 
0.87 
0.34 
0.68 
Subject Ko 
Response probabilities 
P ( R i | I j ) PCRülIj) 
0.59 
0.34 
0.66 
0.41 
0.66 
It has been checked whether or not the presence of a tone during the present-
ation of the flashes has any influence on the occipital evoked-response. An 
example of the results is shown in Fig. 3.30. Three kinds of stimulus situations 
are considered : flash + sound, flash only, and sound only. As can be seen from 
this figure the experiment with sound only displays no occipital evoked-re-
sponse, but merely an irregular pattern of α-waves. The experiments with light 
only and with light + sound yield no significantly different results. 
Very large day-to-day variations in the occipital evoked-response magnitudes 
occur. A convenient way to suppress this extra variability is to use the ratio of 
the magnitudes, obtained at the same stimulus intensity, but corresponding 
to the right and the wrong answers, respectively. The data are presented in this 
way in Table 3.V11. The mean values with standard deviation of the mean per 
Subject are given. It can be seen from this table that the evoked-responses on 
stimulus 1 tend to yield a larger amplitude if the answer is wrong (i.e. response 
category R2). For stimulus 2 the right answer (i.e. also R2) is attended with the 
smallest neural activity with larger significance. The large variability of the 
ERG data of Subject Τ can be explained by the fact that the eye electrode cap 
was not sucked to the eye. 
In conclusion: the data show a slight correlation of the response categories 
with the evoked-responses, in such a way that a wrong answer corresponds to 
a larger evoked-response. 
light . light 4 sound sound 
100 χ 100 χ 100 χ 
Figure 3.30. The EEG with light and sound presented simultaneously (centre figure), light 
only (left-hand figure) and with sound only (right-hand figure). 
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TABLE 3.VII. The ratio of evoked-response amplitudes corresponding with the response 
categories R1 and R2 respectively for the experiments of Table 3. vi. Mean values, with standard 
deviation of the mean, of eight experiments per Subject. 
Subject 
Ko 
Τ 
Stimulus 
1 
2 
I 
2 
ERG-ratio 
1.01 -_i O.Ol 
1.02
 =
 0.04 
0.92 ± 0.04 
1.16 ±0.08 
EEG-ratio 
Ai,2 Аг.з 
0.71 ± 0.06 
1.2 ± 0.2 
0.91 ± 0.07 
1.2 i 0.1 
1.0 ± 0.1 
1.30 iL 0.05 
0.92 ± 0.08 
1.3 ±0.1 
3.6.6. Discussion 
The results of the combined discrimination and evoked-response experiments 
do not agree with the assumptions of the detection model, as will be shown 
further on. In terms of the detection model: if the Observer responds e.g. 
'stimulus 2 was present', when in fact stimulus 2 has been presented, the re­
levant neural activity exceeds the criterion level. On an average the neural 
activity for response category (R21 h) should be larger than for response 
category (Ri 112). For stimulus 1 the reverse statement is assumed to hold. In 
Table 3.V11. it can be seen that these assumptions do not hold true, as far as the 
ERG and EEG evoked by stimulus I2 are concerned. 
Other experimenters concluded from their results that increased attentionof the 
Subjects results in an increased EEG-response (Davis, 1964; Garcia-Austt et al., 
1964; Spong et al., 1963; Donchin & Cohen, 1967). This is not confirmed here, 
if it is assumed that the quality of a Subject's answer is influenced by attentive-
ness, because the right answers are accompanied by a smaller evoked-response 
than the wrong answers. However, the detection theory as applied here does 
not involve selective attention effects, in that it only assumes random disturb­
ances in the decision process. 
The experiments of Haider et al. (1964) can be used to compare qualitatively 
their results with the prediction according to the theory of signal detection. 
These authors measured occipital evoked-responses in vigilance experiments. In 
their experiments a flash was presented every 3 sec. This standard flash was 
replaced at irregular trials by a dimmer test flash, which had to be detected. 
The evoked-responses on detected test flashes were larger than on missed 
flashes. According to the theory of signal detection a missed test flash should be 
caused by neural activity which is larger than in the case of a detected flash. 
The conclusion may be, therefore, that the vigilance experiments test mainly 
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attention effects, and the results are in agreement with those derived by the 
other authors mentioned above. 
Bergamini and Bergamasco (1967) present evidence that attention effects 
cause pupillary effects which may account for an increased evoked-response. 
Davson (1963) mentioned the psycho-sensory pupil reflex, which is a dilatation 
by stimulation of any sensory modality; and Hakerem and Sutton (1966) 
showed that enlarged attention increases the pupil size, in a 'report' v. 'no 
report' situation. Bergamini and Bergamasco (1967) showed that for anaes-
thetically dilated pupil the occipital evoked-response decreases with increasing 
degree of attention, and they reported evidence, found by other authors, that 
with fixed pupil stimulation of the reticular formation yields also a decreased 
evoked-response. Rietveld et al. (1966) showed that the influence of attention is 
changed by varying the degree of difficulty of a vigilance task. An easy task 
yields an increased evoked-response, whereas in the same experimental arrange­
ment a difficult task results in a decreased visual or auditory evoked-response. 
It may be concluded, therefore, that although attention is involved in the 
cortical evoked-response measurements, it is not possible to obtain a very 
consistent description of the effects from the literature. 
With the assumption that the detection theory can be applied on the evoked-
responses, it is possible to predict the amplitude ratio of wrong and right 
answers for the discrimination experiments. 
The detectability d' corresponds to ( < X 2 > — < Χ ι > ) / σ χ , for additive noise, 
with < X j > = average neural activity, evoked by stimulus Ij and σ χ = the 
standard deviation of the noise relevant to the decision process. < X 2 > and 
< X i > can be measured in relative magnitude from total average of the evoked-
responses of stimulus 2 and 1 respectively. 
So the value of d' yields the relative value of σχ. 
In the experiments the evoked-responses are categorized according to the 
stimulus-response combinations involved in the discrimination task. The re­
sulting four values of evoked-responses can also be calculated from the measured 
response probabilities and with the aid of the values of < X i > and < X 2 > . 
The average of the values of Xi smaller than С equals: 
С 
/ ξΓ(ξ|Ιι)αξ 
- CO 
<(Xi < C ) > = (3.2.) 
С 
/ Γ(ξ|ΐι)<ις 
— oc 
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With a normal probability inserted in Equation 3.2., it follows: 
С 
<(Xi<C)> ={P(X 1 <C)}- 1 / ξ(2πσχ2)-*βχρ{-Μ(ξ-<Χι>)/σχ]2}<ίξ (3.3.) 
- 0 0 
Substituting: η = (ξ—<Χι>)/σχ, yields: 
(С— < Χ . » / σ χ 
<(Xi<C)> = {P(Xi<C)}-1 Uznyi « Х і > +na
x
)exp(-4n 2 )dn 
— СЮ 
This can be worked out further to: 
<(Xi<C)> = < X i > —{PCX^C^-^xíz^- iexp í - iKC—<Χι>)/σχ] 2 } (з.ф) 
With zi = (С—<Χι>)/σχ (cf. Equation 2.17.) Equation 3.4. yields: 
< ( X i < C ) > = < X i > — { P ( X i < C ) } - i o x ( 2 J i ) - i e x p ( - i z i 2 ) (3.5.) 
With the same procedure it can be shown that : 
< ( X i > C ) > = < X 1 > + { P ( X i > C ) } - i a x ( 2 7 i ) - b x p ( — i z ^ ) (3.6.) 
Similar equations hold for < ( X 2 < C ) > and < ( X 2 > C ) > 
< X i > ; P ( X i < C ) ; P ( X i > C ) and zi are experimental values; σ χ follows 
from the value of d ' = ( < X 2 > — < Χ ι > ) / σ χ (see Table 3.VI.), hence, 
< ( X i < C ) > etc. can be calculated. It may be mentioned that the noise relevant 
to a decision of an Observer will be smaller than the actually measured noise 
in the evoked-responses. However, since the b-wave amplitude is relatively 
large, the computer average will be a rather noise-free signal. 
The ratios of the calculated values of < ( X i < C ) > and < ( X i > C ) > , and of 
< ( X 2 < C ) > and < ( X 2 > C ) > can be compared with the experimental ratios 
in Table 3.V111. In this table the data of the E R G for Subject Τ are shown. The 
values of < X i > and < X 2 > , which are used in Equations 3.5. and 3.6. are 
0.42 and 0.50 respectively. 
TABLE 3.V111. Comparison of the ratio of ERG amplitudes of 
Subject Τ (cf. Table 3.VI1) with the ratio calculated from the 
response probabilities of Table 3.VI. 
ERG-ratio 
Stimulus observed calculated 
1 0.92 ± 0.04 0.68 
2 I . I 6 ± O . O 8 0.72 
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The conclusion has to be, that the experimental data are significantly different 
from the values predicted according to the theory of signal detection. The 
average values of the occipital evoked-responses on stimuli ι and 2, respectively, 
do not significantly differ from each other. It is, therefore, impossible to illus­
trate the deviation from detection theory predictions for the occipital evoked-
response. However, it has been concluded already that the general trend in the 
responses evoked by stimulus 2 does not agree with the theory of signal de­
tection. The data may be explained, therefore, by the presence of attention 
effects, which is in agreement with the results of Bergamini & Bergamasco 
(1967). Hence, with constant pupil size an increase of the degree of attention 
yields a decrease of the occipital evoked-response. It is concluded with respect 
to the ERG that it is not probable that the quality of an answer or the attention 
of a Subject are correlated with the b-wave magnitude. 
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CHAPTER 4 
T H E D E F I N I T E D E T E C T I O N M O D E L 
In this chapter the results of the experiments of Chapter 3. will be used to 
decide which of the detection models is applicable. The models have been 
presented in Chapter 2. In the multirange meter model additive noise limits 
the differential sensitivity, whereas in the multiplicative noise model the fluc­
tuations increase with stimulus magnitude. The other question to be discussed 
is in what manner the various parameters of the selected model depend on 
stimulus intensity and adaptation level. The influence of adaptation was not 
included in the initial models (Chapter 2.). 
The discrimination experiments of Section 3.5. yield the result that the noise 
limiting the differential sensitivity is additive, and is approximately normally 
distributed. These characteristics of the noise appear to be independent of the 
adaptation level and of the actual presence of a background. The measurements 
of Dodge et al. (1968) on eccentric cells of the Limulus' eye indicate that the 
standard deviation of the fluctuations in the generator potential is constant in 
a particular intensity region. This result is valid for the steady state condition. 
If the results of Dodge et al. are applied to the discrimination experiments, the 
slope of the ROC-curves can be predicted, with the assumption that all noise 
relevant to a response of the Subject is due to quantum fluctuations. 
The calculation can be carried out starting with Equation 3.1. With the background 
intensity denoted by ID and the stimulus intensity by Is, it follows from this equation: 
< X B > = < N B > A T < X S > = < N S > A T 
and and (4.1.) 
σχ
Β
2
 = < N D > A 2 T a x
s
2
 = < N s > A 2 T 
As it is unlikely that the bump amplitude A is subject to adaptation effects during a short 
flash (cf. Dodge et al.), the value of A in the right-hand part of Equation 4.1. equals that of 
the left-hand part. According to Dodge et al.: N B ( : ) < І в > over a large range of intensities. 
The discrimination experiments (Section 3.5.) yield a transducer function F(Is) (:) Is0·3. 
Hence, it is proposed that Ns(:) < I s > 0 · 3 . 
The variance of the fluctuations resulting from both background and flash will then be: 
σ
χ
2
= O X U
2 + C T X S
2
= С ( < І в > - І - < Ь > п ) (4.2.) 
with С = constant, and η = 0.3. 
Applying two stimuli with intensities li and I2, respectively, the ratio of the standard 
deviations can be written: 
σχ! / а х 2 = { < І в > + < І і > п } і / { < І в > + < І 2 > п } і (ФЗ·) 
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Inserting in Equation 4.3. the intensities, used in the discrimination experiments 
(Section 3.5.). yields an estimate of the slope of a ROC-curve. The flash level of 
these experiments corresponds to about 103 effectively absorbed quanta; hence, 
І в = 2X io2quanta, I i = 6.4χ io2quanta and І 2 = io3quanta, with the as­
sumption that the stimulus parameters correspond to the integrative capacity 
of the retina. 
The predicted slope is highly dependent on the actual presence of a background, 
e.g. with the intensities used in Series A' and D' the calculated slope is 0.94, 
whereas for Series C' a slope of 0.99 is predicted. 
The mean value of the slope, with standard deviation of the mean, for all the 
Subjects observed in Series A' and D' is: 1.02 ± 0.02, and in Series C' the 
slope is 1.07 ± 0.03. The conclusion is that these values of the slope do not 
differ significantly from each other, but with regard to the predicted values 
the difference is significant. Hence, it is unlikely that quantum fluctuations will 
mainly limit the differential sensitivity. 
In Section 3.4. it is shown that the σι-values of Series В display a square root 
relation with background intensity, and are proportional to flash intensity. The 
latter relation is also obtained in the Series А, С and D. However, in the Series 
A and D no background is present during the observation time of the flashes; 
hence, the background does not affect the relation between σι and flash intensity. 
The proportionality of σι to flash intensity indicates, that it is unlikely that 
quantum fluctuations mainly determine the value of σι. In Section 3.5. it is 
concluded that electrophysiological data indicate that the fluctuations in the 
neural signal are independent of the stimulus magnitude. Hence, the noise is 
additive and quantum fluctuations will not influence the sensitivity consider­
ably. 
The additive nature of the noise indicates, therefore, that the multirange 
meter model rather than the multiplicative noise model can be applied. In the 
former model the neural activity X relevant to a decision is written: 
< X > = aF(I) + < β > 
and (4.4.) 
σ χ = σβ 
(see Equation 2.6.) with I being the flash intensity. 
The magnitude of < X > is assumed to be kept in a fixed range by a range-
setting mechanism affecting the gain factor a. This range-setting mechanism is 
adjusted according to the mean level of the flash intensities used in an experi­
ment. 
Hitherto adaptation effects are not included in the multirange meter model. 
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Adaptation can be defined as a change of the sensitivity of a sensory system as a 
consequence of stimulation. In the experiments reported in Sections 3.4. and 
3.5. adaptation effects induced by the flashes were avoided by using long inter­
vals between the trials. Adaptation in a static sense is introduced by applying 
a large field, which is observed during a time long enough to arrive at a steady 
state. The experiments can be carried out then at a well defined adaptation 
level. It appears that the magnitude of these levels affects mainly the gain factor 
α of the model, and not, in first approximation, the transducer function (see 
Section 3.5.4.). The influence of the adaptation level is called an adaptive gain-
control mechanism. Now the question arises whether this mechanism can be 
distinguished from the range-setting mechanism proposed in the multirange 
meter model (Equation 4.4.). The adaptive gain-control can be incorporated in 
two manners in the model. Firstly: the adaptive gain-control is a second input 
of the transducer and performs an additional range-setting. Secondly: the 
adaptive gain-control is in series with the whole model (Fig. 2.6.), so that a new 
'black box' precedes the model. 
In the first proposal the adaptive gain control is activated by the background, 
which will be denoted by multiplying the gain factor α of Equation 4.1. by a 
factor γ. 
Hence, Equation 4.4. can be written : 
< X > = ayF(I) + < β > 
and (4.5.) 
σχ = σβ 
The range-setting mechanism keeps < X > within a fixed range; consequently 
the gain factor α is inversely proportional to γΡ(Ι), i.e.: 
αγΡ(Ι) = G = constant (4-6.) 
With stimulus intensities I2 and li corresponding to the response probabilities 
0.84 and 0.50 respectively, the difference l a — Ι ι = σι, according to the de­
finition (Section 2.2.). In this case the detectability index d' = 1, hence,: 
d ' = ( < X 2 > — < Χ 1 > ) / σ χ = 1 (4.7.) 
Equation 4.5. inserted in Equation 4.7. yields: 
{ α γ Ρ ( Ι 2 ) - α γ Ρ ( Ι 1 ) } / σ ρ = 1 (4-8.) 
and with Equation 4.6. : 
{ F ( l 2 ) / F ( I i ) - I } G / c p = l (4.9.) 
With Weber's law, i.e. σι/ li = k, and a power function, i.e. F(I) — I n , inserted 
in Equation 4.9., it follows that: 
(i + k ) » G / a p = l (4.10.) 
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Equation 4.10. shows that the Weber constant к is independent of the adaptive 
gain factor γ; hence, the differential sensitivity as measured with discrimination 
of flashes is independent of the adaptation level. This proposal to incorporate 
adaptation effects in the multirange meter model agrees quite well with the 
experimental results. 
If the quantity αγΡ(Ι) < G, the range-setting mechanism will not be activated. 
This condition exists for flash intensities which are low with respect to the 
background level. From Equation 4.8. it now follows: 
{(I1+ σ ι ) η — Ιιη}αγ/σβ = 1 (4.11.) 
with α = constant. 
Equation 4.11. is applicable in increment threshold experiments. The back­
ground intensity is denoted by Ів, and the transducer function of the back­
ground by FO(IB). The increment threshold is written Δ I. Equation 4.11. now 
becomes: 
[ {Ро(ІвЖАІ) п } — Ρο(ΐΒ)]αγ/σβ = constant (4.12.) 
According to Section 3.4.4. the constant in Equation 4.12. now equals about 3. 
Equation 4.12. can be written 
(Δΐ) η γ = constant (4-13.) 
This equation demonstrates that the increment threshold does not depend on 
the actual presence of a background, but on its adapting effect. 
In the second proposal the neural activity evoked by the stimuli is attenuated 
by the adaptive gain-control mechanism before arriving at the transducer. 
Hence, the input of the transducer is proportional to γΐ. Equation 4.4. can be 
written now: 
< X > = αΡ(γΙ) + < β > 
and (4-14.) 
σχ = σβ 
with α depending on the mean level of stimulus intensities and γ depending on 
the adaptation level (or background intensity). 
Using Equation 4.14. Equation 4.7. becomes: 
{αΡ(γΐ2)-αΡ(γΙι)}/σρ = 1 (4.15.) 
And with Weber's law and a power function Equation 4.15. can be written: 
( I + k ) " G / o p = l (4.16.) 
with αΡ(γΙι) = G = constant. 
Equation 4.16. demonstrates that, also in this proposal, the Weber constant is 
independent of the adaptation level. 
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The conclusion is that both proposals to incorporate adaptation effects in the 
multirange meter model predict equal results of the discrimination experiments. 
In the second proposal the adaptive gain-control occurs before application of 
the transducer function. From the electrophysiological data (Section 3.5.) it 
follows that the non-linear flash response may be present already at receptor 
level; however, adaptation effects exist also at this level. Hence, these data do 
not permit a conclusion on the sequence of transducer and adaptive gain-
control. The results of Rushton (1965) indicate that adaptation effects are to be 
localized also beyond the receptor cells. This observation does not agree with 
the second proposal. 
Dodge et al. (1968) showed that the effective bump amplitude (A, in Equation 
4.1.), measured in the excentric cells of a Limulus' ommatidium, decreases 
proportionally with the square root of the intensity of a continuously presented 
field. As it is likely that the bump parameters do not depend on the intensity of 
a short flash, it follows that the gain of the transducer of a flash is adapted 
inversely proportional to the square root of the adapting intensity. The same 
kind of adaptation of the gain factor follows from the experiments of Craik 
(1940) and of Stevens & Stevens (1963) quoted in Section 3.5.4. 
It will be investigated now in what manner the differential sensitivity depends 
on the background intensity in increment threshold experiments. At low flash 
intensities (i.e. n = 1, according to the results of Section 3.5.4.) Equation 4.13. 
yields a proportionality of Δ I to the square root of background intensity. This 
relation is identical to the de Vries-Rose law (Section 2.4.1.), but here the 
relation is caused by an adaptive gain-control mechanism and not by quantum 
fluctuations. 
At high flash intensities the transducer function of a flash becomes non-linear. 
A power function with an exponent of the order of 0.5 inserted in Equation 
4.13. yields Weber's law, i.e. the increment threshold is proportional to the 
background intensity. 
The differential sensitivity measured in discrimination experiments, and ex­
pressed by σι/ Ifiash, will be independent of the background level, or of the 
adaptation level (Equation 4.10.). The ratio σι/ Inash= constant, which is 
Weber's law. At very low flash intensity level the range setting mechanism will 
not be activated ; hence, Equation 4.11. holds. By assuming that with low in­
tensities η = l,it follows thatoi is independent of the flash intensity, and Weber's 
law no longer holds. Additionally, σι will depend on the adaptation level. 
As the evidence in favour of the first proposal, i.e. the adaptive gain-
control is localized beyond the transducer and performs an additional range 
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Figure 4.1. The definite version of the multirange meter model. The transducer functions F (I) 
and FoCI), for the flash and for the background respectively can be different. The adaptive 
gain-control is activated by the output of the background transducer; this causes an attenu­
ation of the neural activity with a factor γ. The range-setting mechanism keeps the neural 
activity X upon which a decision is based within a fixed range (by changing the gain factor a). 
Hence, the criterion level of the detector needs no coarse adaptation, when the level of stimulus 
intensities is changed. Additive noise (β) is introduced between the range-setting and the de­
tector. The relative magnitude of the noise depends, therefore, on the magnitude of a. 
setting, is rather stringent, this proposal will be incorporated in the definite 
detection model. The model is shown in Fig. 4.1., and it is equivalent to 
Equation 4.5. The transducer is characterized by the transducer function F (Is) 
which is a power function with an exponent in the range 0.3 < η < 1.0 (Section 
3-5·)· 
The transducer function for the background may be different from that for the 
flash (Section 3.5.). The gain factor of the transducer is split up in two parts: 
the adaptive gain-control and the range-setting mechanism. The adaptive gain-
control is activated by the output of the background field transducer and yields 
an attenuation of the neural activity with a factor γ. This factor is likely to be 
inversely proportional to the square root of the adapting intensity; i.e. 
Y ( : ) I B ^ . Η may be mentioned that the subjective brightness of the back­
ground field is not represented in this model, because the stabilization experi­
ments of Gerrits (1967) showed that this brightness is due to the neural activity 
evoked by the border of the field. 
The range-setting mechanism is activated in such a way that the average value 
of the input of the detector is always in a fixed range; hence, aYF(Is) = G. 
Noise is represented by fluctuations of the quantity β, which is independent of 
the stimulus parameters. In other words the noise is additive. The results of the 
discrimination experiments indicate that the noise is normally distributed in 
first approximation (Section 3.5.3.). The range-setting mechanism together 
with the additive nature of the noise account for the validity of Weber's law, i.e 
'translated' back to the input a decrease of α is equivalent to an increase of σι. 
The multirange meter model has been developed for a detection situation. 
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which means that the Observer is attending to a narrow range of intensities. 
Consequently, the range-setting mechanism of this model may be considered as 
a sensitivity switch which permits an optimal use of the dynamical range of the 
detector system. The consequence is, that by using stimuli widely separated on 
the intensity scale, the range-setting mechanism will not be used optimally, and 
the results of Eijkman et al. (1966) indicate that the sensitivity is decreased. The 
usefulness of the model in experiments concerning other parameters of the 
stimuli remains to be demonstrated, but the wide range of applications of the 
theory of signal detection in psychophysical research permits an optimistic 
view on this subject. 
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S U M M A R Y 
The differential luminance sensitivity of the human eye is investigated by 
methods derived from the theory of signal detection. The task of the Observer 
is to discriminate two flashes, which are presented simultaneously, or to detect 
the presence of a flash on a large background field. The intensities of this field 
are in the mesopic region. 
The theory of signal detection is based on the assumption that the observation 
of a test flash (stimulus) is disturbed by noise. Therefore, the noise limits the 
differential sensitivity. This sensitivity is expressed in a measure of the noise, 
i.e. the standard deviation of the probability density, which is obtained in 
stimulus magnitude and will be denoted by σι. It may be mentioned that a small 
magnitude of σι is equivalent to a large sensitivity. Both the meaning and the 
value of σι differ from the often used 'increment threshold', Δ I. 
The results of the psychophysical experiments can be described by means of 
a particular detection model, i.e. the 'multirange meter model'. This model 
already proved to be useful in the analysis of the differential sensitivity of the 
auditory system. The multirange meter model consists of a transducer, which 
transforms the stimulus into neural activity, a communication channel in which 
noise is added to the activity, and a detector. The properties of the detector are 
not studied in this thesis. The experimentally determined relation of σι to the 
stimulus intensity is explained in the model by a so-called 'range-setting 
mechanism'. This mechanism ensures that the neural activity is within a fixed 
range, which range is independent of the intensity level of the stimuli. 
The assumption that the noise is additive means that the characteristics of the 
noise are independent of the stimulus intensity. As the attenuation of the range-
setting mechanism is adapted to the stimulus intensity level, the relative mag­
nitude of the noise will not be constant. 
The magnitude of σι is proportional to the stimulus intensity in the intensity 
region involved in the experiments, which is expressed by Weber's law. The 
differential sensitivity is independent of the intensity of a background field in 
first approximation. On the ground of results of other authors it can be con­
cluded that also the subjective luminance of a background field does not in­
fluence σι; even complete adaptation by means of stabilization of the back­
ground has no considerable effect on the differential sensitivity. 
These psychophysical results can be explained with the multirange meter model, 
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assuming that a steady-state background field attenuates, with a particular 
factor, the neural response evoked by a stimulus. This mechanism is called the 
'adaptive gain-control'. This assumption is supported by the results of electro-
physiological experiments of other authors. The assumption that fluctuations 
in the number of quanta of the stimuli or of the background mainly determine 
the differential sensitivity is rejected. 
The results of the psychophysical experiments are used to quantify the 
various components of the multirange meter model. In this model the validity 
of Weber's law yields a power function for relation between the stimulus in-
tensity and the neural activity relevant to the decision of the Observer. The 
exponent of the power function is of the order of 0.3, this value agrees fairly 
well with the value obtained in electrophysiological experiments. The neural 
noise limiting the differential sensitivity is normally (Gaussian) distributed in 
first approximation. The additive nature of the noise evidences the usefulness 
of the multirange meter model. 
Electrophysiological data reported in the literature indicate that a non-linear 
transducer is likely to be localized in the receptor cells. Because this non-
linearity agrees with the psychophysical results, the neural signal may be treated 
linearly at subsequent levels of the visual system. This is confirmed by evidence 
reported in the literature. Adaptation effects exist in receptor cells, but also in 
other cells of the retina. For this reason the adaptation mechanism is assumed 
to be localized beyond the non-linearity. 
The answers of an Observer in a psychophysical experiment are not correlated 
with the electrical response of the retina (electroretinogram). The response of 
the visual cortex measured on the scalp (occipital evoked-response) is correlated 
with the answer of an Observer. However, wrong answers are always accom-
panied by an increased evoked-response, which fact does not agree with the 
theory of signal detection. The increase of the evoked-response is most likely 
caused by interference of the attention of the Observer with the occipital 
evoked-response. 
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SAMENVATTING 
De differentiële intensiteitsgevoeligheid van het menselijk oog is onderzocht 
met meetmethoden, die ontleend zijn aan de detectie theorie. De taak van een 
proefpersoon is: het onderscheiden van twee gelijktijdig aangeboden licht-
flitsen, ofwel het waarnemen van een lichtflits op een groot achtergrondveld. 
De intensiteiten van de achtergrond liggen in het mesopisch gebied. 
De detectie theorie gaat er van uit dat de waarneming van een lichtflits (ofwel : 
stimulus) wordt verstoord door ruis. Deze ruis beperkt dus de gevoeligheid. 
De differentiële gevoeligheid wordt uitgedrukt in een maat voor de ruis, n.l. de 
standaard deviatie. Deze grootheid wordt gemeten in intensiteitsmaat en aan-
geduid met σι; het is duidelijk, dat een lage waarde van σι een hoge gevoelig­
heid inhoudt. De betekenis en ook de grootte van σι zijn niet gelijk aan die van 
de incrementdrempel ΔI. 
De resultaten van de psychophysische experimenten kunnen worden be­
schreven met een detectiemodel, dat 'multirange meter model' is genoemd. Dit 
model bleek reeds toepasbaar te zijn op de resultaten van metingen van de 
differentiële gevoeligheid van het oor. Het model bestaat uit een transducer, 
die de stimulus omzet in neurale activiteit; een communicatie kanaal, waarin 
ruis aan de activiteit wordt toegevoegd en een detector. De eigenschappen van 
deze detector zijn niet bestudeerd, maar zijn geconformeerd aan de beschrijving 
door de detectie theorie. De experimenteel gevonden toename van σι met de 
stimulusintensiteit wordt in het model verklaard met de aanpassing van een 
versterkingsfactor, hetgeen het 'range-setting mechanism' is genoemd. Dit 
mechanisme zorgt ervoor dat de neurale activiteit bij ieder experiment in het­
zelfde bereik ligt. Dit bereik is onafhankelijk van het intensiteitsniveau van de 
stimuli. De neurale ruis is eveneens onafhankelijk van de stimuli en aangezien 
de verzwakking door het range-setting mechanism wordt aangepast aan het 
intensiteitsniveau van de stimuli, zal de relatieve bijdrage van de ruis afhangen 
van deze verzwakking. 
De grootte van σι blijkt in het intensiteitsgebied, waarover de metingen zich 
uitstrekken, evenredig te zijn met de stimulusintensiteit, d.i. de wet van Weber. 
De differentiële gevoeligheid is in eerste benadering niet afhankelijk van de in-
tensiteit van een achtergrondveld. Op grond van gegevens van andere auteurs 
is de conclusie gerechtvaardigd dat ook de subjectieve helderheid van het achter-
grondveld geen invloed heeft op σι. Zelfs volledige adaptatie d.m.v. stabilisatie 
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van het netvliesbeeld heeft vrijwel geen invloed op de differentiële gevoeligheid. 
Al deze gegevens verkregen uit psychofysische experimenten kunnen worden ver-
klaard met het multirange meter model, als wordt verondersteld dat een achter-
grondveld in hoofdzaak de neurale responsie op een stimulus met een bepaalde 
factor verzwakt, d.i. het 'adaptive gain-control mechanism'. Deze veronder-
stelling is mede gebaseerd op resultaten van electrofysiologische experimenten 
vermeld in de literatuur. De veronderstelling, dat de quanten fluctuaties van de 
stimuli of van het achtergrondveld de differentiële gevoeligheid in hoofdzaak 
bepalen, wordt verworpen. 
De resultaten van de psychofysische experimenten zijn gebruikt om de com-
ponenten van het multirange meter model te quantiseren. De geldigheid van de 
wet van Weber impliceert in het model een machtsfunctie voor de relatie tussen 
de neurale activiteit en de intensiteit van de stimulus. De exponent van deze 
machtsfunctie blijkt gemiddeld over alle experimenten 0.3 te zijn; er treden vrij 
grote variaties op bij de diverse experimenten en proefpersonen. Deze waarde 
komt vrij goed overeen met de electrofysiologisch bepaalde waarde. De neurale 
ruis, welke de differentiële gevoeligheid bepaalt, heeft in eerste benadering een 
normale (Gauss) verdeling. Het additieve karakter van deze ruis levert het argu-
ment voor de bruikbaarheid van het multirange meter model. 
Electrofysiologische gegevens duiden op een niet-lineaire signaal overdracht 
in de receptor cellen. Aangezien deze niet-lineariteit redelijk overeenstemt met 
de psychofysisch gemeten transducerfunctie kan de verdere informatieover-
dracht in de afferente zenuwbaan lineair zijn. Deze lineaire overdracht d.m.v. 
zenuwactiespanningen is ook op electrofysiologische gronden aannemelijk. 
Adaptatie effecten treden op zowel in receptor cellen, als in andere cellen in de 
retina. Om deze reden is verondersteld, dat het adaptatie mechanisme werkzaam 
is ná de niet-lineaire overdracht. 
Er blijkt geen correlatie te bestaan tussen de antwoorden van een proef-
persoon in een psychofysisch experiment en de electrische responsie van de 
retina (electroretinogram). De op de schedel gemeten responsie van de visuele 
cortex (occipital evoked-response) vertoont wel correlatie met de antwoorden 
van de proefpersoon. De foutieve antwoorden van de proefpersoon gaan ver-
gezeld van een vergrote occipitale responsie. Dit resultaat is niet in overeen-
stemming met de detectie theorie. Op grond van resultaten verkregen door 
andere auteurs is het aannemelijk dat in hoofdzaak de invloed van de attentie 
van de proefpersoon wordt gemeten. 
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S T E L L I N G E N 
I 
Het toepassen van lineaire systeem analyse op electrofysiologische gegevens, 
zonder te wijzen op het stochastische karakter van de overdrachtsfunctie, wekt 
verwarring. 
II 
Aangezien de samenwerking van onderzoekers in multidisciplinair samen-
gestelde groepen in het algemeen niet spontaan plaatsvindt, is het zinvol dit 
soort groepen formeel te vormen, indien dit gezien de aard van het onderzoek 
wenselijk is. 
III 
Een snelle methode om medische gegevens met geringe kans op fouten voor 
bewerking met een computer geschikt te maken is het gebruik van voorgedrukte 
formulieren, waarop de gegevens kunnen worden aangebracht door het aan-
strepen van het juiste woord. Deze formulieren kunnen met een leesapparaat 
worden omgezet in ponskaarten. 
ÍV 
De significantie van een medische diagnose, welke met een computer wordt 
gesteld, zal per uitslag statistisch moeten worden aangetoond, indien niet alle 
gegevens codeerbaar blijken te zijn. 
V 
De bevoegdheid van de Senaat om vrijstelling te geven van de verplichting 
een proefschrift te laten drukken dient aan de promotor te worden overgedra-
gen. Indien tot drukken wordt besloten moeten de drukkosten ten laste komen 
van het instituut waar het promotiewerk is verricht. 
VI 
Het onderscheid tussen adaptatie en habituatie is weinig zinvol, als het model 
van Hom (1967) voor het optreden van habituatie experimenteel juist blijkt te 
zijn. 
(Hom, G. 1967, Neuronal mechanisms of habituation. Nature; 217, 707-711.) 

VII 
Het gebruikelijke aandragen van een humoristisch getinte stelling om de 
betrekkelijke waarde van andere stellingen te benadrukken illustreert het fol-
kloristische element in de verplichting stellingen te poneren. 
VIII 
De mogelijkheid, dat het aantal neurale elementen, dat bij een responsie be-
trokken is, afneemt tijdens een leerproces, is niet in overeenstemming met het 
door Eijkman (1969) aangetoonde experimentele feit, dat de fluctuaties in het 
gedrag niet afnemen gedurende het leren. 
(Eijkman, E. G. J., 1969, Fluctuations in responses; an important quantity in 
perception and learning; verschijnt binnenkort.) 
IX 
Modellen kunnen naar de mate van overeenstemming met de werkelijkheid 
worden gerangschikt in een hiërarchische schaal (Murphy, 1950). De kwaliteit 
van een model kan dus slechts worden getoetst aan de eisen, die men a priori 
heeft gesteld m.b.t. deze mate van overeenstemming. 
(Murphy, G. 1950, Similitude Engineering; Ronald Press, New York.) 
X 
De experimentele gegevens van Luyckx (1967) betreffende de rigiditeit van 
het oog vormen een waardevolle toets voor de uitgangspunten van de theorie 
van Friedenwald. De interpretatie van Luyckx is echter niet juist. 
(Luyckx, J. 1967, Relation entre le coefficient de rigidité et la longueur de ГоеіІ 
mesurée par Echographie ultrasonique. Ophth.; 153, 355-366.) 
XI 
Hoewel de rigiditeit van het oog in het algemeen wordt toegeschreven aan 
de elastische eigenschappen van de sclera, moet de mogelijkheid van een invloed 
van het intraoculaire vaatbed niet worden uitgesloten. 
Nijmegen, 8 mei 1969 J. M. THIJSSEN 


