INTRODUCTION
Testing of complex systems-on-chip (SoCs) is an everlasting challenge for designers. Due to huge test data volumes, compressed tests must be stored in the automated test equipment (ATE) and submitted to tested chips.
In the state-of-the-art practice, a universal automated test pattern generation tool (ATPG) [1] , [2] is used first to explicitly choose a non-compacted test for a given circuit, which is then compressed [3] , [4] . Such a two-steps process is suboptimal as it loses information.
Recently, implicit techniques are becoming popular in test generation [5] , [6] , [7] and compression. All test vectors for a given fault are represented as solutions of a Boolean satisfiability problem (SAT) instance. This is also the case of SAT-Compress algorithm [8] referenced in this paper. Using implicit test representations, we do not lose any information, when the test is generated and passed to the compression process.
All compressors discussed in this paper target the RESPIN architecture [9] , which is aimed for SoC designs compliant with the IEEE P1500 standard [10] .
The compression is based on overlapping of shifted test vectors [8] , [9] . In an optimal case, values of two subsequent test vectors are displaced by one bit, with one bit added. Hence, the presence of test don't cares is essential for the efficiency of the compression.
Unfortunately, common SAT solvers [11] , [12] return only one completely specified vector as a solution (satisfiability proof). Thereby, no unspecified bits are present in the test.
There are techniques to obtain incompletely specified SAT solutions [13] - [17] , however, they do not distinguish primary inputs from the rest of variables.
In this paper we propose a Pseudo-Boolean Optimization (PBO) [18] , [19] technique to generate incompletely specified test vectors. Similarly to SAT, the circuit is converted to a PBO instance, whereas the optimization criterion is set to maximize the number of unspecified values at the primary inputs only.
As our previous results indicated, blindly introduced unspecified values can do more harm than good [20] . Therefore, similarly to [20] , we combine the PBO technique with fault simulation. In this process, the PBO generates test vectors with maximum of unspecified bits, which are subsequently assigned a value, so that the fault coverage is maximized.
II. PBO-BASED TEST COMPRESSION ALGORITHM
Principles of the proposed ATPG and test compression algorithm based on Pseudo-Boolean Optimization (let us call it PBO-Compress) will be described in this section.
Basically, the compressed bitstream is constructed gradually, bit by bit, by shifting the scan-chain content and adding one bit in each clock cycle. The values of the added bits are determined by solving PBO equations formed by a fault miter (see Subsection II.A) and constraints imposed by the current scan-chain content. Every PBO solution represents an updated scan-chain content.
A. Fault Miter Construction and Its PBO Conversion
In classical SAT-based ATPG algorithms [5] , [6] , a conceptual hardware (the fault miter) is typically constructed for each fault, as a copy of fault-free and faulty circuit, whereas their respective outputs are compared, forming a single-output circuit. The fault is detected under any assignment of primary inputs (PIs) for which the output equals to 1 (fault-free and faulty responses differ for one primary output at least). To find such an assignment, the miter is converted into a SAT instance (CNF). A variable is assigned to each signal (both primary inputs -PIs and internal signals) in the circuit. Each gate is then transcribed into a set of CNF clauses by Tseitin's transformations [21] .
The SAT problem is then solved by a conventional SAT solver [11] , [12] and a test vector is obtained as a satisfiability proof. If the instance is not satisfiable, the fault is redundant.
For our purposes, it is convenient to obtain a maximally unspecified test vector, that is, a solution with maximum of unspecified values at primary inputs. Therefore, solving an optimization version of SAT is needed.
There were several optimization versions of SAT solvers proposed [13] , [14] , [15] , [16] , [17] , however, they are not suitable for our purpose for one reason, as they maximize the number of all don't care (unassigned) variables. We would like to maximize only unassigned values at the circuit primary inputs, i.e., only some CNF variables.
Pseudo-Boolean optimization [18] offers a flexible way of defining optimization criteria, moreover the PBO constraints greatly resemble SAT clauses. Therefore, a straightforward conversion of CNF-to-PBO constraints suggests itself: 1) Let ‫ݔ‬ ଵ , … , ‫ݔ‬ be variables of the original SAT problem.
2) For each CNF clause ൫݈ ଵ + ݈ ଶ + ⋯ + ݈ ൯, where ݈ are individual literals (variables or their negations) construct an inequality ݈ ଵ + ݈ ଶ + ⋯ + ݈ ≥ 1.
3) If a literal ݈ = ‫ݔ‬ (variable in its direct form), substitute ݈ = ‫ݔ‬ in the inequality.
Still, all the variables are in the Boolean domain, while we need to encode unspecified values. For this purpose, we must use two Boolean variables to encode each literal, for example like this: The optimization criterion can be then formed as:
Where ‫ݔ‬ ଵ … ‫ݔ‬ ିଵ are primary inputs.
Detecting a fault means to control defined values in the circuit, and to observe defined values at outputs. Hence, the propagation of undefined values must be observed, and every original CNF variable must be doubled in PBO.
B. Characteristic Functions for Tseitin's Transformation
During miter conversion, characteristic functions of all gates in the circuit in CNF form are added to the SAT instance. For a gate with inputs ‫ݔ‬ ଵ … ‫ݔ‬ and output y, the signature of the characteristic function F is ‫:ܨ‬ {0,1} ାଵ → {0,1}. For our problem, we need the function ‫:ܨ‬ {0,1,U} ାଵ → {0,1}. The strategy is to calculate F in some form, then to encode it by TABLE I. into ‫:ܨ‬ {0,1} ଶାଶ → {0,1} or, alternatively, into two functions ‫ܨ‬ : {0,1} ଶାଵ → {0,1}, ‫ܨ‬ : {0,1} ଶାଵ → {0,1} which have ‫ݕ‬ resp. ‫ݕ‬ as the last argument, and to convert them to CNF form.
The main task is to find a concise and complete representation of F. By completeness we mean that all possible combinations at input and output are covered, so that the origin, propagation, and termination of undefined values can be calculated.
For this purpose, we adapted D-intersection [22] . Because we represent F as a set of terms in tabular form, TABLE II. includes also the '-' symbol. Notice that incompatibility cannot occur here. 
The complete algorithm for generation of a CNF for a given gate is shown in Figure 1 . Let us assume that gate is a table describing the on-set of a completely specified Boolean function with one output, and that the columns of the The algorithm has four main phases. The first one (lines 1 to 5) derive the characteristic function. Lines 6 to 16 are the main phase, which adds terms describing the behavior of undefined values to the function. Finally, the third phase (line 18) encodes the table and phase four (19) (20) (21) (22) (23) (24) (25) (26) (27) outputs the resulting CNF, using CNF and DNF duality.
The obtained CNF is then rewritten into a PBO instance in the straightforward way described in Subsection II.A.
The algorithm is as feasible as Espresso minimization [23] and off-set generation are.
For purposes of the test compression algorithm, a library of PBO instances for every supported gate is created using the procedure from Figure 1 . Thus, the conversion is run only once.
C. The PBO-Compress Algorithm
The principles of the PBO-Compress algorithm are the same as those of SAT-Compress [8] , except of the test patterns generation, where instead of generating and solving SAT for each fault, a PBO instance is generated and solved. For the complete algorithm see [8] and [20] .
Test vectors having maximum of unspecified values are produced by the PBO solver. Specifying additional values generally decreases the chance for overlapping, but increases the number of covered faults. We have shown in [20] that this issue is crucial -when the local fault coverage is lost, the compression process is prolonged and the resulting bitstream is bigger too.
However, specifying a bit needs not always increase the fault coverage. This is the principle of the care bits injection procedure used in PBO-Compress. Maximum "meaningful" number of care bits are injected into a test pattern; injecting yet more care bits wouldn't increase fault coverage.
Similarly to [24] (where don't care bits are injected), all test pattern bits that are unassigned are tried for care bit injection by fault simulation. Both '0' and '1' values are tried and the case maximizing the number of detected faults is chosen. If no care value injected yields a fault coverage improvement, the unspecified value is retained.
III. EXPERIMENTAL RESULTS
We have tested the algorithm on a subset of ISCAS [25] , [26] , IWLS [27] and ITC'99 [28] benchmarks. Only smaller circuits were chosen for a thorough testing of the algorithms properties. Since the results greatly resemble results from [20] , we refer to this paper for results of bigger circuits.
Since all the algorithms are greedy, they are sensitive to many aspects, like the initial pattern choice, the order in which the faults are processed, the order of care-bits injection, and the structure of the source file. For this reason, a single measurement for one benchmark circuit and one algorithm configuration cannot bring reliable results [29] , [30] . Therefore, except of the final experiments, we have conducted 1,000 measurements for each tested circuit and configuration, with the above-mentioned aspects set randomly.
In SAT-Compress, MiniSAT [11] was used as a SAT solver, in PBO-Compress MiniSAT+ [19] was used as PBO solver.
Recently we have published the SAT-Compress algorithm, where unspecified values were injected into completely specified test patterns, the Coverage Preserving Don't Care Injection (CPDCI) [20] . The approach presented in this paper treats the unspecified values in the opposite way; care bits are injected into maximally unspecified patterns.
The results for some selected benchmarks and the average values are shown in TABLE III. Average percentages of unassigned test bits obtained by the four techniques: SAT-Compress maximizing the numbers of don't cares regardless the fault coverage, SAT-Compress retaining the fault coverage (CPDCI), and PBO-Compress without and with the care bits injection are shown in the "DCs" columns. In the last case, two DC values are given: before ("DCs") and after ("CBI") care bits injection. The average bitstream lengths are provided in "Bits" columns.
Even though very few care bits are typically injected (1.5% on average), they greatly increase the number of covered faults. This is shown in the "FD" column. The values indicate the percentage of total faults covered due to the injected care bits.
We can see that approaches blindly maximizing the numbers of unspecified values are inferior to approaches retaining the fault coverage, in sense of final bitstream lengths. It can be observed that results of similar quality are obtained by SAT-Compress with unspecified values injection and PBO-Compress with care bits injection. This just confirms the theory that the compression algorithm behaves indifferently of the way of producing of unspecified values in the test cubes. Even though a real maximum of unspecified values is produced by PBO, the fault coverage aspect prevails. Still, PBO-Compress is capable of producing more don't cares which can be possibly used in some further processing.
IV. CONCLUSIONS
We have presented a test generation and compression method based on Pseudo-Boolean Optimization. A novel and original method to convert a conceptual hardware (miter) to a PBO instance was proposed. Similarly to SAT-based ATPGs, the PBO instance implicitly represents test vectors for a given fault. Additionally, the PBO-based approach offers a possibility of introducing an optimization criterion. In our case, it is the amount of unspecified values in the solution, which is maximized.
The experimental results show that the PBO-based algorithm unfortunately brings no qualitative breakthrough, compared to the previously published CPDCI technique. Even the scalability suffers here, since the PBO solving is much more time-expensive that SAT solving. However, it necessarily fits into an exploration of possibilities of generating and efficiently exploiting test don't cares and also more unspecified values are obtained, which could help in further refining the compression algorithm. 
