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Entanglement of high-dimensional quantum systems has become increasingly important for
quantum communication and experimental tests of nonlocality. However, many effects of high-
dimensional entanglement can be simulated by using multiple copies of low-dimensional systems.
We present a general theory to characterize those high-dimensional quantum states for which the
correlations cannot simply be simulated by low-dimensional systems. Our approach leads to general
criteria for detecting multilevel entanglement in multiparticle quantum states, which can be used to
verify these phenomena experimentally.
PACS numbers: 03.65.Ta, 03.65.Ud
Introduction.— Entangled quantum systems are now
routinely prepared and manipulated in labs all around
the world, using all sorts of physical platforms. In par-
ticular, there has been tremendous progress for creating
high-dimensional entangled systems, which can in prin-
ciple contain a very large amount of entanglement [1–3].
This makes such systems interesting from the perspect-
ive of information processing, as they can enhance cer-
tain protocols in particular in quantum communications
[4, 5]. At first sight, the tools of entanglement theory
can readily be applied to experiments generating high-
dimensional entangled states. After a closer look, how-
ever, one realizes that this is not the case in general. Let
us illustrate our argument via a simple example.
Imagine an experimentalist who wants to demonstrate
his ability to entangle two high-dimensional quantum sys-
tems. He decides to prepare the optimal resource state,
the maximally entangled state, in increasingly large di-
mensions. First, he successfully entangles two qubits
in the state |ψ2〉 = (|00〉 + |11〉)/
√
2 and two qutrits
in the state |ψ3〉 = (|00〉 + |11〉 + |22〉)/
√
3. While
preparing the two ququart maximally entangled state
|ψ4〉 = (|00〉 + |11〉 + |22〉 + |33〉)/2 he realizes that he
could also prepare the two-qubit Bell state |ψ2〉 twice, see
Fig. 1(a). Clearly, the two copies are equivalent to the
maximally entangled state of two ququarts when identify-
ing |00〉A1A2 7→ |0〉A, |01〉A1A2 7→ |1〉A, |10〉A1A2 7→ |2〉A,
and |11〉A1A2 7→ |3〉A. Furthermore, using the source
n times, the experimentalist prepares the state |ψ2〉⊗n,
which is equivalent to a maximally entangled state in
dimension 2n × 2n. The experimentalist is thus en-
thusiastic, as he now has access to essentially any en-
tangled state with an entanglement cost of at most n
ebits. In particular this should allow him to implement
enhanced quantum information protocols based on high-
dimensional entangled states, which are proven to boost
the performance of certain protocols.
Clearly, the view of the experimentalist is too
Figure 1: Left: The four-dimensional maximally entangled
state |ψ4〉 shared by the parties A and B directly decomposes
in two entangled pairs of qubits shared by A1B1 and A2B2.
Right: More generally, we ask whether a high-dimensional
entangled state can be decomposed into pairs of entangled
systems of smaller dimension, up to some local unitary oper-
ations. We show that this is not always possible and charac-
terize those states carrying genuine multilevel entanglement.
simplistic and key aspects have been put under the car-
pet. In order to use the full potential of the state, and
thus really claim to have access to high-dimensional en-
tanglement, the experimentalist should be able to per-
form arbitrary local measurements, including joint meas-
urements between the two subspaces (e.g., photons),
which can be non-trivial to implement in certain exper-
imental setups. Ideally, the experimentalist should be
able to implement arbitrary local transformations on the
local four-dimensional space.
If one focuses on the generated state, however, the
known methods of entanglement verification support the
naive view of the experimentalist. For instance, there
are tools to certify the Schmidt rank of the state [6, 7],
but these do not distinguish between many copies of a
Bell state and a genuine high-dimensional state. Bell in-
equalities have been proposed as dimension witnesses for
quantum systems [8], but recently it has turned out that
these do not recognize the key feature, as independent
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2measurements on two Bell pairs can mimic the statistics
of a high-dimensional system [9, 10]. So they just charac-
terize the Schmidt rank in a device-independent manner.
In this work, we characterize the high-dimensional
quantum states which give rise to correlations that can
not be simulated many copies of small-dimensional sys-
tems. This leads to the notion of genuine multilevel en-
tanglement and we show how this can be created and cer-
tified. Then we extend this idea to the multiparticle case.
Our results imply that many of the prominent entangled
states in high dimensions can directly be simulated with
small-dimensional systems.
The scenario.— First we consider four-level systems,
also called ququarts. A general two-ququart entangled
state can be written in the Schmidt decomposition as
|ψ〉 = s0|00〉AB + s1|11〉AB + s2|22〉AB + s3|33〉AB , (1)
where we assume here and in the following the Schmidt
coefficients to be ordered, i.e., s0 ≥ s1 ≥ s2 ≥ s3 ≥ 0
and
∑
i s
2
i = 1. One can replace each ququart with two
qubits, so the total state may also be considered as a four-
qubit state. The question we ask is whether it is possible
to reproduce any correlations in the two-ququart state by
preparing two entangled pairs of qubits only (see Fig. 1).
A first approach is to replace on Alice’s side |0〉 7→ |00〉,
|1〉 7→ |01〉, |2〉 7→ |10〉, and |3〉 7→ |11〉 and similarly for
Bob. Note that this is, so far, not guaranteed to be the
optimal assignment of basis states on two qubits to the
basis states {|0〉, |1〉, |2〉, |3〉}. This replacement leaves us
with the four-qubit state
|ψ〉 = s0|00〉A1B1 |00〉A2B2 + s1|00〉A1B1 |11〉A2B2
+ s2|11〉A1B1 |00〉A2B2 + s3|11〉A1B1 |11〉A2B2 . (2)
Now we ask under which conditions this state can be
decomposed as
|ϕ〉 = (α0|00〉A1B1 + α1|11〉A1B1)
⊗ (β0|00〉A2B2 + β1|11〉A2B2). (3)
For the Schmidt coefficients it must hold that s0 = α0β0,
s1 = α0β1, s2 = α1β0 and s3 = α1β1. If |ψ〉 can be
written in this form, we call |ψ〉 decomposable and oth-
erwise genuinely four-level entangled. An interesting ex-
ample is the maximally entangled state of two ququarts,
|ψ4〉 = (|00〉AB + |11〉AB + |22〉AB + |33〉AB)/2. Here
si = 1/2 and for α0 = α1 = β0 = β1 = 1/
√
2 we have
|ψ〉 = |ϕ〉. Thus the maximally entangled state is decom-
posable, its correlations are reproducible by two pairs of
entangled qubits, and the state is not sufficient to certify
genuine four-level entanglement.
In order to decide decomposability for a general |ψ〉
we compute the maximal overlap between |ψ〉 and all
decomposable states |ϕ〉:
max
|φ〉
|〈ψ|ϕ〉| = max
αi,βi
{s0α0β0 + s1α0β1 + s2α1β0 + s3α1β1}
= max
α,β
〈β|S|α〉 = max singval(S), (4)
where |α〉 = (α0, α1)T , |β〉 = (β0, β1)T , and
S =
[
s0 s1
s2 s3
]
, (5)
and singval(S) denotes the singular values.
Note that up to now, we have not determined the op-
timal choice for the basis assignment, that is, we used
the simple assignment |0〉 7→ |00〉 etc. introduced above.
The optimal assignment can be determined by optimiz-
ing over local unitaries on the ququarts. In Appendix A
[11] we show that the maximal singular value is obtained
if the states |ψ〉 and |ϕ〉 have the same Schmidt basis and
the remaining freedom encompasses permutations in the
assignment of basis elements. As it turns out, the basis
choice from the beginning is optimal and we have:
Observation 1. The two-ququart state |ψ〉 is decompos-
able if and only if max singval(S) = 1. This is equivalent
to det(S) = 0. The proof is given in Appendix A [11].
The extension of decomposability to mixed states is
straightforward. We define a mixed state to be decom-
posable, if it can be written as % =
∑
i pi|ψi〉〈ψi| where
the |ψi〉 are decomposable, and genuine four-level en-
tangled otherwise. The set of decomposable states D is
convex by definition. This allows to construct witnesses
for four-level entanglement. Recall that an operatorW is
called an entanglement witness, iff tr(σW) ≥ 0 for all sep-
arable states σ and tr(%W) < 0 for at least one entangled
state % [12]. A special type of witnesses are the projector-
based witnesses which are of the form W = α1 − |ξ〉〈ξ|,
where α is the maximal squared overlap between |ξ〉 and
the decomposable states [13]. In order to detect as many
states as possible, we chose |ξ〉 to be the state with the
largest distance to D, meaning that α is as small as pos-
sible. The state |ξ〉 can be determined by minimizing the
maximal singular value of S in Eq. (4) which is, accord-
ing to Observation 1, a function of squared determinant.
Thus we distinguish between positive and negative values
of the determinant, giving two interesting states |ξi〉, see
Appendix B [11] for details:
Observation 2. The following two states locally maxim-
ize the distance to the decomposable states: For det(S) <
0 the Schmidt-rank three state
|ξ1〉 = 1√
3
(|00〉+ |11〉+ |22〉) (6)
has the largest distance with α = [(3 +
√
5)/6]
1
2 ' 0.934
to the set of decomposable states. For det(S) > 0 the
Schmidt-rank four state
|ξ2〉 =
√
3
4
|00〉+ 1
2
√
3
(|11〉+ |22〉+ |33〉) (7)
maximizes the distance with a value of α = [(3 +
2
√
2)/6]
1
2 ' 0.986 to the set of decomposable states.
3General theory for bipartite systems.— Let us start
by considering only decompositions into two lower-
dimensional states. In this case the results from the pre-
vious section still hold, only the matrix S increases ac-
cording to the dimensions of the subsystems. This leaves
us with the problem that the maximal singular value de-
pends on the encoding, which defines the arrangement of
Schmidt coefficients in the matrix S.
As an example we consider the embedding of the rank-
four state from Eq. (1) in a 6×6 dimensional system, that
is, each party has a qubit and a qutrit. Using the encod-
ing |0〉 7→ |00〉, |1〉 7→ |01〉, |2〉 7→ 02, |3〉 7→ |10〉, |4〉 7→
|11〉, |5〉 7→ |12〉 we obtain the matrix S1 whereas us-
ing |0〉 7→ |00〉, |1〉 7→ |01〉, |2〉 7→ 10, |3〉 7→ |11〉, |4〉 7→
|02〉, |5〉 7→ |12〉 we obtain a different matrix S2. The
matrices are given by
S1 =
[
s0 s1 s2
s3 s4 s5
]
, S2 =
[
s0 s1 s4
s2 s3 s5
]
(8)
and can lead to different singular values. For instance,
if we embed the two-ququart state |ψ4〉 in this config-
uration, i.e., s0 = s1 = s2 = s3 = 1/2 and s4 =
s5 = 0, we find that max singval(S1) 6= 1, whereas
max singval(S2) = 1. Consequently, when deciding de-
composability, it is crucial to optimize over all possible
permutations of entries in S. As the number of permuta-
tions grows super-exponentially, it is in general hard to
compute this for increasing dimensions.
Nevertheless, the complexity can be reduced, as we
have to consider only those permutations which lead to
different maximal singular values. In Appendix C [11])
we discuss this simplification which leads to the theory
of Young tableaux [14]. It turns out that for a decom-
position into d = d1 × d2 there are at most
N = (d1 × d2)!∏d1
i=1
∏d2
j=1(i+ j − 1)
(9)
different matrices that could lead to different singular
values. Examples can be found in Appendix B [11].
Furthermore, if one is only interested in decomposab-
ility, it suffices to check whether there exists an arrange-
ment such that S has rank one. The number of possible
arrangements reduces to at most
N ′ = (d1 + d2 − 2)!
(d1 − 1)!× (d2 − 1)! . (10)
It should be noted that an equivalent problem and solu-
tion has been considered in quantum thermodynamics,
where one may ask whether the correlations in a bipart-
ite system can drop to zero under global unitaries [15].
To complete the discussion, one may also take into ac-
count a decomposition of the system into more than two
lower-dimensional subsystems. In this case, the matrix
S becomes a tensor and thus deriving an analytical ex-
pression, equivalent to the singular value decomposition,
is difficult. However, one can construct an iterative al-
gorithm to calculate the maximal overlap between the
original state and a given set of decomposable states as
follows: The total maximization can be split into a max-
imization over states and local unitaries. If all but one
of these objects are fixed, the remaining one can be car-
ried out analytically. This leads to a fast iteration, see
Appendix E [11] for a detailed discussion.
Multiparticle systems.— We call an N -partite pure
state |ψ〉 in (CD)⊗N fully decomposable iff there exist
N -partite states |ϕ〉, |ϕ′〉 of dimension d, d′ such that:
|ψ〉 = U1 ⊗ · · · ⊗ UN |ϕ〉 ⊗ |ϕ′〉, (11)
for some d × d′ = D. Here, the Ui denote the unitaries
each party applies to their local subsystems. This defin-
ition is in analogy to full separability in entanglement
theory [13]. A state that is not fully decomposable is
multipartite multilevel entangled (MME).
If a state is non-decomposable according to Eq. (11),
there might exist partitions under which such states are
decomposable. For instance, a state may be decompos-
able, if the unitary on the first two particles is allowed
to be nonlocal, i.e., we may set U1 ⊗ U2 7→ Unl12. More
generally, there may be a bipartition of the N particles
for which the state is decomposable.
Observation 3. Consider an N -particle state |ψ〉. If
there exists a bipartition M |M ′ of the N particles for
which the state is decomposable, the state is called bide-
composable. Otherwise the state is genuinely multipartite
multilevel entangled (GMME). Verifying GMME for pure
states can be done by applying the methods for bipartite
systems to all bipartitions.
To show that a pure multiparticle state is not fully
decomposable is, however, not straightforward, as there
is in general no Schmidt decomposition for systems con-
sisting of more than two parties [16]. Nevertheless, the
iterative algorithm mentioned above can again be util-
ized. Note that within the optimally decomposed state,
the largest block that cannot be decomposed any further
identifies the minimal number of parties and dimensions
needed to reproduce the correlations in the original state.
Also, the definitions above can be readily generalized to
mixed states by considering convex combinations. In the
following sections, we discuss examples which are relev-
ant for current experiments.
Example 1: Generalized GHZ states.— Motivated by
our result from the bipartite case that the maximally
entangled state is decomposable, we start with studying
Greenberger-Horne-Zeilinger (GHZ) states, |GHZ(D)〉 =
1√
D
(|0 · · · 0〉+ |1 · · · 1〉+ · · ·+ |(D− 1) · · · (D− 1)〉) for N
particles with local dimension D.
First, we observe that the GHZ state is fully decom-
posable. In fact, it is decomposable with respect to the
finest factorization of the local dimension D, given by the
4Figure 2: Examples of weighted graph states. Left: The
four-ququart chain-graph state from Eq. (14) can be encoded
into a weighted graph state of eight qubits, see Eq. (16).
Right: After application of the unitaries UA1A2 and UD2D1
the state exhibits decomposability with respect to the bipar-
titions A|BCD, D|ABC and AD|BC [see Eq. (17)] and thus
the original ququart state is bidecomposable and not GMME.
prime decomposition D =
∏k
j=1 dj of D, as we can write:
|GHZ(D)〉 enc.=
⊗k
j=1
|GHZ(dj)〉, (12)
where |ϕj〉 represents the N -partite state of the subsys-
tem with dimension dj .
The proof is straightforward. We just replace each level
|i〉 (with i ∈ [0, D − 1]) of the original state with its re-
spective encoding into the lower levels |i1, . . . , ik〉 where
each ij has dimension dj and as such values ∈ [0, dj − 1]
for all j. The ordering of the encoding is chosen such
that the value within the respective number system is
increasing, that is it corresponds to a binary encoding
for qubits (dj = 2), ternary for qutrits (dj = 3), and
similarly for higher dimensions. This leads to |0〉 7→
|0 . . . 0〉, ..., |D − 1〉 7→ |⊗j(dj − 1), . . . ,⊗j(dj − 1)〉.
Following this encoding process, a reordering, that is
(A1 . . . An, B1 . . . Bn, . . . ) 7→ (A1B1 . . . , . . . , AnBn . . . ),
directly reveals the tensor structure of the encoded state
with respect to every factor dj . In Appendix D [11] we
give the calculation for a six-dimensional GHZ state. Fur-
thermore we show there that the absolutely maximally
entangled state of six qubits represents a decomposable
three-ququart state in the GHZ class.
So all the correlations of a GHZ state in high di-
mensions, although having a high Schmidt-rank for the
bipartitions, can be simulated by low-dimensional sys-
tems. This is distinct from other approaches, such as the
Schmidt number vectors from Ref. [17] or the criterion
in Ref. [18], where the GHZ state was used to detect
higher-order entanglement. For completeness, a proof
of the LU-equivalence between GHZ- and the star-type
graph states from Ref. [18] is given in Appendix D [11].
Example 2. Graph states.— A D-dimensional weighted
graph state can be written as [19, 20]
|G〉 =
∏
{ij}∈E Z
α
{ij}|+D〉⊗ V , (13)
where V denotes the set of vertices, E the set of edges
connecting two vertices i and j and |+D〉 is given by
|+D〉 ∝ |0〉+ |1〉+ ...+ |D− 1〉. Entanglement is created
by the controlled Z-gates Zα{ij} =
∑d−1
g=0(|g〉〈g|)i ⊗ Zgαj ,
where Zq =
∑D−1
q=0 ω
q|q〉〈q| (with ω = e2pii/D) defines the
single-qudit Z-gate. For α = 1 the structure reduces to
non-weighted graph states, for α = 12 the weighted edges
can be graphically represented by dashed lines.
As an example for a state which is MME but not
GMME, consider the chain graph state of four ququarts:
|G(4)〉 = ZABZBCZCD|+4〉⊗4. (14)
Encoding to eight qubits gives us the state (see Fig. 2,
detailed calculations can be found in Appendix D [11]):
|G(2)〉 = ZA1B1ZB1C1ZC1D1ZA2B2ZB2C2ZC2D2
× Z 12A2B1Z
1
2
B1C2
Z
1
2
C2D1
|+2〉⊗8. (15)
Now we apply two-qubit unitaries of the form Uij =
|+〉〈+|i ⊗ 1 j + |−〉〈−|i ⊗ Z3/2j with |±〉 = (|0〉 ± |1〉)/
√
2
on the two qubits of system A and D respectively and
end up with
UA1A2UD2D1 |G(2)〉 = Z
1
2
B1C2
|G(2)D 〉, where (16)
|G(2)D 〉 = ZA1B1ZB1C1ZC1D1ZA2B2ZB2C2ZC2D2 |+2〉⊗8
(17)
is a fully decomposable state with no diagonal edges.
Thus for the bipartitions A|BCD or D|ABC the state
is decomposable and thereby not GMME. In fact, we
find decomposability with respect to every possible bi-
partition (see Appendix D [11]). For claiming multilevel
entanglement, we still have to exclude full decomposab-
ility, which is, as mentioned, a difficult task. We applied
a numerical algorithm (Appendix E [11]) which strongly
indicates non-decomposability with an maximal overlap
of 0.8536 with the set of fully decomposable states.
Example 3. A genuine multilevel entangled state.— As
a final example, consider the three ququart state
|ψ(4)〉 =
3∑
j=0
|uj〉|j〉|uj〉 − 2|3〉|3〉|3〉, (18)
where |u0〉 = |0〉+|1〉+|2〉+|3〉, |u1〉 = |0〉−|1〉+|2〉−|3〉,
|u2〉 = |0〉 + |1〉 − |2〉 − |3〉, |u3〉 = |0〉 − |1〉 − |2〉 + |3〉.
This state corresponds to the six-qubit state |ψ(2)〉 =
Z123456Z13Z35Z24Z46|+(2)〉, a graph state with an addi-
tional hyperedge connecting all vertices [21]. For this
state we found for all bipartitions the Schmidt coeffi-
cients to be s0 = 0.551, s1 = s2 = 0.5, s3 = 0.443 which
leads to a non-zero determinant of det(S) = −0.0059.
Hence, rank(S) 6= 1 for all bipartitions and the state is
non-decomposable for any bipartition. So the state is
GMME, to be exact, genuine 3-partite 4-level entangled.
Conclusion.— We have introduced the notion of genu-
ine multilevel entanglement. This formalizes the notion
of high-dimensional entanglement that cannot be simu-
lated directly with low-dimensional systems. We have
provided methods to characterize those states for the
5bipartite and multipartite case, including the construc-
tion of witnesses for an experimental test. The results
can be interpreted as a cautionary tale with regards to
naively employing standard entanglement characteriza-
tion tools. Whereas under general local operations and
classical communication, multiple copies of small dimen-
sional systems are universal, this is not the case anymore
in restricted scenarios, even having access to all pos-
sible local unitaries. This suggests that high-dimensional
quantum systems do present a fundamentally different
resource under realistic conditions.
For future research there are different topics to ad-
dress. First, one may consider network scenarios, where
a high-dimensional quantum state is distributed between
several parties, and the correlations should be explained
by low-dimensional states shared between subsets of the
parties. Second, it would be desirable to develop a re-
source theory of high-dimensional entanglement, where
not only the state preparation, but also the local opera-
tions (like filters) of the parties are considered. This may
finally lead to a full understanding of quantum informa-
tion processing with high-dimensional systems.
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Appendix
A: Proof of Observation 1
Here we prove Observation 1, which states that a two
ququart state is decomposable iff max sinval(S) = 1,
where
S =
[
s0 s1
s2 s3
]
. (19)
First, let us consider two bipartite ququart states |ψ〉 and
|ϕ〉. We prove that the maximal overlap between |ψ〉 and
|ϕ〉, where each party is allowed to perform local unitary
operations, is given by:
Fmax = max
UA,UB
|〈ψ|UA ⊗ UB |ϕ〉| =
D−1∑
i=0
ηiσi (20)
where η0 ≥ · · · ≥ η3 ≥ 0 are the Schmidt coefficients of
the state |ψ〉 and σ0 ≥ · · · ≥ σ3 ≥ 0 are the Schmidt
coefficients of the state |ϕ〉. This was already shown in
Ref. [22], but we add this here for completeness. We start
by writing the overlap in terms of coefficient matrices of
the states |ψ〉 and |ϕ〉, that is we write |ψ〉 = ∑i,j Cijψ |ij〉
as Cψ =
∑
ij C
ij
ψ |i〉〈j|, and similarly for |ϕ〉. We have
Fmax = max
UA,UB
|〈ψ|UA ⊗ UB |ϕ〉|
= max
UA,UB
| tr(C†ψUACϕUTB )|
=
D−1∑
i=0
si(Cψ)si(Cϕ). (21)
In the last step of Eq. (21) we used von Neumann’s trace
inequality:
| tr(ΛΓ)| ≤
∑
i
λiγi (22)
which holds for all complex n×n matrices Λ and Γ with
ordered singular values λi ≤ λi−1 and γi ≤ γi−1. It was
proven in Ref. [23] that equality in Eq. (22) can only
be reached when Λ and Γ are simultaneously unitarily
diagonalizable and hence both states need to have the
same Schmidt basis. Therefore it is optimal to choose
the encoding between the four-dimensional systems and
the qubits in the Schmidt basis. Furthermore note that
the singular values of the coefficient matrices are nothing
but the Schmidt coefficients of the state. For the 2 × 2
matrix S the maximal singular value is given by
α =
√
1
2
(1 +
√
1− 4 det(S)2). (23)
Hence, we find that max singval(S) = 1 iff det(S) = 0,
which finishes the proof of Observation 1. Other encod-
ings lead to the same result since changing the encoding,
can, for the special case of two qubits, be described by
swapping rows or columns of S, which does not change
its singular values. Note that for higher-dimensional sys-
tems (e.g., a qubit and a qutrit) the last point is not true,
and this is the reason why we have to consider different
matrices S there [see Eq. (8) in the main text].
B: Witnesses for the bipartite case
Here we show how to construct a witness operator for
four-level entanglement. We are seeking for the state |ξ〉
which has the largest distance to the set of decompos-
able states and the smallest coefficient α such that the
witness W = α1 − |ψ〉〈ψ| is positive on all decomposable
states. Note that since D is a convex set, it is sufficient
to optimize over all pure decomposable states. In order
to find |ξ〉 we compute
α = min
S
[max singval(S)]
s. t.: det(S) 6= 0,
s20 + s
2
1 + s
2
2 + s
2
3 = 1,
s0 ≥ s1 ≥ s2 ≥ s3 ≥ 0. (24)
6First note that the maximal singular value of a 2 × 2
matrix is of the form of Eq. (23). In the following we
separately analyse the cases det(S) < 0 and det(S) > 0.
For det(S) < 0 we have to minimize det(S) = s0s3 −
s1s2. Since s3 is by definition the smallest coefficient we
choose s3 = 0. Then we are left with max s1 · s2. For
fixed s0 we have that
s21 + s
2
2 = const. (25)
which is the equation of a circle. Therefore the problem
is equivalent to maximizing the area of a rectangle with
one corner at the origin and the other one on the circle
defined by Eq. (25). The obvious solution is therefore
s1 = s2. Since s0 ≥ s1 the maximum is obtained at
s0 = s1 = s2 =
1√
3
.
For det(S) > 0 we have to maximize det(S) = s0s3 −
s1s2. Therefore we have for any given s0, s3 to minimize
f(s1) = s1 · s2 = s1
√
C − s21 such that s0 ≥ s1 ≥ s2 ≥
s3 ≥ 0 and C = 1 − s20 − s23. The minimum of the
function f(s1) is obtained at the boundary for s1 = s3,
which implies s2 = s3. Therefore the maximum of the
determinant is obtained at s1 = s2 = s3 =
1
2
√
3
and
s0 =
√
3/4.
We see that for dimension four the state with the
largest distance to the set of decomposable states is the
maximally entangled state of two qutrits. We observe
that for increasing dimensions the distance between the
maximally entangled states with lower dimension and the
set of decomposable states decreases. Some analytical
and numerical values are shown in Table I. This might
lead to the conclusion that the multilevel entangled states
get closer to the set of decomposable states for larger di-
mensions. However a proof that the maximally entangled
states are the ones having the largest distance to the set
of decomposable states is still missing.
C: Connection to the theory of Young tableaux
In this section we want to discuss the relation between
the number of arrangements of Schmidt coefficients in the
matrix S and the number of standard Young tableaux.
As mentioned in the main text, the complexity of char-
acterizing the matrices S can be reduced, as we have to
consider only those permutations which lead to differ-
ent maximal singular values. First, note that given two
probability distributions {pi} and {qi} the sum over the
products
∑
i
√
piqi is maximal iff both are ordered in the
same way. We can further assume in Eq. (4) in the main
text that α0 ≥ α1 and similarly for βi, since exchanging
the components of α and β correspond to exchanging
rows or columns of S, which does not change its singular
values. This implies that the entries of |α〉〈β| decrease in
each row and column. Different values for αi and βi thus
lead to different arrangements. Consequently, we have
Source rank overlap
2× 2 (4) 3
√
1
6
(3 +
√
5) ' 0.934
2× 3 (6) 5
√
1
10
(5 +
√
17) ' 0.955
2× 4 (8) 5
√
1
10
(5 +
√
17) ' 0.955
7
√
1
14
(7 +
√
37) ' 0.966
3× 3 (9)
5
√
1
10
(5 +
√
17) ' 0.955
7
√
1
14
(7 +
√
33) ' 0.954
8
√
1
16
(7 +
√
48) ' 0.965
2× 4 (10) 7
√
1
14
(7 +
√
37) ' 0.966
9
√
1
18
(9 +
√
65) ' 0.973
2× 6 (12) 7
√
1
14
(7 +
√
37) ' 0.966
9
√
1
18
(9 +
√
65) ' 0.973
7× 7 (49) 11
√
1
22
(11 +
√
101) ' 0.9781
Table I: This table shows the analytical and numerical fidel-
ities of the maximally entangled state |ψ〉 = 1/√D∑D−1i=0 |ii〉
with all decomposable states for a given dimension of the
source.
to optimize S under the constraints that the entries of S
must be non-increasing in each row from left to right and
in each column from top to bottom.
To see the connection to Young tableaux, let us first re-
call the definition of a Young diagram. Given some num-
ber N ∈ N we call λ = (λ1, λ2 · · · , λn) a partitioning of
the number N , that is
∑
k λk = N , λ1 ≥ λ2 ≥ · · · ≥ λn,
and λi ∈ N. Then a Young diagram is an arrangement
of left-justified rows, where the number of boxes in the
k-th row is given by λk (see Fig. 3).
A Young tableau of shape λ is a filling of the numbers
1, 2, · · · , n into the boxes of the Young diagram such that
every number appears exactly once. A Young tableau is
called standard if the numbers are increasing in each row
and each column. From here it is straightforward to see
that this problem is equivalent to the problem of find-
ing the number of possible arrangements of the Schmidt
coefficients in the matrix S under the constraints that we
discussed above. The number of possible arrangements
that could lead to different maximal singular values is
simply given by the number of standard Young tableaux
consisting of d1 × d2 boxes, arranged in a single block.
This number is given by the so-called hook-length for-
mula [14]
N = n!∏
(i,j) hi,j
, (26)
where hi,j is called a hook-length of the box (i, j). For a
given box (i′, j′), its hook consists of all boxes with either
(i = i′, j > j′) or (i > i′, j = j′) and the box itself. The
length of the hook is then given by the number of boxes
in the hook. For a Young tableau of d1 × d2 boxes this
7Figure 3: This figure shows an example of a standard Young
tableau for N = 8 and a partitioning λ = (4, 3, 1). The num-
bers 1, . . . , 8 are arranged in such a way that their values
increase in each row and each column.
simplifies to
N = (d1 × d2)!∏d1
i=1
∏d2
j=1(i+ j − 1)
. (27)
In case one is only interested whether or not a state
is decomposable, the number of different matrices that
lead to a maximal singular value of one can be further re-
duced. This is due to the additional constraint that if the
matrix S has rank one all the rows as well as the columns
must me mutually linearly dependent. Then, it is easy to
see that the following algorithm can solve the problem.
We start again by filling the Schmidt coefficients in an
array such that their values are non-increasing in each
row and each column. We can fix the upper left entry to
be the largest element. Whenever we get in a situation in
which we fix the constant between two rows or columns
we check whether there are some remaining Schmidt coef-
ficients which lead to linearly dependent rows or columns.
If this is the case, we fill the array with the appropriate
number and continue. If these numbers do not exist, we
abort and have to start all over again with a different
arrangement. It is obvious that if there exists an ar-
rangement which leads to a matrix with rank one, then
the algorithm will find it. Using the formalism of Young
tableaux we can again calculate the maximum number of
different matrices that we need to check. First note that
when we apply the algorithm we always fix the values of
the entries in the first row and the first column. The only
thing that changes is the order in which we fill the entries.
The number of all possible ways to do this is again given
by a number of standard Young tableaux consisting of a
single row and a single column. By applying the hook
length formula we obtain
N ′ = (d1 + d2 − 1)!
(d1 + d2 − 1)× (d1 − 1)!× (d2 − 1)!
=
(d1 + d2 − 2)!
(d1 − 1)!× (d2 − 1)! . (28)
D: Examples
In this section, we provide some notes on Example 1
(fully decomposable state) as well as a detailed proof for
Example 2 (MME state) for the multipartite exemplary
states given in the main text. Furthermore we present
another interesting fully decomposable state of six qubits.
Example 1. GHZ States
LU-equivalence of GHZ- and star-type graph states.
Here we show the equivalence of star-type graph states
and GHZ states in arbitrary dimension and system size
under local unitary (LU) operations. Decomposability is
a property of a state which does not change under LU-
operations on the original state, therefore it is sufficient
to show that |Gstar〉 LU= |GHZ(D)〉 for any dimension D
and any number of qudits N .
Star-type graphs are graphs where one central vertex
is connected to any other vertex by an edge, and no other
edges are present. For the corresponding quantum state
we have according to Eq. (13) in the main text |Gstar〉 =∏N
q=2 Z1q|+〉⊗N . This can be simplified to:
|Gstar〉 =
N−1∑
p=0
|p〉1
N⊗
q=2
|+p〉q
∝ |0〉1|+0〉2 . . . |+0〉N + |1〉1|+1〉2 . . . |+1〉N
+ · · ·+ |D − 1〉1|+D−1〉2 . . . |+D−1〉N .
(29)
Here we use the (D-dimensional) single qudit states
|+i〉 = 1√D
∑D−1
k=0 ω
ki|k〉 with ω = e2pii/D, note that
|+0〉 = |+D〉 in our previous notation. Since 〈+i|+j〉 =
δij the set {|+i〉} forms a basis of CD. Eq. (29) is, up to
local rotations on all subsystems except the first, equal
to |GHZ(D)〉.
Full decomposability of a 6 × 6 × 6 system To cla-
rify the proof of Eq. (12) in the main text, we exem-
plary do the complete calculation for a system of three
parties each of which has dimension six, such that the
prime decomposition D = 2× 3 equals access to a qubit
and a qutrit. The state, up to normalization, reads
|GHZ(6)〉 = ∑5`=0 |```〉. The encoding and resorting of
the order, which groups the subsystems of the qubits and
qutrits respectively, then gives the six-partite state:
|GHZ(6)〉 enc.= |000000〉+ |010101〉+ |020202〉
+ |101010〉+ |111111〉+ |121212〉
res.
= |000000〉+ |000111〉+ |000222〉
+ |111000〉+ |111111〉+ |111222〉
= (|000〉+ |111〉)⊗ (|000〉+ |111〉+ |222〉)
(30)
which shows decomposability into |GHZ(2)〉 and
|GHZ(3)〉 The generalization to an arbitrary number of
systems N and arbitrary dimension D follows straight-
forward.
8Figure 4: Example of a state that is MME but not genuine
MME. The four-ququart chain-type graph is encoded into LU-
equivalent eight-qubit states. (a): The equivalence to this
state has already been shown in the main text, see Fig. 2.
(b): The state is also equivalent to this configuration, see
Eq. (37). (c) and (d): These equivalences follow from Eq. (35).
In summary, the state is is decomposable with respect to all
possible bipartitions.
Example 2: Graph states
Here we present the calculation for the four-ququart
graph states, see also Fig. 4 and Fig. 2 in the main text.
To start, the chain graph state of N = 4 ququarts is given
by
|G(4)〉 = Z˜ABZ˜BCZ˜CD|+4〉⊗4
=
3∑
ABCD=0
ωAB(4) ω
BC
(4) ω
CD
(4) |ABCD〉.
(31)
Here Z˜ij = diag(1, i,−1,−i) is the ququart controlled
Z-gate and ω(4) = e
2pii/4 = i. We use the compu-
tational basis |ABCD〉 to simplify the encoding pro-
cess. The ququarts corresponding to (A,B,C,D)
are decomposed into two qubits each with the labels
(A1, A2, B1, B2, C1, C2, D1, D2) = (1, 2, 4, 3, 5, 6, 8, 7),
see Fig. 4(a).
To represent the ququart state, we make the replace-
ments: A → 2A1 + A2, B → 2B2 + B1, C → 2C1 + C2
and D → 2D2 +D1, as this reproduces for an additional
replacement of the
∑3
A,B,C,D=0 →
∑1
A1...D2=0
the same
exponents as in Eq. (31). Then we have:
|G(4)〉 enc.= |G(2)〉
=
1∑
A1...D2=0
ω
(2A1+A2)(2B2+B1)
(4) ω
(2B2+B1)(2C1+C2)
(4)
ω
(2C1+C2)(2D2+D1)
(4) |A1A2B1B2C1C2D1D2〉.
(32)
We furthermore use ω(4) = e
ipi
2 = ω
1
2
(2) and ω
2c
(2) = 1, c ∈
N and can simplify Eq. (32)
|G(2)〉 =
2∑
A1...D2=0
ωA1B1(2) ω
A2B2
(2) ω
B2C2
(2) ω
B1C1
(2) ω
C1D1
(2) ω
C2D2
(2)
ω
A2B1
2
(2) ω
B1C2
2
(2) ω
C2D1
2
(2) |A1A2B1B2C1C2D1D2〉
= ZA1B1ZA2B2ZB2C2ZB1C1ZC1D1ZC2D2
Z
1
2
A2B1
Z
1
2
B1C2
Z
1
2
C2D1
|+2〉⊗8.
(33)
Here, Zij = diag(1,−1) is the qubit-controlled Z-gate,
this state is shown in left side of Fig. 2 in the main text.
We then apply VA1A2 , V
3
2
B1B2
and V
3
2
D1D2
to |G(2)〉. Those
are for the further analysis in this example defined as
VX1X2 = (|+〉〈+|)X1 ⊗ 1X2 + (|−〉〈−|)X1 ⊗ ZX2 , (34)
where for X = A,B,C,D all VX1X2 are included in the
set of vertical unitaries {UVert}. By straightforward cal-
culation, one verifies:
(VA1A2V
3
2
B1B2
V
3
2
D1D2
)|G(2)〉 = VA1A2B2 |G(2)D 〉,
(VD1D2V
3
2
C1C2
V
3
2
A1A2
)|G(2)〉 = VC1D1D2 |G(2)D 〉.
(35)
This means that for the question of decomposability the
weighted diagonal edges have the same effect on the de-
composable state |G(2)D 〉 as one hyper-edge connecting
three qubits either one or the other end of the chain,
see Fig. 4(c) and Fig. 4(d). The mentioned hyper-edge is
formally a three-qubit unitary of the form
VX1X2Y1 = (|+〉〈+|)X1 ⊗ 1X2Y1 + (|−〉〈−|)X1 ⊗ VX2Y1
(36)
with VX2Y1 as defined in Eq. (34) and |G(2)D 〉 is a decom-
posable state, defined in Eq. (17) in the main text.
Furthermore, one can directly check that we can re-
place the three weighted Z-gates (Z
1
2
ij) in Eq. (33) by one
weighted edge acting on qubits A1 and C2
|G(2)〉 = U 32A1A2U
3
2
B1B2
UA1C2 |G(2)D 〉 (37)
with UA1C2 = (|+〉〈+|)A1 ⊗ 1C2 + (|−〉〈−|)A1 ⊗ ZC2 and
two vertical unitaries U
3
2
A1A2
and U
3
2
B1B2
[see Fig. 4(b)].
From Eq. (35) and Eq. (37) we see that whereas this
state is not decomposable, there exists for every biparti-
tion a representation of this state, for which the S-matrix
has rank 1. In Fig. 4, the different equivalent represent-
ations of the state are shown graphically. Each option
presents decomposability with respect to another bipart-
ite split, such that all possible ones are covered. How-
ever, to exclude genuine MME, let us once again stress
that the existence of one split exhibiting decomposability
is enough.
9Figure 5: The maximally entangled state on six qubits rep-
resents a decomposable three ququart state.
The maximally entangled state of six qubits
We have already seen that the highly entangled GHZ
states are not necessarily multilevel entangled. There-
fore one might ask the following question: Are there
other highly entangled states which are not multilevel
entangled? One example is the three-ququart state that
corresponds to the absolutely maximally entangled state
of six qubits (see Fig. 5). The six-qubit state is given by
|G(2)〉 = Z12Z34Z56Z23Z36Z45Z24Z35Z16|+〉⊗6 (38)
and corresponds to a graph state. Nevertheless, this state
is fully decomposable. To prove this, we first mention
that via local complementation [20] (LC), we can obtain:
|G(2)〉 LC−−−−−−→
on 1,2,5,3
Z12Z56Z14Z23Z36Z45Z15Z26|+〉⊗6
(39)
Comparing Eq. (38) and Eq. (39), the difference between
those is depicted in Fig. 5 on the right side. Whereas the
first contains diagonal connections (which contradicts a
direct decomposition), the second form shows that these
can be replaced by vertical and horizontal ones. There-
fore we can reach the original state by starting from a
decomposable state.
E: Algorithm for testing full decomposability
In this section we explain the algorithm that we used
to test whether or not the four ququart chain-graph state
|ψ〉 in Eq. 14 in the main text. The aim is to test whether
or not the state |ψ〉 can be written as |ψ〉 ?= UA ⊗ UB ⊗
UC ⊗ UD|Q〉 ⊗ |R〉, see also Fig. 6. Thus, we want to
compute
max
UA···UD|Q〉|R〉
|〈Q|〈R|UA ⊗ UB ⊗ UC ⊗ UD|ψ〉|. (40)
The idea is to choose initial states |Q〉 and |R〉, as well
as unitaries UA, . . . , UD at random and then optimize
Figure 6: We ask whether the state on the left can be con-
structed by first preparing states |Q〉 and |R〉 and then ap-
plying local unitary operations UA, . . . , UD. Since this is not
possible the state is not decomposable, it is MME.
the states and unitaries iteratively, until a fix-point is
reached. The point is that any of the iteration steps
can be performed analytically. In order to optimize the
state |Q〉, we fix the unitaries UA, . . . , UD and the state
|R〉. We obtain the optimal choice of |Q〉 by computing
maxQ |〈Q|(〈R|UA ⊗UB ⊗UC ⊗UD|ψ〉)| = maxQ |〈Q|ψ˜〉|.
We have that |Q〉 ∝ |ψ˜〉 is optimal up to normalization.
The similar argument holds for |R〉. For optimizing the
local unitaries we fix any unitary but the one we want to
optimize, say UA. Then, we have
max
UA
|〈Q|〈R|UA ⊗ UB ⊗ UC ⊗ UD|ψ〉|
= max
UA
|〈Q|〈R|UA ˜|ψ〉|
= max
UA
| tr(UA ˜|ψ〉〈Q|〈R|)|
= max
UA
| trA(UA%A)| =
∑
i
si(%A) (41)
where %A = trBCD( ˜|ψ〉〈Q|〈R|). We write %A in the sin-
gular value decomposition and we get %A = UDV
†. Then
we choose UA = V U
† and hence
| trA(UA%A)| = | tr(D)| =
∑
i
si(%A). (42)
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