Let F be a complete discrete valuation field whose residue field k is a global field of positive characteristic p. Let D be a central division F -algebra of p-power degree. We prove that the subgroup of F * consisting of reduced norms of D is exactly the kernel of the cup product map λ ∈ F * → (D)∪(λ) ∈ H 3 (F, Q p /Z p (2)), if either D is tamely ramified or of period p. This gives a p-torsion counterpart of a recent theorem of Parimala, Preeti and Surech, where the same result is proved for division algebras of prime-to-p degree.
Introduction
Let F be a field and let D be a central division algebra of degree n over F . First assume n is not divisible by the characteristic of F . Using Kummer theory we may consider the Brauer class (D) of D as an element of the Galois cohomomology group H 2 (F, Z/n(1)) := H 2 (F, µ n ); and the isomorphism F * /F * n ∼ = H 1 (F, µ n ) gives rise to a natural map F * → H 1 (F, µ n ) : λ → (λ). The cup product map [PPS18] proves this Rost injectivity in a remarkable new case: If F is a one-variable function field over a (non-archimedean) local field K and if n = deg(D) is coprime to the residue characteristic of K, then R D is injective. Their proof relies heavily on patching techniques developed by Harbater, Hartmann and Krashen ( [HHK09] , [HH10] , [HHK15a] , [HHK15b] , etc.), and it has been an important intermediate step to analyze the situation over the completion of F at a divisorial valuation v. The residue field of such a (discrete) valuation is a global field of positive characteristic p or a local field with residue characteristic p. For division algebras of prime-to-p degree, the Rost injectivity over the completion F v was proved in [PPS18, Thm. 4 .12].
We note that if F is a 2-local field, i.e., a complete discrete valuation field whose residue field k is a (non-archimedean) local field (with finite residue field) in the usual sense, then the Rost invariant R D is injective for all division algebras D over F (including the case where deg(D) is divisible by the residue characteristic of k). This was a consequence of Kato's work on two-dimensional local class field theory ([Kat80, p.657, §3.1, Thm. 3 (2)]). So, it is natural to ask whether the same is true when the residue field k is global. In this paper we prove the following:
Theorem 1.1. Let F be a complete discrete valuation field whose residue field k is a global field of characteristic p > 0. Let D be a central division algebra of p-power degree over F . Then the Rost invariant R D is injective in each of the following cases:
1. D is tamely ramified, i.e., D splits over the maximal unramified extension of F ;
2. the period of D is p.
After some reviews of preliminary facts in §2, we will prove the theorem in §3 (see (3.6)) admitting some technical results whose proofs occupy the whole §4.
A few remarks about the theorem are worth mentioning at this moment. First, in the theorem the field F can have characteristic 0 or p. In fact, for any field K of characteristic p and any p-power n, the groups H r+1 (K, Z/n(r)), r ∈ N can be defined in a suitable way so that they have almost all the properties the Galois cohomology groups H r+1 (K, µ ⊗r n ) have in the case p ∤ n (or at least, all the properties we need in this paper remain valid as in the case p ∤ n). In §2 we will recall some most useful facts in this respect and we refer the reader to [Kat80, §3.2] and [GMS03, Appendix A] for more details. In particular, H 2 (K, Z/n(1)) can be identified with the n-torsion subgroup Br(K)[n] of the Brauer group of K and "cup product" maps can be defined and have similar properties. So the Rost invariant map R D in Theorem 1.1 can be defined in the same way as before.
Secondly, for the field F in Theorem Still another remark is that in the theorem we may have only assumed F henselian and excellent instead of the completeness assumption. In fact, lettingF denote the completion of F andD = D ⊗ FF , the natural map
is injective by Greenberg's theorem [Gre66] . Therefore, the injectivity of RD implies that of R D .
We expect that the theorem remain true without any restriction on D and that the same result can be shown for function fields of curves over local fields, thereby extending [PPS18, Thm. 1.1] to the case of p-power degree algebras.
Kato-Milne cohomology and Brauer groups in characteristic p
Fix a prime number p and a field k of characteristic p. We need to use the Kato-Milne cohomology groups H r+1 (k, Z/p m (r)), r ∈ N, m ∈ N * , which can be viewed as the p-primary counterpart of the Galois cohomology groups H r+1 (k, µ ⊗r n ), r ∈ N with n coprime to p. It does not seem to be absolutely necessary to give the precise definition oof the Kato-Milne cohomology here. The interested readers are referred to [Kat80] and [Mil76] , or for another approach, [GMS03, Appendix A]. However, we do need to know some basic facts about the groups H r+1 (k, Z/p m (r)) which we shall now recall.
(2.1) Let k be a field of characteristic p. For integers r ≥ 0 and m ≥ 1, the group 
We write
and
is injective and its image is the subgroup of p m -torsion elements in H r+1 (k).
4. For every q ∈ N, let K q be the functor that associates to each field its q-th Milnor K-group. Then there are natural pairings
which we call cup products and denote by (α, λ) → α ∪ λ, by analogy to the prime-to-p case. (In this paper, for any abelian group A and any integer n, we write A/n = A ⊗ Z (Z/nZ).)
5. If L/k is a field extension, there are restriction maps
If L/k is a finite extension, we have corestriction maps
As in the prime-to-p case,
Moreover, the usual projection formulas hold:
Here for Milnor K-groups we denote by
(2.2) Now let F be a henselian excellent discrete valuation field with residue field k (of characteristic p). (F may have characteristic 0 or p.) For all r ∈ N and m ∈ N * we define
where F nr denotes the maximal unramified extension of F . There is a natural inflation
and the choice of a uniformizer π ∈ F defines a homomorphism (cf. [Kat80, p.659, §3.2, 
We can thus define a residue map ∂ :
, which fits into the split exact sequence
In this paper we are mostly interested in the residue maps defined on H 2 and H 3 . We have the following formulae:
for all λ, µ ∈ F * and χ 0 ∈ H 1 (k). In terms of Brauer groups, the case r = 1 of (2.2.3) can be interpreted as the exact sequence
where
is called the tame or tamely ramified part of Br(F ).
(2.3) For a field k of characteristic p, there are two useful variants of the cohomo-
. They are defined as follows:
It is easy to see that sd p (k) ≤ dim p (k). Moreover, it can be shown that
Therefore, we have the following implications:
Notice also that the condition sd p (k) ≤ 1 is equivalent to saying that Br(L) has no
For fields of characteristic different from p, both the separable p-dimension and Kato's p-dimension are defined to be the same as the cohomological p-dimension.
Proof of main theorem
We now proceed to the proof of Theorem 1.1. We basically follow the same strategy as Parimala, Preeti and Suresh's paper [PPS18] . Our main contribution is the extension of some key lemmas in [PPS18] to the characteristic p case. At some points the proofs of our generalized versions involve some subtleties and have to be treated with special care.
(3.1) Let us fix the following notation for the whole section:
Here We assume that char(k) = p > 0.
3. Let v = v F denote the normalized discrete valuation on F and fix a uniformizer π ∈ F .
4. If L/F is a finite extension, we put
be a nonzero Brauer class of p-power index over F .
We assume that α is tamely ramified, i.e., α ∈ Br tr (F ) = ker(Br(F ) → Br(F nr )).
6. Let χ 0 = ∂(α) ∈ H 1 (k) be the residue of α, which is well defined according to the tameness assumption on α (2.2.3). The character χ 0 ∈ H 1 (k) can be determined by a pair (E 0 /k, σ), where E 0 /k is the cyclic extension and σ is a generator of the cyclic Galois group Gal(E 0 /k). The correspondence between χ 0 and (E 0 /k, σ) is established by requiring that the continuous homomorphism χ 0 : Gal(k s /k) → Q p /Z p has kernel Gal(k s /E 0 ), k s denoting a fixed separable closure of k, and that σ ∈ Gal(E 0 /k) is the generator which is mapped to the canonical generator of the cyclic group Im(χ 0 ). Since the role played by σ is almost never explicit in our arguments, we will simply write χ 0 = (E 0 /k).
By the canonical lifting χ ∈ H 1 (F ) of χ 0 we shall mean the image of χ 0 under the inflation map H 1 (k) → H 1 (F ). Explicitly, χ is defined by the pair (E/F, σ) where E/F is the unramified extension with residue field extension E 0 /k and σ ∈ Gal(E/F ) is the generator corresponding to σ via the natural isomorphism Gal(E/F ) ∼ − → Gal(E 0 /k). Just as for χ 0 , we will write χ = (E/F ) for short. For any element b ∈ F * , we write We denote byᾱ ′ ∈ Br(k)[p ∞ ] the element that is mapped to α ′ ∈ Br(F ) under the inflation map.
8. Let λ ∈ F * be such that α ∪ (λ) = 0 ∈ H 3 (F ). We write
Computing the residue of α ∪ (λ) we see that
To prove our main theorem, we need to show λ is a reduced norm for α when k is a global function field. 
. By the norm principle for reduced norms, we may use induction on the index of α to conclude that λ is a reduced norm of α, as soon as an inductive pair exists.
Lemma 3.3. With notation and hypotheses as above, suppose that s
Proof. The proof can be done in the same manner as in the prime-to-p case, for which the reader is referred to [PPS18, Lemma 4.7].
Thanks to the above lemma, we may assume p | s. In the rest of this section, we write s = rp, so that λ = θ(−π)
according to (3.1.2) and (3.1.3).
Lemma 3.4. With notation and hypotheses as above (in particular s = v F (λ) = rp), suppose that L 0 /k is a separable field extension of degree p and that
Let L/F be the unramified extension with residue field L 0 /k.
Then there exists an element ξ ∈ U L such that
So condition (3) is implied by condition (1). We need only to find a unit ξ ∈ L satisfying (1) and (2).
Since L/F is an unramified extension, we have a commutative diagram with exact rows (3.4.1)
In particular, the natural map U F → k * ; x →x induces an isomorphism
and the induced map
is surjective. By assumption we haveθ ∈ N L 0 /k (L * 0 ). So the injectivity of w implies that θ = N L/F (ξ 1 ) for some ξ 1 ∈ U L . Using the diagram (3.4.1) we find that ξ.ξ
The proof of the lemma below is long. It will be postponed to the next section (see (4.3)).
Lemma 3.5. With notation and hypotheses as in (3.1), suppose that s = v F (λ) = rp and that k is a global function field.
Then there exists a separable field extension L 0 /k of degree p and an element ξ 0 ∈ L 0 such that the following hold:
Ifᾱ
′ E 0 = 0, then L 0 ⊆ E 0 (up to k-isomorphism).
(3.6) Proof of Theorem 1.1. Let us prove our main theorem assuming Lemma 3.5. Let α be the Brauer class of the division algebra D in Theorem 1.1. As we have said in the introduction, it suffices to consider the case where α is tamely ramified, and of course we may assume α = 0. The previous discussions in this section reduce the problem to the construction of an inductive pair in the case s = v F (λ) = rp.
Let L 0 /k and ξ 0 ∈ L 0 be chosen as in Lemma 3.5. Let L/F be the unramified extension with residue field
It remains to show ind(α L ) < ind(α). We distinguish three cases. Case 1.ᾱ 
the inequality here following from condition (3) of (3.5). Case 3.ᾱ
So, the inequality ind(α L ) < ind(α) holds in all cases. This shows that (L, µ) is an inductive pair, and the theorem is thus proved.
Proofs of technical lemmas
Our goal in this section is to prove Lemma 3.5.
We begin with the following observation.
Lemma 4.1. Let K be a field of characteristic p > 0 and γ ∈ K * . Suppose that p ∤ v(γ) for some normalized discrete valuation v on K.
Then there exists a cyclic extension
Proof. Choose c, d ∈ Z such that pc + dv(γ) = 1 and put
We denote by [α, λ) the Brauer class of the cyclic p-algebra generated by two symbols x, y over K subject to the relations
(for the second equivalence see e.g. [KK86, p.234, Prop. 2 (2)] or [AB10] ). We choose
Then the last condition in (4.1.1) holds for
is a cyclic extension with the required property. Now we prove a characteristic p version of [PPS18, Lemma 3.1].
Lemma 4.2. Suppose given the following data:
(i) A global field k of characteristic p > 0 and a cyclic extension K/k of p-power degree.
(ii) A Brauer class β ∈ Br(k)[p ∞ ], an integer r ∈ Z and an element θ ∈ k * such that
(iv) A finite set S of places of k including all the places v such that β ⊗k v = 0 ∈ Br(k v ).
Here, by a (Z/pZ)-Galois cover L v /k v we mean that L v is either a cyclic field extension of degree p over k v or the direct product of p copies of k v . In the latter case, we identity Br(
Then, there exists a separable field extension L/k of degree p and an element ξ ∈ L * such that
5. ξ is sufficiently close to ξ v in L v in the v-adic topology, for all v ∈ S.
Proof. First of all, we may further assume S contains the following sets of places:
• S 1 := {v | K/k is ramified at v};
• at least one place v such that L v /k v is a (cyclic) field extension.
In fact, for any v / ∈ S, we have β ⊗ k v = 0 by assumption (iv), whence ind(β ⊗ KL v ) = ind(β ⊗ Kk v ) = 1 < 2 ≤ d. On the other hand, Lemma 4.1 tells us that there is a cyclic field extension
by assumption (ii). Since the corestriction map Cor : Br(L v ) → Br(k v ) is injective (in fact an isomorphism) by local class field theory, we have ( 
As in the proof of [PPS18, Lemma 3.1], by using Chebotarev's density theorem and the strong approximation theorem, we can choose a place v 0 outsider S such that K/k splits completely at v 0 and we can find a monic polynomial
The work of checking that the pair (L, ξ) has all the required properties can be done in the same way as in [PPS18, p.416 ]. The following fact will be used once again in this verification: For any finite abelian extension of local fields, any element close to 1 is a norm.
(4.3) Proof of Lemma 3.5. Now we can prove Lemma 3.5, which is essential in our proof of Theorem 1.1. Only three cases require consideration. Case 1. rᾱ
In Case 1, we choose L 0 /k to be the unique degree p subextension of the cyclic extension E 0 /k. So there is no need to check (3.5) (3) and condition (2) of the lemma holds by the choice of L 0 . It remains to show that one can find an element ξ 0 ∈ L 0 satisfying
Indeed, from the assumption rᾱ
This completes the proof in Case 1. and we will take the pair (L, ξ) obtained in (4.2) to be the pair (L 0 , ξ 0 ) asserted in (3.5).
Note that conditions (1) in (3.5) is guaranteed by assertions (1) and (2) in Lemma 4.2, and (3.5) (3) is part of (4.2) (3). The only remaining job is to take S to be the finite set of places v such thatᾱ ′ ⊗ k v = 0 and to provide for each v ∈ S a pair (L v , ξ v ) satisfying assumption (v) in (4.2).
If p ∤ v(θ), we can find a cyclic extension L v /k v of degree p and ξ v ∈ L * v such that θ = N Lv /kv (ξ v ), whence condition (a) in (4.2) (v). Our assumption in the present case says E 0 = k and rβ = rᾱ 
since k v is a local field. Next assume p | v(θ). We now choose L v /k v to be the unique unramified extension of degree p. Thenθ is a norm from L v /k v . Conditions (b) and (c) can be checked as in the previous paragraph.
Case 2 is thus solved.
In the third case, rᾱ t ≥ 1, we have
(4.3.1)
Therefore, from (4.3.1) we deduce that
To finish the proof, it remains to check that d = ind(ᾱ ′ E 0 ) = p t . Indeed, from the fact that mp tᾱ′ = rpᾱ ′ = (E 0 /k,θ) we see that d = ind(ᾱ
) divides p t (noticing that E 0 is a global field). On the other hand, our hypothesis in the present case (Case 3) is that mp This completes the proof of Lemma 3.5.
