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Abstract 
We consider routing plans on graphs with two entries for each origination-destination pair. It 
is shown that graphs whose edge set can be covered by edge-disjoint triangles allow reliable 
networks. We conclude with some remarks on optimally reliable graphs. 
1. Introduction 
We consider communication networks where messages are routed according to the 
following rule: Each node keeps an ordered list of a limited number of neighbouring 
nodes, for each possible destination node. If a message (packet) carrying node Z as 
destination address has to be routed by node X, then X sends the message to the first 
available neighbour on its list for Z. 
The routing under concern is being applied in the “common channel signalling 
system no. 7” as specified by the International Telegraph and Telephone Consultative 
Committee (see [3]). 
Given an undirected graph G modelling the nodes and links of the network, we call 
the collection of all the above lists a routing plan for G (cf. [6,7]). 
Instead of formalizing the concepts (as has been done in [7]), we give an illustrative 
example (see Fig. 1). Each node has a table naming two neighbours for any of the three 
possible destinations. This means that, e.g., if node 1 wants to send a message to 4, it 
tries to use the direct link. If this link is marked as unavailable, the message will be sent 
to node 2. If this is also impossible, the message will be discarded. 
For each destination node Z, one has a directed graph G( + Z) describing the 
routes to Z. Fig. 2 shows G( + 4) for the above example. The general problem is to 
devise the routing plan such that several performance criteria are met (see [7,8]). The 
problem is far from being solved in a satisfactory way. The routing plans are always 
0166-218X/94/$07.00 0 1996Elsevier Science B.V. All rights reserved 
SSDI 0166-218X(92)E0207-Y 
138 W. Poguntke J Discrete Applied Mathematics 51 (1994) 137-146 
Fig. 1. 
Fig. 2. 
assumed to be acyclic, i.e. they do not induce a directed cycle of length greater than 
two in any of the associated directed graphs.’ 
It was shown in [7] that an arbitrary graph might not allow a routing plan that is 
acyclic and bidirectional. Reference [S] deals with the question of how to obtain short 
and acyclic routes via routing table design. In this note, we mainly deal with the 
reliability criterion. Only link failures are considered. We assume that the single 
failures are independent of each other and that all the links have a uniform probability 
p of availability (0 < p d 1). 
Let G be a two-connected graph, and let a routing plan for G be given avoiding 
cycles. The resulting network is denoted by N. We are interested in the overall 
reliability r(N) of the network, i.e. the probability that at a given time, despite some 
failures that might have occurred, each node can still (successfully) send messages to 
‘Because of certain assumptions on the communication protocols, an acyclic routing plan might allow 
directed cycles on single links: messages that, according to the routing plan, are to be returned on the same 
link on which they have been received, are eliminated from the network by the protocols. 
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any other node. It is obvious that the polynomial r(N) not only depends on the 
structure of G but is also influenced by the design of the routing plan. 
In most of the literature on graph reliability (see e.g., [4]), the authors consider the 
probability that the graph is connected. In our terms, this corresponds to “free 
routing” where all existing paths between two nodes are allowed. 
Some more definitions are needed. 
Following the terminology of [4], we call a set S of edges of G = (V, E) operational if 
S constitutes an operational state of the network, i.e. all nodes can communicate with 
each other provided all the links in S are in service. In these terms, r(N) is the 
probability that the set of edges having not failed is operational. 
A set M of edges is a cut if the complement E - M is not operational. Minimal cuts 
are called mincuts. Observe that cuts are sets of undirected edges although they 
disconnect directed routings. 
In the sequel, we will restrict our attention to acyclic routing plans where each node 
has exactly two choices for each destination. We also assume that if there exists 
a direct link from a node to the destination node, then this link will be used with first 
priority. 
2. A basic result 
The following theorem first appeared in [S]. Since this is an unpublished manu- 
script, we include a proof here. 
Theorem 2.1. Every mincut has precisely two elements. In particular, ifs is a mincut, 
then there are a node Z, an orientation of the elements e, = Z1 VI and e2 = Z2 V, of 
S and nodes Z, = U1, U,, . . . , U, = Zz (r 3 1) such that, inside the digraph G( + Z), the 
situation described in Fig. 3 holds (with possibly VI = V2 ifr > 2). 
Proof. Let S be a mincut. Let X and Z be nodes such that failure of S makes it 
impossible for X to send messages to Z. We assume that inside G( --f Z), among the 
nodes with this property, the directed distance of X to Z is minimal for X. At least one 
of the two successors of X, say U, is closer to Z; it follows that XU E S. Let V be the 
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second successor of X in G( + Z). If X VES, since S is minimal, one has 
S = {X U, X I’}, and the proof is completed (with r = 1). 
Let us assume that X V$ S, and let Wi, W, be the two successors of I/ in G( + Z). 
Because of cycle freeness, and since each directed path from V to Z has to meet the 
minimal set S, it follows that WI, say, equals X. Now, if VW, ES, the proof is complete 
(with r = 2). Otherwise, iteration of the same argument (for W, instead of V, etc.) leads 
to the desired conclusion after finitely many steps. cl 
Note that a two-element cut in the usual sense (i.e. its deletion makes the graph 
disconnected) always is a mincut in the sense considered here. Also observe that there 
are two types of mincuts. A “standard” mincut is {el,ez} in Fig. 3 in case Y = 1. If 
r 3 2, {ei, e2} is “nonstandard”, but (e.g.) {er, Z1 U,> is again standard. 
The number of mincuts of N is denoted by c(N). Consequently, 
7(N) = 1 - c(N)$ 
(with 4 = 1 - p) can be used as a lower-bound approximation to r(N) if p is close to 1. 
In [S], we elaborated on the quality of this approximation. In this note, we continue 
those studies, focusing on the reliable network synthesis problem. Similar problems 
were considered in [l] and other papers by that author; see also [2] approaching 
these problems using methods of mathematical programming. 
3. Suboptimal networks 
For each edge e in a given network, let c, denote the number of mincuts S with e E S. 
Because of c, >, 2, one always has (cf. [S]) 
c(N) 3 IE 
Given a graph G = (V, E), a network N on G is suboptimal if Definition 3.1. 
c(N) = (El. 
Taking P(N) as the measure of reliability, one can observe that if N is suboptimal 
then no network on G is more reliable than N. 
We next give an example of a suboptimal network. Let N7 be the following network 
based on the complete graph K7 on seven nodes. The edges of K, have been covered 
by seven triangles (see Fig. 4). We consider the following routing plan: For each node 
X, the first choice for destination Z is the direct link; the second choice is given by the 
link to the third node in the triangle defined by link XZ. 
Observation 3.2. N, is suboptimal. 
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Fig. 4. 
The reason is that the mincuts of N, are just the 21 possible pairs of edges coming 
out of one of the triangles. 
It turns out that triangles play a central role in suboptimal networks. Learning from 
the above example, the following can be shown. 
Lemma 3.3. Let G = (V, E) be a graph such that the edge set E can be covered by 
edge-disjoint triangles. Let N be a network on G such that the two edges chosen by one 
node for some destination always belong to one of the triangles. Then N is suboptimal. 
Proof. Simply observe that, as in the example, every triangle gives rise to three 
mincuts. By Theorem 2.1, there are no other mincuts. 0 
Now we are able to prove the following. 
Theorem 3.4. Let G = (V, E) be a graph such that the edge set can be covered by 
edge-disjoint triangles. Then there exists a suboptimal network on G. 
Proof. We construct a routing plan via shortest paths in the following way. For any 
origination node X and destination node 2, determine a shortest path from X to Z, 
and choose the first edge e of this path as first priority. As second priority, choose the 
other link incident to X and belonging to the triangle defined by e. 
It might now be the case that the routing plan just defined is not acyclic (see the next 
example). We next show that any given cycle in some G( -+ Z) can be eliminated by 
changing the routing plan, without creating new cycles. The theorem then follows by 
induction. 
So let us assume we have a cycle X1 -+ Xz --) ... + X, + X1 (t 2 3) inside some 
G( + Z). Obviously, each arrow Xi -+ Xi + 1 is of second priority, and d(X, Z) = c for 
a constant c (d denotes the shortest distance). Pick any of the Xi. Let Y be the third 
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Fig. 5. 
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node in the triangle given by the edge Xi Xi+ 1. NOW, for Xi+ I towards Z, we choose 
the link Xi+ 1 Y as first priority (and consequently Xi+ 1 Xi as second). This eliminates 
the above cycle, and no new cycle has been created. Since d( Y, Z) = c - 1, the new 
routing plan still follows the above construction principle using shortest paths. This 
completes the proof. q 
Example 3.5. The graph G described in the diagram can be covered by disjoint 
triangles as indicated by the shadowed regions in Fig. 5. The first diagram in Fig. 6 
shows one G( -+ Z) compatible with the triangulation which still contains a cycle. The 
second diagram shows G( --f Z) after the repair. 
The next lemma gives some necessary conditions on suboptimal networks and the 
underlying graphs. 
Lemma 3.6. Let N be a suboptimal network on the graph G = (V, E). Then the following 
holds: 
(i) The set of neighbours of any node X can be partitioned into pairs such that 
whenever one neighbour acts asjrst choice for some destination Z, then its companion is 
second choice. In particular, all the nodes have even degree. 
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Fig. 7. 
(ii) If N has a nonstandard mincut, i.e. the situation described in Fig. 3 is given in some 
G( + Z), then r = 2 and VI = V, =: V, and for each of V, Z1 and Z2 out of this triangle, 
the remaining two form a pair of neighbours in the sense of(i). 
Proof. (i) Suboptimality means c, = 2 for every edge e E E. Let e be an arbitrary edge 
connecting nodes Z and J. Node Z uses e as first choice towards J and vice versa. So 
there have to be nodes K and L (the second choices towards J, resp. L) such that 
{ZJ, ZK} and {ZJ, JL} are mincuts. These two mincuts are different. Since c, = 2, there 
is no other mincut containing e. The rest follows easily. 
(ii) This is now also clear, since otherwise one would get an additional mincut not 
covered by (i), and this contradicts c(N) = [El. 0 
The recognition of those graphs where the edge set can be covered by triangles is an 
NP-complete problem (see [S]). The above lemma suggests that these might be 
precisely the graphs carrying suboptimal routing plans. But this is not the case, as is 
shown in the next example. 
Example 3.7. The following routing plan (see Fig. 7) defines a network N on the 
complete graph K5 on five nodes. N is suboptimal, i.e. c(N) = 10. Of course, one can 
check that all the necessary conditions of Lemma 3.6 are indeed satisfied. 
We conclude this section giving a better lower bound for c(N). For any node X in 
a graph, we denote its degree by y(X). 
Lemma 3.8. For any network on a graph G = (V, E), c(N) k Cx&(X)/21. 
Proof. Look at a node X. Each edge incident to X appears in at least one mincut such 
that the other edge of that mincut also contains X. In this way, there have to be at 
least ry(X)/2] mincuts whose edges have X in common. Since these mincuts are 
different for different choices of X, the inequality follows. q 
We will see in the next section how the above results can be used in the analysis of 
graphs and networks. 
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4. Optimally reliable graphs 
Let R5 be the (unique) network on the (undirected) cycle on five nodes. It is clear 
that c(RJ = 10. Note that, because of the inequality c(N) B (El, no network on the 
complete graph K5 can be essentially more reliable (in terms of r”) than R5. But the 
next example shows that there are graphs “between” R5 and K, carrying more reliable 
networks. 
Example 4.1. Consider the network NT5 on the graph T5 as described in Fig. 8. It is 
not hard to see that c(NT,) = 8. The key observation is that in each of the directed 
graphs G( -+ Z), there is only one “double arrow”, and this is not on link 24; hence, 
there are no additional mincuts besides the eight different standard mincuts. 
We can now even show that T5 has the minimum number of mincuts among all 
two-connected graphs with five nodes. 
Theorem 4.2. There is no network on anyfive-node graph withfewer than eight mincuts. 
Proof. One obviously only has to check the two-connected graphs G with six or seven 
edges. All graphs that occur in this proof are described in Fig. 9. 
Let G have six edges, i.e. CXEV y(X) = 12. G cannot have a node of degree four, since 
this would imply GEG, which is not two-connected. So G has two nodes of degree 
three and three of degree two. This implies Gz G2 or G z G3. If Gz GZ, then in 
addition to the seven mincuts induced by the node degrees, there is at least the 
additional mincut { e,f}. If G z GJ, at least one of (e,f} or {e, g} is an additional mincut 
in G( + 2). 
Now let G have seven edges, i.e. C x,Vy(X) = 14. For the node degrees, there are 
three possibilities: there are 
(a) four nodes of degree three and one of degree two, or 
(b) one node of degree four, two of degree three, and two of degree two, or 
(c) two nodes of degree four and three of degree two. 
In cases (a) and (b), the lower bound C xEV r y(X)/2 1 immediately gives c(N) > 8. So let 
G belong to case (c). It follows that G z Gq. Let us assume G4 allows a suboptimal 
routing plan, and let Y, Y’ and Z, Z’ be the pairs of neighbours of X that are associated 
with respect to routing in the sense of Lemma 3.6. It now follows that {e,f> is a mincut 
in G( + Y), i.e. there are always at least eight mincuts. 
This completes the proof of the theorem. 0 
We do now ask the following general question: Given the number n of nodes of the 
graph, what is the most reliable network? In other words, we allow the edges and the 
routing plan still to be chosen. Since it is possible that one network is more reliable 
than another one only for certain values of p, and in view of the approximation r”(N) 
introduced above, we reduce this question to the following combinatorial problem. 
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T, (n even) 
Fig. 10. 
T, (n odd) 
Definition 4.3. For each integer n > 3, set 
f(n) : = min (c(N) ( N is a network on a graph with nodes 1,2, . . . , n>. 
Problem 4.4. Determine the size off(n), and find networks realizing these numbers. 
A network N on a graph with n nodes such that c(N) =f(n) will be called an 
optimally reliable network; the underlying graph is an optimally reliable graph. It was 
shown above that j”(5) = 8, and T5 is optimally reliable. 
Note that none of the properties “suboptimal” or “optimally reliable” of a network 
implies the other. It only follows that a suboptimal network on an optimally reliable 
graph has to be optimally reliable. 
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We finally look at the series of graphs T, as shown in Fig. 10. It is not hard to define 
routing plans for each of these graphs such that the number of mincuts grows linearly 
with n. While we do not claim all these graphs to be optimally reliable, it follows in 
any case that f(n) = O(n). 
5. Concluding remarks 
Note that f(n) = O(n) does not imply that for fixed p, resp. 4, the reliability of the 
best network on n nodes is a function of order - O(n), as one might expect looking at 
the approximation ?. The reason is that the approximation has a prescribed quality 
only up to a certain n which depends on CJ and that quality (see [S]). 
But in any case, the reliability of the best network is a decreasing function (of n), 
which contrasts the “classical” case where all routes are allowed and the operational 
states correspond to the connected subgraphs. A plausible reason for this is that with 
increasing n more and more paths between two vertices are ignored by the routing 
plans. 
Further research should try to find a classification of the optimally reliable graphs. 
For the applications, it would be even more important to link these reliability results 
to other criteria like use of short paths or even load distribution. 
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