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Abstract—The design of large libraries of oligonucleotides having con-
stant -content and satisfying Hamming distance constraints between
oligonucleotides and their Watson-Crick complements is important in
reducing hybridization errors in DNA computing, DNA microarray
technologies, and molecular bar coding. Various techniques have been
studied for the construction of such oligonucleotide libraries, ranging
from algorithmic constructions via stochastic local search to theoretical
constructions via coding theory. A new stochastic local search method
is introduced, which yields improvements for more than one third of
the benchmark lower bounds of Gaborit and King (2005) for n-mer
oligonucleotide libraries when n  14. Several optimal libraries are also
found by computing maximum cliques on certain graphs.
Index Terms—DNA codes, exhaustive search, Hamming distance model,
oligonucleotide libraries, stochastic local search.
I. INTRODUCTION
Oligonucleotides (short single-stranded DNA) made by chemical
synthesis are important structures for information storage in DNA com-
puting [1], [2], as probes in DNA microarray technologies [3], [4], and
as tags in molecular bar coding [5]–[7]. The critical property of DNA
in these applications is the tendency of oligonucleotides to specifically
hybridize to their Watson–Crick complements and form a stable du-
plex [8].
Unfortunately, nonspecific hybridizations can also occur between
oligonucleotides used in a self-assembly step, in a polymerase chain re-
action, or in an extraction operation. The probability of such hybridiza-
tion errors is related to the combinatorial as well as the thermodynamic
properties of the oligonucleotides. Among the basic constraints that
must be fulfilled in order to reduce the probability of erroneous hy-
bridizations for a library of oligonucleotides, the following are of par-
ticular importance:
1) two oligonucleotides in the library must be dissimilar;
2) an oligonucleotide in the library must be dissimilar to the
(Watson–Crick) complement of another oligonucleotide in the
library;
3) every oligonucleotide in the library has similar melting tempera-
ture;
4) an oligonucleotide must not fold back onto itself in a manner that
renders it chemically inactive.
The measure of similarity between oligonucleotides depends on the
hybridization model adopted. On two extremes of the spectrum, we
have the following.
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• Hamming distance model [9]–[11]. The sugar-phosphate back-
bone of oligonucleotides is nonelastic, and an oligonucleotide can
only hybridize to its Watson–Crick complement.
• Levenshte˘in distance model [12], [13]. The sugar-phosphate back-
bone of oligonucleotides is completely elastic, and an oligonu-
cleotide  can hybridize to any oligonucleotide containing the
Watson–Crick complement of  as a subsequence.
In actual fact, the sugar-phosphate backbone of oligonucleotides
shows some limited elasticity, and the stability of a hybridized duplex
is determined by the nearest neighbor interaction energies and stacking
energies of the hybridized bases [14], which are difficult to model ac-
curately with purely combinatorial constraints. Hybridization models
based on thermodynamical properties of oligonucleotides have been
proposed as better approximations [15]. Other measures of similarity
between oligonucleotides have also been considered [16]. Recently,
Chen et al. [17] addressed the problems of predicting hybridization
properties of long oligonucleotides. In short, the problem of what
properties oligonucleotides have to possess in order to exhibit very
specific hybridization behavior is not well understood, except those of
short lengths.
The model we adopt in this correspondence is the Hamming distance
model. It should be noted that the constraints and the hybridization
model we consider do not address certain issues related to hybridization
which may be important in practical applications, for example insensi-
tivity to frame-shifts, the avoidance of secondary structures, and the use
of a more accurate model of melting temperature [18]–[20]. Our model
also does not consider DNA folding, which is one of the most impor-
tant properties one has to test in the process of probe selection. How-
ever, for the sequence lengths that we consider in this correspondence,
folding is not expected to be severe (not too many oligonucleotides of
up to 8-mers fold, and even if they do, the folds are usually not very
stable) [21].
For the purpose of efficiency in the applications mentioned above,
it is desirable that for a given n, we have as large a library of n-mer
oligonucleotides as possible that satisfies constraints 1) to 3) above.
This is the oligonucleotide (or DNA) sequence design problem [9],
[22]–[24]. Many approaches have been considered for this problem.
These include template-based constructions [11], [24]–[26], stochastic
local search [27]–[31], lexicographic search [9], and coding theoretic
constructions [10]. A survey of the best lower bounds for the sizes
of oligonucleotide libraries has been undertaken by Gaborit and
King [10].
The purpose of this correspondence is to introduce a new stochastic
local search method for the oligonucleotide sequence design problem.
This search method has been implemented and yielded many record-
breaking oligonucleotide libraries. Several optimal oligonucleotide li-
braries were also obtained via an exhaustive search algorithm based on
computing maximum cliques on graphs.
II. DEFINITIONS AND NOTATIONS
We model oligonucleotides as sequences over the alphabet  =
f ; ; ; g. If  2 n, the element in position i of the sequence  is
denoted i. The Hamming distance between two sequences ;  2 n,
denoted dH(; ), is the number of positions where  and  differ, that
is
dH(;  ) = jf1  i  n : i 6= igj:
The (Watson–Crick) complement of a sequence  = 1 . . .n 2
n is the sequence  = n . . . 1 2 n, where
 = ;  = ;  = ;  = :
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The -content of a sequence  2 n, denoted GC(), is the
number of occurences of and in :
GC() = jf1  i  n : i 2 f ; ggj:
Henceforth, lower case Greek letters are used to denote oligonu-
cleotides, and if not otherwise stated, they are assumed to belong to
a generic set L.
A library of n-mer oligonucleotides L  n satisfying all the con-
straints.
1) Hamming distance constraint: dH(;  )  d for all ;  2 L;
 6=  ;
2) Complementary distance constraint: dH(;  )  d for all ;  2
L;
3) Constant -content constraint: GC() = w for all  2 L;
is called an (n; d; w)-DNA code. Note that the second constraint has to
hold also for  = . If L  n satisfies only the Hamming distance
and the constant -content constraints, we call L a weak (n; d; w)-
DNA code, Following King [9], we denote the maximum size of an
(n; d; w)-DNA code by AGC;RC
4
(n; d; w), and the maximum size of a
weak (n; d; w)-DNA code byAGC4 (n; d; w). A (weak) (n; d; w)-DNA
code containing AGC;RC
4
(n; d;w) (AGC4 (n; d; w)) sequences is said
to be optimal. The following halving bound is known [9], [23].
Lemma 1 (Marathe et al. King): For 0 < d  n and 0  w  n
AGC;RC
4
(n; d; w) 
1
2
AGC4 (n; d; w):
III. THE DNA CODE DESIGN ALGORITHM
Stochastic local search algorithms for determining (n; d; w)-DNA
codes of size A typically adopt the following framework. We begin
with a subset L  n and we iteratively modify L until we obtain
an (n; d; w)-DNA code of size A. A modification step comprises in
moving L to a random neighbor L0, with an acceptance probability
determined by its proximity to being an (n; d; w)-DNA code of size A.
The art of designing stochastic local search algorithms for DNA codes
lies in the specification of
1) a good initialization procedure;
2) N(L), the neighborhood of L;
3) cost(L), the measure of proximity of L to a solution;
4) f , the acceptance probability function; and
5) a reasonably efficient stopping criterion.
The best performing stochastic search algorithm for DNA codes cur-
rently is that of Tulpan et al. [30], [30]. In their algorithm, the starting
configuration L is a random set of A elements from n, each having
-content w. The neighborhood N(L) is defined to contain those
subsets of n obtained by “mutating” two sequences ;  2 L that vi-
olate at least one of the Hamming distance or complementary distance
constraints, hopefully to two sequences that violate fewer number of
contraints. Several mutation strategies were considered by Tulpan et
al. The proximity of L  n to an (n; d; w)-DNA code, cost(L), is
the number of times a Hamming distance or complementary distance
constraint is violated. A neighbor L0 2 N(L) of L is always accepted
if cost(L0)  cost(L), and is accepted with probability f(cost(L0))
if it has a higher cost, to allow escape from local optima.
Our approach is orthogonal to that of a Gilbert–Varshamov-like con-
struction, where the entire space n is taken as the initial set, and con-
flicting DNA oligonucleotides are repeatedly removed until a set that
contains nonconflicting DNA oligonucleotides is obtained. However,
for large n (say n  20), this approach becomes computationally in-
feasible since we may not be able to generate the whole set of DNA
oligonucleotides in reasonable time. Our approach starts with a small
DNA code and progressively moves it toward a DNA code of target
Fig. 1. Stochastic local search algorithm for DNA codes.
size (while maintaining full Hamming distance and complementary
distance constraint satisfaction at all times). More specifically,
1) we start initially with L being the empty set;
2) for any L  n; N(L) is the set of all L0 that is obtained from
L by adding a new sequence  of -content w which satisfies
dH(; )  d and removing all those  from L that violates at
least one of dH(;  )  d or dH(; )  d.
The proximity, cost(L), is simply the number of sequences  re-
moved. The acceptance probability function we adopt has the form
f(x) =
1; ifx 2 f0; 1g
 exp( x=); ifx 2 f2; 3g
0; ifx  4
where x = cost(L), and ;  are constants. The function f is designed
so that a move to a solution that is at least as large as the current solu-
tion is always accepted, while a move to a solution that has size three
or more smaller than the current solution is always rejected. The reason
for this is that as the solution moves closer to an optimum, it is observed
that it can take a long time to move back to a solution of equal size if we
were to accept such a “drastic” downhill move. We also observed that
6 10 5    7 10 5 and 1:4    1:5 work quite well, although
no comprehensive empirical studies were carried out to determine if
these were the best settings for  and . More rigorous analysis on the
choices for  and  can be conducted by studying the algorithm’s solu-
tion quality, run-length, and run-time distributions. We refer the reader
to [32] for details. The algorithm is terminated if there is no improve-
ment to the size of the best (n; d; w)-DNA code obtained thus far, after
a specified number of iterations M . A more detailed description of our
algorithm is given in Fig. 1.
We note that our stochastic local search algorithm, with the specified
acceptance probability function, is essentially the Metropolis algorithm
[33]. It can also be considered a form of the simulated annealing algo-
rithm [34] without a cooling schedule. The reader is referred to [32] for
a systematic and unified treatment of stochastic local search algorithms.
IV. OPTIMAL CODES AND MAXIMUM CLIQUES
To evaluate and improve stochastic search algorithms, it is important
to have knowledge of optima for various parameters. In this section, we
determine some optimal (n; d; w)-DNA codes, and hence the value of
AGC;RC
4
(n; d; w), computationally. We outline our approach below.
For given n; d, and w, we construct a graph  GC;RCn;d;w as follows.
The vertex set V ( GC;RCn;d;w ) is the set of all sequences  2 
n such
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TABLE I
STATISTICS OF SOME   AND  
TABLE II
LOWER BOUNDS FOR A (n; d; bn=2c)
that GC() = w and dH(; )  d. A pair f; g appears in the edge
set E( GC;RCn;d;w ) if and only if dH(;  )  d and dH(;  )  d. It is
easy to see that L  n is an (n; d; w)-DNA code if and only if L is a
clique of GC;RCn;d;w . Hence, an optimal (n; d; w)-DNA code corresponds
to a maximum clique of  GC;RCn;d;w .
The same approach can be taken to convert the problem of finding
optimal weak (n; d;w)-DNA codes to a maximum clique problem on
the graph  GCn;d;w, where the vertex set V ( GCn;d;w) is the set of all se-
quences  2 n with GC() = w, and the edge set E( GCn;d;w) con-
tains all pairs f; g such that dH(;  )  d.
We solve our maximum clique problem on  GC;RCn;d;w and
 GCn;d;w using , an implementation of Östergård’s
clique-finding algorithm by Niskanen and Östergård [35].
We found all optimal (n; d; w)-DNA codes for (n; d; w) 2
f(5; 3; 2); (5; 4; 2); (6; 4; 3); (7; 6; 3)g and all optimal weak (6; 5; 3)-
DNA codes. The size of optimal DNA codes and optimal weak DNA
codes for these parameter sets were not known previously [10]. The
properties of the graphs  GC;RCn;d;w and  
GC
n;d;w for these parameter sets
are given in Table I. The algorithm tends to perform faster on graphs
of low density (a graph with v vertices and e edges has density e= v
2
).
V. COMPUTATIONAL RESULTS FROM STOCHASTIC LOCAL SEARCH
We use the lower bounds in the tables of Gaborit and King [10]
and Tulpan [36] as benchmarks for the performance of our stochastic
local search algorithm. Their table collects the best available lower
bounds on AGC;RC
4
(n; d; bn=2c), the size of DNA codes having 50%
-content. When n  14, out of the 52 cases for which exact values
of AGC;RC
4
(n; d; bn=2c) are not known, our stochastic search method
yielded 20 record-breaking (n; d; bn=2c)-DNA codes, showing its
ability to improve upon results achieved by previous techniques,
namely the stochastic search algorithms of Tulpan et al. [31], [30], the
lexicographic search method of King [9], the coding theoretic method
of Gaborit and King [10], and hybrid approaches combining the above
methods [10]. The results obtained suggest that our method works
well for the range d  n  d+ 6, but other methods are better when
n  d + 7.
Table II shows that state-of-art lower bounds for
AGC;RC
4
(n; d; bn=2c) (entries followed by periods are exact
values for AGC;RC
4
(n; d; bn=2c)), with our results as follows:
1) numbers that are superscripted with  are new lower bounds
obtained via the stochastic local search algorithm described in
Section III;
2) numbers that are superscripted with are exact values established
via the maximum clique algorithm described in Section IV.
The DNA codes proving the lower bounds in Table II can be obtained
from the first authors’ website at
hhttp : ==www1:spms:ntu:edu:sg=ymchee=dnacodes:phpi:
We point out that the lower bounds AGC;RC
4
(12;10; 6)  4 in the
table of Gaborit and King [10] is in fact an equality. This follows from
the values AGC4 (12; 10; 6) = 9, and the halving bound in Lemma 1.
As a final remark, two of the new lower bounds forAGC;RC
4
(n; d; w)
obtained here yield new lower bounds forAGC4 (n; d; w) via Lemma 1:
AGC4 (9; 5; 4)  134;
AGC4 (10;4; 5)  1710:
394 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 54, NO. 1, JANUARY 2008
The previous best lower bounds for these were AGC4 (9; 5; 4)  133,
obtained via simulated annealing [10], and AGC4 (10; 4; 5)  1680,
obtained via the linear coding construction [10].
We note that algorithms similar or related to that proposed here have
also been used with success on other coding problems (see, for ex-
ample, [37], [38]).
VI. CONCLUSION
We introduced a new stochastic search method for designing
libraries of constant -content oligonucleotides satisfying combina-
torial constraints necessary for reducing hybridization errors. With this
new algorithm, we were able to improve on many of the benchmark
lower bounds for DNA codes in [10]. The sizes of optimal DNA codes
were also determined in several cases.
ACKNOWLEDGMENT
The authors would like to thank their students X. Lu, Z. Shi, T. Wang,
and Y. Wang, who found the DNA codes that proveAGC;RC
4
(7; 4; 3) 
36 and AGC;RC
4
(8; 5; 4)  28, with an independent implementation
of the algorithm described in this correspondence. They also thank
the anonymous reviewers for their careful reading and insightful sug-
gestions that helped improve the presentation of this correspondence
greatly.
REFERENCES
[1] L. M. Adleman, “Molecular computation of solutions to combinatorial
problems,” Science, vol. 266, no. 11, pp. 1021–1024, 1994.
[2] R. J. Lipton, “DNA solution of hard computational problems,” Science,
vol. 268, pp. 542–545, 1995.
[3] S. P. Fodor, J. L. Read, M. C. Pirrung, L. Stryer, A. T. Lu, and D. Solas,
“Light-directed, spatially addressable parallel chemical synthesis,” Sci-
ence, vol. 251, pp. 767–773, 1991.
[4] M. Shena, D. Shalon, R. W. Davis, and P. O. Brown, “Quantitative
monitoring of gene expression patterns with a complementary DNA
microarray,” Science, vol. 270, pp. 467–470, 1995.
[5] S. Brenner and R. A. Lerner, “Encoded combinatorial chemistry,” Proc.
Natl. Acad. Sci. USA, vol. 89, pp. 5381–5383, 1992.
[6] D. D. Shoemaker, D. A. Lashkari, D. Morris, M. Mittmann, and R.
W. Davis, “Quantitative phenotypic analysis of yeast deletion mutants
using a highly parrallel molecular bar-coding strategy,” Nature Genet.,
vol. 4, no. 14, pp. 450–456, 1996.
[7] S. Brenner, “Methods for Sorting Polynucleotides Using Oligonu-
cleotide Tags,” U.S. Pat. 5 604 097, 1997.
[8] J. D. Watson, M. Gilman, J. Witkowski, and M. Zoller, Recombinant
DNA.. New York: Scientific American, 1996.
[9] O. D. King, “Bounds for DNA codes with constant GC-content,” Elec-
tron. J. Combin., vol. 10, no. 1, 2003.
[10] P. Gaborit and O. D. King, “Linear constructions for DNA codes,” The-
oret. Comput. Sci., vol. 334, no. 1–3, pp. 99–113, 2005.
[11] O. D. King and P. Gaborit, “Binary templates for comma-free DNA
codes,” Discr. Appl. Math., vol. 155, no. 6–7, pp. 831–839, 2007.
[12] A. G. D’yachkov, P. L. Erdo˝s, A. J. Macula, V. V. Rykov, D. C.
Torney, C.-S. Tung, P. A. Vilenkin, and P. S. White, “Exordium for
DNA codes,” J. Comb. Optim., vol. 7, pp. 369–379, 2003.
[13] A. G. D’yachkov, A. J. Macula, T. Renz, P. A. Vilenkin, and I. Ismag-
ilov, “New results on DNA codes,” in Proc. Int. Symp. Inf. Theory (ISIT
2005), 2005, pp. 283–287.
[14] K. J. Bresluaer, R. Frank, H. Blöcker, and L. A. Marky, “Predicting
DNA duplex stability from the base sequence,” Proc. Nat. Acad. Sci.
USA, vol. 83, pp. 3746–3750, 1986.
[15] A. Ben-Dor, R. Karp, B. Schwikowski, and Z. Yakhini, “Universal
DNA tag systems: A combinatorial design scheme,” in Proc. Fourth
Annu. Int. Conf. Comput. Mole. Biol. (RECOMB 2000), 2000, pp.
65–75.
[16] A. G. D’yachkov and D. C. Torney, “On similarity codes,” IEEE Trans.
Inf. Theory, vol. 46, no. 4, pp. 1558–1564, 2000.
[17] Y. A. Chen, C.-C. Chou, X. Lu, E. H. Slate, K. Peck, W. Xu, E. O. Voit,
and J. S. Almeida, “A multivariate prediction model for microarray
cross-hybridization,” BMC Bioinform., vol. 7, no. 101, 2006.
[18] R. Penchovsky and J. Ackermann, “DNA library design for molecular
computation.,” J. Comput. Biol., vol. 10, no. 2, pp. 215–230, 2003.
[19] D. Tulpan, M. Andronescu, S. B. Chang, M. R. Shortreed, A. Condon,
H. H. Hoos, and L. M. Smith, “Thermodynamically based DNA strand
design,” Nucleic Acids Res., vol. 33, no. 15, pp. 4951–4964, 2005.
[20] M. R. Shortreed, S. B. Chang, D. Hong, M. Phillips, B. Campion, D.
C. Tulpan, M. Andronescu, A. Condon, H. H. Hoos, and L. M. Smith,
“A thermodynamic approach to designing structure-free combinatorial
DNA word sets,” Nucl. Acids Res., vol. 33, no. 15, pp. 4965–4977,
2005.
[21] O. Milenkovic and N. Kashyap, “On the Design of Codes For DNA
Computing,” in ser. Lecture Notes in Computer Science. Berlin, Ger-
many: Springer-Verlag, 2006, vol. 3969, pp. 100–119.
[22] A. G. Frutos, Q. Liu, A. J. Thiel, A. M. W. Sanner, A. E. Condon,
L. M. Smith, and R. M. Corn, “Demonstration of a word design
strategy for DNA computing on surfaces,” Nucl. Acids Res., vol. 25,
pp. 4748–4757, 1997.
[23] A. Marathe, A. Condon, and R. M. Corn, “On combinatorial DNA word
design,” J. Comput. Biol., vol. 8, no. 3, pp. 201–219, 2001.
[24] M. Li, H. J. Lee, A. E. Condon, and R. M. Corn, “DNA word design
strategy for creating sets of noninteracting oligonucleotides for DNA
microarrays,” Langmuir, vol. 18, pp. 805–812, 2002.
[25] M. Arita and S. Kobayashi, “DNA sequence design using templates,”
New Gen. Comput., vol. 20, no. 3, pp. 263–277, 2002.
[26] S. Kobayashi, T. Kondo, and M. Arita, M. Hagiya and A. Ohuchi,
Eds., “On template method for DNA sequence design,” in Proc. 8th
Int. Workshop DNA Based Comput. (DNA8: Revised Papers), London,
U.K., 2003, pp. 205–214, Springer-Verlag.
[27] R. Deaton, M. H. Garzon, R. C. Murphy, D. R. Franceschetti, and S. E.
Stevens, Jr., J. R. Koza, D. E. Goldberg, and R. L. Riolo, Eds., “Genetic
search of reliable encodings for DNA based computation,” in Proc.
First Annu. Genet. Program. Conf. (GP 1996), Cambridge, MA, 1996,
pp. 9–15, MIT.
[28] B.-T. Zhang and S.-Y. Shin, J. R. Koza, K. Deb, M. Doringo, D. B.
Fogel, M. Garzon, H. Iba, and R. L. Riolo, Eds., “Molecular algorithms
for efficient and reliable DNA computing,” in Proc. Third Annu. Genet.
Program. Conf. (GP 1998), San Francisco, CA, 1998, pp. 735–742.
[29] R. Deaton, R. C. Murphy, M. Garzon, D. R. Franceschetti, and S. E.
Stevens, Jr., “Good Encodings For DNA-Based Solutions to Combina-
torial Problems,” in DNA Based Computers, II (Princeton, NJ, 1996),
L. Landweber and E. Baum, Eds. Providence, RI: American Mathe-
matical Society, 1999, pp. 247–258.
[30] D. C. Tulpan and H. H. Hoos, Y. Xiang and B. Chaib-draa, Eds., “Hy-
brid randomised neighborhoods improve stochastic local search for
DNA code design,” in Proc. Canadian Conf. AI, Berlin, 2003, vol.
2671, pp. 418–433.
[31] D. C. Tulpan, H. H. Hoos, and A. Condon, M. Hagiya and A. Ohuchi,
Eds., “Stochastic local search algorithms for DNA word design,” in
Proc. 8th Int. Workshop DNA Based Comput. (DNA8: Revised Papers),
London, U.K., 2003, pp. 229–241, Springer-Verlag.
[32] H. H. Hoos and T. Stutzle, Stochastic Local Search: Foundations &
Applications. San Francisco, CA: Morgan Kaufmann, 2004.
[33] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and
E. Teller, “Equations of state calculations by fast computing machines,”
J. Chem. Phys., vol. 21, pp. 1087–1092, 1953.
[34] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, “Optimization by sim-
ulated annealing,” Science, vol. 220, no. 4598, pp. 671–680, 1983.
[35] S. Niskanen and P. R. J. Östergård, Cliquer User’s Guide, Version
1.0 Communications Laboratory, Helsinki University of Technology,
Espoo, Finland, Tech. Rep. T48, 2003.
[36] D. C. Tulpan, “Effective Heuristic Methods for DNA Strand Design,”
Ph.D. dissertation, University of British Columbia, Vancouver, British
Columbia, Canada, Oct. 2006.
[37] P. B. Gibbons and P. R. J. Östergård, , C. J. Colbourn and J. H. Dinitz,
Eds., “Computational Methods In Design Theory,” in The CRC Hand-
book of Combinatorial Designs, 2nd ed. Boca Raton, FL: CRC, 2006,
in print.
[38] P. Kaski and P. R. J. Östergård, “Classification Algorithms for Codes
and Designs,” in Ser. Algorithms and Computation in Mathematics.
Berlin, Germany: Springer, 2006, vol. 15.
