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ABSTRACT
This paper will examine observables in the bc system, a two-dimensional free
conformal field theory. We begin by encoding the bc system into the BV formal-
ism following procedures of Costello and Gwilliam. This will allow us to construct
the factorization algebra of observables for the bc system. The cohomology of the
factorization algebra recovers the observables themselves. In cohomology, we will
compute the commutation relations and factorization algebra structure maps for ob-
servables supported on disks and annuli. These structure maps will be used to prove
the equivalence of the factorization algebra and vertex algebra structures for the bc
system. This proof provides a rigorous derivation of the free fermionic vertex al-
gebra starting from the action functional of the bc system. Using this equivalence,
we will provide a dictionary to translate the action of the Virasoro algebra to the
language of factorization algebras. Also in this paper, we examine the bc system in
four-dimensions. We construct its factorization algebra and show that its observables
are anti-commutative. Lastly, we prove that the global observables of the bc system
are one-dimensional on a compact manifold of complex dimension one or two.
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1Chapter 1
Introduction
In classical physics, observable theory is consistent with our intuition about every-day
objects: we can measure multiple properties like position and velocity simultaneously,
and objects move in well defined trajectories. However, observables in quantum the-
ory are less well-behaved. For example, quantum theory tells us that by measuring a
system you also perturb it, so one cannot make two exact measurements simultane-
ously on the same system. In addition, the location of a quantum particle is defined
by a probability distribution, and between observations a quantum particle behaves
as though it has taken all possible paths from its starting point to its destination.
For these reasons, we will calculate path integrals and expectation values in order to
study observables in quantum field theory.
In recent years, Kevin Costello and his collaborators have introduced a new ap-
proach to studying quantum field theory and observables. In [4], Costello outlines how
to understand renormalization in QFT by combining the Wilsonian effective action
picture and the Batalin-Vilkovisky formalism. His approach simplifies calculations
and proofs requiring renormalization by proving that the renormalization group flow
is compatible with a scale Λ BV quantum master equation.
In [5], Costello and Gwilliam prove that the classical and quantum observables of
a classical field theory have the structure of a factorization algebra. A factorization
2algebra F is an object that is similar to a sheaf, with maps
F(U1)⊗ . . .⊗F(Un)→ F(V )
where Ui ⊂ V are open sets of a manifold M , with the Ui pairwise disjoint. From this
rough definition, one can imagine how the properties of factorization algebras encode
the structure of quantum observables; for example, the requirement that the Ui are
pairwise disjoint encodes the fact that simultaneous measurements are impossible.
Along with factorization algebras, vertex algebras are also important to the study
of observables in QFT. Vertex algebras were first used to describe particles in two-
dimensional field theory; operators of two-dimensional conformal field theories obey
the structure of a vertex algebra [12]. As stated above, the observables of these theo-
ries also have a factorization algebra structure. Therefore, we expect the factorization
algebra and vertex algebra interpretations of observables in a two-dimensional con-
formal field theory to be equivalent. This equivalence was discovered by Beilinson
and Drinfeld [1] who proved that there is a canonical factorization algebra structure
on any quasi-conformal vertex algebra. Gwilliam [14] has shown the equivalence of
factorization algebra and vertex algebra structures for two examples of 2D conformal
field theories: the βγ system and abelian holomorphic Chern Simons theory.
My thesis will examine another two-dimensional conformal field theory: the bc
ghost system. The bc system has the following description: On the manifold C, let
E = ΠΩ0,∗⊕ΠΩ1,∗ be the complex of pure odd super-forms in dz and dz¯. Let b ∈ ΠΩ0,∗
and c ∈ ΠΩ1,∗. Then, the bc system has the following action functional:
S(b, c) =
∫
b ∧ ∂¯c
The bc system is an example of a free field theory. Free theories are described by a
quadratic action functional; the physical meaning of the quadratic action functional
3is that particles can propagate but not interact.
Even theories with a simple description like the bc system possess interesting
structures that are not trivial to analyze. Like all 2D conformal field theories, the
observables of free theories have quantum correction terms, as well as factorization
algebra and vertex algebra structures. However, the simplicity of free theories allows
for explicit constructions and computations of these structures.
The goal of this paper is to study observables and expectation values in the bc sys-
tem. In particular, we will apply the BV formalism to the bc system to show that its
vertex algebra and factorization algebra structures of observables are equivalent and
that the space of observables on any compact manifold is one-dimensional. Using this
equivalence, we will provide a dictionary to translate the vertex algebra constructions
of the Virasoro algebra and operator product expansions to factorization algebras.
These results will allow us to discuss multiplication of observables, conformal sym-
metries, and expectation values in the language of factorization algebras.
1.1 Outline of Chapters
In Chapter 2, we will provide background on the BV formalism, which describes
homological methods in field theory to be used to construct the factorization algebra
for the bc system. Chapter 3 discusses general definitions and properties of vertex
algebras and factorization algebras, following [5] and [12].
In Chapter 4, we outline the vertex algebra and factorization algebra structure
of the bc system. The first step is to encode the bc system into the BV formalism:
from the complex E and the bc action functional, we will construct the classical and
quantum BV complexes for this theory. Then, we will show that the factorization
algebra for quantum observables associates the quantum BV complex
Obsq(U) =
(
Λ
(
Ω1,∗c (U)[1]⊕ Ω0,∗c (U)[1]
)
[~], ∂¯ + ~∆
)
4to each open set U ⊂ C. At the end of chapter 4, we will also define the free fermionic
vertex superalgebra
∧
associated with the operators of the bc system.
Chapter 5 contains a proof of the equivalence between the factorization algebra
Obsq and the vertex superalgebra
∧
. This proof provides a rigorous derivation of the
free fermionic vertex algebra starting from the action functional of the bc system. The
proof will require calculations in cohomology because the BV formalism tells us that
the cohomology H∗(Obscl(U)) and H∗(Obsq(U)) encode the physically meaningful
observables [4]. In particular, we will derive the structure maps of the factorization
algebra
H∗(Obs(U1))⊗ . . .⊗H∗(Obs(Un))→ H∗(Obs(V ))
when Ui are disks or annuli, and we will prove that the factorization algebra structure
maps on disks are equivalent to the operator product expansion of
∧
.
Chapter 6 uses the dictionary between factorization algebras and vertex algebras
from Chapter 5 to understand the factorization analogue of the Virasoro algebra. We
will compare this Virasoro action to that of the Lie derivative along the vector field
−zn+1 ∂
∂z
. This will be used to show several useful properties about the Lie derivative
action on quantum observables of the bc system on C.
Chapter 7 discusses the bc system in two complex dimensions. We use the BV
formalism to construct the factorization algebra on polydisks and poly-annuli in C2.
As well, we show that the observables on poly-annuli in C2 are anti-commutative.
Lastly, in Chapter 8, we prove that the global quantum observables of the bc
system are one-dimensional on a compact one- or two-dimensional complex mani-
fold. The proof will use the spectral sequence of the graded quantum BV complexes
constructed in Chapter 5 and 7.
5Chapter 2
BV Formalism
In this paper, we are interested in studying observables in the bc system. In [5],
Costello and Gwilliam prove that the classical observables (Obscl) and quantum ob-
servables (Obsq) of a classical field theory have the structure of a factorization algebra.
A factorization algebra F is similar to a pre-cosheaf, except that it uses the tensor
product instead of the direct sum. In other words, for open sets U, V ⊂ W , factor-
ization algebras have maps F(U)⊗F(V )→ F(W ).
One difficulty with this structure map is that the tensor product is not an exact
functor. We prefer to work with exact functors to simplify calculations and to avoid
losing structural information. Derived geometry tells us that the use of a free reso-
lution will allow us to obtain an exact functor in place of the tensor product. The
cohomology of this free resolution contains the information about our original objects
of interest.
The BV Formalism is a method with which one can study field theory using homo-
logical algebra. It uses free resolutions study classical observables, and uses a similar
cochain complex to study quantum observables. After describing the construction of
free resolutions, the remainder of this chapter will outline the methods of the classical
and quantum BV Formalism, which will be used extensively throughout the paper.
62.1 Free Resolutions
Free resolutions allow us to replace the tensor product with an exact functor. That
is, instead of studying a functor F : N → M ⊗N , we replace the object M with an
exact complex (. . . ←δ2 P2 ←δ1 P1 ←δ0 M ← 0), and we replace the functor F with
a map
G : N → (. . . δ2⊗0← P2 ⊗N δ1⊗0← P1 ⊗N 0⊗0← 0)
Then, by taking the zeroth cohomology of the above complex, we will recover the
object that we want to study:
Ker(δ1 ⊗ 0)/Im(0⊗ 0) = M ⊗N
The higher cohomology groups of this complex give us additional information about
the functor F .
2.2 Classical BV Formalism
In this subsection, we will outline the homological approach to studying classical
field theory. Throughout Chapter 2, the space of fields (which is a manifold) will be
denoted by M .
In classical physics, the allowable dynamics of a field φ are described by an action
functional S : M → R, and the motion of φ is governed by the Euler-Lagrange
equations of motion. The solutions to the Euler-Lagrange equations are the critical
locus of the action functional, denoted by
Crit(S) = {φ ∈M |dS(φ) = 0}
Notice that an equivalent description of Crit(S) is the intersection in T ∗M of the
7section graph(dS) and the zero-section, which is denoted by:
Crit(S) = graph(dS) ×
T ∗M
M
Algebraic geometry tells us that we can study the functions on a zero locus rather
than the zero locus itself:
O(Crit(S)) = O(graph(dS))⊗O(T ∗M) O(M)
As discussed at the beginning of this chapter, we want to provide a free resolution of
O(Crit(S)). To do so, we choose the following Koszul complex as a free resolution of
O(graph(dS)) over O(T ∗M).
0→ O(T ∗M)⊗O(M) ΛnTM α→ . . . α→ O(T ∗M)⊗O(M) TM α→ O(T ∗M)
where α(f⊗ω) = fω−fdS(ω). by tensoring with O(M), this gives us the resolutions
of functions on the derived critical locus.
O(dCrit(S)) = 0→ (O(T ∗M)⊗O(M) ΛnTM)⊗O(T ∗M) O(M)→ . . .
. . .→ (O(T ∗M)⊗O(M) TM)⊗O(T ∗M) O(M)→ O(T ∗M)⊗O(T ∗M) O(M)
= ΛnTM
δ→ . . . δ→ Λ2TM δ→ TM δ→ O(M)
Based on the definition of α above, we see that δ(ω) = −dS(ω) = −ιdS(ω). The space
ΛTM is called the space of polyvector fields, and the complex (ΛTM,−ιdS) is called
the “Classical BV Complex.”
There is another useful way of describing the cochain map δ. Vector fields can
be combined using the Lie bracket, and we can extend this operation to polyvector
fields using the following relations.
{X ∧ Y, Z} = X ∧ {Y, Z}+ {X,Z} ∧ Y
8{X, Y ∧ Z} = {X, Y } ∧ Z + Y ∧ {X,Z}
This extended Lie bracket operation is called the Schouten bracket. For a vector field
X, the Lie bracket with S is defined by ιdS(X) = ιX(dS) = {X,S}. Because the Lie
bracket is anti-symmetric, we see that {S,X} = −ιdS(X). Thus, we can rewrite the
classical BV differential as δ = −ιdS = {S, ·}, so the classical BV complex is
(ΛTM, {S, ·})
Because the classical BV complex is derived from a free resolution, we must take the
cohomology to recover the physical observables.
2.3 Quantum BV Formalism
As in classical field theory, the allowed dynamics of a quantum field are described
by an action functional S : M → R. However, observables in quantum field theory
are not described by a critical locus of S because quantum fields do not move along
a single well-defined trajectory. Rather, the motion of a quantum field is described
by integrating over all possible trajectories, and observables can only be measured
probabilistically. The expectation value of an observable O is computed in the from
the following path integral:
〈O〉 = 1
ZS
∫
φ∈M
O(φ)e−S(φ)/~Dφ
where ZS is a normalization factor. Notice that the measure in this integral is scaled
by e−S(φ)/~; this scaling factor will be important when discussing the quantum BV
complex. As well, notice that the path integral reduces to a classical trajectory
equation as ~ approaches zero [8]. Therefore, we wish to construct the quantum BV
complex so that it reduces to the classical case when ~ = 0.
9The classical BV formalism used homological algebra to study the critical locus
of the action functional; thus, for the quantum BV formalism, we want a homological
approach to the path integral, which we obtain from the de Rham complex (Ω∗(M), d).
Stokes’ theorem tells us that for a manifold without boundary, such as the space of
fields M ,
∫
M
dω = 0 for all ω ∈ Ωn−1(M). Thus, integration is well defined on the
top de Rham cohomology HndR(M) = Ω
n(M)/dΩn−1(M).
Now we wish to connect the de Rham complex to the classical BV complex
(ΛTM, {S, ·}). If we choose a metric µ on M, we obtain an isomorphism mµ :
ΛkTM → Ωn−k(M) defined by mµ(η) = ιηµ, which gives us a connection between the
de Rham complex and the complex ΛTM .
Ω0(M)
d- Ω1(M)
d - . . .
d- Ωn−1(M)
d- Ωn(M)
ΛnTM
mµ
6
∆µ- Λn−1TM
mµ
6
∆µ - . . .
∆µ - TM
mµ
6
∆µ- O(M)
mµ
6
We can define the cochain map ∆µ = m
−1
µ ◦ d ◦ mµ. This complex (ΛTM,∆µ)
is called the “Quantum BV Complex.” Recall that integration is defined on the top
cohomology of the de Rham complex. We must therefore take the cohomology of the
quantum BV complex to recover physical observables and expectation values.
2.3.1 The BV Differential
Before finishing the comparison to the classical BV complex, we must discuss some
properties of the BV differential ∆µ. We first will find a formula for ∆µ in local
coordinates. We know that ∆µ is the analogue of the de Rham differential d for the
complex ΛTM from the above commutative diagram. Therefore, for the Lebesgue
10
measure L = dx1 ∧ . . . ∧ dxn, we have
∆L(f∂1 ∧ . . . ∧ ∂n) =
∑
i
(−1)i−1(∂if)∂1 ∧ . . . ∂ˆi . . . ∧ ∂n
From this, we have a formula for ∆L in local coordinates
∆L ≡ ∆ =
∑
i
∂
∂xi
∂
∂(∂i)
Since ∆ is a cochain map, we want to check that ∆2 = 0.
∆2 =
(∑
i
∂
∂xi
∂
∂(∂i)
)(∑
j
∂
∂xj
∂
∂(∂j)
)
=
∑
i
∑
j
∂
∂xi
∂
∂(∂i)
∂
∂xj
∂
∂(∂j)
=
∑
j
∑
i
∂
∂xi
∂
∂(∂i)
∂
∂xj
∂
∂(∂j)
=
∑
j
∑
i
(−1)(|xi|+|∂i|)(|xj |+|∂j |) ∂
∂xi
∂
∂(∂i)
∂
∂xj
∂
∂(∂j)
In the above formula, | · | denotes the superspace parity. We know that xi and ∂i have
opposite parity, so (|xi| + |∂i|) is odd for all i. Thus, we have an overall odd factor
of (−1) in the above formula, so the equation reduces to ∆2 = −∆2, showing that
∆2 = 0.
As well, ∆ acts on ΛTM , so we want to check that it is compatible with the
Schouten bracket. We will show that show that the bracket {·, ·} is the amount by
11
which ∆ fails to be a derivation:
∆(XY ) =
∑
i
∂
∂xi
∂
∂(∂i)
(XY )
=
∑
i
∂
∂xi
(
∂X
∂(∂i)
Y + (−1)|X||∂i|X ∂Y
∂(∂i)
)
=
∑
i
∂
∂xi
(
∂X
∂(∂i)
)
Y + (−1)(|X|+|∂i|)|xi| ∂X
∂(∂i)
∂Y
∂xi
+ (−1)|X||∂i|∂X
∂xi
∂Y
∂(∂i)
+ (−1)(|xi|+|∂i|)|X|X ∂
∂xi
∂Y
∂(∂i)
Notice that the middle two terms calculate the Lie bracket of vector fields X and Y .
Thus, we can simplify our expression as follows
∆(XY ) =
∑
i
(
∂
∂xi
(
∂X
∂(∂i)
)
Y + (−1)(|xi|+|∂i|)|X|X ∂
∂xi
(
∂Y
∂(∂i)
))
+ {X, Y }
We can use the fact that xi and ∂i have opposite parity to simplify the power of (−1):
∆(XY ) =
∑
i
(
∂
∂xi
(
∂X
∂(∂i)
)
Y + (−1)|X|X ∂
∂xi
(
∂Y
∂(∂i)
))
+ {X, Y }
= (∆X)Y + (−1)|X|X(∆Y ) + {X, Y }
Lastly, we want to relate the quantum BV differential to the classical BV differen-
tial. Recall that the measure in path integrals is scaled by e−S(x)/~, so for the measure
µ = e−S(x)/~dx1 ∧ . . . ∧ dxn, we define ∆µ in local coordinates as:
∆µ(f∂1 ∧ . . . ∧ ∂n) =
∑
i
(−1)i−1(∂ie−S(x)f)∂1 ∧ . . . ∂ˆi . . . ∧ ∂n
=
∑
i
(−1)i−1
(
e−S(x)/~(∂if) +
(
−1
~
∂iS
)
e−S(x)/~f
)
∂1 ∧ . . . ∂ˆi . . . ∧ ∂n
12
After dividing through by e−S(x)/~ and multiplying by ~, our formula reduces to
∆µ = ~∆L −
n∑
i=0
∂S
∂xi
∂
∂(∂i)
= ~∆− ιdS
Thus, our quantum BV complex is (ΛTM,−ιdS + ~∆) = (ΛTM, {S, ·} + ~∆). It is
clear that we recover the classical BV complex by setting ~ = 0.
2.4 BV Complex for Supermanifolds
For the bc system, we will be working with the odd tangent bundle ΠTM where
coordinates (x1, . . . , xn) anti-commute. On any super vector-bundle, we can shift
degree by 1, thereby reversing which sets of coordinates commute and anti-commute.
In other words, when shifting by one degree, TM [1] = ΠTM .
For the odd tangent bundle, the classical BV complex is:
(ΛO(M)(ΠTM), {S, ·}) = (ΛO(M)(TM [1]), {S, ·})
The quantum BV complex for the odd tangent bundle is:
(Λ(TM [1]), {S, ·}+ ~∆)
2.5 P0 Algebras and BD Algebras
Following constructions in [5], we want to generalize the axioms of the BV complexes.
We will show that the classical BV complex satisfies the axioms of a P0 algebra and
that the quantum BV complex is a BD algebra.
Definition 2.5.1 (Definition 3.13.0.1 of [5]). A P0 algebra (A, d, {·, ·}) in the cate-
gory of cochain complexes is a commutative differential graded algebra together with
a Poisson bracket {·, ·} of cohomological degree 1, which satisfies the Jacobi identity
and the Liebniz rule.
Proposition 2.5.2. The classical BV complex is a P0 algebra.
13
Proof. By definition, the cochain complex (ΛO(M)TM, {S, ·}) is aa commutative dg
algebra. The Schouten bracket is of cohomological degree 1 by its construction as an
extension of the Lie bracket.
As well, we check that the Schouten bracket satisfies the additional properties.
It is skew-symmetric ({x, y} = (−1)(|x|+1)(|y|+1){y, x}), compatible with d (d{x, y} =
{dx, y}+ (−1)|x|{x, dy}), and satisfies the Jacobi identity ({x, {y, z}}+ {y, {z, x}}+
{z, {x, y}} = 0 because it is an extension of the Lie bracket. As well, it is a bideriva-
tion ({x, yz} = {x, y}z+ (−1)(|x|+1)|y|y{x, z}) from its definition statement in Section
2.2.
Definition 2.5.3 (Definition 2.2.5 of [14]). A Beilinson-Drinfeld algebra (A, d, {·, ·})
is a graded commutative algebra A, flat as a module over R[[~]], equipped with a degree
1 Poisson bracket such that
d(ab) = (da)b+ (−1)|a|a(db) + ~{a, b}
Proposition 2.5.4. The quantum BV complex is a BD algebra.
Proof. By definition, (ΛTM, {S, ·}+ ~∆) is a graded commutative algebra. It is flat
as a module over R[[~]] because the complex of polyvector fields ΛTM was derived
exactly for the reason of making the tensor product an exact functor. Lastly, the
above formula is exactly the one proved about ∆ and {·, ·} in Section 2.3.1.
Notice that when setting ~ = 0 in a BD algebra, d is exactly a differential because
the bracket term vanishes, so a BD algebra reduces to a P0 algebra when ~ = 0. This
confirms our expectation, as we know that the quantum BV complex reduces to the
classical BV complex when ~ = 0.
2.6 Free BV Theory
Later in this paper, we wish to study observables of the bc system using the BV
formalism. The bc system is an example of a free field theory. Free theories are
described by a quadratic action functional; the physical meaning of the quadratic
action functional is that particles in a free theory can propagate but not interact. The
14
following definition used by Costello and Gwilliam [5], [14] describes the necessary
conditions for the BV formalism to be applied to a free field theory.
Definition 2.6.1 (Definition A.3.1.1 in [5]). A free BV theory on a manifold X
consists of the following data:
• a Z-graded super vector bundle pi : E → X that is of finite rank.
• an anti-symmetric map of vector bundles 〈·, ·〉loc : E ⊗ E → DensM of degree
-1 that is fiberwise nondegenerate. It induces a symplectic pairing on compactly
supported smooth sections Ec of E
〈·, ·〉 : Ec ⊗ Ec → C defined by 〈φ, ψ〉 =
∫
x∈M
〈φ(x), ψ(x)〉loc
• a square-zero differential operator Q : E → E of cohomological degree 1 that is
skew self-adjoint for the symplectic pairing.
We will show in Section 4.2 that the bc system satisfies this definition.
15
Chapter 3
Vertex Algebras and Factorization
Algebras
Factorization algebras and vertex algebras are both important to the study of quan-
tum field theory. Vertex algebras first arose when studying two-dimensional conformal
field theories [12]; the vertex operator Y is related to the operator product expansion
in conformal field theory. Factorization algebras were constructed by Beilinson and
Drinfeld constructed factorization. In particular, they show in [1]:
Theorem 3.0.2. The categories of factorization algebras and chiral algebras on a
curve X are equivalent. In particular, given a quasi-conformal vertex algebra V ,
there is a canonical structure of factorization algebra on the vertex algebra bundle V.
In recent work, Costello and Gwilliam [5] have shown that observables in field
theory have the structure of a factorization algebra.
In Section 5.3, we will show the equivalence of the factorization algebra and vertex
algebra structures for the observables of the bc system. As well, we will provide a
dictionary to factorization algebras for the vertex algebra structure of the Virasoro
algebras in Chapter 6. In this chapter, we will cover background on factorization
algebras and vertex algebras needed for the later material.
3.1 Factorization Algebras
Factorization algebras provide the necessary properties to describe observables in
quantum field theory that were discussed in the introduction.
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Definition 3.1.1 (Definition 2.1.1 of [5]). A prefactorization algebra F on M , taking
values in cochain complexes, is a rule that assigns a cochain complex F(U) to each
open set U ⊂M along with
• a cochain map F(U)→ F(V ) for each inclusion U ⊂ V .
• a cochain map F(U1) ⊗ . . . ⊗ (Un) → F(V ) for every finite collection of open
sets where each Ui ⊂ V and the Ui are pairwise disjoint.
• the maps are compatible in the obvious way (e.g. if U ⊂ V ⊂ W is a sequence of
open sets, the map F(U)→ F(W ) agrees with the composition through F(V ))
The second condition shows that this definition agrees with the fact that we cannot
make simultaneous measurements. We need one more condition, locality, to make
a prefactorization algebra into a factorization algebra. To understand the locality
condition, we need the following definitions.
Definition 3.1.2 (Definition 2.3.0.1 of [5]). An open cover U = {Ui}i∈I of U is
factorizing if for any finite set of points {x1, . . . , xn} in U , there exists a collection of
pairwise disjoint opens (Ui1 , . . . , Uik) from U such that {x1, . . . , xn} ⊂ Ui1 ∪ . . . ∪ Uik .
For a factorizing cover U = {Ui}i∈I , let {αn} ⊂ I be the set of elements such that
for all i, j ∈ αn, Ui∩Uj = ∅. For a prefactorization algebra F , denote F(α1, . . . , αk) =
⊗i1∈α1,...,ik∈αkF(Ui1 ∩ . . . ∩ Uik).
Definition 3.1.3. The Cˇech complex of U with coefficients in F is defined by
Cˇ(U,F) = ⊕k≥0 ⊕α1,...αk F(α1, . . . , αk)[k − 1]
with differential defined as the alternating sum of the restriction maps
F(α1, . . . , αk)→ F(α, . . . αˆi . . . , αk)
Definition 3.1.4 (Definition 2.3.2.1 of [5]). A homotopy factorization algebra on X
is a prefactorization algebra F valued in cochain complexes, with the property that for
every open set U ⊂ X and any factorizing cover U of U , the natural map
Cˇ(U,F)→ F(U)
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is a quasi-isomorphism
Definition 3.1.4 is the locality axiom for factorization algebras. It requires that
an observable on any open set U can be built from a sum of observables on smaller
open subsets of U .
As discussed above, a factorization algebra associates a cochain complex to each
open set U ⊂ M . When discussing observable theory, the BV complexes are natural
choices to use in factorization algebras. In Section 4.4, we will show that for the bc
system, associating its classical and quantum BV complexes to each open set does in
fact define a factorization algebra.
3.2 Vertex Algebras
As stated above, vertex algebras encode the properties of conformal field theories. In
particular, vertex algebras come with a vertex operation Y (·, z) : V → EndV [[z±1]]
that is related to the operator product expansion that we will see in Section 5.2.
We need one preliminary definition before we can define vertex algebras.
Definition 3.2.1 (From Section 1.2.1 of [12]). Let V be a vector space over C. A
formal power series
A(z) =
∑
z∈Z
Ajz
−j ∈ EndV [[z±1]]
is called a field on V if for any v ∈ V we have Aj · v = 0 for large enough j. In
other words, A(z) · v is an element of V ((z)), the space of formal Laurent series with
coefficients in V (i.e. it has only finitely many terms with negative powers of z.)
Definition 3.2.2 (Definition 1.3.1 of [12]). A vertex algebra is a collection of data:
• (space of states) a vector space V
• (vacuum vector) a vector |0〉 ∈ V
• (translation operator) a linear operator T : V → V
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• (vertex operators) a linear operation Y (·, z) : V → EndV [[z±1]] taking each
A ∈ V to a field Y (A, z) = ∑n∈ZA(n)z−n−1 acting on V .
These data are subject to the following axioms:
• (vacuum axiom) Y (|0〉 , z) = IdV . Furthermore, for any A ∈ V we have
Y (A, z) |0〉 ∈ V [[z]] so that Y (A, z) |0〉 has a well-defined value at z = 0 and
Y (A, z) |0〉 |z=0 = A. In other words, A(n) |0〉 = 0, n ≥ 0, and A(−1) |0〉 = A.
• (translation axiom) For any A ∈ V , [T, Y (A, z)] = ∂zY (A, z) and T |0〉 = 0.
• (locality axiom) All fields Y (A, z) are local with respect to each other.
We can check the locality property according to the following proposition.
Proposition 3.2.3 (Proposition 1.2.5 of [12]). Two fields A(z) and B(z) are local if
and only if there exists N ∈ Z+ such that
(z − w)N [A(z), B(w)] = 0
as a formal power series in EndV [[z±1, w±1]].
Together with Proposition 3.2.3, we can use the following theorem in order to
prove that an object has the structure of a vertex algebra.
Theorem 3.2.4 (Strong Reconstruction Theorem 4.4.1 of [12]). Let V be a vector
space, |0〉 a non-zero vector, and T and endomorphism of V . Let S be a countable
ordered set and {aα}α∈S a collection of vectors in V . Suppose we are also given fields
aα(z) =
∑
n∈Z
aα(n)z
n−1
such that the following hold:
• For all α, aα(n)(z) |0〉 = aα + z(. . .)
• T |0〉 = 0 and [T, aα(z)] = ∂zaα(z) for all α
• All fields aα(z) are mutually local
• V is spanned by the vectors aα1(j1) . . . aαm(jm)|0〉 for ji < 0
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Under the above assumptions, the assignment
Y (aα1(j1) . . . a
αm
(jm)
|0〉, z) = 1
(−j1 − 1)! . . . (−jm − 1)! : ∂
−j1−1
z a
α1(z) . . . ∂−jm−1z a
αm(z) :
defines a vertex algebra structure on V . Moreover, this is the unique vertex algebra
structure on V satisfying these four conditions, and such that Y (aα, z) = aα(z).
We will use this theorem to check the vertex algebra properties for the bc system
in Section 4.5.
3.2.1 Vertex Superalgebras
The bc system is derived from a purely odd superspace, so for the bc system, we will
need the definition of a vertex superalgebra.
Definition 3.2.5 (Remark 1.3.2 of [12]). A vertex superalgebra satisfies Definition
3.2.2 with the following modifications:
• The space of states decomposes into even and odd parts: V = Vo ⊕ V1.
• The vacuum vector is even: |0〉 ∈ V0
• The translation operator is of even parity: T : V0 → V0 and T : V1 → V1.
• The commutator gains an additional sign:
[A(z), B(w)]+ = A(z)B(w)− (−1)|A||B|B(w)A(z)
With these modifications in mind, a vertex superalgebra satisfies Theorem 3.2.4
and Proposition 3.2.3.
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Chapter 4
The bc system
The bc ghost system is an example of a two-dimensional conformal field theory. We
first want to construct its action functional S : M → R. On any Riemann surface
X, let E = ΠΩ0,∗ ⊕ΠΩ1,∗ be the complex of pure odd super-forms in dz and dz¯. Let
b = b0 + b1 ∈ ΠΩ0,∗ and c = c0 + c1 ∈ ΠΩ1,∗ for bi ∈ ΠΩ1,i and ci ∈ ΠΩ0,i. There is a
symplectic pairing 〈·, ·〉 : Ec ⊗ Ec → C defined by
(b0 + c0)⊗ (b1 + c1) 7→
∫
X
b0 ∧ c1 + c0 ∧ b1
The action functional for the bc system is defined in terms of the symplectic pairing
S(b, c) =
1
2
〈b+ c, ∂¯(b+ c)〉 = 1
2
∫
X
b ∧ ∂¯c+ c ∧ ∂¯b
After applying Stokes’ theorem the second term to yield the integrand b ∧ ∂¯c, the
action reduces to
S(b, c) =
∫
X
b ∧ ∂¯c
where the terms without the proper form dz ∧ dz¯ vanish.
4.1 Euler Lagrange Equations
As discussed in Section 2.2, the critical locus of the action functional describes the
behavior of classical observables. The Euler-Lagrange equations examine small per-
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turbations in the action: S + dS. If dS = 0 for all perturbations, then we are at
an extremum of the action, so therefore we are in the critical locus and thus have a
solution to the Euler-Lagrange equations. We will solve the Euler-Lagrange equations
in order to understand the allowed classical fields of the bc system.
S + dS =
∫
X
(b+ δb) ∧ ∂¯(c+ δc)
=
∫
X
b ∧ ∂¯c+
∫
X
b ∧ ∂¯(δc) + δb ∧ ∂¯c+ δb ∧ ∂¯(δc)
Using the fact that δ2 = 0, we reduce to
S + dS = S +
∫
X
b ∧ ∂¯(δc) + δb ∧ ∂¯c
Then, we apply Stokes’ theorem to the first term in the integrand, using ∂X = ∅.
dS =
∫
X
δc ∧ ∂¯b+ δb ∧ ∂¯c
To be at a critical point of the Euler-Lagrange equations, we require that for dS is
equal to zero for all perturbations δb and δc. Therefore, we require ∂¯c = 0 for the
first term to vanish, and ∂¯b = 0 for the second term to vanish. The allowed fields are
therefore holomorphic 1-forms b and holomorphic functions c.
4.2 Free BV Theory
We see from its quadratic action functional that the bc system is a free field theory.
Thus, before providing its factorization algebra description, we wish to prove that the
bc-system satisfies the definition of a free BV theory on the Riemann surface X.
Proposition 4.2.1. The bc system is a free BV theory on C.
Proof. We check that the bc system satisfies the axioms of Definition 2.6.1. Our Z-
graded super vector bundle is the odd cotangent bundle E = ΠT ∗X, and the sections
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of this bundle form the Dolbeault complex on X: E = (ΠΩ0,∗X ⊕ΠΩ1,∗X , ∂¯). We have a
square-zero differential operator of cohomological degree 1 because it is the cochain
map given by the Dolbeault operator ∂¯. This operator is skew self-adjoint for the
symplectic pairing:
〈b, ∂¯c〉 =
∫
X
b ∧ ∂¯c =
∫
X
c ∧ ∂¯b = −
∫
X
∂¯b ∧ c = −〈∂¯b, c〉
4.3 BV Complexes
From Section 2.2, we know that the classical BV complex associates functions on the
space of fields to each open set U ⊂ C.
Obscl(U) =(O(E), {S, ·})
=(Sym(E∨), {S, ·})
=(Sym(ΠΩ1,∗(X)[1]⊕ ΠΩ0,∗(X)[1]), {S, ·})
=(Λ(Ω1,∗(U)[1]⊕ Ω0,∗(X)[1]), {S, ·})
Now, we want to describe the map {S, ·} in terms of the bc action functional.
Proposition 4.3.1. For the bc action functional, {S, ·} = ∂¯.
Proof. As we saw at the beginning of this chapter, the action functional can be written
in terms of the symplectic pairing
S = ω(b, ∂¯c) = 〈ω, b⊗ ∂¯c〉 = 〈ω(b), ∂¯c〉
where ω is the corresponding symplectic form. The Poisson bracket for a symplectic
manifold has the same form as the inverse of the symplectic form ω. So bracketing
with S is the same as applying ω−1.
{S, ·} = 〈ω(ω−1), ∂¯(·)〉 = ∂¯(·)
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Thus, we know that the classical BV complex for the bc system is
Obscl(U) = (Λ(Ω1,∗(U)[1]⊕ Ω0,∗(U)[1]), ∂¯)
Recall from Section 2.3 that the quantum BV complex adds ~ dependence to the
classical BV complex. That is,
Obsq(U) = (Λ(Ω1,∗(U)[1]⊕ Ω0,∗(U)[1])[~], ∂¯ + ~∆)
We now wish to find an appropriate ∆ for this complex. For a, b ∈ (Ω1,∗(U)[1] ⊕
Ω0,∗(U)[1])[~], ∂¯ + ~∆), we have a symplectic pairing {a, b} = ∫ ab. Therefore, we
define
∆(a) =0 for v ∈ Λ≤1(Ω1,∗(U)[1]⊕ Ω0,∗(U)[1])
∆(a · b) ={a, b} =
∫
ab for a · b ∈ Λ2(Ω1,∗(U)[1]⊕ Ω0,∗(U)[1])
The definition of ∆ can be extended to all powers of Λ(Ω1,∗(U)[1] ⊕ Ω0,∗(U)[1]) by
the Leibniz rule. Notice that this definition of ∆ satisfies ∆2 = 0, and the following
formula shows that it is compatible with the Poisson bracket.
(∆a)b+ (−1)|a|a(∆b) + {a, b} = 0 + 0 +
∫
ab = ∆(a · b)
4.4 Factorization Algebra
As mentioned in Section 3.1, we expect the factorization algebra for the observables
of the bc system to associate to each open set U the classical or quantum BV complex.
Theorem 4.4.1. The assignment to each open set U ⊂ C of either cochain complex
Obscl(U) =
(
Λ
(
Ω1,∗c (U)[1]⊕ Ω0,∗c (U)[1]
)
, ∂¯
)
Obsq(U) =
(
Λ
(
Ω1,∗c (U)[1]⊕ Ω0,∗c (U)[1]
)
[~], ∂¯ + ~∆
)
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is a factorization algebra.
Proof. First, we must check that we have a cochain map F(U) → F(V ) for each
inclulsion U ⊂ V . If U ⊂ V , we can extend any differential form ω supported on U
to one supported on V called ωV by defining it to be zero on V \U , so we have the
desired cochain map.
As well, for pairwise disjoint open sets U1, . . . , Un ⊂ V , we know that
Ω∗,∗(U1 ∪ . . . ∪ Un) = Ω∗,∗(U1)⊕ . . .⊕ Ω∗,∗(Un)
Therefore, for the alternating product of differential forms we know that
ΛΩ∗,∗(U1 ∪ . . . ∪ Un) =Λ(Ω∗,∗(U1)⊕ . . .⊕ Ω∗,∗(Un))
=ΛΩ∗,∗(U1)⊗ . . .⊗ ΛΩ∗,∗(Un)
Given differential forms ωi supported on Ui, we can define a corresponding extension
to V : (ω1, . . . , ωn) 7→ ω1V + . . .+ ωnV where ωiV is the extension by zero of ωi to V .
Therefore, we have a map of the following form for every finite collection of pairwise
disjoint open sets {Ui}.
Λ(Ω1,∗(U1)⊕ Ω0,∗(U1))⊗ . . .⊗ Λ(Ω1,∗(Un)⊕ Ω0,∗(Un))
∼= Λ(Ω1,∗(U1 ∪ . . . ∪ Un)⊕ Ω0,∗(U1 ∪ . . . ∪ Un))→ Λ(Ω1,∗(V )⊕ Ω0,∗(V ))
We see from our construction of extending forms by zero that for U ⊂ V ⊂ W ,
the map F(U)→ F(W ) agrees with composition through V .
Lastly, we know that differential forms are a sheaf, so they satisfy the gluing axiom
of sheaves. Therefore, the factorization algebra of classical observables satisfies the
locality axiom that Cˇ(U,Obscl)→ Obscl(U) is a quasi-isomorphism.
In Chapter 5, we will show that H∗(Obsq(U)) = H∗(Obscl(U)) ⊗ C[~]. From
this result, it follows that Cˇ(U,Obsq) → Obsq(U) is a quasi-isomorphism because
Cˇ(U,Obscl)→ Obscl(U) is a quasi-isomorphism.
From the chapter on the BV formalism, we know that we must take the ze-
roth cohomology of these BV complexes to recover the observables of the bc system.
Therefore, computations of the structure maps of Obscl and Obsq in Chapter 5 will
be performed in cohomology.
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4.5 Vertex Algebra
In this section, we outline the free fermionic vertex superalgebra Λ associated to the
bc system, following [12].
Let CL be the Clifford algebra associated to the vector space C((t)) ⊕ C((t))dt,
with generators ψn and ψ
∗
n that satisfy the anti-commutation relations
[ψm, ψn]+ = 0 = [ψ
∗
m, ψ
∗
n]+ [ψm, ψ
∗
n]+ = δm,−n
Let
∧
be the fermionic Fock representation of CL generated by a vector |0〉, such that
ψn|0〉 = 0, n ≥ 0 and ψ∗n|0〉 = 0, n > 0. That is,
∧
is defined by
∧ ∼= Λ(ψn)n<0 ⊗ Λ(ψ∗n)n≤0|0〉
and has a basis {ψn1 . . . ψnkψ∗m1 . . . ψ∗ml |0〉}. The normal ordering of elements in
∧
is
defined by
: ψ∗mψn :=
{
ψ∗mψn m < 0
−ψnψ∗m m ≥ 0 : ψnψ
∗
m := − : ψ∗mψn :=
{ −ψ∗mψn m < 0
ψnψ
∗
m m ≥ 0
Proposition 4.5.1 (From Section 5.3.1 of [12]).
∧
has the structure of a vertex
superalgebra:
• Gradation: (deg)ψn1 . . . ψnkψ∗m1 . . . ψ∗ml |0〉 = −Σki=1ni − Σlj=1mj
• Vacuum vector: |0〉
• Translation operator: T |0〉 = 0, [T, ψn] = −nψn−1, and [T, ψ∗m] = −(n−1)ψ∗n−1
• Vertex operators: Y (|0〉 , z) = Id, and
Y (ψ−1 |0〉 , z) = ψ(z) =
∑
n∈Z
ψnz
−n−1 Y (ψ∗0 |0〉 , z) = ψ∗(z) =
∑
n∈Z
ψ∗nz
−n
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Y (ψn1 . . . ψnkψ
∗
m1
. . . ψ∗ml |0〉 , z) =
k∏
i=1
1
(−ni − 1)!
l∏
j=1
1
(−mj)! : ∂
−n1−1
z ψ(z) . . . ∂
−nk−1
z ψ(z)∂
−m1
z ψ
∗(z) . . . ∂−mlz ψ
∗(z) :
Proof. Based on the definition, it is clear that
∧
satisfies the first, second, and fourth
conditions of the Strong Reconstruction Theorem (Theorem 3.2.4). We only need to
check that the fields are mutually local, which means checking (z−w)N [A(z), B(w)] =
0 for some N ∈ Z+ according to Proposition 3.2.3.
Using the commutation relations for ψn and ψ
∗
n, we derive the commutation rela-
tions for ψ(z) and ψ∗(z)
[ψ(z), ψ(w)]+ =
∑
m∈Z
∑
n∈Z
[ψm, ψn]+ z
−m−1w−n−1 = 0
[ψ∗(z), ψ∗(w)]+ =
∑
m∈Z
∑
n∈Z
[ψ∗m, ψ
∗
n]+ z
−mw−n = 0
[ψ(z), ψ∗(w)]+ =
∑
m∈Z
∑
n∈Z
[ψm, ψ
∗
n]+ z
−m−1w−n =
∑
m∈Z
z−m−1wm = δ(w − z)
The last equality uses the series expansion for the δ function [12]. From these relations,
we see that the fields are mutually local.
(z − w)[ψ(z), ψ(w)]+ = 0 = (z − w)[ψ∗(z), ψ∗(w)]+
(z − w)[ψ(z), ψ∗(w)]+ = (z − w)δ(z − w) = 0
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Chapter 5
Relating the Factorization Algebra and
Vertex Algebra
The goal of this chapter is to prove a correspondence between the vertex algebra and
factorization algebra structures of the bc system.
5.1 Cohomology of Obs(U)
We showed in Section 4.4 that the factorization algebra of quantum observables for
the bc system is the assignment for each open set U ⊂ C
Obsq(U) =
(
Λ
(
Ω1,∗c (U)[1]⊕ Ω0,∗c (U)[1]
)
[~], ∂¯ + ~∆
)
As discussed in Section 2.3, it is the cohomology of this cochain complex that we
wish to study. We will use the following classical results about Dolbeault complexes
in order to help compute this cohomology group on C.
Proposition 5.1.1 ( [10]). Every open set U ⊂ C is Stein, and every product Un ⊂
Cn is Stein.
Theorem 5.1.2 ( [13]). Let X be a Stein manifold. Then,
Hp(Ωk,∗(X), ∂¯) =
{
Ωkhol(X) p = 0
0 p 6= 0
Corollary 5.1.3 ( [21]). Let X be a Stein manifold of complex dimension n. The
28
Dolbeault cohomology of compactly supported forms is
Hp(Ωk,∗c (X), ∂¯) =
{
(Ωn−khol (X))
∨ p = n
0 p 6= n
We can now compute the cohomology of the classical observables for the bc system.
Lemma 5.1.4. For an open set U ⊂ C, the zeroth cohomology of the classical ob-
servables is the only non-zero cohomology group, and it is equal to
H0Obscl(U) ∼= Λ (O(U)∨ ⊕ Ω1hol(U)∨)
Proof. From Corollary 5.1.3, H1(Ω1,∗c (U), ∂¯) and H
1(Ω0,∗c (U), ∂¯) are the only non-zero
cohomology groups of these two complexes. We are allowed to aplly Corollary 5.1.3
because U is Stein by Proposition 5.1.1. Recall that we are working with the tangent
bundle shifted by 1 degree. To take the degree shift into account, we must reduce
the degree of the cohomology group by 1. Thus, the zeroth cohomology of the shifted
bundles are:
H0(Ω1,∗c (U)[1], ∂¯) = H
1(Ω1,∗c (U), ∂¯) = (Ω
1−1
hol (U))
∨ = O(U)∨
H0(Ω0,∗c (U)[1], ∂¯) = H
1(Ω0,∗c (U), ∂¯) = (Ω
1−0
hol (U))
∨ = Ω1hol(U)
∨
Now we wish to show that
H∗(Λk(Ω1,∗c (U)[1])⊗ Λl(Ω0,∗c (U)[1]), ∂¯) = Λk(O(U))∨ ⊗ Λ(Ω1hol(U))∨
Notice that (Ω1,∗c (U)[1])
⊗k ∼= Ωk,∗c (Uk)[k] and (Ω0,∗c (U)[1])⊗l = Ω0,∗c (U l)[l]. Then,
taking into account the degree shift,
Hp(Ωk,∗c (U
k)[k], ∂¯) = Hp+k(Ωk,∗c (U
k), ∂¯) =
{
O(Uk)∨ p = 0
0 p 6= 0 =
{
(O(U)∨)⊗k p = 0
0 p 6= 0
Hp(Ω0,∗c (U
k)[k], ∂¯) = Hp+l(Ω0,∗c (U
l), ∂¯) =
{
Ωlhol(U
l)∨ p = 0
0 p 6= 0 =
{
(Ω1hol(U)
∨)⊗l p = 0
0 p 6= 0
We have calculated the cohomology groups for the (k+ l)th tensor product of Ω1,∗c (U)
and Ω0,∗c (U), thus the result follows for the full exterior algebra:
Hp(Λ(Ω1,∗(U)[1]⊕ Ω0,∗(U)[1]), ∂¯) =
{
Λ(O(U)∨ ⊕ Ω1hol(U)∨) p = 0
0 p 6= 0
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Corollary 5.1.5. For an open set U ⊂ C, the zeroth cohomology of the quantum
observables is the only non-zero cohomology group, and it is equal to
H0(Obsq(U)) ∼= Λ (O(U)∨ ⊕ Ω1hol(U)∨)⊗ C[~]
Proof. We will prove this lemma using the spectral sequence of a filtration of Obsq(U).
The background on constucting this spectral sequence is given in Section 8.1. We will
use the following filtration of the factorization algebra:
F pObsq(U) =
(
Λ(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])~≥p, ∂¯ + ~∆)
Notice that ∂¯ preserves the degree of ~, and ~∆ increases this degree. Therefore, on
the associated graded
GpObsq(U) =
(
Λ(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])~p, ∂¯ + ~∆)
the map ~∆ acts by zero, so we find that the induced differential on the zeroth page
is ∂¯. That is,
E0 =
(
Λ(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])[~], ∂¯) = Obscl(U)⊗ C[~]
The first page of this spectral sequence is given by the cohomology of E0. The
previous lemma showed that cohomology H∗(Obscl(U)) is concentrated in degree
zero. Therefore, the only non-zero entries on the first page are Ep,−p1 , so the spectral
sequence collapses at this step. Thus, the cohomology of this filtered complex is
simply given by the first page of the spectral sequence. That is:
H∗(Obsq(U)) =H∗(Obscl(U))⊗ C[~]
Hk(Obsq(U)) =
{
Λ (O(U)∨ ⊕ Ω1hol(U)∨)⊗ C[~] k = 0
0 k 6= 0
We now know that observables on any open set U ⊂ C will be either dual to
functions or dual to 1-forms. Recall that for the bc system, b ∈ Ω0,∗ and c ∈ Ω1,∗.
Thus we denote our observables as bn ∈ O(U)∨ and cn ∈ Ω1hol(U)∨
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5.2 Structure Maps of Obsq(U)
As mentioned at the beginning of this chapter, we eventually want to compute the
structure map H∗(Obsq(D1)) ⊗ H∗(Obsq(D2)) → H∗(Obsq(Dbig)) to show the corre-
spondence between the bc factorization algebra and the vertex algebra
∧
. We will
construct the desired map by factoring through the commutative diagram
H∗(Obsq(D1))⊗H∗(Obsq(D2)) m- H∗Obsq(Dbig)
H∗Obsq(A1)⊗H∗Obsq(D2)
f
?
g
-
We can use this diagram because we proved that Obsq(U) is a factorization algebra, so
there is a map Obsq(U)→ Obsq(V ) whenever U ⊂ V , and these maps are compatible
under multiple inclusions. On the way to our result, we must first derive all structure
maps between Obsq on disks and an annuli.
From the previous section, we know that observables on any open set U ⊂ C will
be either dual to functions or dual to 1-forms.
Definition 5.2.1. On any annulus A(x) centered at x, let bn(x) and cn(x) be the
linear functionals
bn(x) : β(z) ∈ O(A) 7→ 1
2pii
∮
C
β(z)dz
(z − x)n+1
cn(x) : γ(z)dz ∈ Ω1hol(A) 7→
1
2pii
∮
C
γ(z)dz
(z − x)n+1
These observables return the nth Laurent coefficients of the fields β ∈ O(A(X))
and γ ∈ Ω1hol(A(x)). Throughout this chapter, we will label observables centered at
x = 0 by bn(0) ≡ bn and cn(0) ≡ cn.
Now that we have defined observables on an annulus, we are interested in the
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structure maps H∗(Obs(A1))⊗H∗(Obs(A2))→ H∗(Obs(A)) for disjoint A1,A2 ∈ A.
We multiply observables using radial ordering. That is, given three disjoint annuli
A1, A2, A3 of decreasing radii contained in an annulus A, we have two structure maps
m12 : Obs
q(A1)⊗Obsq(A2)→ Obsq(A)
m23 : Obs
q(A2)⊗Obsq(A3)→ Obsq(A)
So to calculate the anti-commutator bm · cn + cn · bm as we do in Lemma 5.2.3, we
are in practice calculating m12(b
1
m ⊗ c2n) + m23(c2n ⊗ b3m) in cohomology, where the
superscript i denotes an observable supported on the annulus Ai.
For computations in cohomology, we will use the following lifts of bik and c
i
k.
Pick a bump function φ(r2) , r2 = zz¯, with support contained in Ai such that:∫∞
0
φ(r2)rdr = 1 and
∫
Ai
φ(r2)dr = ki. Then define the lifts
bik = φi(zz¯)z
−k dzdz¯
4pii
cik = φi(zz¯)z
−k dz¯
4pii
We can check that these are in fact the proper lifts by showing that these pick out
the correct terms in the corresponding Laurent series for β(z) =
∑
n∈Z βnz
n and
γ(z) =
∑
n∈Z γnz
ndz.
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∫
Ai
β(z)bik =
∑
n∈Z
∫
Ai
βnz
nφ(zz¯)iz
−k dzdz¯
4pii
=
∑
n∈Z
∫
Ai
βnr
neinθφi(r
2)r−ke−ikθ
2irdθdr
4pii
=
∑
n∈Z
βn
∞∫
0
φi(r
2)r1+n−kdr · 1
2pi
2pi∫
0
ei(n−k)θdθ
=
∑
n∈Z
βn
 ∞∫
0
φi(r
2)r1+n−k
 δn,k
= βk
∞∫
0
φi(r
2)rdr = βk
∫
A
γ(z)dzcik =
∑
n∈Z
∫
A
γnz
ndzφi(zz¯)z
−k dz¯
4pii
=
∑
n∈Z
γn
∞∫
0
φi(r
2)r1+n−kdr · 1
2pi
2pi∫
0
ei(n−k)θdθ
=
∑
n∈Z
γnδn,k = γk
We will use these lifts for computations in the following two lemmas.
Lemma 5.2.2. In H∗(Obscl(A)):
bm · bn + bm · bm = cm · cn + cn · cm = bm · cn + cn · bm = 0
Proof. If we can find an element ω of Obscl(A) for which ∂¯ω equals any of the above
sums, then we will have our desired result because this will show that the sum is a
boundary, and is therefore zero in cohomology. Recall that we use radial ordering and
the structure maps m12 and m23 defined above to compute these anti-commutators.
Let φi be a bump function supported on Ai subject to the two conditions listed above.
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Define the following lifts to cohomology:
α = −Φ(zz¯)z−1−m dz
4pii
· c2n β = −Φ(zz¯)z−1−m
dz
4pii
· b2n γ = Φ(zz¯)z−1−m
1
4pii
· c2n
where Φ(r2) =
(∫ r2
0
φ1(s)− φ3(s)ds
)
−(k1−1). Notice that Φ(r2) = 1 for all r2 ∈ A2.
Next, we apply the classical BV differential to each of these elements starting with
α.
∂¯α = ∂¯
(
−Φ(zz¯)z−1−m dz
4pii
· c2n
)
=
∂Φ
∂z¯
z−1−m
dzdz¯
4pii
· c2n − Φ(zz¯)z−1−m
1
4pii
(
∂¯ · c2n
)
The second term vanishes because c2n already has a dz¯ factor, so ∂¯c
2
n = 0, and we can
simplify the first term using ∂r2Φ = z(φ1(r
2)− φ3(r2)):
∂¯α = z(φ1(zz¯)− φ3(zz¯))z−1−mdzdz¯
4pii
· c2n
This formula can be written in terms of b1m and b
3
m.
∂¯α = (b1m − b3m) · c2n
Lastly, we use the fact that bm and cn anti-commute in Λ
2(O(A)∨⊕Ω1hol(A)∨) to give
us our result:
∂¯α = b1m · c2n + c2n · b3m
Using the same method, we apply the classical BV differential to β and γ.
∂¯β = ∂¯(−Φ(zz¯)z−1−m dz
4pii
· b2n)
= (b1m − b3m) · b2n = b1m · b2n + b2n · b3m
∂¯γ = ∂¯(Φ(zz¯)z−1−m
1
4pii
· c2n)
= (c1m − c3m) · c2n = c1m · c2n + c2n · c3m
Thus, we have shown that the classical observables on an annulus are anti-commutative.
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For quantum observables, however, there are non-trivial commutators.
Lemma 5.2.3. In H∗(Obsq(A)),
bm · bn + bn · bm = cm · cn + cn · cm = 0
bm · cn + cn · bm = ~
4pii
δm,−n−1
Proof. We will follow closely with the proof of the previous lemma. We use the same
lifts bin, c
i
n, α, β, γ. The only difference required for the quantum case is that we apply
the quantum BV differential (∂¯ + ~∆) to α, β, and γ to find boundaries in Obsq(A).
Applying the differential to α:
(∂¯ + ~∆)α = ∂¯
(
−Φ(zz¯)z−1−m dz
4pii
· c2n
)
+ ~∆
(
−Φ(zz¯)z−1−m dz
4pii
· c2n
)
= (b1m − b3m) · c2n − ~∆
(
Φ(zz¯)z−1−m
1
4pii
· c2n
)
By definition, ∆(a · b) = ∫ ab for a · b ∈ Λ2((O(U))∨ ⊕ (Ω2hol(U))∨). We apply this
rule to the final term:
(∂¯ + ~∆)α = (b1m − b3m) · c2n − ~
∫
A
Φ(zz¯)z−1−m
dz
4pii
· c2n
Next, we use the fact that supp{c2n} ∈ A2 and Φ(z) = 1 for all z ∈ A2.
(∂¯ + ~∆)α = (b1m − b3m) · c2n −
~
4pii
∫
A2
z−1−mdz · c2n
By our calculation that c2n picks out the nth Laurent term of a one-form, this integral
reduces to δn,−1−m = δm,−n−1.
(∂¯ + ~∆)α = (b1m − b3m) · c2n −
~
4pii
δm,−n−1
Lastly, we use the fact that bm and cn anti-commute in Λ
2((O(U))∨ ⊕ (Ω2hol(U))∨) to
rearrange the first term. This reduces to our desired result, that the following element
is a boundary.
bm · cn + cn · bm − ~
8pi
δm,−n−1
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Applying the quantum BV differential to β gives us:
(∂¯ + ~∆)β = ∂¯(−Φ(zz¯)z−1−m dz
4pii
· b2n) + ~∆
(
−Φ(zz¯)z−1−m dz
4pii
· b2n
)
= (b1m − b3m) · b2n − ~
∫
A
Φ(zz¯)z−1−m
dz
4pii
· b2n
The integral is zero because it does not contain the proper volume form dzdz¯. Thus,
the equation reduces to
(∂¯ + ~∆)β = b1m · b2n + b2n · b3m
Now applying the differential to γ:
(∂¯ + ~∆)γ = ∂¯(Φ(zz¯)z−1−m
1
4pii
· c2n) + ~∆
(
Φ(zz¯)z−1−m
1
4pii
· c2n
)
= (c1m − c3m) · c2n − ~
∫
A
Φ(zz¯)z−1−m
dz
4pii
· c2n
Again, the integral vanishes because it contains no dz¯ differential, so the equation
reduces like before
(∂¯ + ~∆)γ = c1m · c2n + c2n · c3m
Next, we will look at observables on a disk D ⊂ C centered at x. The observables
on D will be defined in a similar way to the observables on A, except β ∈ O(D) and
γ ∈ Ω1hol(D) must have no negative powers in their series expansions to be holomorphic
on D.
Definition 5.2.4. The observables bn(x) and cn(x) on any disk D centered at x are
defined for n ≥ 0 by
bn(x) : β(z) ∈ O(D) 7→ 1
n!
[∂nz β]z=x
cn(x) : γ(z)dz ∈ Ω1hol(D) 7→
1
n!
[∂nz γ]z=x
As before, these observables return the Taylor coefficients of the holomorphic fields
β(z) ∈ O(D) and γ(z)dz ∈ Ω1hol(D).
36
We will now computer the structure maps for observables between disks and an-
nuli.
Lemma 5.2.5. For an annulus contained in a disk, A1 ⊂ D, both centered at z = 0,
the map H∗Obsq(A1)→ H∗Obsq(D) is defined by
bk 7→
{
bk k ≥ 0
0 k < 0 and ck 7→
{
ck k ≥ 0
0 k < 0
Proof. Our method follows closely with Lemma 5.2.2. Again, we use lifts b1k and c
1
k
b1k = φ1(zz¯)z
−k dzdz¯
4pii
c1k = φ1(zz¯)z
−k dz¯
4pii
where φ1 is a bump function with supp{φ1(r2)} ⊂ A1 such that
∫∞
0
φ1(r
2)rdr = 1.
We will derive our result by applying the quantum BV differential to the following
lifts
αb = −Φ(zz¯)z−1−k dz
4pii
αc = Φ(zz¯)z
−1−k 1
4pii
where Φ(r2) =
∫ r2
0
φ1(s)ds. Notice that αb and αc are well defined on D only when
−1 − k ≥ 0. As the following calculation shows, αb, αc ∈ Obsq(D) are defined such
that so that applying the quantum BV differential yields bk and ck respectively for
k < 0.
(∂¯ + ~∆)αb =
∂Φ
∂(r2)
∂(r2)
dz∂z¯
z−1−k
dz¯
4pii
+ ~∆
(
Φ(zz¯)z−1−k
1
4pii
)
= zφ1(zz¯)z
−1−k dzdz¯
4pii
= b1k
(∂¯ + ~∆)αc = z
∂Φ
∂(r2)
z−1−k
dz¯
4pii
+ ~∆
(
φ1(zz¯)z
−k 1
4pii
)
= zφ1(zz¯)z
−1−k dz¯
4pii
= c1k
These calculations use the fact that ∆αb = 0 and ∆αc = 0 because
αb, αc ∈ Λ≤1(O(D)∨ ⊕ Ω1hol(D)∨)
Thus, we have shown for k ≤ −1, bk and ck are boundaries, which gives us the desired
result about the map H∗(Obsq(A1))→ H∗(Obsq(D)).
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Lemma 5.2.6. For a disk D centered at x, contained in an annulus A1 centered at
0, the structure map H∗Obsq(D)→ H∗Obsq(A1) satisfies:
bk(x) 7→ 1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
xn−kbn =
∑
n∈Z
(
n
k
)
xn−kbn
ck(x) 7→ 1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
xn−kcn =
∑
n∈Z
(
n
k
)
xn−kcn
for k ≥ 0.
Proof. In this lemma, k ≥ 0 because bk(x) and ck(x) are observables on a disk. Let
β(z) ∈ O(A) and γ(z)dz ∈ Ω1hol(A), which have Laurent expansions around z = 0
β(z) =
∑
n∈Z
βnz
n γ(z)dz =
∑
n∈Z
γnz
ndz
Then the observables bk(x), ck(x) ∈ H∗(Obsq(D)) act according to Definition 5.2.4:
bk(x)(β(z)) =
1
k!
∂kz
[∑
n∈Z
βnz
n
]
z=x
=
1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
βnx
n−k
Next, we use the fact from Definition 5.2.1 that the annular observable bn is defined
by bn(β(z)) = βn to rewrite the above equation in terms of the annular observables:
bk(x)(β(z)) =
1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
xn−kbn
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We have a similar result about mapping the observables cn(x) to the annulus:
ck(x)(γ(z)dz) =
1
k!
∂kx
[∑
n∈Z
γnz
n
]
z=x
=
1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
γnx
n−k
=
1
k!
∑
n∈Z
(
k∏
j=1
(n− j + 1)
)
xn−kcn
Lemma 5.2.7. For a disk nested inside an annulus, both centered at 0, and both
contained in a larger disk A1,D2 ⊂ Dbig, the structure map
g : H∗(Obsq(A1))⊗H∗(Obsq(D2))→ H∗(Obsq(Dbig))
is defined for n ≥ 0 by
g(bm ⊗ bn) =
{
bm · bn = 0 m ≥ 0
0 m < 0
g(cm ⊗ cn) =
{
cm · cn = 0 m ≥ 0
0 m < 0
g(bm ⊗ cn) =
{
bm · cn m ≥ 0
~
4pii
δm,−n−1 m < 0
g(cm ⊗ bn) =
{
cm · bn m ≥ 0
~
4pii
δm,−n−1 m < 0
Proof. Let A2 be an annulus contained in the small disk D2. By Lemma 5.2.5, the
map H∗(Obsq(A2)) → H∗(Obsq(D2)) is injective for A2 ⊂ D2. Therefore, to prove
this lemma, it is equivalent to work with the following structure map f ≡ g ◦ h.
H∗(Obsq(A1))⊗H∗(Obsq(A2)) h→ H∗(Obsq(A1))⊗H∗(Obsq(D2)) g→ H∗(Obsq(Dbig))
For this lemma, we require n ≥ 0. First, notice that we can use the anti-commutation
relations from Lemma 5.2.3 to compute f(bm ⊗ bn) and f(cm ⊗ cn) for m < 0. For
m ≥ 0, f(bm⊗ bn) = bm · bn and f(cm⊗ cn) = cm · cn. For m < 0, f(bn⊗ bm) = 0 and
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f(cn ⊗ cm) = 0 because disk observables are only defined for m ≥ 0. Therefore,
f(bm ⊗ bn + bn ⊗ bm) =f(0)
f(bm ⊗ bn + 0) =0
f(cm ⊗ cn + cn ⊗ cm) =f(0)
f(bm ⊗ bn + 0) =0
Thus, we have shown the desired result for g(bm ⊗ bn) and g(cm ⊗ cn).
For m ≥ 0, f(bm ⊗ cn) = bm · cn and f(cm ⊗ bn) = cm · bn. We can use the
anti-commutation relations from Lemma 5.2.3 to compute f(bm⊗ cn) and f(cm⊗ bn)
for m < 0. For m < 0, f(bn ⊗ cm) = 0 and f(cn ⊗ bm) = 0 because disk observables
are only defined for m ≥ 0.
f(bm ⊗ cn + cn ⊗ bm) =f
(
~
4pii
δm,−n−1
)
f(bm ⊗ cn) = ~
4pii
δm,−n−1
f(cm ⊗ bn + bn ⊗ cm) =f
(
~
4pii
δm,−n−1
)
f(cm ⊗ bn) = ~
4pii
δm,−n−1
Corollary 5.2.8. Under the structure map
m : H∗Obsq(D1)⊗H∗Obsq(D2)→ H∗Obsq(Dbig)
m(bk(x)⊗ bl(0)) =
∞∑
n=k
(
n
k
)
xn−kbnbl
m(ck(x)⊗ cl(0)) =
∞∑
n=l
(
n
k
)
xn−kcncl
m(bk(x)⊗ cl(0)) = ~
4pii
(−l − 1
k
)
x−k−l−1 +
∞∑
n=k
(
n
k
)
xn−kbncl
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m(ck(x)⊗ bl(0)) = ~
4pii
(−l − 1
k
)
x−k−l−1 +
∞∑
n=k
(
n
k
)
xn−kcnbl
Proof. As discussed at the beginning of this chapter, we compute this map through
the following commutative diagram
H∗(Obsq(D1))⊗H∗(Obsq(D2)) m- H∗Obsq(Dbig)
H∗Obsq(A1)⊗H∗Obsq(D2)
f
?
g
-
where D1 ⊂ A1. The result follows as an immediate corollary of Lemma 5.2.6 and
Lemma 5.2.7.
First, we compute m(bk(x)⊗ bl(0)):
m(bk(x)⊗ bl(0)) = g ◦ f(bk(x)⊗ bl(0)) = g
(∑
n∈Z
(
n
k
)
xn−kbn(0)⊗ bl(0)
)
Next, we use the fact that the map H∗Obsq(A) → H∗Obsq(D) is zero for all terms
with n < 0. Also,
(
n
k
)
= 0 for 0 ≤ n < k, so the sum vanishes for these terms as well.
m(bk(x)⊗ bl(0)) =
∞∑
n=k
(
n
k
)
xn−kbnbl
So, we see that all terms with negative powers of x vanish in this product.
Using similar logic, we compute m(ck(x)⊗ cl(0)).
m(ck(x)⊗ cl(0)) = g ◦ f(ck(x)⊗ cl(0))
= g
(∑
n∈Z
(
n
k
)
xn−kcn(0)⊗ cl(0)
)
=
∞∑
n=k
(
n
k
)
xn−kcncl
In the computations of m(bk(x)⊗ cl(0)) and m(ck(x)⊗ bl(0)), we will not lose all
terms with negative powers of x. By the same calculation as above, we recover all
terms with positive powers of x. However, know from Lemma 5.2.7 that the map
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g : H∗Obsq(A1)⊗H∗Obsq(D2)→ H∗Obsq(Dbig) is defined by bn ⊗ cl 7→ ~δn,−l−1/4pii
for n < 0.
m(bk(x)⊗ cl(0)) = g ◦ f(bk(x)⊗ cl(0))
= g
(∑
n∈Z
(
n
k
)
xn−kbn(0)⊗ cl(0)
)
=
∑
n<0
(
n
k
)
xn−k
~
4pii
δn,−l−1 +
∑
n≥0
(
n
k
)
xn−kbncl
=
~
4pii
(−l − 1
k
)
x−k−l−1 +
∞∑
n=k
(
n
k
)
xn−kbncl
The computation ofm(ck(0)⊗bl(x)) is similar, again using the map g : H∗Obsq(A1)⊗
H∗Obsq(D2)→ H∗Obsq(Dbig) defined by cn ⊗ bl 7→ ~δn,−l−1/4pii for n < 0.
m(ck(x)⊗ bl(0)) = g ◦ f(ck(x)⊗ bl(0))
= g
(∑
n∈Z
(
n
k
)
xn−kcn(0)⊗ bl(0)
)
=
∑
n<0
~
4pii
(
n
k
)
xn−kδn,−l−1 +
∑
n≥0
(
n
k
)
xn−kcnbl
=
~
4pii
(−l − 1
k
)
x−k−l−1 +
∞∑
n=k
(
n
k
)
xn−kcnbl
The above lemma shows how to multiply observables on disjoint disks; we can ex-
press the product of observables on disks with disjoint support in terms of observables
that have the same support on a large disk. In physics literature, these products are
called Operator Product Expansions (OPE). In the next section, we will show that
this OPE of observables in the factorization algebra Obsq has the same form as the
OPE in the vertex superalgebra
∧
. Later, we will use this OPE to compute the
Virasoro action on Obsq in terms of observables bn and cn.
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5.3 Relating Obsq and
∧
Our goal in this section is to construct a dictionary between observables and maps in
the factorization algebra Obsq and the vertex algebra
∧
. In particular, we want to
show:
Theorem 5.3.1. There is a correspondence between Obsq and
∧
given by
State Space V ↔ Observables in a disk D
Vacuum Vector |0〉 ↔ Unit observable 1
Vertex Operator Y (·, x)↔ Structure map
H∗(Obsq(D(x)))⊗H∗(Obsq(D(0)))→ H∗(Obsq(Dbig(0)))
Proof. To show the correspondence cn ↔ ψ−n−1 and bn ↔ ψ∗−n, first recall that ψ∗−n
is defined for n > 0, ψ−n is defined for n ≥ 0, bn is defined for n ≥ 0, and cn is
defined for n ≥ 0; therefore, the elements are defined on the correct indices for this
correspondence. As well, from Definition 5.2.4 and Proposition 4.5.1, we see that the
vertex algebra element |0〉, and the unit observable in the factorization algebra both
act as the identity.
Next, we will show that, under the above correspondence, the operator product
expansion for the structure map
m : H∗(Obsq(D(0)))⊗H∗(Obsq(D(x)))→ H∗(Obsq(Dbig(0)))
in Corollary 5.2.8 will correspond to the vertex operator Y . For k < 0, we have
Y (ψ∗k|0〉, x)ψ∗l |0〉 =
(
1
(−k)!∂
−k
x ψ
∗(x)
)
ψ∗l |0〉
=
1
(−k)!∂
−k
x
(∑
n∈Z
ψ∗nx
−n
)
ψ∗l |0〉
=
1
(−k)!
∑
n∈Z
( −k∏
j=1
(−n− j + 1)
)
x−n+kψ∗nψ
∗
l |0〉
=
∑
n∈Z
(−n
−k
)
x−n+kψ∗nψ
∗
l |0〉
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Using the commutation relation ψ∗nψ
∗
l = −ψ∗l ψ∗n together with the fact that ψ∗n|0〉
for n ≥ 0, we see that this sum vanishes for n ≥ 0. As well, the sum vanishes for
k < n ≤ 0 because (−n−k) = 0 for k < n ≤ 0.
Y (ψ∗k|0〉, x)ψ∗l |0〉 =
k∑
n=−∞
(−n
−k
)
x−n+kψ∗nψ
∗
n|0〉
This is exactly the formula from Corollary 5.2.8 with ψ∗k, ψ
∗
l , and ψ
∗
n in place of c−k,
c−l, and c−n, as desired.
Using the same method, we find a similar result for Y (ψk|0〉, x)ψl|0〉 with k ≤ 0.
Y (ψk|0〉, x)ψl|0〉 =
(
1
(−k − 1)!∂
−k−1
x ψ(x)
)
ψl|0〉
=
1
(−k − 1)!∂
−k−1
x
(∑
n∈Z
ψnx
−n−1
)
ψl|0〉
=
1
(−k − 1)!
∑
n∈Z
(−k−1∏
j=1
(−n− j)
)
x−n+kψnψl|0〉
=
k∑
n=−∞
(−n− 1
−k − 1
)
x−n+kψnψl|0〉
Again, this is the same formula as in Corollary 5.2.8 with ψk, ψl, and ψn in place of
b−k−1, b−l−1 and b−n−1.
Next, we look at Y (ψ∗k|0〉, x)ψl|0〉 for k < 0.
Y (ψ∗k|0〉, x)ψl|0〉 =
(
1
(−k)!∂
−k
x ψ
∗(x)
)
ψl|0〉
=
1
(−k)!∂
−k
x
(∑
n∈Z
ψ∗nx
−n
)
ψl|0〉
=
∑
n∈Z
(−n
−k
)
x−n+kψ∗nψl|0〉
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Next, we use the commutator ψ∗nψl + ψlψ
∗
n = δl,−n to switch the order of ψ
∗
n and ψl.
Y (ψ∗k|0〉, x)ψl|0〉 =
∑
n∈Z
(−n
−k
)
x−n+k (−ψlψ∗n + δl,−n) |0〉
= −
∑
n∈Z
(−n
−k
)
x−n+kψlψ∗n|0〉+
(
l
−k
)
xk+l|0〉
We use the fact that ψ∗n|0〉 = 0 for n ≥ 0 and
(−n
−k
)
= 0 for −k > −n ≥ 0 to restrict
the sum to n ≤ k.
Y (ψ∗k|0〉, x)ψl|0〉 = −
k∑
n=−∞
(−n
−k
)
x−n+kψlψ∗n|0〉+
(
l
−k
)
xk+l|0〉
In the sum, l and n are both less that 0, so we can freely interchange ψlψ
∗
n and −ψ∗nψl.
This gives us our desired result for this calculation.
Y (ψ∗k|0〉, x)ψl|0〉 =
k∑
n=−∞
(−n
−k
)
x−n+kψ∗nψl|0〉+
(
l
−k
)
xk+l|0〉
Lastly, we calculate Y (ψk|0〉, x)ψ∗l to complete the proof.
Y (ψk|0〉, x)ψ∗l |0〉 =
1
(−k − 1)!∂
−k−1
x
(∑
n∈Z
ψnz
−n−1
)
ψ∗l |0〉
=
∑
n∈Z
(−n− 1
−k − 1
)
x−n+kψnψ∗l |0〉
=
∑
n∈Z
(−n− 1
−k − 1
)
x−n+k (−ψ∗l ψn + δl,−n) |0〉
=
k∑
n=−∞
(−n− 1
−k − 1
)
x−n+kψ∗nψl|0〉+
(
l − 1
−k − 1
)
xk+l|0〉
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Chapter 6
Virasoro Algebra
Virasoro algebras are important to conformal field theory because the action of a
Virasoro algebra on a vertex algebra show how conformal transformations act on
the field theory. A Virasoro algebra has generators Ln for n ∈ Z which satisfy the
following properties for all vertex algebra elements.
Definition 6.0.2. Let ak be a degree k element of a vertex algebra V . The Virasoro
generators Ln satisfy the following four properties.
1. L0ak = kak
2. Y (L−1ak, z) = ddzY (ak, z) = [Y (ak, z), T ]
3. [Lm, ak] = (k(h− 1)−m)ak+m for conformal primary field a of weight h.
4. [Lm, Ln]ak = (m− n)Lm+nak + c12m(m2 − 1)δm+n,0ak where c is a constant.
A Virasoro algebra is a central extension of a Witt algebra. That is, a Witt algebra
satisfies the commutation relations
[Lm, Ln] = (m− n)Lm+n
For the vertex superalgebra
∧
, the Virasoro action can be written in terms of a par-
ticular element ω ∈ ∧ called the conformal vector. The conformal vector has degree
2 and satisfies Y (ω, z) =
∑
n∈Z ω(n)z
−n−1 =
∑
n∈Z Lnz
−n−2. The vertex superalge-
bra
∧
has conformal vector ω = ψ−2ψ∗0|0〉, which we can use to define the Virasoro
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generators Ln [12].
Y (ψ−2ψ∗0|0〉, z)|0〉 =: (∂zψ(z))ψ∗(z) : |0〉
=:
(∑
k∈Z
(−k − 1)ψkz−k−2
)(∑
l∈Z
ψlz
−l
)
: |0〉
=
∑
n∈Z
∑
k+l=n
(−k − 1) : ψkψ∗l : z−n−2|0〉
Therefore, the Virasoro generators are:
Ln =
∑
k+l=n
(−k − 1) : ψkψ∗l :
=
∑
k∈Z
(−k − 1) : ψkψ∗n−k :
=
∑
k<n
(−k − 1)ψkψ∗n−k −
∑
k≥n
(−k − 1)ψ∗n−kψk
Notice that for n 6= 0, the elements ψk and ψ∗n−k anti-commutate. Therefore, we can
rewrite the Virasoro generators as
Ln =
∑
k<0
(−k − 1)ψkψ∗n−k −
∑
k≥0
(−k − 1)ψ∗n−kψk
In this chapter, we are interested in the analogue of the Virasoro generators in the
setting of factorization algebras. We will use the dictionary between the factorization
algebra Obsq(D) and the vertex algebra
∧
constructed in Chapter 5 to write the
Virasoro generators in terms of the factorization algebra observables.
As well, we will describe the action of the Lie derivative Lχ for χ = −zn+1 ∂∂z
on observables in H∗(Obsq(D)). In the remainder of this chapter Ln will denote
this Lie derivative. We select this particular Lie derivative because zn+1 ∂
∂z
generates
conformal transformations on the Riemann sphere [2]. We will show that for an
observable a ∈ H∗(Obsq(D)), Ln(a) = [Ln, a], and we will use this relationship to
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show that the Lie derivatives have the commutation relations of a Witt algebra in
H∗(Obsq(D)). The calculations below frequently use the action of Ln on a general
differential form:
Ln(f + gdz + hdz¯ + kdzdz¯) = −zn+1∂f
∂z
−
(
(n+ 1)zng + zn+1
∂g
∂z
)
dz − zn+1∂h
∂z
dz¯ −
(
(n+ 1)znk + zn+1
∂k
∂z
)
dzdz¯
6.1 Virasoro Generators in H∗(Obsq(D))
We will use the correspondences ψk ↔ b−k−1 and ψ∗n−k ↔ ck−n from Section 5.3 to find
the corresponding definition of Ln in terms of the factorization algebra generators.
Ln =
∑
k∈Z
(−k − 1) : ψkψ∗n−k :=
∑
k∈Z
(−k − 1) : b−k−1ck−n :
=
−1∑
k=−∞
(−k − 1)b−k−1ck−n +
∞∑
k=0
(−k − 1)(−1)ck−nb−k−1
=
0∑
k=−∞
(−k)b−kck−n−1 +
∞∑
k=1
(−k)(−1)ck−n−1b−k
=
0∑
k=−∞
(−k)b−kck−n−1 +
∞∑
k=1
(k)ck−n−1b−k
Alternatively, we can write the action of the Virasoro field L in factorization
algebra language in terms of the multiplication map
m : H∗(Obsq(D(x)))⊗H∗(Obsq(D(0)))→ H∗(Obsq(Dbig))
Recall that the Virasoro field on vertex algebras acts by Y (ψ−2ψ0|0〉, x). Using the
corresponednce from Section 5.3, we can translate the Virasoro field to the language
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of factorization algebras as
L(·) = m(b1(x)c0(x)⊗ ·)
Next, we wish to show that these generators satisfy the properties of Definition
6.0.2. We first check property 1.
L0bn =
0∑
−∞
(−k)b−kck−1bn +
∞∑
k=1
(k)ck−1b−kbn
=
0∑
k=−∞
(−k)b−k(−bnck−1 + δk−1,−n−1) +
∞∑
k=1
(k)ck−1(−bnb−k)
=
0∑
k=−∞
(−k)b−kδk,−n
=nbn
The first and third sums vanish because b−kbnck−1 = 0 for k ≤ 0 and ck−1bnb−k = 0
for k > 0 in H∗(Obsq(D)).
L0cn =
0∑
−∞
(−k)b−kck−1cn +
∞∑
k=1
(k)ck−1b−kcn
=
0∑
k=−∞
(−k)b−k(−cnck−1) +
∞∑
k=1
(k)ck−1(−cnb−k + δn,k−1)
=
∞∑
k=0
(k)ck−1δn,k−1
=(n+ 1)cn
Again, we use the fact that b−kcnck−1 = 0 for k ≤ 0 and ck−1cnb−k = 0 for k > 0 in
H∗(Obsq(D)).
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To check property 2, we first compute the action of L−1 on observables bn and cn.
L−1bn =
0∑
k=−∞
(−k)b−kck−2bn +
∞∑
k=1
(k)ck−2b−kbn
=
0∑
k=−∞
(−k)b−k(−bnck−2 + δn,−k−1) +
∞∑
k=1
(k)ck−2(−bnb−k)
=
0∑
k=−∞
(−k)b−kδn,−k−1
=(n+ 1)bn+1
L−1cn =
0∑
k=−∞
(−k)b−kck−2cn +
∞∑
k=1
(k)ck−2b−kcn
=
0∑
k=−∞
(−k)b−k(−cnck−2) +
∞∑
k=1
(k)ck−2(−cnb−k + δn,k−1)
=(n+ 1)cn+1
To finish the proof of property 2, we need to use the factorization algebra analogue
of the map Y (·, z), which we found was the map
m : H∗(Obsq(D(x)))⊗H∗(Obsq(D(0)))→ H∗(Obsq(Dbig))
50
We use the formula from Corollary 5.2.8.
m(L−1bn ⊗ 1) =m((n+ 1)bn+1 ⊗ 1)
=(n+ 1)
∞∑
k=n+1
(
k
n+ 1
)
xk−(n+1)bk
=(n+ 1)
∞∑
k=n
(
k
n+ 1
)
xk−(n+1)bk
=(n+ 1)
∞∑
k=n
k!
(n+ 1)!(k − (n+ 1))!x
k−n−1bk
=
∞∑
k=n
k!
n!(k − n)!(k − n)x
k−n−1bk
=
∞∑
k=n
(
k
n
)
d
dx
xk−nbk
=
d
dx
m(bn ⊗ 1)
m(L−1cn ⊗ 1) =m((n+ 1)cn+1 ⊗ 1)
=(n+ 1)
∞∑
k=n+1
(
k
n+ 1
)
xk−(n+1)ck
=(n+ 1)
∞∑
k=n
(
k
n+ 1
)
xk−(n+1)ck
=(n+ 1)
∞∑
k=n
k!
(n+ 1)!(k − (n+ 1))!x
k−n−1ck
=
∞∑
k=n
k!
n!(k − n)!(k − n)x
k−n−1ck
=
∞∑
k=n
(
k
n
)
d
dx
xk−nck
=
d
dx
m(bn ⊗ 1)
Next, we check property 3. The calculations use the results from Lemma 5.2.3 on
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anti-commutators of observables.
[Lm, bn] =
[
0∑
k=−∞
(−k)b−kck−m−1, bn
]
+
[ ∞∑
k=1
(k)ck−m−1b−k, bn
]
=
0∑
k=−∞
(
(−k)b−k [ck−m−1, bn]+ − (−k)[b−k, bn]+ ck−m−1
)
+
∞∑
k=1
(
(k)ck−m−1 [b−k, bn]+ − (k) [ck−m−1, bn]+ b−k
)
=
0∑
k=−∞
(−k)b−kδk−m−1,−n−1 −
∞∑
k=1
(k)δk−m−1,−n−1b−k
=
∑
k∈Z
(−k)b−kδk,m−n
=(n−m)bn−m
[Lm, cn] =
[
0∑
k=−∞
(−k)b−kck−m−1, cn
]
+
[ ∞∑
k=1
(k)ck−m−1b−k, cn
]
=
0∑
k=−∞
(
(−k)b−k [ck−m−1, cn]+ − (−k) [b−k, cn]+ ck−m−1
)
+
∞∑
k=1
(
(k)ck−m−1 [b−k, cn]+ − (k) [ck−m−1, cn]+ b−k
)
=
0∑
k=−∞
(k)ck−m−1δ−k,−n−1 +
∞∑
k=1
(k)δ−k,−n−1ck−m−1
=
∑
k∈Z
(k)ck−m−1δk,n+1
=(n+ 1)cn−m
These formulas in properties 1, 2, and 3 extend by derivation to arbitrary products
of observables.
Lastly, we check the commutation relations of the Ln. In this calculation, we rely
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on the above results of property 3.
[Lm, Ln] =
[
Lm,
0∑
l=−∞
(−l)b−lcl−n−1 +
∞∑
l=1
(l)cl−n−1b−l
]
=
0∑
l=−∞
(−l)b−l[Lm, cl−n−1] +
0∑
l=−∞
(−l)[Lm, b−l]cl−n−1
+
∞∑
l=1
(l)cl−n−1[Lm, b−l] +
∞∑
l=1
(l)[Lm, cl−n−1]b−l
=
0∑
l=−∞
(−l)b−l(l − n− 1 + 1)cl−n−m−1 +
0∑
l=−∞
(−l)(−m− l)b−m−lcl−n−1
+
∞∑
l=1
(l)cl−n−1(−m− l)b−m−l +
∞∑
l=1
(l)(l − n− 1 + 1)cl−n−m−1b−l
Next, we change the indexing on the second and third sums using l = l +m.
[Lm, Ln] =
0∑
l=−∞
(−l)(l − n)b−lcl−n−m−1 +
m∑
l=−∞
(m− l)(−l)b−lcl−n−m−1
+
∞∑
l=m+1
(l −m)(−l)cl−n−m−1b−l +
∞∑
l=1
(l)(l − n)cl−n−m−1b−l
For the rest of the calculation, we will assume that m < 0. This will determine only
how we break up the sums in the calculation. A very similar calculation applies to
the cases of m > 0 and m = 0. Because m < 0, we can separate the third sum at
l = 0.
[Lm, Ln] =
0∑
l=−∞
(−l)(l − n)b−lcl−n−m−1 +
m∑
l=−∞
(m− l)(−l)b−lcl−n−m−1
+
0∑
l=m+1
(l −m)(−l)cl−n−m−1b−l +
∞∑
l=1
(l −m)(−l)cl−n−m−1b−l
+
∞∑
l=1
(l)(l − n)cl−n−m−1b−l
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Notice that all but one of these terms are normally ordered already. We use the
anti-commutator to normally-order the third term.
[Lm, Ln] =
0∑
l=−∞
(−l)(l − n)b−lcl−n−m−1 +
m∑
l=−∞
(m− l)(−l)b−lcl−n−m−1
+
0∑
l=m+1
(l −m)(−l)(−b−lcl−n−m−1 + δl−n−m−1,l−1)
+
∞∑
l=1
(l −m)(−l)cl−n−m−1b−l +
∞∑
l=1
(l)(l − n)cl−n−m−1b−l
Grouping the like sums, we find
[Lm, Ln] =
0∑
l=−∞
(−l)(l − n+m− l)b−lcl−n−m−1 −
∞∑
l=1
(l)(l − n− l +m)cl−n−m−1b−l
+
0∑
l=m+1
(l2 −ml)δn+m,0
All terms are now normally ordered, and we see that our formula reduces to
[Lm, Ln] = (m− n)Lm+n −
0∑
l=m+1
l2 −mlδn+m,0
Notice that for m < 0,
∑0
l=m+1 l
2 −ml = ∑|m|l=1 l|m| − l2 we use the sum formulas
m∑
l=1
l2 =
1
6
m(m+ 1)(2m+ 1) and
m∑
l=1
l =
1
2
m(m+ 1)
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to show that the constant term reduces to
0∑
l=m+1
(l2 −ml)δn+m,0 =m1
2
m(m+ 1)− 1
6
m(m+ 1)(2m+ 1)δn+m,0
=
1
2
m(m+ 1)
(
m− 1
3
(2m+ 1)
)
δn+m,0
=
1
2
m(m+ 1)
(
3m− 2(m+ 1)
3
)
δn+m,0
=
1
6
m(m+ 1)(m− 1)δn+m,0
Thus, we have shown that the Ln satisfy the following commutation relation with
c = −2, as desired.
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n
6.2 Lie Derivative and Obsq
In this section, we will compare the action of the Lie derivative on observables to
the action of the Virasoro generators from the previous section. We know that the
Lie derivative Ln acts on differential forms, so it acts on the complexes Obscl(D)
and Obsq(D). We recover observables by taking the cohomology of these complexes;
therefore, before finding the action of Ln on observables, we must check that Ln acts
on the cohomology of Obscl(D) and Obsq(D).
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6.2.1 Ln Acts on Cohomology
To show that the Lie derivative Ln acts on H∗(Obscl(D)), we must check that it
commutes with the cochain map ∂¯ on differential forms in dz and dz¯.
[Ln, ∂¯](f + gdz + hdz¯ + kdzdz¯) = (Ln ◦ ∂¯ − ∂¯ ◦ Ln)(f + gdz + hdz¯ + kdzdz¯)
=Ln
(
∂f
∂z¯
dz¯ − ∂g
∂z¯
dzdz¯
)
− ∂¯
(
−zn+1∂f
∂z
)
− ∂¯
(
−(n+ 1)zng − zn+1∂g
∂z
)
dz
− ∂¯
(
−zn+1∂h
∂z
dz¯
)
− ∂¯
(
−(n+ 1)znk − zn+1∂k
∂z
)
dzdz¯
=
(
−zn+1 ∂
2f
∂z∂z¯
dz¯ + (n+ 1)zn
∂g
∂z¯
dzdz¯ + zn+1
∂2g
∂z∂z¯
dzdz¯
)
−
(
−zn+1 ∂
2f
∂z∂z¯
dz¯ + (n+ 1)zn
∂g
∂z¯
dzdz¯ + zn+1
∂2g
∂z∂z¯
dzdz¯
)
=0
Next, we check that Ln commutes with the BV Laplacian ∆ to show that it acts
on H∗(Obsq(D)). The Lie derivative preserves the exterior power of a ∈ Obsq(D); for
a ∈ Λ≤1(Ω1,∗(X)[1]⊕Ω0,∗(X)[1]), Lna ∈ Λ≤1(Ω1,∗(X)[1]⊕Ω0,∗(X)[1]), which implies
Ln∆(a) = 0 = ∆Ln(a)
For a · b ∈ Λ2(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1]), we have
Ln∆(a · b) =Ln(∆(a)b+ a∆(b) + {a, b})
=Ln
(∫
ab
)
= 0
We wish to show that ∆ and Ln commute, so we now must show that ∆Ln = 0.
∆Ln(a · b) =∆(Ln(a)b+ aLn(b))
=∆Ln(a)b+ Ln(a)∆(b) + {Ln(a), b}+ ∆(a)Ln(b) + a∆Ln(b) + {a,Ln(b)}
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We use ∆(a) = 0 to show that all terms vanish except the two bracket terms. That
is,
∆Ln(a · b) ={Ln(a), b}+ {a,Ln(b)}
=
∫
Ln(a)b+ aLn(b)
=
∫
L(ab)
=
∫
(ιnd+ dιn)(ab)
This integral is non-zero only when ab ∈ Ω1,1(D). In this case, d(ab) = 0, so∫ Ln(ab) = ∫ d(ι(ab)). This integral is zero by Stokes’ theorem. This calculation
extends to higher exterior powers in Obsq(D). Thus, we have shown Ln∆ = 0 = ∆Ln,
so these operators commute.
Because the Lie derivative Ln commutes with ∂¯ and ∆, it acts on the cohomology
of Obscl(D) and Obsq(D).
6.2.2 Action of Ln on bk and ck
Next, we will compute the action of Ln on the disk observables bk and ck inH∗(Obsq(D)).
In particular, we want to show that
Lmbn = (n−m)bn−m = [Lm, bn] and Lmcn = (−n+ 1)cn−m = [Lm, cn]
Recall from Section 5.3 that bk and ck have the following lifts to cohomology
bk = φ(zz¯)z
−k dzdz¯
4pii
ck = φ(zz¯)z
−k dz¯
4pii
for a suitable bump function φ(r2). We can show the desired formulas by using these
lifts to cohomology.
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Lmbn = Ln
(
φ(zz¯)z−k
dzdz¯
4pii
)
= −(m+ 1)zm
(
φ(zz¯)z−n
dzdz¯
4pii
)
− zm+1 ∂
∂z
bn
We know that ∂zbk and (−k−1)bk+1 have the same action when applied to a function
β, so they represent the same cohomology class in H∗(Obsq(D)) = Λ((O(D))∨ ⊕
(Ω1hol(D))∨).
Lmbn = −(m+ 1)zmφ(zz¯)z−ndzdz¯
4pii
− zm+1(−n− 1)φ(zz¯)z−n−1dzdz¯
4pii
= (n−m)φ(zz¯)z−n+mdzdz¯
4pii
= (n−m)bm−n
We find a similar result when applying the Lie derivative to the observables which
are dual to one-forms.
Lmcn = Lm
(
φ(zz¯)z−n
dz¯
4pii
)
= −zm+1 ∂
∂z
cn
= −zm+1(−n− 1)cn+1
= −zm+1(−n− 1)φ(zz¯)z−n−1 dz¯
4pii
= (n+ 1)φ(zz¯)z−n+m
= (n+ 1)cm−n
These formulas can be extended to arbitrary products of observables using the
Leibniz rule.
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6.2.3 Commutation Relations for Ln
The formula for the commutator follows when we apply the results of the previous
section to the Jacobi identity. That is, for any observable a, we have
[Lm, [Ln, a]] + [Ln, [a, Lm]] + [a, [Lm, Ln]] = 0
[Lm, [Ln, a]]− [Ln, [Lm, a]] = [[Lm, Ln], a]
In Section 6.1, we derived the commutator
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δm+n,0
Thus, the above Jacobi identity can be rewritten as
[Lm, [Ln, a]]− [Ln, [Lm, a]] =[[Lm, Ln], a]
=
[
(m− n)Lm+n + c
12
m(m2 − 1)δm+n,0, a
]
=[(m− n)Lm+n, a] +
[ c
12
m(m2 − 1)δm+n,0, a
]
=(m− n)[Lm+n, a]
We now use the fact that Lna = [Ln, a] to write the above formula in terms of the
Lie derivative.
LmLna− LnLma = (m− n)Lm+na
Thus, the Lie derivatives Ln satisfy the commutation relations of a Witt algebra, as
desired.
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Chapter 7
The bc System in Two-Dimensions
Chapter 5 examined observables of the bc system on disks and annuli in C. We may
also study the bc system in higher dimensions because the action of the bc system is
well-defined on any finite-dimensional complex manifold. This chapter will examine
the bc system on C2. In particular, we will derive its factorization algebra and compute
the commutation relations of the observables.
Let E = ΠΩ0,∗[1]⊕ΠΩ2,∗ be the complex of pure odd superforms in dz1, dz¯1, dz2,
and dz¯2, and denote b ∈ ΠΩ0,∗ and c ∈ ΠΩ2,∗[1]. The bc action is again defined as
S(b, c) =
∫
X
b ∧ ∂¯c
for a two-dimensional complex manifold X. We include the shift of degree 1 on
ΠΩ0,∗[1] because the BV formalism requires the symplectic pairing (here, wedge and
integrate) to be of degree 1.
7.1 Factorization Algebra and Observables
The classical BV complex assigns O(E) to each open set U ⊂ C2. By an identical
argument to that of the one-dimensional case in Section 4.4, the classical and quantum
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factorization algebras for the two-dimensional bc system are
Obscl(U) =
(
Λ(Ω2,∗(U)[2]⊕ Ω0,∗(U)[1]), ∂¯)
Obsq(U) =
(
Λ(Ω2,∗(U)[2]⊕ Ω0,∗(U)[1])[~], ∂¯ + ~∆)
=
(
Λ(Ω2,∗(U)[2])⊗ Sym(Ω0,∗(U)[2])[~], ∂¯ + ~∆)
The same proof as in Section 4.4 shows that these are in fact factorization algebras.
Next, we will take the cohomology of these two BV complexes to recover the
classical and quantum observables. By Lemma 5.1.1, polydisks and poly-annuli are
Stein manifolds, so we can use Corollary 5.1.3 to show the following proposition.
Proposition 7.1.1. For any polydisk or poly-annulus U ⊂ C2, the cohomology of the
classical and quantum BV complexes is concentrated in degree 0 and is equal to
H0(Obscl(U)) = Λ(Ω2hol(U)
∨)⊗ Sym(O(U)∨)
H0(Obsq(U)) = Λ(Ω2hol(U)
∨ ⊗ Sym(O(U)∨)⊗ C[~]
Proof. We use the fact that H∗(Λ(C)) = ΛH∗(C) and H∗(Sym(C)) = Sym(H∗(C))
for a cochain complex C, as shown in the proof of Lemma 5.1.4. By Corollary 5.1.3,
H0(Ω2,∗c (U)[2], ∂¯) = (O(U))∨ and H0(Ω0,∗c (U)[2], ∂¯) = (Ω2hol(U))∨
and these are the only non-zero cohomology groups. Thus,
H∗(Obscl(U)) =H0(Λ(Ω2,∗(U)[2])⊗ Sym(Ω0,∗(U)[2]), ∂¯)
=ΛH0(Ω2,∗(U)[2], ∂¯)⊗ SymH0(Ω0,∗(U)[2], ∂¯)
=Λ(O(U))∨ ⊗ Sym(Ω2hol(U))∨
The cohomology of the quantum BV complex can be computed from the spectral
sequence constructed in the proof of Corollary 5.1.5 using the filtration of the complex
Obsq(U) by powers of ~. Again, we find
H∗(Obsq(U)) =H∗(Obsq(U))⊗ C[~]
=Λ(O(U))∨ ⊗ Sym(Ω2hol(U))∨ ⊗ C[~]
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This proposition tells us that the observables are dual to holomorphic functions
and two-forms. We will denote these observables as follows.
bm,n : β(z1, z2) ∈ O(U) 7→ 1
(2pii)2
∮
β(z1, z2)dz1dz2
(z1 − x1)m+1(z2 − x2)n+1
cm,n : γ(z1, z2)dz1dz2 ∈ Ω2hol(U) 7→
1
(2pii)2
∮
γ(z1, z2)dz1dz2
(z1 − x1)m+1(z2 − x2)n+1
7.2 Commutators of bm,n and cm,n
Our goal in this section is to find the commutators of observables in the cohomology
H∗(Obsq(U)). To do so, we first need lifts to cohomology for these observables.
bm,n = ϕ(z1z¯1, z2z¯2)z
−m
1 z
−n
2
dz1dz¯1dz2dz¯2
(4pii)2
cm,n = −ϕ(z1z¯1, z2z¯2)z−m1 z−n2
dz¯1dz¯2
(4pii)2
where ϕ(r21, r
2
2) = φ1(r
2
1)φ2(r
2
2) has the properties supp{ϕ} ⊂ U and
∫∞
0
φ1(r
2
1)r1dr1 =
1 and
∫∞
0
φ2(r
2
2)r2dr2 = 1.
We can check that these are the correct lifts by showing that they return the
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correct term of a Laurent expansion when paired with a function or two-form.∫
β(z1, z2)bm,n =
∫ ∑
k1,k2∈Z
βk1,k2z
k1
1 z
k2
2 ϕ(r
2
1, r
2
2)z
−m
1 z
−n
2 dz1dz¯1dz2dz¯2
=
∑
k1,k2∈Z
βk1,k2
(∫
φ1(r
2
1)z
−m
1 z
k1
1
dz1dz¯1
4pii
)(∫
φ2(r
2
2)z
−n
2 z
k2
2
dz2dz¯2
4pii
)
=
∑
k1,k2∈Z
βk1,k2
(∫
φ1(r
2
1)r
k1−m+1dr1
)(
1
2pi
∫
ei(k1−m)θ1dθ1
)
·
(∫
φ1(r
2
2)r
k2−n+1dr2
)(
1
2pi
∫
ei(k2−n)θ2dθ2
)
=
∑
k1,k2∈Z
βk1,k2δk1,mδk2,n
=βn,m
∫
γ(z1, z2)dz1dz2cm,n =
∫ ∑
k1,k2∈Z
−γk1,k2zk11 zk22 dz1dz2ϕ(r21, r22)z−m1 z−n2 dz¯1dz¯2
=
∑
k1,k2∈Z
γk1,k2
(∫
φ1(r
2
1)z
−m
1 z
k1
1
dz1dz¯1
4pii
)(∫
φ2(r
2
2)z
−n
2 z
k2
2
dz2dz¯2
4pii
)
=
∑
k1,k2∈Z
γk1,k2
(∫
φ1(r
2
1)r
k1−m+1dr1
)(
1
2pi
∫
ei(k1−m)θ1dθ1
)
·
(∫
φ2(r
2
2)r
k2−n+1dr2
)(
1
2pi
∫
ei(k2−n)θ2dθ2
)
=
∑
k1,k2∈Z
γk1,k2δk1,mδk2,n
=γn,m
We will use these lifts to derive the commutation relations of the classical and
quantum observables.
Proposition 7.2.1. The classical and quantum observables are anti-commutative on
a poly-annulus A ⊂ C2.
Proof. The proof follows very closely with that of Lemma 5.2.3. We will find some
α ∈ O(A)∨ ⊗ Ω2hol(A)∨ such that ∂¯α and (∂¯ + ~∆)(α) are equal to a commutator
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of interest. This will show that this commutator is in the image of the classical and
quantum BV differentials, and therefore is zero in cohomology. As was true in Lemma
5.2.3, we must multiply observables using radial ordering. Let A1, A2, A3 be annuli
contained in A of decreasing radii in both directions r1 and r2. As well, let bim,n and
cim,n denote observables supported on Ai. Then, define the following lifts
α = −Φ(z1z¯1, z2z¯2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· c2n1,n2
β = −Φ(z1z¯1, z2z¯2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· b2n1,n2
γ = −Φ(z1z¯1, z2z¯2)z−m11 z−m2−12
dz¯1
(4pii)2
· c2n1,n2
where Φ(z1z¯1, z2z¯2) = φ
1
1(r
2
1)
∫ r22
0
φ12(s)ds−φ31(r21)
∫ r22
0
φ32(s)ds with φ
i supported on Ai.
We now apply the classical and quantum BV differentials to α.
(∂¯ + ~∆)α =(∂¯ + ~∆)(−Φ(z1z¯1, z2z¯2))z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· c2n1,n2
=
∂Φ
∂z2
z−m11 z
−m2−1
2
dz1dz¯1dz2dz¯2
(4pii)2
· c2n1,n2
− ~∆Φ(z1, z2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· c2n1,n2
=(φ11(r
2
1)φ
1
2(r
2
2)z2 − φ31(r21)φ32(r22)z2)z−m11 z−m2−12
dz1dz¯1dz2dz¯2
(4pii)2
· c2n1,n2
− ~∆Φ(z1, z2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· c2n1,n2
=(b1m1,m2 − b3m1,m2) · c2n1,n2 − ~∆Φ(z1, z2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)
· c2n1,n2
=(b1m1,m2 − b3m1,m2) · c2n1,n2 − ~{Φ(z1, z2)z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
, c2n1,n2}
=(b1m1,m2 − b3m1,m2) · c2n1,n2 − ~
∫
U
Φ(z1, z2)z
−m1
1 z
−m2
2
dz1dz¯1dz2
(4pii)2
· c2n1,n2
The integral in the last line is zero because the integrand contains dz1dz¯1dz2dz¯1dz¯2.
We can use the fact that bm1,m2 ·cn1,n2 is in O(U)∨⊗Ω2hol(U)∨) to show that the above
formula reduces to
(∂¯ + ~∆)α = [bm1,m2 , cn1,n2 ]
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so this commutator is zero in H∗(Obsq(A)). Since ∆α = 0, it follows from the above
calculation that ∂¯α = [bm1,m2 , cn1,n2 ], so this commutator is also zero in the classical
BV cohomology.
Similarly, applying the BV differential to β, we find
(∂¯ + ~∆)β =(∂¯ + ~∆)(−Φ(z1z¯1, z2z¯2))z−m11 z−m2−12
dz1dz¯1dz2
(4pii)2
· b2n1,n2
=(b1m1,m2 − b3m1,m2) · b2n1,n2 − ~
∫
Φ(z1z¯1, z2z¯2)z
−m1
1 z
−m2−1
2
dz1dz¯1dz2
(4pii)2
· b2n1,n2
=(b1m1,m2 − b3m1,m2) · b2n1,n2
The integral in the above computation vanishes because the integrand contains the
7-form dz1dz¯1dz2dz1dz¯1dz2dz¯2. Again using the fact that we are working with anti-
symmetric tensors, the above formula reduces to
∂¯β = (∂¯ + ~∆)β = [bm1,m2 , bn1,n2 ]+
Lastly, we apply the BV differential to γ.
(∂¯ + ~∆)γ =(∂¯ + ~∆)(−Φ(z1z¯1, z2z¯2))z−m11 z−m2−12
dz¯1
(4pii)2
· c2n1,n2
=(c1m1,m2 − c3m1,m2) · c2n1,n2 − ~
∫
Φ(z1z¯1, z2z¯2)z
−m1
1 z
−m2−1
2
dz¯1
(4pii)2
· c2n1,n2
=(c1m1,m2 − c3m1,m2) · c2n1,n2
=c1m1,m2 · c2n1,n2 − c2n1,n2 · c3m1,m2
This shows that [cm1,m2 , cn1,n2 ] is zero in both the classical and quantum BV coho-
mologies, as desired.
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Chapter 8
Global Observables
Chapter 5 and Chapter 7 examined observables of the bc system on disks and annuli
in C and C2. In this chapter, we will study observables on compact manifolds X of
complex dimension 1 or 2. Our goal to show that the global quantum observables
on X are one-dimensional. To prove this result, we first need some background on
spectral sequences.
8.1 Spectral Sequence of a Filtered Cochain Complex
A spectral sequence is a collection of pages, denoted Er for r ∈ N, each with a
differential dr such that Er+1 = H
∗(Er, dr). Each page is organized into terms Ep,qr
for p, q ∈ Z, and the differential acts on these terms by dr : Ep,qr → Ep+r,q−r+1r .
A cochain complex C∗ with descending filtration . . . ⊃ F pC∗ ⊃ F p+1C∗ ⊃ . . .
has a corresponding spectral sequence whose zeroth page is given by Ep,q0 = G
pCp+q
where GpC∗ = F pC∗/F p+1C∗ is the associated graded. Each page of this spectral
sequence gives a closer approximation of the cohomology of the cochain complex.
The page E∞ is equal to the cohomology of the original cochain complex, and we
say that the spectral sequence converges to E∞. We say that the spectral sequence
collapses if there is some N for which all differentials dr are the zero map for r ≥ N .
If the spectral sequence collapses, then all pages beyond the rth page are the same
because H∗(Ek, 0) = Ek, so we know how the spectral sequence converges. That is,
if it collapses at the Nth page, then E∞ = Er for all r ≥ N . The spectral sequence
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we construct to compute H∗Obsq(X) will collapse after the first page.
8.2 A Useful Lemma
The spectral sequence for Obsq(X) will require us to compute H∗(H∗(Obscl(X)), ~∆),
where ∆ is the BV Laplacian. For a compact manifoldX, we will find thatH∗(Obscl(X))
is finitely generated by m even variables and m odd variables. Thus, we can think
of H∗(Obscl(X)) as isomorphic to the space of polyvector fields on an m-dimensional
manifold. This allows us to use the definition of ∆ in local coordinates from Section
2.3 to compute the desired cohomology. The following lemma will be used to show
that this cohomology is one-dimensional.
Lemma 8.2.1. Let xi be anti-commuting variables and ζi be commuting variables.
Let ∆ =
∑N
i=1
∂
∂xi
∂
∂ζi
. The cohomology of (C[x1, . . . , xN , ζ1, . . . , ζN ],∆) is generated
by x1 . . . xN and is therefore one-dimensional.
Proof. We will prove this lemma by induction on N = number of even/odd variables.
For N = 1, we wish to compute the cohomology of C[x, ζ] so we must determine
how ∆ acts on an arbitrary α ∈ C[x, ζ]. We know C[x, ζ] = span{x, ζ, xζ, ζ2, xζ2, . . .}.
Applying ∆ to each of these terms, we find:
∆(x) =
∂
∂x
∂
∂ζ
(x) = 0
∆(ζn) =
∂
∂x
∂
∂ζ
(ζn) = 0
∆(xζn) =
∂
∂x
∂
∂ζ
(xζn) = nζn−1
So, Im(∆) = span{ζn|n > 0} and Ker(∆) = {x, ζn|n > 0}. Therefore,
H∗(C[x, ζ]) = Ker(∆)/Im(∆) = span{x, ζn|n > 0}/span{ζn|n > 0} = span{x}
Thus, H∗(C[x, ζ]) = Cx is one dimensional, as desired.
Next, assume the lemma holds, H∗(C[x1, . . . , xN , ζ1, . . . , ζN ],∆) = span{x1 . . . xN}
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for N = k. We can decompose an arbitrary α ∈ C[x1, . . . , xk+1, ζ1, . . . , ζk+1] as
α =
∑
n∈N
(
ζnk+1α0,n + xk+1ζ
n
k+1α1,n
)
where α0,n, α1,n ∈ C[x1, . . . , xk, ζ1, . . . , ζk]. As well, we can decompose ∆ as
∆ =
k∑
i=1
(
∂
∂xi
∂
∂ζi
)
+
∂
∂xk+1
∂
∂ζk+1
= ∆k +
∂
∂xk+1
∂
∂ζk+1
Applying ∆ to α, we get:
∆α =∆
∞∑
n=0
(
ζnk+1α0,n + xk+1ζ
n
k+1α1,n
)
=∆k
∞∑
n=0
(
ζnk+1α0,n + xk+1ζ
n
k+1α1,n
)
+
∂
∂xk+1
∂
∂ζk+1
∞∑
n=0
(
ζnk+1α0,n + xk+1ζ
n
k+1α1,n
)
=
∞∑
n=0
(
ζnk+1∆kα0,n + xk+1ζ
n
k+1∆kα1,n + nζ
n−1
k+1α1,n
)
We will now describe properties of α ∈ Ker(∆) and α ∈ Im(∆) to move toward our
goal of finding H∗(C[x1, . . . , xk+1, ζ1, . . . , ζk+1],∆) = Ker(∆)/Im(∆). If α ∈ Ker(∆),
then
∆α =
∞∑
n=0
(
ζnk+1∆kα0,n + xk+1ζ
n
k+1∆kα1,n + nζ
n−1
k+1α1,n
)
= 0
The second term is the only one that depends on xk+1, so ∆kα1,n = 0 for all n ∈ N.
Therefore, the first and third terms must cancel, so by combining similar powers of
ζk+1, we see nα1,n = −∆kα0,n−1 for n ≥ 1. Thus, if ∆α = 0, we can rewrite α as
α =
∞∑
n=0
(
ζnk+1α0,n + xk+1ζ
n
k+1α1,n
)
=
∞∑
n=0
ζnk+1α0,n +
∞∑
n=1
xk+1ζ
n
k+1
(
− 1
n
∆kα0,n−1
)
+ xk+1α1,0
=
∞∑
n=0
(
ζnk+1 −
1
n+ 1
xk+1ζ
n+1
k+1∆k
)
α0,n + xk+1α1,0
Thus, we have shown that Ker(∆) contains only polynomials of this form.
For α of this form, we have two cases: α1,0 = 0 and α1,0 6= 0 in cohomology.
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Case 1: α1,0 = 0 in cohomology.
In this case, there exists β ∈ C[x1, . . . , xN , ζ1, . . . , ζN ] such that ∆β = α:
∆β =∆
∞∑
n=0
1
n+ 1
xk+1ζ
n+1
k+1α0,n
=
∞∑
n=0
(
ζnk+1α0,n −
1
n+ 1
xk+1ζ
n+1
k+1∆k
)
α0,n
=α
Therefore, in this case, α ∈ Im(∆) so polynomials of this form are zero in cohomology.
Case 2: α1,0 6= 0 in cohomology.
By the inductive hypothesis, [α1,0] 6= 0 implies that [α1,0] = [x1 . . . xk], because
H∗(C[x1, . . . , xk, ζ1, . . . , ζk],∆) = span{x1 . . . xk}
In this case, α has the form:
α =
∞∑
n=0
(
ζnk+1 −
xk+1ζ
n+1
k+1
n+ 1
∆k
)
α0,n + xk+1α1,0
From case 1 above, we know that the first term is equal to zero in cohomology. Thus,
in this case, [α] = [xk+1α1,0] = [x1 . . . xk+1], generates the cohomology for N = k + 1.
Thus, the lemma is proven by induction.
8.3 The Spectral Sequence When dimC(X) = 1
The quantum BV complex for the bc system on X has a filtration for p ≤ 0 given by
F pObsq(X) =F pΛ(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])[~]
=Λ≤−p
(
Ω1,∗(X)[1]⊕ Ω0,∗(X)[1]) [~]
This is a decreasing filtration, F pObsq(X) ⊃ F p+1Obsq(X), and ∩p∈ZF pObsq(X) = 0
because F pObsq(X) = 0 for p > 0. Notice that the cochain map ∂¯ + ~∆ preserves
the filtration:
∂¯ : Λ−p(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])→ Λ−p(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])
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~∆ : Λ−p(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])→ Λ−p−2(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])
From this filtration, we find that the associated graded is
GpObsq(X) = F pObsq(X)/F p+1Obsq(X) = Λ−p
(
Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])
The cochain map ∂¯ + ~∆ gives rise to an induced map on the associated graded. As
shown above, ∂¯ preserves the grading, but ∆ lowers the exterior power of an element
of Obsq(X). Therefore, ∆ = 0 on GpObsq(X), so the induced cochain map on the
associated graded is ∂¯.
We can now construct the zeroth page of the spectral sequence to compute the co-
homologyH∗Obsq(X) for a compact Riemann surfaceX using this gradingGpObsq(X)
and its induced cochain map ∂¯. As stated above, the zeroth page of the spectral se-
quence is given by Ep,q0 = G
pCp+q. In our case,
Ep,q0 = G
pCp+q = Λ−p(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1])
which is non-zero for p ≤ 0, q ≥ −1. Below, the first few entries of the zeroth page
are written out, taking into account the degree shift of −1 on our complex.
...
...
. . . E−1,10 = Λ
1
(
Ω1,1(X)⊕ Ω0,1(X)) E0,10 = 0
. . . E−1,00 = Λ
1
(
Ω1,0(X)⊕ Ω0,0(X))
∂¯
6
E0,00 = Λ
0
(
Ω1,1(X)⊕ Ω0,1(X))
∂¯
6
. . . E−1,−10 = 0
∂¯
6
E0,−10 = Λ
0
(
Ω1,0(X)⊕ Ω0,0(X))
∂¯
6
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Notice that the pth column of the zeroth page is given by the pth exterior power
Λp(Ω1,∗(X)[1]⊕Ω0,∗(X)[1]), so the zeroth page recovers the original complex Obsq(X),
as desired.
The first page of the spectral sequence is given by the cohomology of the zeroth
page with respect to the induced differential ∂¯. That is,
E1 =H
∗(Λ(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1]), ∂¯)
=H∗(Obscl(X)
We know that for any graded cochain complex, H∗(GpC) = GpH∗(C). Therefore,
the pth column of the first page is given by
Ep,∗1 =H
∗(GpObscl(X))
=H∗(Λ−p(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1]), ∂¯)
=Λ−pH∗(Ω1,∗(X)[1]⊕ Ω0,∗(X)[1], ∂¯)
The cohomology groups H∗(Ω1,∗(X)[1]⊕Ω0,∗(X)[1], ∂¯) are exactly the Dolbeault co-
homology groups of the manifold X, which will be denoted by Ha,b(X) = Hb(Ωa,∗(X)).
As well, we will denote ha,b = dim(Ha,b(X)). WhenX is a Riemann surface (dimC(X) =
1), the only non-zero Dolbeault cohomology groups occur for a, b = 0, 1. Therefore,
the only non-zero cohomology groups of our shifted complex Obsq(X) will be in de-
grees −1 and 0, so the only non-zero elements of the first page are Ep,q1 for q = −p or
q = −p− 1.
To finish the construction of the first page, we need to define the differential ∂1 on
E1. By definition, an element α ∈ Ep,q1 is a cohomology class which can be represented
by [x] for x ∈ F pCp+q such that (∂¯ + ~∆)x ∈ Gp+1Cp+q+1. Recall from above that ∂¯
preserves the degree of the filtration and ∆ lowers the degree by two. Therefore, ∂¯
must act by zero on x, so the differential on the first page is ∂1 = ~∆.
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Using the above definition of E−p,q1 and the differential ~∆, we can construct the
first few entries of the first page of the spectral sequence.
...
...
~∆- E−1,11 = H1(Λ1(Ω1,∗(X)⊕ Ω0,∗(X)))[~]
~∆ - E0,11 = 0
~∆- E−1,01 = H0(Λ1(Ω1,∗(X)⊕ Ω0,∗(X)))[~]
~∆- E0,01 = H1(Λ0(Ω1,∗(X)⊕ Ω0,∗(X)))[~]
~∆ - E−1,−11 = 0
~∆- E0,−11 = H0(Λ0(Ω1,∗(X)⊕ Ω0,∗(X)))[~]
Notice that the pth column of the first page is given by H∗(Λp(Obscl(X))[~]) =
ΛpH∗(Obscl(X)[~]) = ΛpH∗,∗(X), as desired. On a Riemann surface X, the Dolbeault
cohomology groups H∗,∗(X) are finite dimensional. From [22], we know
hp,q =

1 (p, q) = (0, 0) or (1, 1)
Arithmetic genus of X (p, q) = (1, 0) or (0, 1)
0 otherwise
The second page of the spectral sequence is given by the cohomology of the first
page: E2 = H
∗(ΛObscl(X)[~],∆). Notice that H∗(Obscl(X)) is itself a complex
with H1,0(X) and H0,0(X) in degree −1, and H1,1(X) and H0,1(X) in degree 0.
Thus, we can think of the generators of H1,0(X) and H0,0(X) as anti-commuting
variables ζi and the generators of H
0,1(X) and H1,1(X) as commuting variables xi.
By the above statement about hp,q, we see that H∗(Obscl(X)) has the same number
of even and odd generators, so ΛH∗(Obscl(X)) can be represented by the polynomial
algebra C[x1, . . . , xN , ζ1, . . . , ζN ] where the xi are anti-commuting variables and the
ζi are commuting variables. This statement shows that we can apply Lemma 8.2.1 to
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compute the cohomology of ΛH∗(Obscl(X)) with respect to the differential ~∆.
Lemma 8.2.1 shows that
E2 = H
∗(ΛH∗(Obscl(X))[~], ~∆) = H∗(C[x1, . . . , xN , ζ1, . . . , ζN ],∆)
is one-dimensional. As well, the lemma tells us that the generator of this coho-
mology is x1 . . . xN , so the only non-zero entry on the second page is E
−N,N
2 =
H0(ΛNH∗(Obscl(X))[~], ~∆). Therefore, the spectral sequence collapses at this page,
which shows 1 = dim(E2) = dim(E∞) = dim(H∗Obs
q(X)).
8.4 The Spectral Sequence When dimC(X) = 2
Recall from Chapter 7 that the factorization algebra for the two-dimensional bc system
associates to each open set the cochain complex
Obsq(X) =
(
Λ(Ω2,∗(X)[2]⊕ Ω0,∗(X)[1]), ∂¯ + ~∆)
=(Λ(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2]), ∂¯ + ~∆)
We use the same filtration of this complex as in the one-dimensional case. For p ≤ 0,
F pObsq(X) =F pΛ(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2])
=⊕k+l≤−p Λk(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2])
The zeroth page of the specral sequence is given by E0 = Obs
q(X) with terms
Ep,q0 = ⊕pk=0Λk(Ω2,∗(X)[2])⊗ Symp−k(Ω0,∗(X)[2])
Again, ∂¯ preserves the degree of the filtration and ∆ raises the degree, so the differ-
ential on the zeroth page is ∂¯.
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The first page is given by the cohomology of the zeroth page
E1 = H
∗(GpObsq(X), ∂¯) = GpH∗(Obscl(X))
That is, the first page consists of the Dolbeault cohomology groups
H∗(E0, ∂¯) =H∗(Λ(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2]), ∂¯)
=ΛH∗(Ω2,∗(X)[2])⊗ SymH∗(Ω0,∗(X)[1], ∂¯)
The terms on E1 are
Ep,q1 = ⊕pk=0ΛkHp+q(Λ(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2])
Again, the differential on the first page is ∂1 = ~∆. By Proposition 7.1.1, Ep,q1 is
non-zero only when p+ q = 0.
We again want to apply Lemma 8.2.1 in order to compute the second page of this
spectral sequence. Notice that H∗(Λ(Ω2,∗(X)[2])⊗ Sym(Ω0,∗(X)[2]), ∂¯) is a complex
with H2,∗(X) and H0,∗(X) in the same degree. Therefore, Hp,q(X) and H2−p,2−q(X)
have the same parity. However, we are taking exterior products of H2,∗(X) and sym-
metric products of H0,∗(X). Thereore, we can think of ΛH2,∗(X) ⊗ SymH0,∗(X)
as generated by N odd and N even variables. We know that there are the same
number of even and odd generators because Ωp,q(X) and Ω2−p,2−q(X) are dual, so
dim(Hp,q(X)) = dim(H2−p,2−q(X)). Therefore, we can think of ΛH∗(Ω2,∗(X)[2]) ⊗
SymH∗(Ω0,∗(X)[2]) as the polynomial algebra C[x1, . . . , xN , ζ1, . . . , ζN ]. This is ex-
actly what is required to apply Lemma 8.2.1.
The second page of this spectral sequence is given by
E2 =H
∗(ΛH∗(Ω2,∗(X)[2])⊗ SymH∗(Ω0,∗(X)[2])[~], ~∆)
∼=H∗(C[x1, . . . , xN , ζ1, . . . , ζN ],∆)
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This cohomology is one-dimensional by Lemma 8.2.1. As well, the lemma tells us that
the cohomology is generated by [ζ1 . . . ζN ], so the only non-zero entry on the second
page is E−N,N . Therefore, the spectral sequence again collapses at the second page,
so we have the result
1 = dim(E2) = dim(E∞) = dim(H∗(Obs
q(X)))
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