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ABSTRAKT 
Práce v úvodu naznačuje historii vzniku moderních grafických procesorů. V teoretické 
části textu je popsáno minimum k programovacímu modelu nutnému k naprogramování 
jednoduchých DSP algoritmů. Další část potom zpracovává tři běžné algoritmy pro 
zpracování signálu - filtr s konečnou impulsní odezvou, naivní implementaci diskrétní 
kosinové transformace typu II. a rychlou Fourierovu transformaci. Pro demonstraci 
paralelních možnosti GPU byl vybrán algoritmus kódování obrazových dat JPEG 
komprese, na kterém jsou dobře patrné výhody i nevýhody paralelního zpracování dat a 
kompromisy, po kterých je nutné sáhnout. 
KLÍČOVÁ SLOVA 
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ABSTRACT 
In the introduction, the bachelor thesis outlines the origins of modern graphic 
processors. The theoretical part of the text describes the minimum of required 
information from parallel programming model essential to program simple DSP 
algorithms. The next part elaborate on three common DSP algorithms, finite impulse 
response filter, naive implementation of discrete cosine transform type II, and fast 
Fourier transform. To demonstrate parallel capability of GPU, algorithm for JPEG 
compression was chosen as JPEG compression is favorable because it illustrates both 
advantages and disadvantages of parallel data processing on GPU, and compromises 
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Grafický procesor GPU (anglicky Graphical Processing Unit) je specializovaný 
elektronický obvod určený ke zpracování, manipulaci s grafickými daty a následné 
zobrazení výstupu na displeji. GPU se používají v široké škále zařízení od vestavných 
systémů, přes mobilní telefony a herní konzole k osobním počítačům a pracovním 
stanicím. Moderní GPU obsahují desítky až tisíce výpočetních jednotek uzpůsobených k 
paralelnímu zpracování velkých bloků dat.  
 První grafické procesory se začaly objevovat v 80 letech minulého století 
například TMS34010 od Texas Instruments, okolo roku 2000 se začaly objevovat 
grafické procesory jako spotřební zboží k akceleraci 3D enginů her od firem 3Dfx, ATI, 
NVIDIA a dalších. K nejznámějším patří GeForce 256 firmy NVIDIA [1].  
 Přibližně v této době následují první pokusy o využití grafických karet k 
obecným výpočtům prostřednictvím rozhraní GLSL (GL Shading Language) OpenGL. 
 V roce 2006 NVIDIA uvedla na trh grafické čipy řady GeForce 8, kde použila 
unifikované shadery, které mohou vykonávat funkci vertex, geometry i pixel shaderů, 
kvůli lepší využitelnosti hardwaru pro různé typy scén.  Na začátku roku 2007 pak 
uvádí první verzi CUDA SDK. CUDA (Compute Unified Device Architecture) je 
platforma a programovací model pro obecné výpočty na grafické kartě. 
 V teoretické části textu je popsáno minimum k programovacímu modelu 
nutnému k naprogramování jednoduchých algoritmů. Praktická část potom zpracovává 
tři běžné algoritmy pro zpracování signálu, filtr s konečnou impulsní odezvou, naivní 
implementaci diskrétní kosinové transformace typu II a rychlou Fourierovu 
transformaci. Pro demonstraci paralelních možností zpracování na GPU byl zvolen 
algoritmu kódování JPEG obrázku. 
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1 VYUŽITÍ GRAFICKÉHO PROCESORU K 
OBECNÝM VÝPOČTŮM 
V následujícím textu je představen stručný úvod do historie a problematiky 
programování v prostření CUDA. 
1.1 Srovnání GPU a CPU 
Dnešní výkonné grafické procesory vznikly na požadavek trhu pro akceleraci herních 
3D scén a především velké obliby 3D akčních titulů. GPU je paralelní, mnohovláknový 
a mnoho jádrový hardware s velkým výpočetním výkonem a velkou paměťovou 
datovou propustností. Vývoj výkonu GPU a CPU ukazují obrázky 1.1 a 1.2. 
 
Obr.  1.1: Graf vývoje výkonu GPU a CPU [2] 
 
Obr.  1.2: Graf vývoje datové propustnosti GPU a CPU [2] 
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Typické grafické procesory z horních cenových pater jsou řádově výkonnější než 
o odpovídající  procesory. Rozdíl je způsobený především architekturou, kde u 
grafických procesorů je plocha křemíku věnována především výpočetním jádrům a 
méně kontrolní logice a vyrovnávacím pamětem, naopak u typického procesoru x86 je 
největší část plochy křemíku věnována právě především vyrovnávací paměti, jak je 
naznačeno na obrázku 1.3. 
 
Obr.  1.3: Schéma rozložení GPU a CPU na plochu křemíku [2] 
Grafický procesor exceluje v aplikacích, kde je stejný programový kód vykonáván 
na velkém množství datových elementů paralelně a intenzivně využívá aritmetické 
operace. Paralelní zpracování klade menší nároky na řídící logiku, a protože se kód s 
velkým počtem instrukcí vykonává na velkém množství dat, latence paměti může být 
skryta za výpočty [2].  
 Tato architektura je výhodná pro zpracování dat 3D scén, kde je třeba zpracovat 
velké množství pixelů a vertexů, které jsou zpracovány v mnoha paralelních vláknech. 
Stejně tak se hodí pro obecné zpracování signálu, jako zpracování obrazových dat, 
kódování a dekódování videa, 3D video, rozpoznávání obrazců, případně počítačové 
vidění. Z oblasti mimo zpracování obrazových dat pak fyzikální simulace, molekulární 
dynamika, zpracování dat z genomu ve výpočetní biologii nebo vývoj nových léčiv.  
 
1.2 CUDA architektura pro obecné paralelní výpočty 
CUDA představuje vývojové prostředí, které prostřednictvím extenze programovacího 
jazyka C pohodlně zpřístupňuje programování grafického procesoru. Nicméně pro 
programování grafického procesoru existuje celá řada dalších aplikačních rozhraní nebo 
rozhraní na bázi direktiv jazyka pro další programovací jazyky jako Fortran, 
DirectCompute, OpenCl,  OpenACC, Python. Dále existují obsáhlé knihovny pro 
akceleraci výpočtů cuFFT, cuBLAS, cuSPARSE, cuRAND, případně akcelerované 
balíky matematického softwaru jako MATLAB nebo Mathematica [2].  
 
1.3 Model paralelního programování 
CUDA definuje jako extenzi jazyka C funkce zvané kernel, který je volán N krát 
paralelně různými vlákny. Tento způsob volání je výrazně odlišný od volání běžné C 
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funkce, která je volána pouze jednou. Kernel je definován deklarací __global__  a počet 
volání je udáno v trojitých závorkách kernel<<<…>>>(…);. Každé vlákno je 
identifikováno pomocí vestavěné proměnné threadIdx.  Jednotlivá vlákna jsou 
organizována do tzv. warpu po 32. Pro dosažní optimálního výkonu by tedy počet 
vláken v jednom bloku měl být násobkem 32. 
 Následující fragment kódu ukazuje rozdíl mezi ANSI C a odpovídajícím kódem 
s extenzí CUDA. 
// funkce v C 
void vectorAdd(float *a, float *b, float *c, int N) 
{ 
 for (int i = 0; i< N; i++) 
 { 






 float a[N], b[N], c[N]; 
 ... 
 //volani funkce 




#define N 1024 
 
// Kernel CUDA 
__global__ void vectorAdd(float *a, float *b, float *c) 
{ 
 int i = threadIdx.x;   






 float a[N], b[N], c[N]; 
 ... 
 //vykonani kernelu 




Vestavěná proměnná threadIdx je vektor se třemi komponenty, takže vlákna 
mohou být organizována do jednorozměrného až třírozměrného bloku. Maximální 
velikost jednotlivých rozměrů jsou omezeny, protože všechna vlákna v jednom bloku 
sdílejí jedno jádro multiprocesoru a tedy i dostupnou paměť, hodnoty jsou dány 
vlastnostmi konkrétního hardwaru (compute capability).  
 Jednotlivé bloky vláken pak mohou být organizovány do jednorozměrného až 
třírozměrného gridu. Identifikace jednotlivých bloků je dostupná opět přes vestavěnou 
proměnnou blockIdx. Jednotlivé rozměry bloku a gridu jsou pak přístupné pomocí 
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vestavěných proměnných gridDim a blockDim [2]. Následující kód naznačuje využití 
více rozměrných bloků i gridu. 
 
// Kernel CUDA 
__global__ void vectorAdd(float *a, float *b, float *c) 
{ 
 int tid = threadIdx.x + threadIdx.y * blockDim.x; 
 int block = (blockIdx.y * gridDim.x + blockIdx.x) * blockDim.x * 
blockDim.y; 
 a += block; 
 b += block; 
 c += block; 







 //vykonani kernelu 
 dim3 threadsInBlock(16,16); 
 dim3 numberOfBlocs(1024,1024); 




1.4 Paměťový model grafických procesorů NVIDIA 
Lokální paměť je k dispozici každému vláknu a je uložena v registrech procesoru. Pro  
compute capability 2.1 je k dispozici maximálně 63 32 bitových registrů, celkový počet 
32 bitových registrů v tomto procesoru je 32768 (128kB), tedy pro více vláken než 512, 
počet registrů na jedno vlákno klesá. V případě překročení počtu dostupných registrů na 
vlákno, kompilátor generuje automatické lokální proměnné uložené v pomalé globální 
paměti, což může mít vliv na výkon aplikace. 
 Sdílená paměť leží na čipu procesoru, ale je o něco pomalejší než registry. Je 
deklarovaná deklarací __shared__ , umožňuje komunikaci mezi vlákny v rámci 
jednoho bloku a funguje jako programovatelná vyrovnávací paměť. Sdílená paměť je 
organizovaná do bank, a je potřeba zajistit, aby jednotlivá vlákna přistupovala naráz do 
různých bank. Při přístupu do stejné banky dojde ke konfliktu a kód je místo paralelního 
zpracování zpracován sériově a tím negativním dopadu na výkon aplikace. 
 Globální paměť leží mimo čip procesoru a je realizovaná DRAM. Nevýhoda 
globální paměti je její latence, typicky 400 – 600 hodinových cyklů. Latence globální 
paměti je možné skrýt vhodnou volbou matematické zátěže kernelu, kdy v průběhu 
výpočtů jsou načítána další data a výpočty v jednotlivých vláknech takto skrývají 
latenci paměti pro načtení dat pro další vlákna. Pro dosažení maximální propustnosti je 
potřeba aby vlákna načítala data ze sousedících adres, v takové případě jsou čtena po 
128 bitech a je plně využita paměťová sběrnice - tento postup se označuje jako 
coalesced read/write. 
 6
 V globální paměti leží další paměťové prostory. Konstantní paměť, omezená 
velikostí 65KB, je optimalizovaná k uložení dat, která čtou jednotlivá vlákna naráz z 
jedné adresy. Tato paměť je deklarovaná deklarací __constant__. S výhodou ji lze 
využít například k uložení koeficientů filtru. Tato paměť má na čipu vyrovnávací paměť 
a přístup tedy bude rychlejší než z globální paměti. Další paměťový prostor, texturová 
paměť je optimalizovaná pro přístup k vícerozměrným datům, kde je třeba číst data, 
která tvoří obrazec [2]. Celý model je vidět na obrázku 1.4. 
 
 






2 EXPERIMENTÁLNÍ ČÁST  
V této kapitole jsou ukázány jednoduché implementace algoritmů pro zpracování 
signálu a použité vývojové prostředí. 
2.1 Popis použitého hardwaru  
K experimentům byla použita grafická karta GT540M s architekturou s kódovým 
označením Fermi a compute capability 2.1. Tabulka 2.1 uvádí limitující parametry pro 
návrh algoritmu. 
Tab. 2.1: Výběr důležitých limitujících parametrů pro návrh algoritmů. 
Počet multiprocesorů 2 
Počet výpočetních jednotek multiprocesoru 48 
Počet speciálních matematických jednotek multiprocesoru 8 
Maximální rozměr bloku x, y   1024 
Maximální počet vláken na multiprocesor  1536 
Počet registrů v multiprocesoru 32768 
Maximální počet registrů na vlákno  63 
Maximální velikost sdílené paměti v multiprocesoru 48kB 
Velikost warpu    32 
 
2.2 Vývojové prostředí  
K vývoji a kompilaci bylo použito prostředí Visual studio 2010 s nainstalovaným 
CUDA Toolkit verze 4.2. Pro kontrolu výsledků byl použit Compute Visual Profiler 
verze 4.0.17. Jako další kontrola sloužil náhled vytvořeného PTX (Parallel Thread 
Execution) kódu, především ke kontrole jestli kompilátor negeneruje automatické 
proměnné mapované do globální paměti. Použité nastavení přepínačů kompilátoru 
uvádí tabulka 2.2, ostatní přepínače zůstaly beze změny. 
Tab. 2.2: Nastavení přepínačů kompilátoru 
C iterleaved in PTXAS Output  Yes 
Code Generation 
Generovaný kód je pro verzi compute capability 2.0 a vyšší 
compute_20, sm_20 
Verbose PTXAS Output 







2.3 Jednoduché algoritmy pro zpracování signálů na 
grafickém procesoru NVIDIA 
Paralelní zpracování signálu je vhodné pro nerekurzivní algoritmy nebo rekurzivní 
algoritmy, které lze převést na nerekurzivní. Realizace rekurzivního algoritmu může 
vést k poměrně komplikovanému řešení. V[3] je uveden algoritmus pro výpočet filtru s 
nekonečnou impulsní odezvou 1. řádu. Řešení je založeno na rozkladu problému na 
homogenní a partikulární řešení. Experimentální zrychlení algoritmu v článku uvádějí 
2,5 – 3 krát oproti CPU verzi, tedy ne příliš výrazné. Podobně by bylo potřeba řešit další 
rekurzivní algoritmy například sigma delta modulaci. Proto další text bude věnován 
nerekurzivním algoritmům. 
2.4 Filtr s konečnou impulsní odezvou 
Algoritmus pro přímý výpočet filtru s konečnou impulsní odezvou, respektive cyklické 
konvoluce je dán vztahem [4].  
 
   (2.1) 
 
Přímý výpočet je výhodný pro délku filtru 40 až 80 vzorků v závislosti na použitém 
hardwaru. Pro delší filtry je vhodnější využít konvolučních vlastností Fourierovy 
transformace [5]. Následující kód implementuje filtr 31 řádu, data načítá do sdílené 
paměti po 544 vzorcích a ukládá v blocích po 512 vzorcích. Přesah 32 vzorků slouží k 
výpočtu první hodnoty bloku. Koeficienty jsou uloženy v konstantní paměti, protože 
jednotlivá vlákna warpu přistupují vždy k jedné stejné adrese.  
 Vlastní konvoluci vykonává jen 512 vláken, nicméně k divergenci výkonu 
programu nedojde, protože podmínka v kódu blokující vlákna užitá jen k načtení dat 
blokuje jeden celý warp. Výsledky srovnání jsou uvedeny v tabulkách 2.3 a 2.4 pro 
222 vzorků. 
Fragment zdrojového kódu FIR filtru CUDA: 
__constant__ float xcoeffs[32] =   {…}; 
 
__global__ void firWithCacheKernel(float *in, float *out) 
{ 
int k; 
 float sum; 
     int tid = threadIdx.x; // vlakno v bloku 
int block = blockIdx.x * 512; // velikost bloku //dat pro posun 
ukazatele 
 __shared__ float cache[512+32]; // cache 
 in  += block; // posun ukazatele 
 out += block; // posun ukazatele 
 cache[tid] = in[tid]; // nacteni cache 
 __syncthreads();  
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 // FIR 
 if (tid >= 32) 
 { 
  sum = 0.0; 
#pragma unroll // direktiva k rozvinuti smycky 
  for ( k = 0; k < 32; k++) 
  { 
   sum += cache[tid-k] * xcoeffs[k]; 
  } 




Fragment zdrojového kódu FIR filtru ANSI C: 
for (int i = 32; i<1<<22; i++) 
{ 
 float sum = 0.0; 
 for (int k = 0; k < 32; k++) 
 { 
  sum += in[i-k] * xcoeffs[k]; 
 } 
 out[i-32] = sum; // ulozeni dat 
} 
 
Tab. 2.3: Tabulka doby trvání a poměru zlepšení GPU a CPU verze filtru 
Filtr GPU CUDA [ms] CPU ANSI C [ms] Poměr zlepšení 
FIR 31 řádu 4,9 523 106,7 
 
Tab. 2.4: Doba přenosu dat přes PCI sběrnici a doba zpracování dat 
Kernel Doba [us] Procentuální vyjádření 
firWithCacheKernel 4932.74 17.51% 
memcpyHtoD 11249.1 39.93% 
memcpyDtoH 11809.9 41.92% 
 
2.5 Diskrétní kosinová transformace 
Algoritmus pro naivní implementaci diskrétní kosinové transformace typu II. je dán 
vztahem [6].  
 (2.2) 
 
V tomto kódu jsou využity jednotky pro speciální matematické funkce realizující 
funkci kosinus. CUDA umožňuje dvě varianty této funkce, přesnější cosf() a rychlejší 
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prostřednictvím intrinzické funkce __ cosf(). Pro zabránění konfliktu při čtení z 
jednotlivých bank sdílené paměti je použit čítač s počátkem v čísle vlákna a následným 
výpočtem modulo, modulo je operace, která není přímo implementována hardwarem 
multiprocesoru, překladač, pokud může, ji převádí na logický součet, který je vykonán 
rychleji. Výsledky srovnání jsou uvedeny v tabulkách 2.5 a 2.6 pro 8192 transformací. 
 
Fragment zdrojového kódu DCT-II CUDA: 
__global__ void dctKernel(float *in, float *out) 
{ 
__shared__ float cache[512]; 
 int h = threadIdx.x; 
 int block = blockIdx.x * 512; 
 int j, k; 
 float sum; 
 in  += block; 
 out += block; 
 cache[h] = in[h]; 
 __syncthreads(); 
     sum = 0.0f; 
     for( j=h; j < h + 512; j++) 
     { 
//power of (i%n) is equivalent to (i&(n-1)); the compiler 
will //perform these conversions if n is literal. 
  k = j%512; 
         float xk = cache[k]; 
         float c = (PI/512)*h*(k+0.5f); 
         sum += xk*__cosf(c); 
     } 
     out[h] = sum; 
} 
 
Fragment zdrojového kódu DCT-II ANSI C: 
for (int block = 0; block<1<<22; block +=512) 
 { 
  in  += 512; 
  out += 512;  
  for (int h=0; h<512;h++) 
  { 
   float sum = 0.0f; 
   for(int j=1; j < 512; j++) 
   {    
    float xk = in[j]; 
    float c = (PI/512)*j*(h+0.5f); 
    sum += xk*cosf(c); 
   } 
   out[h] = sum; 
  } 





Tab. 2.5: Tabulka doby trvání a poměru zlepšení GPU a CPU verze transformace 
Algoritmus GPU CUDA [ms] CPU ANSI C [ms] Poměr zlepšení 
DCT-II 512 264 72262 273,7 
 
Tab. 2.6: Doba přenosu dat přes PCI sběrnici a doba zpracování dat 
Kernel Doba [us] Procentuální vyjádření 
dctKernel 264007 92.65% 
memcpyHtoD 9584.7 3.36% 
memcpyDtoH 11047.6 3.87% 
 
2.6 Rychlá Fourierova transformace 
Algoritmus pro naivní implementaci Fourierovy transformace je dán vztahem [7].  
 
  (2.3) 
 
Pro efektivní výpočet bylo odvozeno několik různých algoritmů, pro výpočet 
Fourierovy transformace o délce N = 2n se nejčastěji používá Cooley-Tukey algoritmus. 
Cooley-Tukey algoritmus se dělí do několika menších transformací a mezi jednotlivými 
kroky násobí data komplexními jednotkovými kořeny – twiddle faktory. Algoritmus je 
možné provádět bez využití bufferu přímo na datech tzv. in-place, pak má výsledek v 
bitově reverzním pořadí. Následné sortování může zabrat i desítky procent času výkonu 
kódu. Naopak využití bufferu tzv. out-of-place  je možné využít autosortovací 
algoritmus (Obr. 2.1).  
 Následně uvedený algoritmus využívá obě varianty, menší transformace jsou 
vykonány v registrech a pro úsporu registrů je použit algoritmus in-place. Jako buffer je 
využita sdílená paměť, ve které probíhá sortování a transpozice. Protože sdílená paměť 
je pomalejší než registry, je tedy vhodné použít co nejvyšší kořen [8]. Použitý grafický 
procesor umožňuje použít maximálně 63 registrů na jedno vlákno, to limituje 
algoritmus na použití kořene 16 se 32 registry. Při transpozici ve sdílené paměti jsou 
jednotlivé kroky při ukládaní a čtení násobkem počtu bank, docházelo by ke konfliktům 
a serializaci vykonávání instrukcí, s negativním dopadem na výkon.  
 Tento problém lze obejít tak, že bloky dat nejsou ukládány po 16 hned za sebou, 
ale nechává se mezi nimi 1 volná adresa. Pro zápis a čtení se tedy krok násobí 17-ti a  
nedochází ke konfliktu bank sdílené paměti. 1/17-tina alokovaného prostoru tak zůstane 
nevyužita. Ukázka je pro Fourierovu transformaci o délce 256, kterých jeden blok 
vláken zpracuje naráz 32. Výsledek doby trvání výpočtu a přenosu dat po PCI sběrnici 





Obr.  2.1: Ukázka butterfly autosortovacího algoritmu s kořenem 4 pro FFT 16 
Fragment zdrojového kódu FFT kořen 16 délka 256 CUDA: 
#include "FFT.h" 
__global__ void FFTKernel(cuComplex *x, int N) 
{ 
 N = 256; 
 cuComplex t[16]; 
 __shared__ float sharedMemBuffer[8704]; 
 int block = 16*blockIdx.x*blockDim.x; 
 int tid = threadIdx.x; 
 int idLoad = tid&((N-1)>>4); 










Fragment zdrojového kódu autosortovací FFT kořen 2 ANSI C: 
void FFT (float *realinp, float *imaginp, float *realout, float *imagout 
) 
{ 
 int n  = 4, N = 16; 
  
 float *pSrcx = realinp; 
 float *pSrcy = imaginp; 
 float *pDstx = realout; 
 float *pDsty = imagout; 
 float *T; 
 
 for ( int k = 0; k < n; k++ ) 
 { 
  for ( int j = 0, src1 = 0, src2 = N/2; j < N; j += (1<<(k+1))) 
  { 
for ( int p = j, unitvector = 0; p < j + (1<<(k)); 
p++, src1++, src2++, unitvector++) 
   { 
    //int dst2 = p + (1<<k); 
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    float phi = (float) +2.*M_PI*unitvector / (1<<k+1); 
    float tw_x = cosf(phi); 
    float tw_y = sinf(phi); 
    int dst1 = p; 
    int dst2 = p + (1<<k); 
    // Butterfly 
float wwx        = ( pSrcx[src2] * tw_x ) - ( 
pSrcy[src2] * tw_y ); 
float wwy        = ( pSrcx[src2] * tw_y ) + ( 
pSrcy[src2] * tw_x ); 
    pDstx[dst1]      = ( pSrcx[src1] + wwx ); 
    pDsty[dst1]      = ( pSrcy[src1] + wwy ); 
    pDstx[dst2]      = ( pSrcx[src1] - wwx ); 
    pDsty[dst2]      = ( pSrcy[src1] - wwy ); 
     
   } 
  } 
  T = pSrcx; pSrcx = pDstx; pDstx = T; T = pSrcy; pSrcy = pDsty;  
   pDsty = T;   
 } 
 if(n%2){T = pSrcx; pSrcx = pDstx; pDstx = T; T = pSrcy; pSrcy = pDsty; 
   pDsty = T;}  
} 
 
Tab. 2.7: Doba přenosu dat přes PCI sběrnici a doba zpracování dat 
Kernel Doba [us] Procentuální vyjádření 
FFTKernel 7751.49 22.85% 
memcpyHtoD 13056.8 38.5% 




3 DOPORUČENÍ PRO NÁVRH KÓDU  
Na základě zkušeností s jednotlivými algoritmy byla navržena jednoduchá doporučení 
pro návrh kódu. 
• Zajisti společné čtení a zápis vláken do globální paměti v rámci warpu - 
coalesced read/write. 
• Pro konstanty, například koeficienty, je výhodné použít konstantní paměť. 
• Zajistit, aby jednotlivá vlákna warpu nepřistupovala do sdílené paměti 
v násobcích počtu paměťových bloků, i za cenu vložení nevyužitých adres, a 
zabránit tak konfliktu bank a serializaci.  
• K profilování kódu je výhodné použít  NVIDIí poskytovaný profiler. 
• Je užitečné kontrolovat výsledný PTX kód na automaticky generované lokální 
proměnné mapované do globální paměti. 
 K vysokému výpočetnímu výkonu vedou dvě strategie, velké vytížení 
multiprocesoru velkým počtem vláken – vysoká ocupancy s menším počtem registrů na 
vlákno, nebo naopak maximální využití počtu registrů s menším počtem vláken v bloku 
a velkou matematickou zátěží jednotlivých vláken [8]. První strategie je použita u FIR 
filtru a DCT, druhá u FFT. 
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4 JPEG ENCODER 
Pro demonstraci paralelních možnosti GPU byl vybrán algoritmus kódování obrazových 
dat JPEG komprese, na kterém jsou dobře patrné výhody i nevýhody paralelního 
zpracování dat a kompromisy po kterých je nutné sáhnout. Schéma kódovacího procesu 
zobrazuje Obr. 4.1. 
 
 
Obr.  4.1: Schéma kódovacího procesu JPEG 
Ve stručnosti může být algoritmus JPEG kodéru popsán v těchto bodech: 
1. Načtení pixelu originálního obrázku v barevném formátu RGB. 
2. Převedení barevného formátu RGB na formát YUV. Protože je lidské oko 
citlivější na jasovou složku než chrominanční, můžou být v tomto kroku 
chrominanční data podvzorkována. 
3. Transformace formátu YUV z prostorové domény do domény kmitočtové 
s využitím diskrétní kosinové transformace DCT po čtvercích 8 x 8 pixelů. 
4. Násobení kvantizační tabulkou. Protože lidské oko je mnohem citlivější na nižší 
kmitočty, mohou být vyšší kmitočty kvantovány hruběji.  
5. Entropické kódování datového toku Huffmanovým kódováním s využitím 
pravděpodobnosti výskytu jednotlivých kódů pro úspory paměťového prostoru 
při uložení obrázku. 
 Pro demonstraci algoritmu byl zvolen obrazový formát 4:4:4, tedy nebylo 
použito podvzorkování chrominančních složek. V následujících podkapitolách jsou 
popsány jednotlivé kroky algoritmu tak, jak následují chronologicky v demonstračním 
kódu. 
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4.1 Načtení bitmapy z disku 
Obrazová data jsou čtena z disku ve formátu bitmapy. Hlavička je formálně dělena na 
dvě části BITMAPFILEHEADER a BITMAPINFOHEADER [9],[10]. Pro účely 
demonstrace algoritmu byla struktura hlavičkových dat sloučena a načítána v jednom 
bloku. 
Fragment kódu ukazující strukturu hlavičky bitmapového souboru: 
typedef struct{ 
     short type;  //The file type; must be BM 
     int size;  //The size, in bytes, of the bitmap file 
     short reserved1; //Reserved; must be zero 
    short reserved2; //Reserved; must be zero 
     int offset;  //The offset, in bytes, from the beginning  
 int sizef;  //The number of bytes required  
     int width;  //The width of the bitmap, in pixels 
     int height;  //The height of the bitmap 
      short planes;  //The number of planes 
      short bitsPerPixel; //The number of bits-per-pixel 
     unsigned compression;//The type of compression 
     unsigned imageSize; //The size, in bytes, of the image 
    int xPelsPerMeter; //The horizontal resolution 
     int yPelsPerMeter; //The vertical resolution  
      int clrUsed;  //The number of color indexes used 




Následuje kontrola typu souboru a typu dat v něm obsažených. V dalším kroku je 
alokována potřebná paměť podle velikosti obrázku a data jsou načtena do pole struktury 
uchar4, která je součástí prostředí vývojového prostředí CUDA a zajišťuje správné 
uspořádání dat v paměti grafické karty v celých násobcích 4 bytů. 
 
struct __device_builtin__ __align__(4) uchar4 
{ 
    unsigned char x, y, z, w; 
}; 
4.2    Zápis hlavičky JPEG souboru a výpočet kvantizačních 
tabulek 
 
Hlavička JPEG souboru není stanovena normou ISO 10918–1 či CCITT T.81 a za 
v podstatě oficiální standard se považuje formát navržený firmou C-Cube systems [13]. 
Hlavička obsahuje značky a informace nutné pro opětovné dekódování obrazových dat 
a tabulka 4.1 uvádí nejdůležitější značky. Protože se nepodařilo najít úplnou 
dokumentaci hlavičky souboru jako v případě hlavičky bitmapového souboru, výsledný 
kód tak vzniknul částečně i analýzou uložených JPEG souborů v textovém editoru a 
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metodou pokus - omyl. 
 
unsigned char Header1[] =  
{  0xFF,0xD8,0xFF,0xE0,0,0x10,'J','F','I','F',0,1,1,0,0,1,0,1,0,0,0xFF,0x
 DB,0,0x84,0 }; 
 
Tab. 4.1: Nejdůležitější značky JPEG hlavičky 
Název Kód (HEX) Popis 
SOI FFD8 Start Of Image 
EOI FFD9 End Of Image 
SOF FFC0 Start Of Frame 
SOS FFDA Start Of Scan 
DHT FFC4 Define Huffman Table 
DQT FFDB Define Quantization Table 
 FFE0 JFIF marker 
 
 
Po zápisu první části hlavičky následuje výpočet zápis kvantizačních tabulek. 
Kvantizační tabulky se počítají ze základních tabulek určených normou [11], které 
určují kvalitu obrázku označenou jako 50%, násobením koeficientu kvality. Výpočet 




Q = Q ? Q : 90; 
Q = Q < 1 ? 1 : Q > 100 ? 100 : Q; 
Q = Q < 50 ? 5000 / Q : 200 - Q * 2; 
 
 
Standardní tabulky uváděné normou a kód k výpočtu tabulek pro uložení do 
souboru obsahuje další fragment kódu. 
unsigned char YQualityTable[] =   
{  
 16,11,10,16,24,40,51,61,         
 12,12,14,19,26,58,60,55,         
 14,13,16,24,40,57,69,56,         
 14,17,22,29,51,87,80,62,         
 18,22,37,56,68,109,103,77,        
 24,35,55,64,81,104,113,92,        





unsigned char UVQualityTable[] =  
{   
 17,18,24,47,99,99,99,99,         
 18,21,26,66,99,99,99,99,         
 24,26,56,99,99,99,99,99,         
 47,66,99,99,99,99,99,99,         
 99,99,99,99,99,99,99,99,         
 99,99,99,99,99,99,99,99,         







for(int i = 0; i < 64; i++)  
{ 
  int YQT = (YQualityTable[i]*Q+50)/100; 
  YTable [i] = ((YQT < 1 ? 1 : YQT > 255 ? 255 : YQT)); 
  YQualityTablef[i]  = 1 / (float)(YTable [i]); 
  int UVQT  = (UVQualityTable[i]*Q+50)/100; 
  UVTable[i] = (( UVQT < 1 ? 1 : UVQT > 255 ? 255 : UVQT)); 





Tytéž tabulky jsou zároveň vypočítány i v plovoucí řádové čárce, které jsou po té 
využity při vlastním výpočtu, protože aritmetika v plovoucí řádové čárce je v grafickém 






Následuje zápis 2. části hlavičky "Frame Header": 
 
unsigned char Header2[] =  
{  0xFF,0xC0,0,0x11,0x08,height>>8,height&0xFF,width>>8,width&0xFF,0x03,0










Tab. 4.2: Význam jednotlivých kódů 
0xFF,0xC0 Start Frame Header 
0x11 Délka hlavičky 
0x08 Bitová hloubka 8 bitů 
height>>8,height&0xFF Dva byty výška obrázku 
width>>8 ,width&0xFF Dva byty šířka obrázku 
0x03 3 komponentní obrazová data 
0x01 ID číslo pro Y 
0x11 Horizontální a vertikální vzorkování Y 
0x00 Kvantizační tabulka Y 
0x02 ID číslo pro U 
0x11 Horizontální a vertikální vzorkování U 
0x01 Kvantizační tabulka U 
0x03 ID číslo pro V 
0x11 Horizontální a vertikální vzorkování V 
0x01 Kvantizační tabulka V 
0xFF,0xC4 Definice Huffmanovy tabulky 
 
V dalším kroku jsou zapsány Huffmanovy tabulky. Pro jejich výpočet lze použít 














Četnosti jednotlivých kódovacích slov pro kódování stejnosměrných jasových 
úrovní jsou uvedeny v tabulce 4.3. Zde se nachází úplná Huffmanova tabulka pro 
stejnosměrnou úroveň jasové složky, která obsahuje kódy zapsané v hlavičce souboru. 
 
 
Algoritmus 1: Generování Huffmanovy tabulky 
         I = 0, CODEVALUE = 0; 
         FOR  K = 1 TO 16 STEP 1 
     FOR J = 1 TO NOOFCODEWORD STEP 1 
  CODEWORD[I] = CODEVALUE 
  CODELENGTH[I] = K 
  INCREMENT CODEVALUE 
  INCREMENT I 
                    END FOR 
       CODEVALUE = CODEVALUE * 2 
   END FOR 
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Tab. 4.3:Počet kódů v závislosti na jejich délce pro Huffmanovu tabulku DC úrovní jasu 
CODELENGTH 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
NUMBER OF 
CODEWORD 0 1 5 1 1 1 1 1 1 0 0 0 0 0 0 0 
 
 














Následuje tabulka četnosti kódů pro AC složku jasových dat a fragment 




Tab. 4.5:Počet kódů v závislosti na jejich délce pro Huffmanovu tabulku AC úrovní jasu 
CODELENGTH 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
NUMBER OF 





CODE CODELENGTH CODEWORD 
00 2 00 
01 3 10 
02 3 11 
03 3 100 
04 3 101 
05 3 110 
06 4 1110 
07 5 11110 
08 6 111110 
09 7 1111110 
0A 8 11111110 
0B 9 111111110 
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Tab. 4.6:Fragment Huffmanovy tabulky AC úrovní jasu 
CODE CODELENGTH CODEWORD 
01 2 00 
02 2 01 
03 3 100 
00 4 1010 
04 4 1011 
11 4 1100 
05 5 11010 
12 5 11011 
21 5 11100 
31 6 111010 
41 6 111011 
… … … 
EA 16 1111111111110100 
F1 16 1111111111110101 
F2 16 1111111111110110 
F3 16 1111111111110111 
F4 16 1111111111111000 
F5 16 1111111111111001 
F6 16 1111111111111010 
F7 16 1111111111111011 
F8 16 1111111111111100 
F9 16 1111111111111101 
FA 16 1111111111111110 
 
 
Pro chrominanční složky jsou tabulky mírně odlišné s ohledem na statistický 
výskyt jednotlivých hodnot. Hodnoty pro DC chrominanční složky uvádějí následující 
tabulky. 
Tab. 4.7: Počet kódů v závislosti na jejich délce pro Huffmanovu tabulku DC úrovní 
chrominance 
CODELENGTH 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
NUMBER OF 




Tab. 4.8: Huffmanova tabulka DC úrovní chrominance 
CODE CODELENGTH CODEWORD 
00 2 00 
01 2 01 
02 2 10 
03 3 110 
04 4 1110 
05 5 11110 
06 6 111110 
07 7 1111110 
08 8 11111110 
09 9 111111110 
0A 10 1111111110 
0B 11 11111111110 
 
Tabulky pro AC chrominanční složku opět zohledňují odlišné četnosti výskytu 
jednotlivých kódů. 
Tab. 4.9: Počet kódů v závislosti na jejich délce pro Huffmanovu tabulku AC úrovní 
chrominanace 
CODE CODELENGTH CODEWORD 
00 2 00 
01 2 01 
02 3 100 
03 4 1010 
11 4 1011 
04 5 11000 
05 5 11001 
21 5 11010 
31 5 11011 
06 6 111000 
12 6 111001 
… … … 
F5 16 1111111111111001 
F6 16 1111111111111010 
F7 16 1111111111111011 
F8 16 1111111111111100 
F9 16 1111111111111101 
FA 16 1111111111111110 
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Následuje závěrečná část hlavičky, která uvádí počátek vlastních komprimovaných 
dat. 
4.3 Kódování obrazových dat 
Vlastní programový kód pro vzájemné srovnání výkonu, výhod i nevýhod, byl vytvořen 
ve verzi pro CPU i GPU. Kód obou verzí je s ohledem na vzájemnou porovnatelnost  
téměř totožný a na individuální rozdíly bude upozorněno. 
 JPEG standard byl vytvořen v době, kdy se o paralelním programování příliš 
neuvažovalo a také s ohledem na zpracování v levných zařízeních se sériovým 
zpracováním a minimálními paměťovými nároky. Přirozeně paralelizovatelný je 
výpočet diskrétní kosinové transformace, násobení kvantizační tabulkou a vyčítání dat v 
cik-cak pořadí.  
 VLC  (Variable Length Coding) kódování je v jednotlivých blocích 8 x 8 na 
sobě nezávislé, ale zpracování v každém bloku nemusí s ohledem na obsažená data 
probíhat po stejných instrukcích. Je proto mnohem méně vhodné pro paralelizaci na 
procesorech typu single instruction multiple data, nicméně i zde lze očekávat při 
vhodném uspořádání benefit z paralelní architektury. 
 Huffmanovo kódování je v principu sériový proces, protože vyžaduje znalost, 
jakým způsobem byla zakódována předchozí data, a výpočet tohoto kroku kódování 
není na GPU výhodný. Z tohoto důvodu je kódování rozděleno na dvě části. V první 
části se nejdříve ze vstupních RGB dat vypočítají data YUV, následuje diskrétní 
kosinová transformace v blocích 8 x 8 pixelů a výpočet ukazatelů do Huffmanových 
tabulek. Huffmanovo kódování pak probíhá v druhé části programu. 
4.3.1 Přepočet dat z prostoru RGB do YUV 
 
Pro výpočet YUV dat z RGB prostoru slouží následující fragment kódu: 
void RGB2YUV(uchar4 *data, float *Y, float *U, float *V, int width) 
{ 
 for (int i = 0; i < 8; i++) 
 { 
  for (int j = 0; j < 8; j++) 
  { 
   float r = data[i*width+j].x,  
   g = data[i*width+j].y,  
   b = data[i*width+j].z; 
   Y[i*8+j]=+0.29900f*r+0.58700f*g+0.11400f*b-128; 
   U[i*8+j]=-0.16874f*r-0.33126f*g+0.50000f*b; 
   V[i*8+j]=+0.50000f*r-0.41869f*g-0.08131f*b; 
  } 
 }   
} 
 
Data jsou nejdříve převedena z 8 bitového formátu unsigned char do 32 bitového 
formátu s plovoucí řádovou čárkou, ve kterém probíhají veškeré matematicky náročné 
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operace s ohledem na optimalizaci procesorů pro zpracování plovoucí řádové čárky na 
úkor dat s pevnou řádovou čárkou. 
 Uvedený fragment kódu je pro přehlednost porovnání pro CPU, na GPU je 
funkce rozepsána na tři části pro jednotlivé složky z důvodu optimalizace využití 
sdílené paměti a pro optimalizaci VLC. 
 
4.3.2 Výpočet diskrétní kosinové transformace 
 
V demonstračním kódu je využit rychlý algoritmus výpočtu optimalizovaný pro výpočet 
na grafické kartě [15]. Data na bloku 8 x 8 jsou počítána jako 16 jednorozměrných 
osmibodových transformací po řádcích a sloupcích a celý výpočet jednorozměrné 
transformace na GPU probíhá v registrech. Mezivýsledek je načítán, a pak ukládán ze 
sdílené paměti. Celý blok 8 x 8 není možné načíst do registrů v použité architektuře 
FERMI kvůli omezení počtu 32bitových na maximálně 63 na jedno vlákno. V 
architektuře KEPLER bude na jedno vlákno dovoleno použít 256 registrů a bude možná 
další optimalizace. Jednorozměrnou osmibodovou optimalizovanou transformaci uvádí 
následující fragment kódu. 
 
__device__ void InPlaceDCT8(float *Vect0, int Step) 
{ 
 float *Vect1 = Vect0 + Step; 
    float *Vect2 = Vect1 + Step; 
    float *Vect3 = Vect2 + Step; 
    float *Vect4 = Vect3 + Step; 
    float *Vect5 = Vect4 + Step; 
    float *Vect6 = Vect5 + Step; 
    float *Vect7 = Vect6 + Step; 
    float X07P = (*Vect0) + (*Vect7); 
    float X16P = (*Vect1) + (*Vect6); 
    float X25P = (*Vect2) + (*Vect5); 
    float X34P = (*Vect3) + (*Vect4); 
    float X07M = (*Vect0) - (*Vect7); 
    float X61M = (*Vect6) - (*Vect1); 
    float X25M = (*Vect2) - (*Vect5); 
    float X43M = (*Vect4) - (*Vect3); 
    float X07P34PP = X07P + X34P; 
    float X07P34PM = X07P - X34P; 
    float X16P25PP = X16P + X25P; 
    float X16P25PM = X16P - X25P; 
    (*Vect0) = (X07P34PP + X16P25PP); 
    (*Vect2) = (C_b * X07P34PM + C_e * X16P25PM); 
    (*Vect4) = (X07P34PP - X16P25PP); 
    (*Vect6) = (C_e * X07P34PM - C_b * X16P25PM); 
    (*Vect1) = (C_a * X07M - C_c * X61M + C_d * X25M - C_f * X43M); 
    (*Vect3) = (C_c * X07M + C_f * X61M - C_a * X25M + C_d * X43M); 
    (*Vect5) = (C_d * X07M + C_a * X61M + C_f * X25M - C_c * X43M); 





4.3.3 Čtení cik-cak a násobení kvantizační tabulkou 
Ukazatel cik-cak do vypočítaných dat je uložen v konstantní paměti, protože jednotlivá 
vlákna přistupují vždy ke jedné adrese. 
 
__constant__ unsigned char ZigZag[] = {   0, 1, 5, 6,14,15,27,28, 
          2, 4, 7,13,16,26,29,42, 
         3, 8,12,17,25,30,41,43, 
                       9,11,18,24,31,40,44,53,  
       10,19,23,32,39,45,52,54,  
       20,22,33,38,46,51,55,60,  
       21,34,37,47,50,56,59,61,  
       35,36,48,49,57,58,62,63 }; 
 
 
Během Cik Cak čtení jsou data zároveň vynásobena kvantizační tabulkou. Pro 
převod plovoucí řádové čárky na celočíselný formát na GPU je využita intrinzická 
funkce __float2int_rn, , ve srovnávacím kódu na CPU jsou použity funkce ze 
standardní matematické knihovny (int)(t < 0 ? ceilf(t - 0.5f) : floorf(t + 0.5f)). Vlastní 
funkci zobrazuje následující fragment kódu. 
 
 
__device__ inline void ZigZagRead(float *d, int *ZigZagData,  
 float *QuantTable) 
{  
 for (int i = 0; i < 64; i++) 
 {    
  ZigZagData[ZigZag[i]] = __float2int_rn(d[i] * QuantTable[i]); 
 }  
} 
 
4.3.4 Kódování dat 
 
Pro výpočet počtu nastavených bitů v kódované hodnotě je v kódu pro GPU použita 
intrinzická funkce __clz(int). Následující fragment kódu ukazuje postup výpočtu 
kódové hodnoty a počtu nastavených bitů. 
 
__device__ inline  void _EncodeValue(int value,  
  unsigned short  &code,unsigned short &length )  
{ 
 unsigned int temp = value < 0 ? -value : value; 
 value = value < 0 ? value-1 : value; 
 length = 32-__clz(temp); 




Pro výpočet v srovnávacím kódu na CPU nahrazuje intrinzickou funkci  __clz(int) 
optimalizovaná funkce v následujícím fragmentu kódu. 
 
extern "C" inline int rffs(int x) 
{ 
    int bn[] = {0,1,2,2,3,3,3,3}; 
    int r = 0; 
    if (x & 0x0000FF00) { r +=  8; x >>=  8; } 
    if (x & 0x000000F0) { r +=  4; x >>=  4; } 
    return r + bn[x]; 
} 
 
Jak bylo uvedeno dříve, program je rozdělen do dvou částí. V první části je výpočet 
transformací a nalezení ukazatele do Huffmanových tabulek a ve druhé pak vlastní 
zápis Huffmanova kódu do proudu výstupních dat. Dělení vzniklo pro možnost 
porovnání rychlosti  vykonávání obtížně paralelizovatelných částí na CPU a GPU, 
respektive kvůli spolupráci těchto dvou procesorů. Tyto dvě části programu si předávají 
data  ve struktuře, která pro úsporu paměti a přenosové kapacity PCIE sběrnice ukládá 
hodnoty jako 16bitová data. 
 
typedef struct  
{ 
 short int HuffmanPointer, value; 
} ED; 
 
První hodnotou je ukazatel do Huffmanovy tabulky a druhou kódovaná hodnota. 
Pro každý blok 8 x 8 je alokováno 65 pozic v paměti, kde 64 jich může být využito k 
uložení dat a 65. pozice slouží k uchování počtu využitých pozic. 
Vlastní VLC kódování zpracovává funkce EncodeAC. Algoritmus VLC kódování 
v jednotlivých blocích je na sobě nezávislý, ale může probíhat díky větvení po jiných 
instrukcích, a není tedy příliš vhodný pro paralelizaci, kdy jedna instrukce je 
vykonávána nad několika proudy dat. Algoritmus byl částečně optimalizován tak, že 
nejdříve se spočítá počet nul od konce dat. V tomto kroku lze očekávat, že při 
agresivnější ztrátové kompresi bude podstatná část vysokofrekvenčních koeficientů 
nulová a oddálí se větvení, a tím divergence vláken a serializace výkonu programu v 
multiprocesoru GPU. Další částečnou optimalizací je zpracování luminančních a 
chrominančních dat v blocích zvlášť, protože lze očekávat částečnou korelaci dat v 
důsledku násobení odlišnými kvantizačními tabulkami. V další části kódu pak dochází 
ke VLC kódování a výstupem funkce je ukazatel do Huffmanovy tabulky a kódovaná 
hodnota. Takto zpracovaná data pak zpracovává do výstupního proudu dat další část 
programu. Následující fragment kódu ukazuje uvedenou funkci. 
 
__device__  inline void EncodeAC(int *ZigZagData,ED *EcodedData) 
{ 
 int HuffmanCounter = 1; 
 EcodedData[64].HuffmanPointer = 0; 
 EcodedData[0].HuffmanPointer  = 0; 
 EcodedData[0].value           = ZigZagData[0];   
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 // Encode ACs 
 int EndPosition = FindEndPosition(ZigZagData); 
 if(EndPosition == 0)  
 { 
  EcodedData[1].HuffmanPointer   = 0; 
  EcodedData[1].value            = 0; 
  HuffmanCounter++; 
  EcodedData[64].HuffmanPointer = HuffmanCounter;   
  return; 
 } 
 for(int i = 1; i <= EndPosition; i++)  
 { 
  int StartPosition = i; 
  // runLength 
  for (; ZigZagData[i]==0 && i<=EndPosition; i++); 
  int nrzeroes = i-StartPosition; 
  if ( nrzeroes >= 16 )  
  { 
   int lng = nrzeroes>>4; 
   for (int nrmarker=1; nrmarker <= lng; ++nrmarker) 
   { 
    EcodedData[HuffmanCounter].HuffmanPointer   = 0xF0; 
    EcodedData[HuffmanCounter].value            = 0; 
    HuffmanCounter++;     
   } 
   nrzeroes &= 15; 
  } 
  unsigned short code, length; 
  _EncodeValue(ZigZagData[i], code, length);   
  EcodedData[HuffmanCounter].HuffmanPointer   =    
  (nrzeroes<<4)+length; 
  EcodedData[HuffmanCounter].value            = ZigZagData[i]; 
  HuffmanCounter++; 
 } 
 if(EndPosition != 63)  
 { 
  EcodedData[HuffmanCounter].HuffmanPointer   = 0; 
  EcodedData[HuffmanCounter].value            = 0; 
  HuffmanCounter++;   
 } 
 EcodedData[64].HuffmanPointer = HuffmanCounter; 
} 
 
4.3.5 Zápis zakódovaných dat do výstupního datového proudu 
 
Huffmanovo kódování je v principu sériový algoritmus, protože není dána fixní délka 
zapisovaného slova, a tak uprostřed dat není známa adresa, na kterou je data potřeba 
uložit bez znalosti dat předchozích. Situaci dále komplikuje zápis DC koeficientů pro 
jejichž ukládanou hodnotu je nutné znát hodnotu předchozí. Pro případnou paralelizaci 
zápisu by bylo nejdříve potřeba projít všechna data a vypočítat cílové adresy kódových 
slov. I tak by při paralelním ukládání dat docházelo k větvení a divergenci vláken. 
Navíc tento algoritmus probíhá na CPU rychle a nejspíš by se na GPU nepodařilo 
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dosáhnout ani stejného času nutného pro jeho provedení.  
 Funkce pro zápis dat do výstupního proudu nejprve vypočítá rozdílovou hodnotu 
DC koeficientu z hodnoty z předchozího bloku dat 8 x 8 a zapíše Huffmanův kód a 
kódovou hodnotu do výstupních dat. Kódová slova pro zápis AC hodnot jsou do této 
funkce předána formou ukazatelů do Huffmanových tabulek. Funkci pro zápis 
kódových slov do výstupního proudu dat ukazuje následující fragment kódu. 
 
inline void WriteBits(unsigned char *bitstream,int &byteCounter, 
int &BitBuffer, int &bitCounter, int value, int NoOfBits) 
{ 
 bitCounter  += NoOfBits; 
 BitBuffer   |= value << (24 - bitCounter); 
 while(bitCounter >= 8)  
 { 
  unsigned char c = (BitBuffer >> 16) & 255; 
  bitstream[byteCounter++] = c; 
  if(c == 255) bitstream[byteCounter++] = 0;   
  BitBuffer <<= 8; 
  bitCounter -= 8; 
 }  
} 
 
4.3.6 Organizace dat v paměti GPU a CUDA kernel 
 
Při programování kernelu pro zpracování JPEG komprese bylo s výhodou využito 
možností programovatelné cache tzv. shared memory. Data načtená z globální paměti 
jsou zpracovávána jednotlivými vlákny po blocích 8 x 8. S ohledem na maximální 
velikost sdílené paměti limitované na 48kB bylo zvoleno využít 64 vláken v jednom 
bloku. Pro data jsou staticky alokována dvě pole s uspořádáním 64 x 65 pozic. Pozice 
na 65. místě zůstává nevyužita a slouží k zabránění přístupu do stejné banky dat 
najednou jednotlivým vláknům, a tím k serializaci výkonu programu. Jedno pole je v 
plovoucí řádové čárce a slouží k uchovávání dat při výpočtu DCT. Druhé pole je v 
pevné řádové čárce a slouží k výpočtům počtu bitů k uložení dat a k nalezení ukazatele 
do Huffmanovy tabulky. 
 Kvantizační tabulky a pole ukazatele cik-cak do načtených dat jsou umístěny v 
konstantní paměti, protože z těchto datových polí čtou všechna vlákna z jedné adresy 
naráz. Jak již bylo zmíněno, z důvodu potlačení větvení a divergence vláken je naráz 
zpracovávána vždy luminanční nebo chrominanční složka samostatně. Srovnávací kód 
pro CPU je prakticky identický s výjimkou proměnných i a j, které identifikují vlákno a 




__global__ void Encode(uchar4 *data,ED *EcodedTable) 
{ 
 int width = 512,  height = 384; 
 __shared__ int ZZdata[64][65];  
 __shared__ float SharedFloat[64][65];  
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 int i = blockIdx.x; 
 data+=i*8*width; 
 int j=threadIdx.x; 
  
 RGB2Y(data+j*8, SharedFloat[j],width,height); 
 DCTOnData(SharedFloat[j],width); 
 ZigZagRead(SharedFloat[j], ZZdata[j], YQT, width, height); 
 EncodeAC(ZZdata[j],EcodedTable+(i*width/8+j)*3*65); 
    
 RGB2U(data+j*8, SharedFloat[j],width,height); 
 DCTOnData(SharedFloat[j],width); 
 ZigZagRead(SharedFloat[j], ZZdata[j], UVQT, width, height); 
 EncodeAC(ZZdata[j],EcodedTable+(i*width/8+j)*3*65+65); 
    
 RGB2V(data+j*8, SharedFloat[j],width,height); 
 DCTOnData(SharedFloat[j],width); 
 ZigZagRead(SharedFloat[j], ZZdata[j], UVQT, width, height); 








































5 POROVNÁNÍ VÝKONU PROGRAMU NA 
CPU A GPU 
Pro porovnání výkonu programu na CPU a GPU byly napsány téměř identické verze 
programového kódu. Kódy pro CPU a GPU se liší především direktivami CUDA a v 
místech, kde byla použita specifická intrinzická funkce pro GPU. Na všechny tyto 
změny bylo v předchozím textu upozorněno. Obrázek 5.1 uvádí obrázky použité při 




Obr.  5.1: Originální testovací obrázek vlevo a jeho komprimovaná podoba vpravo 512 * 384 
pixelů  [14] 
Tab. 5.1: Nastavení přepínačů kompilátoru pro kompilaci kódu CPU 
Optimization Maximize Speed (/O2) 
Inline Functions Expansion Any Suitable (/Ob2) 
Enable Intrinsic Function Yes (/Oi) 
Favor Size Or Speed Favor fast code (/Ot) 
Enable Enhanced Instruction Set Streaming SIMD Extensions 2  
Floating Point Model Fast (/fp:fast) 
 
 
Tab. 5.2: Nastavení přepínačů kompilátoru pro GPU 
C iterleaved in PTXAS Output  Yes 
Code Generation 
Generovaný kód je pro verzi compute capability 2.0 a vyšší 
compute_20, sm_20 
Verbose PTXAS Output 





Hodnoty časů zpracování obrazových dat pro CPU byly určeny pomocí měření 
času s využitím standardní knihovny ctime. Na GPU byly tytéž hodnoty určeny pomocí 
profileru. V tabulce 5.3 , 5.4 a 5.5 jsou uvedeny časy vykonávání programu na CPU i 
GPU. Pro srovnání byly vyzkoušeny varianty samostatného zpracování na CPU i GPU a 
jejich vzájemné spolupráce v částech kódu, které jsou nejvýhodnější pro daný typ 
procesoru. Pro testy bylo využito CPU Intel I7 2,6 GHz a GPU NVIDIA GEFORCE 
GT540M. 
 
Tab. 5.3: Výsledky testování programu na GPU 




        HuffmanCodeToBitstream 37,2 
 
Tab. 5.4: Výsledky testování programu na CPU 
Funkce Doba [ms] 
Kódování dat 13 
        Zápis Huffmanova kódu  1 
        Celkový čas 14 
 
Tab. 5.5: Výsledky testování programu při rozdělení funkce mezi CPU a GPU 




        Zápis Huffmanova kódu  1 














Práce v teoretické části seznamuje se základním konceptem programování grafického 
procesoru firmy NVIDIA a prostředím CUDA. V experimentální části byly 
naprogramovány tři běžné algoritmy pro zpracování signálu. Přímá realizace filtru s 
konečnou impulsní odezvou ukazuje možnosti využití konstantní paměti pro uložení 
koeficientů filtru a větvení programu bez negativního důsledku na vykonávání 
programu paralelně. Realizace naivní implementace diskrétní kosinové transformace 
využívá speciální matematickou jednotky, kterých je jen 8 na jeden multiprocesor. I 
přesto, že výpočet kosinu je pomalejší než jednoduché matematické operace ukazuje 
jasnou výhodu hardwarové implementace proti softwarové v případě ANSI C a 
procesoru. Implementace algoritmu FFT se snaží optimalizovat kód pro danou 
architekturu a ukazuje, že výkon optimalizovaného kódu výrazně sráží přenos dat po 
PCI sběrnici, stejný důsledek je patrný i v případě FIR filtru. Zlepšení může být 
dosaženo překrýváním výpočtu a přenosu dat, tato možnost zde nebyla využita. 
Z výsledku testování JPEG komprese vyplývá jednoznačná výhoda zpracování 
paralelizovatelných algoritmů na GPU. V případě algoritmu, kde část kódu je dobře 
paralelizovatelná je vhodné tuto část kódu provést na GPU a část obtížně 
paralelizovatlnou přenechat CPU. Při této spolupráci bylo dosaženo zkrácení času 
zpracování JPEG komprese oproti CPU z 14 ms na 6 ms. Naopak pro experimentální 
účel naprogramovaná funkce Huffmanova kódování na GPU, která využívala jen jeden 
ze dvou multiprocesorů a měla jen jedno vlákno trvala 37 ms. 
Jako další optimalizace se nabízí překrývání vykonávání programu na CPU a GPU, 
avšak tato další forma paralelizmu nebyla z časových důvodů testována, lze však 
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