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ABSTRACT
Effects of Discrete W avelet Compression on A utom ated  
Mammographie Shape Recognition
by
Ravikiran Kalluri
Dr. Lori Bruce, Examination Committee Chair 
Professor of Electrical and Computer Engineering 
University of Nevada, Las Vegas
At present early detection is critical for the cure of breast cancer. Mammogra­
phy is a breast screening technique which can detect breast cancer at the earliest 
possible stage. Mammographie lesions are typically classified into three shape 
classes, namely round, nodular and stellate. Presently this classification is done 
by experienced radiologists. In order to increase the speed and decrease the cost of 
diagnosis, automated recognition systems are being developed. This study analyses 
an automated classification procedure and its sensitivity to wavelet based image 
compression.
In this study, the mammographie shape images are compressed using discrete 
wavelet compression and then classified using statistical classification methods. 
First, one dimensional compression is done on the radial distance measure and 
the shape features are extracted. Second, Unear discriminant analysis is used to 
compute the weightings of the features. Third, a minimum distance Euclidean 
classifier and the leave-one-out test method is used for classification. Lastly, a two 
dimensional compression is performed on the images, and the above process of
iii
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feature extraction and classification is repeated. The results are compared with 
those obtained with uncompressed m am m ographie images.
IV
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CHAPTER 1 
INTRODUCTION
Breast cancer has been a major cause of death among women around the world. 
Even though much research has been done in this field, its causes have not been 
determined yet. Presently, the only cure for it is early detection and surgery. 
Mammographie lesions can be described as either cancerous or non-cancerous. 
According to the shape of the mammographie masses, the cancerous lesions usually 
fall into two classes, nodular and stellate, and the non-cancerous masses are usually 
round. Most diagnoses at present are done manually by radiologists. In some cases 
it helps to have a cheaper and faster second opinion. This is the purpose of the 
development of an automated mammographie shape classifier.
Image compression can increase the rate of transmission of data and reduce 
storage requirements for the images. With the advent of tele-medicine, where the 
diagnosis is done at a  remote location from the patient, compression has become a 
major issue in medical imaging. Mammographie studies require testing patients at 
frequent intervals, and this calls for enormous storage requirements of the mam­
mographie images. The storage of large data sets can be costly and sometimes 
non-feasible. For example, approximately 35 million woman per year are tested 
for breast disease via mammography [42]. Typically for each woman, four mam­
mographie images are obtained. If each image is digitized to 4000 pixels by 5000 
pixels, then the digital information for each woman is 80 megabytes (MB). As
1
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
a result, approximately 2.8 petabytes (PB), 2.8 x 10̂  ̂ bytes, of information is 
obtained each year. To store this annual amount of information would require 2.8 
million 1 Gigabyte (GB) harddisks. Thus, image compression is fast becoming a 
necessity for the storage of medical image databases. For better image compression 
algorithms, the reconstructed image closely resembles the original image and the 
memory requirements for the storage of the image is reduced.
Because of the information inundation in the medicai field, much work has 
gone into the development of standards for the storage and communication of 
digital images. In order to form a standard for digitized radiological data, such 
as mammograms, a joint committee was formed in 1982. The committee was 
formed by the American College of Radiology (ACR) and the National Electrical 
Manufacturers Association (NEMA). The committee was called the ACR-NEMA 
Digital Imaging and Communication Standard Committee, and the standard was 
called ACR-NEMA Digital Imaging and Communications in Medicine (DICOM) 
standard. They had three basic goals: i) find or develop an interface between 
medical imaging equipment, ii) develop hardware connection specifications, and 
iii) form a dictionary of the data elements needed for proper image display and 
interpretation. As a result, a standard for storing and communicating digital 
medical images has been developed. At the 1997 annual meeting of the Ra­
diological Society of North America (RSNA), dynamic transfer syntax (DTS) 
scheme was introduced [43]. It is a means to obtain, or download archived im­
ages via DICOM. The scheme utilizes a lossless and/or a lossy version of wavelet 
compression, depending on the user’s specifications. The DTS algorithm is a 
major motivation factor for this thesis. If the medical industry uses the wavelet 
compression technique, an understanding of how that scheme affects the analysis 
of medical images must be obtained.
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In this pilot study, the image compression effects on mammographie lesions 
are studied, and the robustness of shape features is tested. This study aims at a 
brief look into the effects of wavelet compression on a few shape features which 
are widely used for the mammographie shape classification. An exhaustive study 
considering aU the features and all the wavelet bases is needed to determine the full 
effects of compression and to determine the best features for the mammographie 
classification. The analysis described in this thesis is a pilot study on the effects 
of compression of the mammographie shapes. This is a two part thesis in which 
the first part is the one dimensional compression and the second part is the two 
dimensional compression and classification of the mammograms. A block diagram 
of all the steps involved in this study is shown in Figure 1.
1.1 Radial Distance Measure Compression
In this study, 60 mammograms are used as the image database. Of these, 20 
were round, 20 were nodular and 20 were stellate mammograms. The shapes were 
manually traced from the mammographie masses by a radiologist. The tracing of 
th lesions is shown in Figure 2. The two-dimensional mammograms are mapped 
into a one-dimensional centroidal distance measure called the radial distance mea­
sure (RDM). Six features, namely, mean, standard deviation, entropy, area-ratio, 
roughness-index and zero-crossing, are computed from the radial distance measure 
as discussed in Section 3.1. The radial distance measure is then compressed using 
the discrete wavelet transform and the Daubechies-4 wavelet basis as discussed 
in Section 3.3. The compression is completed for thresholds from 0 to 20 using 
hard thresholding. For all the 60 mammograms the aforementioned features are 
computed from the compressed radial distances at each threshold of compression.
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The mean square error of each feature is determined for each compression level. 
This is an initial analysis to determine the effects of 1-D compression. Next the 
effects of the 2-D compression is analyzed.
1.2 Mammographie shape Compression
The 2-D compression is accompUshed using the discrete wavelet transform and 
the Haar wavelet basis. Haar wavelet basis was chosen over the Daubechies-4 
wavelet basis due to its superior performance on binary images. Figure 3 shows the 
effects of compression on a round and stellate lesion, using both the Daubechies- 
4 and Haar wavelet bases. Both the lesions are compressed at the “minimax” 
threshold, which is a standard way of optimizing the threshold. While the Haar 
wavelet basis compression still shows a very good image which can be classified, 
the Daubechies-4 wavelet basis compression is typically unintelligible for the au­
tomated system to classify. Thus, a potential superiority of the Haar wavelet over 
the Daubechies-4 wavelet for binary images is shown. The seven shape features are 
computed from the database images before they are compressed and again after 
compression. The percentage mean square errors in all the features are computed. 
From the mean square error in the features, one can learn about the variability of 
the features when compression is used. Error in various features ranged from as 
little as 4% to more than 90%. This illustrates the robustness or lack of robustness 
of the features even before the introduction of the features into the classification 
system.
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1.3 Linear Discriminant Analysis
In this thesis, the mammographie shapes are classified into round, nodular and 
stellate lesions. The classification is completed by a simple Euclidean distance 
measure. Prior to the distance classifier, the features are weighted using finear 
discriminant analysis. The weightings of all the shapes are obtained from the 
transformation T which is composed of the eigenvectors t in
( S b  -  ASw)t =  0 (1.1)
where S b is the between class scatter matrix and is the within class scatter 
matrix, as discussed in Section 3.6. Thus, the discriminating ability of the feature 
is provided by the eigenvectors. The weights of the features before and after com­
pression are analyzed. This provides information about the effects of compression 
on the role of each feature vector with respect to discriminating ability between 
shape classes.
The weight vectors obtained from finear discriminant analysis are multiplied 
by the feature matrices of each class. This provides weighted feature matrices. 
Then using the leave-one-out test method, each of the mammographie lesions in 
the database is classified into one of the three shape classes, as described in Section 
3.7. The lesion under consideration does not account for any information in the 
feature weighting procedure, which provides unbiased results. This is repeated 
for all the 60 mammograms and the classification rates of each class are obtained 
depending on how many of the lesions were correctly classified in each class. This 
classification is done before the compression of the lesions and again performed on 
the reconstructed compressed mammograms. This provides information about the 
effects of compression on the classification rates, which is the ultimate goal of the 
automated pattern recognition system.
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Scatter plots are drawn with the weights obtained from the linear discriminant 
analysis multiplied by the features, as the axes. The scatter plots obtained before 
and after compression are shown in Figures 4 and 5 respectively. The scatter 
plots help in visualizing how far the classes are separated from each other in two- 
dimensional space. One can see that before the compression the features are placed 
a bit more apart from each other than after compression. This is verified after 
classification.
Also, since the mean square error of the circularity feature is found to be 
nearly 100%, the circularity feature is dropped to test the classification capability 
of the rest of the features without circularity. The same procedure of classification 
as used previously is followed and the results are provided in Chapter 4. The 
classification results show that the automated classification system works fairly 
well even without the circularity feature. The classification is affected more on 
uncompressed feature than on compressed features without circularity. This can 
be surmised even before the classification by looking at the plots of the feature 
weights before and after compression, shown in Figure 6. One sees that the weight 
of the circularity feature reduces to less than 1% after compression.
Thus, it is shown that some features, Uke mean and entropy, are more important 
for the classifier, in the fact that they do most of the classification, and some 
features Uke circularity contribute to neghgible classification. Thus the more robust 
features are identified, which gives one a chance to minimize the feature set and 
minimize the computational cost associated with.
Thus, in this study an automated mammographie shape classifier is developed 
with seven widely used features, which can enhance the decision making capacity 
of a radiologist.
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1.4 Thesis Organization
A brief literature survey, discussing several experimental and theoretical stud­
ies about compression, various types of classification, and shape features used in 
mammography, is presented in Chapter 2. In Chapter 3, the methodologies used 
in the extraction of the shape features are discussed. The one-dimensional and 
two-dimensional compression of mammographie shapes is also discussed in the 
chapter. The last part in Chapter 3 deals with the classification of the mam­
mographie shapes in three different classes of lesions called round, nodular and 
stellate. The results obtained are discussed in Chapter 4. All the features com­
puted before and after compression for all the three classes of lesions are tabulated. 
Also the weightings of the various features used, computed by linear discriminant 
analysis, are shown in this chapter. Lastly, this chapter discusses the classification 
rates obtained for the three classes before and after compression, and it discusses 
the mean square error in the features after compression. Conclusions along with a 
discussion about the future work in this area are presented in Chapter 5.
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CHAPTER 2 
LITERATURE SURVEY
Until now the effect of wavelet compression on the mammogram shape classi­
fication has not been published. Most of the previous studies were either on 
classification of shapes or the compression of shapes. But they did not focus on 
the classification of the shapes after the compression. This thesis is a pilot study 
aimed at obtaining a preliminary understanding on how compression affects some 
well known shape features and shape classification. In this chapter, the previous 
studies on mammographie shapes and shape features, studies on classification, and 
studies on compression are reviewed.
2.1 Studies on Mammographie Shapes and Features.
Lai et al [27] have presented a method of tumor detection in mammograms. To 
detect the tumor, they first enhanced the images using noise removal. Techniques 
based on selective averaging were used for this, due to their simpUcity and edge 
preservation properties. They also developed a new method for image enhance­
ment called selective median filtering, which performed far better than the other 
techniques. The tumor detection was then done by template matching, which 
detects the suspicious area independent of its size, orientation and position. Also 
two false alarm tests were designed to test the output of the template matching
8
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process for any false alarms. The false alarm rate was just 1.7 per film and the 
highest rate of the detection was 100%. The method studied is useful in detecting 
circumscribed masses and more research is being done to detect other types of 
breast cancer.
Brzakovic et al [19] have described an automated approach that detect tumors 
in mammograms. The detection was accomplished in three steps, namely, thresh­
olding to separate objects from the background, fuzzy pyramid linking to identify 
homogeneous regions and thresholding to separate identified regions from the back­
ground. The first step was successful in isolating possible tumors and tumors were 
detected in 95% of the cases. In the second step, the output of the first step was 
classified into three classes namely, non-tumor, benign and malignant tumors. The 
overall classification rate obtained was 85%. Few problems were encountered with 
textured images as the fuzzy pyramid linking was successful in segmenting highly 
textured images. This study shows that the automated mammogram analysis 
worked very well.
P ratt [7] describes topological shape attributes, spatial moments and Fourier 
descriptors which are useful for the shape analysis. He describes a topological 
property called the Euler number which is defined as
E  = C - H  (2.1)
where C  is the number of connected object components and H is the number of 
object holes in an image. The average area and the average perimeter of connected 
components are calculated by dividing the area and the perimeter respectively 
by the Euler number. He describes the spatial moments which are the central 
moments, and the normalized central moments of the discrete image function [7]. 
He also lists the normalization of unsealed moments proposed by Hu [24]. Using
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the normalized central moments, Hu developed a set of seven compound spatial 
moments that are invariant to translation, rotation and scale in the continuous 
image domain [7],
Jain [10] has described many shape features under the classes of geometry fea­
tures and moment-based features. The geometry features are perimeter, area, radii, 
number of holes, comers, bending energy, roundness or compactness and symmetry. 
The moment-based features are the center of mass, orientation, 
bounding rectangle, best-fit elhpse and eccentricity. The radii are the minimum 
and the maximum distances from the centroid of the object, and the ratio of the 
maximum to the minimum radial distance can be a measure of eccentricity or 
elongation of the object. The two common types of symmetry are mirror and 
rotational symmetry. Also there can be twofold, fourfold, eightfold symmetry and 
so on, in different kinds of objects. Orientation is the angle of axis of the least 
moment of inertia. The smallest rectangle enclosing the object that is so aligned 
with its orientation is called the bounding rectangle. The best-fit ellipse is one 
whose second moment equals that of the object. Features like the Euler number, 
radii, corner, symmetry, orientation, bounding rectangle and best-fit ellipse are 
more useful for the recognition of mechanical shapes and might not be so useful in 
the classification of the medical images [10].
Bruce et al [1] have used multi-resolution analysis for the extraction of 
mammographie lesion shape features. They used the discrete wavelet transform 
modulus-maximus method for the feature extraction and lesion classification into 
cysts, fibroadenomas and carcinomas. They also compared the multi-resolution 
shape features with the uniresolution shape features for their class discrimination 
abilities. They used linear discriminant analysis for analyzing the discrimination 
power of the features, and the classification was done by a Euclidean distance mea­
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sure. The classification system was tested using both the apparent test method 
and the leave-one-out test method. The classification rates when using both the 
uniresolution and multi-resolution shape features were obtained as 83% and 80%, 
using the apparent and leave-one-out test methods respectively. The classification 
rates when using only uniresolution features were obtained as 72% and 68%, using 
the apparent test method and leave-one-out method of classification. These results 
showed that multi-resolution features can provide improvements in classification 
of the lesions when used along with the uniresolution features.
Jahne [14] has described several shape parameters in his book. He describes geo­
metric shape parameters like area, perimeter and circulaxity, moment based shape 
features like central moments and normalized moments, and Fourier descriptors 
like Cartesian Fourier descriptors and polar Fourier descriptors. The geometric 
parameters are simple and are image shape orientation independent which are use­
ful in distinguishing objects independent of their orientation. Central moments 
are translation independent and normalized moments are scale independent. The 
Fourier descriptors describe the shape of an object completely, and the description 
can be made translation, rotation and scale invariant [14].
2.2 Studies on Classification
Ciaccio et al [41] have described the feature extraction and selection, and 
classification in their study. A feature is a quantity that is extracted from a pattern 
and it usually falls under the following categories; i) non-transformed structural 
characteristics, ii) transformed structural characteristics, iii) structural descriptors 
and iv) graph descriptors. Feature extraction is the process by which a pattern 
is converted into features. Some of the transforms used for feature extraction are
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Fourier series, Cosine transform, Haar transform, Walsh transform, singular value 
decomposition, Karnuhen-Loeve transform and the wavelet transform. Feature 
selection is a procedure by which the number of features to be used are reduced 
or weighted, from those obtained from feature extraction. Some of the feature 
selection techniques used are the discriminant analysis, exhaustive search meth­
ods, sequential forward and backward selection, and the max-min feature selection. 
During classification, the class, to which an input pattern belongs, is identified 
based on some similarity measures. Some of the classifiers used widely to classify 
the patterns are the Euclidean distance classifier, the Mahalanobis distance classi­
fier, the Bayes linear classifier, the maximum likelihood estimation classifier, and 
the k-nearest neighbor classifier. The most common neural network classifiers are 
the clustering and the learning vector quantization (LVQ).
James [25] discussed various types of classification methods for evaluating the 
error rates. As described by James, the error estimation rules can be either 
statistical or theoretical. The statistical error estimators are independent sample- 
unknown a priori probabilities, independent sample-known a priori probabilities, 
the apparent error rate, the leave-one-out error rate and the jackknife rate. The 
theoretical error estimators are the optimum error rate and the actual error rate. 
In the independent sample cases, the sample tested is always different from the 
samples used for the classifier. In the first case the sample is entirely new, and in 
the second case, one knows the a priori probabilities of the different classes. For 
this situation, the samples from each group whose sizes are proportional to the 
probability of the group occurring are chosen. The independent sample methods 
are wasteful of the cases, in the sense that it is difficult and expensive to obtain 
samples, and we cannot afford to waste about half of them on the classifier. The 
apparent test method gives a biased result as it uses the same samples in the classi-
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fier which should be classified, and thus is not useful in practice. The leave-one-out 
method overcomes the disadvantages of both the independent sample method and 
the apparent test method. Each time, the case under consideration is left out 
and the classification is done based on the rest of the cases. This procedure is 
repeated until all the cases are classified. This results in unbiased classification 
results which are the most realistic. Jack-knifing is a general technique used to 
remove the bias fi'om any estimate. The apparent test method is used first on 
the whole sample, and then apparent testing of each case is computed separately. 
Another topic discussed in the study by James is confusion matrices. Confusion 
matrices breakdown the error rates in the individual classes as opposed to the total 
error. The confusion matrices can be arranged in a random assignment or an a 
priori assignment.
Kauppinen et al [28] studied the effects of Fourier-based descriptors of contours 
and autoregressive (AR) models on shape classification. The Fourier-based features 
used in the study were the Curvature Fourier, Radius Fourier, Contour Fourier and 
A-invariant methods. Some of the AR-based methods used were the Curvature AR, 
the Radius AR, and the Contour AR methods. They used an image set consisting 
of English alphabets and military planes. They found that Fourier-based features 
performed better than the AR-based features when using the leave-one-out test 
method, and the AR-based features outperformed the Fourier-based features when 
using the holdout test method. This is explained by the fact that while Fourier 
based features describe global geometric properties of object contours, the AR- 
based features describe local properties. Also AR-based features perform best to 
model signals which have distinctive modes in their frequency spectrum. Overall, 
the Fourier-based descriptors performed better than the AR-based descriptors.
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Kilday et al. [4] have classified mammographie shapes using computerized 
image analysis. They used the shape features circularity, mean, standard 
deviation, entropy, area-ratio and zero-crossing count for the classification, which 
are also used in this study. Unhke the study in this thesis, their study did not 
include any compression on these features. Also they used an additional feature, 
patient age in their classification. The mamographic lesions were classified into 
three classes namely, fibroadenomas, cysts and cancers. The feature selection 
process was done by the linear discriminant analysis, and the group membership 
was decided by the Euclidean distance metric. They used both the apparent test 
method and the leave-one-out test method for the classification. With the features, 
age, circularity, mean, standard deviation and entropy, they obtained classification 
rates of 67% using the apparent test method and 64% using the leave-one-out test 
method. Without the use of the feature patient age in the above feature set, the 
classification rates obtained were 56% and 51% with apparent and leave-one-out 
test methods, respectively. With the features age, area-ratio, zero-crossing and 
boundary roughness, the classification rates for the above two classification meth­
ods were 77% and 69% respectively. With the same feature set and 
without the patient age feature, the classification rates obtained were 59% and 
53% with the above two classification methods respectively. When all the fea­
tures were used the classification rates were 82% using the apparent test method 
and 56% with the leave-one-out test method. Lastly, all the features except the 
patient age feature were used in the classification, and the classification rates 
obtained were 72% and 46% with the apparent test method and the leave-one- 
out method of classification. Thus, the results in their study showed that both the 
patient age and the tumor shape contributed significantly towards the classification 
of the lesions as cysts, cancers and fibroadenomas.
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Ratnakax et al [37] studied the classification on compressed images with bounded 
loss. The compression was completed using the discrete cosine transform (DCT) 
algorithm at various degrees of loss and compression. The classification per­
formed was unsupervised and used the ERDAS classifier to stratify each image 
into 10 classes. ERDAS is an image analysis software used by geographers. The 
classification results were compared with the results obtained without compres­
sion. They found that the misclassification did not bias any particular class. The 
class into which the images were classified depended on when the iteration was 
terminated. Thus, the unstable behavior of the ERDAS classifier was the only 
limitation and not the use of lossy-compressed images. Their conclusion was 
that classification on lossy compressed images counters the tremendous storage 
requirements of uncompressed images.
2.3 Studies on Compression
DeVore et al. [5] have introduced a new theory of analyzing image compression 
methods based on compression of wavelet decompositions. Their theory relates 
the rate of decay of error between the original image and the compressed image 
as the amount of compression decreases to the smoothness of the image in certain 
smoothness classes called Besov spaces. In their theory, they explain the error 
incurred by the quantization of the wavelet transform coefficients. They also 
analyze several compression algorithms based on piecewise constant approxima­
tions. It is shown that if pictures can be characterized by their membership in the 
smoothness classes considered in their study, then the wavelet-based methods are 
optimal within a larger class of stable transform-based, nonlinear methods of image 
compression. Also, it is argued that in most instances, the error incurred in image
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compression should be measured in the integral sense instead of the mean-square 
sense.
Yang et al [3] have studied the effects of wavelet bases on compressing 
digital mammograms in their study. They have investigated effective means for 
the storage, retrieval and transmission of digital mammograms. These tasks are 
required for efficient computed assisted diagnosis at central and remote locations. 
In their study, they found that wavelet-based methods of compression were very 
promising for visually lossless digital mammogram compression at high rates. They 
found that wavelets such as hyperbolic Daubechies-4 and Biorthogonal-1-3, offered 
higher smoothness in the compressed reconstructed images than the Haar wavelets. 
It should be borne in mind that they were working on the grey scale images. Haar 
wavelets, on the other hand, offered the advantages of higher contrast by com­
bining enhancement and compression processes in one step. Some new groups of 
wavelets, namely hyperbolic and adaptive wavelet basis, were developed in their 
study, which might be very useful for medical image compression. This was a 
quaUtative study, where the contrast of the images after compression is studied by 
a radiologist. That is, the aim of their study was to analyze the effects of wavelet 
compression on the visual, subjective quality of the mammograms.
Abraham et al [30] have developed a set of new methods for the classification of 
compressed and deformed images. They take the discrete Fourier transform of the 
images and store the Fourier phase or only a part of it for compression. By using the 
Fourier phase of the deformed images, a set of invariants are calculated and used for 
the classification. They define and derive the invariance of phase to i) translation, 
ii) translation and rotation, iii) translation, rotation and scaling and iv) 3-D space. 
They checked the classification against the compression ratios using partial phase 
information. The classification improved as the quantization decreased, and the
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classification decreased as the compression improved. The images used in this 
study were faces of men. The correct classification rate obtained was 87% for 6 
bits per phase. Any addition of bits did not improve the classification, and thus 
it was the optimal level of quantization for the purpose of classification. Thus, 
the authors showed that any image can be reconstructed from its partial phase 
information.
Reeves et al [39] have studied the effects of Joint Photographic Experts Group 
(JPEG) compression on a texture feature constructed from the variance of the first 
eight discrete cosine transform (DCT) approximation coefficients. JPEG compres­
sion has different modes namely lossless, sequential, progressive and hierarchical 
modes. Their study used the sequential mode of compression, which is a lossy 
compression scheme in which a portion of the information is lost. Using this 
scheme, compression ratios of upto 40:1 can be achieved. Their study evalu­
ated the texture feature at two different resolutions, and at three different quality 
factors. The results showed that compression has Uttle effect on the classification. 
However, the image resolution significantly altered the classification results. The 
feature vectors form into clearly defined clusters at low resolution. The results 
showed that the texture features generated from the JPEG compressed images 
have potential for content-based retrieval based on texture.
Paola et al [33] studied the effect of lossy JPEG compression on image 
classification. They used four different images of earth; these images were 
obtained by remote sensing. Their lossless compression schemes resulted in a 2:1 
reduction of storage while compression using lossy schemes resulted in a reduction 
in storage by 20:1 or more. Also the visual integrity of the image was maintained 
in the procedure. Their study used the minimum-distance, maximum-likelihood 
and neural network classification algorithms. Their study found that high quality
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classifications could be obtained with any of the classifiers when the JPEG 
compression ratios were around 10:1. But the smoothing effect eliminated the 
pixel-to-pixel detail at high compression. The training on the compressed imagery 
raised the training site accuracy, but did not raise the percentage of pixels matching 
the original classification.
Chaddha et al [35] have studied compression and classification using the 
hierarchical table lookup vector quantization (VQ). Their aim was to produce 
image classification while reducing the signal processing on the compressed 
images. In table lookup classifiers/encoders, the input vectors to the encoders 
are used directly as addresses in code tables. Hierarchical structures are used to 
preserve manageable table sizes of large dimension VQs. VQ is a lossy compres­
sion method in which the statistical methods are applied to optimize distortion 
and bit-rate trade-offs. Further, since both the classifier/encoder and decoders are 
implemented by table lookups, there are no arithmetic computations involved in 
the final system implementation. Since they are implemented by table lookups, the 
encoders and decoders are amenable to efficient hardware and software solutions. 
VQ, by its nature, implements compression and classification simultaneously.
Perlmutter et al [34] studied several vector quantization (VQ) based algorithms 
that seek to minimize both the distortion of compressed images and errors in 
classifying their pixel blocks. The study used a non-parametric technique that min­
imizes both error measures simultaneously by incorporating a Bayes risk compo­
nent into the distortion measure. The authors introduce a tree-structured posterior 
estimator that produces the class posterior probabilities required for the Bayes risk 
computation. This system provided superior classification while the compression 
was maintained close to several other VQ based designs. The authors showed in 
their study that Bayes VQ with posterior estimation provided classification which
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was comparable or superior to that of a sequential classifier/VQ design at all bit 
rates, while it maintained close or superior compression. Also, they showed that 
Bayes full search VQ with posterior estimation provided classification and com­
pression superior to full search centroid-based learning vector quantization (LVQ) 
design.
Bames [36] has introduced a new approach to VQ-based compression and 
classification of sensor data. The direct sum successive approximations (DSSA) is a 
new technology which generates a mathematical decomposition of the 
sensor data. The DSSA permits low level automatic target recognition (ATR) 
functions to be combined with VQ data compression functions to form an intelligent 
clipping service. This study showed that DSSA is a promising fundamental 
technology for the development of a smart compression system. A new type of 
residual vector quantization (RVQ) is described, which increases the compression 
ratios for improved communication performance over low speed com m unication  
links. This is accomplished by transmitting only a subset of the data at the 
highest fideUty level. Thus, the study shows how the compression and classifica­
tion processes are combined into a single clipping service algorithm based on the 
RVQ paradigm.
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CHAPTER 3 
METHODOLOGIES
For this study, a database of 60 mammograms are analyzed. From these mammo­
grams, shape features are extracted before and after wavelet based compression. 
The shape features are then used to classify the mammographie lesions into three 
classes: round, nodular and stellate. In this chapter, the methodologies used for 
feature extraction, compression, feature selection, and classification used in this 
study are discussed. Initially, the two-dimensional mammograms are mapped into 
a one dimensional radial distance measure (RDM), which is a common way of 
representing shapes [4]. The radial distances are then compressed using a discrete 
wavelet transform, and the features are extracted from the compressed signals. 
The percentage errors in the features are measured at each step of the compression 
and plotted. Secondly, the mammographie shape images are compressed using a 
two-dimensional wavelet compression, and the features are extracted at the min­
imax threshold. In each case, the features are compared, the classification rates 
are compared, and the feature selection results are compared before and after 
compression.
20
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3.1 Shape Feature Extraction
In each mammogram, a mammographie lesion shape is present. The two di­
mensional shape is mapped to a one dimensional RDM. To compute the RDM one 
must first compute the centroid of the object. Then, the RDM is computed by 
measuring the Euclidean distance from the centroid to the edge of the object. The 
distance is measured along the angles from 0 to 360 degrees [19,20] in a clockwise 
direction. In Figure 7, the radial distance measurement is illustrated. If (Xq, Vb) 
is the centroid of the image, then the radial distance is computed as follows:
d{i) = yj{x{i) -  XoY  -h {y{i) -  Fo)2, i =  l,2,...,AT (3.1)
Where (x(i), y(2')) are the coordinates of the boundary pixel at the location and
N is the number of extracted boundary pixels.
In this study, six features from the RDM and one feature from the two-dimensional 
shape are extracted. The seven shape features are the mean, standard deviation, 
entropy, area-ratio, roughness index, zero-crossing and circularity.
The mean of the radial distance is given by,
davg = ^ ' ^ d { i )  (3.2)
t=i
The standard deviation of the radial distance is given by.
(j = i  E ( j ( .)  -  C , ) '  (3.3)
«=1
The mean and standard deviation of a RDM provide both a macroscopic view of
the shape of the image and also fine detail about the boundary of the image.
The entropy is a probabilistic measure which gives an estimate of how well the
RDM can be predicted. The entropy of the RDM is given by,
N
E  = ' ^ P k  log(pk) (3.4)
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where Pk is the probability that the radial length will be between d{i) and d(i) -f-A, 
where A is a fixed interval of 0.01 relative to the radial distance. Entropy measures 
the shape roughness and roundness.
The area-ratio is a measure of the percentage of the shape boundary outside 
the RDM mean [4], and it describes the macroscopic shape of the image. The 
area-ratio of the RDM is given by
A =  -  d„,),  (3.5)
where,
A =  0 V d{i) < davg (3.6)
The feature known as the zero-crossing represents the number of times the radial 
distance curve crosses the RDM mean, and it gives information about the fine 
detail of the mammographie shape boundary. The roughness index of the object 
boundary [1] is calculated by first segmenting the RDM into equal length segments 
and then calculating the roughness index of each segment by
u \
r / V
R(j)  =  XI I ~  d{i -t- 1) I, where j  = 1,..., 
i=j
The roughness index of the total image is then given by
rL--
(3.7)
R  = N E  RU)  (3.8)
i = i
where R{j) is the roughness index of the segment, L is the number of boundary 
points in the segment, N  is the total number of boundary points.
The roughness index feature isolates the macroscopic tumor shape from the 
boundary structure. Since the final roughness index is obtained by averaging over 
fixed length boundary segments, the influence of gross shape and tumor size on 
the feature are decreased.
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The last feature used in this study is circularity, also known as compactness 
[14]. It is defined as,
C =  -  (3.9)
where P  and A  are the perimeter and the area of the tumor respectively. The area 
of an object is the number of pixels within the object boundary for a binary image, 
and the perimeter is simply the radial count of the number of the pixels at the 
edge of the object. Circularity provides more information about the gross shape 
of the tumor but does not tell much about the fine detail of the boundary of the 
tumor. Circularity is a shape feature which does not depend on the orientation of 
the object. It is a dimensionless measure and thus is insensitive to scale changes 
[13]. Its value is high for lesions with rough contours and low for lesions with 
smooth contours.
The first six features are extracted from the RDMs before and after com­
pression. The RDMs are compressed using the discrete wavelet transform and 
the Daubechies-4 wavelet basis. The features are compared before and after 
compression. The error induced by the 1-D wavelet compression is then analyzed. 
The 1-D wavelet compression scheme is discussed in more detail in section 3.3.
3.2 Discrete Wavelet Transform
The wavelet transform used could have been a continuous wavelet transform 
or a discrete wavelet transform. These wavelet transforms overcome the resolution 
limitations of the short time Fourier transform and its implementation via filter 
banks. The continuous wavelet transform (CWT) follows the idea that all impulse 
responses of the filter bank are defined as scaled versions of the same prototype 
h(t) [26], i.e..
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fe.(t) =  - / =  A (-) (3.10)
/ M  “
where a is the scale factor and the constant l / y j \ a\  is used for energy 
normalization. The CWT is then defined by,
CWT^  (r, a) = f  x(t) h* ( dt  (3.11)
y l a r  \  a J
where h" ( ^ )  is the complex conjugate of the filter impulse response. The proto­
type h{t) is called the basic wavelet and is used for all the filter impulse responses, 
since wavelet analysis is self-similar at all scales [26]. The wavelets are scaled and 
translated versions of the basic wavelet prototype h{t) and they are shown as
/1q,t =  h (  \  . (3.12)y/a \  a /
The wavelets, ha,r, are not orthogonal as they are defined for continuously 
varying a and r, and hence redundant. But the reconstruction formula given by
x{t) = c f  [ CWT{r,a)  (3.13)
J a > 0 J
is satisfied whenever h{t) is of finite energy and bandpass. This implies that the 
function oscillates in time like a short wave and hence is called a wavelet. 
Orthogonality of wavelets hj,k{t) is given by,
As a result, an arbitrary signal can be represented as a weighted sum of basis 
functions,
= hj,k- (3.15)
Thus, the wavelet functions obtained from the prototype function h{t) form an 
orthogonal basis. This is an advantage over the short time Fourier transform,
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where it is impossible to have orthonormal bases with functions well localized in 
time and frequency.
In the subband coding scheme illustrated in Figure 8, the frequency band is 
divided into low frequency and high frequency bands. For perfect representation 
of the original signal x{n) into two subsampled versions, one should use an ideal 
lowpass filter g{n) and an ideal highpass filter h{n). The one step wavelet decom­
position maps the original signal into lowpass approximation and high pass detail 
signals at twice the scale. When the ideal filters are used, the discrete case is 
identical to the CWT. Ideal filters need not be used for reconstruction and yet the 
original signal x{n) can be recovered from the filtered and subsampled versions. 
This can be done by upsampling them and summing, as shown in Figure 12. The 
reconstructed signal is exactly identical to the original signal when the filters have 
perfect reconstruction properties.
The discrete wavelet transform design is given by [21]
F(s) = 2 [iCo(5)/fo(5) + (3.16)
which is a frequency domain representation of the reconstructed signal of two 
subband coded filter outputs. The above equation can also be written as
F(s) = F(s) I if2(s)-h H'x'(5) I (3.17)
where the transfer functions of the two filters must satisfy
Hq{s ) + Hi{s) = 1 for  0 < I s I < S[sf (3.18)
where | s„ | is the total frequency band.
The transfer functions are squared because /((), the time domain signal, is
convolved twice with each filter, once during coding and once during decoding.
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As is known, convolution in time domain is equivalent to multiplication in the 
frequency domain. In the above equations, H\  and Hq are highpass and lowpass 
analysis filters respectively, and Gi and Go are the highpass and lowpass synthesis 
filters respectively. This decomposition and reconstruction in shown in Figure 8(a). 
If the transfer function of the lowpass filter is i?o (s), the transfer function of the 
highpass filter is given by
Hl{s) = 1 -  Hl{s)  (3.19)
The two analysis filters are orthonormal as shown in Figure 8(b). The synthesis 
filters Go and Gi can be obtained by taking a time inverse of the analysis filters. 
Also, a necessary and sufficient condition for alias cancellation [23] is given by
Gq{z)Ho{ - z) + G x{z)H i [ - z) =  0 (3.20)
These filters, which cancel aliasing in a two-channel filter bank are called 
quadrature mirror filters (QMF). For perfect reconstruction, the filters have to 
satisfy the following condition,
Go(z)/fo(z)-hGi(z)ffi(z) =  2 z - ' (3.21)
Hence, the QMFs follow the relation
H l { z ) - H l { - z )  =  2 z - ' (3.22)
On the unit circle, Hq{—z) = is the mirror image of Hq{z), and both
the filter and its mirror image are squared.
Thus, any sequence x{n) can be decomposed into two subsequences at half 
rate or half resolution by means of orthogonal filters. This decomposition can be 
iterated on both the subsequences, resulting in what is known as wavelet packets.
But usually the iteration is done on the lower band, resulting in what is known
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as discrete dyadic wavelet transforms. Each further iteration halves the width of 
the lower band increasing the frequency resolution by two. Its time resolution is 
halved due to the subsampling by two. Also independent of the depth of the tree, 
(low pass and high pass), the complexity of this discrete algorithm is Unear to the 
number of input samples [26]. The total complexity of the algorithm, where Cq is 
the number of operations performed, is given to be
Ctotal = Cq + +  ... <  2Co (3.23)
In the DWT, the role of the wavelet function is played by the highpass filter 
h{n) and the cascade of the subsampled lowpass filters followed by a high pass 
filter. The function corresponding to the lowpass filter is referred to as the scaling 
function. The discrete system converges to a system where subsequent filters are 
scaled versions of each other. This convergence forms a basis for the construction 
of continuous time compactly supported wavelet bases [26]. The discrete wavelet 
transform algorithm is independent of the number of octaves one computes.
For this study, a number of options were present as to the choice of wavelets. 
The Haar wavelet, the Daubechies wavelets and the Sine wavelet are a few of the 
choices. The Haar wavelet is the simplest example of a wavelet expansion. The 
Haar wavelet has a finite support in time and 1/w decay in frequency. The scaling 
function and the wavelet function ip{t) of the Haar wavelet are shown is Figure 9. 
The Haar wavelet is defined as [23]
'^{t) =
1 0 < t <  1/2
- 1  1/2 < t < 1 (3.24)
0 otherwise
The whole set of basis functions can be obtained by the dilation and translation 
of the wavelet function, as shown by
^m.n =  2-'"/V (2-'"« -  n), m, n € Z (3.25)
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where m  and n axe the scale and the shift factors respectively. Note that only 
scales and shifts that are of the size 2“ , where a  is a positive integer, are utilized. 
Hence, the transform is called dyadic. This wavelet basis set is orthogonal. Also, 
the wavelet basis functions are well localized in time but not in frequency, as can 
be seen from the above relationship.
Another example of a possible wavelet is the Sine wavelet which is a Sine in 
time and hence a square pulse in frequency. If is now the Sine wavelet, the 
wavelet basis is now given by
i ’mAt)  = {2-"'/^V(2-'"( - n -  1/2)}, m , n e z  (3.26)
As can be expected, the frequency resolution of the Sine wavelet is very good while 
the time resolution is bad.
The Daubechies family of regular wavelets are in between the two extremes of 
Haar and the Sine wavelets. The scaling function and the wavelet function of the 
Daubechies-4 wavelet are shown in Figure 10. The Daubechies wavelets give a good 
time and frequency resolution as their filters can be designed with a finite number 
of taps. The time resolution may not be as good as the Haar wavelet and the 
frequency resolution may not be as good as the Sine wavelet, but it outperforms 
both in most cases due to better resolution in both domains. The number that is 
given after the term '‘Daubechies” (e.g. Daubechies-4) is a function of the number 
of taps in the filter impulse response.
3.3 One-dimensional Wavelet Compression
In this study, two-band decomposition, along with scalar quantization, is uti­
lized. Hence a wavelet transform based compression scheme is used. The com­
pression systems based on linear transforms have three main steps. The linear
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transformation (T), the quantization (Q) and the entropy coding (E). These kind 
of systems are called open loop systems as there is no feedback to the input. The 
transformation could be a continuous wavelet transform or a discrete wavelet trans­
form as explained in the previous section. But in this study the discrete wavelet 
transform was used. Quantization introduces nonlinearity in the system and may 
result in information loss. Quantization can be of three types: scalar quantization, 
vector quantization and predictive quantization. If the samples are individually 
quantized, it is called scalar quantization. If all the samples are quantized in one 
step, it is called vector quantization. If the difference between a signal and a suit­
able prediction is quantized, it is called predictive quantization. This study uses a 
hard thresholding as a quantizing function, which is scalar quantization.
The different kinds of thresholding [13], are single-level and multi-level, de­
pending on the number of thresholds used. If /(x , y) is the gray level of the point 
p(x, y) in the image, then a multi-level thresholding can be defined as follows.
I f  Ti < /(x , y) < T2  the point is in one object class,
U  fi^^y)  > %2 , then point is in another object class,
/ /  f{x,y)  < Ti, then point is in background, (3.27)
where and T2 are two different thresholds of the image. Usually multiple thresh­
olds are difficult to establish and are less reliable. The single level threshold is given 
by
where T is threshold function. Also the threshold is called global when T  depends 
only on /(x , y). The threshold is called local if T  depends on both /(x , y) and
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p{x,y), and it is called dynamic when T  depends on the spatial coordinates of x 
and y. In this study, a single level global threshold is used.
For this study, after the extraction of the radial distance measures from the 
mammograms, the RDMs are compressed using 1-D compression. The quantiza­
tion thresholds are increased from 0 to 20 in steps of 0.2. At each threshold of 
compression the features are extracted and the percentage error in the features 
is measured. This process is repeated for all the six features and the percent­
age errors are plotted as a function of compression. Figures 11 to 16 show the 
errors in the features plotted against compression for round, nodular and stellate 
mammogram.
One of the measures of the quality of compression used in various studies, is 
the mean square error or distortion [23]. The distortion is given by,
D = E { Ÿ l \ ^ i - i i ? )  (3.29)
i= 0
where x, are the input values and x,- are the reconstructed values. In this study, 
the quality of compression schemes is measured by indirect methods like the 
classification rates of the compressed images.
3.4 Two-dimensional Wavelet Compression
In the two dimensional compression case, the RDM is computed prior to and 
after the 2-D compression of the image. Once the RDM is measured, the shape fea­
tures are computed as explained in section 3.1, and the error analysis is 
conducted. The images are compressed using the discrete wavelet transform 
algorithm and Haar wavelet basis at minimax thresholding. The original, or 
uncompressed round, nodular and stellate mammograms are shown in Figures 
17, 18 and 19 respectively. The compressed and reconstructed round, nodular and
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stellate mammographie shapes are shown in Figures 20, 21 and 22 respectively.
The discrete wavelet transform and subband coding were explained in section 
3.2. The subband filters have to satisfy a number of constraints like linear phase, 
orthogonality, filter size, regularity and frequency selectivity [23]. Linear phase 
of the filters is necessary to avoid the phase distortion at the edges of the image 
and also the computation is reduced due to symmetry of the filters. Orthogonal 
filters implement a unitary transform between the input and the subbands. The 
size of the filter is also an important consideration. While long filters have high 
regularity and high out-of-band rejection, they are computationally expensive, and 
they may introduce coding errors. Also long filters have a ringing around the edges 
of the image. Thus shorter length filters are preferred for subband coding. Regular 
filters are orthogonal filters with a certain number of zeros at the aliasing frequency. 
When the decomposition is iterated, the presence of zeros at the aliasing frequency 
improves the coding gain and makes the compression artifacts less objectionable. 
Regular filters lead to a smooth or regular scaling function. Frequency selectivity 
is of more importance in audio subband filter design than in image compression. 
These criterion were taken into account when selecting the filter or wavelet type, 
for this thesis. As a result, two wavelet types, Haar and Daubechies-4, were chosen. 
The 2-dimensional filter banks and the frequency plane partitioning is shown in 
Figure 23.
In order to select the level of threshold for the wavelet-coefficients, the well 
known “minimax” criterion is used. The minimax thresholding uses a fixed thresh­
old to yield a minimax performance for the mean square error against an ideal 
procedure. The minimax estimator is the option that realizes the minimum of the 
maximum of the mean square error obtained for the worst function in a given set. 
The minimax optimization [22] is formulated as follows. If /i(x ) ,/ 2 (x),.../„i(x) are
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a set of functions, the minimax optimization can be represented by
(3.30)
This is the generalized minimax optimization criterion which has many sub 
problems like the weighted minimax optimization given by
min max {Qj/i(x)} (3.31)
where one minimizes Xq subject to
oiiMx) < X q  { i  = 1,2,..., m),
Qi > 0, X G f i  C  R" (3.32)
The weighting coefficients usually satisfy the condition a,- =  1.
The thresholding of an image, or quantization of the wavelet coefficients, can 
be local or global, and it can be either a single level or multilevel, as shown is 
the previous section. In this study, a single level, global thresholding is used with 
minimax criterion of error optimization.
The compressed images are reconstructed after compressing each of them at 
the minimax threshold, and the shape features are extracted from the images. 
As before, the first six features are extracted from the RDM and the last feature 
i.e circularity, is extracted from the two-dimensional reconstructed images. The 
percentage MSE in all the seven features after compression is measured for all the 
images.
For the two-dimensional compression, DeVore et al [5] have stated that 
Daubechies-4 is the best wavelet basis for compression of gray scale mammograms 
and that the Haar basis gave them the worst results. But for the bitmap (digital) 
images which are binary (two color levels), this study showed that Haar wavelet 
gives the best compression rates and that the Daubechies-4 wavelet performs
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comparatively worse. This is shown in Figure 3. In each row of these figures, 
the first figure is the uncompressed mammogram; the second is the compressed 
mammogram using Haar wavelet basis; and the third is the compressed mam­
mogram using Daubechies-4 wavelet. Both compressions are completed at the 
“minimax” threshold. It is clear from the result that Haar wavelet compression 
performs better then the Daubechies-4 wavelet compression. This result can be 
explained by the fact that while Daubechies-4 wavelet is more fractal in shape, the 
Haar wavelet resembles a signum function with an abrupt border. The disconti­
nuity of the Haar wavelet function better approximates the signum shaped edge 
found in the binary images.
3.5 Error Analysis 
The percentage mean square error is calculated using,
M S E  = \
1 60 'MeanF  — Feature
* 100 (3.33)MeanF
where MeanF  is the mean of the specified feature over all the 60 images and 
Feature is the feature value under consideration. The mean square errors of all 
the features give us a handle of comparison of the robustness of the features, 
before the classification of the images. It is shown that some features like mean 
and entropy are the most robust and features like circularity and zero-crossing 
count are the least robust.
3.6 Feature Selection
Typically, the ultimate goal of an automated pattern recognition system is 
to discriminate between classes of patterns. In this study, the patterns are the 
mammographie masses, and the classes are the round, nodular and stellate shapes.
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This classification is based on the extracted shape features. One hopes to obtain 
effective features so that the accuracy of the recognition can be enhanced, and the 
number of features required to achieve a given accuracy can be reduced. There are 
many ways to express the effectiveness of each individual feature like the Lindley’s 
Information measure [11] which is given by,
/ M  =  ^  P{ui) p(x/w,) dx. (3.34)
i=l
Another measure for feature effectiveness is Lewis’ statistical measure [11]. For 
the feature, this measure is given by
m
Gi=Y.T.  f k ,  k #  ( P k ,  / i (* )]}  (3.35)
i=l fc=l
where each feature /, can take Vj values and 0 is a measure of correlation between 
fi and Ui and is a single valued function of its argument, as stated by Chen [11].
In this study, the effectiveness of a shape is analyzed, and the effectiveness of 
wavelet-based compression on the feature set is investigated. The effectiveness of 
the features is analyzed with linear discriminant analysis. However, it should be 
noted that in statistical classification, estimation, and prediction, the performance 
is not always improved as the number of samples arbitrarily increases, with the 
number of samples or test data being finite. Sometimes it might even deteriorate 
the classification.
In order to determine the classification of a given test pattern, the following 
steps are to be taken. First, the features are extracted, and the feature vector is 
formed. Second, linear discriminant analysis is used to weight approximately the 
elements of the feature vector. Third, a minimum distance classifier is used to 
determine which class the feature vector belongs.
In this study, hnear discriminant analysis is used to find the weight matrices of 
the uncompressed and compressed features. The weights give the discriminating
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
35
power of the features. Some features are weighted less, and some are weighted 
more. Also, linear discriminant analysis reduces a c class problem to a c — 1 class 
problem. Thus in this case, the classification is reduced to a 2 class problem which 
can be easily represented on a two dimensional plot, and the graphical separation 
of the classes can be viewed easily.
The feature selection algorithm is based on the transformation defined by 
ÿ = Tx,  where x is a (7 x 1) feature vector and T is a (2 x 7) linear transfor­
mation matrix. The transformation matrix reduces the dimension of the original 
feature space from 7 to 2. The transformation matrix T  also weights each feature 
based on its discriminating power while compensating for any existing correlation 
between features. The calculation of the transformation matrix is reduced to the 
generalized eigenvalue problem.
{Sb -  ASw)t = 0 (3.36)
where Sb is the between class scatter matrix and Sxv is the within class scatter 
matrix. The ( 7 x 1 )  eigenvectors U associated with the non-zero eigenvalues A, 
constitute the transformation matrix T.
The within-class scatter matrix is given by,
=  E  Si (3.37)
1=1
where c is the dimension of the feature space used. 5,- is given as
Si =  E  ~  Tni)(i — Tn,)‘. (3.38)
xeXi
The mean feature vector of class i is given by
m, =  — E  ^i- (3.39)
”*■ xeXi
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The between-class scatter matrix is given by,
C
5b =  XI — m){mi — m)‘ (3.40)
t=i
where m  is the total mean vector. The total scatter matrix is given by
St  =  5w' -I- Sb - (3.41)
The within class scatter matrix gives a measure of the spread of cases within 
a class, and the between class scatter matrix gives a measure of the spread of the 
class means. The linear discriminant analysis minimizes S w  while maximizing S b - 
In this way patterns within a particular class are tightly packed while the distance 
between classes is maximized.
The values of the eigenvectors correspond to the weightings of the features 
based on their discriminating abilities. Each element of the eigenvector is a weight 
associated with a particular feature. Thus, the eigenvectors provide an insight 
into the discriminating ability of each feature. The discriminating power of each 
of the features is more clearly understood by scaling the eigenvectors by the total 
mean vector. The elements of the normalized eigenvectors are then called the 
discriminant coefficients.
3.7 Classification
In this study, the discriminant coefficients are compared before compression 
and after compression. The classification used in this analysis is a simple minimum 
distance classifier. The classification is done based on Euclidean distance measure. 
First, a set of training data is used to determine the mean feature vectors of each 
class. Then, for a test pattern, the feature vector is compared to the class mean. 
This comparison is the Euclidean distance between the test feature vector and
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the mean feature vector. The distance of each feature vector relative to the mean 
feature vector for each class is measured. The feature vectors are then classified as 
a members of those classes whose mean feature vectors are closest to the feature 
vector under consideration.
The leave-one-out test method [25] was used to test the classification rates. 
The leave-one-out classification method comes from a modification to the ‘hold 
out’ method of classification. The classifier is designed using the sample feature 
vectors with one case removed and then tested by classifying the removed sample. 
The error estimate is obtained by repeating the procedure, each time leaving out a 
different case, until all the cases have been used to test the classifier. The leave-one- 
out test method is computationally intensive, since it has to design M  classifiers 
for a sample set of M  cases, and this computation increases as the image database 
increases. Another disadvantage of this method is that, for a given sample set size, 
it has a larger variance than the apparent test method, which is discussed next.
Also, the apparent test method has been used for the classification of the mam­
mographie shapes in various studies. This is a class test method commonly used in 
mammographie automatic pattern recognition research. But the main disadvan­
tage of the apparent test method is that it uses the same samples for classification 
that have been used to train the classifier algorithm, and thus the results are bi­
ased. As a result, the error rates for the apparent test method are comparably 
lower than the leave-one-out classification method, that is the classification rates 
are higher. However, if the sample set size is very large, the apparent test method 
is useful as the bias decreases.
The leave-one-out test method, even though computationally more intensive 
than the apparent test method, results in unbiased classification rates. These 
unbiased classification rates are usually worse than the biased ones, but are more
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realistic. Especially if the sample set size is small, as is for this study, the leave- 
one-out method is the best method of classification.
In this study, for each test case, a new mean feature vector is computed. The 
mean feature vector is calculated taking into account all the class data except the 
feature under consideration. In this study there were 20 mammographie shapes of 
each class. During the testing of each feature vector for the minimum distance, 
the mean of that feature vector’s class is calculated leaving that feature vector out. 
That is, the mean is based on the other 19 feature vectors. Thus, the test data 
itself is not biased, and the classification rates are also unbiased. This testing is 
repeated for all the 60 test mammographie shapes in the image set. The linear 
discriminant analysis is repeated each time, and the new weights are found with 
the new data. After the linear discriminant analysis is done, each image is classified 
into one of three classes, namely round, nodular and stellate.
3.8 Mammographie Shape Database
In this study, a set of 60 mammograms, out of the 100 mammograms from the 
original database, were used. Of these, 20 were round lesions, 20 were nodular 
lesions and the rest were stellate lesions. The original database of 100 mammo­
grams consisted of 50 normal lesions with no malignancies and 50 cancerous lesions, 
according to the radiologists. The database was provided courtesy of H. Lee Moffit 
Cancer Center and Research Institute and the Department of Radiology, College 
of Medicine, University of South Florida. The original films were digitized at a 
resolution of 200/xm and the image intensity was quantized to 8 bits per pixel 
and displayed in the form of 256 gray levels. In this study, the images were con­
verted to binary from grey scale and they were resized to 150 x 150 pixel size, from
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various pixel sizes for computational ease. The round, nodular and stellate lesions 
are also called cysts, fibroadenomas and carcinomas respectively, in various stud­
ies. In some other studied they are also classified as benign and cancerous lesions. 
The round, nodular and stellate mammographie shapes are shown in Figures 17, 
18 and 18 respectively.
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CHAPTER 4 
RESULTS
In this chapter, the testing and results are discussed. Initially the features are 
computed from the uncompressed radial distances. The first six features (i.e. mean, 
standard deviation, entropy, area-ratio, roughness-index and zero-crossings), are 
computed from the radial distance measure and the seventh feature (i.e circularity 
or compactness), is measured directly from the two dimensional image. The feature 
vectors for the round, nodular and stellate classes of lesions are shown in Tables 
4.1, 4.2 and 4.3 respectively. In the tables, mn, sd, ent, nr, rg, zcl and C l stand 
for mean, standard deviation, entropy, area-ratio, roughness-index, zero-crossing 
count and circularity respectively. The suffixes 1 to 3 after each feature notate the 
class which they describe.
The errors in features of round mammograms, as they are compressed are shown 
in Figures 11 and 12. The errors in features of nodular mammograms as they are 
compressed are shown in Figures 13 and 14 and the errors in stellate mammograms 
as they are compressed are shown in Figures 15 and 16. The compression was 
conducted for a threshold of 0 to a threshold of 20. It can be seen from Table 
4.12 that the error in the mean never exceeds 1%. Also, the errors in standard 
deviation, entropy, and area-ratio are also very low compared to the errors in
40
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roughness-index and the zero-crossings count. This is true for all three classes of 
the mammographie shapes.
The mammograms are then compressed using the Haar wavelet basis at the 
“minimax” threshold and the radial distances are computed from them. This 
thresholding minimizes the number of coefficients while maximizing the energy 
stored in them. For example, when the 2-D wavelet compression was used on a 
mammographie lesion, with the Haar wavelet basis, the retained energy was 99.73% 
and the number of zeros added were 58.37%, at the threshold values shown. See 
Figure 24. The first six features are again computed from the compressed radial 
distances and the circularity features are computed from the compressed mam­
mograms as before. The compressed features for the round, nodular and stellate 
lesions are shown in Tables 4.4, 4.5 and 4.6 respectively. In these tables, the cmnl, 
csdl, centl, carl, crgl, czcl and CCI stand for the mean, standard deviation, 
entropy, area-ratio, roughness-index, zero-crossing and circularity features of the 
compressed mammograms respectively.
After the features are extracted, linear discriminant analysis is used to compute 
the weight vectors. The weight vectors are the eigenvectors of the transformation 
matrix as discussed in chapter 3. The weighted feature vectors are used for con­
structing the scatter plot of the mammogram classes. The scatter plot is created 
using the first row of the weighted feature matrix as the x-axis and the second row 
as the y-axis. The scatter plot gives a visual representation of how well the three 
classes of mammograms are separated from each other. See Figures 4 and 5, for 
the scatter plots of the uncompressed and weighted compressed feature vectors, 
respectively. The discriminant coefficients of the uncompressed mammographie 
feature and the compressed mammographie features are shown in Figure 6. The
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actual values of the uncompressed and compressed coefficients are shown in Tables 
4.7 and 4.8 respectively.
Next, the weighted feature vectors are used with the leave-one-out method of 
classification. The classification results for the uncompressed mammograms are as 
shown in Table 4.9. The classification results for the compressed mammograms 
are as shown in Table 4.10. In these tables, the results of classification for each 
class are provided in each row. Thus the first row corresponds to the round class of 
mammograms, the second row corresponds to the nodular class on mammograms 
and the third row corresponds to the stellate class of mammograms, respectively. 
For example in row 1 of Table 4.9, 20 round shapes were tested, of which 14 were 
correctly classified as belonging to round class, 5 were misclassified are belonging 
to the nodular class and 1 was misclassified as belonging to stellate class. Thus the 
correct classification rate for this class was 70%. Similarly the classification rates 
for the other two classes are obtained, and the total classification rate is found by 
averaging the classification rates of the three classes. The total classification rate 
for the uncompressed and compressed mammograms is shown in Table 4.11.
A main goal of this study is to determine how particular shape features are 
affected by compression. Thus the individual features are analyzed before and 
after compression and the mean square error is computed to see which features 
have the highest error after compression.
The error in features after compression axe then measured and the percent­
age mean square error of the whole 60 mammograms features are shown in Table 
4.12. The features circularity, roughness-index and zero-crossings had errors above 
90% after compression. The features standard deviation and area-ratio had errors 
greater than 50%. However the entropy feature had error less than 7% after com­
pression. The features mean and entropy contributed to most of the classification.
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which can be seen from the weights obtained using the hnear discriminant analysis. 
As seen from Figure 6. the features mean, entropy and standard deviation, after 
compression, are weighted the most (44.8%, 19.8% and 32.8% respectively), and 
the features like circularity and zero-crossings were weighted the least (2.6% and 
0.35% respectively). Also it is quite obvious that since the errors in some features 
are so large after compression, they should help the least in the classification of 
the mammograms into their respective classes. To prove this point, the circular­
ity feature is deleted from the feature set, and the shapes are classified with the 
remaining six features. Without the circularity feature the classification results 
found for uncompressed and compressed features are shown in Table 4.13 and 4.14 
respectively. The overall classification rates for the three classes with the circu­
larity feature are 73.33% for uncompressed features and 60% for the compressed 
features. The overall classification rates without the circularity feature are 71.67% 
for uncompressed features and 60% for compressed features. As one can see, the 
classification rates are sUghtly lower for uncompressed features as compared to the 
rates when using all the 7 features. However, the overall classification rates are 
very much the same for the compressed feature set, with or without the circularity 
feature. This can also be cross checked as the weighting of the circularity feature is 
very less after compression, it should not affect the classification if it were present 
or not, which is exactly what was obtained when removing the circularity feature.
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Table 4.1: Features of the Uncompressed Round Lesions
mnl sdl entl arl rgl zcl Cl * 1.0e-h05
54.1372 4.3650 -4.3661 0.0349 5.1551 6.0000 0.4628
50.0197 2.3765 -4.0293 0.0188 4.4978 34.0000 0.5468
41.5087 4.6001 -4.2894 0.0482 2.7817 10.0000 0.7878
48.6333 2.6377 -4.2755 0.0221 3.0555 22.0000 0.5697
45.7654 3.3796 -4.1386 0.0291 4.8329 24.0000 0.6627
37.0327 6.2052 -4.2691 0.0741 3.1143 6.0000 1.0160
36.5284 2.9676 -4.0828 0.0350 4.6151 8.0000 1.0322
62.9426 4.7790 -4.2787 0.0308 4.9187 8.0000 0.3548
62.8137 2.6738 -4.3293 0.0178 6.1883 19.0000 0.3545
49.2360 5.4209 -4.2207 0.0457 3.1038 4.0000 0.5516
46.8832 8.5430 -4.3312 0.0816 5.4789 4.0000 0.5990
55.0673 4.8962 -4.2569 0.0350 7.2300 14.0000 0.4419
59.0652 2.6442 -4.1582 0.0181 7.0521 39.0000 0.3833
48.2170 3.7508 -4.0809 0.0291 3.1420 14.0000 0.5864
42.4418 3.6539 -4.2493 0.0373 2.6858 14.0000 0.7555
53.6209 3.9719 -4.1603 0.0314 4.5041 16.0000 0.4712
53.3815 3.8829 -4.3018 0.0297 5.2479 17.0000 0.4698
39.1340 1.6260 -3.9761 0.0159 3.7200 41.0000 0.9081
57.8065 2.7965 -4.1340 0.0195 4.0731 28.0000 0.4092
50.5729 4.4811 -4.2490 0.0371 3.8918 8.0000 0.5358
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Table 4.2: Features of the Uncompressed Nodular Lesions
mn2 sd2 ent2 ar2 rg2 zc2 C2 * l.Oe+05
52.4227 3.3709 -4.1256 0.0250 6.0974 27.0000 0.4764
52.4227 3.3709 -4.1256 0.0250 6.0974 27.0000 0.4764
47.0861 7.9600 -4.4097 0.0749 12.5229 9.0000 0.6081
46.9082 3.9465 -4.1164 0.0313 4.6713 39.0000 0.6166
47.6542 7.5354 -4.2188 0.0655 3.7467 7.0000 0.5712
49.4416 6.3476 -4.2067 0.0541 5.3104 7.0000 0.5464
51.2972 6.7445 -4.2691 0.0598 11.9404 8.0000 0.4963
42.8890 2.3805 -4.0390 0.0215 4.0167 24.0000 0.7142
47.2048 7.9364 -4.2455 0.0659 8.3161 11.0000 0.5660
50.0905 9.5291 -4.2168 0.0815 8.4832 7.0000 0.5347
34.8451 12.1854 -4.2158 0.1500 3.0899 4.0000 1.0134
51.8672 5.5748 -3.8554 0.0392 5.9097 25.0000 0.5203
49.3406 5.3914 -4.2139 0.0455 4.0177 10.0000 0.5399
37.6345 3.6335 -4.2440 0.0414 5.1668 16.0000 0.9347
40.4775 3.9819 -4.2021 0.0394 3.6286 16.0000 0.8185
34.9211 8.7897 -4.2538 0.1093 3.6213 6.0000 1.0611
45.5615 7.6759 -4.1345 0.0672 4.3658 10.0000 0.6054
46.0492 6.0283 -4.2860 0.0533 3.5904 10.0000 0.6536
50.4754 4.2041 -4.2385 0.0331 8.6097 30.0000 0.5312
49.6707 11.3802 -4.2780 0.0967 5.4588 6.0000 0.5439
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mn3 sd3 ent3 ar3 rg3 zc3 C3 * l.Oe+05
45.5055 6.3268 -4.2211 0.0547 8.5222 28.0000 0.6431
36.0727 6.0269 -4.2037 0.0701 6.8940 13.0000 0.9167
41.0107 4.7512 -4.1278 0.0465 8.4020 21.0000 0.7323
39.7445 5.8187 -4.2975 0.0617 10.0872 16.0000 0.7769
34.7397 6.2106 -4.3469 0.0746 5.1100 11.0000 1.0845
38.2727 11.7207 -4.2084 0.1274 18.4384 11.0000 0.7882
44.5010 8.3275 -4.1721 0.0738 17.7803 16.0000 0.6262
40.7931 11.1466 -4.2975 0.1228 23.7041 6.0000 0.7304
36.7754 9.7655 -4.3888 0.1186 3.1197 9.0000 0.9175
31.9621 9.5103 -4.2615 0.1267 7.6906 11.0000 1.0829
43.7101 9.4328 -4.1419 0.0851 9.1277 8.0000 0.6938
27.8570 18.4327 -4.0740 0.2989 2.4781 4.0000 1.1998
47.0143 13.5928 -4.3571 0.1237 8.8888 13.0000 0.5323
35.1603 7.5146 -3.9351 0.0816 6.2797 12.0000 1.0289
31.4167 11.5020 -3.9689 0.1415 1.9602 6.0000 1.2145
31.8850 7.1637 -4.2576 0.0991 1.7439 8.0000 1.2628
32.5497 6.1350 -4.2925 0.0821 9.1750 14.0000 1.1692
40.9345 10.0725 -4.0837 0.0933 18.5579 19.0000 0.7386
33.9117 11.2232 -4.2552 0.1358 4.9776 8.0000 1.0144
35.9862 7.5937 -4.3796 0.0927 5.5045 12.0000 1.0247
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Table 4.4: Features of the Compressed Round Lesions
cmnl csdl centl carl crgl czcl CCI * l.Oe+05
54.5023 6.2179 -4.1378 0.0440 33.1049 24.0000 0.5541
51.0828 4.3290 -4.0525 0.0318 3.5738 26.0000 0.5641
43.5891 6.8239 -4.3385 0.0689 3.4236 18.0000 1.7578
50.5704 6.8491 -4.2824 0.0578 7.0576 8.0000 4.0910
46.0323 4.7107 -4.1743 0.0427 3.6902 20.0000 1.2697
38.3753 6.8451 -4.1254 0.0727 7.1126 14.0000 2.1267
39.1450 4.2244 -4.1445 0.0424 3.4986 26.0000 1.1225
62.9719 11.2482 -4.3138 0.0763 8.6143 21.0000 1.3097
64.3206 6.7755 -4.2873 0.0432 14.8447 14.0000 0.8162
50.8442 5.8698 -3.9770 0.0452 4.5950 22.0000 0.3215
49.2462 9.3913 -3.9092 0.0837 6.3980 10.0000 0.7390
57.0383 5.7440 -4.2092 0.0392 16.4676 18.0000 2.1947
60.4144 3.7132 -4.2626 0.0253 7.2521 23.0000 0.3726
49.3705 5.2548 -4.0639 0.0421 5.6274 18.0000 3.2299
43.3427 4.2833 -4.2723 0.0433 2.7081 18.0000 1.7341
55.2423 8.7281 -4.2747 0.0690 4.5298 12.0000 2.1856
54.9590 5.0665 -4.2278 0.0387 7.5179 19.0000 1.6775
41.0695 3.6486 -3.7756 0.0334 5.4799 38.0000 0.9993
60.3583 6.9949 -4.1529 0.0460 5.5674 20.0000 1.9170
51.4404 5.2555 -4.3181 0.0429 6.0468 17.0000 2.8712
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Table 4.5: Features of the Compressed Nodular Lesions
cmn2 csd2 cent2 car2 crg2 czc2 CC2 * l.Oe+05
54.3453 3.7408 -4.0122 0.0265 4.4894 44.0000 2.0876
54.3453 3.7408 -4.0122 0.0265 4.4894 44.0000 2.0876
49.7918 8.2586 -4.2644 0.0721 15.3383 15.0000 1.2048
48.8849 4.4267 -4.2292 0.0372 4.9522 23.0000 1.9188
49.1831 8.7345 -4.2242 0.0692 4.0537 8.0000 0.5997
51.3614 8.8194 -4.1249 0.0660 6.0995 11.0000 2.6327
52.9484 7.2254 -4.2527 0.0591 8.6489 12.0000 0.6540
44.1381 5.5262 -4.1559 0.0473 6.1982 21.0000 1.2721
49.5245 8.4173 -4.1495 0.0683 5.8822 18.0000 0.7840
53.5042 10.2120 -4.2714 0.0777 11.7501 13.0000 1.6677
38.3896 12.9203 -4.1154 0.1393 1.3804 12.0000 2.0483
55.8812 6.7804 -4.0776 0.0459 11.8667 28.0000 2.2433
50.9411 6.2834 -4.1554 0.0494 4.3350 10.0000 3.5222
39.4243 5.2480 -4.1779 0.0547 2.7671 26.0000 1.2478
42.1649 5.8444 -4.1504 0.0533 4.8458 22.0000 1.9476
35.8314 9.0755 -4.2628 0.1120 1.7885 6.0000 1.4486
48.5726 6.5748 -4.3204 0.0572 5.0524 14.0000 2.4589
47.2597 9.1913 -3.9353 0.0801 5.5084 7.0000 1.6809
52.4235 7.2394 -4.3907 0.0601 12.7451 18.0000 1.5766
51.9421 10.4438 -4.2046 0.0871 9.3513 8.0000 1.7279
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Table 4.6: Features of the Compressed Stellate Lesions
cmn3 csd3 cent3 car3 crg3 czc3 CC3 * l.Oe+05
48.7975 7.3797 -3.8668 0.0611 17.4713 20.0000 1.1064
38.4856 5.9483 -4.0013 0.0579 7.4102 17.0000 1.7266
42.9126 4.6995 -4.3353 0.0462 9.4869 18.0000 0.2530
43.4781 6.5117 -4.1087 0.0568 10.8439 18.0000 1.6363
37.2430 7.4774 -4.2852 0.0792 2.7692 17.0000 3.0842
43.4288 12.3222 -4.2035 0.1148 22.1096 12.0000 1.8771
48.7046 8.0462 -4.2395 0.0661 11.2554 18.0000 1.1532
42.6984 9.9558 -4.2529 0.1008 20.3170 10.0000 2.2502
40.3257 10.8746 -4.3080 0.1174 2.9712 13.0000 0.4799
33.3149 9.9023 -4.2971 0.1277 10.8073 11.0000 2.5517
45.3194 9.8271 -4.2575 0.0902 10.7226 12.0000 1.0022
31.8631 17.1193 -4.0725 0.2417 3.7268 4.0000 0.4173
49.6774 13.3153 -4.2923 0.1157 5.3354 11.0000 1.2265
39.4824 6.4096 -4.2350 0.0671 3.6679 14.0000 2.2941
33.7069 10.6608 -3.9868 0.1236 2.0459 6.0000 3.6195
35.8440 7.9874 -4.0601 0.0910 5.7901 12.0000 2.4802
34.9575 6.3010 -4.1267 0.0792 7.5840 15.0000 0.6851
44.1827 9.4781 -3.8160 0.0844 19.9728 17.0000 2.7293
37.4039 9.5454 -4.2065 0.1003 10.2229 10.0000 2.2020
38.4309 8.1232 -4.1581 0.0890 4.8625 12.0000 2.1745
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
50
Table 4.7: Percentage Normalized Weights before Compression
16.1620 19.8051 32.8358 8.0698 5.0120 5.1640 12.9513
34.4536 15.0528 18.9098 10.0975 2.9937 0.7510 17.7417
Table 4.8: Percentage Normalized Weights after Compression
44.8852 18.3169 22.4159 7.9210 3.5243 2.5941 0.3426
14.2299 28.6414 30.1651 17.4837 3.1782 5.2768 1.0248
Table 4.9: Classification Results before Compression
Round Nodular Stellate Classification
Round 14 5 1 70 %
Nodular 5 12 3 60 %
Stellate 0 2 18 90 %
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Table 4.10; Classification Results after Compression
Round Nodular Stellate Classification
Round 11 7 2 55 %
Nodular 6 10 4 50 %
Stellate 0 5 15 75 %
Table 4.11: Overall Classification Rates
Classification
Uncompressed Features 
Compressed Features
73.33 % 
60.00 %
Table 4.12: Percentage Mean Square Errors in the features after Compression
Mean Std. Dev Ent Area-Ratio R-Index zero-crossings Circ
6.1757% 53.8768% 3.5190% 51.4429% 92.6585% 94.9130% 99.9974%
Table 4.13: Classification Results of uncompressed features without Circularity
Round Nodular Stellate Classification
Round 14 5 1 70 %
Nodulax 5 12 3 60 %
Stellate 0 17 3 85 %
Table 4.14: Classification Results of compressed features without Circularity
Round Nodular Stellate Classification
Round 12 5 3 60 %
Nodulax 7 9 4 45 %
Stellate 0 5 15 75 %
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CHAPTER 5 
CONCLUSIONS
An automated classifier was designed and tested for the classification of mammo­
graphie shapes. The classifier accepts mammographie images as an input, and 
it compresses the images using the discrete wavelet transform algorithm with the 
Haar wavelet basis. The compression is conducted using global minimax threshold­
ing of the wavelet coefficients. Then the linear discriminant analysis is carried out, 
and the weights of the features are obtained. Using the leave-one-out test method, 
the classification rates of three mammographie shape classes are obtained. The 
overall classification rates before compression and after compression are compared. 
These results are shown in Table 4.11. It can be seen that the classification results 
are afiected by the compression. The overall classification rates drop from 73.33% 
to 60% from uncompressed to compressed mammograms. It can also be seen that 
all the classes are equally affected by the compression. But the classification rates 
obtained are comparable to results obtained by the current research being con­
ducted in this area, [4],[1]. These classification rates can be improved by using 
a more elaborate shape feature set and also by increasing the training data. In 
this case, one can use larger test sets for each class as the testing sets themselves 
are the training data for the leave-out-out test method of classification. Since the 
classification rates are unbiased when using the leave-one-out test method, they
52
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axe more realistic and less error prone when used in the real world applications. 
The other advantages of these shape features is that they axe easy to compute and 
visualize, in comparison to other Fourier based and moment based shape features.
In this work we have shown that some features like mean and entropy contribute 
more towards classification than others fike circularity. In some cases the inclusion 
of some features may be harmful to the classifier as they might induce error in 
the overall class means of the feature sets thereby decreasing the classification 
rates. Also the computation is increased unnecessarily by their inclusion when the 
classification results would be then same even without their presence.
In future work, a more exhaustive study, including all the possible subsets 
of a larger shape feature set, needs to be undertaken to identify the optimum 
shape feature set. The best feature set is one which minimizes the number of 
features used, but still provides very good classification rates. A more detailed 
study into the features used for classification needs to be done, especially those 
based on the wavelet coefficients. Other shape features also need to be studied, 
and the end result of all these studies should aim at the best classification rates 
on the mammographie shapes. Various other feature selection techniques like the 
exhaustive search method, sequential selection methods, and the max-min feature 
selection methods can also be studied.
This study utilizes minimax thresholding of the coefficients, which is a very con­
servative procedure, whereby the compression achieved may not be very high even 
though quality of compression is very good. In future studies, other thresholds, like 
adaptive thresholding and heuristic thresholding need to be studied. Local thresh­
olding, rather than global thresholding also needs to be studied. The thresholding 
can also be soft instead of hard thresholding since hard thresholding is a crude 
procedure.
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Also, different wavelet bases need to be analyzed on all the type of images, 
and the best scheme of compressing the mammograms should be found. In this 
work, it is shown that the Haar wavelet basis is the best for compressing binary 
images, and in a previous study by Yang et al [3] it was shown that Daubechies- 
4 wavelet basis is the best for grey scale images. Likewise, the wavelet basis for 
compressing different images needs to be changed depending on whether the image 
is binary, gray level or true color, which needs to be studied further. Also, instead 
of the discrete wavelet transform for compression, one can use wavelet packets with 
coiflets as the wavelet basis. Thus, this study can be extended with more shape 
features and more compression schemes. In this way, more insight can be gained 
in this field.
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Figure 2: Lesion shapes manually segmented from mammograms by a trained 
radiologist.
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Figure 3: (a)Uncompressed Mammographie Shapes , (b) Shapes Compressed Using 
Haar Wavelet, (c) Shapes Compressed Using Daubechies-4 Wavelet.
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Figure 4: Scatter plot of the weights without compression.
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Figure 5: Scatter plot of the weights after compression.
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Figure 6: Bar plots of weights.
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Figure 11: Percentage Errors for Round Lesions in a) Mean, b) Standard deviation, 
c) Entropy.
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Figure 12: Percentage Errors for Round Lesions in a) Area-Ratio, b) Rougbness- 
index, c) Zero-crossings.
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Figure 13: Percentage Errors for Nodular Lesions in a) Mean, b) Standard devia­
tion, c) Entropy.
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Figure 14: Percentage Errors for Nodular Lesions in a) Area-Ratio, b) Roughness- 
index, c) Zero-crossings.
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tion, c) Entropy.
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Figure 16: Percentage Errors for Stellate Lesions in a) Area-ratio, b) Roughness- 
index, c) Zero-crossings.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
72
O O o  O
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bank, (b) Frequency plane partitioning.
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