We present a multivalued µK-calculus, an expressive logic to specify knowledge and time in multi-agent systems. We show that the general method of translation [22] from multivalued to two-valued De Morgan algebras can be extended to mv µK-calculus model checking. This way can we reduce the model checking problem for mv µK-calculus to several instances of the model checking problem for two-valued µK-calculus. As a result, properties involving mv µK-calculus or its subsets, like mv CTLK or mv CTL * K, can be verified using any of the available model checking algorithms. Three simple examples are shown to exemplify possible applications of multivalued logics of knowledge and time.
INTRODUCTION
The field of multi-agent systems (MAS) theories is traditionally concerned with formal representation of mental attitudes of autonomous entities, known as agents, in a distributed system. Over the past 20 years, several modal log-ics, involving operators referring to time, knowledge, beliefs, desires, goals, and intentions, have been developed with this motivation in mind. These logics are perceived as specifications of particular classes of MAS systems. Their aim is to offer a description of the macroscopic mental properties (such as knowledge, beliefs, etc.) that a MAS should exhibit in a specific class of scenarios. Model checking is a widespread, basic method used in automated verification of concurrent systems, like hardware circuits, communication protocols, and distributed programs [4] . It amounts to verifying that a finite state program P satisfies a property ϕ (denoted P |= ϕ). When P is represented by its model MP and the property ϕ is given by a temporal logic formula, one checks whether MP |= ϕ, whereby the process of generating MP for P and checking that MP |= ϕ is automated.
Recently, the field of model checking has been extended to cover verification of multi-agent systems [30] , which has become a topic of very active research. In particular, recent contributions [12, 13, 24] have focused on extending to such systems the model checking tools and techniques usually employed for verification of reactive systems. Essentially, these study the validity of a formula representing a property of interest in the model representing all the computations of the multiagent system (MAS) under consideration. Iterative approaches to model checking (i.e., those based on explicit enumeration of all the possible states of computation) are known to suffer from the state explosion problem. For this reason, methods based on symbolic representation are currently seen as the most promising ones. In particular, methods based on variants of the Binary Decision Diagrams (BDD's) [26] , and satisfiability (SAT) checkers [25, 18] are a continuing focus of research. Verification via the BDD's involves translating the model checking problem into operations on boolean functions represented in a concise and canonical way, whereas SAT-checkers are used for testing satisfiability of the formulas which encode the model checking problems.
In addition to "classic", two-valued model checking within the framework of two-valued modal logics, increasing attention has recently been devoted to multi-valued model checking, based on various variants of multi-valued (mv) modal logics. This paradigm turns out to be very useful in a number of problems for which we need to reason under uncertainty or to employ models containing inconsistency. Uncertainty can occur either when complete information is not known or cannot be obtained , or when this information has been abstracted away [9] . On the other hand, models can be inconsistent as they combine conflicting points of view or involve components developed by many designers [5] .
The aim of this paper is to report on recent progress in applying multi-valued logic to verification of not only temporal, but also epistemic properties of a MAS. Our approach is novel in offering a model checking method for a newly defined, multi-valued µ-calculus combined with knowledge modalities (named mv µK-calculus). We continue here the line of research initiated in our former papers [22, 21] , showing that the general method of translating the model checking problem for mv CTL * to the two-valued model checking problem for CTL * considered in those papers can be extended to modal mv µK-calculus.
First, we show that an injection f of a De Morgan algebra L = (L, ≤, ) underlying the mv-logic in question into itself which preserves the bounds in the lattice and complement allows us to translate the model-checking problem for the mv µK-calculus over L into the model-checking problem for the mv µK-calculus over a simpler algebra
As before, a repeated application of this method reduces an mv model checking problem for the mv µK-calculus to a set of problems we can already solve.
Second, we treat the case when the translation f mentioned above does not preserve complement. Then in order to compute the value of a formula in the target, L ′ -based model M ′ for the mv µK-calculus, we need both the values of f (x) and f (x) for x ∈ L. For this purpose, we use negated propositions and a two-component transition relation, with the second component storing negation of the first.
The rest of the paper is organized as follows. In the next section we discuss the related work. The mv µK-calculus is introduced in Section 3. An example of a coffee machine is presented in Section 4. Then, in Section 5 the general translation method is given. In the last section we give some final remarks.
RELATED WORK
Translations from multi-valued temporal logics to the standard model checking problem were defined by several authors. The main idea behind the reduction techniques appears in Fitting's work [7, 8] on the connection between 'multi-expert' and 'multi-valued' semantics for a propositional modal logic. Reduction methods for the special case of 3-valued logics were discussed in many papers [10, 14, 15] . In our former paper [22] , we showed a translation from negation-free mv-CTL * model checking to CTL * model checking for models over finite quasi-boolean lattices. The above translation was generalized to the full multi-valued modal µ-calculus in [11, 2] .
On the other hand, there have been recently several new approaches to model checking of temporal logics of knowledge: CTLK [12, 23, 25, 17] , CTLKD [31, 28, 27] , TCTLKD [32] ,and an epistemic extension of ATL [19, 20, 16] .
LOGIC OF KNOWLEDGE AND TIME
In this section we define syntax and semantics of a multivalued modal logic of knowledge, called mv µK-calculus.
Syntax of mv µK-calculus
Let P V be a set of propositional variables, and V ar -a set of fixed point variables.
We consider a positive normal form of mv µK-calculus
, where negation is only applied to propositional variables. It is important that mv µK + has the same expressive power as mv µK. The language of mv µK + is defined by:
where p ranges over P V , Z -over V ar, i ∈ A, and Γ ⊆ A, with A being a finite set of agents defined below. Here AX and EX represent the familiar temporal modalities "at the next step for all paths" and "at the next step for some path", while ν and µ are the greatest and the least fixed point modalities, respectively. When formulating properties in mv µK + we also use the following derived operators:
In turn, Ki, EΓ and DΓ represent the well-known modalities of the logic of knowledge: Ki means "agent i knows", EΓ -"everybody in group Γ knows" (everyone knows), and DΓ -"somebody in group Γ knows" (distributed knowledge), with Ki, EΓ and DΓ being their duals. What is more, with help of ν and µ we can also define the more sophisticated group knowledge modality CΓ (common knowledge), together with its dual CΓ, as derived operators
Semantics for mv µK-calculus
We start with defining quasi-boolean lattices, which are used as logical domains of interpretation for the formulas of our multi-valued logics. In what follows, we consider finite lattices only, for which F (T) denotes the least (greatest, resp.) element.
is a lattice and is a unary operator (complement) having the following properties for any x, y ∈ L:
L is distributive if the following two conditions hold for any x, y, z ∈ L:
1 In the logic of knowledge, the usual practice is to introduce CΓ as a primary operator, but the presence of the fixpoint operators in our logic allows us to derive it from the simpler knowledge modalities. 2 Clearly, from antisymmetry of a partial order it follows that both the greatest lower bound and the least upper bound of x, y are uniquely determined elements of L. Example 1. In Figure 3 we show a finite total order 4 representing uncertainty, and three well-known finite lattices, the use of which is motivated by clear practical intuitions: the lattices 2 × 2 and 3 × 3 representing disagreement, and the lattice 2 + 4 representing both uncertainty and disagreement.
The semantics of mv µK
+ is based on the well-known notion of interpreted systems semantics [6] , which can be shortly defined as follows. Assume a set A = {1, . . . , n} of agents, together with sets Loci and Acti of local states and possible actions, respectively, for each agent i ∈ A, and sets Loce and Acte of local states and actions for the environment. The set of global system states is defined as S ⊆ Loc1 × · · · × Locn × Loce, where each (l1, . . . , ln, le) ∈ S represents a computational state of the whole system. Further assume a set of protocols Pi : Loci → 2 Act i , for i = 1, . . . , n, representing the functional behaviour of every agent, and a function Pe : Loce → 2
Acte for the environment. We can model the computation taking place in the system by means of a transition function t : S × Act × S −→ L, where Act ⊆ Act1 × · · · × Actn × ActE is the set of joint actions. We assume 3 t(s, a, s ′ ) = t(s, a ′ , s ′ ) for each s, s ′ ∈ S and a, a ′ ∈ Act. Based on the above framework, we define the notion of a model underlying the semantics of mv µK + :
Definition 3. Given a set of agents A = {1, . . . , n},an mv modal epistemic model (or simply an mv model) is a tuple M = (S, R, ∼1, . . . , ∼n, V, L), where
• S is a finite set of global states of the system,
, where li : S −→ Loci extracts the local state of agent i from a global state s. Obviously, ∼i is an equivalence relation,
Our definition of R is a bit more general than that of [11] as we assign two values to each transition. In what follows, by Rj (s, t), for j = 1, 2, we mean the j-th component 3 This restriction allows to simplify the definition of R in a model. of R(s, t). In the model corresponding to an interpreted system (defined above), we take R1(s, s ′ ) = t(s, a, s ′ ) for some a ∈ Act. R2 4 is used for storing the complement of R1. Next, we show a simple example of an mv model, which results from the standard two-valued model by using abstraction that collapses concrete states into a single abstract one. Typically, abstraction is used to overcome the state-explosion problem in classical model-checking 4 We do not show R2 in the figures.
•
where ρ[Z → O] coincides with ρ except for mapping Z to O, and ≤ ′ is a pointwise extension of the corresponding operator of L.
where ϕ, ψ are formulas of mv µK + , i ∈ A and Γ ⊆ A. Note that in fact we can get rid of negation (complement) completely. Indeed, negated propositions can be replaced by fresh propositions, following e.g. [1] . That is, for p ∈ P V we can define p such that V (s, p) = V (s, p)
5 ; the complements of the values of R1 can be represented by the second component of R, set at R2(s, t) = R1(s, t); and R1(s, t) can be replaced by R2(s, t) in the semantics of AXϕ. This way we can 'forget' about negation at the price of having to use two values for the transition relation. We show that the above 'trick' is superfluous not only when we do not translate formulas containing both universal and existential subformulas [11] , but also when the translation preserves complement.
MOTIVATING EXAMPLES
Next, we show two examples. The first of them justifies the use of multiple logical values for expressing the knowledge possesed by agents, whereas the second one shows an mv model where the transition relation is also multivalued.
Example 3. Consider an agent B representing the bank, whose task is to decide if a customer C applying for a loan is to be granted that loan to not. For this purpose, the agent sends a query regarding the reliability of customer to a number of databases which contain information about bad debtors. From each database, B may obtain the following information: Yes, customer C is a bad debtor; No, customer C is not a bad debtor; Error -access denied or impossible. What is more, different databases can surely provide different responses -depending on whether customer C occurs in them or not. Clearly, in such a situation the two classical logical values are not enough, and the agent has to take into consideration all basic combinations of responses from the databases: F -no information on the customer; a -unanimous "No", b -unanimous "Yes", and T -inconsistent information from different databases (both "No" and "Yes" occur) Thus the natural logic for the agent would be a fourvalued one, featuring the above values ordered into the lattice 2 × 2 shown in Figure 4 . Let pC represent the proposition "C is a bad debtor", and s -the agent's decision state.
Then M (s) = T (conflicting information about C's reliability) -demand a security for the credit from the customer.
Example 4. In Figure 3 we show an example of a standard multi-valued model representing our requirements for a simple coffee machine (a modified example from [3] ). The coffee machine can be operated by several agents. However, here we show one agent only, for simplicity and clarity sake. The model uses multiple truth values to distinguish between transitions and propositions that must, should, should not, or must not be true. Two types of unknown values are used: do not know for values controlled by the system, but not yet decided, and do not care for values controlled by the environment. Labelling a state s with p = x means that V (s, p) = x, where p is a proposition and x is a truth value. Labelling a transition with x means that its truth value is x. In the figure we omit all the transitions labelled F, i.e., "prohibited". The coffee machine starts in the state OFF, where it is irrelevant whether a cup is provided or not, which is modeled by cup = DC. Since it has not been decided yet whether the machine should be able to go directly to IDLE, the corresponding transition is labelled DK. On the other hand, all the transitions labelled T represent the required changes of states. Note that the transitions from the states Delivers ... to OFF are labelled N. As they are dependent on the environment they cannot be prohibited, i.e., labelled with F. The value DK of the proposition power in the state IDLE represents the fact that it has not yet been decided whether the power should be ON or OFF on idle. Notice that the model abstracts away from the payments required from clients for simplicity sake.
The transitions labelled with actions BC, C + S, W C, W C + S, Ret are shared between the coffee machine and the agent. More precisely, a transition labelled with an action of the coffee machine can be only executed synchronously with a transition labelled with the same action of the drinking agent. Namely, the agent can select a type of coffee to be delivered by the machine and the machine returns to READY only after the agent has finished drinking and moved back to the state HAPPY.
There are several properties that can be specified and then checked in the model:
1. The machine must eventually be able to deliver coffee, 2. Coffee is always delivered in a cup, 3. After coffee has been delivered, coffee cannot be immediately delivered again. 4. Always when coffee is delivered the agent knows that he is drinking, 5. Always when the agent is thirsty, he will eventually drink coffee, 6. Always when there is no coffee, the agent knows that he is not drinking.
The properties of the coffee machine model can be specified by the following formulas: 
AG(¬coffee ∨ AX(¬coffee)).
The properties of the drinking agent model can be specified by the following formulas:
4. AG(coffee ⇒ K1drinking), 5. AG(thirsty ⇒ EF drinking),
6. AG(¬ coffee ⇒ K1¬drinking).
MODEL CHECKING FOR mv µK

+
Now we proceed with the basic results which will underlie all of the translations for the mv logic of knowledge and time with more than two logical values.
Translations preserving complement
be an arbitrary quasiboolean lattice 7 and let f : L → L be a function with f (F) = F preserving complement and arbitrary bounds in L, i.e.,
(1)
7 Actually, the theorem holds for any lattice, but if L does not satisfy De Morgan laws, then the positive normal form mv µK + of mv µK we consider here is not equivalent to the full language mv µK allowing abritrary placement of negation.
where I is an arbitrary set of indices. Further, let M = (S, R, ∼1, . . . , ∼n, V, L) be an L-valued model of mv µK + , and let , p) ), for s, s ′ ∈ S and p ∈ P V . Then, for any formula ϕ of mv µK + over L, any valuation ρ, any state s, and any x ∈ f (L), we have
The proof of the theorem is based on a key result for the extended language which we will define now. Assume the set of atomic formulas of our language mv µK + is extended by adding expressions of the form R 1 (s, t) for s, t ∈ S, where, for any s, s is a constant representing the state s, and R 1 is a constant representing the first component of the mvtransition relation R. Denote the resulting language by mv µKe, and assume that the interpretation of mv µK + is accordingly extended to mv µKe.
M ρ (gi(s)) for any model M , any valuation ρ and any state s of M , where I is an arbitrary set, ϕi ∈ mv µKe, gi : S → S for i ∈ I, and (2) holds for each ϕi. Then (2) holds for ϕ too.
Proof. We consider the case when
M ρ (gi(s)); proof of the other case is similar. As f preserves the bounds, by the assumption on ϕ we have
, and (2) holds for ϕ.
⊓ ⊔ Now we can prove the theorem itself. To simplify notation, we drop the brackets in expressions denoting application of functions wherever possible. We use induction on the length of the formula. The hypothesis (2) clearly holds for propositional variables and their negations, as well as for R 1 (s, t) and ¬R 1 (s, t). It also holds for fixed point variables,
M ′ f ρ (s). Next, we assume (2) holds for the formulas of length at most k, and prove it holds for any formula ϕ of length k + 1.
If ψ = ϕ1 ∨ ϕ2, ψ = ϕ1 ∧ ϕ2, ψ = EXϕ, ψ = AXϕ, ψ = Kiϕ for i ∈ A, where ϕ, ϕ1, ϕ2 are formulas of length at most k, then by the definition of semantics for ∨, ∧, EX, AX, Ki, Ki the formula ψ satisfies the assumptions of Lemma 1, whence (2) holds for ψ by that lemma. Further, if ψ ∈ {DΓϕ, EΓϕ, DΓϕ, EΓϕ}, then by the definition of semantics for DΓ, EΓ, DΓ, EΓ and the result obtained above for Kiϕ, Kiϕ the formula ψ satisfies the assumptions of the lemma too.
It remains to consider the case when ψ ∈ {µZ.ϕ(Z), νZ.ϕ(Z)}, where ϕ is of length at most k. We shall only give the proof for the operator µ, since the case of ν is just dual, and the case of CΓϕ reduces to the latter. Let 
. 9 The composition of the functions f and ρ is denoted by f ρ or by f (ρ).
We shall assume the above holds for ϕ, and prove it also holds for ψ = µZ.ϕ(Z).
By the fixed point properties of µ [29] , we have
where
We shall now prove by induction on i that
, where the second equality follows from the inductive assumption on ϕ, and the thirdfrom the inductive assumption on ρi. This ends the proof of (6) . As f preserves arbitrary bounds, from (4), the inductive assumption on ϕ, and finally (5) we get that
Thus (3) holds for ψ too, which ends the proof.
First and foremost, the bounds and complement preservation conditions (1) 
. This theorem provides the basis for reducing the model-checking problem over an algebra L to the modelchecking problems over its proper subalgebras of the form f (L), where f is the mapping referred to in Theorem 1.
The general method defines k mappings (translations) f1, . . . , f k such that:
• f1(L), . . . , f k (L) are algebras for which we already have model-checking algorithms,
• for any x ∈ L, there exist some xi ∈ fi(L), i = 1, . . . , k, such that
Indeed: in such a case, Theorem 1 implies that, for any formula ϕ of mv µK + , any model M over L, any valuation ρ, and any state s ∈ S, [ϕ] Notice that so far we have not used the second component of R, i.e., R2, which is not needed in the case where the translation preserves complement.
10 FF denotes the function S −→ {F}. 11 Note that the condition imposed on the xi's is satisfied by join-irreducible elements (see Definition 4) . In that case, the condition is equivalent to Birkhoff's representation theorem for finite distributive lattices. To the authors' best knowledge, the above formulation is new.
Translations not preserving complement
When complement is not preserved by our translation f , we cannot directly reduce the validity over M to the validity over M ′ using single values for V and R only. The problem is that in order to compute [ϕ] M ′ f ρ we need both the values f (x) and f (x) for x = V (s, p) or x = R1(s, s ′ ). Unfortunately, now f (x) cannot be computed from f (x). Therefore, to keep this information we need new names not only for the negated propositions, but also for the complement of the first component of the transition relation. The situation with the propositions is much easier to deal with as we can simply assign fresh propositions to the states. As far as the transition relation is concerned, there are several possibilities to deal with R1(s, s ′ ). When translating to 2, one could obviously get a standard 2-valued model by duplicating states (see [2] or [11] p. 275) of M , so that the values of f (R1(s, s ′ )) and f (R1(s, s ′ )) were available as corresponding to the transition between either the original states or their copies.
Here we suggest also another solution, which would not give us a standard model, but does not require duplicating states, and can be directly used by some model checkers which encode transition relation w.r.t. the formula to be verified. As we have already mentioned in the former section, the idea is to use the second component of R to store the complement of the first one in the model M , i.e., to have R2(s, s ′ ) = R1(s, s ′ ), and to replace R1(s, s ′ ) with R2(s, s ′ ) in the semantics of AXϕ. Then the function f is applied to both the values, returning R
In other words, we translate the complement of R1(s, s ′ ) directly. In case of two-valued models, the transitions would be labelled by pairs (F, F), (F, T), (T, F), and (T, T), and depending on whether the value of an existential or an universal formula is computed, either the first or the second element of the pair would be used.
Translation to 2-valued algebra
In this section we show that the translation method based on join irreducible elements [11, 2] can be seen as a special instance of our general translation. Definition 4. An element l ∈ L is called join-irreducible iff l = F and, for any x, y ∈ L, l = x ∪ y implies that either l = x or l = y. The set of all the join-irreducible elements of a lattice L is denoted by J I(L).
In Figure 3 , the join-irreducible elements in the lattices are marked with black dots.
It is well known that every element of a finite distributive lattice can be uniquely decomposed into the join of all the join-irreducible elements in its downard closure ↓ x = {y ∈ L | y ≤ x} of x, i.e.,
Let S be a set and L = (L, ≤, ) a De Morgan algebra. Denote by L S the set of all the functions from S to L. Then, (L S , ≤ ′ , ′ ) is a De Morgan algebra, where ≤ ′ and ′ are pointwise extensions of the corresponding operators of L.
For x ∈ L let ↑ x = {y ∈ L | x ≤ y} denote the upward closure of x. Theorem 3. Let f l be the translation function defined as in Theorem 2 for l ∈ J I(L) satisfying the following condition: for each x ∈ L, x ∈ ↑ l iff x ∈ L \ ↑ l. Then, f l preserves complement, i.e., f l (x) = f l (x) for each x ∈ L.
Proof. By the definition of f l , we have f l (x) = T iff x ∈ ↑ l. By the condition assumed, the latter holds iff x ∈ L \ ↑ l. As x = x, this is true iff f l (x) = F, whence indeed f l (x) = f l (x).
⊓ ⊔ Example 5. For three lattices and their join-irreducible elements l, we show which of the corresponding functions f l preserve ( Figure 4 ) and which do not preserve ( Figure  5 ) complement. Notice that no translation from 3 preserves complement. This explains why all the existing translations require duplication of states in the translated models. For the lattice 4 only fS preserves complement, for 2 × 2 both the functions fa and f b preserve complement, whereas for 2 + 4 only fDK and fDC do so. The functions f l for the remaining join-irreducible elements l of the above lattices do not preserve complement. To mark a translation graphically, we adopt the convention that the lattice elements lying above the extra line are superimposed on the lattice structure mapped to T, whereas the elements below the line are mapped to F. Notice that for the lattice 2 + 4 two translations are shown in Figure 4 . 
FINAL REMARKS
We have combined here three different logical frameworks: the logic of knowledge with interpreted system semantics, temporal logic and modal µ-calculus. Motivated by the cases of incomplete or inconsistent information occurring in real life applications, we have equipped the resulting crossframework language in a logical domain being an arbitrary De Morgan lattice. We have obtained a new, unified mv logic of knowledge and time with a great expressive power, providing a universal framework for reasoning simultaneously about the phenomena related to knowledge and properties of concurrent systems in a multi-valued environment, and featuring additionally the fixpoint operators of µ-calculus. We have shown that the general method of model checking for mv temporal logic and mv µ-calculus via a translation to standard, two-valued models which preserves the lattice bounds, developed in our earlier papers, can be extended to the above unified logic, and is characterized by greater efficiency if the translation preserves complement in addition to the bounds. We have also given several examples illustrating the motivation for this type of framework and supporting practical applicability of our improvement.
