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We describe a method for obtaining two-dimensional X-ray
photoelectron spectroscopic data derived from the fre-
quency dependence of the XPS peaks recorded under
electrical square-wave pulses, which control and affect the
binding energy positions via the electrical potentials
developed as a result of charging. By using cross-correla-
tions between various peaks, our technique enables us
to elucidate electrical characteristics of surface structures
of composite samples and bring out various correlations
between hidden/overlapping peaks.
X-ray photoelectron spectroscopy (XPS, ESCA, or PES) has
been employed widely as a vital analysis tool, by all researchers
in natural and applied sciences, during the last 5 decades. The
technique, using conventional1 and later-on monochromatic X-
rays,2 was introduced by Kai Siegbahn and his co-workers for
which Prof. Siegbahn was rewarded with the Nobel Prize in 1981.
The technique has flourished tremendously through utilization
of synchrotron radiation,3 and most important developments in
chemical, physical, molecular, material, catalysis, semiconductor,
biomedical, and nano science and technologies have, one way or
another, referred to the results of this pivotal surface analytical
tool.4 Analytical applications of photoelectron spectroscopy have
also been reviewed frequently.5
Almost exclusively, the technique to date has been utilized in
a static, data-gathering mode, concentrating mostly on recording
line positions and intensities, and in a few cases, diffraction
methods6 have been incorporated, but attempts for recording XPS
data for obtaining dynamical information as a response to a stimuli
have been scarce. On the other hand, materials respond to
external stimuli, like optical, electrical, magnetic, thermal, chemi-
cal, mechanical, etc., and their responses, properly recorded, give
important information about the system(s) under investigation.
This is particularly important for core-level XPS measurements,
since these responses can be followed with chemical specificity.7
Several reports have appeared on recording the responses of
systems by XPS, under only optical stimuli (mostly by one or two
photon laser excitation or ionization).8 Our group has been
reporting studies on probing response(s) using core-level photo-
electron measurements, under electrical stimuli in the form of
square-wave pulses.9 In the present contribution, we extend our
studies to even more detailed analysis of these responses using* Corresponding authors. E-mail: suzer@fen.bilkent.edu.tr (S.S.) and aykutlu@
fen.bilkent.edu.tr (A.D.).
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correlation techniques. This approach results in creating a novel
two-dimensional X-ray photoelectron spectroscopy (2D-XPS),
similar to two-dimensional nuclear magnetic resonance (2D-
NMR),10 and/or two-dimensional IR spectroscopies.11 As we will
demonstrate below, this simple extension enables us to extract
various hidden information related with dielectric properties of
composite surface structures with chemical specificity.
The technique is based on the control of low-energy neutral-
izing electron current incident on the sample by an external bias
applied, and thereby control of the electrical potential developed
via differential charging, which manifests and can easily be probed
as shifts in the binding energy positions of the XPS peaks, was
also extensively reported by others.12 As the frequency of the
applied bias is changed, the response of the system also changes
due to its finite resistance and capacitance, as illustrated in Figure
1. Moreover, different surface structures and/or domains display
different charging behavior due to their intrinsic electrical proper-
ties as in the case of an approximately 10 nm thermal SiO2 layer
also shown in Figure 1C. Interestingly, the conducting silicon
sample behaves like a dielectric after connecting it through an
external RC circuit as displayed in Figure 1B.
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Figure 1. (A) Si2p region of the XPS spectrum of a clean and conducting silicon (Si0) sample recorded when grounded and under 40.0 and
0.02 Hz ( 10 V square wave excitation, which causes the peaks to double at -10 and +10 eV positions, respectively, at all frequencies. (B)
The same spectrum of the clean Si sample, this time connected through an external RC (1 MΩ, 56 nF) circuit. The peaks are also doubled but,
as a result of charging through the RC circuit, the peaks do not appear at (10 eV positions at low frequencies. (C) Spectrum of a less conducting
sample containing approximately 10 nm silicon oxide layer (Si4+). Here, the peak separation becomes smaller than 20 eV at low frequencies,
due to charging of the oxide layer. The right-hand side of the figure shows the inverse of the resulting mean-square-error MSE-1 (R,C) as
two-dimensional contour plots, where locations with perfect fits (or lowest errors) appear as bright spots, for clean silicon, the 10 nm silicon
dioxide, and the artificially created systems consisting of the clean silicon connected through and external RC circuit (1 MΩ, 56 nF). Blue
indicates a low and red indicates a high probability. Note that our method correctly predicts a very localized contour (∼1 MΩ and ∼56 nF) for
the artificial dielectric as the sign of reliability of our technique.
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As we had already reported, our measurements can be
modeled with a lumped circuit as shown in Figure 2, where the
electron gun and the photoelectron currents are modeled by a
voltagecontrolledcurrentsource(VCCS).Thenonlinearvoltage-current
curve for the VCCS was extracted through analysis of a series of
XPS measurements by applying dc voltages to the clean silicon
sample in series with a known external resistor. The VCCS
current-voltage dependence is assumed to be the same through-
out the entire dynamic measurements. The excitation voltage
source VEX(t) can be a time varying voltage with arbitrary time
dependence. In order to calculate the XPS spectra, we need to
solve the differential equation describing the change of the surface







+ Is(VS)) 0 (1)
where, R and C are, respectively, the effective resistance and
the capacitance between the surface and the source as shown in
Figure 2, and IS(VS) is the surface potential dependent current of
the electron flood-gun. Solutions can be obtained by numerical
integration for arbitrary excitations VEX(t). For a periodic excitation
of period T, one can calculate a line-shape function that gives the
intensity of the XPS signal at a voltage shift of v as
g(v))∫0T δ[VS(t)- v] d t (2)
Note that ∫-∞∞ g(v)dv ) 1 and hence the line-shape function is
properly normalized. It can be seen that, depending only on the
period of the excitation and charge-discharge time constants of
the sample, the left and right peaks of the line-shape function shift
differently. If the excitation signal period is much higher than the
sample time constants, we are working in a regime similar to dc.
In this case, the peaks are shifted almost to the positions that
would be obtained by applying -10 or +10 V (dc) to the sample,
respectively, and the broadening is almost zero. It is seen through
calculations that, for the square-wave case, the peaks have
maximum broadening as half of the period of excitation coincides
with the charging-discharging time constant of the sample.
The XPS spectrum recorded by the spectrometer SXPS(v) can
now be simulated by convolution of the line-shape function g(v)
with the original spectrum S0(v) obtained by grounding the
sample.
Figure 2. The circuit used for simulation of the frequency depen-
dence and the line-shapes calculated for a square wave excitation
for 1 MΩ and 56 nF.
Figure 3. XPS spectrum (olive) of clean Si recorded when the sample is grounded S0(v). Convolution of this spectrum with the calculated line
functions g(v) at 0.01 (magneta) and 10 Hz (wine) and R ) 1 MΩ and C ) 56 nF are also given together with the experimental spectra (red and
blue). Simulated spectra for the same frequencies but using R ) 11 MΩ and C ) 5 nF are also given which are widely different from the
experimental data. The right-hand-side of the figure is the same RC plot as in Figure 1 for the Si sample connected through an external RC (1
MΩ, 56 nF) circuit.
3933Analytical Chemistry, Vol. 80, No. 10, May 15, 2008
SXPS(v))∫-∞∞ g(v- λ) dλ) g(v)S0(v) (3)
As an example, we show in Figure 3 the spectra simulated
using eq 3 for the values of R ) 1 MΩ and C ) 56 nF for the
square-wave excitation and compare the results with the experi-
mentally measured spectra at frequencies of 0.01 and 10 Hz
respectively, where the fit is almost perfect. In the same figure
we also show the same for the case of R ) 5 MΩ and C ) 11 nF
where the fit to the experimental data is very far from perfect.
The model can then be used to calculate the mean-square
error MSE (R,C), between the convoluted and actual XPS data
for a given pulse frequency, a given R, C, and a binding energy
by selecting windows of arbitrary width (about 1-2 eV)
centered around the positive and negative up peaks of the line-
shape functions shifted with the desired energy. Summing the
mean-square-errors for multiple frequencies (in this case six),
we get an overall mean-square-error that gives us a measure
of how good the given R and C values explain the frequency
dependence of the part of the XPS spectrum around a given
binding energy. When the inverse of the resulting mean-square-
error MSE-1 (R,C) is plotted, the best fit of the electrical
parameters of the system (R and C) can be inferred. If we plot
the inverse of the mean-square-errors in a two-dimensional plot,
Figure 4. 20-120 eV region of the XPS spectrum and the derived electrical parameters for a composite sample consisting of germanium
nanoclusters prepared within a silicon oxide matrix grown on silicon for use as flash-memory devices.9 Each peak or region can be analyzed
separately in terms of its R and C components. Note that similarities and also differences between various peaks or regions are very clear to
establish.
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locations with perfect fits (or lowest errors) appear as bright
spots in the RC fit plots.
The results of this procedure are also shown in the right-hand-
side of the Figure 1, for the clean Si, the 10 nm SiO2 thermal
oxide-layer, and the artificially created dielectric system consisting
of the clean Si connected externally through the RC circuit (1
MΩ, 56 nF). The model correctly predicts the R and the C of the
artificial system, predicts a very low R and a very low C for the
clean Si, and predicts ∼1 MΩ resistance and a wide range of Cs
for the SiO2 system, most probably due to the multitude of defects
within the thermal oxide layer and/or defects created by the
X-rays.
We have applied the technique for analysis of a more complex
and composite sample consisting of germanium nanoclusters
prepared within a silicon oxide matrix grown on silicon for
potential use as flash-memory devices.,14 Annealing the sample
after preparation yields germanium nanoparticles, Ge(np), within
the silicon oxide matrix. The spectrum, shown in Figure 4,
corresponds to the part of the XPS data with the O2s (∼24 eV),
Ge3d (∼28 eV), Si2p (100 eV for Si0 and ∼104 eV for the Si4+),
and the GeLMM (∼110-120 eV) Auger peaks. Information content
of this figure is very rich. The Si2p of the substrate (Si0), as in
Figure 1, has very low R and C values, whereas the Si2p of the
oxide SiOx has again ∼1 MΩ and a wide range of C values.
Similarly, there are two chemically distinct Ge species, evidenced
both from the Ge3d and also from the Ge Auger regions. One of
the Ge species has low R and C values which can be assigned to
the germanium nanoclusters, Ge0(np), and the other has a range
of R and C values, smaller than that of the SiOx peak and can be
assigned to the oxide layer around GeOy. Interestingly, the O2s
is almost a mixture of SiOx and the GeOy peaks, hinting that the
oxide layer of the germanium nanoclusters are electrically different
from those of the silicon oxide matrix they reside in, which will
be brought out more clearly after analyzing their correlation data.
A one-to-one comparison of the R and C values we derive from
our measurements with those estimated from the known resistivity
and dielectric constant of the bulk silicon dioxide should not be
expected, since the XPS derived values are related with trapping
and detrapping of the holes created in the valence band of the
oxide after the very fast (10-12 s) photoemission process and are
derived under X-ray exposure.15 The analytical power of the
technique is much more important than the electrical parameters
derived. In any event, the product of RC, i.e., the time constants,
we measure for the silicon dioxide layer is comparable to those
derived from time-dependent leakage currents determined for
MOS systems under X-ray exposure16 and/or using scanning
capacitance microscopy.17
Extending the model to create 2-D correlation plots requires
a few additional computational steps. The mean-square error
matrics Mi(R,C) are calculated as described above for each binding
energy Ei. The matrics are then normalized using
(13) Suzer, S.; Dana, A. J. Phys. Chem. B 2006, 110, 19112.
(14) Foss, S.; Finstad, T. G.; Dana, A.; Aydinli, A. Thin Solid Films 2007, 515,
6381.
(15) (a) Iwata, S.; Ishizaka, A. J. Appl. Phys. 1996, 79, 6653. (b) Cazaux; J. J.
Electron Spectrosc. Relat. Phenom. 1999, 105, 155; 2000, 113, 15.
Figure 5. 2-D XPS correlation plot for the spectrum shown in Figure 2. The autocorrelations are in the diagonal, and the cross-correlations
between different peaks are given in the off-diagonals. Here again, blue and red indicate low and high correlations, respectively. In addition to
clear cross-correlations between various peaks and/or regions, several hidden peaks emerge in the unresolved region between 110-120 eV,
three of which correlate with the Si0 and four with the Si4+ peaks as designated in the lower part of the figure.
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Mi(R, C))
Mi(R, C)- 〈Mi(R, C)〉
〈Mi(R, C)〉
(4)
where the brackets denote average over all R and C values. The
correlations Ci,j are calculated using the normalized mean-square-
error matrics Mi(R,C) as
Ci,j )
〈Mi(R, C)Mj(R, C)〉
〈Mi(R, C)Mi(R, C)〉〈Mj(R, C)Mj(R, C)〉
(5)
Correlations calculated this way may give nonzero Ci,j for
binding energies having very low intensity. In order to enhance
contrast of the 2-D correlation plot, for each binding energy pair
i and j, the correlation value Ci,j is multiplied by the peak intensities
Si × Sj of the grounded XPS data, giving Di,j ) Ci,jSi Sj. The
resulting matrix Di,j can be plotted as a contour plot or as a color-
scale image for further inspection and interpretation. The cor-
relations are, in effect, correlations of how the signal at particular
binding energies increase or decrease as a function of frequency.
The method works best for well separated peaks originating from
one type of dynamic behavior. However, the strength of the
method is that even for overlapping peaks with multiple time
constants, correlations can be observed without fits to the data.
The method applied to the XPS data gives the two-dimensional
correlation plot displayed in Figure 5 for the same Ge(np)/GeOy/
SiOx/Si composite sample. Naturally, all peaks display high
autocorrelations given on the diagonal. However, the detailed and
very rich information is in the cross-correlations (off-diagonals)
between various peaks. For example, the Si0 and Ge0(np) and also
the SiOx, GeOy, and O2s peaks display strong cross-correlations
as expected, but the distinction between the two oxides is also
evident (i.e., the oxide around Ge and silicon oxide have different
correlations, hence different dielectric properties). Moreover,
closer examination of the cross-correlation plots reveal the
presence of several hidden peaks, three of which correlate with
the Si0 and four with Si4+, the nature of which will be examined
and reported later. Note that this kind of information can not
obtained using the conventional peak-fitting procedures, which
always require certain (educated) guess-work.
We must also point out that the technique needs a lot of care
in interpreting all of the correlation features, since some of them
may be artifacts of the computational methodology introduced.
These and other related issues like the advantages and/or
disadvantages of this technique when compared with others like
Fourier transform, etc. will be the subject of our future work.
In summary, we have developed a technique for obtaining two-
dimensional X-ray photoelectron spectroscopic data derived from
the frequency dependence of the peaks recorded under electrical
square-wave stimuli, which controls and affects the binding energy
positions via the electrical potentials developed as a result of
charging. By using cross-correlations between various peaks, our
technique enables us to elucidate electrical characteristics of
surface structures of composite samples. The approach is simple,
versatile, and most importantly a noncontact measurement tech-
nique, which we expect to be most useful for investigation of
fragile organic or biochemical layers, where conventional electrical
measurements are difficult to perform. The resolution (the widths)
of XPS peaks are inherently poorer compared with NMR peaks,
making it more difficult to fully exploit the numerous analytical
advantages of the latter technique. However, there is obviously
still a lot of room for improvising like using different forms of
stimuli (sine, triangular, etc.). Finally, although, we have utilized
only electrical stimuli, extension to other forms of stimuli (optical,
chemical, thermal, mechanical, etc.) can easily be realized.
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