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WEAK AMENABILITY OF LOCALLY COMPACT QUANTUM
GROUPS AND APPROXIMATION PROPERTIES OF EXTENDED
QUANTUM SU(1, 1)
MARTIJN CASPERS
Abstract. We study weak amenability for locally compact quantum groups
in the sense of Kustermans and Vaes. In particular, we focus on non-discrete
examples. We prove that a coamenable quantum group is weakly amenable if
there exists a net of positive, scaling invariant elements in the Fourier algebra
A(G) whose representing multipliers form an approximate identity in C0(G)
that is bounded in the M0A(G) norm; the bound being an upper estimate for
the associated Cowling-Haagerup constant.
As an application, we find the appropriate approximation properties of the
extended quantum SU(1, 1) group and its dual. That is, we prove that it is
weakly amenable and coamenable. Furthermore, it has the Haagerup property
in the quantum group sense, introduced by Daws, Fima, Skalski and White.
1. Introduction
Locally compact quantum groups have been introduced by Kustermans and Vaes
in their papers [30], [31]. They form a category larger than locally compact groups,
admitting a full Pontrjagin duality theorem.
A class of examples occurs as deformations of the algebra of continuous or mea-
surable functions on a locally compact group, for example the deformations of sim-
ple compact Lie groups. Furthermore, suitable deformations of E(2) and SU(1, 1)
have been constructed.
These examples give rise to the question which approximation properties these
quantum groups and their duals have. For the deformation of E(2) (see [42], [25])
it is known that it is both amenable and coamenable. Here, amenability is the
(or at least one of the) quantum generalization(s) of group amenability, whereas
coamenability is the dual notion. Deformations of compact simple Lie groups are
coamenable (c.f. [1, Corollary 6.2]) and trivially amenable.
Recall that coamenability asserts the existence of a bounded approximate identity
in the convolution algebra L1(G) of a locally compact quantum group G. Amenabil-
ity can for example be characterized by the fact that the universal and reduced dual
quantum groups C∗u(G) and C
∗
r (G) are equal.
Amenability and coamenability of a quantum group are dual to each other, in
the sense that for a compact quantum group it is known that it is coamenable if
and only if the Pontrjagin dual quantum group is amenable, see the work of Ruan
[34] and Tomatsu [39]. The question whether or not this generalizes to arbitrary
quantum groups remains open.
For groups subsequently weaker approximation properties than amenability have
been introduced, in particular weak amenability [5]. These notions have been gen-
eralized to quantum groups of Kac type by Kraus and Ruan [28]. In particular,
equivalent intrinsic approximation properties of the C∗-algebra and von Neumann
algebra of a discrete Kac algebra have been found. For example weak amenability
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of G corresponds to the completely bounded approximation property (CBAP) of
C∗r (G).
Let us mention that in [20] Freslon proved that the free orthogonal and free
unitary quantum groups are weakly amenable. The result was extended to the
non-Kac deformations in [12] in terms of the CBAP. The current paper deals with
a weak amenability result for non-discrete quantum groups, which is of different
flavor, basically since it does not have an interpretation in terms of the CBAP.
Various equivalent notions of the Haagerup property for locally compact quan-
tum groups were recently investigated by Daws, Fima, Skalski and White [16].
Examples so far come from Brannan’s result [3] on free orthogonal and free uni-
tary quantum groups and Lemeux [32] for quantum reflexion groups. Beyond the
discrete case, the only known (non-classical) examples are amenable or follow from
coamenability of the dual.
The SUq(1, 1)ext group was first established as a proper von Neumann algebraic
quantum group by Koelink and Kustermans [26]. One of the main difficulties was
to prove the coassociativity of the comultiplication. More recently a novel way of
obtaining SUq(1, 1)ext was found by De Commer [10] (see also [9]), avoiding the
proof of the coassociativity. In [22] Groenevelt, Koelink and Kustermans obtain
the Plancherel decomposition of the multiplicative unitary of SUq(1, 1)ext. Part of
this paper is based on this achievement. We expand below in more detail.
Let us mention that the construction of non-compact operator algebraic quantum
groups is one of the major open questions. However, there is reasonable hope that
the techniques of [9] allow a passage to a larger class of examples. In fact, in [11]
it was shown that also a version of E(2) can be recovered.
We summarize the main results of this paper. Section 3 provides a sufficient
condition for a quantum group to be weakly amenable. Explaining the notation
and definitions in the subsequent sections, we state:
Theorem 1. Let G be a coamenable locally compact quantum group. Suppose
that there exists a net {ai} of positive elements in the Fourier algebra A(G), whose
representing elements in C0(G) are invariant under the scaling group and such that
they form an approximate identity for C0(G) with ‖ai‖M0A(G) bounded. Then, G
is weakly amenable.
The theorem is based on the arguments of De Canniere and Haagerup [5] and is
typically applicable if the trivial corepresentation lies nicely in the representation
spectrum of a quantum group. Compared to [5], besides technical difficulties, we
encounter two new phenomena in the quantum case. It appears that for quantum
groups coamenability plays an important role. Also, it turns out that we need to
work with modular multipliers (we state the definition later). Recall that classical
groups are always coamenable and the modular assumption is trivially satisfied.
As an example, we find the appropriate approximation properties of SUq(1, 1)ext
and its dual. Our proofs rely on q-analysis of little q-Jacobi functions that are
special cases of 2ϕ1-hypergeometric series. As a first result, we find:
Theorem A. SUq(1, 1)ext is coamenable.
Let us mention that coamenability was recently used in relation with idempotent
states on locally compact quantum groups [35]. It turns out that SUq(1, 1)ext falls
within the category of examples, answering a question in [35, Section 3].
As a consequence of Theorem A, we are able to prove the following.
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Theorem B. SUq(1, 1)ext is weakly amenable with Cowling-Haagerup constant 1.
The proof of Theorem B relies on computations based on the Plancherel de-
composition [22] and then follows the proof of Haagerup and De Canniere [5] in
order to apply Theorem 1. As in the classical case (see also [5, Remark 3.8]), we
believe that our proofs are adaptable to deformations of Lie groups of which the
identity operator lies nicely in the spectrum of corepresentations. Finally, we find
that:
Theorem C. SUq(1, 1)ext has the Haagerup property.
These are the first (genuine) examples of non-discrete, non-amenable quantum
groups that: are weakly amenable/have the Haagerup property. Also the dual of
SUq(1, 1)ext has the Haagerup property, as will follow from Theorem A.
The structure of this paper is as follows. Section 2 recalls the definition of a
locally compact quantum group. In Section 3 we recall the definition of amenability
and prove Theorem 1. In Section 4 we recall the necessary preliminaries on
SUq(1, 1)ext. Section 5 proves Theorem A. Sections 6 and 7 prove Theorem B.
Section 8 provesTheorem C. In the Appendix, we prove certain density properties
and we prove convergence properties of basic hypergeometric series.
General notation. N denotes the natural numbers excluding 0. For weight theory
we refer to [36]. If ϕ is a normal, semi-finite, faithful weight on a von Neumann
algebra L∞(G), then we denote J,∇, σ for the modular conjugation, modular oper-
ator and modular automorphism group. We use the formal notation L2(G) for the
GNS-space and L2(G)∩L∞(G) for the elements x ∈ L∞(G) for which ϕ(x∗x) <∞.
We use L1(G) for the predual of L∞(G) and L1(G)+ for its positive part. We use
the Tomita algebra,
Tϕ = {x ∈ L∞(G) | x is analytic for σ and
σz(x) and σz(x)
∗ are in L2(G) ∩ L∞(G)}.
We freely use Tomita-Takesaki theory, but let us at least recall the following
standard facts [36]. Let ϕ be a normal, semi-finite, faithful weight with GNS-
representation (L2(G), π,Λ). The domain of Λ equals L2(G) ∩ L∞(G) and Λ is
σ-weakly/weak (or equivalently σ-strong-∗/norm) closed. Tϕ is a σ-weak/norm
core for Λ.
For c ∈ L∞(G) and ω ∈ L1(G) we set (c · ω)(x) = ω(xc), x ∈ L∞(G). Also, for
a, b ∈ L2(G) ∩ L∞(G), we set (aϕb∗)(x) = ϕ(b∗xa), x ∈ L∞(G). For ξ, η ∈ L2(G)
we set ωξ,η(x) = 〈xξ, η〉, x ∈ L∞(G) and ωξ = ωξ,ξ.
Tensor products are always von Neumann algebraic, unless clearly stated other-
wise.
2. Locally compact quantum groups
For the Kustermans-Vaes definition of a locally compact quantum group, see
[30] and [31]. We would recommend [41] as an introduction, giving an almost
self-contained approach to the theory. For a broader introduction we refer to [38].
Throughout the paper G is a locally compact quantum group. It consists of a
von Neumann algebra L∞(G) and comultiplication ∆ : L∞(G)→ L∞(G)⊗L∞(G)
which is implemented by the left multiplicative unitary W ∈ B(L2(G)⊗ L2(G)),
∆(x) =W ∗(1 ⊗ x)W, x ∈ L∞(G).
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Moreover, there exist normal, semi-finite, faithful Haar weights ϕ and ψ on L∞(G)
that satisfy the left and right invariance axioms,
(id⊗ ϕ)∆(x) = ϕ(x) 1L∞(G), (ψ ⊗ id)∆(x) = ψ(x) 1L∞(G), x ∈ L∞(G)+.
We have a GNS-construction (L2(G), π,Λ) with respect to the left Haar weight. We
omit π in the notation. The left and right Haar weight are related by the modular
element δ, affiliated with L∞(G), by the formal identification ψ( · ) = ϕ(δ 12 · δ 12 ),
see [40]. The triple (L2(G), id,Γ) denotes the GNS-construction for ψ.
The quantum group G comes with an unbounded antipode S : (Dom(S) ⊆
L∞(G)) → L∞(G) that has a unique polar decomposition S = R ◦ τ−i/2. Here,
R : L∞(G) → L∞(G) is the unitary antipode and τ : R → Aut(L∞(G)) is the
scaling group. We define [29, Section 4],
L1(G)♯ =
{
ω ∈ L1(G) | ∃θ ∈ L1(G) s.t. (θ ⊗ id)(W ) = (ω ⊗ id)(W )∗} .
In case ω ∈ L1(G)♯, the corresponding θ ∈ L1(G) satisfies θ(x) = ω(S(x)∗) for every
x ∈ Dom(S). Conversely, if Dom(S) → C : x 7→ ω(S(x)∗) extends boundedly to
L∞(G), then ω ∈ L1(G)♯ and we denote this extension by ω∗. The scaling constant
ν ∈ R+ is then defined by ϕ ◦ τt = ν−tϕ.
There exists a Pontrjagin dual quantum group Gˆ and all its associated objects
will be equipped with a hat. The left multiplicative unitary W ∈ L∞(G)⊗ L∞(Gˆ)
fully determines G as well as Gˆ. We have Wˆ = ΣW ∗Σ, where Σ : L2(G)⊗L2(G)→
L2(G)⊗L2(G) is the flip on the Hilbert space level. L∞(G) is the σ-strong-∗ closure
of, {
(id⊗ ω)(W ) | ω ∈ B(L2(G))∗
}
,
and L∞(Gˆ) is the σ-strong-∗ closure of,{
(ω ⊗ id)(W ) | ω ∈ B(L2(G))∗
}
.
For ω ∈ L1(G), θ ∈ L1(Gˆ), we use the standard notation,
λ(ω) = (ω ⊗ id)(W ), λˆ(θ) = (id⊗ θ)(W ∗).
The dual left Haar weight ϕˆ on L∞(Gˆ) is constructed as follows. We let I be
the set of ω ∈ L1(G), such that Λ(x) 7→ ω(x∗), x ∈ L2(G) ∩ L∞(G) extends to a
bounded functional on L2(G). By the Riesz theorem, for every ω ∈ I, there is a
unique vector denoted by ξ(ω) ∈ L2(G) such that,
ω(x∗) = 〈ξ(ω),Λ(x)〉, x ∈ L2(G) ∩ L∞(G).
The dual left Haar weight ϕˆ is defined to be the unique normal, semi-finite, faithful
weight on L∞(Gˆ), with GNS-construction (L2(G), ι, Λˆ) such that λ(I) is a σ-strong-
∗/norm core for Λˆ and Λˆ(λ(ω)) = ξ(ω), ω ∈ I.
We mention that one can also construct a dual right Haar weight, but we do not
use it in this paper.
There is a collection of relations between the objects we introduced so far and
they can all be found in [31]. We record them here. P is defined by P it =
ν
t
2Λ(τt(x)).
ϕ ◦R = ψ ∇isδit = νistδit∇is τt(x) = ∇ˆitx∇ˆ−it
ϕ ◦ τt = ν−tϕ ∇ˆisδit = δit∇ˆis R(x) = Jˆx∗Jˆ
ψ ◦ τt = ν−tψ ∇ˆit∇is = νist∇is∇ˆit ∇it = Pˆ itJδˆitJ
JˆδJˆ = δ−1
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Furthermore,
(τt ⊗ τˆt)(W ) = W, (R ⊗ Rˆ)(W ) = W ∗.
Underlying G there exist reduced C∗-algebraic quantum groups of which the
C∗-algebras are defined by,
C0(G) = clo
{
(id⊗ ω)(W ) | ω ∈ B(L2(G))∗
}
,
and
C∗r (G) = clo
{
(ω ⊗ id)(W ) | ω ∈ B(L2(G))∗
}
,
where the closures are norm closures in B(L2(G)). It is worth mentioning that
in this paper, when working with C0(G), we always add the assumption that it is
coamenable (see Lemma 5.1 for the definition of coamenability). Hence, there is no
distinction between reduced and universal in our notation for the C∗-algebra of G.
There is a universal C∗-algebraic quantum group C∗u(G) whose C
∗-algebra is
the univeral completion of L1(G)♯ equipped with its Banach ∗-algebra structure,
[29]. We use V for Kusterman’s universal multiplicative unitary. For coamenable
quantum groups it is contained in M(C0(G) ⊗ C∗u(G)) (with M the multiplier
algebra and ⊗ the minimal tensor product). We use the universal objects briefly
in the proof of Theorem 8.3, explaining its universal properties further.
Corepresentations. An operator U ∈ L∞(G) ⊗ B(HU ) is called a corepresenta-
tion if (∆⊗id)(U) = U13U23. We call a corepresentation U unitary (resp. invertible)
if U is unitary (resp. invertible) as an operator. In case G = (L∞(G),∆G) is a
commutative quantum group, then every (bounded) corepresentation is automati-
cally invertible. For arbitrary quantum groups this is more subtle, c.f. [4]. Recall
that W is a corepresentation that is moreover unitary.
The Fourier algebra and multipliers. For operator spaces, we refer to [19]. For
a locally compact quantum group G, the predual L1(G) carries a natural operator
space structure. Pulling back the comultiplication to L1(G) yields a convolution
product ∆∗ : L
1(G)⊗ˆL1(G) → L1(G) which will usually be denoted by ∗. In
this way L1(Gˆ) becomes a completely contractive Banach algebra. We will use
A(G) = λˆ(L1(Gˆ)). And ‖λˆ(ω)‖A(G) := ‖ω‖L1(Gˆ) (λˆ is injective). A(G)+ is the
subset that corresponds to L1(Gˆ)+.
An operator b ∈ L∞(G) is called a left Fourier multiplier if for every ω ∈ L1(Gˆ)
there exists a θ ∈ L1(Gˆ) such that λˆ(θ) = bλˆ(ω). In this case left multiplication
with b defines a bounded map A(G) → A(G) by the closed graph theorem. In
case this map is completely bounded, we write b ∈ M0A(G), i.e. b is a completely
bounded left Fourier multiplier. In this paper all multipliers will be left multipliers
and therefore we will drop the indication ‘left’ in our terminology. For b ∈M0A(G),
we have,
(2.1) ‖b‖L∞(G) ≤ ‖b‖M0A(G).
It is also useful to remark that A(G) ⊆M0A(G) and for ω ∈ A(G) we have,
‖ω‖A(G) ≥ ‖ω‖M0A(G).
A completely bounded multiplier b ∈ M0A(G) is called positive if it maps A(G)+
to A(G)+. Complete positivity is then defined by being positive on every matrix
level of the operator space structure.
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3. A sufficient condition for weak amenability of locally compact
quantum groups
We call a locally compact quantum group G weakly amenable if there exists a
C ∈ R and a net {bk} in A(G) such that ‖bk‖M0A(G) ≤ C and for every c ∈ A(G),
we have,
(3.1) ‖bkc− c‖A(G) → 0.
The infimum over all C ∈ R such that such a net bk exists is called the Cowling-
Haagerup constant; notation Λ(G).
Remark 3.1. The definition of weak amenability first appears in [5], where it is
proved that SO0(n, 1) is weakly amenable. In Section 7 we give a more elaborate
discussion of examples of weakly amenable (quantum) groups.
In concrete examples (3.1) can often be hard to check. In this section, we give a
sufficient criterium for weak amenability based on [5]. This is Theorem 3.5.
Recall that a locally compact quantum group G is called coamenable if there
exists a state ǫ on C0(G) such that (ǫ ⊗ id)(W ) = 1, see also Lemma 5.1 for
equivalent definitions. We also need modular multipliers.
Definition 3.2. We call a multiplier b ∈ M0A(G) modular if for every t ∈ R we
have τt(b) = b.
Remark 3.3. Let b ∈ M0A(G) be a modular multiplier. Consider the mapping
L1(Gˆ)→ L1(Gˆ) : ω → λˆ−1(bλˆ(ω)) and let Φb : L∞(Gˆ)→ L∞(Gˆ) be its dual. Then,
Φb commutes with the modular automorphsim group σˆ. Indeed, using Lemma A.1
in the second and fourth equation,
〈σˆt(Φb(x)), ω〉L∞(Gˆ),L1(Gˆ)
=〈x, λˆ−1(bλˆ(ω ◦ σˆt))〉L∞(Gˆ),L1(Gˆ)
=〈x, λˆ−1(bτ−t(λˆ(ω))δit)〉L∞(Gˆ),L1(Gˆ)
=〈x, λˆ−1(τ−t(bλˆ(ω))δit)〉L∞(Gˆ),L1(Gˆ)
=〈σˆt(x), λˆ−1(bλˆ(ω))〉L∞(Gˆ),L1(Gˆ)
=〈Φb(σˆt(x)), ω〉L∞(Gˆ),L1(Gˆ).
This justifies the terminology modular.
For any c ∈ A(G) we denote ωc ∈ L1(Gˆ) for the functional such that λˆ(ωc) = c.
Lemma 3.4. Let G be a coamenable quantum group. Let bk ∈ M0A(G) be a net
of positive multipliers, such that for every c ∈ C0(G) we have bkc→ c in the norm
of C0(G). Then, for every c ∈ A(G)+ we have ‖bkc‖A(G) → ‖c‖A(G).
Proof. Take c ∈ A(G)+ so that ωc is a positive functional. In that case also ωbkc is
positive. Since G is coamenable, by definition there is a bounded positive functional
ǫ ∈ C0(G)∗ such that (ǫ ⊗ id)(W ) = 1. Then, also (ǫ ⊗ id)(W ∗) = 1. Then, using
the positivity of ωbkc in the first equality and in addition the positivity of ǫ in the
third equality,
‖bkc‖A(G) =ωbkc(1) = 〈(ǫ ⊗ id)(W ∗), ωbkc〉L∞(Gˆ),L1(Gˆ)
=〈ǫ, (id⊗ ωbkc)(W ∗)〉C0(G)∗,C0(G) = ǫ(bkc).
Similarly, ‖c‖A(G) = ǫ(c). Taking the limit k →∞,
(3.2) ‖bkc‖A(G) = ǫ(bkc)→ ǫ(c) = ‖c‖A(G).
This proves the lemma. 
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The following result is the main theorem of this section. It relies on Lemma
3.10, which we shall prove in the remainder of this section. Throughout the proof
we use convergences in the norm of L∞(G), which in fact take place in the smalller
C∗-algebra C0(G). We will not incorporate this in the notation. Recall also that
the dense subspace,
L1(G)♭ ⊆ L1(G),
is defined in Lemma A.2. Recall also that for ω ∈ L1(G)♭ and z ∈ C we denote
ω[z] ∈ L1(G) for the unique functional such that λ(ω[z]) = σˆz(λ(ω)). In Lemma
A.2 we proved that C→ L1(G) : z 7→ ω[z] is analytic for every ω ∈ L1(G)♭.
Theorem 3.5. Let G be a coamenable quantum group. Let bk ∈ A(G) be a sequence
of positive modular multipliers such that ‖bk‖M0A(G) is bounded and such that for
every c ∈ C0(G) we have ‖bkc−c‖L∞(G) → 0. Then, for every c ∈ A(G) as k →∞,
(3.3) ‖bkc− c‖A(G) → 0.
That is, G is weakly amenable with Cowling-Haagerup constant smaller than or
equal to lim supk∈K ‖bk‖M0A(G).
Remark 3.6. For clarity, let us make the following remark on the convergence
(3.3). Note that each bk is in A(G) and not in M0A(G). So each bk corresponds to
a functional ωˆk ∈ L1(Gˆ)+ and similarly c ∈ A(G) corresponds to a ωc ∈ L1(Gˆ). The
convergence (3.3) can be restated at the L1(Gˆ)-level, namely ‖ωk∗ωc−ωc‖L1(Gˆ) → 0.
Proof of Theorem 3.5. Since ‖bk‖M0A(G) is bounded, it follows from a 3ǫ-argument
that we may prove (3.3) for a dense set of c ∈ A(G)+. By Lemma 3.7, in order to
prove our theorem, we may assume that ωc(x) = 〈xΛˆ(d), Λˆ(d)〉 =: (dϕˆd∗)(x), with
d = λ((ω∗ ∗ ω)[−i/2]), ω ∈ L1(G)♭. In particular σˆi/2(d) = λ(ω∗ ∗ ω) ≥ 0.
Moreover, using Lemma 3.10, we may assume that there exist dk ∈ Tϕˆ such that
‖ωbkc − dkϕˆd∗k‖L1(Gˆ) < 1k and such that σˆi/2(dk)σˆi/2(dk)∗ is a bounded sequence
in L∞(Gˆ) and that in fact σˆi/2(dk) ∈ L∞(Gˆ)+. We sometimes write σˆi/2(dk)∗ to
clarify our equalities, even though this is a positive operator.
It suffices then to prove that:
(3.4) ‖dkϕˆd∗k − dϕˆd∗‖L1(Gˆ) → 0.
Since for x ∈ L∞(Gˆ) we have that (dkϕˆd∗k)(x) = 〈xΛˆ(dk), Λˆ(dk)〉 and similarly with
dk replaced by d, it suffices to prove that Λˆ(dk)→ Λˆ(d) in the norm of L2(Gˆ). Now,
‖Λˆ(dk)− Λˆ(d)‖2L2(Gˆ) = 〈Λˆ(dk)− Λˆ(d), Λˆ(dk)− Λˆ(d)〉
=〈Λˆ(dk), Λˆ(dk)〉+ 〈Λˆ(d), Λˆ(d)〉 − 2ℜ
(
〈Λˆ(dk), Λˆ(d)〉
)
.
Hence, it suffices to prove that,
(3.5) ‖Λˆ(dk)‖L2(Gˆ) → ‖Λˆ(d)‖L2(Gˆ) and 〈Λˆ(dk)− Λˆ(d), Λˆ(d)〉 → 0.
For the left condition of (3.5), we find∣∣∣‖Λˆ(dk)‖2L2(Gˆ) − ‖Λˆ(d)‖2L2(Gˆ)
∣∣∣ = |(dkϕˆd∗k)(1)− (dϕˆd∗)(1)|
≤ |ωbkc(1)− ωc(1)|+
1
k
=
∣∣‖bkc‖A(G) − ‖c‖A(G)∣∣+ 1
k
,
and from from Lemma 3.4 (this is where we use that G is coamenable) it follows
that this expression converges to 0. Hence, it remains to check the right condition
of (3.5).
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Let θ ∈ L1(G)+. Set x = λ(θ), then as k →∞,
|ϕˆ(d∗xd) − ϕˆ(d∗kxdk)| ≤ |ωc(x) − ωbkc(x)|+
1
k
‖x‖L∞(Gˆ)
=|θ(c)− θ(bkc)|+ 1
k
‖x‖L∞(Gˆ) → 0.
Since we proved that dkϕˆd
∗
k is a bounded sequence in L
1(Gˆ) (i.e. the left part of
(3.5)) and the span of λ(θ) with θ ∈ L1(G)+ is norm dense in C∗r (G), we find that
in fact,
(3.6) |ϕˆ(d∗xd) − ϕˆ(d∗kxdk)| → 0 for every x ∈ C∗r (G).
Let e, f ∈ C∗r (G) be such that e, f ∈ Tϕˆ. The existence of such elements is
guaranteed by Lemma A.2. Moreover, such elements are norm dense in C∗r (G).
Then,
ϕˆ(d∗ke
∗fdk) = ϕˆ(σˆi/2(fdk)σˆ−i/2(d
∗
ke
∗))
=〈σˆi/2(dk)σˆi/2(dk)∗Λˆ(σˆ−i/2(e∗)), Λˆ(σˆi/2(f)∗)〉,
and similarly,
ϕˆ(d∗e∗fd) = 〈σˆi/2(d)σˆi/2(d)∗Λˆ(σˆ−i/2(e∗)), Λˆ(σˆi/2(f)∗)〉.
By (3.6), we see that |ϕˆ(d∗e∗fd) − ϕˆ(d∗ke∗fdk)| → 0 and since we assumed that
σˆi/2(dk)σˆi/2(dk)
∗ is a bounded sequence, we find that for all vectors ξ, η ∈ L2(G),
〈σˆi/2(dk)σˆi/2(dk)∗ξ, η〉 → 〈σˆi/2(d)σˆi/2(d)∗ξ, η〉.
Approximating t 7→ √t with polynomials on the compact interval from 0 to the
number supk ‖σˆi/2(dk)σˆi/2(dk)∗‖L∞(G), this then implies that,
〈|σˆi/2(dk)∗|ξ, η〉 → 〈|σˆi/2(d)∗|ξ, η〉.
Henceforth, using positivity of σˆi/2(dk) and σˆi/2(d) (see the assumptions in the first
paragraph of our proof),
〈σˆi/2(dk)∗ξ, η〉 → 〈σˆi/2(d)∗ξ, η〉.
Now, let again e, f ∈ Tϕˆ. Then,
〈Λˆ(ef), Λˆ(dk)〉
=ϕˆ(d∗kef)
=ϕˆ(σˆi/2(f)σˆ−i/2(d
∗
k)σˆ−i/2(e))
=〈σˆi/2(dk)∗Λˆ(σˆ−i/2(e)), Λˆ(σˆi/2(f)∗)〉
→〈σˆi/2(d)∗Λˆ(σˆ−i/2(e)), Λˆ(σˆi/2(f)∗)〉
=〈Λˆ(ef), Λˆ(d)〉,
where the last equation follows by following the first equations backwards but with
d instead of dk. Using the proved fact that ‖Λˆ(dk)‖L2(G) is bounded, and the
standard fact that Λˆ(T 2ϕˆ ) is dense in L2(Gˆ) we find that,
〈Λˆ(dk)− Λˆ(d), ξ〉 → 0,
for all vectors ξ ∈ L2(G). In all, we have proved (3.5) and hence conclude the
theorem. 
We now prove the technical lemmas that are needed to make the assumptions
at the beginning of the proof of Theorem 3.5.
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Lemma 3.7. The functionals on L∞(Gˆ) given by
a 7→ 〈aΛˆ(λ((ω∗ ∗ ω)[−i/2])), Λˆ(λ((ω∗ ∗ ω)[−i/2]))〉,
with ω ∈ L1(G)♭ are dense in L1(Gˆ)+.
Proof. For x, y ∈ L2(Gˆ) ∩ L∞(Gˆ), there exists a unique functional ϕˆy∗x ∈ L1(Gˆ)
such that for e, f ∈ Tϕˆ we have [37, Proposition 4],
ϕˆy∗x(e
∗f) =〈Jˆx∗yJˆΛˆ(f), Λˆ(e)〉
=〈Jˆf∗eJˆΛˆ(x), Λˆ(y)〉.
(3.7)
From the second line of (3.7) we infer that {ϕˆx∗x | x ∈ L2(Gˆ) ∩ L∞(Gˆ)} is dense
in L1(Gˆ)+. (Indeed, every positive normal functional on L∞(Gˆ) is of the form
ωξ,ξ = ωJˆJˆξ,JˆJˆξ and Jˆξ can be approximated with Λˆ(x) with x ∈ L2(Gˆ)∩L∞(Gˆ)).
Since we have ϕˆx∗x = ϕˆ|x|2 , we see that the functionals given by,
a 7→ 〈Jˆa∗JˆΛˆ(x), Λˆ(x)〉,
with x ∈ L2(Gˆ) ∩ L∞(Gˆ)+ are dense in L1(Gˆ)+.
Now, let x ∈ L2(Gˆ) ∩ L∞(Gˆ)+ with spectral decomposition x = ∫∞
0
λdEx(λ).
Put xn =
∫∞
1/n
λdEx(λ). Then ‖x − xn‖L∞(Gˆ) → 0 and clearly xn ≤ x. Moreover,
this implies that xn ∈ L2(Gˆ) ∩ L∞(Gˆ)+, and
‖Λˆ(xn)− Λˆ(x)‖2L2(Gˆ) = ϕˆ(x2) + ϕˆ(x2n)− ϕˆ(xxn)− ϕˆ(xnx)→ 0,
since ϕˆ is normal and supn(x
2
n) = x
2 = supn(xnx). The conclusion is that the
functionals
a 7→ 〈Jˆa∗JˆΛˆ(x), Λˆ(x)〉,
with
(3.8) x ∈ L2(Gˆ) ∩ L∞(Gˆ)+ such that x =
∫ ∞
1/n
λdEx(λ) for some n ∈ N,
are dense in L1(Gˆ)+.
Now, let x indeed satisfy the condition (3.8). Put y =
√
x. Then, y ≤ √nx, so
that y ∈ L2(Gˆ)∩L∞(Gˆ)+. Since λ(L1(G)♭) forms a σ-strong-∗/norm core for Λˆ, c.f.
Lemma A.2, we can find a net {ωi} in L1(G)♭, such that λ(ωi) is a (bounded) net
converging to y in the σ-strong-∗ topology and ξ(ωi) = Λˆ(λ(ωi))→ Λˆ(y) in norm.
Then, a 2ǫ-estimate shows that Λˆ(λ(ω∗i ∗ ωi)) = λ(ωi)∗Λˆ(λ(ωi)) → y∗Λˆ(y) = Λˆ(x)
in norm. From this it follows that the functionals,
a 7→ 〈Jˆa∗JˆΛˆ(λ(ω∗ ∗ ω)), Λˆ(λ(ω∗ ∗ ω))〉,
with ω ∈ L1(G)♭ are dense in L1(Gˆ)+. But, using that Jˆ = ∇ˆ1/2Jˆ∇ˆ1/2 and
λ(ω∗ ∗ ω) ≥ 0,
〈Jˆa∗JˆΛˆ(λ(ω∗ ∗ ω)), Λˆ(λ(ω∗ ∗ ω))〉
=〈aJˆ Λˆ(λ(ω∗ ∗ ω)), JˆΛˆ(λ(ω∗ ∗ ω))〉
=〈a∇ˆ1/2Λˆ(λ(ω∗ ∗ ω)), ∇ˆ1/2Λˆ(λ(ω∗ ∗ ω))〉
=〈aΛˆ(λ((ω∗ ∗ ω)[−i/2])), Λˆ(λ((ω∗ ∗ ω)[−i/2]))〉,
which concludes our lemma. 
Lemma 3.8. Let ω ∈ L1(G)♭ and let b ∈ M0A(G) be a modular multiplier. We
have b ·ω ∈ I and λ(b ·ω) is analytic for σˆ. For every z ∈ C, we have σˆz(λ(b ·ω)) =
λ(b · ω[z]).
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Proof. By Lemma A.1 we find that we must have θ[t](x) = θ(δ
itτ−t(x)) for every
t ∈ R and θ ∈ L1(G)♭. Applying this to θ = b · ω, this means that
〈x, θ[t]〉 = 〈δitτ−t(x), θ〉 = 〈δitτ−t(x), b · ω〉 = 〈δitτ−t(x)b, ω〉
=〈δitτ−t(xb), ω〉 = 〈xb, ω[t]〉 = 〈x, b · ω[t]〉.
So that
(3.9) σˆt(λ(b · ω)) = σˆt(λ(θ)) = λ(θ[t]) = λ(b · ω[t]).
Since, t 7→ ω[t] extends analytically to C → L1(G) it follows that (3.9) is analytic
on C. This proves the lemma, since I is a left L∞(G)-module [30, Result 8.6]. 
Lemma 3.9. Let bk ∈M0A(G) be a bounded sequence of multipliers such that for
every c ∈ C0(G) we have ‖bkc − c‖L∞(G) → 0. For every ω ∈ L1(G), we have
‖bk · ω − ω‖L1(G) → 0.
Proof. Let ξ, η ∈ L2(G) and let c ∈ C0(G). Then,
‖bk · ωcξ,η − ωcξ,η‖L1(G) =‖ωbkcξ,η − ωcξ,η‖L1(G)
≤‖ξ‖L2(G)‖η‖L2(G)‖bkc− c‖L∞(G) → 0.
Let ξ, η ∈ L2(G) again be arbitrary. By Cohen factorization, there exists a c ∈
C0(G) and ξ
′ ∈ L2(G) such that ξ = cξ′ with ‖c‖ ≤ 1. The lemma then follows
from the previous computation.

Let x, y ∈ L2(G)∩L∞(G). It is proved in [37, Proposition 4] that there exists a
unique functional ϕy∗x ∈ L1(G) such that for every e, f ∈ Tϕˆ we have,
(3.10) ϕy∗x(e
∗f) = 〈Jx∗yJΛ(f),Λ(e)〉 = 〈Jf∗eJΛ(x),Λ(y)〉.
We now prove the following technical lemma. It plays a crucial role in Theorem
3.5. Remark 3.12 explains its nature.
Lemma 3.10. Let bk ∈M0A(G) be a bounded sequence of positive modular multi-
pliers such that for every c ∈ C0(G) we have ‖bkc− c‖L∞(G) → 0. Let ω ∈ L1(G)♭
and set d = λ(ω). In particular, d ∈ Tϕˆ and dϕˆd∗ ∈ L1(Gˆ) is well defined. Let
θˆk ∈ L1(Gˆ) be such that λˆ(θˆk) = bkλˆ(dϕˆd∗). Then, for every k, there exists an
operator dk ∈ Tϕˆ such that
(3.11) ‖dkϕˆd∗k − θˆk‖L1(Gˆ) <
1
k
,
and moreover, σˆi/2(dk)σˆi/2(dk)
∗ is bounded in L∞(G) and σˆi/2(dk) ∈ L∞(G)+.
Proof. Note that the key properties we need are boundedness of σˆi/2(dk)σˆi/2(dk)
∗
and positivity of σˆi/2(dk) ∈ L∞(G)+. The following is the main point of our set-up.
Claim 1: For every k ∈ N, there exists a unique element xk ∈ L∞(Gˆ) such that
for every e, f ∈ Tϕˆ we have,
(3.12) θˆk(e
∗f) = 〈Jˆx∗kJˆΛˆ(f), Λˆ(e)〉.
Moreover, xk is positive and the sequence is bounded in L
∞(Gˆ).
Proof of claim 1: If such xk exists, then it is unique by (3.12). Since bk is
a positive multiplier, θˆk is a positive functional. Then, xk is positive, since for
e ∈ Tϕˆ,
〈xkJˆΛˆ(e), JˆΛˆ(e)〉 = 〈Jˆx∗kJˆΛˆ(e), Λˆ(e)〉 = θˆk(e∗e) ≥ 0.
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We use the notation ω′ = (ω∗)[−i]. We claim that we may take:
xk := λ
(
bk ·
(
(ω ∗ ω′)[i/2]
))
.
It follows from Lemma 3.9 that bk ·
(
(ω ∗ ω′)[i/2]
)
is a bounded sequence in L1(G)
and hence xk is a bounded sequence in L
∞(Gˆ). In fact, xk ∈ L2(Gˆ) ∩ L∞(Gˆ) by
Lemma 3.8. We claim that,
(3.13) ξ(ω ∗ ω′) = Λˆ(λ(ω)λ(ω′)) = ξˆ(λ(ω)ϕˆλ(ω)∗) = ξˆ(dϕˆd∗).
Indeed, the first and last equation follow by definition. The second equation follows
from the fact that for e ∈ Tϕˆ we have,
(λ(ω)ϕˆλ(ω)∗)(e∗) = ϕˆ(λ(ω)∗e∗λ(ω)) = ϕˆ(e∗λ(ω)σˆ−i(λ(ω)
∗))
=ϕˆ(e∗λ(ω)λ(ω′)) = 〈Λˆ(λ(ω)λ(ω′)), Λˆ(e)〉.(3.14)
Using the fact that Tϕˆ is a σ-weak/norm core for Λˆ, this yields that (3.14) holds
for all e ∈ L2(Gˆ) ∩ L∞(Gˆ), and hence (3.13) follows.
We now prove (3.12). Let e, f ∈ Tϕˆ. Then, explaining the equations below, we
have
〈Jˆx∗kJˆΛˆ(f), Λˆ(e)〉
=〈xkΛˆ(σˆi/2(e)∗), Λˆ(σˆi/2(f)∗)
=ϕˆ(σˆi/2(f)xkσˆi/2(e)
∗)
=ϕˆ(σˆi/2(e
∗f)xk)
=〈Λˆ(xk), Λˆ(σˆ−i/2(f∗e))〉
=〈bkξ((ω ∗ ω′)[i/2]), Λˆ(σˆ−i/2(f∗e))〉
=〈bk∇ˆ− 12 ξ(ω ∗ ω′), ∇ˆ 12 Λˆ(f∗e)〉
=〈bkξ(ω ∗ ω′), Λˆ(f∗e)〉
=〈bkξˆ(dϕˆd∗), Λˆ(f∗e)〉
=〈Λ(bkλˆ(dϕˆd∗)), Λˆ(f∗e)〉
=〈Λ(λˆ(θˆk)), Λˆ(f∗e)〉
=〈ξˆ(θk), Λˆ(f∗e)〉
=θˆk(e
∗f).
The first four equations follow from Tomita-Takesaki theory; the fifth equation
is the definition of xk and the fact that ξ(bk · θ) = bkξ(θ) for every θ ∈ I ([30,
Result 8.6]); the sixth equation is Tomita-Takesaki theory; the seventh equation is
Tomita-Takesaki theory and the fact that since bk is modular, we have τt(bk) =
∇ˆitbk∇ˆ−it = bk for t ∈ R; the eight equation is (3.13); the remaing equations follow
by the definitions of their objects. Note that in the eleventh equation we have used
Lemma A.3. This proves the claim.
Claim 2: There exists a sequence yk ∈ L2(Gˆ) ∩ L∞(Gˆ) that is bounded with
respect to the norm of L∞(Gˆ) and such that ‖ϕˆy∗
k
yk − θˆk‖L1(Gˆ) → 0. See (3.10) for
the definition of ϕˆy∗
k
yk . Moreover, we may take yk ∈ L∞(Gˆ)+.
Proof of claim 2: Let {ej} be a net in Tϕˆ such that ej → 1 in the σ-weakly
topology and such that ‖σˆz(ej)‖L∞(Gˆ) ≤ eℑ(z)
2
, see [37, Lemma 9]. For every k,
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we let yk,j ∈ L2(Gˆ) ∩ L∞(Gˆ) be such that,
(3.15) y∗k,jyk,j = σˆi/2(ej)xkσˆi/2(ej)
∗.
The proof of [37, Theorem 8, p. 331-332] yields that,
‖y∗k,jyk,j‖L∞(Gˆ) < e
1
2 ‖xk‖L∞(Gˆ),
lim
j∈J
‖ϕˆy∗
k,j
yk,j − θˆk‖L1(Gˆ) = 0.
For every k, we choose jk ∈ J such that ‖ϕˆy∗
k,jk
yk,jk
− θˆk‖L1(Gˆ) < 1k . We then set
yk := yk,jk . Note that we could have choosen yk to be positive in (3.15) since xk
was positive.
Claim 3: There exists a sequence zk ∈ Tϕˆ that is bounded with respect to the
norm of L∞(Gˆ) and such that ‖ϕˆz∗
k
zk − θˆk‖L1(Gˆ) → 0. Morever, we may take
zk ∈ L∞(Gˆ)+.
Proof of claim 3: Let yk be as in Claim 2. We assume that yk ∈ L∞(Gˆ)+. We
then define, using a σ-weak integral,
zk,n =
√
n
π
∫ ∞
−∞
e−nt
2
σˆt(yk)dt ∈ L∞(G)+,
and by standard arguments (see for instance the proof of [37, Lemma 9]) we see
that zk,n ∈ Tϕˆ. Moreover,
Λˆ(zk,n) =
√
n
π
∫ ∞
−∞
e−nt
2∇ˆitΛˆ(yk)dt,
where the integral is a Bochner integral in L2(Gˆ) and as n → ∞ we find that
Λˆ(zk,n)→ Λˆ(yk) in norm. Recalling that,
ϕˆz∗
k,n
zk,n(e
∗f) =〈Jˆf∗eJˆΛˆ(zk,n), Λˆ(zk)〉,
ϕˆy∗
k
yk(e
∗f) =〈Jˆf∗eJˆΛˆ(yk), Λˆ(yk)〉,
this implies that taking the limit n → ∞, we get ‖ϕˆz∗
k,n
zk,n − ϕˆy∗kyk‖L1(Gˆ) → 0.
Claim 3 then follows from Claim 2.
Proof of Lemma 3.10. Let zk be as in Claim 3. We assume that zk ∈ L∞(Gˆ)+.
We set dk = σˆ−i/2(zk). It follows from Claim 3 that dk satisfies the required
boundedness and positivity properties in the statement of our lemma. That is, we
require that σˆi/2(dk) = zk is bounded and positive, which follows from Claim 3.
Finally, for e, f ∈ Tϕˆ we find,
(dkϕˆd
∗
k)(e
∗f) =ϕˆ(d∗ke
∗fdk)
=〈Λˆ(fdk), Λˆ(edk)〉
=〈Jˆ∇ˆ 12 d∗kJˆ∇ˆ
1
2 Λˆ(f), Jˆ∇ˆ 12 d∗kJˆ∇ˆ
1
2 Λˆ(e)〉
=〈Jˆ σˆi/2(dk)σˆi/2(dk)∗JˆΛˆ(f), Λˆ(e)〉
=〈Jˆzkz∗kJˆΛˆ(f), Λˆ(e)〉
Hence, we find that dkϕˆd
∗
k = ϕˆzkz∗k = ϕˆz∗kzk . Then, (3.11) follows from Claim
3. 
Remark 3.11. Theorem 3.5 and Lemma 3.10 are true if sequences are replaced
by nets as it directly follows from the proofs.
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Remark 3.12. Since the statement and the proof of Lemma 3.10 are technical in
nature, it is useful to comment on its origin.
Suppose that G comes from an abelian group G. For simplicity, suppose that ω ∈
L1(G) is a compactly supported function. Let d = F(ω) be its Fourier transform.
In this case dϕˆd∗ corresponds to a function f ∈ L1(Gˆ).
The proof of Lemma 3.10, Claim 1 proceeds as follows. Take the Fourier trans-
form Fˆ(f) ∈ L∞(G) of f . One shows that in fact, Fˆ(f) ∈ L1(G). Then we
multiply Fˆ(f) with the multiplier bk ∈ L∞(G). Next, we take the dual Fourier
transform, resulting in the function (F ◦ bk ◦ Fˆ)(f) ∈ L∞(Gˆ). Because of our
choices, bkFˆ(f) turns out to be a bounded sequence of functions in L1(G) and
henceforth (F ◦ bk ◦ Fˆ)(f) (= xk of Claim 1) is a bounded sequence in L∞(Gˆ).
Claims 2 and 3 are then standard approximation methods.
Claim 1 of the proof of Lemma 3.10 is proved in exactly the way described above.
Note that in the process we used that Fˆ(f) ∈ L∞(G) is in fact in L1(G). For
quantum groups the intersection of L∞(G) and L1(G) has a proper interpretation
in terms of compatible couples of non-commutative Lp-spaces, see [7, Section 3].
We use these ideas implicitly while passing from L∞(G) to L1(G)
Remark 3.13. Let us make the following heuristic comment on why we need the
modular condition on the multipliers bk. We use the language of compatible couples
of non-commutative Lp-space for which we refer to [27].
Along the proof of Lemma 3.10, we use a transition between the left injection
and the symmetric injection of non-commutative Lp-spaces. It was shown in [7,
Theorem 7.1] that Fourier transforms only exist for the left injection. However, in
the proof of Theorem 3.5 we need to work with an injection that has the property
that an x ∈ L1(G) ∩ L∞(G) is positive in L1(G) if and only if it is positive in
L∞(G). The left injection does not have this property, but the symmetric injection
does. The transition between the left and symmetric injection causes that we need
the modular condition on our multipliers bk.
We do not know if the modular assumption on bk is strictly necessary. However,
in our example this condition is easy to check. We expect that in similar examples
for which Theorem 3.5 is applicable this will not be different.
4. Basic hypergeometric series and SUq(1, 1)ext
This section recalls the preliminaries on basic hypergeometric series [21] and the
definition of the extended quantum SU(1, 1) group [26], [22]. Though that some of
the definitions below can be extended for other q, we always assume that 0 < q < 1.
For k ∈ N ∪ {0,∞}, we set the q-factorial,
(a; q)k =
k−1∏
l=0
(1 − aql), (a0, . . . , an; q)k = (a0; q)k · . . . · (an; q)k.
We need the following θ-product identity. For a ∈ C\{0}, k ∈ Z,
(4.1) (aqk, q1−k/a; q)∞ = (−a)−kq− 12k(k−1)(a, q/a; q)∞,
Recall that the basic hypergeometric 2ϕ1-function is expressed by:
2ϕ1
(
a, b
c
; q, z
)
=
∞∏
k=0
(a, b; q)k
(c, q; q)k
zk.
We use the following notation, following [22]:
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µ : C\{0} → C\{0} : y 7→ 12 (y + y−1) , χ : −qZ ∪ qZ : p 7→qlog(|p|),
ν : −qZ ∪ qZ → R : t 7→ q 12 (χ(t)−1)(χ(t)−2), κ : R→ R : x 7→ sgn(x)x2,
cq = (
√
2q(q2,−q2; q2)∞)−1.
Furthermore, we set Iq = q
Z∪−qN and anticipating to the definition of SUq(1, 1)ext,
we set
L2(G) = L2(Z)⊗ L2(Iq)⊗ L2(Iq),
where each tensor component is understood with respect to the counting measure.
It has a canonical basis fm,p,t, with m ∈ Z, p, t ∈ Iq .
The quantum group SUq(1, 1)ext was established in the Kustermans-Vaes set-
ting by Koelink and Kustermans [26]. Its Plancherel decomposition was obtained
by Koelink, Kustermans and Groenevelt in [22]. It is worth mentioning that
SUq(1, 1)ext is constructed by first defining its multiplicative unitary and then re-
constructing a von Neumann algebraic quantum group.
Theorem-Definition 4.1 defines SUq(1, 1)ext. Its complete definition is rather in-
volved, while in our proofs, we only use the Plancherel decomposition of its multi-
plicative unitary. Therefore, we define SUq(1, 1)ext by means of this decomposition.
(1) defines the principal series corepresentations, while (2) defines the discrete se-
ries corepresentations. The only fact we use about the discrete series is that their
matrix coefficients are analytic extensions of the matrix coefficients of the principal
series. This fact can be derived from a comparison of the actions of the generators
of the universal enveloping Lie algebra [22, Lemma 10.1 and Eqn. (92)] on the
representation spaces.
Theorem-Definition 4.1 uses the C-function defined in [22, Lemma 9.4]. In our
proofs we compute special values of this functions and give further references.
For direct integrals [18] is the standard reference.
Theorem-Definition 4.1. Let 0 < q < 1. Then, we define G = SUq(1, 1)ext as
follows.
(1) For every x ∈ [−1, 1], p ∈ qZ, let
(4.2) Hp,x = span{eǫ,ηm (p, x) | ǫ, η ∈ {+,−},m ∈
1
2
Z}.
where the vectors eǫ,ηm (p, x) are by definition orthonormal. There exists a
unitary operator Wp,x ∈ B(L2(G)⊗Hp,x) determined by,
(id⊗ ω
eǫ,ηm (p,x),e
ǫ′,η′
m′
(p,x)
) (Wp,x) fm0,p0,t0
=C(ηǫx;m′, ǫ′, η′; ǫǫ′|p0|p−1q−m−m
′
, p0,m−m′)
× δsgn(p0),ηη′fm0−m+m′,ǫǫ′|p0|p−1q−m−m′ ,t0 ,
(4.3)
where the C-function is given in terms of basic hypergeometric series in [22,
Lemma 9.4].
(2) For every p ∈ qZ, let the countable discrete set σd(Ωp) be the discrete
spectrum of the Casimir operator [22, Definition 4.5, Theorem 4.6] re-
stricted to the space defined in [22, Theorem 5.7]. Let Hp,x be the Hilbert
space spanned by the orthonormal vectors eǫ,ηm (p, x) defined in [22, Propo-
sition 5.2] (the notation is Lp,x instead of Hp,x here and the span of
these vectors forms a subspace of (4.2)). There exists a unitary operator
Wp,x ∈ B(L2(G)⊗Hp,x) determined by (4.3).
(3) There exists a unique locally compact quantum group SUq(1, 1)ext with
multiplicative unitary W ∈ B(L2(G) ⊗ L2(G)) that is explicitly given in
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terms of the direct integral decomposition,
(4.4) W =
⊕
p∈qZ

∫ ⊕
[−1,1]
Wp,x ⊕
⊕
x∈σd(Ωp)
Wp,x

 .
Remark 4.1. For every p ∈ qZ and x ∈ [−1, 1]∪σd(Ωp) the operator Wp,x defined
in Theorem 4.1 is a unitary corepresentation of SUq(1, 1)ext. See, [22, Proposition
5.2, Lemma 10.8]. The corepresentations are not mutually inequivalent.
Remark 4.2. In (4.4), the measure on [−1, 1] is understood as the Askey-Wilson
measure. For our purposes we need only that this is a measure equivalent to the
Lebesgue measure.
Remark 4.3. It follows that the von Neumann algebra of the dual of SUq(1, 1)ext
as a (proper) subalgebra of:
⊕
p∈qZ

∫ ⊕
[−1,1]
B(Hp,x)⊕
⊕
x∈σd(Ωp)
B(Hp,x)

 .
(In fact in [8, Proposition B.2] it is proved that it is of type I.) It follows that finite
linear combinations of inner product functionals with respect to vectors of the form,∫ ⊕
[−1,1]∪σd(Ωp)
g(x)eǫ,ηm (p, x)dx ∈ L2(G), ǫ, η ∈ {−,+}, p ∈ qZ,m ∈ Z,
and g a square integrable function on [−1, 1] ∪ σd(Ωp), form a separating set of
functionals for the dual von Neumann algebra of SUq(1, 1)ext.
5. Coamenability
The main result of this section is that SUq(1, 1)ext is coamenable. There are
various equivalent notions of coamenability, see [2]. We recall the following four.
Whereas (1) is commonly used in the literature, we prove (2) of Lemma 5.1 in
the main theorem of this section. (4) was used in the proof of Lemma 3.4. For
ξ, η ∈ L2(G), we set ωξ,η ∈ L1(G) by ωξ,η(x) = 〈xξ, η〉. Furthermore, ωξ = ωξ,ξ.
Lemma 5.1. Let G be a locally compact quantum group. The following are equiv-
alent:
(1) L1(G) has a bounded approximate identity. That is, there exists a bounded
net {ωi}i in L1(G) such that for every ω ∈ L1(G) we have ‖ωi ∗ ω −
ω‖L1(G) → 1.
(2) There exists a net of unit vectors {ξi}i in L2(G) such that (ωξi⊗id)(W )→ 1
in the σ-weak topology of L∞(Gˆ).
(3) There exists a net of unit vectors {ξi}i in L2(G) such that (ωξi⊗id)(W ∗)→
1 in the topology induced by a separating set of vectors in L1(G).
(4) There exists a state ǫ : C0(G)→ C such that (ǫ ⊗ id)(W ) = 1.
If G satisfies these criteria, then it is called coamenable. The notation is consistent
in the sense that the nets {ξi}i in (2) and (3) can be taken the same.
Proof. (1) if and only if (2) if and only if (4) is proved in [2]. (2) if and only if
(3) follows from a standard convexity argument and the fact that (ωξi ⊗ id)(W ∗) =
(ωξi ⊗ id)(W )∗. 
Theorem 5.2. Let G = SUq(1, 1)ext. For n ∈ N, p1 ∈ qZ we define the unit vector,
ξn,p1 =
1√
2n+ 1
n∑
k=−n
f0,p1qk,1 ∈ L2(G).
16 MARTIJN CASPERS
Let I = N×qZ and define a net structure on I by saying that for (n, p1), (n′, p′1) ∈ I
we have (n, p1) ≤ (n′, p′1) if and only if n ≤ n′ and p1qn ≤ p′1qn
′
. Then, (ωξn,p1 ⊗
id)(W )→ 1 σ-weakly. That is, G is coamenable.
Proof. We start with computing explicit matrix coefficients of W ∗. We take p ∈ qZ
and let x ∈ [−1, 1]∪ σd(Ωp) so that Wp,x is a corepresentation weakly contained in
W (i.e. it occurs on the Plancherel decomposition of W ). For p1 ∈ qZ, k ∈ N,m ∈
Z, ǫ, η ∈ {−1, 1}, we find using [22, Lemma 10.7] and its short proof, that
(ωf0,p1,1,f0,p1qk,1
⊗ id)(W ∗p,x)eǫ,ηm (p, x)
= δ2m,k−χ(p)C(ǫηx;m, ǫ, η; p1, p1q
k, 0)eǫ,ηm (p, x).
To prevent tedious notation, we concentrate on p = 1 only. The reader may verify
that for different p ∈ qZ one gets similar (shifted) expressions. In case −n ≤ m ≤ 0,
(ωξn,p1 ⊗ id)(W ∗1,x)eǫ,ηm (1, x) =
1
2n+ 1
p1q
−n∑
p0=p1qn+2m
C(ǫηx;m, ǫ, η; p0, p0q
2m, 0)eǫ,ηm (1, x),
and in case n ≥ m ≥ 0,
(ωξn,p1 ⊗ id)(W ∗1,x)eǫ,ηm (p, x) =
1
2n+ 1
p1q
−n∑
p0=p1qn−2m
C(ǫηx;m, ǫ, η; p0, p0q
2m, 0)eǫ,ηm (p, x),
where the sums over p0 take values in q
Z and hence, there are exactly 2(n−|m|)+1
summands. Since (2(n− |m|)+ 1)/(2n+1)→ 1 as n→∞, it suffices to prove that
C(ǫηx;m, ǫ, η; p1, p1q
2m, 0)→ 1, as p1 →∞,
uniformly in x on compact sets of [−1, 1]∪ σd(Ω1), since by the Plancherel decom-
position, this entails (3) of Lemma 5.1. Indeed, as the separating set of functionals,
one can for example take direct integrals over a compact index of finite linear com-
binations of inner product functionals with respect to the vectors eǫ,ηm (p, x) (see also
Remark 4.3).
Let λ ∈ C be such that µ(λ) = x. Then, see [22, Lemma 9.1] for the S-function,
C(ǫηx;m, ǫ, η, p1, p1q
2m, 0)
=S(−λ; p1, p1q2m, 0)
=p21q
kν(p1)ν(p1q
2m)c2q
√
(−κ(p1),−κ(p1q2m); q2)∞
× (q
2,−q2/κ(p1q2m), λq3/p21q2m, p21q2m−1/λ,−q1−2m/λ; q2)∞)
(p21q
2m−1/λ, λq3/p21q
2m,−q1−2m/λ; q2)∞
× (q2; q2)∞ 2ϕ1
( −q1+2m/λ,−λq1+2m
q2
; q2,−q2/κ(p1q2m)
)
=p21q
2mν(p1)ν(p1q
2m)c2q
√
(−κ(p1),−κ(p1q2m); q2)∞
× (q2,−q2/κ(p1q2m); q2)∞)(q2; q2)∞
× 2ϕ1
( −q1+2m/λ,−λq1+2m
q2
; q2,−q2/κ(p1q2m)
)
(5.1)
As p1 →∞ we have that,
2ϕ1
( −q1+2m/λ,−λq1+2m
q2
; q2,−q2/κ(p1q2m)
)
→ 1,
uniformly on compact sets in λ (such that µ(λ) ∈ [−1, 1] ∪ σd(Ωp)). (That the
convergence is uniform is well known. Alternatively, it can be derived from the
Arzela-Ascoli theorem, which implies that it is enough to have a bounded sequence
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of locally analytic functions that converges pointwise). Hence, it remains to check
that the coefficient of this function in (5.1) converges to 1 as p1 → ∞. We find,
putting p0 = q
l in the third equality,
p21q
2mν(p1)ν(p1q
2m)c2q
√
(−κ(p1),−κ(p1q2m); q2)∞
× (q2,−q2/κ(p1q2m); q2)∞)(q2; q2)∞
=c2q(q
2; q2)∞p
2
1q
2mν(p1)ν(p1q
2m)
√
(−κ(p1q2m),−q2/κ(p1q2m); q2)∞
×
√
(−κ(p1),−q2/κ(p1q2m); q2)∞
=c2q(q
2; q2)∞p
2
1q
2mν(p1)ν(p1q
2m)
√
(−κ(p1q2m),−q2/κ(p1q2m); q2)∞
×
√
(−κ(p1),−q2/κ(p1); q2)∞(−q2/p21q4m; q2)2m
=c2q(q
2; q2)∞p
2
1q
2mν(p1)ν(p1q
2m)
√
q−(2m+l)(2m+l−1)(−1,−q2; q2)∞
×
√
q−l(l−1)(−1,−q2; q2)∞(−q2/p21q4m; q2)2m
=c2qq
2(q2; q2)2∞(−1,−q2; q2)∞
√
(−q2/p21q4m; q2)2m
=
√
(−q2/p21q4m; q2)2m
(5.2)
Here, the first and second equality are elementary rearrangements of the terms,
the third equality follows from the θ-product identity, the fourth equality follows
from an elementary computation using the replacement p1 = q
l, the last equality
follows from the definition of cq and the θ-product identity. If p1 → ∞, we find
that
√
(−q2/p21q4m; q2)2m → 1 and the theorem follows. 
Remark 5.3. It was pointed out to the author that reflexion of a quantum group
(see [9]) preserves coamenability. This can be proved from an unpublished result
due to De Commer [13, Section 7.6]. Here, a Morita equivalence of both the uni-
versal and reduced C∗-algebraic quantum group and its reflection is established.
Coamenability of SUq(1, 1)ext follows then from [10] and the well known fact that
SUq(2) is coamenable. Since these results from [13] are unpublished we give a direct
proof here. It also gives the counit explicitly.
6. Spherical functions
Throughout the section we put G = SUq(1, 1)ext. We construct matrix coeffi-
cients of G that form an approximate identity of C0(G). For convenience, we set
the corepresentations, where z = ib with 0 ≤ b ≤ − πlog(q) (natural logarithm),
Vz = W1,µ(qz), Hz = H1,µ(qz),
So Vz ∈ L∞(G)⊗B(Hz). We define the unit vector,
(6.1) fz =
1
2
√
2
(
e+,−0 (1, µ(q
z)) + e−,+0 (1, µ(q
z))
) ∈ Hz ,
and set,
az = (id⊗ ωfz,fz) (Vz) .(6.2)
These are spherical matrix coefficients associated with the irreducible components
of Vz , see [6].
It follows from (4.3) that fm0,p0,t0 is an eigenvector for az, where the eigenvalue
is independent of m0 and t0. We let az(p0) be the eigenvalue of the vector fm0,p0,t0
for az. We will regard az as a function on Iq as well as an operator in L
∞(G).
Proposition 6.1. We collect the following properties for az.
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(1) There is a simply connected neighbourhood G of iR ∪ [0, 1) such that for
every p0 ∈ Iq, the function z 7→ az(p0) extends analytically to G. Moreover,
for every α > 1 we can choose G = Gα such that az is the matrix coefficient
of a (possibly non-unitary) invertible corepresentation Vz of G with,
‖Vz‖ ≤ α and ‖V −1z ‖ ≤ α.
(2) For every z ∈ iR we have az+ 2iπ
log(q)
= az.
(3) For every p0 ∈ Iq,
lim
z→1
az(p0) = 1.
Moreover, this convergence is uniform on Iq ∩ [1,∞).
Proof. (1) The first claim was observed in [22, Section 10.3]. That is, that z 7→
az(p0) extends analytically to a neighbourhood of i[0,− πlog(q) ]∪ [0, 1). The fact that
the analytic domain G can be extended to a neighbourhood of the whole imaginary
axis, is a consequence of the fact that
µ(qit log(q)) = µ(qi(2π−t) log(q)) = µ(qi(t+2π) log(q)),
and using the Schwartz reflection principle. To apply this principle, we need to
check that az(p0) takes real values for z ∈ iπZlog(q) + (−ε, ε) for certain ε > 0. But
this follows from the explicit expressions of az(p0) which where computed along the
proof of Proposition B.2.
Recall that for a Hilbert space H, the invertible operators form an open subset
of B(H). Since z 7→ Vz extends analytically to a neighbourhood of iR ∪ [0, 1), and
for z ∈ iR ∪ [0, 1) the corepresentation Vz is unitary [22, Section 10.3], we may
choose the neighbourhood Gα small; i.e. such that ‖Vz‖ ≤ α and ‖V −1z ‖ ≤ α.
(2) The property follows directly from the symmetry argument in (1).
(3) We postpone this proof to the appendix, see Proposition B.2.

Remark 6.2. It is unknown what the exact domain of G in Proposition 6.1 is, we
merely know its existence. Let us also indicate that as q → 1, the periodicity (2)
tends to infinity, resulting in the classical limit. This was already observed in [33].
Theorem 6.3. Let G = SUq(1, 1)ext, let az be the matrix coefficient defined by
(6.2) and its analytic extension to Gα as in Proposition 6.1. For every c ∈ C0(G)
we have ‖azc− c‖L∞(G) → 0 as z → 1 in Gα.
Proof. Recall that L∞(G) is given by L∞(T)⊗B(L2(Iq)) which acts on the first two
legs of L2(G) = L2(Z)⊗L2(Iq)⊗L2(Iq) by identifying L2(Z) with L2(T) under the
Fourier transform, c.f. [26, Lemma 2.4]. In this representation az corresponds to an
operator in 1⊗B(L2(Iq)) and in fact the canonical basis 1⊗ δp0 ∈ L2(T)⊗ L2(Iq)
with p0 ∈ Iq forms a complete set of eigenvectors of az with respective eigenvalues
az(p0).
For i ∈ {1, 2} we define,
vi =
∫ ⊕
[−1,1]∪σd(Ωp)
gi(x)e
ǫi,ηi
mi (pi, x)dx ∈ L2(G),
for some ǫi, ηi ∈ {−,+}, pi ∈ qZ,mi ∈ Z and gi a square integrable function on
[−1, 1]∪ σd(Ωp). Set x = (id⊗ωv1,w2)(W ). Then, x ∈ C0(G) and in fact the linear
span of such elements x forms a norm dense subset of C0(G) see Remark 4.3.
Fix m0 ∈ Z, t0 ∈ Iq. From (4.3) one sees that there is at most one m2 ∈ Z and
p2 ∈ qZ and ± either + or − such that the following function is non-zero:
(6.3) Φx : Iq → C : p0 7→ 〈xfm0,p0,t0 , fm0+m2,±p0p2,t0〉.
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Using that the Haar weight,
Tr( · )⊗
∑
p0∈Iq
p−20 〈 · δp0 , δp0〉,
restricts to a semi-finite weight on C0(G) we must have Φx(p0)→ 0 as p0 → 0, since
else x cannot be approximated in norm by square integrable elements of C0(G).
Consider the projections P0 : L
2(Iq) → L2(Iq ∪ (−1, 1)) and P1 : L2(Iq) →
L2(Iq ∪ [1,∞)). We decompose x = P0x+P1x where P0x, P1x ∈ L∞(G). We need
to prove that,
‖azP0x− P0x‖L∞(G) → 0 and ‖azP1x− P1x‖L∞(G) → 0.
The right convergence follows since ‖azP1−P1‖L∞(G) → 0 by Proposition 6.1. For
the left convergence, it follows from (4.3) that it suffices to show that Φazx−x(p0)→
0 as z → 1 uniformly for p0 ∈ (−1, 1) ∩ Iq. But this follows from Proposition 6.1,
the fact that Φx(p0) tends to zero as p0 → 0 and the fact that az(p0) is bounded
in p0.

7. Weak amenability
Recall that we defined weak amenability in Section 3. Here, we prove that
SUq(1, 1)ext is weakly amenable. From this point, the proof is essentially the same
as [5, Theorem 3.7]. The necessary modifications to lift the arguments from groups
to quantum groups are presented in this section. In particular, we use coamenability
as established in Section 5 to apply Theorem 3.5.
Let us mention that in [14] it is proved that every real rank one simple Lie group
G with finite center is weakly amenable with Cowling-Haagerup constant depending
on the local isomorphism class of G. If the rank is greater than 1, G is not weakly
amenable [23].
The most important examples of weakly amenable quantum groups come from
Freslon’s result [20], showing that the free orthogonal and free unitary quantum
groups of Kac type are weakly amenable.
The following lemma is the quantum group analogue of [5, Theorem 2.2]. It
follows directly from [4, Corollary 4.8]. See also [15, Proposition 4.1].
Lemma 7.1. Let G be a locally compact quantum group. Let U ∈ L∞(G)⊗B(HU )
be an invertible corepresentation of G. Let ω ∈ B(HU )∗ and set a = (id⊗ ω)(U)∗.
Then, a ∈M0A(G). Moreover, ‖a‖M0A(G) ≤ ‖U‖‖U−1‖‖ω‖.
Proof. The slice maps π : L1(G) → L∞(G) : ω 7→ (ω ⊗ id)(U) and πˇ : L1(G) →
L∞(G) : ω 7→ (ω ⊗ id)(U−1) are completely bounded and ‖π‖CB = ‖U‖, ‖πˇ‖CB =
‖U−1‖. Indeed, recall from [19, Chapter 7] that,
CB(L1(G), B(H)) ≃ (L1(G)⊗ˆT (H))∗ ≃ L∞(G)⊗B(H),
where ⊗ˆ is the operator space projective tensor product. Moreover, the correspon-
dence is given such that π corresponds to U and πˇ to U−1. Hence, [4, Corollary
4.8] yields that a ∈M0A(G) with bound ‖a‖M0A(G) ≤ ‖U‖‖U−1‖‖ω‖. 
Corollary 7.2. Let G = SUq(1, 1)ext, α > 1 and let az = (id⊗ ωfz )(Vz) ∈ L∞(G)
with z ∈ Gα be as in Proposition 6.1. Then, az ∈M0A(G) and ‖az‖M0A(G) ≤ α2.
Proof. By Lemma 7.1 applied to the contragredient corepresentation of Vz , we see
that az ∈M0A(G) and ‖az‖M0A(G) ≤ α2. 
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Lemma 7.3. Let G = SUq(1, 1)ext, α > 1 and let az ∈ L∞(G) with z ∈ Gα be as in
Proposition 6.1. For z ∈ [0, 1] the multiplier az ∈M0A(G) is completely positive.
Proof. Recall that az = (id ⊗ ωfz )(Vz) and that for z ∈ [0, 1] the corepresentation
Vz is unitary (see [22, Section 10.3]). For every ω ∈ L1(G)♯ it follows that
(ω∗ ⊗ ω)(Vz) = ((ω ⊗ id)(Vz))∗ (ω ⊗ id)(Vz) ≥ 0.
Using [17, Proposition 20] for coamenable quantum groups, we see that az is in fact
completely positive. 
Along the following proof we use the well-known fact that a function f : C→ X
with X a Banach space is norm analytic if and only if for a separating set of
functionals β ∈ X ∗ the function z 7→ 〈f, β〉X ,X ∗ is analytic.
Theorem 7.4. Let G = SUq(1, 1)ext. There exists a net {ai} in A(G) such that
for every b ∈ A(G) we have ‖aib − b‖A(G) → 0. Moreover, the net can be choosen
such that,
lim sup
i∈I
‖ai‖M0A(G) = 1.
That is, G is weakly amenable with Cowling-Haagerup constant Λ(G) = 1.
Proof (following Theorem 3.7 of [5]). Let α > 1 and let Gα and az be as in Propo-
sition 6.1. By Corollary 7.2 we find that az ∈M0A(G) with ‖az‖M0A(G) ≤ α2.
Define a path γ0 : R → Gα : s 7→ is. For k ∈ N, we fix a (continuous) path
γk : R → Gα that satisfies the following two criteria: (1) γk(0) = 1 − 1k , (2)
|γ1(s)− γ0(s)| < 37 for all s ∈ R. Define,
bk,n =
√
n
π
∫
γk
e−n(z−1+
1
k
)2azdz.
We claim that the integral exists as a Bochner integral in M0A(G). Indeed, for
ω ∈ L1(G) we see that z 7→ e−n(z−1+ 1k )2ω(az) is analytic. Using [24, Theorem 3.4]
(but then for left multipliers), this shows that z 7→ e−n(z−1+ 1k )2az is analytic in
M0A(G). Moreover, bk,0 ∈ A(G). We also set,
bk = a1−1/k, k ∈ N.
Recall that ‖az‖M0A(G) ≤ α2 for every z ∈ G. It follows from Cauchy’s theorem
and assertion (2) on our path γk that,
(7.1) bk,n =
√
n
π
∫
γk
e−n(z−1+
1
k
)2azdz =
√
n
π
∫
γ0
e−n(z−1+
1
k
)2azdz = bk,0 ∈ A(G),
where the integrals are understood within M0A(G). Here, the second equality of
(7.1) is explained in full detail in [5, p. 482] and we leave the mutatis mutandis
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copy to the reader. Also, for every k ∈ N, we find that as n→∞,
‖bk,n − bk‖M0A(G)
=‖
√
n
π
∫
γk
e−n(z−1+
1
k
)2azdz − a1−1/k‖M0A(G)
≤‖
√
n
π
∫
γk
e−n(z−1+
1
k
)2az − a1−1/kdz‖M0A(G)
+ ‖
(√
n
π
∫
γk
e−n(z−1+
1
k
)2dz − 1
)
a1−1/k‖M0A(G)
≤
√
n
π
∫
γk
|e−n(z−1+ 1k )2 | ‖az − a1−1/k‖M0A(G)dz
+ |
√
n
π
∫
γk
e−n(z−1+
1
k
)2dz − 1|‖a1−1/k‖M0A(G)
→0.
This implies that for every c ∈ A(G) as n→∞,
‖bk,nc− bkc‖A(G) → 0.
Using Theorem 6.3 we see furthermore that for every c ∈ C0(G) we have,
‖bkc− c‖A(G) → 0.
Note that bk is a positive multiplier by Lemma 7.3 and Theorem 5.2 shows that
G is coamenable. Theorem 3.5 then concludes our proof. Since we could choose
α > 1 arbitrary, and ‖az‖M0A(G) ≤ α2, we find that Λ(G) ≤ 1. 
8. Haagerup property
Recently, the Haagerup property was introduced conceptually for locally compact
quantum groups by Daws, Fima, Skalski and White, see [16]. Let us state the
definition that is most convenient for us. See [16, Theorem 5.5.(iii)].
Definition 8.1. Let G be a locally compact quantum group. G has the Haagerup
property if there exists a net of states {µi} on C∗u(G) such that ai := (id⊗µi)(V) ∈
L∞(G) satisfies the property that for every c ∈ C0(G) we have ‖aic− c‖L∞(G) → 0.
Let us comment on the existing examples. Firstly, we recall the following propo-
sition from [16, Proposition 5.2].
Proposition 8.2. Let G be a locally compact quantum group. If G is coamenble,
then Gˆ has the Haagerup property.
The question whether amenability of G implies Haagerup property remains open
[16, Remark 5.3].
Examples of quantum groups with the Haagerup property were found amongst
the amenable and coamenable quantum groups. These include quantum E(2),
quantum ax + b and quantum az + b and their duals. See [16, Example 5.4] and
references given there.
Non-amenable examples so far come from discrete quantum groups. For the free
orthogonal and free unitary quantum groups of Kac type, the Haagerup property
was proved by Brannan [3]. For quantum reflexion groups, the Haagerup property
was found by Lemeux [32].
As a consequence of what we have proved so far, we see that SUq(1, 1)ext is a
non-compact, non-amenable quantum group that has the Haagerup property.
Theorem 8.3. Let G = SUq(1, 1)ext. G and Gˆ have both the Haagerup property.
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Proof. Gˆ has the Haagerup property since G is coamenable, c.f. Theorem 5.2 and
Proposition 8.2.
Recall from (6.1) that for z ∈ [0, 1) there exists a unitary corepresentation of G,
Vz ∈ L∞(G)⊗B(Hz).
Let Cz be the the C
∗-algebra generated by Vz . It is the norm closure of the space
spanned by slices (ω ⊗ id)(Vz) with ω ∈ L1(G). By [29, Proposition 5.3], there
exists a non-degenerate ∗-homomorphism,
πz : C
∗
u(G)→M(Cz) such that Vz = (id⊗ πz)(V).
Here, M(Cz) is the multiplier algebra of Cz . Let the unit vector fz ∈ Hz be as
in (6.1) and set az = (id ⊗ ωfz)(Vz) as in (6.2). Using the fact that Cz acts non-
degenerately on Hz, it follows that ωfz is a state on Cz. Since πz is non-degenerate,
it preserves bounded approximate identities. For a state ω on a C∗-algebra C, it
follows from Cohen’s factorization theorem that ‖ω‖ = ω(1) = limj ω(ej), {ej} be-
ing a bounded approximate identity of C (here ω(1) is interpreted in the multiplier
algebra of C). Hence, µz = ωfz ◦ πz is a state on C∗u(G) and az = (id ⊗ µz)(V).
Theorem 6.3 proves that ‖azc − c‖L∞(G) → 1 for every c ∈ C0(G) as z → 1 (limit
over the domain [0, 1)).

Appendix A
We prove the necessary technical results, which we have not found explicitly in
the literature. Firstly, we have the following reformulation of a result of [30].
Lemma A.1 (Proposition 8.9 of [30]). For every t ∈ R we have,
(σt⊗id)(W ) = (id⊗ τˆ−t)(W )(1⊗ δˆ−it) and (id⊗σˆt)(W ) = (δit⊗1)(τ−t⊗id)(W ).
Lemma A.2. Let L1(G)♮ be the set of ω ∈ L1(G) such that the following inclusions
hold,
(1) ω ∈ L1(G)♯, (2) ω ∈ I, (3) ω∗ ∈ I.
Let L1(G)♭ be the set of all ω ∈ L1(G)♮ such that λ(ω) ∈ Tϕˆ and for every z ∈ C
there exists a functional ω[z] ∈ L1(G)♮ with λ(ω[z]) = σˆz(λ(ω)). Then, L1(G)♭ is a
∗-algebra, dense in L1(G). Moreover, λ(L1(G)♭) is a σ-strong-∗/norm core for Λˆ.
Furthermore, C→ L1(G) : z 7→ ω[z] is analytic.
Proof. By [31, Proposition 2.6] we see that L1(G)♮ is a ∗-subalgebra of L1(G)♯,
norm dense in L1(G). And λ(L1(G)♮) forms a σ-strong-∗/norm core for Λˆ.
Define the norm continuous one-parameter group ρ acting on L1(G) by ρt(ω)(x) =
ω(δ−itτ−t(x)), where t ∈ R, see [30, Notation 8.7]. For ω ∈ I we have ρt(ω) ∈ I
and Λˆ(λ(ρt(ω))) = P
−itJδitJΛˆ(λ(ω)) for every t ∈ R, c.f. [30, Lemma 8.8]. By [30,
Proposition 7.12] we have S(δit)∗ = δit. Since τt and R commute for every t ∈ R
we have that S = R◦τ−i/2 commutes with τt. Hence, for ω ∈ L1(G)♯ and x ∈ D(S)
we have that
〈S(x)∗, ρt(ω)〉 = 〈δ−itτ−t(S(x)∗), ω〉 = 〈δ−itS(τ−t(x))∗, ω〉
=〈S(δ−itτ−t(x))∗, ω〉 = 〈δ−itτ−t(x), ω∗〉 = 〈x, ρt(ω∗)〉
It follows that ρt(ω) ∈ L1(G)♯ with ρt(ω)∗ = ρt(ω∗).
Now, let ω ∈ L1(G)♮. For each t ∈ R, we have that ρt(ω) ∈ I and ρt(ω) ∈ L1(G)♯.
And also, ρt(ω)
∗ = ρt(ω
∗) ∈ I as ω∗ ∈ I. Thus ρt(ω) ∈ L1(G)♮.
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We now use a standard smearing argument, which we take from [31, Lemma
2.5]. Set,
ω(n, z) =
n√
π
∫ ∞
−∞
e−n
2(t+z)2ρt(ω)dt.
From the closedness of the mapping ω 7→ Λˆ(λ(ω)) it follows that ω(n, z) ∈ I with,
Λˆ(λ(ω(n, z))) =
n√
π
∫ ∞
−∞
e−n
2(t+z)2P−itJδitJΛˆ(λ(ω))dt.
From the previous paragraph, we see that ω(n, z) ∈ L1(G)♯ with ω(n, z)∗ =
(ω∗)(n, z). Hence, ω(n, z) ∈ L1(G)♮. Moreover, ω(n, 0) is analytic for ρ and
ρz(ω(n, 0)) = ω(n,−z).
Now, [30, Proposition 8.9] shows that λ(ρt(ω)) = σˆt(λ(ω)). Hence, from the
smearing techniques, we find that λ(ω(n, 0)) is analytic with respect to σˆ. Also,
ω(n, z) ∈ I and ω(n, z)∗ ∈ I for all z, so that λ(ω(n, z)) is in Tϕˆ. Since ω(n, 0)→ ω
in norm, we see that L1(G)♭ is dense in L1(G). Moreover, we find that λ(ω(n, 0))→
λ(ω) in norm (and hence in the σ-strong-∗ topology), and Λˆ(λ(ω(n, 0)))→ Λˆ(λ(ω))
in norm. So indeed, λ(L1(G)♭) is a σ-strong-∗/norm core for Λˆ. That L1(G)♭ is a
∗-algebra follows from [30, Result 8.6] and the relation (ω ∗ θ)∗ = θ∗ ∗ ω∗.
It remains to prove that for every ω ∈ L1(G)♭, the map z 7→ ω[z] is analytic. But
for any θ ∈ L1(Gˆ), the map z 7→ θ(λ(ω[z])) = θ(σˆz(λ(ω))) is analytic, which proves
the claim since θ ◦λ with θ ∈ L1(Gˆ) forms a set of separating functionals on L1(G).

Lemma A.3 (Remark 8.31 of [30]). Let θ ∈ L1(G) be such that λ(θ) ∈ L2(Gˆ) ∩
L∞(Gˆ). Then, θ ∈ I.
Appendix B
Here, we prove the necessary results on convergences of basic hypergeometric
series.
Lemma B.1. For every k ∈ N ∪ {∞}, we have the limit,
(q/λ, q/λ; q2)k
(1/λ2; q2)k
→ 0,
as λ→ q.
Proof. For k = 1 and k = 2 this is trivial. For k ≥ 3 we need to be more careful,
because the q-factorial in the denominator becomes 0 as λ→ q. However, we have,
(q/λ, q/λ; q2)k
(1/λ2; q2)k
=
k−1∏
i=0
(1− qλqi)2
1− 1λ2 qi
,
=
(1− q/λ)2
(1− q2/λ2)
(1− q2/λ)2
(1− 1/λ2)
(1− q3/λ)2
(1− q/λ2)
k−1∏
i=3
(1 − qλqi)2
1− 1λ2 qi
=
1− q/λ
1 + q2/λ2
(1 − q2/λ)2
(1 − 1/λ2)
(1 − q3/λ)2
(1− q/λ2)
k−1∏
i=3
(1− qλqi)2
1− 1λ2 qi
.
As λ→ q, this term goes to zero. 
Proposition B.2. Let az : Iq → C be the function defined in (6.2). Let Gα be the
domain of Proposition 6.1. Then az(p0) → 1 pointwise as z → 1 (limit in Gα).
Moreover, this convergence is uniform on Iq ∩ [1,∞).
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Proof. Firstly, we record the following expression using [22, Lemma 9.4]. For every
p0 ∈ Iq , and x = µ(qz) = µ(λ) with z ∈ Gα, we have,
az(p0) =
1
2
C(−x; 0,+,−; p0, p0, 0) + 1
2
C(−x; 0,−,+; p0, p0, 0)
=(−1) 12 (1−sgn(p0))S(λ; p0, p0, 0)
×
(
A(−λ; 1, 0, sgn(p0),−sgn(p0))
A(−λ; 1, 0,+,−) +
A(−λ; 1, 0,−sgn(p0), sgn(p0))
A(−λ; 1, 0,−,+)
)
.
The fractions of the A-functions can be computed from [22, Appendix B.6] and one
finds directly that,
az(p0) = (−1) 12 (1−sgn(p0))S(λ; p0, p0, 0).
Next, we separate three cases. We prove that az → 1 on each of the domains
q−N∪{0}, qN, and −qN and that the convergence is uniform on the first one. Reason
for the separation of cases is that we need to consider analytic extensions of basic
hypergeometric 2ϕ1-series using the transformation formula [21, Eqn. (III.32)] on
different domains.
Case 1: The domain p0 ∈ q−N∪{0}. In this case, using exactly the same computa-
tions as in (5.1) and (5.2) for m = 0, we see that,
az(p0) = 2ϕ1
(
q/λ, λq
q2
; q2,−q2/κ(p0)
)
.
In case z → 1 we see that λ→ q and az(p0)→ 1 uniformly for p0 ∈ q−N∪{0} (that
the convergence is uniform follows directly from the defining power series of the
basic hypergeometric series, which terminates for λ = q as a constant function).
Case 2: The domain p0 ∈ qN. In this case, we find using the expression [22, Lemma
9.1], the θ-product formula and the transformation formula [21, Eqn. (III.32)],
az(p0)
=S(λ, p0, p0, 0)
=p20ν(p0)
2c2q(−p20; q2)∞(q2,−q2/p20; q2)∞(q2; q2)∞ 2ϕ1
(
q/λ, λq
q2
; q2,−q2/κ(p0)
)
= 2ϕ1
(
q/λ, λq
q2
; q2,−q2/κ(p0)
)
=
(qλ, qλ,−q3/λκ(p0),−λκ(p0)/q; q2)∞
(q2, λ2,−q2/κ(p0),−κ(p0); q2)∞ 2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
+
(q/λ, q/λ,−q3λ/κ(p0),−κ(p0)/qλ; q2)∞
(q2, 1/λ2,−q2/κ(p0),−κ(p0); q2)∞ 2ϕ1
(
qλ, qλ
q2λ2
; q2,−κ(p0)
)
By Lemma B.1 we see that the second summand goes to 0 if λ→ q. Hence, we find
formally that,
lim
z→1
az(p0)
= lim
λ→q
(qλ, qλ,−q3/λκ(p0),−λκ(p0)/q; q2)∞
(q2, λ2,−q2/κ(p0),−κ(p0); q2)∞
× 2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
,
= lim
λ→q
2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
,
(B.1)
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however we have to justify the existence of the (latter) limit. In order to do this,
we have for k ∈ N,
(q/λ, q/λ; q2)k
(q2/λ2; q2)k
=
(1− qλ)2
1− q2λ2
k−1∏
i=1
(1− qλqi)2
1− q2λ2 qi
=
1− qλ
1 + qλ
k−1∏
i=1
(1− qλqi)2
1− q2λ2 qi
.
As λ→ q this expression goes to zero. This means that the coefficients of the basic
hypergeometric series in (B.1) go to 0 as λ→ q, resulting in the constant function
one. Thus limz→1 az(p0) = 1 pointwise for p0 ∈ qN.
Case 3: The domain p0 ∈ −qN. We find that using [22, Lemma 9.1] and the
transformation formula [21, Eqn. (III.32)] that,
− az(p0)
=p20ν(p0)
2c2q(−κ(p0); q2)∞
(q2,−q2/κ(p0),−λq3/p20,−p20/qλ; q2)∞
(p20/qλ, λq
3/p20; q
2)∞
(q2; q2)∞
× 2ϕ1
(
q/λ, qλ
q2
; q2,−q2/κ(p0)
)
=p20ν(p0)
2c2q(−κ(p0); q2)∞(q2; q2)2∞
(q2/p20,−λq3/p20,−p20/qλ; q2)∞
(p20/qλ, λq
3/p20; q
2)∞
×
(
(λq, λq,−q3/λκ(p0),−λκ(p0)/q; q2)∞
(q2, λ2,−q2/κ(p0),−κ(p0); q2)∞ 2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
+
(q/λ, q/λ,−q3λ/κ(p0),−κ(p0)/λq; q2)∞
(q2, 1/λ2,−q2/κ(p0),−κ(p0); q2)∞ 2ϕ1
(
qλ, qλ
q2λ2
; q2,−κ(p0)
))
(B.2)
As in Case 2 it follows from Lemma B.1 that the second summand within the
large brackets of (B.2) tends to zero as λ → q. Therefore, using that p0 := −qk is
negative, and the θ-product identity various times,
lim
z→1
−az(p0)
= lim
λ→q
p20ν(p0)
2c2q(−κ(p0); q2)∞(q2; q2)2∞
(q2/p20,−λq3/p20,−p20/qλ; q2)∞
(p20/qλ, λq
3/p20; q
2)∞
× (λq, λq,−q
3/λκ(p0),−λκ(p0)/q; q2)∞
(q2, λ2,−q2/κ(p0),−κ(p0); q2)∞ 2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
= lim
λ→q
p20ν(p0)
2c2q(p
2
0; q
2)∞(q
2; q2)2∞(−q4/p20,−p20/q2; q2)∞
(λq, λq; q2)∞
(q2, λ2; q2)∞
× (q
3/λp20, λp
2
0/q; q
2)∞
(q3λ/p20, p
2
0/qλ; q
2)∞
1
(p20; q
2)∞
2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
= lim
λ→q
p20ν(p0)
2c2q(p
2
0; q
2)∞(q
2; q2)∞(−q4/p20,−p20/q2; q2)∞
(q2, q2; q2)∞
(q2; q2)∞
×
1− q2
p20
1− p20q2
1
(p20; q
2)∞
2ϕ1
(
q/λ, q/λ
q2/λ2
; q2,−κ(p0)
)
=p20ν(p0)
2c2q(q
2; q2)∞(−q4/p20,−p20/q2; q2)∞
(q2, q2; q2)∞
(q2; q2)∞
q2
p20
p20 − q2
q2 − p20
=− q2q(k−1)(k−2)c2q(q2; q2)2∞(−1,−q2; q2)∞q−(k−1)(k−2)
=− c2q(q2; q2)2∞(−1,−q2; q2)∞q2
=− 1.

26 MARTIJN CASPERS
Acknowledgements. The author thanks Wolter Groenevelt for useful corre-
spondence on the corepresentation spectrum of extended quantum SU(1, 1). The
author thanks Erik Koelink for several indispensable discussions. The author also
thanks the IMAPP institute at the Radboud Universiteit Nijmegen for their hos-
pitality; the final part of this paper was completed there. We thank Yuki Arano
for pointing out Remark 5.3. We thank the anonymous referee for several improve-
ments of the manuscript.
References
[1] T. Banica, Representations of compact quantum groups and subfactors, J. Reine Angew. Math.
509 (1999), 167–198.
[2] E. Be´dos, L. Tuset, Amenability and co-amenability for locally compact quantum groups, In-
ternat. J. Math. 14 (2003), 865–884.
[3] M. Brannan, Approximation properties for free orthogonal and free unitary quantum groups,
J. Reine Angew. Math. 672 (2012), 223–251.
[4] M. Brannan, M. Daws, E. Samei, Completely bounded representations of convolution algebras
of locally compact quantum groups, to appear in Mu¨nster J. Math., arXiv:1107.2094.
[5] J. de Canniere, U. Haagerup, Multipliers of the Fourier algebras of some simple lie groups
and their discrete subgroups, American J. Math. 107 (1985), 455–500.
[6] M. Caspers, Spherical Fourier transforms on locally compact quantum Gelfand pairs, SIGMA
7 (2011), 087, 39 pages.
[7] M. Caspers, The Lp-Fourier transform on locally compact quantum groups, J. Operator The-
ory 69 (2013), 161–193.
[8] M. Caspers, E. Koelink, Modular properties of matrix coefficients of corepresentations of a
locally compact quantum group, Journal of Lie Theory 21 (2011), 905–928.
[9] K. de Commer, Galois objects and cocycle twisting for locally compact quantum groups, J.
Operator Theory 66 (2011), 59–106.
[10] K. de Commer, On a correspondence between SUq(2), E˜q(2) and S˜Uq(1, 1), Comm. Math.
Phys. 304 (2011), 187–228.
[11] K. de Commer, On a Morita equivalence between the duals of quantum SU(2) and quantum
E˜(2), Adv. Math. 229 (2012), 1047–1079.
[12] K. de Commer, A. Freslon, M. Yamashita, CCAP for the discrete quantum groups FOF ,
arXiv:1306.6064.
[13] K. de Commer, Galois coactions for algebraic and locally compact quantum groups, PhD
thesis, KU Leuven 2009.
[14] M. Cowling, U. Haagerup, Completely bounded multipliers of the Fourier algebra of a simple
Lie group of real rank one, Invent. Math. 96 (1989), 507–549.
[15] M. Daws, Completely positive multipliers of quantum groups, Internat. J. Math. 23 (2012),
1250132, 23pp.
[16] M. Daws, P. Fima, A. Skalski, S. White, The Haagerup property for locally compact quantum
groups, arXiv:1303.3261.
[17] M. Daws, P. Salmi, Completely positive definite functions and Bochner’s theorem for locally
compact quantum groups, J. Funct. Anal. 264 1525–1546.
[18] J. Dixmier, “Les alge`bres d’ope´rateurs dans l’espace hilbertien”, Gauthiers-Villars, 1957.
[19] E. G. Effros, Z.-J. Ruan, Operator spaces, London Math. Soc. Monograghs, New series, vol.
23, Oxford University Press, New York, 2000.
[20] A. Freslon, Examples of weakly amenable discrete quantum groups, J. Funct. Anal. 265
(2013), 2164–2187.
[21] G. Gasper, M. Rahman, Basic Hypergeometric Series, Cambridge Univ. Press 1990.
[22] W. Groenevelt, E. Koelink, J. Kustermans, The dual quantum group for the quantum group
analogue of the normalizer of SU(1, 1) in SL(2,C), IMRN 7 (2010), 1167–1314.
[23] U. Haagerup, Group C∗-algebras without the completely bounded approximation property,
Preprint, 1986.
[24] Z. Hu, M. Neufang, Z.-J. Ruan, Completely bounded multipliers over locally compact quantum
groups, Proc. Lond. Math. Soc. 103 (2011), 1–39.
[25] A. Jacobs, The quantum E(2) group, PhD thesis, KU Leuven 2005.
[26] E. Koelink, J. Kustermans, A locally compact quantum group analogue of the normalizer of
SU(1, 1) in SL(2,C), Comm. Math. Phys. 233 (2003), 231–296.
[27] H. Kosaki, Applications of the complex interpolation method to a von Neumann algebra:
noncommutative Lp-spaces, J. Funct. Anal. 56 (1984), 29–78.
WEAK AMENABILITY OF LOCALLY COMPACT QUANTUM GROUPS 27
[28] J. Kraus, Z.-J. Ruan, Approximation properties for Kac algebras, Indiana Univ. Math. J. 48
(1999), 469–535.
[29] J. Kustermans, Locally compact quantum groups in the universal setting, Internat. J. Math.
12 (2001).
[30] J. Kustermans, S. Vaes, Locally compact quantum groups, Ann. Scient. E´c. Norm. Sup. 33
(2000), 837–934.
[31] J. Kustermans, S. Vaes, Locally compact quantum groups in the von Neumann algebraic
setting, Math. Scand. 92 (2003), 68–92.
[32] F. Lemeux, Haagerup property for quantum reflection groups, arXiv:1303.2151.
[33] T. Masuda, K. Mimachi, Y. Nakagami, M. Noumi, Y. Saburi, K. Ueno, Unitary representa-
tions of the quantum group SUq(1,1): structure of the dual space of Uq(sl(2)) and II - matrix
elements of unitary representations and the basic hypergeometric functions, Letters in Math.
Phys. 19 (1990), 187–194, 195–204.
[34] Z. -J. Ruan, Amenability of Hopf von Neumann algebras and Kac algebras, J. Funct. Anal.
139 (1996), 466–499.
[35] P. Salmi, A. Skalski, Idempotent states on locally compact quantum groups, Quarterly J. of
Mathematics 63 (2012), 1009–1032
[36] M. Takesaki, Theory of operator algebras II, Springer 2000.
[37] M. Terp, Interpolation spaces between a von Neumann algebra and its predual, J. Operator
Theory 8 (1982), 327–360.
[38] T. Timmermann, An invitation to quantum groups and duality, EMS 2008.
[39] R. Tomatsu, Amenable discrete quantum groups, J. Math. Soc. Japan 58 (2006), 949–964.
[40] S. Vaes, A Radon-Nikodym theorem for von Neumann algebras, J. Operator Theory 46
(2001), 477–489.
[41] A. Van Daele, Locally compact quantum groups. A von Neumann algebra approach,
arXiv:math/0602212 (2006).
[42] S.L. Woronowicz, Unbounded elements affiliated with C∗-algebras and noncompact quantum
groups, Comm. Math. Phys. 136 (1991), 399–432.
M. Caspers, Laboratoire de Mathe´matiques, Universite´ de Franche-Comte´, 16 Route
de Gray, 25030 Besanc¸on, France
E-mail address: martijn.caspers@univ-fcomte.fr
