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1. INTRODUCTION 
Brezis, in [3], noted that the problem of periodic solutions for the 
nonlinear vibrating string equation 
x,, - x,, + g(x) =f(c u), O<u<n, PER, 
x(t, u) = 0, u = 0, u = 71, 1ER, (1.1) 
x( t + T, u) = x( t, u), O<U<IT, teR, 
may be viewed as an infinite dimensional Hamiltonian system. If we set 
p=x and q=x, then (1.1) becomes 
fC)=( -Hij+(;), (1.2) 
where the Hamiltonian H is defined on the space Hi(O, n) x L’(O, I[) by 
H(p, q) = 4 JE G(p) du + 4 50” (P~)~ du + 4 1; q2 du and G is a primitive of g. 
However, to study (1.1) Brezis does not investigate (1.2) in its abstract 
form. He regards (1.1) as a particular case of the equation Ax + Bx =f 
(A =x,,-x,,) and to study it he uses the dual variational formulation of 
it (compare [3, pp. 415,416]). 
The aim of this article is to study periodic solutions for an abstract form 
of (1.2). To this effect we derive another duality theory and a variational 
principle for abstract Hamiltonian systems. As an application of the main 
result, Theorem 2.2, we prove, in Section 7, the existence of a solution to a 
problem a bit more general than (1.1 ), 
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x,,+Bx+g(x, 2.4, t)=O 
x(t, u) = 0, uEasz, tER, (1.1’) 
x(0, u) = x(T, u), x,(0, u) = x,(T, u), UEQCRN, 
where B is a strongly elliptic operator in L2(a). 
There exists a rich literature (cf. [ 1, 3, 4, 7, 8, 11, 15, 16, 18, 20, and 
Refs. therein]) regarding problem (1.1’) with N= 1 and B= -(a’/i?u2) 
and some variant with B being a higher order elliptic operator. But 
there are only a few papers [19, 221 treating (1.1’) with B = - (a2/au2) 
for the N-dimensional (N > 1) wave equation. Theorem 7.1 gives further 
contribution to problem ( 1.1’). 
2. PRELIMINARY AND STATEMENT OF THE MAIN RESULT 
Let XC Y be two separable Hilbert spaces with the norms 1 . lx, 1 .I y. 
We assume the inclusion mapping of X into Y to be continuous and densely 
defined and Y we identify with its own dual Y*. Then XC Y c X*, where 
X* is dual to X. Denote by ( ., )* the duality pairing between X and X* 
and by ( ., ) y the inner product in Y. If it is not misleading we shall omit 
the subscripts X and Y of ( ., . ). F: X+ X* is the duality mapping, so 
(Fx, x) = IxI:= IFI:., XEX. Wehave Ixlr6~lxlxforacertainp>Oand 
all x E X. 
Let S: X-+ Y be a linear bijective selfadjoint operator with the domain 
D(S)cX and satisfying (Sx,x),>l 1x1; for all x in X and any A>O. 
Additionally we assume the operator /i = S’j2 to be defined in Y with the 
domainD(/i)=X.Then (Sx,z),=(~x,/iz),,x,z~X. 
Let L”,(L”,), 1 <m < co, denote the usual Banach space of functions 
from [0, T] to X(Y) with the norm llxllL;= (so’ Iu(t)l’J dt)“” for m < co. 
B”, denotes the linear space X@ L”, with the norm ll(c, v)llP = 
max{ lcIX, ilullL;}, l/n+ l/m= 1. Let Ay(A”,) be the space of absolutely 
continuous functions x: [0, T] -+ X (x: [0, r] -+ Y) whose derivative 
x’ E L”, (x’ EL;). It is known [2] that, for each x E A”,, the derivative x’(t) 
exists almost everywhere in [0, T], x(t) = x(0) + l; x’(r) dr, and A”, can be 
identified with X@L”, normed by ilxll,;= 1x(0)(,+ IIx’llr;. A dual of A”y 
will be identified with B”, under the pairing 
((c, u),Y),= <nc,AW,+J1: (Mt)tAt)).& (2.1) 
(c, u)~B”x, YEA”,. L&s, is a subspace of L”, of those x, whose values are 
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in D(S) c X (D(S) we shall always consider with the norm of X); 
B”,,,, = D(S) 0 G(S). We shall also use the pairing 
(2.1’) 
to identify B”, with the dual of A;. 
Let H: R x Xx Y--f R be a given function called Hamiltonian. We shall 
make the following basic hypothesis: 
(Hl ) H is measurable and T periodic in t, H( t, ., . ), t E R, is convex 
and lower semicontinuous; there exist real functions k, 1, d in L”(0, T), 
k>O, I>O, and numbers r> 1, s> 1, such that 
for all t E [0, T], x E X, p E Y. Moreover, there exist bounded below func- 
tionsK,: [O,T]xX+R,K,: [O,T]x Y+Rsuchthat~,TK.~(t,q(t))dt<cc 
(K,*(t,q)=sup{(Sq,x),-K.~(t,x):x~X})forallq~L,”,~,TKp*(t,u(t))dt 
<co (K,*(t,u)=sup{(Su,p),-K,(t,p):pE Y}) for all UEL,“(,, and 
satisfying 
Htt, x, P) 2 K(t, x) + ~,tt, p) 
for all t E [0, T], x E X, p E Y. 
Further we shall assume hypothesis (Hl) to be satisfied. We shall use the 
following lemmas. 
LEMMA 2.1 [12]. For (q, U)E aH(t, x, p), aH is the subdifferential of 
H(t, ., .), we have 
lqlx6 Cs’(ktt)Y”” (IAx+ (W)4t) Ipl~+4t)+c)l”~’ 
I4 r< Cr’(4t)Y”” (IPI r+ (l/s) k(t) bl”x+ d(t) + c)l’-‘, 
where - c is a lower bound of H, s’ = s/(s - 1 ), r’ = r/(r - 1). 
LEMMA 2.2 [ 133. Let Z be a normed separable space. Let g : [O, T] x 
Z + R be [I x B-measurable space. g(t, .), t E [0, T] is lower semicontinuous 
and conuex. Moreover z + Z,(z) = Jrg(t, z(t)) dt is finite on L,“. Then 
t -+ sup ( g( t, z) : z E B} is summable in [0, T], where B is any ball in Z. 
LEMMA 2.3 [6]. Let g and Z be the same as in the above lemma. Assume 
that there exists w E L”,. such that Zg* (w) = jlg*(t, w(t)) dt is finite, where 
Z* is a dual to Z and g* is the conjugate of g(t, . ) with respect to the duality 
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pairing between Z and Z*. Then the convex integral functional I,. on L>, is 
conjugate to the integral functional I, on LT. 
Define, for t E [0, T], x E X, 
L(t, x, v) = 
i 
suP{(Sv,P),-H(t,x,P):PE Y 
+a, 
1, u E WS), 
v E X\D( S) 
(2.2 
and, for xEA2, 
J(x) = 4x(O), x(T)) + J L(t, x(t), x’(t)) dt, 
0 
(2.2’) 
By (Hl ) and Lemma 2.3, J is well defined on A 2 and greater than - co. 
Next define, for t E [0, T], p E Y, 
L,(t,p, u)= +co 
1 
suP((Su,x),-H(t,x,P):xEX}, UEX 
UE r\x (2.3) 
and, for p E A$, 
J,(p) = k40), p(T)) + jT Lo(t, p(t)> p’(t)) dt. 
0 
J,(p) > - cc and it is also well defined on A”;. Lastly, define, for t E [0, T], 
UE Y, VEX, 
{ 
sup{(x,Su).+(P,Sv),-H(t,x,p):xEX,PEY}, UEX, UED(S), = 
+m, otherwise. 
(2.4) 
To prove that JD attains its minimum in A$ we shall need a stronger 
form of (Hl): 
(H2) H( t, ., .) is strictly convex, H(t, x, . ) sequentially weakly 
continuous in X (it is enough in a sufficiently large ball in X-see the 
proof of Proposition 5.1); s’ > r, k is constant and if s’ = r, then 
(l/s’) k’ -” A”’ - (p’/r) 1: I(t) t”” dt > 0, 
and we apply the following lemma which is a particular case of a result in 
[S]. We only note that under (Hl) and (H2), L,(t, ., .) is sequentially 
weakly lower semicontinuous in Xx X and L,(t, p, .) is convex. 
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LEMMA 2.4 [S]. We assume (Hl), (H2) to be satisfied. For all real 
numbers CI and fi the set (p E As. ..J,(p)b4 llpllc=~~~,Ip~t~lx~P~ is 
compact in the weak topology of A$. 
A direct consequence of this lemma is the following theorem. 
THEOREM 2.1. Suppose (Hl) and (H2). If there exists a minimizing 
sequence { p’},“, 1 c A$ for J, such that the sequence of norms IIp’II c is 
bounded then J, attains its minimum over A$. 
Now we proceed to state the main result of the paper concerning 
periodic trajectories of Hamilton’s abstract inclusion. 
( -$P(th f x(t) > f am4 x(t), p(t)). (2.5) 
By a periodic solution to this inclusion we shall mean a pair of functions 
(x, p) E A$ x A$ such that (d/dt)Sx E Ly , (d/dt)Sp E LF. and satisfying 
( --$ SP(t), f sx(t) E dH(t, x(t), p(t)), ) a.e. 
40) = 4 n P(O) = p(t); (2.5”) 
that is, by the solution to (2.5) we mean, in fact, two pairs of functions 
(x, p) and ((d/dt) Sx, (d/dt) Sp) satisfying (2.5’). 
THEOREM 2.2. Let H satisfying hypotheses (Hl), (H2). Then, for all 
T>O (with the constraints ifs’= r), there is a periodic solution (X,j) of 
(2.5) (in fact (2.5’)) which satisfies the duality relation 
J(X) = inf sup J(x + c) = inf sup J,(p + d) = J,(p). (2.6) 
x.A;rsX peAS;dsX 
Conversely, for each jj satisfying (2.6) there exists x satisfying (2.6) such that 
(X, p) is a periodic solution to (2.5). 
The proof of this theorem will be given in Section 6 as a direct 
consequence of the duality principle (2.6kSection 3, the variational 
principle-Section 4, and the. existence of a minimum for J,-section 5. 
The abstract approach, described here, differs from that of Ekeland, 
Lasry [9] and that presented by Brezis [3]. To study periodic solutions of 
(2.5) we investigate the functional JD and duality between J and Jb. 
In [3,9] a functional called the dual action is studied, (By, y ) Y + G(y) 
(B is an unbounded linear operator) which is a modification of the 
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functional jl ((x’(t), p(t) ) Y - G( t, ,x’(t), p’(t))) dt in view of the bad part 
s;(x’,p) dt. St d u ymg J D we have avoided the bad part and this is why we 
have a full analogy with a finite dimensional case, i.e., X= Y = R” [ 141. We 
believe that our approach to (2.5) may also have another advantage for an 
investigation periodic solution of PDE (see Section 7). 
3. DUALITY 
We shall assume hypothesis (Hl) to be satisfied. In particular, it implies 
that for the Hamiltonian H, we can define, by (2.2), the Lagrangian L and 
similarly, we may define L, by (2.3). This also means that we have the well 
defined (Lemma 2.3) functionals J and J,, ((2.2’) and (2.3’)). Proceeding 
similarly as in [ 141 we describe duality theory between J and J,. 
Put A” XT= {xEA~:x(T)=O}, Ace= {peA.$:p(O)=O}. Define the 
perturbation of J by 
J,(a,g)= -I(x(0)+a,O)-sup~TL(r,x(t)+c+g(t),x’(t))dt 
(.EX 0 
for (a, g) E B”, and x E A&. Of course, J,(O) = -suP,,~ J(x + c), x E A$,. 
For x in A& and p in A;o, we define 
sup J” (p + d) = sup sup 
dtX d [ iJ &TEL; 
,‘(s(f), W(t))xdt 
s 
T 
+ sup L(t,x(t)+c+g(t),x’(t))dt 
(’ 0 
+bt-‘$;{(~,Sd)~+I(x(O)+a,0)J . 1 
Using Lemma 2.3, a direct calculation gives (having in mind p(0) = 0, 
x(T) = 0) 
supJ,#(p+d)=sup sup(Sc,O-~(T))+j~(Sx’(~),p(t)+d)dr 
d [ d c 0 
+ JOT G(t, p’(t), x’(t)) dt 1 
(3.1) 
, 
where G(t, U, a) = supXcx {(x, SU),+ L(t, X, u)} (compare (2.2) and 
(2.4)). Compute now, applying minimax theorem (see, e.g., [2]) to the 
function (d,u)~S,T((Su(t),p(t)+d)-G(t, -p’(t),u(t))dt (note that 
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{vEL~‘: Jor((sv(t),p(t)+d)+G(t,p’(t),v(t)))dt~~,}, AER is weakly 
compact-see, e.g., [ 17]), 
sup inf - Jf ( -p - d) 
XEA& d 
= sup inf-J,#(-p-d) 
x’tLy d 
= - I(0, p(T)) + inf sup , 
0 
T (4th S(p(t) + 4) dt 
d L’ELX 0 
T 
- 
f 
G(t, -p’(t), v(t)) dt 
0 I 
= -Z(O,p(T))--upS'L,(t,p(r)+d, -p'(t))dl 
d 0 
-SupJ,(p+d), (3.2) 
d 
where -L.(t,p, u)=supUEX {(u, Sp) -G(t, u, v)], UE:X (see (2.3) and 
(2.4)). Further for (a, g) E B”,, define 
J.r#(a,g)=inf sup 
0 c p’eL;i 1 
j’(Sg(t),p’(t))dt 
+fT(x(t)+c, Sp’(t))dt-j-TG(t,p’(t),x’(t))dt 
0 0 
+ i;f { (Su, d) + (Xx(0) - 0, d) >. 
We see that J,“” (0) =.J,(O) for XE A$,. We compute, using the mini- 
max theorem, first to the function (c, p’) + JOT (x(t) + c, L+‘(t)) dt - 
Jl G( t, p’(t), x’(t)) dt and then to the function (x’, d)-+ Jr (Sx’( t), p(t) + d) dt 
- Ji G( t, p’(t), x’(t)) dt, that 
sue J,” # (0) = sup sup inf inf - .T,“( -p - d) 
\.EAkT x’EL; p’eL; CEX dEX 
= sup sup inf inf - .I,” ( -p - d) 
p’eL$ x’EL; d L 
= sup inf - J,(p + d). 
p’eL$ d 
From the above we infer the following theorem. 
TRE~REM 3.1. infxEAI;r suprSx J(x + c) = inf,.ELr;O supC J(x + c) = 
inf,.. LI; supdex J,(p + d), where x(t) = x(T) - JT x’(r) dr, p(t) = p(0) + 
s,Tp’(.r) dz, L;, = {UE L$ J,+(t) dt =O}. 
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4. VARIATIONAL PRINCIPLE 
Now, we use the duality from Section 3 to derive a new variational 
principle for periodic solutions of (2.5), thus we assume also here 
hypothesis (Hl) to be satisfied. Define JDP(h, h) = -I(O, p(T) + b) - 
su~,,,S,TL~(t,~(t)+d+h(t), -p’(t))dtfor (h,h)~B>andp~A&,. 
THEOREM 4.1. Let p E A$ be such that J,(p) = id,,. A;o supdt y J& + d) 
> -CO and let aJ,,,(O) be nonempty, where PO =p --p(O). Then there exists 
(X(T), X’) E aJ,,(O), where X’ E LG, X(t) = X(T) - ST X’(s) ds is such that 
X E A; and J(X) = inf,. A;, sup< J(x + c). Furthermore, 
J(X) - Jf7 ( -j7) = 0, (4.la) 
JD,,(0) + Jr, (-/Y) = 0. (4.lb) 
Proof: JD( p) = inf, E Ax, sup, J,(p + d) is finite, thus a(O) =p( T). By 
Theorem 3.1, to prove the first assertion, it suffices to show that J,(p) > 
supCp x J(Z) = J(X), where T(t) = c - l T X’(s) ds and (X(T), X’) E aJo,,( 
By the definition of aJ,,(O), Q(O), p( T) + b) 3 (c, Sb), for all b E X, 
CEX and -supdtxSOTLD(t,PO(f)+d+h(t), -&(t))dt> -JILD(t,P(t), 
-f(t)) dt + jl (h(t), SZ’( t)) dt for all h E L;. The last inequality implies, 
for all h E L&, that J,,(O, h) 3 -J&7) +Jc (h(t), S?(t)) dt and, further, 
for Z(t)=c--j :WVs, CEX, Su~<tx J:(-P)=w, SUPS,+ {jo'(h(t), 
S.?(t)) dt - J,,(O, h)) d J,(p). This inequality and hypothesis (Hl) imply 
that i,‘%‘(t) dt =O, X’E L&,. Hence -supCtx J(I) = suppEA;o inf,.., - 
J,#( -p - d) > -J,(p), i.e., SUP~,~~ J(Z) < J,(p). We note that 
-L(t, Z(t), x’(t)) + supzEB G(t, z, Z’(t)) > lZ(t)(,, where B = {z E X: 
IS4 x* < 1 }, therefore -JiL(t, Z(t), .3(t)) dt + +oo as Ic/* +oo (since 
~~jZ(t)IXdt3 T(lclx-~~IX’(t)IXdt). Hence we conclude that there exists 
x(T) in X such that 
r T 
- s L( t, X(t), X’(t)) dt = min - I L(t, a(t), x’(t)) dt, 0 0 
X(t) = X(T) - i T X’(s) ds, i.e., sup J(Z) = J(X). 
, < 
The second assertion is a simple consequence of two facts: Jnp(0) = 
-J,(p), so J(X) + JDp,(0) = 0 and (X(T), X’) E aJ,,,(O), i.e., J,,(O) + 
Jzr( -PO) = 0. 
THEOREM 4.2. Let p E A; be such that inf,. a”xo supdE x JD(p + d) = J,(p) 
and let J&) be finite. Then there exists X in A$ such that the pair (x, p) 
satisfies the relations 
PERIODIC SOLUTIONS 369 
( --$8(1),-$SZ(l) EaH(t,X(f),j(t)), a.e. 1 
= inf sup J(x + c) = J(X). 
XCA;~ ctX 
(4.3) 
Proof Proceeding the same way as in the proof of Theorem 4.1 
for J we easily check that the supremum in the definition of 
J,,(O, h) (jO =p-p(0)) is attained for each h E L; and that it is less than 
+co. Similarly, we convince ourselves that h + J,,(O, h) is convex and 
lower semicontinuous in L’,. Further, J&O) is finite, thus J,,(O, h) > -CC 
for h E Ljy. These imply that U,,,(O) is nonempty [lo], so there exists X 
in A; such that (X(T), X’) E aJ,(O). Then, by Theorems 3.1 and 4.1 we 
have (4.3) fulfilled. 
Now, writing down (4.1) explicitly one finds Z(t) E aG,(r, -p’(t), x’(t)) 
and p(t) E aG,(t, -p’(t), Z’(t)) for almost all t in [0, T]. By (H2), aG,, aG, 
are the single-element sets. Since, by (Hl) the subdifferential dG of G(t, . , . ) 
is nonempty and aG c d,G x a,G, therefore (X(t), p(t)) E aG( t, -p’(t), x’(t)) 
a.e. Further, in view of the relation between G and H (see (2.4)) we 
obtain (4.2). 
5. THE EXISTENCE OF A MINIMUM 
Now we deal with a Lagrangian L,, dual to L, determined by the func- 
tion G (see Section 3) or equivalently by a Hamiltonian H (see (2.3)) which 
is assumed to satisfy hypotheses (Hl ) and (H2). This means, in particular, 
that L, satisfies the growth conditions, 
2; kl-‘r,F-lSul;-~z(r) IpI; -d(t) (5.1) 
for t E [0, T], PE Y, UE X. 
In the proof of Theorem 4.1 we showed that the supremum in supCEX 
JOT Ur, g(r), x’(t)) d t is attained: Quite analogous consideration shows that, 
for peA$,, the supremum supdE X Jr L,(t, p(t) + d, p’(t)) df is attained by 
d, or equals +co. Therefore, to show that there exists PC A$ such that 
inf, E Aso supdsxJD(p + d) = J,(p), it suffices to prove that the functional 
J,(p + d,) attains its minimum in A$,. 
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PROPOSITION 5.1. There exists p in A’; such that J”(p) = 
inf, E A y. J,(P + 4) = inf,. AYo supcIG x J,(P + 4. 
Proof: First we show that, by (Hl), J,(p+ Ir’,) is bounded below on 
A . By the definition of I, (2.3), and (5.1) we may confine ourselves to 
p :?I& with p(0) = p( T) = 0 and p’ E L$ therefore, for these p, we have 
JD(P+d,wlJ(Y)Gq”T(~, 
0 s 
k’-“’ IF~‘Sp’(t)~;-b/(t) Ip(t -d(z) 
> 
dt. 
We have the estimates: ISp’(t)lx* >A Ip’(t)lx, Ip( *<p Ip(t)lx, Ip(t) 
trlr’ fl [p’(t)/ > dt and for s’ = r, (l/s’) k’ --“,I”’ - (p’/r) Jl l(t) t”” dt = Q > 0, 
thus, for s’=r, 
J,(p+d,)BQ j’lp’(t)I;dt-I’d(t)dt 
0 0 
>(Q/T”‘.‘) [p(t)&J’d(t)dt 
0 
and, for s’ > r, 
J,(p+d,) b (~“‘k’~“‘/(s’Ts”“)) IIpll$-- W/r) llpll> j’r(t) dt-joTd(l) & 
0 
(5.2) 
where ~IPII~=~~P~~~~~ Ip(t)lx; both the inequalities imply the lower 
boundedness of J, on A$, and so also on A$,. From them we see as 
well, that for sufliciently large b > 0, the set S, = (p + d,: p E A$,, 
J,(p + d,) < b} is nonempty and bounded in the norm II . 11 C. It is clear 
that we can choose a minimizing sequence (p’+ di},? i for JD from Sh. 
Thus all the assumptions of Theorem 2.1 are fulfilled, so there exists a 
p E A $ as in the assertion of the proposition. 
Remark 5.1. From (5.2) it is seen that for s’> r, J,(p + d,) is bounded 
in Ai, for all TE (O,co), and so, in this case, Proposition 5.1 holds for all 
TE (0,co). We would like to stress that the functional JD is, in general, 
unbounded in A., in spite of the growth conditions (5.1). However, it is 
bounded below in some (in general, nonlinear) subspace of A ,, determined 
by L, and A$,. 
6. THE PROOF OF THEOREM 2.2 
By Proposition 5.1, Theorem 4.2, and Lemma 2.1 we obtain the existence 
of a (X,p) satisfying (2.5’), (2.5”), and (2.6). The part “conversely” is a 
direct consequence of Theorem 4.2. 
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7. THE WAVE EQUATION IN SEVERAL DIMENSIONS 
Consider the N-dimensional wave problem 
x,, + Bx + g(x, u, t) = 0, (t,x)ERxO (7.1) 
x( t, u) = 0, (z,x)ERxc?Q, (7.2) 
40, u) = x( T, u), x,(0, u) = x,(T, u), #EL& (7.3) 
where Q is a bounded open set in RN, Nb 1, with a sufficiently smooth 
boundary 6X2 that the Sobolev imbedding theorems hold. Take X= HA(Q) 
the Sobolev space with the norm (sn [z,(u)~~ A)*‘* and Y=L*(sZ) 
with the norm (so lz(u)l* du) . I” We assume B: X + X* to be any linear 
selfadjoint elliptic operator satisfying Iti, 1x1 i 6 (Bx, x) f 1x1: for all x E X 
andanyO<~,<(1/2).Wetakethefunctiong:RxRNXRjRsuchthat 
w + g( w, u, t) is continues, (u, t) -+ g(w, u, t) is measurable t -+ g( w, u, t) 
is T-periodic, Ig(w, u, t)l < a(u, t) /WI + b(u, t), a, bg LA x [0, T] and 
G(t, x) = Jn ~G”’ cd w, u, t) dw du is bounded by (3/2) Ixl$+ d(t), d is 
T-periodic and its restriction to [0, T] belongs to L:. Moreover, we 
assume that G is such that x -+ G( t, x) + (l/2) (Bx, x) is strictly convex in 
X and bounded below on [0, T] xX. We would like to stress that in our 
case g( . , u, t) need not be monotone, for example, it may be g(w) = c( sin 
w for a certain CI. 
Define H(t, x, p) = (l/2) (Bx, x) + G(t, x) + (l/2) IpI $. We see that for 
p =xt with this H (2.5) becomes (7.1). By a solution to problem (7.1)-(7.3) 
- - we mean a pair of functions (x, p) E AC x A$, p = X,, ((d/dt) S,?, (d/dr) SD) E 
Ly x L$ satisfying (2.5’) (2.5”) with our H (-S= A, the Laplacian in the 
variable u). 
THEOREM 7.1. Let T< 1. Then (7.1)-(7.3) has a solution (%,p), (p=,i!,) 
satisfying 
J(X) = inf sup J(x + c) = inf 
J e A’, 
sup J,(p + d) = J,(p), (7.4) 
dtX 
where J(x)=~~~,((1/2)Bx(t,u)-~~(‘~“)g(w,u,t)dw+(1/2)(A~,(t,u))~) 
dudt+l(x(O), x(T)), J,(~)=~,T(-1/2I~(Q~ly+@~G:(p’(t)))dt, Q(y)= 
(Sy, BP’Sy), G: is conjugate of G(t, . ) and q denotes inf-convolution (see, 
e.g., C61). 
ProoJ X= HA(O), the duality mapping F= -A = S, D(S) = H’(Q) n 
HA(Q). We know that I . I ‘y is weakly continuous in X. Denote 1bG = lower 
bound of G( t, x) in [0, T] x A’, then (H 1) is fulfilled for k = 2, l(t) = 1, 
s=r=2, R,(t,x)=(1/2) (Bx,x)+lbG, K,(t,p)=(1/2) IpI’,, By the 
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assumption on G and the statement on / . 1: hypothesis (H2) is also 
satisfied. By (2.2) we have L(r, x, u) = - (l/2) (Bx, x) - G(r, x) + 
(l/2) ISvl: and by (2.3) L,(t,p, u)= -(l/2) IpIt+ @ 0 G,?(U). Therefore 
Theorem 2.2 implies the above theorem. 
Remarks. There exists an extensive literature concerning the l-dimen- 
sional case of (7.1)-(7.3) with B= -(a’/&‘) and some variants with B 
being a higher order elliptic operator [ 1, 3, 4, 7, 8, 11, 15, 16, 18, 20, 211. In 
the many dimensional case we have only a few papers. The special linear 
case of a spherically symetric problem in R3 was treated by Vejvoda in 
[22]. It seems that the paper of Smiley [19] is to be the first treating 
problem (7.1t(7.3) with B= -(a’/&‘) for Nb 2. In [ 191 and here it is 
considered only the nonlinearity g of a sublinear growth at infinity, 
however we do not assume that g is of monotone type as it is in [ 191. On 
a comparison with [19], we admit more general second order elliptic 
operator B and more general domain Sz (in [19], Q = n;“_ 1 (0, C(~Z), 
N-dimensional rectangle) but there the existence of a unique solution was 
proved. In Theorem 7.1 there is a strict dependence between the size of a 
period T and the rate of the growth of g (see (H2)), in [19] between cli 
(the size of Q) and the rate of the growth of g. Moreover, we have, 
additionally, relation (7.4) which may be useful in application since the 
integrand in J is a natural Lagrangian for Eq. (7.1). The fact that J attains 
its infimum in some nonlinear subspace of A: may be also interesting from 
a point of view of the calculus of variations. 
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