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Abstract. The amygdala is the neural structure that acts as an evalua-
tor of potentially threatening stimuli. We present a biologically plausible
model of the visual fear conditioning pathways leading to the amygdala,
using a topographic conditioning map (TCM). To evaluate the model, we
ﬁrst use abstract stimuli to understand its ability to form topographic rep-
resentations, and subsequently to condition on arbitrary stimuli. We then
present results on facial emotion recognition using the sub-cortical path-
way of the model. Compared to other emotion classiﬁcation approaches,
ourmodel performswell, but does not have the need to pre-specify features.
This generic ability to organise visual stimuli is enhanced through con-
ditioning, which also improves classiﬁcation performance. Our approach
demonstrates that a biologically motivated model can be applied to real-
world tasks, while allowing us to explore biological hypotheses.
1 Introduction
Emotions are an essential survival tool. The amygdala is the critical neural struc-
ture that acts as an evaluator of potentially threatening stimuli, priming our bod-
ies for action [1]. As such, the amygdala is an attractive area to study because
simulating such emotions may be an eﬀective way for an artiﬁcial system to in-
teract with humans, adjusting its responses to diﬀerent events. One way in which
such emotions can be modelled is through studying the elicitation mechanisms of
the brain at the anatomical and behavioural levels. Fear was the ﬁrst emotion that
allowed such studies to be conducted, because of its evolutionary signiﬁcance for
survival. In addition, fear is easy to elicit or even artiﬁcially create (classical con-
ditioning) [2]. This occurs when repeatedly pairing a neutral stimulus, the condi-
tioned stimulus (CS), with an unconditioned stimulus (US), typically a loud burst
of noise or electric shock [3]. The neural pathways of this process have been exten-
sively studied for the auditory modality of rats [3]. However, several aspects such
as their role for processing a wider spectrum of emotions [4] as well as anatomical
interconnectivity of participating structures [5] are still under investigation for the
visual modality. In particular, a dual neural pathway has been identiﬁed through
which visual stimuli ﬂow through thalamic areas and feed directly (from the lat-
eral posterior nucleus) and indirectly (though the lateral geniculate nucleus and
visual cortices) to the amygdala [1].
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This study presents a model of visual fear conditioning that explores the dual
cortical and sub-cortical visual pathways leading to the amygdala (Fig. 1). This
model captures the basic properties of the participating structures, and is the
ﬁrst that can condition on complex visual stimuli by extending the work of
Armony et al [6] to the visual domain. We ﬁrst evaluate the capability of our ex-
tended algorithm on processing abstract stimuli, and then we test the eﬃciency
of the model’s sub-cortical pathway to categorize the emotions expressed in face
images. By these enhancements we aim to examine the degree to which a biolog-
ically constrained architecture can tackle real-world problems and gain insight
into how such emotional detection takes place at early stages of sensory process-
ing in the brain. The architecture of our model enables us not only to use it as an
emotion detector but also, by applying conditioning, we can embed signiﬁcance
evaluation (learning higher responses when a particular stimuli is presented). In
contrast with other techniques (see [7] for a review on facial emotion detection)
our architecture does not rely on any manual feature extraction or particularly
imposed geometric relations, suggesting that it can be used on a generic class
of visual inputs. In addition, we aim to provide a more detailed framework that
can assist and verify results of current neurobiological experiments of this ﬁeld.
a) b)
Fig. 1. Visual fear conditioning pathways [1] a) lateral geniculate nucleus (LGN), lat-
eral posterior nucleus (LP), basolateral amygdala complex (BLA), central amygdaloid
nucleus (Ce), primary (V1) and secondary (V2) visual cortices, temporal cortical areas
(TE2), and perirhinal cortex (PR), b) model schematic with LGN, LP, early visual
cortices (VC) and the amygdala (AM). The area within the dashed line denotes the
part of the model used for the evaluation using real emotional expressions.
2 Method
We represent the anatomical structures participating in visual fear condition-
ing using a series of feedforward neural modules that are trained competitively.
Armony et al [6] modelled auditory fear conditioning using one-dimensional
modules. To successfully model visual pathways, the topographic relationship
between regions within a single stimulus is crucial. Our work extends Armony
et al’s to have two-dimensional topographic maps. We introduce the notion of
lateral inhibition using a neighbourhood as formulated by Kohonen [8]. Con-
ditioning on these maps can then occur via an additional input (equivalent to
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the US), which is active for the CS, aﬀecting the plasticity of all neurons in
the map. This combination of Hebbian learning in a topographic map is similar
to the Laterally Interconnected Synergetically Self-Organizing Map (LISSOM)
technique developed from studies on V1, which has successfully been used to
model selectivity in the visual cortex [9]. Whereas such techniques oﬀer more
plausible models of receptive ﬁelds, our model builds on the key strength of
Armony et al’s approach in that it allows us to condition on arbitrary inputs,
while still maintaining the ability to successfully model diﬀerent layered brain
structures at a suﬃcient level of detail (cf. [6]).
Fig. 1b) shows a schematic of our model of visual fear conditioning. The
cortical pathway is represented as connections from the LGN and LP to the VC,
which then feed the AM. The sub-cortical pathway feeds the output of the LP
directly to the AM. The visual stimulus is input to the LGN and LP and the US
is input to the LP and AM, taking a value of 1 when conditioning, and 0 at all
other times. This US always has a ﬁxed weight value, which for us is 0.7. Each
module consists of a lattice of neurons that are fully connected to the input, such
that a neuron (i, j) has an output y corresponding to an m-dimensional input x:
uij =
m∑
k=1
xkwkij(t), (1)
yij =
{
f(uij) if ‖cij − cwin‖ < h(t)
f(uij − ywin) otherwise , (2)
f(u) =
⎧
⎨
⎩
1 u ≥ 1
u 0 < u < 1
0 u ≤ 0
, (3)
where wkij(t) is the weight from input k for neuron (i, j) in the lattice at time
step t ≥ 0, initialized with uniformly distributed small random values. Note in
equation 2 that a neuron is considered to be in the winner area if the distance
from the neuron (i, j) to the winner in the lattice is less than the current radius
value h(t). Here we use cij and cwin to denote the lattice co-ordinates of the two
neurons. All neurons outside this area are inhibited by the activation value of
the winning neuron ywin = maxijf(uij).
Competitive learning is achieved by updating each weight, except those ﬁxed
for the US, and then normalizing all weights to prevent exponential growth:
w′kij(t + 1) = wkij(t) + (t)xkyij , (4)
wkij(t + 1) =
w′kij(t + 1)∑m
l=1 w
′
lij(t + 1)
, (5)
where (t) is the learning rate at time step t, corresponding to the presentation
of a single input. This diﬀers slightly from Armony et al’s [6] formulation in
that all weights are updated, not just those that have an input that is above
average.
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3 Experiments and Evaluation
The experiments presented in this section aim to evaluate the model’s capabilities
in terms of biological relevance and then application to more complex tasks. By
the use of abstract stimuli we can obtain a clear insight into the model’s ability
to form topographic representations, as well as its parameter requirements. By
then focusing on recognising emotions in faces, we can examine the model’s
potential for more challenging tasks, especially those already associated with
the amygdala [4].
3.1 Experiments on Abstract Stimuli
The ﬁrst phase of the evaluation aims to determine if the model can correctly
form topographic maps. Here we use overlapping patterns of Gaussian activation
in varying locations to represent visual stimuli. We use 266 patterns as the
training examples corresponding to a series of spatial locations within an input
representing azimuth [-90, 90] and elevation [-65, 65] (similar to a human’s visual
ﬁeld). Within this, we allow the positioning of an object at a discrete interval of
10, so that we can encode 19 diﬀerent positions for azimuth and 14 for elevation.
For a stimulus at azimuth p and elevation q, we have an input x as:
xpq = λe−(
p2−q2
σ2 ), (6)
where λ is the maximum amplitude and σ the radius, chosen as λ = 1 and σ = 10
for these experiments.
Training takes place by layers so that the input feeds into the LGN and LP
ﬁrst. After training is ﬁnished these modules’ outputs are used to train the
VC. In turn, when the VC has ﬁnished training, then its combined outputs
with the LP train the AM in a similar fashion (Fig. 1b). The LGN, LP and
VC are represented by a 10 by 10, and the AM by a 5 by 5 neuron lattice.
The smaller size of the AM reﬂects biology [1]. The chosen sizes of the maps
provide detailed representation of the inputs while remaining computationally
eﬃcient. All 266 inputs were presented during each epoch in uniformly random
order. A decreasing per epoch Gaussian neighbourhood radius function and an
exponential learning rate function were used:
h(t) = rmin + (rmax − rmin)e−(
(t/te)
2
2r2s
)
, (7)
(t) = lmin + (lmax − lmin)e−(
(t/te)
2l2s
)
, (8)
where rmin and rmax are the minimum and maximum radius for the neighbour-
hood and rs is the bandwidth; similarly, lmin, lmax and ls for the learning rate.
The values only vary per epoch, thus te deﬁnes the number of time steps per
epoch (266). Through trial and error the chosen parameter values produced sta-
bilized map organization over the training period. All modules used the same
set of parameters diﬀering on the minimum neighbourhood radius. Here, rmax
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was equal to the lattice width (10 or 5), rmin was 2 for the LGN, 3 for the LP,
1 for the VC and 4 for the, AM corresponding to the diﬀering visual coarseness
in each module, while rs = 300, lmax = 0.1, lmin = 0.001 and ls = 13. A stable
topographic organization was achieved after 700 epochs of training (Fig. 2).
a) LGN b) LP c) VC d) AM
Fig. 2. Topographic organization using stimuli with azimuth 0 and elevation in the
range [-65 65] for the a) LGN (rmin = 2), b) LP (rmin = 3), and c) VC (rmin = 1).
Observe that the LGN and LP have diﬀerent topographic orientations for the same
locations, but these have successfully been aligned in the VC. Neuron activations in
the AM pre- and post-conditioning (squares, circles) are shown in d) in response to CS
77, together with responses from the rest of the inputs (dots).
For the second phase we evaluate the eﬀect of conditioning on the maps,
selecting a single stimulus as the CS. Training diﬀers from the pre-conditioning
phase in that now all the layers are trained concurrently. We note that the
map radii have already reached their minimum values, however the learning rate
continues to drop after each epoch (continuing from the value it had on the last
epoch of pre-conditioning). This time training occurred for 530 epochs until the
map activation patterns were again stable.
The results from the model’s pre-conditioned phase indicate successful map
organization with diﬀerent speciﬁcity of input representation on each map de-
pending on the minimum neighbourhood radii used (more speciﬁc representation
of inputs on the VC compared to the rest). A large radius for the AM was se-
lected to ensure that no topographic organization will occur since the amygdala
is not known to have such capability. As we see from Fig. 2, the post-conditioning
activations of stimulus 77 on the AM have signiﬁcantly increased compared to
their pre-conditioning values, as have the activations corresponding to the loca-
tions surrounding 77. Overall, these results show both that the maps correctly
organise the stimuli by similarity in the input (location), while allowing us to
condition a particular output to gain a higher activation, as per Armony et al’s
results on one-dimensional modules [6].
3.2 Experiments on Emotional Expressions in Face Images
Having established the model’s capability of handling abstract two dimensional
input we proceed to examine its eﬃciency on the real-world task of emotion
recognition using real face images taken from the MMI Facial Expression
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Database collected by Pantic & Valstar [10]. The experiments are restricted
to the sub-cortical pathway (LP module) since this is adequate for observing
map organisation as well as conditioning eﬀects, and allows us to explore the
eﬃcacy of this ‘coarse’ visual processing pathway computationally.
The same method of training (pre- and post-conditioning phases) was followed
as before. This trial diﬀers from the previous experiment in that the map size is
now scaled up to a 32 by 32 lattice to correspond with an increased input size,
while all other parameters remain the same. For training we use 598 frames of a
single person (training subject) taken from the MMI database. The frames are
taken from video ﬁles containing transitions from a neutral state to a gradually
increasing emotional expression (anger, disgust, fear, happiness, sadness and
surprise) that reaches a peak (peak frame) and from that returning to the original
(neutral) expression. Fig. 3 shows the map activations for the training data for
the peak frame of each emotion. The only pre-processing of the images was
cropping to have approximate upper and lower boundaries the eyebrows and
chin, resizing this to 32 by 32 pixels and ﬁnally grey-scaling them. For testing we
used frames from videos of two other subjects from the MMI database. From the
ﬁrst subject (S002) we acquired frames depicting gradations of anger, happiness
and sadness whilst from the second subject (S031) frames depicting gradations
of disgust, fear and surprise. In total we used 121 testing frames taking 21
consecutive frames for each emotion that include the peak emotion frame.
Fig. 3. Example trianing inputs for each emotion (peak video frame) and corresponding
map activations (pre-conditioning). Higher activations are denoted by darker shading.
Note that the activated areas are distinct and diﬀer for each emotion.
To label the map on the training data, for each peak frame for the six emotions
we recorded each neuron’s activation. Since each emotion produced a cluster
of highly active neurons (Fig. 3), we labelled progressively larger clusters to
determine the ability of the map to have the same pattern of activity during
testing: the top 0% (just the most active neuron), 10%, 20% and 30%. To obtain
a class for a test image, we determined the number of neurons that overlapped
in these areas to those that had been lablled for each emotion, picking the label
with the majority of overlap. The top 20% of active neurons gave the best results,
as shown in Table 1. Classiﬁcation accuracy is 76% or more for fear, happiness,
sadness and surprise, whereas anger and disgust are misclassiﬁed (as sadness, and
as anger, disgust and sadness, respectively), with an overall accuracy of 62%.
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Table 1. Confusion matrix of the number of successfully classiﬁed frames for the top
20% of active neurons, shown for pre- and post-conditioning (on the preak frame of the
angry face). The training peak frames were compared to 21 testing frames per emotion.
Unclassiﬁed patterns are shown as NK.
Pre-conditioning Post-conditioning
An Di Fe Ha Sa Su NK Accuracy An Di Fe Ha Sa Su NK Accuracy
Anger (S002) 0 0 0 0 21 0 0 0% 21 0 0 0 0 0 0 100%
Disgust (S031) 3 3 0 0 12 0 3 14% 3 4 0 0 8 0 6 19%
Fear (S031) 0 0 16 0 0 0 5 76% 0 0 21 0 0 0 0 100%
Happiness (S002) 0 0 0 19 2 0 0 90% 0 0 0 21 0 0 0 100%
Sadness (S002) 0 0 0 0 21 0 0 100% 0 0 0 0 21 0 0 100%
Surprise (S031) 0 0 2 0 0 19 0 90% 0 0 12 0 0 9 0 43%
This performance can be attributed to the similarity of the training peak frames
for anger, disgust and sadness (Fig. 3). While these results do not approach
the performance of feature-based techniques (overall 89% [11]), they at least
show that the model is capable of distinguishing between facial expressions. Our
biologically motivated question is whether conditioning on an arbitrary stimulus
can enhance this recognition rate?
To understand this, we chose to condition the model on the peak frame of
the anger examples (CS 55). After conditioning, the map activations both of
training and testing subjects for anger were increased, while activation levels
for the rest of the emotions remained similar. This matches the results seen on
the abstract stimuli and shows that the model is capable of behaving in the
same way on more complex input. Further, conditioning aﬀected classiﬁcation
performance (Table 1), with anger and disgust improved (100% and 19%), while
the performance for surprise decreased (43%). This follows from the localised
increase in activations in the map, where anger, disgust and surprise are similarly
located. Conditioning provokes an increased level of activation from the neurons
most active for the CS, and because of the neighbourhood, a similar increase in
surrounding neurons. As a result, the CS activations are separated from those
that they were previosuly close. Overall the model achieved an accuracy of 77%.
This is comparable with feature-based techniques such as [11] which for the
emotions of happiness (joy), surprise, disgust, anger, sadness and fear achieved
100%, 63%, 100%, 89%, 95% and 89% respectively, overall 89%, albeit using a
larger test sample with 62 subjects (1500 frames). Here, we show that a non-
feature based technique can gain comparable results just through a process of
conditioning on topographic maps, motivated from biology and without any
hard-coded feature extraction.
4 Conclusion
In this paper, we presented a topographic conditioning map (TCM) model of the
cortical and sub-cortical visual pathways leading to the amygdala. We evaluated
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the model on abstract stimuli to determine whether it could learn topographic
relationships, and how conditioning on an arbitrary input aﬀected the responses.
Our motivation is whether taking inspiration from biology can help both neuro-
science through developing an understanding of the diﬀerent pathways computa-
tionally, while providing new techniques to tackle complex problems, particularly
those associated with vision which oﬀer signiﬁcant challenges. While in this pa-
per we have not directly addressed the former except to provide a model with
which we can explore neuroscientiﬁc hypotheses in the future, for the latter we
have demonstrated that the TCM is capable of successfully recognising emotional
facial expressions. Our model diﬀers from other work in this area [7,11] in that
none of the features of each emotional class were chosen manually. Rather, the
model developed distinct activation clusters for each of the six emotions it was
trained on during pre-conditioning. Conditioning the model then enhanced the
map activation levels to improve classiﬁcation performance for a selected emo-
tion. Future work involves testing on a larger number of stimuli, and to extend
the model to tackle the important challenge of object invariance (cf. [12]).
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