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ABSTRACT 
Classification is one of the statistical methods in grouping the data compiled systematically. 
Classification problem rises when there are a number of measures that consists of one or several 
categories that can not be identified directly but must use a measure. classification methods commonly 
used in studies to analyze a problem or event is logistic regression analysis. However, this 
classification method provides unstable parameter estimation. So to obtain a stable parameter 
multinomial logistic regression model used bootstrap approach that is bootstrap aggregating (bagging). 
The purpose of this study was to compare the accuracy of the classification multinomial logistic 
regression models and bootstrap aggragatting model using the data of family planning in Semarang. 
From the results of bagging multinomial logistic regression obtained classification accuracy in 
replication bootstrap most 50 times at 51%, this model is able to decrease the classification error of up 
to 2% compared to the multinomial logistic regression model with a classification accuracy of 49%. 
Keywords: logistic regression, bootstrap aggregating, accuracy of classification 
 
1.  Pendahuluan 
Pengklasifikasian merupakan salah satu metode statistik dalam pengelompokan suatu 
data yang disusun secara sistematis. Masalah klasifikasi muncul ketika terdapat sejumlah 
ukuran yang terdiri dari satu atau beberapa kategori yang tidak dapat diidentifikasikan secara 
langsung tetapi harus menggunakan suatu ukuran. Terdapat beberapa metode klasifikasi yang 
biasa digunakan dalam penelitian-penelitian untuk menganalisa suatu masalah atau kejadian. 
Salah satunya yaitu metode analisis regresi logistik. Pada regresi logistik akan diperoleh suatu 
model logistik yang digunakan untuk menjelaskan hubungan antara prediktor dan respon 
(yang bersifat dikotomus atau ada dua kategori/kelompok), serta untuk mengelompokkan 
obyek ke dalam salah satu dari dua kategori  respon. Dalam perkembangannya, regresi 
logistik dapat juga digunakan untuk respon kategori lebih dari dua kelompok, yang dikenal 
dengan regresi logistik polikotomus/multinomial. Regresi logistik merupakan sebuah metode 
analisis statistik untuk menggambarkan hubungan antara variabel prediktor dengan variabel 
respon yang mempunyai dua atau lebih kategori dengan variabel prediktor yang 
menggunakan skala kategorik maupun interval (Hosmer dan Lemeshow, 1989). Regresi 
logistik membentuk persamaan atau fungsi dengan pendekatan Maximum Likelihood, yang 
memaksimalkan peluang pengklasifikasian objek yang diamati menjadi kategori yang sesuai 
kemudian mengubahnya menjadi koefisien regresi yang sederhana. Metode pengklasifikasian 
ini memberikan pendugaan parameter yang tidak stabil, artinya jika terdapat perubahan dalam 
data set menyebabkan perubahan yang signifikan pada model (Breiman, 1994). Untuk 
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memperoleh parameter yang stabil pada model regresi logistik multinomial digunakan 
pendekatan bootstrap yaitu metode Bootstrap Aggregating (Bagging). Bagging diperkenalkan 
oleh Breiman (1994) adalah metode untuk memperbaiki kekuatan prediksi dari beberapa 
penduga atau algoritma tertentu seperti regresi atau pohon klasifikasi. Metode yang 
dinyatakan terbaik dalam perbandingan antara regresi logistik multinomial dengan Bagging 
Regresi logistik multinomial biasanya adalah metode yang memiliki tingkat kesalahan 
klasifikasi (missclassified) lebih kecil. Tingkat kesalahan klasifikasi dapat diketahui dari hasil 
ketepatan prediksi masing-masing metode yang dibandingkan dengan data aktualnya. Untuk 
lebih jelasnya bagaimana Regresi Logistik Multinomial dan Bootstrap Aggregating Regresi 
Logistik Multinomial bekerja dan metode mana yang lebih baik dalam memprediksi maka 
metode ini coba diaplikasikan pada data keluarga di kota Semarang 2013. Data tersebut 
merupakan data sekunder yang diambil dari pemutakhiran data keluarga Januari 2013-Januari 
2014 yang dilakukan oleh BKKBN Jawa Tengah. 
 
2.  Tinjauan Pustaka 
2.1. Regresi Logistik 
Regresi Logistik merupakan salah satu bagian dari Analisis Regresi, yang digunakan 
untuk memprediksi probabilitas kejadian suatu peristiwa, dengan mencocokkan data pada 
fungsi logit kurva logistik. Metode ini merupakan model linear umum yang digunakan untuk 
regresi binomial. Seperti analisis regresi pada umumnya, metode ini menggunakan beberapa 
variabel prediktor, baik numerik maupun kategori (Hosmer dan Lemeshow, 2000). 
 
2.2. Regresi Logistik Multinomial 
Dalam analisis data dimana variabel respon adalah nominal, digunakan suatu metode 
yang merupakan pengembangan dari regresi logistik dan dikenal sebagai regresi logistik 
nominal atau nominal logistic regression, sedangkan untuk variabel respon ordinal digunakan 
regresi logistik ordinal atau atau ordinal logistic regression (McCullagh & Nelder, 1983). 
Regresi logistik multinomial (nominal dan ordinal) merupakan salah satu pendekatan 
pemodelan yang dapat digunakan untuk mendeskripsikan hubungan beberapa variabel 
prediktor X dengan suatu variabel respon multinomial (polytomous). Model regresi logistik 
nominal digunakan ketika tidak ada urutan di antara kategori respon. Satu kategori 
diantaranya dipilih sebagai kategori acuan. Persamaan regresi logistik multinomial (Hosmer 
dan Lemeshow, 2000) secara umur  adalah sebagai berikut: 
               
          
           
   
   
 
 
                             
                              
   
   
 
Keterangan: 
         = perluang bersyarat dari variabel respon Y untuk kategori ke j pada vektor x, j 
= 0,1,..,r-1 
       = persamaan regresi logistik untuk variabel respon Y untuk kategori ke j 
       = logit pada variabel responY untuk kategori ke j 
    = nilai dari variabel penjelas ke-m, m=1,2,3,...,p 
     = koefisien/parameter model 
Dimana vektor       sehingga         
     parameter model logit untuk variabel respon Y untuk kategori ke 0 (               
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Suatu variabel respon dengan r kategori akan membentuk r-1 persamaan logit, dimana 
masing-masing persamaan ini membentuk regresi logistik biner yang membandingkan suatu 
kelompok kategori terhadap referensi, yaitu sebagai berikut: 
          
          
        
    
       
     
   
      
  
      
               
Secara umum, langkah-langkah yang dilakukan dalam analisis regresi logistik 
multinomial adalah : 
1. Estimasi parameter regresi logistik multinomial. 
2. Melakukan pengujian parameter secara simultan untuk mengetahui kecocokan model 
analisis tersebut. 
3. Melakukan pengujian parameter secara parsial untuk mengetahui variabel prediktor 
yang paling berpengaruh dalam model tersebut. 
4. Melakukan interpretasi terhadap nilai rasio kecenderungan yang terbentuk. 
2.3. Estimasi Parameter 
Dalam model regresi logistik, nilai harapan antar variabel respon tidak linier serta 
memiliki  varian yang tidak sama sehingga penduga parameter    diperoleh melalui metode 
Maximum Likelihood (Hosmer & Lemeshow, 2000). fungsi likelihood bersyarat untuk 
sampel sebanyak n observasi sebagai berikut: 
       
 
   
      
         
         
            
         
Dengan demikian maka fungsi log likelihoodnya adalah: 
              
         
 
   
      
         
         
            
          
Untuk mendapatkan nilai    yang memaksimalkan      dilakukan dengan mengambil turunan 
pertama dan kedua terhadap     . Nilai   dapat ditentukan, dengan metode iterasi Newton-
Rapshon. 
 
2.4. Pengujian Parameter 
1. Pengujian parameter secara simultan 
Pengujian parameter secara simultan dilakukan untuk menguji peranan variabel prediktor 
dalam model secara bersama-sama (Hosmer & Lemeshow, 2000). 
H0 :                , artinya tidak ada pengaruh antara sekumpulan variabel 
prediktor dengan variabel respon 
H : minimal ada satu      , artinya minimal ada satu variabel prediktor yang 
berpengaruh terhadap variabel respon, m = 1,2,..,p 
Dengan statistik uji : 
       
  
  
  
H0 akan ditolak pada tingkat signifikansi α apabila nilai           atau p-value < α. 
Jika H0 ditolak maka disimpulkan bahwa variabel prediktor secara bersama-sama atau 
secara keseluruhan mempengaruhi variabel respon.  
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2. Pengujian parameter secara individu 
Pengujian parameter secara individu dilakukan untuk menguji peranan variabel prediktor 
dalam model secara individu. Pengujian variabel dilakukan satu per satu menggunakan 
statistik uji Wald (Hosmer & Lemeshow, 2000). 
H0 : βjm = 0, artinya tidak ada pengaruh variabel prediktor ke-m terhadap variabel 
respon kategori ke-j  
H1 : βjm ≠ 0, artinya ada pengaruh variabel prediktor ke-m terhadap variabel respon 
kategori ke-j  
                        
Statistik ujinya adalah 
   
    
        
 
 
 
H0 akan ditolak jika           atau p-value < α. Jika H0 ditolak maka dapat 
disimpulkan bahwa βjm signifikan. 
 
2.5. Prosedur Klasifikasi 
Untuk menilai kemampuan prosedur klasifikasi dalam memprediksi keanggotaan 
kelompok, biasa digunakan tingkat kesalahan klasifikasi yang biasa disebut apperent error 
rate. Bisa juga menggunakan sebaliknya, yaitu apperent correct classification rate atau 
tingkat ketepatan klasifikasi (Rencher, 2002). Misalkan variabel respon Y terdiri dari 3 
kategori, maka 
                    
                       
        
 
2.6. Bagging (Bootstrap Aggregating) 
Bagging (bootstrap aggregating) adalah metode untuk menghasilkan beberapa versi 
prediktor dan menggunakannya untuk mendapatkan prediktor agregat. Rata-rata agregat atas 
beberapa prediktor digunakan ketika memprediksi hasil numerik. Prediktor-prediktor 
terbentuk dengan replikasi bootstrap pada data dan menggunakannya sebagai data baru. 
Himpunan data (data set) £ terdiri dari                   dengan y dapat berupa 
klas label atau numerik respon. Jika input adalah x maka y diprediksi menggunakan (x,£) 
dimana (x,£) adalah parameter. Selanjutnya dilakukan pembootstrapan data asli sehingga 
replikasi bootstrap ke-k diperoleh parameter{(x,£k)}. Replikasi bootstrap dilakukan 
sebanyak B kali sehingga {£
(B)
} dari £ dan dibentuk parameter {(x,£(B))}. {£(B)} adalah 
resampling dengan pengembalian. Jika y merupakan data numerik, prosedur nyata untuk 
menggantikan (x,£) dengan mengambil rata-rata dari {(x,£k)}. Jika (x,£) memprediksi 
sebuah kelas          , maka salah satu metode dengan menggabungkan  {(x,£k)} untuk 
memprediksi kelas. Ambil bootstrap sampel dengan pengulangan {£
(B)
} dari £ dan 
membentuk {(x,£(B))}.  
                   
     
Jika y merupakan kategorik, maka untuk menentukan kategorik dengan menggunakan 
{(x,£(B))} dari      . 
Selanjutnya algoritma bagging untuk regresi logistik adalah sebagai berikut (Akbar, dkk, 
2010) :  
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1. Mengambil sampel bootstrap sebanyak n dari data set £ dengan pengulangan 
sebanyak n. Pengambilan sampel sedemikian hingga setiap variabel aggregate dalam 
setiap observasi.  
2. Memodelkan regresi logistik hasil sampel bootstrap £(B). 
3. Menghitung peluang kumulatif, peluang masing-masing kategori respon untuk setiap 
observasi dan menghitung ketepatan klasifikasi. Kesalahan klasifikasi pada langkah 
ini disebut   . 
4. Mengulang langkah 1 - 3 sebanyak B kali (Replikasi bootstrap).  
5. Memperoleh ketepatan klasifikasi bagging yaitu rata-rata ketepatan klasifikasi setiap 
pengulangan sampai B. Sehingga kesalahan klasifikasi bagging untuk replikasi B kali 
adalah    . 
6. Membentuk model bagging regresi logistik dari rata-rata setiap parameter pada 
pengulangan sampai B. 
 
3.  Metodelogi Penelitian 
3.1. Sumber Data 
Data yang digunakan pada penelitian ini adalah data Keluarga Berencana di kota 
Semarang 2013. Data tersebut merupakan data sekunder yang diambil dari pemutakhiran data 
keluarga Januari 2013-Januari 2014 yang dilakukan oleh BKKBN Jawa Tengah. Jumlah data 
yang digunakan sebanyak 288 data. 
 
3.2. Variabel Penelitian 
1.  Variabel Respon 
Dalam permasalahan ini variabel respon yang digunakan adalah metode KB yang tersedia. 
Dimana Metode KB dibagi menjadi 7 metode yaitu IUD, Kondom, Suntikan, MOW, MOP, 
Implant, dan Pil. Pengkategorian untuk variabel respon adalah 1 = IUD, 2 = Kondom, 3 = 
Suntikan, 4 = MOW, 5 = MOP, 6 = Implant, dan  7 = Pil. 
2.  Variabel Prediktor 
Tabel 1. Variabel Prediktor 
Variabel 
Prediktor 
Definisi 
Kategori 
(Koding) 
Jenis 
Variabel 
X1 Usia Suami 
≤ 30 tahun (0) 
>30 tahun (1) 
Kategorik 
X2 Usia Istri 
≤ 30 tahun (0) 
>30 tahun (1) 
Kategorik 
X3 
Umur Anak 
Terakhir 
≤ 5 tahun (0) 
> 5 tahun (1) 
Kategorik 
X4 Jumlah Anak 
≤ 2 anak (0) 
> 2 anak (1) 
Kategorik 
X5 Pekerjaan Istri 
Tidak terampil (0): 
Petani, Nelayan, 
Pedagang, 
Lainnya/Pekerja Lepas, 
Kategorik 
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X6 Pekerjaan Suami 
Tidak Bekerja 
Terampil (1): Pegawai 
Negeri, TNI/POLRI, 
Pegawai Swasta, 
Wiraswasta, Pensiunan 
Kategotik 
X7 Pendidikan Suami 
SD (1) 
SMP (2) 
SMA (3) 
Perguruan Tinggi (4) 
Kategorik 
X8 Pendidikan Istri Kategotik 
X9 
Tingkat 
Kesejahteraan 
Keluarga 
KS 1 (1) 
KS 2 (2) 
KS 3 dan KS 3+ (3) 
Kategorik 
  
3.3. Metode Analisis 
Metode analisis yang akan digunakan adalah Bagging Regresi Logistik Multinomial. 
Adapun tahap-tahap dalam Bagging Regresi Logistik Multinomial adalah sebagai berikut. 
1. Melakukan analisis regresi logistik multinomial dengan mengestimasi parameter dan 
melakukan pengujian secara bersama dan secara individu terhadap masing-masing 
variabel prediktor. 
2. Mendapatkan variabel prediktor yang signifikan berpengaruh terhadap model regresi 
logistik multinomial. 
3. Menentukan model regresi logistik multinomial dengan memasukkan seluruh 
variabel prediktor yang signifikan berpengaruh pada pengujian secara individu. 
4. Menentukan kesalahan klasifikasi regresi logistik multinomial. 
5. Melakukan bootstrap aggregating untuk prediktor dari model logistik multinomial, 
sebanyak B(50, 60, 70, 80, 90, 100, 150, dan 200) replikasi bootstrap. 
6. Menentukan ketepatan klasifikasi pada setiap pengambilan sampel B replikasi 
bootstrap, sehingga diperoleh kesalahan klasifikasi   . 
7. Menentukan rata-rata kesalahan klasifikasi bagging B. 
8. Membandingkan klasifikasi model regresi logistik multinomial dan bagging regresi 
logistik multinomial. 
 
 
4.  Analisis dan Pembahasan 
4.1. Model Awal Regresi Logistik Multinomial 
Adapun persamaan logit yang diperoleh adalah sebagai berikut. 
Logit 1 
                                                                                 
                                                                   
Logit 2 
                                                                                 
                                                                   
Logit 3 
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Logit 4 
                                                                                 
                                                                   
Logit 5 
                                                                              
                                                                       
             
Logit 6 
                                                                                  
                                                              
 
1. Uji Parameter Secara Bersama  
Hipotesis yang digunakan: 
H0 :                , artinya tidak ada pengaruh antara variabel prediktor 
dengan variabel respon (model tidak signifikan). 
H1 : minimal ada satu      , artinya minimal ada satu variabel prediktor yang 
berpengaruh terhadap variabel respon (model signifikan). 
Statistik uji likelihood G sebesar 174,221 dengan signifikansi sebesar 0,000. Kemudian 
nilai tersebut dibandingkan dengan tabel distribusi chi kuadrat dengan derajat bebas 84. 
Nilai chi kuadrat dengan derajat bebas 84 dan tingkat signifikansi α = 5% adalah 106,40. 
Kriteria uji untuk uji likelihood, H0akan ditolak pada tingkat signifikansi α apabila nilai 
          atau p-value < α. Berdasarkan kriteria tersebut maka diperoleh kesimpulan 
bahwa model awal signifikan karena nilai                              dan p-
value = 0,000 < α = 5%. 
 
2. Pengujian Parameter Secara Individu Model Awal 
Hipotesis yang digunakan adalah 
H0 :       (Koefisien tidak signifikan). 
H1 :       (Koefisien signifikan). 
Taraf signifikansi yang digunakan adalah α = 5%. 
Kriteria uji yang digunakan adalah H0 akan ditolak jika          atau p-value < α 
Tabel 2. Hasil Uji Wald Model Awal 
Variabel 
Prediktor 
Definisi Hasil Uji Wald Kesimpulan 
X1 Usia Suami 
Tidak ada Koefisien 
yang signifikan 
variabel X1 
dikeluarkan dari 
model 
X2 Usia Istri 
Tidak ada Koefisien 
yang signifikan 
variabel X2 
dikeluarkan dari 
model 
X3 Umur Anak Terakhir 
Tidak ada Koefisien 
yang signifikan 
variabel X3 
dikeluarkan dari 
model 
X4 Jumlah Anak Ada koefisien yang variabel X4 tetap 
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signifikan di model 
X5 Pekerjaan Istri 
Tidak ada Koefisien 
yang signifikan 
variabel X5 
dikeluarkan dari 
model 
X6 Pekerjaan Suami 
Tidak ada Koefisien 
yang signifikan 
variabel X6 
dikeluarkan dari 
model 
X7 Pendidikan Suami 
Ada koefisien yang 
signifikan 
variabel X7 tetap 
di model 
X8 Pendidikan Istri 
Ada koefisien yang 
signifikan 
variabel X8 tetap 
di model 
X9 
Tingkat Kesejahteraan 
Keluarga 
Ada koefisien yang 
signifikan 
variabel X9 tetap 
di model 
 
4.2. Model Kedua Regresi Logistik Multinomial 
Adapun persamaan logit yang diperoleh adalah sebagai berikut. 
Logit 1 
                                                                                     
                       
Logit 2 
                                                                                     
                       
Logit 3 
                                                                                     
                       
Logit 4 
                                                                                     
                       
Logit 5 
                                                                                 
                                     
Logit 6 
                                                                                     
                       
1. Uji Parameter Secara Bersama  
Hipotesis yang digunakan: 
H0 :                , artinya tidak ada pengaruh antara variabel prediktor 
dengan variabel respon (model tidak signifikan). 
H1 : minimal ada satu      , artinya minimal ada satu variabel prediktor yang 
berpengaruh terhadap variabel respon (model signifikan). 
Statistik uji likelihood sebesar 140,282 dengan signifikansi sebesar 0,000. Kemudian 
nilai tersebut dibandingkan dengan tabel distribusi chi kuadrat dengan derajat bebas 54. 
Nilai chi kuadrat dengan derajat bebas dan tingat signifikansi α =5% adalah 72,15. 
Kriteria uji untuk uji likelihood, H0 akan ditolak pada tingkat signifikansi α apabila nilai 
          atau p-value < α. Berdasarkan kriteria tersebut maka diperoleh kesimpulan 
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bahwa model awal signifikan karena nilai                             dan p-
value = 0,000 < α = 5%. 
 
2. Pengujian Parameter Secara Individu Model Kedua 
Hipotesis yang digunakan adalah 
H0 :       (Koefisien tidak signifikan). 
H1 :       (Koefisien signifikan). 
Taraf signifikansi yang digunakan adalah α = 5%. 
Kriteria uji yang digunakan adalah H0 akan ditolak jika          atau p-value < α 
Tabel 3. Hasil Uji Wald Model Kedua 
Variabel 
Prediktor 
Definisi Hasil Uji Wald Kesimpulan 
X4 Jumlah Anak 
Ada koefisien yang 
signifikan 
variabel X4 tetap 
di model 
X7 Pendidikan Suami 
Ada koefisien yang 
signifikan 
variabel X7 tetap 
di model 
X8 Pendidikan Istri 
Ada koefisien yang 
signifikan 
variabel X8 tetap 
di model 
X9 
Tingkat Kesejahteraan 
Keluarga 
Ada koefisien yang 
signifikan 
variabel X9 tetap 
di model 
Karena semua variabel prediktor sudah signifikan maka model ini dapat digunakan dan 
digunakan sebagai model akhir. 
Persentase tingkat ketepatan klasifikasi untuk model regresi logistik multinomial adalah 
sebesar 49%, sehingga untuk  persentase tingkat kesalahan klasifikasi sebesar         = 
51%. 
4.3.  Bagging Regresi Logistik Multinomial 
Sampel bootstrap diambil sebanyak n data yaitu 288 data, kemudian direplikasi 
bootstrap sebanyak  50, 60, 70, 80, 90, 100, 150 dan 200. Pada setiap pengambilan sampel 
akan dibentuk model regresi logistik multinomial sehingga akan diperoleh nilai ketepatan 
klasifikasi sebanyak B dalam setiap B replikasi bootstrap. 
Tabel 4. Ketepatan Klasifikasi Bagging  Regresi Logistik 
Replikasi 
bootstrap 
Ketepatan 
Klasifikasi 
    e 
Penurunan kesalahan 
klasifikasi 
50 51,0% 49,0% 51,0% 2% 
60 50,3% 49,7% 51,0% 1,3% 
70 50,8% 49,2% 51,0% 1,8% 
80 50,4% 49,6% 51,0% 1,4% 
90 50,5% 49,5% 51,0% 1,5% 
100 49,9% 50,1% 51,0% 0,9% 
150 50,4% 49,6% 51,0% 1,4% 
200 50,4% 49,6% 51,0% 1,4% 
Tabel 4 memberikan informasi bahwa dengan 50 replikasi bootstrap diperoleh rata- rata 
ketepatan klasifikasi terbesar yaitu sebesar 51%, sehingga berdasarkan hasil pada Tabel 4, 
maka dapat disimpulkan bahwa diperoleh bagging prediktor terbaik adalah pada replikasi 
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bootstrap sebanyak 50 kali. Model bagging ini dapat meningkatkan ketepatan klasifikasi dari 
model data set tunggal yaitu sebesar 49% menjadi 51% atau dengan kata lain bagging dapat 
menurunkan kesalahan klasifikasi sebesar 2% dari model data set tunggal. 
 
5. Kesimpulan 
1. Model akhir dibentuk dengan parameter yang berpengaruh terhadap pemilihan metode 
kontrasepsi (Y) yaitu Jumlah Anak (X4), Pendidikan Suami (X7), Pendidikan Istri 
(X8), dan Tingkat Kesejahteraan Keluarga (X9). 
2. Perbandingan ketepatan klasifikasi model regresi logistik multinomial dengan model 
bagging regresi logistik multinomial diperoleh bahwa model terbaik adalah model 
bagging regresi logistik multinomial dengan replikasi sebanyak 50 kali dengan tingkat 
ketepatan klasifikasi terbesar, yaitu 51%.  
3. Penurunan persentase tingkat kesalahan model bagging dengan 50 kali replikasi 
sebesar 2% merupakan penurunan persentase tingkat kesalahan terbesar. 
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