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One mathematical concept frequently applied in physics is the Fundamental The-
orem of Calculus (FTC). Mathematics education research on student understanding
of the FTC indicates student difficulties with the FTC. Similarly, a few studies in
physics education have implicitly indicated student difficulties with various facets
of the FTC, such as with the definite integral and the area under the curve repre-
sentation, in physics contexts. There has been no research on how students apply
the FTC in graphically-based physics questions.
This study investigated student understanding of the FTC and its application to
graphically-based problems. Our interest spans several aspects of the FTC: student
difficulties, problem-solving strategies, and visual attention.
Written and interview findings revealed student difficulties common to mathe-
matics and physics, e.g., confusion between the antiderivative difference and the
function difference. Three problem-solving strategies were identified: algebraic,
graphical, and integral. For a deeper analysis of problem-solving strategies, we ap-
plied the perspectives of epistemological framing (student expectations/perceptions)
and epistemic games (problem-solving games). While most observed frames and
epistemic games were somewhat modified versions of those previously reported, we
identified one new game: the equation-based analytical game. In addition, a novel
eye-tracking study was conducted to explore students’ visual attention to different
parts of graphically-based FTC questions. Results indicated that students’ visual
behavior was affected by the representations in the questions, such as the presence
or absence of certain equation(s) and/or graphical feature(s), as well as context
(math vs. physics). Because student responses seemed to be both conceptually and
salient-feature driven, the results were explained using the cognitive perspectives of
top-down (conceptually driven) and bottom-up (feature-driven) processes.
Eye-tracking results provided support for interview findings about problem-
solving strategies. For many students, the absence of specific visual cues led to
a particular framing of the problem that was associated with inappropriate e-games
for that problem. Minor interviewer prompting often enabled students to reframe
a problem and invoke relevant knowledge and strategies, suggesting that students
possess knowledge of individual facets of the FTC, but this knowledge may not be
elicited by a particular problem representation(s). Additionally, specific difficulties
can be seen as due to inappropriate problem framing.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
The report from the President’s Council of Advisors on Science and Technology
(PCAST), Engage to Excel: Producing One Million Additional College Graduates
with Degrees in Science, Technology, Engineering, and Mathematics (STEM) rec-
ommends improvement in STEM education to address the workforce demands of
the US in the 21st Century. This report indicates that many students who enroll
in introductory STEM courses leaves STEM field as they advance to upper levels
(Olson & Riordan, 2012).
For most STEM disciplines, the use and application of mathematics is central to
a robust understanding of the content and concepts. Particularly in physics, much of
the problem solving involves transforming the problem into a mathematical model,
often with multiple representations, and then giving physical meaning to the ob-
tained mathematical solution. Student success in calculus and physics courses is an
important factor in determining their success in STEM fields (Ganter, 2000). When
students continue on in their STEM courses, a lack of conceptual understanding in
calculus can adversely affect their further learning and ultimately lead to a recon-
sideration of a STEM major.
Every year in the US, only a small percentage of college students who take
introductory-level calculus and/or physics courses intend to take any other mathe-
matics or physics beyond those introductory courses. Most of these students enroll in
introductory-level calculus and/or physics courses merely to fulfill general education
requirements or to complete the prerequisites for subsequent coursework (Ganter,
2000). We contend that one reason for students’ lack of interest in these courses may
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be their difficulties with learning and understanding various topics and concepts in
these courses. The broader goal of this research was to identify students’ difficulties
with one particular calculus concept as it appears in physics and non-physics con-
texts. More specifically, we were interested in exploring how students understand
and apply ideas related to the FTC in reasoning and problem solving.
1.2 A brief introduction to physics education research
In typical introductory physics classes, students come across various physics top-
ics such as kinematics, electricity and magnetism, and optics. While dealing with
these topics in traditional instruction, students often manifest difficulties with un-
derlying concepts and solving problems using the concepts (McDermott & Redish,
1999). The field of physics education research (PER) emerged more than 40 years
ago with the purpose of systematically investigating students’ learning and think-
ing about physics concepts and developing strategies for physics instruction. Since
then a number of subfields have emerged in PER, which are guided by different pur-
poses, such as: investigating specific student difficulties in different physics contents,
developing and assessing instructional strategies, studying cognitive and/or episte-
mological aspects of physics learning and teaching, and studying the inter-relation
between mathematics and physics.
1.3 Student understanding of mathematically-based physics concepts
As stated earlier, often physics concepts are learned through interpretation and
manipulation of underlying mathematical concepts. Mathematics is used not only
as a tool to represent physics concepts (using equations, graphs and diagrams),
but also to provide logical paths to solve complex physics problems. Thus, students
are required to have a good grasp of at least basic mathematical skills in order
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for them to be able to learn physics concepts and apply them in problem-solving
contexts. A rich understanding of representations of physics concepts often requires
identification of the relationships between the physics and the mathematics that
are built into the representation as well as subsequent application of the related
mathematical concepts (Chi, Feltovich, & Glaser, 1981; Kohl & Finkelstein, 2005;
Redish, 2006).
Previous studies have shown a positive correlation between student difficulties
with physics concepts and those with either the mathematics concepts, applica-
tion of those concepts, or the representations used to connect the mathematics and
the physics. Meltzer (2002) documented a connection between mathematical back-
ground and student performance in an algebra-based physics class using pretest
scores on a physics concept survey. Similarly, Tuminaro and Redish (2007) used
theoretical frameworks borrowed from sociolinguistics and cognitive psychology to
analyze the overall strategies for using mathematics while solving physics problems,
as well as individual steps students took in these strategies. They used the notion
of framing, proposed by Tannen (a sociolinguist), to explain students’ varied per-
ceptions and/or expectations of situations in physics problem solving. Similarly,
they used the notion of epistemic games proposed by Collins and Ferguson (1993),
cognitive psychologists, to explain how students solve algebra-based physics prob-
lems and their use of different resources1 (e.g., conceptual, symbolic). A few studies
in physics education have explored student difficulties with calculus concepts rele-
vant to physics contexts, such as integrals, derivatives, and differentials (Black &
Wittmann, 2007; Cui, Rebello, Fletcher, & Bennett, 2006; Nguyen & Rebello, 2011;
Pollock, Thompson, & Mountcastle, 2007; Yeatts & Hundhausen, 1992).
1We use the term resources (e.g., procedural and conceptual) to denote a student’s overall
active knowledge that he or she utilizes in reasoning and/or problem solving.
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1.4 Scope of the research
The broad scope of this study was to investigate the extent to which students’
mathematical knowledge and understanding influence their reasoning and problem-
solving in physics contexts. We were interested, particularly, in students’ abilities
to relate the calculus concepts learned in a mathematics class to the analogous
physics concepts. One calculus concept that is applied frequently across a broad
spectrum of physics contexts, such as kinematics, dynamics, electrostatics, is the
Fundamental Theorem of Calculus (FTC; including the definite integral). An in-
depth knowledge of the FTC (and hence the definite integral) is extremely important
to the understanding of various physics concepts as well as applications of the FTC
in physics problem-solving.
Previous studies have documented that students have difficulties mentally coor-
dinating relationships between two varying quantities, such as rate of change and
accumulation (Carlson, Smith, & Persson, 2003; Thompson, 1994a). However, there
have been no documentation on how various factors, such as context, represen-
tation, and knowledge elicitation affect on students’ mental coordination between
two or more facets the FTC. Similarly, there has not been any study of aspects of
students’ expectations and/or perceptions (epistemological framing) about the ques-
tions involving the application of the FTC; how they are affected by context and
representation; and consequently, how these aspects affect student problem-solving
behaviors.
In order to investigate different aspects of student application and understand-
ing of the FTC (reasoning, problem solving and visual attention), three different
methods were used to collect data: written surveys, interviews, and eye-tracking. Be-
cause these methods had different purposes (identifying student difficulties, problem-
solving strategies, and gaze patterns), we used different perspectives (specific diffi-
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culties, framing and epistemic games, and top-down/bottom-up processing) to ana-
lyze the findings revealed by each of them. Moreover, we found that one perspective
that accounted for one phenomenon was not broad enough to explain the other phe-
nomena. For example, the perspective of specific difficulties did not provide much
insight about roots of the difficulties and how a student perceives or frames a given
question. Thus other supplemental perspectives, such as concept image and pseudo-
conceptual behavior, that were previously implemented in different investigations
to explain findings similar to ours were also used to explain the probable origins of
observed phenomena.
Previous studies have documented a few student difficulties, mostly with math-
ematical aspects of the FTC. However, because the FTC is widely used in physics
contexts, we expected to identify more student specific difficulties with its appli-
cation in physics problem solving. Thus we administered graphically-based FTC
questions in written surveys and investigated the patterns of incorrect or inappro-
priate reasoning in students’ written responses in order to identify their difficulties
with the concept of the FTC. Although the analysis of written responses manifested
a number of FTC-related specific difficulties, it did not provide a detailed account
of the origins and extent of the difficulties, and their effects on problem-solving
strategies. In order to explore these issues at a greater depth, 14 semi-structured
clinical interviews were conducted. Although the analysis of the interviews, using a
Grounded Theory approach2, revealed three principal strategies that students used
to solve the graphically-based FTC questions in physics contexts, it did not reveal
much about how students perceive the FTC problems and how they construct or
come up with solution strategies. To investigate student problem-solving approaches
in detail, two interdependent frameworks, framing and epistemic games, were used
2One particular modification in our use of Grounded Theory by Creswell (2013) and Glaser and
Strauss (2009) was that we were aware of literature on related topics before the analysis process.
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(Bing & Redish, 2009; Collins & Ferguson, 1993; Tuminaro, 2004; Tuminaro &
Redish, 2007). The identification of frames helped us understand students’ expecta-
tions and/or perceptions of different aspects of the FTC problems and the effects of
those frames on their problem-solving strategies. Similarly, the identification of the
epistemic games helped us understand students’ use of various knowledge resources
and their moves in the problem-solving process.
1.5 Introduction to the FTC in a mathematical context
Although the Riemann sum is an important aspect of the integral concept, it
is often tedious to evaluate an integral using the Riemann sum. For example, it
requires a lot of effort to evaluate the integral of even a simple function, such as
x2 or x2 + x, using the Riemann sum. The Fundamental Theorem of Calculus
offers an elegant way of computing definite integrals without having to find limits
of Riemann sums. The FTC acts as a bridge to connect the supposedly separate
concepts of derivatives and definite integrals, concealing that differentiation and
integration are, indeed, inverse processes. The FTC has two parts:
1.5.1 The Fundamental Theorem of Calculus part I (FTC I)
Let f be a function of x. A function F (x) is called an antiderivative of f(x) if
d
dx
[F (x)] = f(x).
That is, F is an antiderivative of f if the derivative of F is f .
If f is continuous on an interval [a, b], then the function F defined by
F (x) =
∫ x
a
f(t)dt a ≤ x ≤ b,
is differentiable on [a, b], and
F ′(x) =
d
dx
∫ x
a
f(t)dt = f(x)
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1.5.2 The FTC as a reversal of the derivative process
The function F (x) =
∫ x
a
f(t)dt is often called an accumulation function because
it represents the accumulation of signed area (positive or negative) under the curve.
The Fundamental Theorem implies that the process of finding an accumulation
formula is the reverse of the process of finding a derivative. For this reason, the
function F (x) =
∫ x
a
f(t)dt is an antiderivative of the function f with a fixed lower
limit a. Antidifferentiation can be thought of as the process of starting with a known
rate-of-change function and developing the quantity function. The slope graph of
an accumulation function graph is the original graph, but with a different input
variable. Figure 1.1 depicts the transformation of the representations of an original
function into an accumulation function and again back to the original function.
Figure 1.1: Conversion of graphs. Transformation of a function to an accumulation
function and back to the original function.
1.5.3 The Fundamental Theorem of Calculus part II (FTC II)
The second part of the Fundamental Theorem provides an elegant way of com-
puting a definite integral of a function by evaluating its antiderivative at the two
limits of integration. Speaking mathematically, if f is continuous on [a, b], then∫ b
a
f(x)dx = F (b)− F (a)
where F is the antiderivative of f , that is F ′ = f .
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1.6 Introduction to the FTC in physics contexts
The FTC is, arguably, among the most used mathematical tools in calculus-based
introductory, upper-division, and graduate-level physics. The reason for its relevance
in physics is due to the fact that many physics contexts deal with the accumulation
of physical quantities resulting from the rate of change of those quantities. For
example, displacement, potential difference, and impulse are the consequences of
the rates of change of position, potential, and momentum respectively.
Below we illustrate an example showing how the relationship between the change
in a physical quantity (accumulation) and the integral of its rate of change could
be established through graphical interpretation of the notion of Riemann sums.
In thermodynamics, pressure could be expressed as the negative rate of change of
internal energy with respect to volume at a constant entropy (isentropic process).
Mathematically, pressure in a thermodynamic context could be expressed as:
P = −
(
∂U
∂V
)
S
.
Considering the treatment for a constant entropy process, we can drop the subscript
S in the above equation. Figure 3.4 shows a P−V graph for constant entropy
process. If we want to find the consequence of a small change in volume on the
internal energy of a system, it could be approximated (for a small enough change in
V ) mathematically as:
∆U = −
(
dU
dV
)
∆V = P∆V.
Suppose we want to find the change in internal energy during the isentropic
process between the any two volumes, Vi and Vf . Consider a small increment in the
initial volume (Vi), denoted by ∆Vi, during which pressure is constant and denoted
by (Pi). This small increment in volume results in a small change in the internal
energy given by
∆Ui = P (Vi)∆Vi.
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Moving along the function, we could consider another small increment in volume
∆V , during which pressure is Pi+1 and is constant. This small increment in volume
again results in a small change in the internal energy given by
∆Ui+1 = P (Vi+1)∆V.
Continuing the same process until Vf and assuming equal volume increments, we
get the change in internal energy due to the kth increment in the volume as
∆Uk = P (Vk)∆V.
The total change in internal energy due to the total change in volume between the
initial (i) and final (f) states is given by
∆Ui + ∆Ui+1 + · · ·+ ∆Uk = P (Vi)∆Vi + P (Vi+1)dVi+1 + · · ·+ P (Vk)∆Vk
Uf − Ui = P (Vi)∆V + P (Vi+1)∆V + · · ·+ P (Vk)∆V
∆U =
n∑
k=i
n→∞
P (Vk)∆V,
∆U =
∫ f
i
PdV,
Geometrically, if A represents the areas corresponding to each ∆V ,
Uf − Ui = Ai + Ai+1 + · · ·+ Ak =
n∑
k=i
n→∞
Ak
∆U =
∫ f
i
PdV = Area under the curve
1.7 Research background
In our previous research on student interpretation of the signs of the definite
integrals
∫ b
a
f(x)dx using graphical representations, some students (∼ 10%) exhib-
ited difficulties with the FTC (as evident from their inappropriate application of
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the theorem), in addition to other difficulties with definite integrals (Bajracharya,
Wemyss, & Thompson, 2012). These students determined the sign of the integral
based on the sign of the difference of the function at the given limits, i.e., f(b)−f(a),
confusing the antiderivative difference F (b)−F (a) with it. Although a few studies in
the Research in Undergraduate Mathematics Education (RUME) community have
indicated that students have difficulties comprehending the underlying structure of
the FTC, there were only a few specific difficulties listed in those studies. None of
the previous studies addressed students’ difficulties with the interpretation of the
difference of antiderivative values, i.e., F (b)−F (a). Because the FTC is comprised of
multiple facets and it is commonly used in physics problem solving, we speculated
that there could be more specific difficulties than those few that were previously
reported. One of the goals of this study was to identify those specific difficulties
pertaining particularly to the application of the FTC that have not been found in
previous studies.
Students, in general, do not seem to have much difficulty applying integral con-
cepts mechanically (i.e., integrating algorithmically) while solving routine problems,
e.g., integrating the function v(t) = 2t2 (Selden, Selden, Hauk, & Mason, 2000).
However, studies in PER indicate, mostly implicitly, that students have difficulties
with the concept of integrals that involve graphical representations (Bajracharya,
2012; Beichner, 1994; McDermott, Rosenquist, & Van Zee, 1987; Nguyen & Rebello,
2011). Problem solving in physics often requires students to be able to find connec-
tions between the rate of change (derivative) and the accumulation (definite integral)
of a physical quantity (function), particularly based on graphical representations.
However, to our knowledge, there have been no research on student understanding
of FTC concepts in physics, despite its ubiquitous use in various physics contexts.
This was one of the reasons that led us to pursue this study on student understand-
ing and application of the FTC in physics contexts. In an investigation of student
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interpretation and use of graphs in kinematics, Beichner (1994) found that students
did not recognize the physical meaning of areas under kinematics graph curves, and
that students often performed slope calculations or subtracted axis values (height
difference or f(b)− f(a)) when an area calculation was required, regardless of what
was graphed.
A few physics education researchers have documented that students who lack
a deep understanding of the integrals have difficulties with physics content that
involve graphical representations of the integrals, e.g., v−t in kinematics (Beichner,
1994; McDermott et al., 1987), P−V in thermodynamics (Pollock et al., 2007), and
rj−r in electrodynamics (Nguyen & Rebello, 2011). The results of previous studies
suggest that in problem-solving situations in particular physics contexts and/or
with particular representations, some specific difficulties may have connections to
difficulties with the FTC, such as connecting the antiderivative difference to the
definite integral and hence to the area under a curve. There have been several studies
on student understanding of the FTC in the RUME community. While this body
of work deals with many aspects of the FTC that are relevant to mathematicians,
it has not addressed some of the aspects and features of the FTC that are most
applicable to physics contexts.
The main purpose of this study was to explore the extent to which students’
understanding of the FTC affects their physics reasoning and/or problem solving.
Being able to determine whether students are struggling with the physics ideas or
the underlying mathematics (or both) can inform instruction in both disciplines to
help students connect the mathematics and the disciplinary contexts in which that
mathematics is applied. The following research questions guided this research:
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• What difficulties do students have with understanding and application of the
Fundamental Theorem of Calculus and what are the potential origins of these
difficulties?
• What strategies do students use to solve FTC-based physics questions and
why do they choose these particular strategies?
• How do context, representation, and knowledge elicitation affect the ways
students solve FTC-based physics problems?
1.8 Research overview
Because the above research questions involve diverse aspects of student under-
standing and application of the FTC, we chose to address them through multiple
data sources. One reason for collecting multiple forms of data was to enhance the
accuracy of our findings. According to Creswell (2013), researchers can implement
multiple methods of data collection (called triangulation) to corroborate findings
across the methods. In order to answer the above research questions, we implemented
three diverse data collection methods: written surveys, interviews, and eye-tracking.
Our preliminary analyses of data from all three methods were based on the per-
spective of specific difficulties. According to this perspective, students manifest their
difficulties through incorrect or inappropriate ideas, or flawed patterns of reasoning
to specific questions (Heron, 2003). We found several, mostly previously undocu-
mented, specific difficulties that students have with the application of the FTC,
such as confusing the antiderivative difference (F (b)− F (a)) with the function dif-
ference (f(b)−f(a)) and evaluating individual antiderivative values inappropriately.
We also analyzed the interview data using Grounded Theory to identify and cate-
gorize students’ problem-solving strategies (Strauss & Corbin, 1997). Three broad
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problem-solving categories that students use to solve the graphically-based FTC
problems in physics were identified: algebraic, graphical, and integral strategies.
In order to probe the impact of knowledge elicitation on student problem solving,
we conducted mini-teaching interviews3 immediately following the initial interviews.
We found that students had all the mathematical knowledge required to solve the
FTC-based problems, but failed to apply their knowledge coherently in the given
contexts. However, most of the students were able to solve the previous interview
problems after the mini-teaching interviews. In order to examine why students were
unable to use their knowledge of FTC facets in the given contexts, the interviews
were reanalyzed using the perspectives of framing and epistemic games. Framing
pertains to one’s expectation of a particular situation and epistemic games are the
generalization of problem-solving processes directed by a targeted outcome. The
reasons for choosing these particular frameworks were that these were used produc-
tively in other studies to address questions similar to ours (aspects of students’ use
of mathematics in physics) and by generalizing the strategies we found, they may
be identified in other contexts, even beyond mathematics and/or physics problem
solving. We identified four types of epistemic games in student problem-solving: re-
cursives plug-and-chug, graphical analysis, equation-based analytical, and form-and-
function analysis. These games were characterized by the four components: target,
entry and exit conditions, student knowledge based (e.g., conceptual or procedural),
and moves. We suggest that one reason for student difficulties with the application
of the FTC is their incorrect framing of the given problems. The strategies or epis-
temic games students implemented in solving the interview problems were found to
be affected by their framing of the problems.
3Though not equivalent technically, our mini-teaching interviews were inspired by Thompson’s
teaching experiments (Thompson, 1994a).
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It was apparent from a number of incorrect written and interview responses that
students were cued, unproductively, by various components of questions (e.g., ∆V ,
dV
dx
,
∫ b
a
f(x)dx = 3.8), often leading them to implement inappropriate concepts to
evaluate required quantities. For example, the students’ who evaluated the slope ∆P
∆V
instead of evaluating ∆U value might be cued by the expression P = dU
dV
to imple-
ment the slope concept. In order to investigate the effects of the specific features of
contexts and representations present in questions, we employed a novel eye-tracking
methodology in this research.
The eye-tracking results show how students distribute their visual attention while
solving the graphically-based FTC-based problems. The eye-tracking findings re-
vealed student difficulties that corroborate well with those observed in written sur-
veys and interviews. We found that student responses and reasoning were often
affected by variations in problem representations, e.g., presence or absence of par-
ticular equations and/or contexts. Similarly, we also identify the conditions under
which correct and incorrect responders exhibit similar and dissimilar gaze patterns.
Most of the eye-tracking findings were explained using the frameworks of top-down
and bottom-up processes and competitions between different features (Carrasco,
2011; Corbetta & Shulman, 2002; Heckler, 2011). According to Heckler (2011), in
a competition between two features, usually the feature that involves less process-
ing time dominates an individual’s visual attention. We speculate that some of our
findings also demonstrate this phenomenon during an individual’s gazing between
equations and/or graphs.
In summary, the purpose of this research was to investigate how students under-
stand and apply facets of the FTC in mathematics and physics problems. In order
for students to better understand mathematically-based physics concepts, it is often
necessary for them to understand the underlying mathematical concepts. One can
use the student difficulties with the FTC identified in the research to improve the
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curriculum as well as instruction in both calculus and physics. Similarly, student
strategies, framing, and epistemic games used during problem solving can inform us
about the way students use their knowledge in solving FTC-based problems.
Relevant findings of previous research in physics and in mathematics education
research, as well as some some of the analytical frameworks used by previous re-
searchers, are discussed in the literature review (Chapter 2). The instruments used
in this research along with the methods of data collection and analysis are discussed
in detail in Chapter 3. A description and thorough analysis of the student difficul-
ties observed in written surveys and interviews are offered in Chapter 4. Similarly,
a description and thorough analysis of the student problem-solving strategies re-
vealed in interviews are documented in Chapter 4. Problem-solving strategies are
reanalyzed using the notion of framing and epistemic games in Chapter 5. Chapter 6
pertains to the analysis of eye-tracking experiment results and a thorough discussion
of the findings. Finally, the conclusions from this research, including implications
for instruction and future research, are discussed in chapter 7.
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CHAPTER 2
RELEVANT PERSPECTIVES AND PAST STUDIES ON THE FTC
AND CLOSELY RELATED TOPICS
The understanding and application of many physics concepts involve the inter-
pretation and implementation of mathematical knowledge and skills. Students lack-
ing and/or failing to apply relevant mathematical knowledge and skills have shown
difficulties with reasoning and/or solving problems in physics contexts (Meltzer,
2002; Pollock et al., 2007). One mathematical concept that is frequently applied
in physics reasoning and/or problem solving is the Fundamental Theorem of Cal-
culus (including the definite integral). A few studies in PER implicitly indicated
that students have difficulties with various facets of the FTC, such as the definite
integral and its graphical representation (area under the curve) in physics contexts
(Beichner, 1994; McDermott et al., 1987).
In his research on student interpretation of kinematics graphs, Beichner (1994)
showed implicitly that student have difficulties connecting two important facets of
the FTC, namely the difference of a physical quantity at two given points (e.g.,
v(t2)−v(t1)) and the graph of its rate (e.g., a−t). Similarly, our own previous study
on student interpretation of the signs of definite integrals showed that students
inappropriately used the FTC (i.e.,
∫ b
a
f(x)dx = f(b)− f(a)) to determine the signs
of integrals (Bajracharya et al., 2012). Despite its relevance to a wide range of physics
contents, such as kinematics, dynamics, thermodynamics, quantum mechanics, etc.,
there have not been any studies on student understanding of the FTC (except a few
on definite integrals) in physics education, including students’ abilities to connect
the definite integral, the antiderivative difference, and the area under the curve, and
apply them in physics contexts.
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Although a few researchers in RUME have studied student understanding of and
difficulties with FTC concepts, they did not seem to attend to specific aspects of the
FTC that may be important to physics problem solving. Most of the studies on the
FTC in RUME were concerned with the integral function, g(x) =
∫ x
a
f ′(t)dt, whereas
most of the problems in physics require the application of FTC II,
∫ b
a
f ′(x)dx =
f(b)− f(a). Some of the questions pertaining to teaching and learning of the FTC
that have yet to be explored include:
• What specific difficulties do students have with the application of the FTC in
physics contexts?
• How do students’ solve FTC-based physics problems involving graphical rep-
resentations?
• How do representation, context, and knowledge elicitation affect student ap-
plication of the FTC in problem solving?
The answers to these questions can lead us to better understand student abilities
and difficulties in dealing with FTC-based physics questions involving graphical rep-
resentations. Knowledge of student strategies can help us to understand student use
of logical connections in the problem-solving process. As shown by other researchers
in PER, we can model student thinking by analyzing their problem-solving strate-
gies, which could, eventually, be used to develop theoretical frameworks for student
application of the FTC in physics (Black & Wittmann, 2007; Maloney, 2011; Tumi-
naro & Redish, 2007). Through systematically investigating the above questions, we
can either modify existing or construct new instructional materials in mathematics
and physics to address the issues pertaining to the understanding and application
of the FTC.
This chapter contains a brief review of some of the previous studies that are
relevant to this research. The literature review begins with a brief overview of the
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development of the FTC from a historical perspective (Section 2.1). Because student
reasoning and difficulties manifested in this study may not be explicable with a single
theoretical perspective, multiple potential perspectives are discussed in Section 2.2.
The definite integral is an important facet of the FTC, so some of the important
research into this aspect is discussed in Section 2.3. Some of the findings, particu-
larly, on student difficulties with the FTC in both the mathematics and the physics
domains, that are relevant to the present study are analyzed in Sections 2.4 and 2.5,
respectively. Problem solving is an important aspect of this study, so a brief review
of recent developments in this aspect from both RUME and PER is presented in
Sections 2.7.1 and 2.7.2, respectively.
This research uses Grounded Theory to analyze students’ problem-solving strate-
gies (Strauss & Corbin, 1997). One particular modification in our use of Grounded
Theory was that we were aware of a few previous studies on related topics before the
analysis process. Specifically, we focused on the types of difficulties students exhib-
ited in previous research and compared them with the specific difficulties manifested
in our study. Grounded Theory was used to classify students’ responses into broader
categories by analyzing common patterns in their reasoning (Creswell, 2013). Other
relevant frameworks were also explored to find out if the outcomes of the Grounded
Theory analysis fit well within the other frameworks. Because of the narrow scope of
this research and the limited time frame, only two relevant frameworks were chosen
out of several that could potentially be used as lenses to analyze our data – episte-
mological framing and epistemic games. The reasons for choosing these frameworks
were that these were used productively in other studies similar to ours (analysis of
students’ use of mathematics in physics) and were more suitable for analyzing the
type of data we have (clinical interview data) than other frameworks (Bing & Re-
dish, 2009; Tuminaro, 2004). Some other work based on epistemological framing and
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epistemic games that is relevant to this research is also examined briefly in Section
2.7.4. A comprehensive explanation of these frameworks is presented in Chapter 6.
This research predominantly used graphical and symbolic (i.e., equation) repre-
sentations in the data collection instruments (questions). Thus, the nature of this
study demands at least a brief overview of some of the previous work in the realm of
representations – the graphical and the symbolic, in particular (Section 2.8). Some
of the recent developments in the application of eye-tracking in education research
are presented in Section 2.9. A particular consideration is put on the use of graphi-
cal and symbolic representations in the eye-tracking experiments. More importantly,
the findings about students’ responses towards different features in graphical rep-
resentations are highlighted. A few important theoretical perspectives used in the
eye-tracking domain are also introduced concisely.
2.1 A brief history of the FTC
This section presents a brief overview on the historical development of the FTC.
This overview sheds light not only on the development of the theorem but also on
how the pioneers approached this theorem using different perspectives. The latter
is particularly important because students in this study also applied this theorem
through diverse approaches (e.g., accumulation and slope).
The Fundamental Theorem of Calculus was developed independently by Sir Isaac
Newton and Gottfried Leibniz. Newton pioneered his calculus between 1665 and 1667
but did not publish it until 1687. On the other hand, Leibniz, who also discovered
the same results in the mid-1670s, published his results before Newton, in 1684
and 1686. Leibniz treated the FTC mostly geometrically, whereas Newton viewed it
dynamically, relating accumulation of a quantity and its rate of change. Although
the core ideas of the FTC were first developed by Newton, most of the notation and
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terminology used in contemporary calculus textbooks and literature were those of
Leibniz. The reason for this was that Newton’s use of the terms fluents (variable
quantities) and fluxions (the rate of change of such quanities), referring to integrals
and derivatives, did not seem to appeal contemporary mathematicians. The modern
packaged form of the FTC was due to du Bois-Reymond who put Cauchy’s refined
FTC in a combined form in 1876 (Bressoud, 2011).
2.2 Viewing student responses through multiple perspectives
This section presents a brief overview of the frameworks used in the analysis of
the data from written surveys. The specific difficulty perspective (see Section 2.2.1)
was used to identify some of the context/concept specific difficulties that students
have with the application and understanding of the FTC. In addition, some of the
perspectives that are commonly used in mathematics education research are also
presented to explain the cognitive aspects of student application and understanding
of the relevant concepts. Because these perspectives were not broad enough to ex-
plain all of our results, they were used only as supplements to the other principal
perspectives (specific difficulties, framing, and epistemic games). These perspectives
were helpful, particularly, in the cases for which the principal perspectives did not
adequately explain the observed phenomena.
2.2.1 Student specific difficulties
The conceptual difficulties that students have with the FTC, specifically in
graphical representations, were analyzed using the perspective of specific student
difficulties (Heron, 2003). The terms difficulties, student difficulties, or student spe-
cific difficulties used throughout this dissertation refer to the term specific diffi-
culties discussed in this section. According to this perspective, students manifest
their difficulties through incorrect or inappropriate ideas, or flawed patterns of rea-
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soning to specific questions. Specific difficulties are typically identified through em-
pirical studies and are crucial for building theoretical models of student thinking
because they can be used to verify those models. The specific difficulties perspective
does not necessarily speak to the origins of the difficulties being identified. Identi-
fication of specific student difficulties is a pragmatic approach that has led to the
development of research-validated instructional strategies and materials that have
improved students’ conceptual understanding in many contexts across the physics
curriculum. McDermott (2001) and McDermott, Shaffer, and the PEG at the Uni-
versity of Washington (2002) identified student difficulties across various physics
topics and developed conceptually-based instructional material (also called tutori-
als) to address those difficulties. They have documented students’ improvement in
qualitative reasoning and understanding of physics concepts after working through
the research-based material.
2.2.2 Concept image
Students often carry intuitive images of mathematical concepts that continu-
ously evolve during their learning processes. Vinner and Hershkowitz (1980) used
the term concept image to describe such images while analyzing students’ concep-
tions about simple geometric figures and the relations among them. According to
Vinner (1997), a concept image is the complete cognitive structure associated with
a particular concept. It includes all the mental images, associated properties, and
processes about the concepts. As an example, a student’s concept image of a definite
integral may include finding the area under the curve and/or finding the individual
antiderivative values at the integral limits. We consider that because of the highly
contextual dependence of any concept, students often tend to misapply their concept
image in diverse contexts, leading to specific student difficulties. Previous studies
have indicated that students’ difficulties with the FTC are, in fact, due to their
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lack of concept image about it (Thompson, 1994a; Thompson & Silverman, 2008).
Several researchers have used the notion of concept image in studies on student
understanding of definite integrals and/or the FTC. For example, Rasslan and Tall
(2002) found students who have a concept image and/or concept definition of the
definite integral as the area under the curve may not see the significance of the sign
of the integral, and consider the area to be a positive quantity. Similarly, Thomp-
son and Silverman (2008) reported that students whose concept image consists of
finding the antiderivative at the given limits may attempt to find the antiderivative
of even those functions that do not have an antiderivative (e.g., e−x2). This kind
of phenomenon was frequently observed in the present study as well. However, this
perspective did not adequately explain why students failed to apply their knowl-
edge of the FTC facets, as revealed in mini-teaching interviews, in physics problems
solving.
2.2.3 Pseudo-Conceptual Behavior
The incomplete and/or inaccurate concept image may lead students to exhibit
pseudo-conceptual behavior while responding to a question. According to Vinner
(1997), a student is said to have exhibited conceptual behavior if his/her response to
a question involves conceptual understanding and a genuine traceable thought pro-
cess. However, if the student’s response to a question does not involve any thought
process, but is basically a superficial response containing only memorized informa-
tion, the behavior is said to be pseudo-conceptual behavior. Although this type of
behavior may look like conceptual behavior on the surface, it does not carry any of
the traits of conceptual behavior. Often pseudo-conceptual behavior is the result of
students’ difficulties with communication in the discipline, where they use minimal
effort to respond in the hopes of satisfying the teacher (Rasslan & Vinner, 1997;
Vinner, 1997). Pseudo-conceptual behavior makes it difficult for both teachers and
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researchers to assess students’ true understanding. Often it is a challenging task
for researchers to identify and analyze participants’ pseudo-conceptual behavior in
their research, particularly in written responses because it is often difficult to analyze
whether or not the responses involve genuine conceptual thinking.
One rather important finding by Rasslan and Tall (2002) that was also seen in
our study was that many students exhibited pseudo-conceptual behavior as they
responded to the questions that involved definite integrals. In one question, Rasslan
and Tall asked students to define
∫ b
a
f(x)dx. Some of the students defined it as
[f(x)]ba, which the researchers interpreted as pseudo-conceptual behavior. In the
above response, the students might have seen the expression
∫ b
a
f(x)dx = [F (x)]ba
previously. So, they might just be defining the definite integral as [f(x)]ba without
understanding the difference between F (x) and f(x). In a separate example by
Thompson and Silverman (2008), students often imagine filling up the area under a
curve (as if with paint) as they move along the curve to define the meaning of the
integral
∫ x
a
f(t)dt. Students may not be aware of the meaning of the integration as
the limit of Riemann sums, suggesting that the “paint” model is merely an outcome
of their pseudo-conceptual behavior.
2.3 Student difficulties with definite integrals
Because the definite integral is a vital aspect of the teaching and learning of the
FTC, it would be practical to briefly discuss studies on student understanding of
definite integrals before discussing studies on the FTC itself. One of the classical
studies on student understanding of the definite integral is that by Orton (1983b).
He conducted an empirical study with 110 students in the UK to investigate their
understanding of integration. Sixty of them were in high schools and the rest were
in universities; the latter group was seeking to become mathematics teachers. In
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his study, Orton presented the students with a series of tasks in two separate inter-
view sessions. Out of 38 tasks, 19 were related to integration; these tasks demanded
various approaches, including integration through areas of rectangles, calculating
areas under curves, finding integration of a curve that crossed an axis, etc. The pri-
mary intention of the tasks was to probe students’ conceptual understanding rather
than their computational skills on integration. To analyze the errors found in the
students’ tasks, Orton used a coding scheme with three categories of errors: struc-
tural, arbitrary, and executive. Structural errors were the consequence of a failure
to comprehend the relationships in problems or stemmed from a lack of concepts
needed for the solution. Arbitrary errors were due to negligence in considering the
constraints imposed in the questions. Executive errors were the result of incorrect
manipulations, even though the students possessed the necessary concepts while
solving problems. Orton found the majority of the errors on the integration tasks
were structural, indicating students’ lack of conceptual understanding of integra-
tion. The structural errors are the most severe and serious errors because they are
the consequences of robust student difficulties and not just minor careless mistakes.
The arbitrary and executive errors are often not the consequences of lack of concep-
tual understanding, whereas the structural errors are the results of difficulties with
underlying concepts. Thus, unlike the arbitrary and the executive errors, structural
errors are rooted deeply in the understanding of integrals.
In a related study, Grundmeier, Hansen, and Sousa (2006) found that students
were fairly comfortable with computing integrals and seemed to possess the necessary
tools to compute definite integrals. They asked students to compute the integrals
of the sine function over two different intervals, [0,pi] and [0,2pi]. A large number
of students who correctly evaluated the integral on the interval [0,pi] (as 2) simply
doubled the integral using a symmetry argument for the interval [0,2pi]. They simply
neglected the sign of the integral below the x-axis. The researchers suggested that
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these students might be performing integration as a procedure without adequate
knowledge of the structure of the definite integral. Like Grundmeier et al. (2006),
several other researchers also showed students having difficulties with conceptual
understanding of the definite integral even when they possessed good computational
skills for integration (Abdul-Rahman, 2005; Ferrini-Mundy & Graham, 1994; Mahir,
2009).
As in Grundmeier et al.’s study, we also found student difficulties with the sign
of the definite integral in our previous research (Bajracharya et al., 2012). When
students were asked to determine the sign of an integral of a positive function in
the backward direction (right to left) during individual interviews, more than one-
third of the students responded that the sign of the integral was positive. In their
reasoning, they said that the the area under the curve that represented the definite
integral could not be a negative quantity. They were perceiving the area under the
curve as a physical area (space).
2.4 Student difficulties with the FTC in RUME literature
In last 30 years, there have been only a small number of studies focused explicitly
on student understanding and teaching of the FTC, excluding those on definite
integrals. In this section, some of the recently published (within the last 20 years)
studies on student understanding of the FTC are discussed.
2.4.1 Application of the FTC in mathematics
Many mathematics (and physics) problems involve finding a definite integral
of a function (e.g., sin(x)). This is often achieved procedurally by evaluating the
antiderivative of the function and taking the difference of the antiderivative at the
given limits. Previous studies have shown that students often use the FTC while
finding definite integrals, without understanding the underlying structure of the
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FTC. In their study, mentioned in the previous section, Grundmeier et al. (2006)
found that when students were asked to define the definite integral, they defined
it in terms of the FTC II, i.e.,
∫ b
a
f ′(x)dx = f(b) − f(a), instead of defining it in
terms of limit of Riemann sum (area under the curve). As pointed out by Thompson
(1994a), the FTC is one of the most useful tools in calculus, but it is typically only
used as a computational resource without a clear understanding of the underlying
concept.
2.4.2 Difficulties with conceptual understanding of the FTC
Students’ difficulties with conceptual understanding of the FTC have been at-
tributed to their impoverished images of function and rate1 (Bezuidenhout & Olivier,
2000; Thompson, 1994a). Influenced by Piaget’s notion of image, Thompson (1994a)
concluded that students’ difficulties with the FTC are due, primarily, to their “im-
poverished” concepts of rate of change and lack of images of covariational relations
among multiple quantities. The term covariational refers to how a quantity (e.g.
displacement, d(t)) changes in response to the change in another quantity (e.g.
velocity, v(t)). Thompson’s conclusions were based on the analyses of a teaching
experiment with 19 advanced undergraduate and graduate mathematics education
students who had completed at least three semesters of calculus and were enrolled
in a course on computers in teaching mathematics. The purpose of the teaching ex-
periment was to develop four conceptual bases – behavior of functions, average rate
of change, accumulation of change including Riemann sums, and relations among
different quantities – in four phases, for the understanding of the FTC. Thompson
emphasized the essence of building mature images of accrual and accumulation in
students’ minds. Each phase of the teaching experiment was comprised of various
1According to Thompson, an individual’s mental image of an entity is comprised of the entire
collection of cognitive elements related to that entity in his or her mind.
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mathematical tasks. For example, in phase I, one of the tasks was to investigate
the behavior of the function f(x) = xsin( 1
x
). Likewise, in phase II, given a distance
function d(t) = 16t2, they were asked to find the average speed between different
time intervals (e.g., 3.1 s and 3.2 s). In the third phase, the students were asked
to interpret different kinds of sums (e.g.,
x/∆x∑
i=1
cos(i∆x)∆x) using the concept of
Riemann sums. Most of the tasks in the four phases involve generating graphs us-
ing a computer program called Analyzer. For example, in the fourth phase, they
were asked to generate a graph for the approximate volume of hexane (a gas that
sits atop water) held by a cylindrical tank using Analyzer following the Riemann
sums. Given certain information about the tank, such as its dimension, shape, etc.,
they were also asked to express the volume of the gas as a function of the height of
the water. Similarly, another problem was to find the approximate volume of water
in a conical storage tank as a function of the water’s height. After completing all
the phases, they were given a follow-up assessment with questions asking them to
interpret a difference quotient, as well as Riemann sums as functions. Students re-
vealed confusion between the notions of difference quotient (i.e., f(x+∆x)−f(x)
∆x
) and
derivative i.e., df
dx
. Furthermore, most of the students perceived the meanings of the
functions simply as algebraic expressions, such as d(t) = 16t2 rather than thinking of
them in terms of covariational quantities. Their responses to the experimental tasks
indicated student difficulties comprehending the connections among a function, its
accumulation function, and the derivative of the accumulation function. According
to Thompson (1994a), these difficulties are due mostly to students’ lack of image
(conceptual) about function, their notion of accrual (accumulation function) as a
fixed quantity, and their weak understanding of average rate of change.
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2.4.3 Understanding of the accumulation function and Riemann sum
Students’ difficulties with the concept of an accumulation function are further
elaborated by Thompson and Silverman (2008). According to them, student dif-
ficulties with the accumulation function are due to an inability to coordinate its
multiple aspects (covariational, notational, geometrical or graphical, etc.) concur-
rently. They emphasized the essence of construction (sum of incremental bits, e.g.,
f(c)∆x), representation (symbolic and graphic), and comprehension (being able to
see how accruals accumulate dynamically) of the functional form of Riemann sums
for a better understanding of the concept of accumulation and hence the FTC. In
addition, they also stressed the notational and metaphorical aspects of an integral
(
∫ t
a
f(x)dx). Students have difficulty perceiving the integral as a function because
they often do not see the upper limit t as varying, which the researchers reasonably
describe as - an overgeneralization of the notation used in a definite integral. Thus,
in many instances, students think of the integral as a static quantity that produces
a fixed value. Even those students who perceive the dynamic version of an integral
might simply be imagining filling up the area under the curve (as if with paint) as
they move along the curve to define the meaning of the integral
∫ t
a
f(x)dx or accu-
mulation function. Students may not be aware of the dynamic role of the Riemann
sums in the accumulation process, suggesting that the “paint” model is merely the
result of pseudo-conceptual behavior.
According to Thompson and Silverman (2008), not only does the concept of ac-
cumulation play a central role in understanding definite integrals, but it also helps
students to see a coherent connection among several domains of calculus such as
limits, antiderivatives, rates of change of quantities, etc. One reason for students’
inabilities to create the right image about the accumulation of a function could
be their difficulty with imagining something accumulating when they cannot con-
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ceptualize the “bit” that accumulate. So, Thompson and Silverman (2008) draw a
clear line between accumulation and accumulating as essential ingredients in under-
standing of definite integral. They point to the FTC as the means to understand
the relationship between accumulated and accumulating quantities as well as the
connections to other domains of calculus.
Similar to Thompson et al.’s argument, Sealey (2006) also contended that the
notion of area under the curve is insufficient for a deep understanding of the definite
integral. Sealey emphasized using the notion of the Riemann sum for the concep-
tualization of definite integrals for three main reasons: (a) not all functions have
antiderivatives, and hence definite integrals of those functions cannot be found using
the FTC; (b) the Riemann sum forms the basis for the understanding of other more
efficient numerical methods like the trapezoid rule, midpoint rule, or Simpson’s rule;
and (c) understanding the structure of the Riemann sum provides an idea of what
to integrate while setting up an appropriate definite integral.
2.5 Student difficulties with the FTC (and integrals) in physics
Although some of the studies in RUME used physics contexts, they were mostly
only on kinematics (e.g., distance, velocity, acceleration). As this study pertains to
students’ use of the FTC in physics contexts, it is necessary to review some of the
important findings on related topics from previous studies in PER. A few studies in
PER, explicitly or implicitly, indicate student difficulties with the physics concepts
that involve definite integrals and the FTC (Beichner, 1994; McDermott et al., 1987;
Meltzer, 2004; Nguyen & Rebello, 2011; Pollock et al., 2007). However, except for
a couple of studies on student understanding of integrals, there have not been not
any studies explicitly on any aspect of the FTC in PER.
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Meltzer’s investigation of student understanding of the First Law of Thermody-
namics using pressure-volume (P−V ) graphs suggests that students have difficulties
with the concepts that implicitly involve a definite integral, such as work and “state
function” in thermodynamical contexts (Meltzer, 2004). Pollock et al. (2007) con-
structed “physicsless physics” questions by stripping away all the physics contexts
in Meltzer’s P−V question. Upon administering the questions to advanced under-
graduate students, they found several incorrect graphical reasoning strategies such
as comparison of endpoints, comparison of the lengths of integration paths, symme-
try of curves. used by students while dealing with definite integrals. Their results
showed that students had difficulties comparing integrals of functions with the same
endpoints that follow different curves. According to the researchers, this could be
due to the notation used to describe and distinguish between the functions. Their
interpretation was that student difficulties in comparing thermodynamic work for
two processes presented in a graphical representation was primarily due to the lack
of a deep understanding of the definite integral rather than simply a lack of physics
concepts.
Nguyen and Rebello (2011) conducted a two-semester longitudinal study to in-
vestigate students’ understanding and application of the area under the curve con-
cept in physics problems. They interviewed 20 students in the first semester and 15
students from the same cohort in the second semester of a calculus-based physics
course. They asked several physics questions involving definite integrals and area
under the curve, in particular. In one problem, students were given graphs of j(r)
vs. r, rj(r) vs. r, r2j(r) vs. r, and j(r)/r vs. r, where j(r) is the current density
as a function of the radius r of a cylindrical wire. They were then asked to find
the magnitude of the magnetic field caused by the wire at a point on its surface. In
order to correctly solve this problem, students were first required to find the current,
I(r) = 2pi
∫ 2
0
j(r)rdr, using the correct graph (“rj(r) vs. r”). Only a few students in
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the study were able to use the concept of area under the curve while solving physics
problems (e.g., finding the current and hence the magnetic field) that involve the
area concept. Even those students who were able to use the concept of area under
the curve did not necessarily understand the relationship between the process of ac-
cumulation and the area under a curve and, hence, they failed to apply the concept
to novel situations. Their results showed that the students had difficulty in select-
ing the correct graphs containing the area under the curve of corresponding given
integrals. They attributed this to students’ inabilities to interpret the physical area
represented by the area under the curve, even when they could invoke area under
the curve while tackling problems involving definite integrals. The studies by Sealey
(2006) (see Section 2.4.3) and Nguyen and Rebello (2011) indicate that although
students are able to connect integrals to the area under the curve in the context of
calculus, they find it difficult in the context of physics.
2.6 Covariational reasoning as a framework for an FTC instruction
Thompson’s conclusion about the effects of the lack of images of covariational
relations between different quantities on FTC comprehension seemed to have led
Carlson et al. (2003) to develop the covariational reasoning framework to guide
curriculum development on the FTC. This framework was based on the premise of
five mental actions: the ability to coordinate the consequences of changes in one
variable on: (a) the change (b) the direction of change, (c) the amount of change,
(d) the average rate-of-change, and (e) the instantaneous rate-of-change – of the
other variable.
The covariational reasoning framework proposes four mathematical aspects for
understanding and application of the FTC. These aspects include: (a) foundational
understanding and reasoning abilities, (b) covariational reasoning with accumulat-
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ing quantities, (c) the notation of accumulation, and (d) the statements of and
relationships within the FTC. Foundational understanding and reasoning abilities
entail understanding and use of properties of a function, its instantaneous and aver-
age rate of change, and the accumulation of accruals. Covariational reasoning with
accumulating quantities deals with students’ abilities to see covariational connec-
tions between different facets of an accumulation process. The notation of accu-
mulation refers to students’ abilities to interpret and apply correct notations while
dealing with the FTC. Finally, the statements and relationships of the FTC per-
tain to students’ abilities to meaningfully interpret the FTC expressions, such as∫ b
a
f ′(x)dx = f(b)− f(a).
The target population for Carlson et al.’s study, on the effectiveness of their
framework, was twenty-four first semester calculus students. These students were
administered a pre-instructional assessment that aimed to probe their reasoning abil-
ities and foundational understanding of the FTC. After two weeks of foundational
instruction on the FTC guided by their framework, a post-instructional assessment
was also administered to the class. Based on responses to the pre-instructional as-
sessment, four representative subjects were selected from the pool of 24 students.
These students were interviewed in pairs for a total of eight sessions. The purpose
of the interviews was to elicit reasoning abilities as well as understanding of limit,
derivative, accumulation, and the FTC.
In one of the post-test items, students were provided a graph for the rate of
change of the amount of water in a tank versus time and asked to find the amounts
of water collected in the tank during different time intervals. They were also asked to
provide the meaning of g(x) =
∫ x
0
f(x)dx, find the value of g(9), construct a graph for
g(x), etc. More than 70% of the students provided correct responses to the above
questions. The results of the post-instruction written assessment and interviews
indicated that the students developed proficiency in applying covariational reasoning
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with accumulation. They also developed a good understanding of notational aspects
of the FTC. However, student achievement on the the statements and relationships
(equations) of the FTC was not as expected, suggesting a need for the further
refinement of this aspect in both the framework and the instruction.
2.7 Problem solving in general
Besides specific student difficulties, another important aspect of this study was
to analyze student problem-solving strategies. One of our research questions was
to identify the problem-solving strategies used by students to solve the FTC-based
physics questions involving graphical representation. This section presents a detailed
review of the previous work that is particularly relevant to this study, including a
brief overview on problem-solving aspect in general.
According to Byrnes (2007), a problem is said to exist when students are con-
fronted with definite goals that need to be accomplished in a particular situation
and students are required to make decisions regarding how to accomplish the goals.
The nature of students’ reaction to a problem is based on the content, degree of
familiarity, and degree of clarity of the problem. There are various models of prob-
lem solving strategies that have been described by researchers. In his book, Byrnes
(2007) listed seven essential components of problem-solving strategies that are com-
mon to most of the models. They are (a) recognizing the existence of a problem,
(b) interpreting the problem and constructing a mental representation of it, (c)
investigating an array of solution strategies, (d) implementing the most favorable
strategies, (e) observing advancement toward the aim of solution, (f) assessing the
accuracy of the solution, and (g) learning from the experience. To be successful, a
problem-solver needs to carry out each of the operations effectively. One may apply
either general problem-solving strategies, that are applicable to a wide spectrum of
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problems independent of the contexts, or domain-specific strategies that apply only
to a narrow spectrum of contexts while solving a problem. There have been several
comparative studies on how experts and novices use general (e.g., organization of
given information) and domain-specific (e.g., using calculus concepts) strategies in
different problem-solving situations (Byrnes, 2007). Gagne (1985) indicated a dif-
ference in problem-solving behavior between expert problem solvers and inexpert
solvers. According to Gagne (1985), expert problem solvers possess more domain-
specific knowledge and better knowledge organizing skills than the non-expert ones.
They also have better abilities for recognizing patterns to solve similar problems
and better abilities for differentiating between relevant and irrelevant information.
2.7.1 Problem-solving in mathematics
In his famous book How to Solve It, George Pólya2 prescribed four steps to
a problem-solving strategy. They are: (a) understand the problem, (b) devise a
plan, (c) carry out the plan, and (d) review the solution. In the problem solving,
these kind of general strategies are commonly known as heuristics. Although Pólya’s
problem solving strategies appear to be useful, there has not been much success in
teaching effective implementation of such strategies. Schoenfeld (2013) found that
although Pólya’s general strategies were useful for experts in solving mathematical
problems, they were not as effective for novices. Schoenfeld contended that Pólya’s
characterizations of the strategies were too broad to implement effectively in teach-
ing. Each strategy may have many different substrategies, all of which may or may
not be applicable to a problem at hand. According to Schoenfeld (2013), the scope
of a problem is relative to individuals, i.e., a problem to one person may not be
same to another.
2Many consider George Pólya (1887 - 1985) as the father of problem solving in mathematics
education.
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Schoenfeld (2013) pointed out five aspects of mathematical thinking that shape
an individual’s problem-solving behavior. They are: (a) knowledge base or resources,
(b) problem solving strategies and heuristics, (c) monitoring and control (metacogni-
tion), (d) beliefs and affects towards mathematics, and (e) practices in mathematics
classrooms. Knowledge base or resources refer to all the knowledge that a person
possesses, which could be applied to novel situations. These could include intuitive,
factual, domain-specific, and procedural knowledge that he or she uses while solving
a problem. Heuristics include common strategies, such as drawing a diagram and
working backward. Control refers to the regulation of resources during problem solv-
ing. Student belief about mathematics also is an important aspect that shape their
problem solving strategies. Practices refers to the effects of teaching environments on
students’ knowledge acquisition. It is worth mentioning here that the present study
focuses only on the knowledge base, problem-solving strategies and heuristics, and
monitoring and control.
2.7.2 Problem solving in physics
One of the most prevailing and widely accepted objectives of physics education
is promoting students’ problem-solving skills. In physics, problems are often pre-
sented as situations that require resolution. Generally, the resolutions are not trivial
and require the use of some thinking process, skills, prior knowledge, and strategies.
Several studies in PER have shown that unlike novices, who begin problem-solving
by immediately writing down equations, experts generally initiate their problem-
solving by explaining given information and using that information to choose an
appropriate strategy (Bagno & Eylon, 1997; Chi et al., 1981; Larkin, McDermott,
Simon, & Simon, 1980). Usually, expert problem solvers focus on one or more rele-
vant physics concepts or principles and make a plan to apply them on the specific
situations given in the problems (Larkin et al., 1980).
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Chi et al. (1981) demonstrated the differences in ways experts and novices cate-
gorize problems. They showed that experts categorize physics problems on the basis
of the overarching theme of the problem. The theme of the problem may include
force laws, energy conservation, etc. In contrast, novices categorize physics prob-
lems on the basis of superficial features, such as the presence of a block on an
inclined plane or a specific physical quantity, e.g., acceleration. They also showed
that experts possess skills to organize the problem categories hierarchically using
specific subordinate problem categories that include physical aspects of the problem
situations, e.g., problems involving collision. In addition, experts also possess the
abilities to combine the multiple subordinate categories to form superordinate prob-
lem categories based on specific physics laws (e.g., law of conservation of momentum
or energy). On the other hand, novices lacked these types of organizational skills.
They often perceive physics as a loose collection of laws and equations with few or
no associations among them. Using the perspective of concept image, we may refer
a novice as an individual who has yet to develop a complete and coherent concept
image.
Heller and Heller (2010) developed a framework to solve context-rich real-world
problems involving scenarios that often have relevance to the students’ personal
experience. The framework prescribed five problem-solving steps: a) recognize the
problem (what is going on), b) describe the problem in terms of underlying physics,
c) plan a solution, d) execute the plan, and e) evaluate the solution. In this frame-
work, students are prompted to use their conceptual understanding in the first two
steps; then they bridge their understanding with their mathematical knowledge and
skills in steps 3 and 4.
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2.7.3 A dichotomy: conceptually-based versus algorithmically-based
problem solving
In a typical calculus-based introductory physics class, students generally deal
with both routine and non-routine problems. Usually, routine problems could be
solved using sets of prescribed (often memorized) procedures or algorithms with-
out even understanding the underlying concepts, whereas solutions to non-routine
problems often require some level of conceptual knowledge (or thinking) in addition
to any procedural knowledge. It would be informative to mention here that several
other dichotomies are also used to refer to these two domains of problems, particu-
larly in the mathematics education research community. For example, Skemp (1976)
use the terms instrumental versus relational ; other researchers use the terms rule-
oriented versus concept-oriented ; and yet others use procedural versus conceptual.
Those problems that are routine require neither deep thinking nor conceptual un-
derstanding and could be solved by manipulating one or more formulas and plugging
in numbers in the resulting formula. Students generally solve routine problems by
memorizing an algorithm that is applicable to a group of similar problems. How-
ever, the purpose of physics education is not just to make students efficient at
solving routine or algorithmic problems, but also to teach students real-life problem
solving skills using physics concepts. Selden et al. (2000) reported that even above-
average calculus students often struggle while solving non-routine problems. They
also showed that students tend to solve non-trivial calculus problems simply alge-
braically. Although there has not been any explicit research on students’ attitudes
towards non-routine physics problems, many studies in PER that used non-routine
problems as their instruments have implicitly indicated student difficulties solving
these types of problems (Heller & Heller, 2010).
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2.7.4 Epistemological framing and epistemic games
A student may possess a completely different mind-set in a physics classroom as
compared to a mathematics classroom. Similarly, a student may perceive two simi-
lar stimuli, with varied contexts (e.g., the FTC-based problems in thermodynamical
and kinematics contexts) quite differently. Not only might a student exhibit varied
attitudes from one classroom to another classroom or from one context to another
context, but two students may perceive a single stimulus quite differently. These
types of diverse student reactions to a single situation have been explained by Ham-
mer, Elby, Scherr, and Redish (2005) using the term framing3. It entails a particular
mind-set formed by a student that affects the way he or she interpret situations
or events or solves problems. According to Hutchison and Hammer (2010), framing
is one’s generalization of knowledge from one’s former experiences to interpret and
make sense of the phenomena in the situations one considers to be equivalent. Ac-
cording to Hammer et al. (2005), students’ framing of a situation may have various
aspects, such as social, affective, epistemological. This study focuses only on the
epistemological aspect of framing. The term epistemology pertains to the question,
“How do we come to know what we know?”
Tuminaro and Redish studied student application of mathematical knowledge
and skills in physics problem solving using the notion of epistemological framing.
They found that students’ strategies for solving physics problems are often deter-
mined by their initial framing of the problem. They showed three types of student
framings that students used while solving algebra-based physics problems. The
frames identified were: (a) rote equation chasing, (b) qualitative sense-making, and
(c) qualitative sense-making. Similarly, Bing and Redish (2009) showed the four
types of epistemological framings that the students in their study exhibited while
3The term framing has previously been used by Tannen (1987) and several other sociolinguists.
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dealing with the mathematical aspects of the upper-division physics problems. They
were: (a) calculation, (b) physical mapping, (c) invoking authority, and (d) math
consistency frames. According to them, students often invoke inappropriate problem-
solving strategies due to their stance towards an unproductive (in a relative sense)
epistemological framing. Since our study exclusively uses the above framings to
investigate student expectations during FTC-based problem-solving, more detailed
background on these framings are presented later in section 6.1.
In addition to identifying students’ epistemological framing, Tuminaro and Re-
dish (2007) also used the notion of epistemic game4 to categorize and describe
students’ strategies in solving algebra-based physics problems. According to Collins
and Ferguson (1993), epistemic games are sets of rules and strategies that that are
guided by a specific purpose, e.g., learning a concept. Depending on his or her pre-
existing knowledge, an individual may use, and frequently switch among, various
strategies while solving a problem, until he or she obtains a desired result. Collins
and Ferguson proposed three general types of epistemic games: structural analysis,
functional analysis, and process analysis. The purpose of structural analysis games
is to discover the components or elements of a system. For example, the list making
game, which is a type of structural analysis game, involves identifying a task and
its target entities, making a list of target entities, combining two or more of the
entities, removing unwanted entities, and forming a final list. The objective of func-
tional analysis games is to demonstrate how the elements in a system are associated
with each other, e.g., deriving an equation, making a causal-chain diagram, creating
a hierarchical chart. Process analysis games are intended to illustrate the behavior
of a system, e.g., graphing the change in a system over time, drawing a program
flowchart.
4The term epistemic game was first introduced by Collins and Ferguson (1993).
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Unlike Collins and Ferguson’s normative (expert-based) epistemic games, Tu-
minaro and Redish (2007) used this notion to account for ordinary students’ (non-
experts’) problem-solving strategies. According to Tuminaro and Redish (2007), each
individual epistemic game is comprised of four structural components: knowledge
base, epistemic form, entry and exit conditions, and moves. Similar to Schoenfeld’s
notion of knowledge (Schoenfeld, 1992), the knowledge base in an epistemic game
is the collection of all the resources (content knowledge, concepts, mathematical
skills, epistemology, etc.) that an individual uses during a problem-solving process.
The epistemic form is the main target of an epistemic game that helps to guide
inquiry during the process. Once an individual recognizes the epistemic form, he or
she needs to recognize the conditions to begin and end a particular game. The entry
condition is often guided by the individual’s initial framing of the problem, e.g., con-
ceptual versus analytical. The moves in a game consist of all the steps the individual
undertakes during the problem-solving process. Tuminaro and Redish identified six
types of epistemic games for students’ application of mathematics in algebra-based
physics contexts:
• Pictorial analysis game. This game involves the generation of a picture or
diagram representing the physical situation in context. Drawing circuit dia-
grams, free body diagrams, ray diagrams, etc. are examples of pictorial analysis
games. This game involves four moves: (a) determine the target, (b) choose an
external physical representation, (c) tell a conceptual story based on spatial
relations betweens the objects, and (d) fill in the slots by labeling the diagram
or picture. Although Tuminaro and Redish did not make this distinction, we
contend that the pictorial analysis game does not encompass analyzing graphs,
which involves different sets of knowledge base and moves. The distinction be-
tween the two games is presented in Subsection 6.3.2 in more detail.
40
• Physical mechanism game. In this game, students construct a physically rele-
vant “story” while solving a problem. There are not any mathematical equa-
tions or calculations involved in this game. In this game, students (a) develop
a story about the physical situation and (b) evaluate the story.
• Recursive plug-and-chug game. In this game, students plug numbers to an
equation and produce a numerical answer without meaningfully understanding
the equation. Students playing this game generally do not involve in concep-
tual understanding of the situation. In this game, students (a) identify a target
quantity, (b) find an equation relating the target to other quantities, and (c)
determine if all the quantities in the equation are known. In the case where
one or more quantities in the equation are unknown, they look for additional
equation(s) to find the unknowns. These unknowns are called the sub-targets.
Once one or more sub-targets have been figured out, they return back to their
main equation and plug in the values to get a final answer. Students playing
this kind of game may be thought of as exhibiting pseudo-conceptual behavior
as suggested by Vinner (1997).
• Transliteration to mathematics game. Students playing this game match the
patterns, in particular the mathematics involved in the problems, between
the current problem and previously solved problems. If they feel the patterns
match, they implement the previous solution strategy in the new situation.
Students (a) identify the target, (b) find a solution pattern that relates to the
current problem, (c) map the quantities from their current problem into the
solution pattern, and (d) evaluate the mapping when playing this game.
• Mapping [from] meaning to mathematics . This epistemic game is the most
rigorous of all the games. Students first understand the problem conceptually
and then start a quantitative solution. The moves in this game are (a) develop
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a story about the physical situation, (b) translate quantities in the physical
story to mathematical entities, (c) relate the mathematical entities in accor-
dance with the physical story, (d) manipulate symbols, and (e) evaluate the
solution.
• Mapping [from] mathematics to meaning . This is the second most rigorous
game. In mapping mathematics to meaning, students generally (a) identify
the target, (b) find an equation that relates the target quantity, (c) tell a
story, and (d) evaluate the story. In this game the story does not come after
the identification of the target like in mapping meaning to mathematics, but
rather after the student identifies the equation.
2.8 Representations in physics problem solving
One of our research questions is how representations affect the way students
solve the FTC-based physics problems. This section presents a brief review of pre-
vious work on the effects of representations on student problem solving. Problems
in physics are often presented in various representations, such as words, pictures,
equations, and graphs. Several studies in PER have shown positive effects of teach-
ing using multiple representations on student problem-solving abilities. Kohl and
Finkelstein (2005) showed a significant difference in student performance between
(almost) isomorphic problems presented in different representations (mathematical,
pictorial, graphical, and verbal). In another study on the effect of representation on
student problem-solving abilities, Kohl and Finkelstein (2006) found that student
problem-solving strategies varied with representation as well as with the particu-
lar combination of representation, topic, and student knowledge base. Since this
research focuses primarily on student interpretation and application of graphical
representations, we center this review on this particular representation.
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Several studies in mathematics education show that students often choose al-
gebraic paths over visual paths for information processing, even when the former
ones are more complex (Eisenberg & Dreyfus, 1986; Vinner, 1989). Heid (1988)
claimed that students usually expect an algebraic representation when dealing with
functions, and fail to successfully interpret graphical representations. She showed
how traditional instruction overemphasized students’ algorithmic skills. Students
in her study spent minimal time (3 out of 12 weeks) in learning algorithmic skills
and focussed mostly on analyzing problems, problem-solving skills, classroom discus-
sions. They used computer programs that performed routine graphical- and symbol-
manipulations without needing to perform such manipulations by hand. These stu-
dents performed almost as well on a final exam of routine skills as the students who
practiced the skills for the entire 15 weeks in a traditional course format.
Vinner (1989) documented that students preferred to use non-visual approaches
even when the instructions emphasized a visual approach. Even those students who
indicated their preference for visual approaches (in their self-reported data) chose
non-visual approaches in their actual work. Similarly, Tabachneck, Leonardo, and
Simon (1994) showed that novice economics and physics students often had difficul-
ties in interpreting and extracting information from visual displays. They also had
difficulties in moving between visual and lexical or symbolic representations in a
problem. In contrast, experts readily moved between visual and symbolic represen-
tations and successfully incorporated both representations in their problem-solving.
Using tasks from kinematics, McDermott et al. (1987) pointed out that student
have difficulties connecting graphical representations with physics concepts. They
found that students were unable to interpret the area under a graph. In one of
the questions, students were asked to find when an object was located at x = 110
cm given a velocity-time graph displaying both positive and negative velocities at
different instants. In order to produce the correct answer, students were required
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to figure out the instances when the net area under the curve was 110 cm. There
were three such instances in the given question. They characterized most of the
student difficulties with this problem as “directly related to an inability to visualize
the motion that is depicted in the velocity versus time graph” (p. 506). The other
specific issue they found was students’ inability to relate positive and negative areas
on a velocity-time graph to the displacements in the positive and negative directions,
respectively. In addition to the difficulties with the area under the curve, McDermott
et al. (1987) found that students often interchangeably use the slope and height of
a curve; change in slope and changes in height of a curve; and the shape of the
curve and the shape of the physical path of the motion. Furthermore, students also
have difficulties interpreting negative quantities on graphs, such as negative area or
negative velocity. The students’ indiscrimination between height and slope has been
documented not only in PER, but also in RUME (Orton, 1983b, 1984).
Beichner (1994) developed a survey instrument to assess students’ understanding
of graphs in kinematics (the Test of Understanding Graphs – Kinematics, or the
TUG-K). Data from 895 high school and college-level students showed that students
were unable to recognize the meaning of areas under curves in kinematics graphs,
they often performed slope calculations, and they inappropriately used axis values
when area calculations were required. In one question that involved finding the area
under the curve, students were asked to find the distance covered during a certain
interval of time from the given velocity-time graph. Only slightly more than 50% of
the students were able to indicate that finding the distance from velocity-time graph
involved finding the area between the line segment and the time axis. More than
33% of the students were distracted by the option that involved finding the slope
of the curve. In a similar question, students were asked to determine the numerical
value of the displacement from a velocity-time graph. More than 25% of students
were unable to determine the correct displacement from the given options. Similar
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student responses were also observed in the present study, particularly in the written
responses.
In summary, most of the studies in RUME and their findings were specifically
related to student difficulties with the FTC I, i.e., g(x) =
∫ x
a
f ′(t)dt, whereas much
of the FTC-based problem-solving in physics require the application of the FTC II,∫ b
a
f(x)dx = F (b) − F (a), including its connection with graphical representations.
Even with the FTC I studies, there has not been any research on the effects of
context, particularly physics, on students’ abilities to perceive and construct the ac-
cumulation function, g(x) =
∫ x
a
f ′(t)dt. Some research in PER on definite integrals
implicitly indicated student difficulties with two aspects of the FTC II: integrals and
graphical representations. However, there has not been any research focused exclu-
sively on how students connect the antiderivative difference, the definite integral,
and its graphical representation. FTC-based problem solving in physics often re-
quires students to be able to find the connections among these three aspects. So far,
there has not been any study on how students solve FTC-based physics problems.
The present study was initiated with the exploration of specific student difficulties
with the FTC in mathematics and physics, which later evolved into investigating
student problem-solving and framing while solving graphically-based FTC prob-
lems in physics contexts. Because the purpose of the written surveys and interviews
was different, we used two different perspectives, specific difficulties and epistemic
games (including framing), to investigate the questions that had not been addressed
in other studies. We also used other supplemental frameworks, mostly from RUME
(e.g., concept image and pseudo-conceptual behavior) to explain the potential origins
of some of the specific difficulties observed in this study. Context and representa-
tion are arguably the two most important components of physics problems. Because
there have not been any explicit studies on the effects of representation and context
on student reasoning and strategies to solve FTC-based physics problems, we imple-
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mented an eye-tracking methodology to examine what specific features of context
and representation affect affect student problem solving and how.
2.9 Use of eye-tracking in education research
Previous studies have established a close relationship between cognitive attention
and gaze patterns or eye-movements (Rayner, 1998). One can study an individual’s
visual attention during a problem-solving process by observing his or her gaze pat-
terns. Researchers have used an individual’s visual attention as a measure to study
cognitive and non-cognitive processes (Just & Carpenter, 1976; Lai et al., 2013).
Similarly, there have been a number of studies on individual problem-solving us-
ing eye-tracking technologies. Only those studies relevant to the current project are
described here.
Although the use of eye-tracking studies has been increasing rapidly for the last
30 years in other fields such as psychology, consumer marketing, and web-tracking,
its progress in the education field has been quite slow. Eye-tracking technologies
have been used in education for different purposes, such as: to study the correlation
between various teaching and learning strategies and students’ visual attention, to
measure individual differences in learning through the gazing patterns, to study the
relationship between an individual’s cognition and his or her visual patterns, etc.
Eye-tracking studies have been implemented only in a small number of studies in
the RUME and the PER communities.
2.9.1 Bottom-up and top-down processes
Our written and interview results indicate that students’ responses were based
not only on their use of conceptual understanding but also on automatic stimulus-
driven processes. A number of incorrect responses seemed to be cued visually by
various components of questions (e.g., ∆V , dV
dx
,
∫ b
a
f(x)dx = 3.8), often leading
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them to apply incorrect or inappropriate concepts to evaluate required quantities.
For example, the students’ who evaluated the value of the function difference f(b)−
f(a) instead of evaluating F (b) − F (a) might be cued by the word “change” or
the expression of difference. In order to explain the phenomenon involving both
conceptually-based and automatic feature-based responses, we use the perspectives
of top-down and bottom-up processes.
A top-down process is an individual’s attention mechanism, which is assumed to
be regulated by his or her cognitive machinery, including prior knowledge, nature of
tasks, and expectations. (Corbetta & Shulman, 2002). A top-down process is also
referred to as a goal-driven mechanism. The top-down process constitutes only a
part of visual attention. In many instances, a large part of attention is attributed
to an involuntary mechanism called the bottom-up process. The bottom-up process
is stimulus-driven and guided only by the salient features of visual scenes, unlike
the top-down process. An individual’s bottom-up process can be quickly activated
by showing him or her a particular location that contains one or more contrasting
features (Carrasco, 2011). For example, a red circle, in a collection of green circles,
may automatically drive one’s bottom-up process. In many visual instances, both
bottom-up and top-down processes work simultaneously leading to an increase in
attention capture.
Heckler (2011) proposed that when a task involves choosing between the rele-
vant or irrelevant features, the features that involves a quick response time control
the decision. According to Heckler in a competition between high- and low-salience
features for visual attention, often the low-salience feature is ignored even when
it carries more predictive information. Because student responses in this study re-
vealed indications of both voluntary (cognitive) and involuntary (non-cognitive) pro-
cesses, we found the top-down and bottom-up processing perspectives along with
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Heckler’s proposition to be relevant for explaining students’ visual interactions with
graphically-based FTC questions.
Epelboim and Suppes (2001) showed experts and novices exhibiting different
gaze patterns when they were asked to find the angle marked by “?” as shown
on the diagram in Figure 2.1a. In their responses, the experts moved their eyes
filling a triangular shaped space that was not actually present on the diagram as
seen in Figure 2.1b. In contrast, the novices moved their eyes around only those
shapes that were actually present on the diagram as in Figure 2.1c. The fixations
patterns of experts and novices shown in 2.1 imply that during problem-solving,
experts visualize even those facets that are not given in a problem, whereas novices
looked at in merely those features that are visually present in the given problem.
They found the novices focused merely on surface features, whereas experts focused
on deeper structures. These findings are consistent with Chi et al.’s research on
expert versus novice categorization of physics problems (Chi et al., 1981). Experts
in Epelboim and Supess’s study seemed to apply their conceptual understanding of
the relevant geometry to find the answer, whereas the novices did not seem to use
the relevant geometric concepts. The novices in their study seemed to be cued by
the apparent features of the diagram.
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( + ) that were  presented in a 3 x 3 grid on the screen. 
Subjects  fixated  each + for 2 s and made a saccade to 
the next  cross when prompted by a beep. 
At the  nd of a calibration trial, a fixation + 
appeared at the upper left corner of the screen. The 
subjects fixated the + , and then started a trial, when 
ready, by  pressing a button. The problem appeared and 
the subject started solving it. When  he  was  finished, the 
subject  pressed  the  same button again, after which the 
screen  was  cleared, and a fixation + appeared. The 
subject  pressed  the button  to  start  the next calibration 
trial. There was a time  limit of 5 min for each problem. 
Subjects were not allowed to write or sketch any- 
thing, but the  problems  were  selected to be  simple 
enough to solve mentally. Subjects were asked to rea- 
son aloud, and their  speech  was recorded. 
3.1.2. Analyses of data 
Saccade detection. Saccades  were detected with a 
computer program that uses an acceleration criterion. 
The criteria were established empirically for each sub- 
ject by looking at eye movement traces with saccades 
flagged and adjusting the criteria until all the saccades 
were  detected. Fixations were  defined as periods of 
relatively stable gaze between two saccades. 
Line s 1 s  tangent to  circle O at point B 
OB = AF3 
F l n d  the angle  chord AB makes  with  llne s 
s 
AC = BC R 
C 
Fig. 1. Examples of geometry problems used in this study 
Blinks were detected manually. Fixations that were 
interrupted by a blink and did not contain a total of 50 
ms of stable gaze were not used in the analyses. The 
frequency  of blinking varied among subjects. Fewer 
than 1% of fixations were discarded for RS, < 3% for 
MS and 7% for  ME. 
Assignment of jîxations  to geometrical elements. The 
locations of fixations on the diagram for a given prob- 
lem were calculated using data from the calibration 
trials before and after that problem. The precision and 
accuracy of this location on the diagram was better 
than the size  of one character in the accompanying text. 
Each fixation was  assigned to a geometrical element 
of the diagram. Fixations that fell more than 2 charac- 
ter-widths outside the diagram or text were labeled o, 
for other. 
Text that accompanied the problem was considered a 
single  element (not broken into words). A more realistic 
treatment of text would require a model of reading to 
be  embedded into the model for geometry. At this 
stage, the simplification  of considering text a single 
element  seems reasonable, especially since text that 
accompanied the diagrams was kept brief. 
Note  that  the assignment of  fixations to geometrical 
elements depended on the definition  of the  borders 
between elements, which, in some instances, had  to be 
selected subjectively. In order to assess the amount of 
uncertainty in assigning fixations to geometrical ele- 
ments, 1/3 of all fixations were  assigned to elements by 
two observers. The agreement between the two sets of 
assignments was > 95%. 
3.2. Results 
3.2.1. Global analysis of scanpaths and verbal protocols 
Before testing specific axioms, it is useful to take a 
global look at scanpaths and their relationship with 
verbal protocols of the subjects. This analysis will show 
that eye movements do  not simply  reflect the  protocol, 
but carry additional information that  can be useful for 
modeling cognitive and perceptual processes used to 
solve the problem. The following  example  of a subject 
solving a problem is a representative case study  for the 
process. 
Consider ME's protocol for the problem in Fig. 1: 
Line s is tangent to circle O at point P. OB = AB, 
find the angle chord AB makes with line s. Ok, 
well. .. so, the unknown angle is the complement of 
angle ABO. Ah, so.. . OB = AB, ah.. . ok,  that means 
that a triangle formed by connecting points O and A 
would have to be an isosceles triangle. Ah, in fact it 
would have to be an equilateral triangle. So that 
means that the angle ABO is 60" and the unknown 
angle is 30". 
(a) Given OB = AB, find “?”
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either be unrelated to the structure of the diagram, or elements  served an important role in acquiring and 
limited to the areas that contain the numbers that are updating visual information about the diagram. 
being  proc ssed. Next, we examine in some detail the axioms of the 
Most of  the arithmetic needed to solve the problems OGRE model, starting with  axioms about fixation 
was  simple  nough to be  solved during one or two durations. 
scans.  Occasionally,  however, the subjects got stuck on 
a particular mental arithmetic operation, for example 3.2.2. Distribution of Jixation durations 
adding the sizes of two angles and subtracting the result Axiom FD3 proposes a serial model of fixation dura- 
from 180 to find the third angle. When that happened tion, in which a kat ion terminates when n eye-control 
the eye movement pattern was obviously distinct from instructions are completed. The assumption is that the 
the normal pattern. The subjects continued to shift gaze  execution  times for the eye-control instructions are 
at the  same rate, but instead of looking from one identically and exponentially distributed. This describes 
element to the next, they either looked outside the a Poisson process,  which  is modeled  by a Gamma 
diagram (up at the ceiling or or down at their shoes, for distribution. Fig. 5 shows Gamma probability density 
example), or repeatedly fixated a region near the center functions fitted to the histograms of fixation durations 
of the screen. Two typical examples of the eye move- of the 3 subjects. Statistically, the fits are good (x2 < l )  
ment pattern during mental arithmetic are shown in although not perfect. The best maximum likelihood fit 
Fig. 4. When mental arithmetic was no  being per- value for n was 3 for all subjects. The values for /z were 
fo med, the su jects m de very few fixations outside of very similar for the 3 subjects: 0.0098 for ME, 0.0090 
the diagram (fixations of type 'other'), and rarely re- for MS and 0.0084 for RS. 
mained within the same region for more than 3 fixa- 
tions ( < 3%). 3.2.3. Statistical properties of sequences of scans 
Figs. 2, 3 nd 4 show that global eye-movement In order to test the independence-of-path assumption 
patterns of the subjects depended to some extent on the of Axiom for sequences of g's scanned, X2-tests were 
stage and quality of their reasoni  process, as deter- used to d termine the Markov order of these sequences 
mined by the protocol. Although there was no system- (Anderson & Goodman, 1957). A separate x2 was 
atic relationship between individu l scans and calculated for each problem and each subject. First  the 
oncurrent utteri gs, he evidenc  from mental arith- hypothesis that the sequence has no dependencies (zero- 
metic suggests th t the repetitiv  scanning of diagram order process) was tested against the hypothesis that 
a 
Flg. 3 Comparison of fixation dlstributions of two  expert  subjects and the non-expert. All fixations for each subject are shown. 
(b) Fix ti n of an exp rt.
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element to the next, t ey either looked outside the a Poisson process,  which  is modeled  by a Gamma 
diagram (up at the ceiling or or down at their shoes, for distribution. Fig. 5 shows Gamma probability density 
example), or repeatedly fixated a region near the center functions fitted to th hist grams of fixation durations 
of the screen. Two typical examplesof the eye mov - of the 3 subjects. St tistically, the fit are good (x2 < l )  
ment patt rn during mental arithmetic are shown in although not perfect. The best maximum likelihood fit 
Fig. 4. When mental arithmetic was not being per- value for n was 3 for all subjects. The values for /z were 
formed, the subjects m de very few fixations utside of very similar for the 3 subjects: 0.0098 for ME, 0.0090 
the diagram (fixations of type 'other'), and rarely re- for MS and 0.0084 for RS. 
mainedwithin the same regio  for more than 3 fixa- 
tions ( < 3%). 3.2.3. Statistical properties of sequences of scans 
Figs. 2, 3 and 4 show that global eye-movement In order to test the independence-of-path assumption 
patterns of the subjects depended to some extent on the of Axiom for sequences of g's scanned, X2-tests were 
stage a d quality of their reasoning process, as deter- used to etermin  the Markov order of these sequences 
mined  by the protocol. Although there was no system- (Anderson & Goodman, 1957). A separate x2 was 
atic relationship between individual scans and calculated for each problem and each subject. First  the 
concurr t utterings, the evidence from mental arith- hypothesis that the sequence has no dependencies (zero- 
metic suggests that the repetitive scanning of diagram order process) was tested against the hypothesis that 
a 
Flg. 3 Comparison of fixation dlstributions of two  expert  subjects and the non-expert. All fixations for each subject are shown. 
(c) Fixation of a novice.
Figure 2.1: The eye-fixation patterns of experts and novices during geometric
problem-solving.
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In another study, Madsen, Larson, Loschky, and Rebello (2012) collected data
from 24 participants using six different conceptual physics problems, each with a
diagram containing all the information needed to solve the problems. In order to
analyze the visual attention of the participants on each of the AOI, they defined
three areas of interest (AOI), namely thematically relevant AOI, novicelike AOI,
and perceptually salient AOI, in their stimuli. Their definition of thematically rel-
evant AOI was based on the information provided by a physics professor and two
doctoral students about the features relevant to solving the problem. The novicelike
AOI was defined on the basis of their interviews with 13 introductory psychology
students, each with at least high school or college-level physics proficiency. From the
interviews, they determined the features of the diagrams used by the participants
who provided incorrect responses. For the perceptually salient AOI, they created a
saliency map by running the algorithm developed by a third party in MATLAB R©
software. The purpose of their study was to compare visual attention between cor-
rect and incorrect responders. They found that the individuals who provided correct
responses spent a greater percentage of time looking at the relevant features of the
given diagrams, whereas those who provided incorrect responses spent a substan-
tial amount of time looking at the novicelike AOIs. Madsen et al. also concluded
(but cautiously) that for the first two seconds since the participants first observed
the stimuli, there was no difference in proportion of time spent by the correct and
incorrect problem solvers at relevant, novicelike and perceptually salient AOIs.
In a similar study, Madsen, Rouinfar, Larson, Loschky, and Rebello (2013) in-
vestigated the effects of providing short duration, dynamic visual cues on students’
eye movement and their reasoning. Based on the types of questions administered,
the participants were divided into two groups (with and without cued condition).
The group with cued condition was shown dynamic colored shapes overlaid on the
expertlike features of the problems. The locations of the colored cues were selected
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by roughly mimicking the eye movement of those who correctly answered the same
problems. For example, in a potential energy-based speed-comparison problem of
two roller coaster carts at different heights connected by curved paths, the expert-
like features were the heights of the carts, whereas the novicelike features were the
curved paths. The researchers overlaid the colored boxes over the carts to cue the
expertlike features in the problem. According to Madsen et al. (2013), the purpose
of the cues was to encourage the participants to select and integrate the expertlike
features in the diagrams. Each colored visual cue appeared for 4 seconds, right after
presenting the problems, to allow the participant to read the problem statement,
then each of the 12 cues were shown sequentially for 500 ms, with the total cueing
time of 6 s. Although the total cueing time lasted only for 6 s, the participants were
allowed to answer the problem at their own pace. The participants in the noncued
group were also provided the same problems, but without any visual cues.
Madsen et al. (2013) indicated the positive influence of visual cues on reason-
ing and visual attention during problem solving. They found evidence that short-
duration dynamic visual cues helped students (previous incorrect responders) to
focus on relevant features and hence to invoke correct solutions. They also found
that the participants in the cued condition spent less time on the novicelike fea-
tures in the diagram and more time on the expertlike features in the diagram in the
transfer problem on one problem set. Their results indicated that the use of visual
cues in physics problems is promising.
Nyström and Ögren (2012) studied the effects of visual representations while
solving multiple-choice vector calculus problems. They constructed eight sets of
problems in two analogous versions, with and without visual illustrations. They
administered the problems with illustrations to 20 students and those without illus-
tration to 16 students. Their results indicated that the overall effect of the illustra-
tions on students problem-solving performance was small. Although the participants
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visually attended to the illustrations, they seemed to have utilized the visual infor-
mation only sparingly. This finding is consistent with the findings of Vinner (1989)
discussed in Section 2.8.
In their study, van Gog, Paas, and Van Merriënboer (2005) compared the eye
movement behaviors of higher-expertise participants to those of lower-expertise par-
ticipants. The higher- and lower-expertise participants were identified on the basis
of their performance efficiency on the given simulation tasks. The tasks included
trouble-shooting electric circuits with multiple faults (e.g., batteries and meters con-
nected in wrong ways, presence of short-circuited segments, and incorrect resistors
resulting in too high or too low voltage). They divided the participants’ trouble-
shooting process into three phases: problem orientation, problem formulation and
action decision (first action), and action evaluation and next action decision (second
action). Action decision is the duration between 0 s and a participant’s attempt to
activate the circuit by pressing the switch. Problem formulation and action decision
is the period between the end of the first phase and the participant initiation of the
first repairing action on the circuit. Action evaluation and next action decision is
the phase between the first action and the initiation of the actual action an decision
for next action.
Their results indicated that the higher expertise participants spent relatively
more time in the problem orientation phase, had a shorter mean fixation duration,
and fixated more on a major fault-related component then lower expertise partici-
pants. The mean fixation duration was longer for the higher expertise participants
during the problem formulation part of the problem formulation and action decision.
Higher expertise participants spent relatively more time in the action evaluation and
next action decision phase than the lower expertise participants. Their verbal data
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suggested that the lower expertise participants did not pay much attention on the
problem orientation; instead they started to test the functioning of the circuit right
away.
Although there have been a few eye-tracking studies on student understanding of
selected topics in mathematics (e.g., geometry, proof validation) and physics (kine-
matics) separately, to the best of our knowledge, there have been no such studies
at the mathematics-physics intersection. The current study may provide a founda-
tion for using eye-tracking experiments to investigate how students use mathematics
(e.g., graphical features) in physics (e.g., finding displacement). Previous researchers
have investigated gaze patterns of correct versus incorrect responders (or experts vs.
novices) in different regions of a stimulus (e.g., graph, texts). However, there has
not been any study on differences in students’ visual interactions between mathe-
matics versus physics stimuli. In the present study, we looked at the relations among
different variables, including stimuli version (mathematics versus physics), types of
responses (correct versus incorrect), and areas of interest (graph, equation, etc.). Our
initial purpose for the eye-tracking study was to explore students’ visual attention
while solving the FTC-based mathematics and physics problems in graphical repre-
sentations and hence to verify and supplement the written and interview findings.
We considered the perspectives of top-down (conceptually driven) and bottom-up
processes (stimuli driven) to be the most relevant frameworks to explain the findings
of the eye-tracking study because students’ written responses indicated that they
use both conceptual as well as stimuli-driven (or salient feature-driven) reasoning in
graphically based FTC questions. We offered cases that might involve competition
between the features for visual attribution supporting Heckler’s proposition about
the competition.
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2.10 Summary
In conclusion, we focused on four main aspects in this chapter: exploring the
work that has already been done on this topic, examining some of the previously
reported phenomena on different topics that were similar to those observed in this
study, exploring the perspectives used to explain those previously observed phenom-
ena, and presenting a detailed discussion about the mechanics of implementations
of the principal frameworks used in other similar studies, such as about the imple-
mentation of framing and epistemic games in mathematically based physics problem
solving. This study not only implements the perspectives proposed by previous re-
searchers, but also expands them either by providing concrete cases (e.g., cases on
students playing a graphically based recursive plug-and-chug game) or by exploring
the aspects that were untouched by previous frameworks, such as the effects of con-
texts or representations on students’ covariational reasoning in application of the
FTC in problem solving.
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CHAPTER 3
METHODOLOGY
Education researchers generally use either qualitative, quantitative, or mixed
research methods depending on the nature of their studies. This research utilized
both quantitative and qualitative methods to analyze the data. Different data col-
lection methods are used in education research depending on the research purpose.
In physics education research (PER), commonly used data collection methods are:
written surveys, individual and group interviews, teaching interviews, student ob-
servations, etc. Among them, the two most common methods in PER are, arguably,
written surveys and individual interviews.
Written surveys are a common data collection method where the data are often
analyzed quantitatively. Often in written surveys, it is not possible to manipulate the
conditions and hence it does not generate data that can explain the relevant cause-
and-effect phenomena adequately (Creswell, 2013). Thus, both written surveys and
semi-structured interviews were used to investigate students’ understanding and ap-
plication of the FTC, mostly using graphical representations. Although our initial
data analysis method was more quantitative, in this case using surveys, our desire to
investigate the observed phenomena at a deeper and more detailed level motivated
us to use qualitative data analysis methods (using data from interviews) as well. In
addition, we also used eye-tracking experiments to understand students’ eye-gaze
patterns during the FTC-based problem solving process. The eye-tracking experi-
ment was implemented in the later stage of the research to explore any connections
between other data and students’ visual attention. The three methods are discussed
in detail in the sections below.
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There are two major data collection techniques with respect to the time frame
over which the data are collected that are generally implemented in education re-
search: (a) cross-sectional designs, in which researchers collect data at one particular
point in time and (b) longitudinal designs, in which researchers gather data more
than once from the same population over an extended period of time. We imple-
mented a cross-sectional survey design in this study because we were more interested
in student application of the FTC at one point in time rather than over an extended
period. In particular the primary goals of this study were to find students’ reasoning
and strategies for solving the FTC-based physics questions in graphical representa-
tions at one particular point in time. The cross-sectional designs in this study in-
cluded three different methods for data collection: written surveys, semi-structured
individual interviews, and an eye-tracking study.
3.1 Written surveys
The written survey is one of the commonly used methods (for both cross-sectional
and longitudinal survey design), in which the survey participants are generally asked
to complete either a multiple-choice or a free-response questionnaire in a fairly short
time period (5-10 minutes). We designed and administered written questionnaires in
different classes during three consecutive semesters in a northeastern US university
near mid-semester. The details of the survey design are presented in subsequent
sections. A summary of the survey administration is presented in Table 3.1.
3.1.1 Semester I pilot survey (PS)
In Semester I, a pilot written survey was designed by using some of the released
items asked in previously administered AP Calculus exams. Not all the distractors
(choices) in the original AP exam questions were relevant to the student difficulties
and the features in the graphs. Thus the distractors were replaced by the ones
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that were more relevant to our purpose and were based on the student difficulties
revealed in our previous study on student understanding of the signs of definite
integrals. In particular, the graphical features of one of the questions (Figure 3.1)
were tweaked to make the signs of f(3)− f(0), i.e., endpoint and ∆f
∆x
, i.e., slope, the
common potential difficulties, positive. Three mathematics questions and a physics
question, with several sub-questions, were included in the pilot survey (Figure 3.2
and Appendix A). These questions were administered in two introductory calculus
(Calculus 1) recitation sections. A total of 46 students completed the survey.
Figure 3.1: An example of the original AP question.
3.1.2 Semester I and Semester II written surveys (S1 and S2)
In Semester I, a mathematics survey (MS1) was designed by including the first
two questions (PS-Q1 and PS-Q2) from the pilot survey. However, unlike in the
pilot survey, the questions in this survey were free-response questions. The pur-
pose of the first question (MS1-Q1) was to probe students’ abilities to graph an
integral function, whereas that of the second one (MS1-Q2) was to probe their abil-
ities to find the connections among antiderivative difference, definite integral, and
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2. The graph of f(x) is shown in the figure 
to the right. 
If 𝑓 𝑥 𝑑𝑥 = 3.65!!  and F'(x) = f(x), 
then F(3) – F(0) = 
(A) 1.65 (B) 2.65 
(C) 3.65  (D) 4.65  
(E) 5.65 
Explain how you know. 
 
 
 
 
 
3. The graph of f is shown in the figure 
at right. 
If 𝑔 𝑥 = 𝑓 𝑡 𝑑𝑡!! , for what values 
of x does g(x) have a maximum? 
(A)  a (B)  b  
(C)  c  (D)  d   
(E)  It cannot be determined from 
the information given. 
Explain how you know. 
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Figure 3.2: Modified version of the AP question.
area under the curve. This survey was administered in three multivariable calculus
lecture sections (Calculus 3) taught by three different instructors. Since we were
also interested in understanding the role of physics contexts on students responses
and reasoning to the FTC questions, we designed two physics questions (PS1-Q1
and PS1-Q2) by changing the graphical features (to deal with the sign issue) of the
second question (MS1-Q2) and introducing different physics contexts (electrostatics
and force-momentum), as shown in Figures B.3 and B.4. These questions were ad-
ministered in a second semester calculus-based introductory physics class (Physics
2). Later during the same semester, another physics question (PS1-Q3) with analo-
gous mathematical structure (Figure 3.3) was also administered. This question was
designed, particularly, to investigate students’ tendencies towards using algebraic
and analytical reasoning. This question was administered in Physics 2 during the
mid-term exam. A detailed discussion about PS1-Q3 is presented in Subsection 3.1.3.
Except for the physics survey given on the exam (PS1-Q3), the modified versions
of other surveys, both mathematics and physics given in Semester II, were admin-
istered in semester III to different cohorts of multivariable calculus (Calculus 3)
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students. The mathematics and physics surveys were administered in two Calculus
3 lecture sections and a large Physics 2 lecture section, respectively.
Single-variable introductory calculus (Calculus 1) is a prerequisite for both Physics
2 and/or Calculus 3. Since the FTC in a single-variable context is introduced in Cal-
culus 1 at the institution where the survey was administered, the participants were
expected to be familiar with the topic. The frequency of survey participants in
different classes is listed in Table 3.1. The overall response rate for all the written
surveys ranged from 60 to 90 percent. All of the data were digitized. Individual
student responses were later transcribed into spreadsheets for coding and analysis
purposes.
Table 3.1: A summary of written survey administration.
Semester Course Section N Question
I
Calculus 1 Recitation A 28
}
Figure 3.2 and
Calculus 2 Recitation B 18 Appendix A
II
Calculus 3 Lecture A 54 
Figure 4.1
Calculus 3 Lecture B 63 and
Calculus 3 Lecture C 43 Appendix B.2
Physics 2 Lecture 90 Appendices B.3 & B.4
Physics 2 Lecture 204 Appendix B.5
III
Calculus 3 Lecture A 36
}
Appendices 4.1 & C.1
Calculus 3 Lecture B 56
Physics 2 Lecture 120 Appendices C.2 & C.3
3.1.3 Semester I physics question on capacitor discharging
Almost all the questions used in this study require students to be able to deal with
graphical representations. In addition to graphical skills, they were also expected to
possess analytical problem-solving skills. These two are arguably the most important
skills that students need in order to succeed in solving typical physics problems.
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Previous studies, including our own, indicate that while solving problems (both
physics and mathematics) involving graphs, students often fail to extract the right
information from the graphs and often attempt to solve them analytically (mostly
inappropriately) (Bajracharya et al., 2012; Selden, Mason, & Selden, 1989; Vinner,
1989). Although students show greater affinity for an analytical problem-solving
approach, they often exhibit various inappropriate steps while solving the problems
analytically. In order to follow up on students’ analytical reasoning observed in
previous surveys, we designed an FTC-based physics question with an algebraic
function as a distractor, as discussed in the following subsection. The main purpose
of this question was to investigate the extent to which students are inclined towards
analytical reasoning as well as their inappropriate moves during their analytical
approach.
3.1.4 Details of the capacitor discharging question
In the written survey (S1) responses, we found that a small number (∼7%) of
students used analytical approaches, mostly inappropriately, to solve the graphical
problems. These inappropriate analytical approaches included improper manipula-
tion of given formulas and irrelevant execution of various mathematical operations
such as division, multiplication, subtraction. This motivated us to further investi-
gate the way they use the analytical approach to solve non-analytical problems. The
capacitor discharging question (Figure 3.3) is a typical and routine calculus-based
physics problem about the change in the amount of charge during a discharging
process. In this problem, unlike in other typical routine problems, an algebraic ex-
pression for charge as a function of time i.e., q(t) = q0e−t/RC was also provided as a
distractor. Because the solution to this problem involves a multi-step process, stu-
dents are expected to use analytical thinking during each of the steps, in addition
to the information from the given graph. In order to evaluate the change in the
59
1. Consider a capacitor of capacitance C that is being discharged 
through a resistor of resistance R. For a discharging capacitor, the 
charge at any instant of time t is given by 𝑞 𝑡 = 𝑞!𝑒!!/!"  
where qo, is the initial charge in the capacitor. The curve below 
shows how current through the capacitor changes with time. 
What is the change in amount of charge (in Coulombs) on the 
capacitor between the times t1 = 1 sec. to t2 = 2 sec. during the 
discharging process? 
 
 
 
 
 
 
	  
Figure 3.3: The discharging question administered in the Physics 2 mid-term exam.
amount of charge during the given times (∆q = q(t2) − q(t1)), students are first
required to define current (I) as the derivative of charge with respect to time (t)
and then identify or derive the relation ∆q =
∫ t2
t1
Idt. Second, they are required to
identify the integral as the area under the curve in the given current-time (I−t)
graph. Besides these two principal requirements, they are also required to be able
to correctly evaluate the area under the curve.
The construction of the capacitor discharging question was based on our spec-
ulation of potential student responses to a problem with a distracting algebraic
function. Based on students’ responses to other written questions, we speculated
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that students who are more inclined towards the analytical approach of solving the
problem will either totally disregard or inappropriately use the given I−t graph.
Additionally, these students will plug in t1 = 1 sec. and t2 = 2 sec. in the given ex-
pression for q to get an expression for ∆q. In addition to these approaches, students
will also attempt to determine ∆q by using other trivial mathematical operations
such as subtraction of the function values at endpoints (endpoint reasoning), prod-
uct (alternate area reasoning) or division of I and t (slope reasoning), differentiation
of q(t). The purpose of the capacitor discharging question was to find out the ex-
tent to which students’ inappropriate use of an algebraic function and/or equations
might affect their responses and reasoning to a graphically-based FTC question.
3.1.5 Administration
The discharging question was administered in a regular Physics 2 preliminary
exam after the completion of all relevant instruction on the topic. Students in Physics
2 were expected to be familiar with the mathematical concepts underlying this ques-
tion because these concepts are generally introduced during single-variable calculus
(Calculus 1) instruction, which is a prerequisite course for Physics 2.
3.1.6 Analysis of written surveys
Because our initial purpose was to identify student difficulties with the applica-
tion of the FTC, we used the perspective of specific difficulties to analyze student
written responses (see Section 2.2.1 for detailed discussion) (Heron, 2003). Our
purpose was also to categorize student difficulties by identifying and classifying pat-
terns in student responses to the written and interview questions. For this reason,
our analysis of written responses was also inspired by Grounded Theory, in addition
to the perspective of specific difficulties. The specific guiding principle of Grounded
Theory in the context of this research was to identify patterns in student responses
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and come up with a coherent description of what was seen about student application
of the FTC.
Unlike in the interview analysis (see Subsection 3.2.5), we did not use (or have to
use) all the stages of categorization process suggested by Grounded Theory (Strauss
& Corbin, 1997). In the beginning, the data were inspected in minute detail while
developing a number of specific initial categories (an open coding). Next, the spe-
cific categories were merged into broader categories based on the relations among
the specific categories (constant comparative coding). Then more refined categories
were created by finding common characteristics among the previous categories (ax-
ial coding). Among other variations, one specific variation in our use of Grounded
Theory was that we were not totally unaware of the previous findings on the topic of
interest. We found that although some of the categories that emerged in this study
had been reported by previous researchers in other topics (e.g., derivative, integral),
none of them have been reported in the context of the FTC. The reason for this
might be that unlike the present research, which focused primarily on student appli-
cation of the FTC, previous studies had focused primarily on student understanding
of the FTC.
3.2 Interviews
Written surveys helped us to identify a number of specific difficulties that stu-
dents have in understanding and applying the FTC. However, some important ques-
tions still remained unanswered (e.g., What are the origins of these difficulties? How
deeply are they rooted? How do these difficulties affect their problem-solving strate-
gies?). In order to investigate more deeply some of the issues that surfaced in the
written surveys, semi-structured clinical interviews were conducted with 14 under-
graduate students from one of the written survey populations, between 3 and 14
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days after the administration of the survey (Creswell, 2013). The semi-structured
interviews were scheduled in advance at a designated time and location. The in-
terviews were focused around a set of predetermined questions although follow-up
questions emerged during the interview process. Each interview lasted for about one
hour (± 15 minutes). The interview participants were enrolled in either Calculus 3,
Physics 2 or both.
3.2.1 Details of interview questions
The goals of individual interviews were to investigate deeply student difficulties
along with their potential origins and problem-solving strategies while solving the
FTC-based physics problems in graphical representations. For the interviews, four
physics problems were constructed by replacing the function f(x), the variable x,
and the antiderivative F (x) in the original mathematical survey question MS1-Q2
(Figure 3.2) with various physics notations as shown in Table 3.2. The graphical
features of each of the problems were also varied to make the graphs as sensible
(physically) as possible.
The interview questions are shown in Figure 3.4 and in Appendix E. The first
question was in a thermodynamics context; since it is not usually introduced in either
of the introductory physics courses (1 or 2), we assumed that the participants were
not familiar with this context. The second one was in a temperature context, which
is also not usually dealt in either of the physics courses. However, this one was more
intuitive than the first one; the terms are more familiar. The third and the fourth
contexts were electrostatic and kinematics, respectively. The students had recently
dealt with electrostatics in their physics class, whereas kinematics context is usually
covered in both the introductory mathematics and physics courses. Despite the
varied physics contexts, these questions share a common underlying mathematical
theme based on the FTC, and thus could be solved using calculus without using
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Table 3.2: Transforming from the mathematical contexts to the physics contexts.
Mathematical Physics notation Abstract
notation Q1 Q2 Q3 Q4 notation
x V t r t  
f(x) P dT
dt
E v 
F (x) U T ∗V x 
F (b)− F (a) ∆U ∆T ∆V ∆x ∆
x - variable
f(x) - function of x
F (x) - antiderivative of f(x)
F (b)− F (a) - difference of antiderivative between two bounds
V - volume
P - pressure
U - internal energy
t - time
dT
dt - rate of change of temperature
T - temperature
x and r - position
E - electric field
∗V - electric potential
∆V - potential difference
t - time
v - velocity
∆x - displacement
any physics knowledge. The questions were asked in a sequence from less familiar
(thermodynamics) to more familiar (kinematics) contexts (see Subsection 3.2.1 for
more detail). Although not demanded by the questions, if participants wanted to
make sense of the physics contexts, they could do that using either their formal
physics knowledge (e.g., velocity is the rate of change of displacement) or their real-
life experience (e.g., a car moves faster when it speeds up). The purpose of varying
contexts in the problems was to investigate its effect on student problem solving.
The first question, i.e., I1-Q1 (Figure 3.4) asks participants to find the change
in internal energy (∆U), given the P−V graph and the definition of pressure as
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1. The curve on the right shows how the pressure of a gas 
changes as the volume changes.  For this curve (process), 
we can define pressure as the rate of change of internal 
energy with respect to volume, i.e.: 𝑃 = 𝑑𝑈𝑑𝑉 
Find the change in internal energy (∆U) when the volume 
changes from V1 = 2×106 cm3 to V2 = 6×106 cm3. 
 
 
 
1	  
Figure 3.4: The first interview question (I1-Q1).
P = dU
dV
.1 In order to evaluate the change in internal energy (∆U), students were
expected to find the connection between ∆U and the P−V graph, in particular the
area under the curve. Given P = dU
dV
, one can arrive at the expression ∆U =
∫ V2
V1
PdV
either by solving analytically or by directly using the FTC. Since there is no algebraic
function for P given in question, the analytical approach does not produce the
required answer. This is also the case for the second (temperature) problem. Thus,
one needs to realize that the integral (
∫ V2
V1
PdV ) is given by the area under the
P−V graph. The area under the curve is evaluated by estimating the number of
1The correct and complete expression is P = −( ∂U∂V )S . To keep students focused on the FTC
application, we oversimplified this expression by removing the negative sign, the subscript S and
changing the partial derivative to the total derivative.
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squares under the curve. Unlike in the P−V and the temperature problems, the
algebraic expressions for electric field (E(r) = 1
4pi0
q
r2
) and velocity (v(t) = 2t − t2)
were provided in the remaining two questions. The required displacement ∆x in
the fourth question, I1-Q4, could be evaluated analytically using the expression for
velocity. However, since no information about charge and 0 was provided, one still
needs to find the area under the curve to find ∆V in question I1-Q3. The purpose
of providing algebraic functions, in addition to graphical representations, was to
investigate the effects of this addition on student problem solving.
3.2.2 Semi-structured interviews
The format of the interviews were semi-structured with four fixed initial prob-
lems that revolved around a single theme: finding the change in a quantity (e.g.,
∆x) from the graph of its rate (e.g., v versus t). Several short and situational (de-
pending upon the student response) follow-up questions were asked following the
participants’ responses to each of the principal questions. The entire interview ses-
sion was video recorded and these recordings were the main data source for our
analysis. Although the follow-up questions were based mostly on the participants’
responses, some were designed to probe their understanding of the specific elements
of the FTC including the concept of a Riemann sum, the meaning of the differential
dx, and the relationship between a rate and its integral. Student understanding of
these specific concepts was examined by analyzing the specific (relevant) moments
in the video data as discussed in Subsection 3.2.5.
3.2.3 Interviewer’s role in interviews
Each of the four principal interview problems was accompanied by a series of
follow-up questions, such as “How do you know that?” and “Why do you think it
is?” in order to probe students’ understanding of the concepts underlying the FTC
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application. During the problem-solving activities, students manifested various gen-
res of knowledge (declarative, conceptual, procedural, etc.), depending often on the
kind of questions asked by the interviewer. When the participants were completely
off track or did not show any sign of progress in the problem-solving activities,
the interviewer prompted them in various ways, such as by questioning their false
assumptions (e.g. that P is constant in the P−V curve) or by asking them for
alternative routes to solve the problems. These interviewer actions often facilitated
the students’ manifestation of the relevant knowledge and skills. This interviewer-
facilitated knowledge-triggering mechanism was suggested also by Cui et al. (2006).
According to them, students’ abilities to apply their calculus knowledge in a physics
problem could be enhanced by providing cues and guidance. The participants were
asked to think aloud as they solved the problems. Because of the time commitment
(about 1 hour), the interviewer played an active role in keeping the interviewees on
track. Whenever the participants became stuck and were not making progress, the
interviewer frequently asked questions, including: “What are you thinking?” and
“How else would you solve it?” As suggested by Bernard and Bernard (2012), the
interviewer used various probing techniques:
• Silence. Whenever appropriate, the interviewer remained silent to allow the
participant to think-aloud. However, when the participant did not think-aloud
and remained silent for extended period of time (>1 min), the interviewer often
asked them what he/she was thinking.
• Echo. The interviewer often repeated the participant’s points in order to
encourage him/her to express more ideas.
• Verbal agreement. From time to time, the interviewer used various phrases
such as ‘yeah,’ ‘okay,’ ‘great,’ ‘uh-huh,’ etc. to indicate his interest towards
the participant’s response.
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• “Tell me more”. The interviewer frequently asked the participant to provide
further explanation on a particular point or issue.
• Leading. The interviewer asked follow-up questions in order to lead the par-
ticipant to provide an in-depth explanation for his/her initial response.
• Baiting. Occasionally, the interviewer gave the impression that he was not
aware of certain information, in order to prompt the participant to provide
further explanation.
3.2.4 Extended interview sessions: mini-teaching interviews
Each individual student interview consisted of two stages. The first stage was
structured as a clinical interview (Subsection 3.2.2) to draw out evidence of stu-
dent thinking about the problems without any instructional intervention. The sec-
ond stage took the form of a “mini-teaching” interview2, in which questions were
asked about the specific concepts that were necessary to solve the problems/tasks,
e.g., connecting rate of change to accumulation and the FTC. Despite what the
word “teaching” might suggest, there was not any direct instruction involved in the
mini-teaching interviews. One of our research questions was about the impacts of
knowledge elicitation on student problem solving. The main purpose of teaching
interviews was to elicit students’ knowledge on various facets of the FTC (e.g.,
function, antiderivative, Riemann sum, integral) and to find out how they solve the
previously attempted problems once their knowledge has been elicited. In most in-
stances, mini-teaching interviews were initiated by asking participants to define the
rate of change of a generic function f(x) with respect to the variable x, or simply
asked to write the expression for the derivative of f(x) with respect to x. Then they
were asked how they would get the function f(x) back from the derivative f ′(x).
2Though technically different, our mini-teaching interviews were inspired by Thompson’s teach-
ing experiments (Thompson, 1994a).
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The details of a mini-teaching interview, along with an example, is presented in
Section 5.3. Because the participants were recruited only for an hour, the length of
the second stage depended on the time remaining after the first stage, but typically
took 10–30 min. See Section 5.3 for further detail on the mechanics of mini-teaching
interviews.
3.2.5 Interview analysis
Interview data were analyzed on the basis of steps suggested by Grounded Theory
(Strauss & Corbin, 1997). First the entire interview sessions and later the segments
for individual questions were watched several times before coding the students’ re-
sponses. Described below are the series of steps that were considered during the
analysis of interviews (Creswell, 2013). The entire process was driven by our inten-
tion to categorize student problem-solving strategies.
1. Memoing. The analysis began by writing memos describing and interpreting
(making sense of) the student responses in the interviews. Memos were writ-
ten during and immediately after the data collection process (interviewing)
to document some of the observations made during the process. The post-
interview memos were written by watching and re-watching the audio-visuals
several times both individually and with another researcher. The other re-
searcher helped to identify and confirm the common features and patterns in
student responses.
2. Transcription. The individual interviews were turned into textual material,
which became the primary data for subsequent analysis. The transcription
of the audio-visual data was carried out in a commercially available software
called Inqscribe R©. The audio-visuals were watched several times to assure the
correctness of the transcripts. Due to the nature and scope of the research, the
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transcripts were not created completely verbatim. The technical terms (e.g.,
delta, integral, plus) were presented in the conventional form (e.g. ∆,
∫
, +,
etc.) to make the interview transcripts more readable. In addition, the non-
verbal communications such as gestures, laughters, sighs were not included in
the transcript.
3. Open coding. During this process, the interview data were broken down into
distinct units that carry a specific meaning related to the problem-solving,
e.g., the phrase “P is a constant” is a distinct unit of a student solution that
carries a specific meaning. Initially, the interview transcripts were analyzed
line by line in order to find key words, phrases, symbols, artifacts, etc. that
the participants used to solve the FTC-based physics problems. The purpose
of this process was to identify the key components of a student solution. In
open coding, initial concepts were developed by identifying units of data that
could be a short phrase or a long sentence. The coding is “open” in the sense
that several individual codes, yet to be connected, were generated during this
process.
4. Constant comparative coding. According to Glaser and Strauss (2009), con-
stant comparative coding is a fundamental part of Grounded Theory in which
incidents are clustered on the basis of properties and categories that connect
them together. The previously generated open codes were clustered into groups
based on the similarities, differences, and relationships among those codes by
looking at three principal components in student responses: ontological com-
ponents, action, and justification or reasoning. Considering students solving
the P−V problem as an example, the ontological components might be the
terms such as pressure, volume, and area; action might be integration and
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equation manipulation; and justification or reasoning might be considering
pressure to be constant or linear.
5. Axial coding. During the axial coding process, concepts were identified in
terms of their dynamic interrelationships. Previously generated categories were
assembled to identify relationships by refining the properties of these cate-
gories (e.g., algebraic manipulation, use of graph, and physical interpreta-
tion). Particular attention was paid to conditions (e.g., where, when, why),
actions/interactions (e.g., responses, micro-strategies), and consequences (e.g.,
outcomes) in order to find the relationships among the previous categories.
6. Developing core categories. Formation of core categories is considered to be
the final stage in the grounded theory process. Through the process of coding
and abstraction, the data were finally condensed into a higher order or core
category, which was justified as the basis for the anticipated unique student
problem-solving strategies. Each core category was saturated as much as pos-
sible such that it encompassed as much of the observed phenomena as possible.
Three core categories of strategies were identified in our analysis: algebraic,
graphical, and integral.
In the beginning, the interviews were coded by a single researcher; the codes
and the process of coding were later scrutinized by a second researcher. In addition,
parts of the data were coded by other researchers, first individually and then in
groups to find out discrepancies and their causes.
3.2.6 An example of Grounded Theory-inspired analysis
This section presents an example of an analysis of a student’s problem-solving
strategies using Grounded Theory. The main purpose of this analysis was to clas-
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sify student problem-solving strategies into broader categories following the steps
suggested by Grounded Theory (Strauss & Corbin, 1997).
The analysis began with the open coding process (the first step suggested by
Grounded Theory) to identify the building blocks or constituents of the student
strategies. The potential constituents (open codes) were identified by identifying
the student’s actions and their justifications. Relevant student excerpts were un-
derlined to create the initial open codes and a brief interpretation (or summary,
indicated by “NB:”) of each of the observed phenomena was jotted down. This kind
of interpretation often provided an initial basis for what we might observe during
the analysis process.
The first interview question was to find ∆U between the two volumes, given
the P−V graph and the definition of pressure as P = dU
dV
. Chris began with the
given equation for the pressure and after simply replacing d with ∆, he equated
the term ∆U
∆V
with the given equation as P = dU
dV
= ∆U
∆V
. He extracted the values of
the pressures corresponding to the given volumes and wrote them down as .5 – .18
[which is simply, P2− P1]. When the interviewer asked him to explain what he just
did, he responded:
Chris: So this is what I’m gonna do. Pressure can be, you know, explained1
as the change in internal energy to the change in volume as it says, right2
here, and we’re given a pressure graph and then we’re given the volume as3
the pressure makes, and it makes sense because as volume increases, pressure4
decreases, and as volume decreases, pressure increases [showing the graph].5
So, that makes sense. Now, the key to finding out pressure in my opinion6
is that... I mean, to find the change in internal energy in my opinion is to7
find out what the pressure is in relation to the change in volume. Now, we8
know that the change in volume is given. It’s 4× 106. That’s the change in9
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volume. But, there is no real thing as, like, zero pressure on this planet. So,10
we can say the pressure is a arbitrary amount in relation to something else.11
So, could find, we could write this as change in pressure [adding ∆ in front12
of P ]. Say, like, one amount starts at zero and it changes along with this.13
So, since this is a positive change in volume [pointing the given volumes in14
the question], so... This is, but this is a negative change in pressure [pointing15
along the curve from left to right] so, we’re gonna have a negative right here16
[circles ∆U on previously written ∆U
∆V
] as the change in U . So, we can say,17
like, the change in pressure here... Do you have a calculator or do we not, do18
we not, need one?19
NB: Chris’s immediate interpretation of the term dU
dV
as the ratio of change in
internal energy to change in volume seemed to have motivated him to use the
simple algebraic approach to solve this problem. This is also justified by his
immediate action of finding pressures corresponding to the given volumes. His
target was to find the values of the two variables and some how use them in the
formula to figure out the required third quantity (∆U). He justified his actions,
mostly inappropriately, by using physical interpretations of the situations at
hand. For example, in order to be able to use ∆P in the formula, he argued
about the arbitrariness of pressure and equivalency of ∆P and P .
Interviewer: You may not need calculator, but if you need, I can bring one.20
Chris: That’s okay. I don’t think I will need it.21
Interviewer: But you don’t need to find exact value, just tell me how to do.22
Chris: So, we say, like, that’s a negative .32× 105 Pascal.23
Interviewer: So, that’s ∆P ?24
Chris: Yeah, that’s equals ∆P ...25
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Interviewer: Okay.26
Chris: ... and we can say... okay that’s also... Since we’re setting an27
arbitrary number, ∆P could be seen sometimes as just P itself because we28
don’t - it’s sort of, like, potential energy. You don’t really know where it ends,29
you only know how it is in relation to something else. Except if you’re in30
space. But we’re saying here that’s P and then we’re gonna say ... change in31
U , which is what we’re trying to find and that’s 4× 106 and this is actually32
times 10 to the 10th. So, we’re gonna say .32 divided by 40, do you see why33
I’m doing that? Because this is times ten to the six, tenth, fifth ... and that’s34
times... times ten to the, uh, 6th. Now, here’s where I’m confused ... I think35
I actually might have messed up the units, actually, ‘cause... I’m looking at36
this as cm3 and this is in m3. So, but units aside, you’ll divide this [points to37
.32
40
] and that’ll give you the change in U , which is negative. And that makes38
sense, because as the volume gets bigger, the internal energy in its ... you39
know ? ... the amount of... we [unintelligible] pressure as the amount of40
molecules or particles pushing out and giving a pressure all around. So, as41
it, gets bigger there’s, it’s less... crowded so it doesn’t push out as much. So42
that answer being negative makes sense because as you change the volume43
positively, pressure will decrease because what’s inside there won’t pu-, be44
able to push out as much, because it’s, it has a lot more room then.45
NB: Although Chris chose to use the simple algebraic approach to solve this
problem, he made an error in his algebraic manipulation for ∆U . Instead of
multiplying P with ∆V , he divided P by ∆V . The reason for this may be
due to Chris’s focus mostly on explanation rather than on manipulation or
calculation.
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3.2.7 Extracting the highlighted text for open coding
All the important points highlighted in the above transcript were extracted for
the purpose of open coding. Some of the extracts were slightly modified by using
appropriate notations or representations to make it more readable. Presented below
are the extracted and refined texts (open codes) that are the potential constituents
of the student strategy. As a reminder, these texts mostly represent the ontological
components (e.g., pressure, volume), student moves (e.g., use of graph) and their
justifications (e.g., pressure is constant).
1. change in internal energy to the change in volume → ∆U
∆V
2. pressure graph → P−V graph
3. as volume increases pressure decreases }
→ Physical interpretationand as volume decreases, pressure increases
4. finding out pressure → P = ?
5. change in internal energy → ∆U
6. find out what the pressure is }
P = ? → ∆Vin relation to the change in volume
7. change in volume is given → ∆V
8. there is no real thing as, like, zero pressure → no absolute P
9. pressure is a arbitrary, write this (P ) as change in pressure → P ∼ ∆P
10. but this is a negative change in pressure → ∆P is negative
11. negative ∆U →negative ∆U
12. ∆P could be seen sometimes as just P → P ∼ ∆P
13. it’s sort of, like, potential energy → Making sense
14. you’ll divide this [pointing at .32
40
] → ∆P
∆V
15. that’ll give you the change in U , which is negative → ∆U = ∆P
∆V
, -ve
16. So, as it gets bigger it’s less... crowded → Making sense
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so it doesn’t push out as much → Making senseyou change the volume positively
pressure will decrease
3.2.8 Constant comparative coding and Axial coding
As discussed previously in Subsection 3.2.5, the above open codes were compared
across all the four problems and clustered on the basis of properties (similarities
and differences) and categories that connect them together (i.e. relationships). For
example, both the expressions E = −dV
dr
and P = dU
dV
represent rate equations,
thus they were represented by a common abstract notation  = d
d  . The constant
comparative process involved comparing the codes not only across different contexts
but also between different student responses in same context, such as what actions
the students first took for a particular problem. This process generates a smaller
number of broader codes by clustering the previous open codes, which could be used
to generalize the components of student problem-solving strategies.
In the axial coding process, the open codes were further classified into broader
categories on the basis of constant comparison of these codes. For example, the com-
monality in the two student explanations, there is no absolute pressure in real-life
and internal energy decreases as gas contracts, is that both are physical interpre-
tations. The categories generally comprised of phenomena such as events, objects,
incidents, actions. As suggested by Grounded Theory, in the constant compara-
tive and axial coding processes, particular attention was paid to conditions (such
as where, when, why), actions/interactions (such as responses, strategies), and con-
sequences (e.g., outcomes) in order to find the relationships among the categories.
Table 5.1 depicts the axial codes generated by the constant comparison of the pre-
viously generated open codes.
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Table 3.3: Categorization of problem solving approaches using Grounded Theory.
Open codes Constant Comparison Axial Coding
∆U
∆V
∆
∆  Equation manipulation
P − V graph −  graph
	  	  	  	  n	  	  	  	   	  
Making sense Making sense Physical interpretation
Physical explanation Physical interpretation Physical interpretation
P = ?  = ? }
Unknowns
∆U ∆
P = ? → ∆V  = ? → ∆  } 	  	  	  	  n	  	  	  	   	  
∆V ∆ 
no absolute P Physical interpretation Physical interpretation
P ∼ ∆P  ∼ ∆  Physical interpretation∆P is negative ∆
negative ∆U ∆→ −ve
P ∼ ∆P  ∼ ∆ Equation manipulation
Making sense Making sense Physical interpretation
∆P
∆V
∆
∆  Equation manipulation
∆U = ∆P
∆V
, -ve ∆ = ∆
∆  → −ve
}
Physical interpretation
Physical explanation Physical interpretation
3.2.9 Constructing the solution strategies
The codes generated through Grounded Theory (Table 5.1) were used to depict
the solution strategies used by the students. These solution strategies include both
the students’ actions and our interpretation of their actions. Different color codes
(and shapes) were used to represent different components of an individual strategy.
The blue color (sharp-edged rectangle) represents the components present in the
question, whereas the green (round-edged rectangle) and yellow (round-sided rect-
angle) colors represent the students’ actions and our interpretation of some of their
important actions, respectively. One noteworthy thing to mention here is that the
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sequences shown in the solution strategies might be slightly or moderately different
for different students. However, the inherent properties of a solution strategy are
basically invariant for all the subjects as indicated by our analysis. For example,
the constituent properties (previously constructed categories) of the solution strat-
egy shown in Figure 3.5 are: rearranging of the given equation, no use of integral,
no use of relevant features of the graph, replacing the differential dU by ∆U without
caring about the underlying difference.
FTC-based question Physical interpretation Solving algebraically
 = d
d  =
∆
∆ ∆  =  2 − 1
	  	  	  	  n	  	  	  	   	  
∆ = 2 −1  = ?  ∼ ∆ ∆
Figure 3.5: Chris’s algebraic solution. The arrows show problem-solving progression.
3.2.10 Framing and epistemic games as supplemental analytic frame-
works to answer deeper questions
Using the above Grounded Theory-based analysis, we showed how students’ dif-
ficulties with the application of the FTC affect their problem-solving strategies.
Similarly, through the mini-teaching interviews, we established that students in
calculus-based introductory physics (Physics 2) have the knowledge required to solve
the FTC-based physics problems in graphical representations, but they often fail to
apply their knowledge coherently while solving the problems. Despite these impor-
tant findings, two other important questions still remained unanswered after the
analysis of the interviews: (a) What are the potential origins of the student diffi-
culties? and (b) Why were students unable to apply their knowledge relevant to
solving the FTC problems?
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In order to find answers to the above questions, we searched for potential frame-
works that could be used to reanalyze the interview data and the results as dis-
cussed in Chapter 2. Two interrelated perspectives used in previous studies on
mathematically-based physics problem solving, epistemological framing (student ex-
pectations) and epistemic games, were found to be relevant for our purpose (Bing &
Redish, 2009; Tuminaro, 2004; Tuminaro & Redish, 2007). We chose the perspective
of epistemological framing because we found initial impressions from the interview
analysis that student difficulties and strategies might be affected by how they framed
the given problems or situations in the problems. Similarly, we chose the perspective
of epistemic games because we found students using/constructing different kinds of
knowledge (e.g., algebraic, graphical, and integral) based on their pre-determined
purpose of problem solving. Epistemic games have four components: knowledge
base, epistemic form, entry and exit conditions, and moves, as discussed in Sec-
tion 2.7.4. Our preliminary analysis of interview data using the epistemic games
perspective showed the presence of all four components of an epistemic game in stu-
dent problem-solving strategies. The analysis also indicated that the type of games
students chose to play were influenced by their framing of the problem situations.
3.2.11 An example of interview analysis using the perspectives of
framing and epistemic games
This subsection demonstrates an example of how the algebraic problem-solving
strategy exhibited by Chris in the previous Grounded Theory-based analysis is re-
analyzed from the perspectives of framing and epistemic games. As suggested by
Tuminaro and Redish (2007), initially student responses were analyzed to identify
the four components of epistemic games: target quantity, entry and exit conditions,
moves, and knowledge resources. The presence of dU in the given rate equation
seemed to prompt the student to start the game (the entry condition) with the
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equation. The student was well aware that he was required to find ∆U (the epis-
temic form). Thus he simply transformed the differential quantity into the difference
quantity to get the expression for the desired quantity (a move). Although he de-
termined the values for the variables ∆V and ∆P , he still needed a numerical value
for the variable P . He used an analogy of potential energy to justify that P = ∆P
(another move). After acquiring the values of both P and ∆V , he predicted the
sign of the final answer to assure the meaningful outcome (exit condition). These
components were compared with Tuminaro and Redish’s existing epistemic games
to find out if the overall strategy fell into any of their six epistemic games. Figure 3.6
shows how the student’s strategy was similar to Tuminaro and Redish’s recursive
plug-and-chug game.
Identify target
quantity (∆U)
P = dU
dV
→ dU = PdV
Find equation relating to
other quantities (∆U = P∆V )
Determine which
other quantities
(P , ∆V ) are known
∆P = P2 − P1
∆V = V2 − V1
Calculate target
quantity (∆U)
P = ?
	  	  	  	  n	  	  	  	   	  
5P = ?
P ∼ ∆P
1
2, 8
9
4
6
7
3
Figure 3.6: Chris’s recursive plug-and-chug game for solving the P−V problem.
3.3 Eye-tracking methodology
Previous studies have documented that eye-tracking research has a strong po-
tential to provide insight into the nature of student specific difficulties (Madsen et
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al., 2012; van Gog et al., 2005). Our written responses and interviews indicated that
students pay attention to specific features of the questions when completing their
task. In order to probe two important aspects of the written survey and interview
findings in detail – the effects of context and representation on student problem-
solving – we employed this novel methodology in our study for collecting data to
complement the findings from the other methods. The data from this method al-
lowed us record students’ gazing patterns during their interpretation of graphs in
the FTC-based questions. Our eye-tracking study was initially inspired and directed
by the following two research questions:
• To what extent are students’ difficulties with the application of the FTC due
to their difficulties with the graphical representation of the FTC? How do
students interact visually with the graphical representations?
• To what extent are students’ difficulties with the application of the FTC due
to their difficulties with the contexts of the problems? How do contexts affect
students’ visual interaction with physics problems?
Before jumping into the technical and procedural details of an eye-tracking ex-
periment, it would be wise to define some of the terms that are frequently used in
this field.
• Anything that grabs the eyes’ attention is called the stimulus, e.g. a picture,
text, or a graphical question.
• An eye fixation is a fairly still state of eye movement. Researchers believe
that during this state, a subject’s brain processes the visual information. In
order words, an eye fixation is an active cognition state. Depending upon the
stimulus, a fixation usually lasts 100 - 500 ms (Rayner, 2009).
81
• A saccade is a brief, rapid, and ballistic movement of eyes that occurrs between
the fixations. In other words, a saccade is the rapid eye movement between
two consecutive fixations. A saccade lasts 30 - 50 ms (Rayner, 2009).
The main purpose of this eye-tracking study was to investigate students’ visual
attention, particularly on the mean percentage of time spent on each area of interest,
while dealing with the FTC-based graphical questions. Thus the stimuli for eye-
tracking study were constructed by simply varying the contexts in the previous
written survey and interview questions. Each study design was based on the number
of variable considered. For example, consider the following two examples:
• Mean percentage of time spent by correct versus incorrect responders in equa-
tions, graph, text, and options for mathematics and physics questions;
• Mean percentage of time spent by correct versus incorrect responders in rele-
vant and irrelevant features in mathematics and physics questions.
In both of these examples, there are three independent variables: two between-
subject (i.e., correctness and version) and one within-subject (i.e., AOI). The de-
pendent variable for all of the experiments in the study was the mean percentage of
time spent by the participants.
3.3.1 Equipment used in this study
A commercially available eye-tracking instrument (from MangoldVision) with
pre-installed software was used to collect data on gaze duration and coordinates.
The eye-tracking device consisted of a digital camera, two infrared light sources,
monitor, and computer hardware and software for data acquisition. The camera
and the infrared light sources were mounted on an adjustable metal swivel. The
locations of gaze fixations (x−y coordinates) were determined by detecting infrared
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light, reflected from the cornea of a participant’s eyes, with the camera. Unlike the
other fixed-head ones, the Mangold eye-tracking device allows a participant to move
his or her head and eyes freely without any constraint. The eye-tracking software
records the (x, y) coordinates and duration of eye-gazes. The stimuli (questions)
loaded into the MangoldVision Manager (software) were displayed on a an external
monitor with a screen resolution of 1280 × 1024.
3.3.2 Stimuli
Two sets of analogous mathematics and physics multiple-choice questions were
constructed, each consisting of eight questions. Two versions of stimuli (V1 and V2),
each with four mathematics and four physics questions in alternate sequences, were
prepared from these questions. In other words, version one consisted of P1, M2, P3,
M4, etc., whereas version two consisted of M1, P2, M3, P4, etc., where P and M are
physics and mathematics questions respectively. These questions were structurally
analogous to the written and interview questions with varied contexts.
3.3.3 Instrument calibration and experimental procedure
After obtaining their written consent, students were instructed to complete a
calibration task. The eye-tracking instrument was calibrated for each individual
participant. During the calibration task, the participants were asked to fixate and
move their eyes along with a red dot (of radius ∼ 1 cm) moving in a ‘Z’ pattern
until the software provided scores indicating the calibration for both eyes. A score
of 70% or greater was considered to be the satisfactory level for the calibration
purposes. The participants were also asked to gaze on three red circles at different
locations for a future reference to find if there was any inconsistency in the locations
of fixations. Each individual participant was shown the stimuli from either version 1
or version 2 and they were allowed to provide their response at their own pace. Each
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individual’s session lasted between 45-60 minutes. The participants were asked to
think aloud while observing the stimuli and providing their responses. Participants’
verbal responses and their respective reasoning (e.g., “The answer is A because ∆V
is given by the area under the curve.”) were recorded manually by the interviewer
in a score sheet for follow-up purposes (in case reasoning was unclear). In addition,
students’ verbal responses were also recorded using an audio-recorder.
3.3.4 Population
The eye-tracking study was conducted at a four-year public US liberal arts college
in a midwest state, not the one where the written surveys and interviews were
conducted. A total of 17 students were recruited to participate in this research:
six were female and eleven were male. All the participants had completed at least
Calculus 1, and many of them (∼ 60%) were enrolled in either Calculus 2 (∼ 40%)
or Calculus 3 (∼ 20%) during this study. About 10% of the study population had
never taken a physics class before, whereas about 40% of the students had some high
school physics and the remaining 50% of the students were enrolled in some college
physics courses (mostly calculus-based introductory physics). Of the 17 participants,
two were assigned for the pilot study to test the stimuli and practice the experiment.
3.3.5 Lower and upper cutoff fixation durations
The eye-tracking data consisted of different time durations each ranging from
∼ 10 ms to ∼ 4000 ms. These durations span a spectrum of visual phenomena
(e.g. fixation, saccade, glissade, micro-saccade, tremor), each with different visual
and cognitive properties. For this experiment, we were interested only in the eye-
fixation duration because it measures an individual’s visual attention, which was
the main goal of this study. There is not a single criterion for setting up the lower
cutoff fixation duration. Some researchers consider 100 ms to be the lower threshold
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fixation duration, whereas others choose 70 ms as the lower cutoff. The same is
true for the higher cutoff fixation duration (Lai et al., 2013; Rayner, 2009). For this
study, any gaze duration greater than 70 ms and less than one second was considered
to be a fixation (Rayner, 1998, 2009).
3.3.6 Areas of Interest
Areas of interest (AOI) are usually defined around the domains (e.g., graph,
equations, etc.) that a researcher is interested in. We first manually constructed
AOIs by partitioning smaller regions in questions and assigning them unique names
or codes such as A01, A02, as shown in Figure 3.7a. Our selection of the features were
based on most common responses prevalent in written responses and interviews, e.g.,
feature corresponding to the endpoint, slope, or equations, area. Based on purposes,
other AOIs were created that encompassed the smaller AOIs (see Figure 3.7b). To
find the time spent over one particular area of interest, the time spent on the smaller
AOIs (A01, A02) constituting the larger AOIs (e.g., graph, equations) were summed.
(a) A stimulus with smaller AOIs.
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(b) AOIs encompassing larger regions.
Figure 3.7: Defining areas of interest (AOI) on a stimulus.
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3.3.7 Statistical analysis
All the statistical analyses in this study were carried out using SPSS R© version 21
software. For the eye-tracking data analysis, we used two types of statistical tools:
the factorial analysis of variance (ANOVA) and the mixed multi-factorial ANOVA.
The latter was used when the experiments involved both the within-subjects (e.g.,
time spent in AOIs) and the between-subjects (e.g., time spent by correct versus
incorrect responders) conditions. A three-way (2 × 2 × 4) mixed multi-factorial
ANOVA was designed for the two between-group and one within-group independent
variables. The between-group independent variables include: the stimuli versions
(mathematics versus physics) and the correctness of the responses (correct versus
incorrect), whereas the within-group independent variables include the AOIs (e.g.,
graph, equations, texts, options). For all eye-tracking experiments in this study,
the only dependent variable was the percentage of total fixation time spent by the
participants in AOIs.
For the stimuli that had highly unequal numbers of correct and incorrect re-
sponses (i.e., Ncorrect  Nincorrect or Ncorrect  Nincorrect), we ran two-way (e.g., 2 ×
4) mixed-factorial ANOVAs. For these tests, we considered only the group (either
correct or incorrect) with more number of responders, discarding the one with fewer
number. For example, in stimuli 1, the majority of responses were incorrect (∼
75%), thus only the group with incorrect responders were considered for the sta-
tistical analysis, discarding the group with fewer correct responders to study how
incorrect responders attribute their visual attentions in irrelevant features.
3.3.8 Assumption for the ANOVA tests
Both the factorial ANOVA and the mixed factorial ANOVA require satisfac-
tion of two or more assumptions, such as normality of distribution, homogeneity
of variance (HOV), sphericity of within-group variances, and equality of covariance
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matrices. Each of the assumptions were seriously considered and tested either be-
fore or during the relevant statistical analysis. The percentage of total fixation time
at each of the AOI was tested independently across the stimuli versions and the
correctness of responses for the normality condition. Since the sample size was less
than 50, the outcome of the Shapiro-Wilk (SW) test was considered for the nor-
mality assessment. Similarly, the outcomes of the Levene’s tests were considered for
the homogeneity of variance assumption. Any distribution that did not satisfy the
normality or HOV condition were transformed into natural logarithm or square root
to establish those conditions. The sphericity of within-group variance assumption
was analyzed using Mauchly’s test. For any violation of Mauchly’s test of sphericity,
either the Greenhouse-Geisser or the Huynh-Feldt correction were applied to adjust
the degrees of freedom. The criteria of Box’s test was used to access the equality of
covariance matrices (Mayers, 2013).
In the next chapter, we discuss about specific student difficulties with the ap-
plication of the FTC in graphically-based mathematics and physics questions. The
discussions are based mostly on written and some on interview responses.
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CHAPTER 4
STUDENT DIFFICULTIES WITH THE APPLICATION OF THE
FTC IN MATHEMATICS AND PHYSICS
The relationships between many different quantities in physics, such as velocity
and displacement, involve the use of the Fundamental Theorem of Calculus, either
explicitly or implicitly. A successful comprehension of the these topics often requires
students to be able to interpret and apply the FTC. To be able to successfully
handle the FTC, one needs to possess a clear understanding of various facets of
calculus (e.g., integrals, derivatives, limits). A lack of understanding or the misuse
of even a single concept could severely impact the proper application of the FTC
in physics contexts. The same is true for the other physical contexts used in math-
ematics classes. This chapter primarily focuses on student application of the FTC
in mathematics and physics domains.
In Section 4.1, we discuss the ways in which students deal with graphical repre-
sentations of the FTC I. Section 4.2 centers on student application of the FTC II in
the written surveys. Also presented, in Section 4.3, is the statistical analysis for asso-
ciations between student reasoning in the FTC II questions and the other variables
(e.g., significance of difference in distribution of reasoning between mathematics
and physics questions). Much traditional physics and mathematics instruction pre-
scribes students to practice questions that could be solved analytically using simple
rules or algorithms. This instructional practice often implicitly motivates students
to inappropriately use an analytical approach even in problems that could not be
solved analytically (e.g., those requiring interpretation of graphical representations).
While solving non-routine problems, the students who are more inclined towards an
analytical approach generally use various simple mathematical operations (Selden
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et al., 1989). Section 4.4 focuses on our exploration of students’ diverse analytical
approaches.
In order to ascertain student difficulties in more detail, we conducted 14 semi-
structured individual interviews. Analysis of these interviews show students using
various kinds of strategies to solve the FTC-based physics problems – some ap-
propriate, some inappropriate. In addition to the difficulties similar to those seen
in written surveys, students’ also manifested other new types of difficulties in the
interviews. The specific student difficulties that surfaced during the interviews are
discussed in section 4.5. The problem-solving strategies are discussed in Chapter 5.
4.1 Categorization of students’ accumulation function curves
The mathematics and physics graphing questions MQ1 and PQ1 are presented
in Figure 4.1 and Appendix B, respectively. The mathematics version required the
students to draw a graph of g(x) =
∫ x
a
f(t)dt, given the graph of f(x) shown in
Figure 4.1. Similarly, the physics version asked for a graph of position x(t), given
the graph of velocity v(t). The mathematics and physics versions of the graphing
question were administered in Calculus 3 (N = 252) and Physics 2 (N = 145),
respectively. In response to the graphing question, students constructed various
kinds of graphs.
While analyzing these graphs, particular attention was paid to seven character-
istics in the graphs. These characteristics include the shape of the graphs at the
five critical points (A, B, C and two inflection points), the general shape of the
graph, and the students’ justifications for drawing the particular graphs. Generally,
the graph of g(x) or x(t) is considered to be complete and correct when the curve
has correct shape at the five critical points and correct relative heights at A, B and
C. We found students drawing similar types of curves in both the mathematics and
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Answer the following questions to the best of your ability. Please provide reasoning for each 
of your responses. 
1. The figure to the right shows the graph of 
f(x) on the interval [a, c]. 
 
Let  𝑧 = 𝑔 𝑥 = 𝑓 𝑡 𝑑𝑡!! , where 
a ≤ x ≤ c.  Draw a graph in the grid below 
that represents the function g(x).  
 
 
 
 
 
Explain how you know to draw the graph 
the way you did. 
 
 
 
 
 
 
2. The graph of f(x) is shown in the figure to 
the right. 
If 𝑓 𝑥 𝑑𝑥 = 3.65!!  and F'(x) = f(x), what 
is F(3) – F(0) ? 
 
Explain how you arrived at your answer. 
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y Figure 4.1: Mathematics graphing question administered in Calculus 3.
physics versions of the graphing questions. These curves were broadly categorized
into six general types based on the patterns in their overall shape.
1. Correct curve. In order to draw the completely correct curve for g(x) or x(t),
students were required to identify the behavior of the accumulation function
at points A, B, and C and at the inflection points. However, considering the
time constraints and students’ tendencies to provide simple sketches rather
than exact drawings on the surveys, the shape of g(x) was considered to be
correct even when the students only had the correct general shape (i.e., correct
relative positions of A, B, and C) without the correct inflections (change in
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curvatures) and the absolute heights. Figure 4.2 depicts an example of the
correct g(x) with and without the correct inflection and absolute curve height.
About half of the total survey population had the correct general shape of
the required curve. The student reasoning indicates that about half of the
correct population drew the curve focusing on how the area under the curve of
f(x) changes with x (area reasoning), whereas the other half drew it focusing
on the curve of g(x), whose slope is represented by the given curve of f(x)
(slope reasoning). It was not entirely clear from their reasoning what factors
motivated the students to chose either the area or the slope reasoning, but it
could arguably be speculated that students had learned both ways to construct
the graphs of antiderivatives of functions and they were simply inclined to one
or the other.
(a) (b)
Figure 4.2: Examples of correct g(x) with and without correct inflections and height.
(a) Completely correct g(x). (b) Correct general shape but incorrect inflections.
2. Halfway correct curve. About ten percent of students drew the graph all the
way down to the x-axis with correct trends at A and B. These curves, with
point C on the x-axis, are considered halfway correct (HC) curves (see Figure
4.3a). Most of the students in this category drew only the general shape
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without apparently attending to the absolute height of the curve. Although
the majority of these students had the correct inflection points, some drew
curves without correct inflections. More than half of the students who drew
the HC curve used slope reasoning, whereas less than one quarter of these
students used area reasoning for their curves.
3. Same curve. A few students (∼7%) simply drew exactly the same curve as
given in the question. Many of these students shaded the area under the given
curve, whereas some simply replicated the given curve. The students who
shaded the area under the curve seemed to be aware about the integral being
represented by the area under the curve, but only as a static quantity. They
seemed to have difficulty either seeing the integral as a varying quantity, i.e.,
how the integral/area varied with x, or representing the integral (accumulating
function) graphically.
(a) (b)
Figure 4.3: Examples of halfway correct and same curves. (a) Student drawing
halfway correct curve. (b) Student shading the same curve.
4. Slope or Cosine. About 13% of students who took the mathematics and 6%
who took physics surveys drew either the slope (including derivative) of the
given curve or the cosine curve. Those who drew the cosine curve considered
92
the given curve to be a sine curve and seemed to integrate it analytically. This
kind of student response was also observed in FTC II questions, and is pre-
sented in subsection 4.2.4. Analysis of student responses to different kinds of
FTC-based graphical questions indicates that about 10 to 15 percent of stu-
dents use the concept of derivative while dealing with the integral problems.
This result corroborates the previous finding on students’ use of the deriva-
tive of the given curve of f(x) to determine the signs of definite integrals
(Bajracharya, 2012).
5. Mirrored curve. A few students (< 5 %) also drew the mirrored curve by
reflecting the given curve about the x-axis. Some of these students seemed to
have the notion that the integral of a curve should simply be a mirrored curve
over the x-axis (Stahley, 2011). The others approximated the given curve to be
a sine curve and responded that its integral, which is a negative-cosine curve,
should simply be a mirrored (upside-down) curve.
(a) Student drawing slope of f(x). (b) Student drawing mirrored curve.
Figure 4.4: Examples of students drawing derivative and mirror curves.
6. Other curve. Students also drew various other kinds of curves, each of which
represented less than three percent of the distribution. These curves were cat-
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egorized as “Other.” From what we can gather from the data, it appears that
most of these curves were drawn without understanding the purpose of the
question.
Table 4.1: Results for surveys on mathematics graphing question.
Reasoning (→)
Slope Area Integral Other NA Total
(↓) Response
Correct curve 47(20%) 41(18%) 1(0%) 8(3%) 7(3%) 104(45%)
Halfway correct 18(8%) 5(2%) 0(0%) 1(0%) 5(2%) 29(13%)
Slope/cosine 15(6%) 1(0%) 9(4%) 4(2%) 1(0%) 30(13%)
Same curve 1(0%) 4(2%) 6(3%) 4(2%) 2(1%) 17(7%)
Mirrored curve 1(0%) 0(0%) 1(0%) 2(1%) 2(1%) 6(3%)
Other curve 16(7%) 8(3%) 6(3%) 11(5%) 5(2%) 46(20%)
Total 98(42%) 59(25%) 23(10%) 30(13%) 22(9%) 232(100%)
The prevalence of the different types of curves for mathematics and physics
questions along with the reasoning is presented in Tables 4.1 and D.1, respectively.
Many of the specific difficulties seen in the above categories broadly align with
previous studies, which have shown students’ difficulties with transforming graphs
(e.g., y = f(x) to y = f ′(x) or vice versa) (Sofronas et al., 2011). From the students’
responses it appears that either their choice of or a lack of a particular knowledge
base (previously learned knowledge) determined what kind of graph they drew. For
example, the students who identified the integral as the area under the curve but
failed to consider it as a function either replicated or simply shaded the given curve.
These students are able to view area under the curve as a fixed or static quantity but
not as a varying or dynamic quantity (Sofronas et al., 2011). Similarly, those students
who focus on the analytical approach, approximated the given integral with a sine
curve. Considering the integral of the sine curve, they just drew a negative cosine
curve. A quarter of the total population correctly used the concept of derivative,
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correctly constructing the graph whose derivative is the given curve. However, ten
percent of all students simply drew the derivative of the given curve.
4.2 Categorization of student responses to the FTC II questions
As discussed earlier in the methodology chapter, four sets of FTC-based ques-
tions, one with a mathematics context and three with physics contexts, were de-
veloped as modified versions of the AP calculus question (Figure 3.1), as shown in
Figure 4.5 and in Table 4.2. Later, the first two questions were further modified by
varying some of the features in the original questions. The mathematics and physics
questions were administered in Calculus 3 (N = 252) and Physics 2 (N =210) classes,
respectively. The original questions and the modified questions were administered
during the Semesters II and III, respectively.
Students used various strategies to evaluate the required quantities in the math-
ematics and the physics questions administered during the two semesters. Five core
categories, common to all the FTC II-based questions, evolved from the analysis of
student responses using Grounded Theory, as discussed in section ??. Any response
that did not fit these categories was classified as “Other.” The prevalence of the cat-
egories for the individual questions are presented in Appendix C. The categorization
of students’ responses are discussed in detail in the subsections below.
4.2.1 Connecting the integral, antiderivative, and area under the
curve.
In order to evaluate the required quantities correctly, the students were expected
to identify the connection between the given integral, the antiderivative, and the area
under the curve. The FTC II provides the relation between the (definite) integral and
the antiderivative as
∫ b
a
f(x)dx = F (b)− F (a), whereas the notion of the Riemann
sum provides the connection between the integral and the area under the curve.
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  AP Question 
MS1-Q2; F(3) – F(0) = ? 
PS1-Q1; V(3) – V(0) = ? 
 
PS1-Q2, PS2-Q2; 
p(3) – p(0) = ? 
 
PES;	  
Q(2) – Q(1) = ? 
MS2-­‐Q2; F(8) – F(2) = ?	  
PS2-Q1; V(4) – V(1) = ? 
 
Figure 4.5: Graphs used in different surveys.
Most students who provided correct responses used the FTC explicitly or implicitly.
These students equated F (b) − F (a), the area under the curve, and the definite
integral (
∫ b
a
f(x)dx), effectively counting the squares under the curve between the
limits to find the desired quantity. While most students who made these connections
used the correct area, some evaluated the area incorrectly. For example, a few (<5%)
chose the base for their area calculations as the horizontal line that passes through
the endpoint of the curve (e.g., y = 1 in Figure 1(a)) rather than the x-axis. All the
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Table 4.2: Summary of FTC II survey questions.
Survey version Given definition Given quantity Required quantity
AP question
F ′(x) = f(x)
∫ 3
1
f(x)dx = 2.3 F (3)− F (0)
MS1-Q2
∫ 3
1
f(x)dx = 3.65 F (3)− F (0)
MS2-Q1
∫ 8
4
f(x)dx = 8 F (8)− F (2)
PS1-Q1
E(x) = −dV (x)
dx
∫ x2=3cm
x1=1cm
E(x)dx = −4.0Volts V (3)− V (0)
PS2-Q1
∫ x2=4cm
x1=2cm
E(x)dx = −3.8Volts V (4)− V (1)
PS1-Q2
Fnet(t) =
dp(t)
dt
∫ t2=3sec
t1=1sec
F (t)dt = 5.72Ns
p(3)− p(0)
PS2-Q2
∫ t2=3sec
t1=1sec
F (t)dt = 4.7Ns
PES q(t) = q0e−t/RC q(2)− q(1)
student responses that showed connections among the integral, the antiderivative
and the area are categorized as an FTC approach. While 66 (42%) students provided
correct responses, only 20 (13%) showed the overall FTC approach. About 17% of all
responders provided some sort of area reasoning without showing the FTC overall
approach.
(a) A student response to MS2-Q2. (b) A student response to PS2-Q1.
Figure 4.6: Students using the FTC strategy, connecting the integral, antiderivative
and the area in mathematics and physics questions.
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4.2.2 Evaluating individual antiderivative values.
One group of students evaluated the individual values of the antiderivatives at
the endpoints (e.g., F (b) and F (a)). Finding the individual antiderivatives leads to
a correct answer when they consider each of them to be equal to the areas under the
curve between a common lower limit (typically F (0)) and the upper limits, as shown
in Figure 4.7a. However, this was not a consistently correct approach, as students
also used other computational approaches to find the individual antiderivatives,
as in Figure 4.7b. Thus the students’ inappropriate evaluations of the individual
antiderivatives or areas, as in Figure 4.7b, indicates their inability to recognize the
antiderivative difference at the limits as the definite integral and hence the area
under the curve between the limits.
(a) (b)
Figure 4.7: Students finding the individual antiderivative values at the upper and
lower bounds. (a) A correct response to MS2-Q2. (b) An incorrect response to
PS2-Q1.
4.2.3 Confusing antiderivative and function
One response that was commonly found across all the survey questions was the
evaluation of the difference of the original function values at the endpoints (i.e.,
f(b)− f(c)) rather than the difference of the antiderivative values at the endpoints
(i.e., F (b) − F (c)), suggesting an operational confusion between the antiderivative
and the function, at least in a graphical context. This is consistent with earlier find-
ings in upper-division thermodynamics courses in which students used the difference
of endpoint values to compare the work done on a system during two different ther-
modynamic processes (Pollock et al., 2007).
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(a) (b)
Figure 4.8: Students confusing antiderivative and function. (a) A sample student
response to MS2-Q2. (b) A sample student response to PS2-Q1.
4.2.4 Confusing slope or derivative with area
A few students provided their responses using slope-based computational reason-
ing. Some students evaluated the slope over the interval (i.e., ∆y
∆x
) as the required
answer, whereas others tried different slope-based properties, such as F (1) = F (0),
in their responses.
(a) (b)
Figure 4.9: Students using the concept of slope to reason the FTC-based questions.
(a) Showing average slope. (b) Using slope concept in wrong context.
4.2.5 Reasoning analytically
Students in this category approached the problems in two distinct ways: approx-
imating the given curve with an algebraic function, inserting that function as the
integrand, and integrating; or considering the numerical value of the given integral
as a function. We do not know the extent to which these students understand the
FTC, since their computations do not reflect relevant operations in these problems.
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Previous studies have also documented student difficulties with problems without
algebraic functions (Selden et al., 1989, 2000).
(a) (b)
Figure 4.10: Students using inappropriate analytical reasoning. (a) Student consid-
ering the function f(x) to be constant for integration and substituting the numbers
after integration. (b) Student considering the value of integral as a function, then
integrating and substituting the numbers.
4.3 Association between student reasoning and other factors
Several chi-squared (χ2) tests were performed to analyze the relationship between
the distribution of student responses to the FTC-II questions and various other
factors such as correctness of their responses, question context (i.e., mathematics vs.
physics), student population (Calculus 3 vs. Physics 2), and variation in questions
(changing curve shapes). Cramér’s V was determined to measure the effect size for
each of the chi-squared tests1. Cramér’s V is given by
V =
√
χ2
ndf ∗
where n is the number of cases and the value of df ∗ is the smaller of either (R−1) or
(C − 1), where R and C are number of rows (variable 1, e.g., mathematics-physics)
and number of columns (variable 2, e.g., lines of reasoning) respectively.2 Since the
1Cramér’s V is used instead of phi-coefficient to determine the effect size when the variable
matrix is larger than 2 x 2 (Gravetter, 2012).
2Note: df∗ is not same as df . The former is the smaller of either (R − 1) or (C − 1), whereas
the latter is (R− 1)× (C − 1).
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association of problem solving strategies was tested against various dichotomous
variables, such as Semesters I-II, mathematics-physics, correct-incorrect, etc., the
value of df ∗ in each case is 1. According to Cohen, for df ∗ = 1, V = 0.10, 0.30, and
0.50 corresponds to small, medium, and large effect sizes, respectively (Gravetter,
2012). The results for chi-squared tests of independence and Cramér’s V s for the
degree of association between students’ problem solving strategies and the other
variables are presented in Table 4.3 and the results for each case are discussed in
detail in the subsections below.
Table 4.3: Chi-squared test for relation between the reasoning and the other factors.
Factor Question df #Case χ2 p V
Version MQ2 (S2 vs. S3) 7 232 6.0 0.54 0.16
Version PQ1 (S2 vs. S3) 7 189 66.8 < 0.001 0.40
Correctness PQ1 (S2) 7 69 39.1 < 0.001 0.72
Correctness PQ1 (S3) 7 120 30.5 < 0.001 0.50
Correctness MQ2 (S2 + S3) 7 232 115.7 < 0.001 0.71
Math-Physics MQ2 + PQ1 (S2) 7 209 23.0 0.002 0.33
Math-Physics MQ2 + PQ1 (S3) 7 212 23.0 0.002 0.61
Physics context PQ1 + PQ2 (S3) 7 231 13.9 0.053 0.24
S2 - Semester II
S3 - Semester III
4.3.1 Difference in distribution of reasoning for the original and the
modified versions of MQ2
As shown in Figure 4.5 and Table 4.2, the original mathematics question 2 was
modified by changing some of the graphical features and the numerical quantities.
The chi-squared test implied that the difference in student reasoning for the two
versions of the question was not significant, χ2(7, N = 232) = 6.0, p = 0.54. In
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response to the original question, some students simply assumed F (0) = 0 and eval-
uated F (3). One reason for modifying the question was to see whether the presence
of F (0) in the question was prompting the students to evaluate the antiderivative at
the endpoints. But the prevalence of students evaluating the individual F s and us-
ing endpoint reasoning did not decrease with the question modification, i.e., moving
the lower bound from x=0 to the right did not change the prevalence of reasoning,
which we initially thought might be the cause for the endpoint reasoning.
4.3.2 No difference in student reasoning for the original and the mod-
ified versions of PQ1
As shown in Figure 4.5 and Table 4.2, the physics question was also modified
as with the mathematics question. Briefly, the curve in PQ1 was slightly modified
and V (3) − V (0) was replaced by V (4) − V (1). The chi-squared test showed that
unlike with MQ2, the modification of the physics question PQ1 seemed to have a
significant (statistically) influence on student reasoning, χ2(7, N = 189) = 66.8,
p<0.001. The comparison of prevalence of the student reasoning in Tables D.3 and
C.2 indicates a decrease in the endpoint reasoning from 12% to 3%. Similarly, there
is a decrease in the students’ evaluating individual V s from 8% to 2%. However,
there is an increase in area reasoning from 24% to 62%. Although the primary in-
tention of the modification was to find its effect on student reasoning, this causal
relation could not be guaranteed from the above result because of the difference in
the style of instruction between Semester II and Semester III physics classes. The
Semester II and the Semester III classes were taught by two different instructors,
who had different instructional approaches. The former class received mostly tradi-
tional lecture-based instruction, whereas the latter received a blend of traditional
lecture-based and moderately PER-based instruction (e.g., frequent peer discussion
in lecture and active-learning strategies in recitations). This difference in instruction
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could also account for the difference in reasoning between the two classes in addition
to the variation in the questions. As a result, we do not have solid evidence for the
cause of this difference.
4.3.3 Association between student reasoning and correctness
The chi-squared tests for significance of an association between reasoning and
correctness of responses indicate a statistically significant relationship between them:
χ2(7, N = 232) = 115.7, p < 0.001 for MQ2 from Semester II and Semester III
surveys. The magnitude of Cramér’s V (> 0.50, df ∗ = 1) indicates a higher degree
of association between the two variables. The prevalence of the various lines of
reasoning and the correctness for PQ1 and MQ2 shows that students who provided
correct responses mostly used either FTC or area reasoning.
4.3.4 Weak association between student reasoning and the physics
context (E−x versus F−t graphs)
The chi-squared test for significance of difference in the student reasoning for the
two questions, PQ1 and PQ2, which had different physics contexts, was inconclusive:
χ2(7, N = 231) = 13.9, p = 0.053. Although these questions have different physics
contexts, they share the same mathematical theme, as discussed in Figure 4.5 and
Table 4.2. The magnitude of Cramér’s V (< 0.3, df ∗ = 1) indicates a weak association
between the two variables – the student reasoning and the physics contexts.
4.3.5 Difference in distribution of reasoning across mathematics and
physics questions
There was a significant difference in the distribution of student reasoning for
the mathematics and the physics questions. The chi-squared values for the student
reasoning in mathematics versus physics questions are presented in Table 4.3. The
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degrees of association between the two variables are found to be moderate (V >
0.30 for Semester II) to strong (V > 0.50 for Semester III). One notable difference
in the distribution of student reasoning between mathematics and physics questions
was the students’ evaluation of the individual quantities, i.e., F (b) and F (a) versus
V (b) and V (a). We speculate that one reason for this variation could be due to
the difference in interpretation of the required quantities in the two domains. In
other words, unlike in the mathematics context, more students in physics tended to
consider the quantity V (b)−V (a) (potential difference) as a single physical quantity
(i.e., ∆V ) rather than considering the difference of individual potentials at two
points.
4.4 Students’ analytical problem-solving behaviors in electric discharg-
ing question
Generally, in traditional mathematics and physics assessments, students are com-
monly asked to solve routine problems, such as to evaluate the integral
∫ 3
2
x−1
2x−1dx
or to evaluate the displacement
∫ 3s
2s
v(t)dt, given v(t) = 2t2 + 1. For most of these
problems, possessing routine analytical problem-solving skills is highly favorable and
also highly rewarding (i.e., to get good grades). Previous studies have also shown
students’ tendencies to apply merely the fundamental analytical skills, such as basic
arithmetic and algebraic techniques, in solving non-routine calculus problems, pre-
venting them from exploring more complex (e.g., calculus) solutions (Selden et al.,
2000).
In order to investigate students’ analytical problem solving behaviors, an FTC-
based physics question was developed, in the context of a capacitor discharging pro-
cess. This question and administration were discussed in Subsection 3.1.4. Briefly,
students were asked to find the change in the amount of charge (∆q) on a capacitor
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during a discharge process, given the graph of current (I) versus time (t) and an ex-
pression for q(t). Identifying the definition of current as the rate of change of charge,
one can find the change in amount of charge by integrating the current, which is sim-
ply the area under the I−t curve. In this question, the expression, q(t) = q0e−t/RC
was used as a distractor to assess students’ affinity towards the analytical approach.
The distraction was that this expression had no numbers, but we wanted a numerical
answer and the question explicitly asked for the answer in Coulombs.
This question was administered in the second semester of the introductory calculus-
based physics class, as part of a midterm exam. Of the 204 students who took the
exam, 25 students did not provide any response to this question. The majority
of responding students attempted to determine the required change in amount of
charge (∆q) by executing diverse mathematical operations. These operations could
be classified into six general categories.
4.4.1 Relating the definite integral to the area under the curve
In order to correctly determine the numerical value of the change in amount of
charge, students are first required to identify that ∆q is given by the area under the
curve. Then, they are expected estimate the number of squares under the curve to
determine the total area under the curve. Of the 11 (6%) students attempting to
find the area under the curve, only 7 (4%) correctly determined the required value
for ∆q.
4.4.2 Integrating analytically
Even though students were required to identify ∆q =
∫ t2
t1
Idt, it was not necessary
to perform the integration analytically to find ∆q. In fact, as mentioned above,
integrating analytically would entail first taking the derivative of the given function
for q(t) to get I(t), and then integrating the current with respect to time between
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Figure 4.11: Students evaluating area under the curve.
the given times to get the expression for ∆q. Even this procedure does not provide
a numerical solution, as asked for. However, 15 students (8%) performed analytical
integration, in some way, in their order to determine ∆q.
Of these 15 students, only two successfully determined the change in charge after
explicit functional integration. When they were unable to do anything further with
the analytical expression for ∆q, only then did they explore the area under the
curve as a solution route. This indicates a higher incidence of solving the problem
analytically than graphically.
4.4.3 Evaluating products
Identifying charge as some sort of product of current and time, about 8% of
students evaluated the product of current and time to find ∆q. They either mul-
tiplied I and t, I and ∆t, ∆I and t or ∆I and ∆t. Those students who did not
evaluate any numerical value, simply indicated the formula ∆Q = C∆V . It was not
clear from the student responses whether they were using this operation to find an
average area under the curve or simply as a unit-wise consistent equation (q = It)
to find a number.
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Figure 4.12: Student integrating analytically and evaluating a product.
4.4.4 Evaluating integrands at endpoints
One third of students simply subtracted the values of current at the given times,
i.e., I(t2)−I(t1), to determine the required ∆q. This was observed in other questions
(written and interview) as well. In the analysis of other written questions, this type
of operation was categorized as endpoint reasoning. Students using this operation
generally considered the graph as a source from which to extract the values of depen-
dent variable (I(t)) corresponding to the given values of the independent variable
(t). Once they extracted the values, without any further consideration, they gave
the difference of the values as the required answer. Some students gave an answer
that explicitly included incorrect units of current (Amperes, A) rather than charge
(Coulombs, C) (see Figure 4.13).
	  
Figure 4.13: An example of endpoint reasoning.
4.4.5 Evaluating slope
About one tenth of the students also performed division operation in their re-
sponses to this question. These students evaluated ∆I
∆t
to get a numerical value for
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∆q. They often indicated that the required value is given by the slope of the curve.
Students in physics labs commonly construct graphs from experimental data and
find slopes from these graphs. We cautiously speculate that some of the students
develop the notion that the primary purpose of a graph is to find the slope of the
curve. Thus they basically find slope even when the question demands something
else.
4.4.6 Number substitution
One third of the students simply plugged in the times t1 = 1 s and t2 = 2 s
into the given algebraic expression for q in order to obtain expressions for q(2) and
q(1). This did not yield a numerical answer. However, not finding any further way
to proceed to a numerical answer with this approach, these students simply left the
algebraic expression(s) for ∆q or just q(2) and q(1). Students providing these kinds
of responses did not use the graph to find a numerical answer.
	  	  	  	   	  (a)
 
 
 	  
(b)
Figure 4.14: Students using division and substitution operations. (a) Division op-
eration to find slope. (b) Substituting the values of ts.
Although 83% (148) of students provided responses (reasoning) in an attempt to
find ∆q, only 52% of all students provided a numerical answer. Only 10 students (6%
of all students) arrived at the correct numerical answer. The frequency distribution
for the students’ use of various mathematical operations for correct, incorrect, or no
numerical answer is shown in Table 4.4.
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Table 4.4: Results for discharging question. “None” on the row and column head-
ers represents responses without reasoning and without a final numerical answer,
respectively.
Response (→)
Correct Incorrect None Total
(↓) Reasoning
Area 7(4%) 3(2%) 1(1%) 11(6%)
Integration 2(1%) 6(3%) 7(4%) 15(8%)
Products 1(1%) 5(3%) 8(4%) 14(8%)
Endpoints 0(0%) 30(17%) 2(1%) 32(18%)
Slope 0(0%) 18(10%) 2(1%) 20(11%)
# Substitution 0(0%) 13(7%) 43(24%) 56(31%)
None 0(0%) 8(4%) 23(13%) 31(17%)
Total 10(6%) 83(46%) 86(48%) 179(100%)
4.5 Student difficulties with the application of the Fundamental Theo-
rem of Calculus in physics problem solving
In order to investigate how students’ difficulties with the FTC affect the ways
they solve the FTC-based physics problems in graphical representations, 14 semi-
structured individual interviews were conducted. The details of one interview prob-
lem (P−V ) is presented in Subsection 3.2.1. Other problems are presented in Ap-
pendix E. Detailed analysis of interviews using Ground Theory approach (see Section
3.2.5) revealed various specific difficulties and strategies in students’ problem-solving
process. While most of the student difficulties revealed in the interviews overlap with
those observed in the written responses, some were more prominently elaborated in
interviews than in written responses, probably due to the differences in the struc-
ture of the questions. These kinds of specific student difficulties are discussed in the
subsections below. Detailed discussions on student problems-solving strategies are
presented in Chapter 5.
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4.5.1 Student difficulties with differentials (e.g., dU)
For the P−V problem (Figure 3.4), in which no algebraic function was provided,
almost all the students began their solution by rearranging the given rate equations,
i.e. P = dU
dV
to dU = PdV . One third of students integrated both sides of dU = PdV
to get the correct mathematical expression ∆U =
∫ V 2
V 1
PdV . However, the remaining
two-thirds directly transformed dU into ∆U and dV into ∆V without integrating
each side. When the interviewer asked the students about the difference between d
and ∆, most of the students responded that “d is an infinitesimal change, whereas
∆ is a finite change.” However, many of them simply replaced the differential (d)
with the difference (∆) without showing any intermediate steps.
4.5.2 Student difficulties with the rate of change (e.g., dU
dV
)
During the interviews, most of the students interchangeably used the terms rate
of change and ratio while referring to the given rate quantities. For example, in the
P−V problem, most of the participants referred to the term dU
dV
as a ratio (of dU
over dV ) rather than as a rate of change (of U with respect to V ). We speculate
that this might have driven some of them to transform dU
dV
directly to ∆U
∆V
, as shown
in Figure ??, without thinking about the underlying difference between d and ∆.
Figure 4.15: Confusing instantaneous rate of change and average rate of change.
4.5.3 Deriving unit-wise consistent equations
In the second interview problem, given the graph of dT
dt
versus t, about half
of the students derived a tentative equation for the required quantity as ∆T =
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(dT
dt
)t. They derived it by looking at the units of quantities on the x- and y-axes.
Knowing 0C as the unit of the desired quantity ∆T , these students seemed to have
speculated that the formula for ∆T needed to be the product of the rate of change of
temperature (dT
dt
) and the time (t) because the product of their units, i.e., 0C/hour
and hour, yields the unit of the required quantity (i.e., 0C). Once they derived
the tentative formula, these students made several approximations to evaluate the
required quantity. One of the common approximations made by the students was
the linear approximation of the curve, as discussed below in Subsection 4.5.4.
4.5.4 Not using or improperly using the graphs
While some students did not use the given graphs at all, others used them only
for extracting basic information, such as the values of a dependent quantity or an
integrand (e.g., P1 and P2) corresponding to the given values of an independent quan-
tity (e.g., V1 and V2) or for analyzing the units of the dependent and independent
quantities. One notable difficulty exhibited by most of the interview participants was
their disregard of the behavior of the given function. Some students, who attempted
to solve the problems analytically, made various kinds of gross approximations by
considering the integrand (e.g., P ) to be constant or quadratic or exponential or log-
arithmic, failing to account for the correct behavior of the curves. Even those who
attempted to solve the problems graphically often approximated the curves linearly
to construct regular geometrical shapes, such as right triangle or squares in order
to evaluate the area under the curve.
4.5.5 Difficulty with the non-routine integral problems
Although the quantities E and v in the third and the fourth questions were
presented in their functional forms (e.g., v(t) = 2t − t2), the quantities P and dT
dt
in the first two questions were not. The majority of students in interviews revealed
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greater levels of difficulty in the first two problems than in the latter two. The
reasons for their difficulties with the former two problems might be due to the
absence of the algebraic functions and their unfamiliarity with the contexts of the
problems. In addition, the problems did not explicitly cue the students to use an
integral; they were expected to realize the need for integration on their own. Two-
thirds of the interview participants failed to determine the right calculus concepts
and/or tools to solve the first two problems. Most of them failed to recognize the
need for any calculus concepts, whatsoever, to solve the problems. These students
simply rearranged the given rate equation and determined the required quantity
(incorrectly) without using calculus. In contrast, most of the students easily solved
the other two problems. On one hand, the familiarity of the contexts, to some extent,
may have cued them about the need for integration to solve the problems. On the
other hand, the presence of algebraic functions may have provided them material
for solving the problems analytically.
4.6 Discussion and Conclusion
The purpose of the written surveys was to probe student specific difficulties
with the application of the FTC in mathematics and physics. For this, two types of
instruments were implemented: the first one was designed to probe student abili-
ties to graph accumulation functions, e.g., g(x) =
∫ x
a
f(t)dt (FTC-I) and the other
one was designed to probe student abilities to see the connections among the an-
tiderivative difference, e.g., F (b) − F (a), the definite integral ∫ b
a
f(x)dx, and the
area under the curve (FTC-II). The analogous mathematics and physics versions of
these instruments were administered in several sections of Calculus 3 and Physics
2 near mid-semester. In order to probe the effects of specific difficulties on stu-
dent problem-solving approaches, individual interviews were conducted. Four math-
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ematically analogous physics problems similar to the FTC-II written questions were
administered during the interviews. Most of the specific difficulties manifested in
written responses were also revealed in the interviews. In the sections below, we
synthesize the findings of the written surveys and the interviews in relation to the
research question: What difficulties do students have with the application of the
FTC in mathematics and physics?
4.6.1 Synthesis of survey results
For the graphing questions, we found six types of curves that were common to
both the mathematics and the physics versions. Of the six types, only one (about
50%) represented the correct curve; the other five responses represented student
difficulties with the graphical representation of the FTC-I. Students who provided
correct responses used two approaches for drawing the integral functions: one was
based on how area under the curve was changing along the horizontal axis and
the other on drawing the curve whose slope represented the given curve. The other
inappropriate curves were based on: (a) the slope, (b) the analytical function (sine-
cosine), (c) the definite integral (shading the area), and (d) reflection (mirroring) of
the given curve.
Previous studies have shown that students often do not perceive the integral∫ x
a
f(t)dt as a function, overgeneralizing it as a definite integral (Thompson, 1994a;
Thompson & Silverman, 2008). Moreover, they have difficulty perceiving area under
the curve as a changing quantity or an accumulation function (Carlson et al., 2003).
These difficulties are also the roots of most of the difficulties manifested in this study.
In other words, although the students in this study expressed their difficulties in
variety of ways, most of these difficulties seem to have similar origins. The responses
with either the shaded area under the given curve, the same curve, the cosine curve
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or the mirrored curve are the indications of students’ failure to recognize area as a
changing quantity and express it graphically.
Although previous studies have documented student difficulties with the graph-
ical representation of an area accumulating under the curve, there has not been
any elaboration on alternative student notions for drawing an integral function cor-
rectly. We found at least one alternative notion that the students in our study used
to draw the integral functions correctly. In their reasoning, the students indicated
that they drew the required curves (the integral function) by tracing the hypothet-
ical functions whose slope or derivative represented the given curve. Almost half of
the correct responders provided this seemingly sophisticated reasoning for how they
drew their curves. In contrast to the correct responders who appropriately used no-
tions of slope and/or derivative, a few incorrect responders also used these notions,
inappropriately, to draw the derivative of the given curve. We speculate that this
small number of students might simply be exhibiting pseudo-conceptual behavior
by providing “a response” to simply fill up the survey without using or involving any
conceptual reasoning (Vinner, 1997).
As stated earlier, the graphing instruments were administered in two versions,
with and without a physics context, to investigate the effects of contexts on student
graphing of the integral functions. We found that more students drew the correct
curves for the question with the physics context than for the one without any context.
The influence of the physics context on their graphing was apparent from their
reasoning that indicated they were identifying the displacement curve by analyzing
the physical behavior of velocity curve, e.g., speeding up, slowing down, or changing
direction. In their reasoning, students mostly used the intuitive physics knowledge
that was based on their real-world experiences. Previous researchers have also shown
the influence of physics concepts on student understanding of calculus concepts.
They showed that students better understood the abstract calculus concepts (e.g.,
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derivative), when familiar physics contexts (e.g., velocity) were introduced in the
calculus concepts (Bajracharya et al., 2012; Marrongelle, 2004).
The FTC-II questions required students to identify the difference in the an-
tiderivative of a function (e.g., F (4) − F (1)) or the change in a quantity (e.g.,
V (b)−V (a)) as the definite integral of its rate (e.g., ∫ 4
1
(dF/dx)dx or − ∫ b
a
Edx) and
thus the area under the curve. Five types of responses were found that were common
to both the mathematics and the physics versions. While 42% of students provided
correct responses, only 30% of these were able to connect the required difference in
antiderivative with the definite integral and the area under the curve; about 41% of
the correct responders provided only some sort of area reasoning without showing
the overall connection; and the rest did not provide any reasoning at all. The student
reasoning for the incorrect responses was based on their (a) evaluation of difference
in the function (instead of the antiderivative) at given values, (b) evaluation of the
individual antiderivative values, (c) analytical integration, and (d) use of slope or
derivative concepts inappropriately.
Previous studies have shown that student difficulties with the FTC II are mainly
due to students’ lack of covariational reasoning between rate of change of a quantity
and its accumulation (Carlson et al., 2003; Thompson & Silverman, 2008). By
introducing graphs in the questions, we were able to document the multiple ways in
which students manifest their difficulties, as listed above. Although their confusion
between the function difference and the antiderivative difference in the mathematics
question (e.g., between f(8)−f(2) and F (8)−F (2)) could appear to be a notational
issue, the existence of similar confusion in the physics questions (e.g., between E(4)−
E(1) and V (4) − V (1)) also indicated that this was not necessarily the case. The
cause of this difficulty was not entirely clear from their reasoning, but we may
speculate that the surface features of the questions might have influenced their
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responses, which is consistent with stimulus-driven bottom-up processes (Carrasco,
2011; Heckler, 2011).
Student evaluation of the individual antiderivative values (e.g., F (8) and F (2))
using area under the curve did not seem to be problematic when the origin was
chosen as the lower limit for both the antiderivatives (i.e., F (8) =
∫ 8
0
f(x)dx and
F (2) =
∫ 2
0
f(x)dx). However, some students also evaluated the individual antideriva-
tives in other inappropriate ways, such as by multiplying the values of the de-
pendent and independent variables at the limits, i.e., F (8) = f(8) × x(8) and
F (2) = f(2)×x(2). As evident from their reasoning, students considered each of the
antiderivatives as an area, found the areas by multiplying the respective two values,
and evaluated the difference in area values to find the difference in antiderivative
values. There were also students who did not relate the antiderivatives to areas,
but merely used a simple algebraic calculation to find the antiderivative difference
values.
Although no algebraic function was provided in the any of the instruments, some
students still performed analytical integration of inauthentic functions, e.g., f(x) =
3.85. Previous studies have also documented these types of student tendencies to-
wards analytically solving even those problems that do not involve any algebraic
functions. Heid (1988) reported that when students fail to interpret graphical rep-
resentations, they create algebraic representations to solve the problem algebraically
or analytically. Similarly, Vinner (1989) and Selden et al. (1989) have documented
that students generally preferred to use complicated algebraic approaches over sim-
ple graphical approaches.
Students’ responses to the discharging problem also indicated that they pre-
ferred algebraic and analytical approaches over a graphical approach. A redundant
algebraic function for the amount of charge was provided in the problem. Although
the required change in amount of charge over a time period could easily be deter-
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mined by finding the area under the curve after identifying the connections between
the difference in charge, the integral of current, and the area under the current
curve, the majority of students attempted the problem simply analytically or alge-
braically using the given algebraic function. Previously, Selden et al. (1989, 2000)
have shown students’ greater inclination towards algebraic and analytical modes of
problem-solving to solve (non-routine) calculus problems. As suggested by Ganter
(2000), overemphasis on algebraic and analytical solutions in instruction, mostly
traditional, could be the reason for students’ inclination towards these modes of
problem-solving.
We also found that even most of those students who attempted to solve the prob-
lem graphically used irrelevant features of the graph to evaluate the slope or differ-
ence endpoints. Neither of these notions involves any conceptual thinking. Student
use of irrelevant features might be explained on the basis of either pseudo-conceptual
behavior or bottom-up perception of the responders (Heckler, 2011; Vinner, 1997).
Using the former notion, we may claim that students using these irrelevant features
might simply be exhibiting pseudo-conceptual behavior; they were just filling up
the survey with random guesses without engaging themselves in genuine conceptual
thinking. Likewise, using the latter notion, we claim that student perceptions might
be driven by the salient features in graphs that motivated them to construct the
responses based on those features (e.g., f(b)− f(a)).
Most of the discussions (above) are based on our analysis of students’ initial
(immediate) responses and their reasoning for the initial responses. We found a
strong association (using Cramér’s V ; see Section 4.3) between the distribution of
students’ initial responses and their reasoning suggesting the existence of patterns in
the ways students reason their responses. In other words, students did not just pro-
vide random reasoning for their initial responses. Our analysis (statistical) showed
that students reasoned somewhat differently not only between the mathematics and
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the physics questions, but also within the physics questions with different contexts,
even when the questions had the same underlying mathematical structure. These
findings align well with previous findings, though reported in different research con-
texts, that indicated that students use mathematical concepts in physics differently
than in mathematics and across different contexts (Redish, 2006; Wagner, Manogue,
& Thompson, 2012).
4.6.2 Synthesis of interview results
Students in the interviews also exhibited difficulties that were similar to those in
the surveys, such as evaluating the function difference value (E(b)−E(a)) instead of
the antiderivative difference value (V (b)−V (a)), evaluating the slope (∆P
∆V
), showing
inappropriate analytical approaches. Some of the difficulties that were more promi-
nently elaborated in interview responses than in written responses are presented in
section 4.5. Our synthesis in this section focuses specifically on the student difficul-
ties with: (a) d and ∆, (b) rate of change and (c) representations to address the
research question. The main reason for focusing on these three aspects is that these
are the most commonly observed issues in student problem-solving approaches and
similar issues have also been reported in other studies on different contexts.
When the problems in the interviews involved a rate equation, students often
directly transformed d to ∆ without showing any intermediate steps. Although they
responded, “d is an infinitesimal change, whereas ∆ is a finite change,” when asked
about the difference, they did not seem to seriously consider the underlying difference
between them. Orton (1983a) showed that students often interpret the differential
(dx) incorrectly as the rate of change of x or the limit of δx or as a finite increment in
x. Unlike in Orton’s study, students in this study correctly interpreted the meaning
of the dx (but only when asked explicitly); still, many of them replaced d with
∆ without acknowledging the operational difference between them. The students’
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disregard of the operational difference between d and ∆, despite knowing their
difference in principle, may indicate the lack of a deep understanding of the concept
as pointed out by Artigue, Menigaux, and Viennot (1990). According to Artigue
et al. (1990), students tend to loosely interpret differentials as “small quantities”
or “small amounts” without a deep understanding of their underlying physical and
mathematical meaning. Student difficulty with infinitesimal terms was also verified
by Nguyen and Rebello (2011) in physics problem-solving contexts.
Students use of the terms rate of change and ratio interchangeably while re-
ferring to the given rate quantities might be an indication of their difficulty with
the notion of rate of change, as pointed out in previous studies on student under-
standing of the rate of change (Orton, 1983a; Teuscher & Reys, 2010; Thompson,
1994a). As indicated by these studies, most instruction introduces the concept of
rate of change through the slope formula. Researchers found that students generally
evaluate a slope by using the ratio of rise over run without trying to understanding
the meaning of the outcome (Orton, 1983a; Sofronas et al., 2011; Teuscher & Reys,
2010). Sofronas et al. (2011) suggested that students’ disregard of the distinction
between rate of change and ratio could be attributed to the lack of emphasis on the
distinction during instruction.
The rearranging of the given rate equation (e.g., as dU = PdV ) is a common
practice in physics problem-solving, particularly in problems involving differential
equations. In our interviews, we found that students mostly overlooked the physical
meaning of the quantity represented by the rate and its role in producing the re-
quired quantity (e.g., ∆U) while rearranging the equations and solving the problem
analytically. Wagner et al. (2012) considered this type of equation manipulation as a
casual practice and made a claim that these types of practices are taken for granted
by instructors and researchers without addressing the physical and mathematical
meaning behind the structures. We speculate that these types of mathematical ma-
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nipulations may hinder students’ thinking about how the rate of a physical quantity
( dU
dV
) results in an accumulation of the quantity (∆U).
Similar to the written questions, students in the interviews also indicated dif-
ficulties with the graphical representation, including the graphical behavior of the
function. Previous studies have also shown student difficulties with integral prob-
lems involving graphical representations. Nguyen and Rebello (2011) showed stu-
dents experiencing difficulties when they were asked to choose a correct graph that
represented the given integral. Pollock et al. (2007) and Bajracharya (2012) sepa-
rately showed student difficulties with the comparisons of magnitudes and signs of
integrals of two functions (curves) using different graphical representations.
Although all of the interview problems in this study involved graphical represen-
tation, students often attempted, or at least began, the problems either algebraically
or analytically. For example, about half of the interviewees derived a tentative equa-
tion for the change in temperature as ∆T = (dT
dt
)t by looking at the units of the
quantities on the vertical and horizontal axes. This finding aligns with Selden et al.’s
findings, from different calculus contexts, in which more than half of their students
did not use any calculus concepts to solve calculus-based problems. Most of the
students preferred some arithmetic or algebraic techniques over graphical methods
to solve calculus problems. Selden et al. (2000) concluded that even traditionally
strong students frequently fail to solve non-routine problems.
As discussed earlier, some of our findings about student difficulties with the FTC
might be explained using the perspectives proposed by previous researchers in same
(the FTC) or different contexts. For example, students’ use of irrelevant graphical
features might be attributed to their lack of covariational reasoning between the rate
of change and the accumulation of a quantity (Carlson et al., 2003; Thompson &
Silverman, 2008). Although most of our findings are novel in the context of the FTC,
they agree with the findings reported by previous researchers in different contexts.
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For example, Selden et al.’s findings about students preference for solving problems
algebraically and/or analytically over solving them graphically (in other calculus
contexts) corroborate well with similar findings in our written surveys (Selden et
al., 2000). In conclusion, we documented some of the common specific difficulties
encountered by students while dealing with the graphically-based FTC questions in
mathematics and physics, thus satisfying the initial purpose of the study.
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CHAPTER 5
STUDENT STRATEGIES FOR SOLVING FTC-BASED PHYSICS
PROBLEMS IN GRAPHICAL REPRESENTATIONS
Before discussing student problem-solving strategies, it would be worth illumi-
nating, briefly, the purpose and mechanics of the interviews. The initial goal of the
interviews was to gain insight into student difficulties with a more in-depth method
and to probe the effects of the specific difficulties on student problem-solving pro-
cess. In our preliminary analysis of the interview data, we noticed diverse student
problem-solving strategies in addition to specific difficulties with the application
of the FTC. In order to thoroughly analyze the interview data, we expanded the
previous research questions to include the following more specific questions:
1. What are the effects of varying physics contexts (unfamiliar versus familiar)
on students’ abilities to solve graphically-based FTC problems?
2. What are the effects of varying representations (graphical versus a combination
of algebraic and graphical) on students’ abilities to solve FTC-based physics
problems?
3. What impact does elicitation of the necessary mathematics knowledge and
skills have on students’ abilities to solve the FTC problems?
A thorough Grounded Theory-inspired analysis was performed to find answers to
the above questions and to categorize the observed student problem-solving strate-
gies. Section 5.1 presents the details of the interview-analysis process, illustrating
the construction of diverse student problem-solving strategies (Strauss & Corbin,
1997). The specific student difficulties revealed during the interview analysis have
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been presented in Section 4.5. This chapter documents the strategies used by stu-
dents to solve the interview problems and synthesizes the the effects of the specific
difficulties manifested in written and interview responses on the problem-solving
strategies.
The detailed mechanics of the interviews, including the structure of the admin-
istered problems, have been presented in section 3.2.1 of the methodology chapter.
But briefly, four FTC-based physics problems, each with a graph as shown in Figure
5.1, were asked in the interviews. Each of these semi-structured individual interviews
lasted for about an hour. The quantities that represent the dependent variables on
the graphs (e.g., P (V ), v(t)) could be defined in terms of the rate of change of some
other physical quantity (e.g., P = dU
dV
, v = dx
dt
). Given the graphical representation
of the rate of change of the physical quantities, the participants were asked to find
the change in physical quantities between any two values of the independent vari-
ables (e.g., ∆U between V1 & V2, ∆x between t1 & t2). One can apply the FTC,
either explicitly or implicitly, to identify the required quantities as the integrals (e.g.,∫ V2
V1
PdV ,
∫ t2
t1
vdt). Recognizing the graphical representation of the integrals as the
areas under the curves, one can simply count the squares under the curves to find
the required quantities. As a reminder, the contexts used in the first and the second
problems were unfamiliar to the population, whereas the ones used in the third and
the fourth questions were quite familiar to them. Regardless of the physics contexts,
all of these problems could arguably be solved merely using calculus knowledge,
without any physics knowledge whatsoever.
5.1 An example of Grounded Theory-inspired interview analysis
One example of Grounded Theory-based interview analysis is depicted in Sub-
section 3.2.6 of the methodology chapter (Strauss & Corbin, 1997). This section
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(a) P−V graph in Q1. (b) dT/dt versus t graph in Q2
(c) E−r graph in Q3 (d) v−t graph in Q4.
Figure 5.1: Graphs used in Fall 2012 interviews.
presents another example of such analysis. Unlike in the previous example, where
the student (with pseudonym Chris) exhibited a single strategy to solve the prob-
lem, the student (with pseudonym Monica) in this example switches her strategies
(on interviewer’s prompt) until she arrives at an adequate strategy. In other words,
this example depicts how Monica changes her problem-solving strategies as the in-
terviewer continuously asks her about the possibility of alternative approaches, until
she was totally confident with her final strategy. This example provides a basis for
categorizing all the problem-solving strategies seen in the interviews.
This example is based on Monica’s response to the P−V problem, a graphically-
based FTC problem in an unfamiliar physics context. She had two semesters of
calculus and was enrolled in both Physics 2 and Calculus 3 at the time of the in-
terview. In response to the P−V problem, she first used the simplest approach of
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manipulating and plugging in numbers in the given equation to solve the problem.
But when the interviewer raised questions about the appropriateness of her initial
approach, she realized that her strategy was unsuitable and searched for alterna-
tive approaches. In this example, she constantly changed her approach until she
finally arrived at a satisfactory one. As she completed her solution (Figure 5.2), the
interviewer asked her to explain the steps:
Figure 5.2: Monica’s initial solution to the P−V problem.
Interviewer: So, will you explain to me, like, what you did?1
Monica: Okay. Umm, well, I rearranged the equation so that dU equals the2
pressure times the change in volume [pointing to dU = PdV ] and then you3
have the change in volume and... This doesn’t... I don’t... Well, and then4
I got change in volume [sic, energy] equals pressure times 4 × 106 cm3 and5
then I looked at the graph for what the pressure would be at that point and6
then I multiplied it by approximately what the pressure was at that point to7
find ∆U . But, I’m really bad at mathematics.8
In the above excerpt, Monica manipulated the given expression algebraically
without using any integral concepts to get an expression for the required quantity
∆U . She did not seem to pay attention to the difference between ∆ and d; she simply
transformed dU = PdV to ∆U = P∆V . Using the given volumes, she evaluated
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∆V = V2 − V1. She evaluated the pressure at the resultant volume from the given
graph (i.e., she read P (V ) at V = 4× 106 cm3, which is ∆V ). Monica reported the
required ∆U by taking the product of this pressure and the volume difference, as
shown in Figure 5.2.
Interviewer: That’s fine you don’t have to do math.9
Monica: Okay or...10
Interviewer: Is that the only way you...?11
Monica: No, you cou-, you could have done from 2 to 6 and then found,12
potentially, the area underneath that curve.13
Interviewer: Say it again, what you just said.14
Monica: Umm, from the two volumes that you have, you can find the area15
underneath the curve to find the change in U .16
Monica initially solved the given problem simply by manipulating the given rate
equation. However, later, in response to the interviewer’s prompt for an alternative
solution method, she speculated that the desired quantity could be found by finding
the area under the curve in the given graph. Although she did not provide a detailed
explanation for why the area gives the desired quantity, her speculation was an initial
indication that she possessed the required knowledge for the correct solution.
Interviewer: What are you... how do you know that?17
Monica: Umm, well if you, like, integrate it. I guess, because...18
Interviewer: So, why do you want to do integration here?19
Monica: Umm, because... Well, I set ah-, we’re looking for the change20
in internal energy which could be a function of pressure times the change in21
volume. So, if you integrated both, you get U = P (Vf−Vi), which is basically22
what I did up here [pointing to the previously written ∆U = P∆V on the23
board]. Anyways, so...24
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This was another instance in which Monica noted the relevance of integration in
solving the problem. Here, she focused only on the procedural aspect of integration,
where she integrated both sides of the expression: dU = PdV . Although she previ-
ously talked about finding area under the curve to evaluate the required quantity,
she was not able to find the right connection between the integral and the area
under the curve. One possible explanation could be that since the algebraic function
of pressure was not provided in the question, she might have incorrectly assumed
P to be constant and that it could be taken out of the integral sign, as indicated
in Figure 5.3. Alternatively, she might just be solving the problem algorithmically
without making such an assumption.
Figure 5.3: Monica using integration superimposed on her previous work, including
considering P to be constant.
Interviewer: So, what, what thing you integrated? Like, which...?25
Monica: Umm, well, independently both sides and then you just have 0 to26
some U and then Vinitial to some Vfinal, but P would be a constant.27
Interviewer: [pointing along the curve] Do you think the P is constant28
here?29
Monica: Oh, yeah, not as a graph. Yeah, no, it’s not. But...[a long pause]30
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As Monica had previously mentioned the potential use of the area under the curve
to evaluate the required quantity, the interviewer further probed her understanding
of this aspect. The interviewer was curious about whether or not she would be able
to connect the area under the curve with the integral and hence the Riemann sum.
The following excerpt indicates that Monica was clearly aware of the significance of
the area under the curve notion.
Interviewer: You said something about area under curve. Like, do you still30
think you can get that by finding area under curve?31
Monica: I guess, it’s just the fact that it’s dU that would make it different.32
I feel like, even not... but if you found the area under the curve, it would be33
just the amount... Oh, no it would be. It would just be the total change in34
energy from this to that.35
Interviewer: So, how do you know that area under curve gives you, ahh,36
the change in internal energy?37
Monica: ’Cause that’s what you do when you integrate something. You take38
the small changes and multiply by the, the function that you have [referring39
to Reiemann sum]. That’s what integrating is essentially. So, like, the... But,40
integrating would make it be-41
Interviewer: So, is this the way you want to do or you want to find the42
area under curve or you want to mix up this as well as area under the curve43
or whatever...44
Monica: That. The area under the curve would, probably, give a better45
answer than that, cause that, the...46
Interviewer: No, no, not this one. I’m just saying the integration thing.47
Monica: Oh.48
Interviewer: Like, this integration thing.49
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Monica: Oh, okay. I guess, I’d do the area under the curve because pressure50
is changing in this. I would’ve shown that as constant. So, can’t just pull it51
out of the...52
Interviewer: So, what does area under the curve represent?53
Monica: Umm, the... It would, right, just represent this part of that inte-54
gration [pointing at the integral
∫ Vf
Vi
PdV ].55
Interviewer: Okay.56
Monica: So, it’d represent the change of U from 1, initial pressure to...57
Interviewer: So, how do you do this in this case? Like, how do you find,58
umm, the internal energy? I want some numerical value. How do you get59
numerical value?60
Monica: Umm... Okay...61
Interviewer: You don’t have to find exact value, but just tell me how would62
you do that.63
Monica: Oh, okay. Umm, take the this area and then add up little boxes64
and approximate, like, some of the half boxes to the. . . [mumbles while count-65
ing squares in graph].66
Interviewer: So, you would just add up.67
Monica: Add up all the boxes.68
Interviewer: Okay.69
In the above excerpt, not only did Monica successfully show the connection
between the required quantity (∆U), the integral (
∫ V2
V1
PdV ), and the area under
the curve, but she also demonstrated the correct way of determining the area under
the curve by counting the squares under the curve.
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5.1.1 Extracting the highlighted text for open coding
This section illustrates the way the open codes were generated. In this process,
all the important points highlighted in the above transcript are extracted for the
purpose of open coding. Some of the extracts are slightly modified by using appro-
priate notation or representations to make it more readable. Presented below are
the extracted and refined texts that are relevant to problem solving.
[L2] “I rearranged the equation” : Equation rearranging
[L2-3] “dU = the pressure times change in volume” : interpreting d as change
[L4] “the change in volume” : ∆V = V2 − V1
[L6] “looked at graph for the pressure” : P−V Graph
[L7] “pressure at that point” : P value
[L13] “area underneath that curve” : Area under the curve
[L16] “underneath the curve to find the ∆U ” : Area gives ∆U
[L18] “integrate it” : Integration
[L22] “integrated both sides, you get U = P (Vf − Vi)” : Definite integral
[L27] “P would be a constant” : Constant P
[L39] “small changes and multiplied by the, the function” : Riemann sum
[L40] “that’s what integrating is” : Definite integral = Riemann sum
[L51] “area under the curve because pressure is changing” : Use graphical
[L52] “So, can’t just pull it [P ] out of the...” : P not constant
[L55] “It [area] would, represent this [integration]” : Area = Definite integral
[L58] “it’d represent the change of U ” : Area = ∆U
[L69] “Add up all the boxes” : Counting squares
5.1.2 Constant comparative coding
As discussed previously in the methodology chapter (3.2.5), the above codes are
clustered on the basis of properties (similarities and differences) and categories that
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connect them together (i.e., relationships). Table 5.1 depicts the process of constant
comparison of the previously generated open codes. In this process, the notations of
specific physical quantities (e.g., U, P, V, etc.) are converted into abstract notations
(e.g., ,, , etc.) in order to generalize the categories to other problems with
different physical quantities.
Table 5.1: Categorization of problem-solving approaches using Grounded Theory.
Open codes Constant Comparison Axial Coding
dU = PdV d = d 
}
Equation rearranging
∆U = P∆V ∆ = ∆  }
Algebraic approach
∆V ∆  and  2 − 1
P =?→ look at graph Graphical analysis }
Graphical information
Constant P Constant 
Area under the curve Area
}
Graphical approach
∆U = Area ∆ = Area∫ U2
U1
dU =
∫ V2
V1
PdV
∫ 2
1 dU =
∫  2
 1 d 
}
Integral approach∫ U2
U1
dU Definite integral
}
Analytical approach
Constant P Constant 
P × dV × d  } Riemann sum∫ V2
V1
PdV = ΣPdV
∫  2
 1 d  = Σd  Integral = Riemann sum
P changing, use area  changing, use area
}
Integral approach∫ V2
V1
PdV 6= P ∫ V2
V1
dV P not constant  Graphical approach
Area =
∫ V2
V1
PdV Area = Integral
Area = ∆U Area = ∆
Add up all the boxes Square counting
5.2 Categorization of student problem-solving strategies
Until now, our analysis has been based a single student’s (Monica’s) response to
one physics question. Since different students used different problem-solving strate-
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gies for different problems, all other cases also need to be scrutinized in order to
categorize all the observed strategies. We will briefly put Monica’s case aside and
move on to other cases to classify other student problem-solving strategies. Once all
the problem-solving categories are classified, using all the cases, we will come back
to Monica’s case to discuss her problem-solving strategies.
All video data were thoroughly analyzed by watching them repeatedly (each 7-
10 times) and taking notes. Following all the steps depicted in the above example
of Monica, all the interview responses were analyzed to construct and categorize
student problem-solving strategies. These solution strategies comprise both students’
actions and our interpretation of their actions. Different components of a strategy are
represented by different boxes and color codes. The blue color (rectangular box with
sharp edges) represents the components given in the question, whereas the green
(rectangular box with rounded corners) and the yellow colors (round sided box)
represent student actions and our interpretation of some of their important actions,
respectively. The analysis of all the interview data indicated that the students used
eight different types of unique solution strategies that can be grouped into three
main types of approaches: algebraic, geometric, and integral approaches. These have
three, two, and three subcategories, respectively, and are discussed below.
5.2.1 Algebraic approaches
Algebraic problem-solving strategies were most commonly seen in the questions
with an unfamiliar context (i.e., thermodynamics) and without the integrand in
functional form. Although the interview questions require the use of integral con-
cepts, particularly the FTC, implicitly, two-thirds of students in the interviews did
not use any calculus concepts explicitly whatsoever while solving the first problem.
The students simply manipulated the given equation in terms of the required quan-
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tity (e.g., ∆U). After this step, students proceeded in one of three different ways,
each categorized on the basis of the resulting expression as shown below.
5.2.1.1 Finding the product ∆×∆ : Jake’s example
In response to the first interview question, with a P −V graph, Jake wrote down
the values of pressures corresponding to the given volumes and rearranged the given
rate equation:
Jake: We have the, the function that P is equal to internal energy over the1
change in volume [writes P = dU
dV
] and we want to find the change in the2
internal energy. So, we’re gonna find. We can just basically just multiply the3
pressure by the change in volume [writes PdV = du; although the question4
had capital U , he used a lower case u]. But the... but there is a difference in5
pressure. So that’s really what we’re measuring. In this case the difference6
in pressure is...[evaluates P2 − P1]7
Interviewer: So, why do you need difference in pressure?8
Jake: Because we have to find it with respect to u, cause if we’re finding9
[modifies the previous equation to dPdV = u]... cause u is the function of the10
pressure and the volume. While the pressure is..., cause the pressure... It’s all11
relatable. So, if the pressure is an expression in internal energy and volume,12
then the internal energy is an expression of pressure and volume or can be.13
Umm, so, I think that’s the right way to do it and I think that should be ...14
[evaluates u by multiplying the values of ∆P and ∆V , i.e. u = ∆P ·∆V ].15
Jake first extracted the values of P1 and P2 corresponding to the values of V1 and
V2 from the graph. He then evaluated the differences ∆P and ∆V . Although he did
not explicitly use ∆ notation, his actions implicitly indicated that he was perceiving
d as ∆. Next, he replaced P with dP and wrote down the resulting equation as
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u = dPdV . Despite what he wrote, his clarification, in the second part of the above
excerpt, suggests that he was implicitly referring to the equation ∆ = ∆·∆ . He
suggested that the required quantity (∆U) could be determined by evaluating the
product ∆ ·∆ . Transforming the concrete notations (U, P, V ) into the abstract
ones (,, ), Jake’s above solution strategy is depicted in Figure 5.4.
Algebraic approach  = d
d  d = d   2 &  1
	  	  	  	  n	  	  	  	   	  2 & 1∆ = ∆∆ 
Figure 5.4: Jake’s problem-solving strategy (A1), depicted pictorially and using
abstract variables.
5.2.1.2 Finding the difference (2 × 2)− (1 × 1): Wilson’s example
When the interviewer asked Wilson how he found the change in internal energy
from the given P−V graph, he responded:
Wilson: ... I’d say that you find out what the initial dU [sic, Ui] is and find1
out what the end is [meaning Uf ] and then do it [pointing to P = dUdV ] by flop-2
ping it around [rearranging], multiply both sides by dV to get this [pointing3
at dU = PdV ]. Then you find the initial pressure times the initial volume4
equals the initial energy and the final pressure times the final volume... and5
you get your final dU initial [sic, Ui], dU final [sic, Uf ]. Subtract, you know,6
d initial [Ui] from d final [Uf ] or the difference between two of them is the...,7
the change in internal energy.8
Like Jake, Wilson also evaluated the values of P1 and P2, corresponding to
the values of V1 and V2, by drawing lines on the graph. However, unlike in the
previous example, Wilson evaluated the difference of the products, P2V2 − P1V1,
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Figure 5.5: Jake’s algebraic approach. He drew lines on the graph to find the values
of pressures corresponding to the values of given volumes.
in order to find the required quantity (∆U). Figure 5.6 depicts Wilson’s problem-
solving strategy using abstract notation. In the above excerpt, Wilson seemed to be
confused between dU and U , indicating his difficulty with the notion of differential.
(For more discussion on student difficulties with differentials see Section 4.6.2.)
Algebraic approach  = d
d  d = d   2 &  1
	  	  	  	  n	  	  	  	   	  2 & 1∆ = 2  2 −1 1
Figure 5.6: Wilson’s problem-solving strategy (A2).
5.2.1.3 Finding the product ×∆ : Monica’s example
Monica initially solved the first interview problem, with the P−V graph, on the
white board. When the interviewer asked Monica to explain her solution, she said:
Monica: Umm, well, I rearranged the equation so that dU equals the pres-
sure times the change in volume [pointing to dU = PdV ] and then you have
the change in volume and... This doesn’t... I don’t... Well, and then I got
change in volume [sic, energy] equals pressure times 4× 106 cm3 and then I
looked at the graph for what the pressure would be at that point, and then
I multiplied it by approximately what the pressure was at that point to find
∆U .
135
This example is similar to the first example of Jake, except Monica did not do
anything with P . She evaluated ∆V using the given values of V2 and V1. Next,
she extracted the value of P corresponding to the value of volume that is the same
as ∆V from the graph. The required quantity (∆U) was evaluated by taking the
product P ·∆V . Monica’s solution scheme is illustrated in Figure 5.7.
No physical interpretation Solving algebraically  = d
d 
d = d ∆ = ∆  = ?
	  	  	  	  n	  	  	  	   	  
Constant 
∆  =  2 − 1
∆ = ∆ 
Figure 5.7: Monica’s problem-solving strategy (A3).
5.2.2 Direct graphical approaches
Unlike the students who solved the problem algebraically, some students directly
used the graphical information without rearranging or manipulating the given rate
equation. Some of these students focused on the relevant features of the graphs,
whereas others focused mostly on irrelevant features manifesting some of the spe-
cific difficulties (e.g., slope and endpoint reasoning) identified earlier. Examples of
student problem-solving strategies using irrelevant and relevant graphical features
are described below.
5.2.2.1 Use of irrelevant features in problem solving: Nikki’s example
Students who used irrelevant features focused mostly on either the slope or the
height difference (endpoints) of the given curve. Although no one attempted to
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actually do it, some students also argued that the required quantities could be
determined by finding the derivatives of the functions in the graphs. In the following
example, Nikki started solving the P − V problem by evaluating an average slope
of the curve:
Nikki: So, it’s approximately... you were to say... rise over run. So, 2 − 6
all over .5 − [writing 2−6
.5− ] and I could... I don’t know. It’s been a long time.
Interviewer: It’s okay.
Nikki: This is... .2, you’re gonna end up with −.4 all over .3 [writes − .4
.3
].
Interviewer: What’s the purpose of taking slope here? What does this give?
Nikki: Slope, hmm. I would say slope gives your internal energy.
Interviewer: Slope gives internal energy. How do you know that?
Nikki: You’re- change in internal energy.
From the above excerpt, it seems that Nikki perceived that the mathematical
tool needed to solve any problem that involved finding a change was to find a slope.
She seemed to have a gap in her understanding of the relationship between change,
rate of change, and slope. Figure 5.8 depicts a scheme for a problem-solving strategy
using irrelevant graphical features.
Solving graphically
	  	  	  	  n	  	  	  	   	   Irrelevant feature
2 −1 ∆∆ 
Figure 5.8: Graphical strategy G1. Using irrelevant graphical features in problem-
solving.
5.2.2.2 Use of relevant features in problem solving: Alex’s and Joe’s examples
Students using relevant graphical features recognized that the required quantity
could be determined by evaluating the area under the curve. They either found
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the area by counting the squares under the curve or by constructing some regular
geometrical shapes (e.g., triangles, squares) to approximate the shape of the area
of interest. Most of the students who indicated that the required quantity could be
found by finding the area under the curve connected the FTC and the graph by
using the notion that for any graphical representation of the rate of a quantity (e.g.,
dT/dt vs. t), the difference in the quantity over a specific interval, is represented
by the area under the curve. Most used this notion merely as a rule, whereas a
few revealed a clear understanding, both physically and graphically, of how the rate
of change of a quantity results in the accumulation of the quantity. Although it
does not indicate any lack of understanding of integration, many students using this
strategy did not mention anything about integration.
The following example demonstrates how Alex responded to the P−V problem.
He began the solution simply by quietly counting the squares. The interviewer asked
him to explain what he was doing. In response, he said:
Alex: I don’t remember exactly how to do this problem. Umm, but, whenever
there’s a derivative and you are trying to find some kind of change and
whether it’s pressure or depth or something like that and it asks between two
points. Umm, normally whenever I was in calculus, I was always taught to,
basically, find the area in between. So an easy way to do that, if whenever I
didn’t remember how to do the problem correctly, was I would always count
up the squares in between...
Since Alex was using the concept that he learned in mathematics in a physics
context, the interviewer asked him to elaborate on it in more detail. Moreover,
the interviewer asked him what mathematical concept he was using and how. In
response, he wrote down the equation f(x) = dx
dt
and said:
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Alex: So, general derivative, when people learn about them it’s always a
change in something over something and so if you’re trying to look at position
and time, the basic example they always use is dx over dt, which is change
in position over time, and so if you’re thinking about the change in position
over time, it can be applied to physics because, for example, if you’re using,
umm, our change in volume, the volume’s gonna be decreasing or increasing.
For us, it’ll be decrease in pressure. So it’ll be a change of pressure over time,
which is similar to a change in position over time and that’s kinda how I
looked at it and I don’t remember exactly how to solve this correctly, but I
counted about 66 squares between the 2 and the 6 for...
The interviewer then asked how the area under the given curve and the change
in internal energy were related and if he could show the relationship between them
mathematically. In response, Alex said that the change in internal energy over the
change in volume was a derivative and given the derivative curve, he could simply
evaluate the area under the curve to find the change in the internal energy. When
the interviewer again asked him if he could verify the relationship between ∆U and
the area under the curve somehow, mathematically, Alex responded as indicated
below:
Alex: Well we’re looking for, when the internal energy changes, we’re trying
to figure out how much it is when it goes from 2 to 6. So we can calculate
between those two values and I don’t remember the correct equation for it.
I know there is one. Umm, but another way that you can do is to count how
much in between, umm, the two values ...
Interviewer: How do you know that?
Alex: Umm... [short pause]. Like, how do I know I can calculate by counting
the squares? Umm, honestly, I can’t remember. It’s just one thing that I was
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taught along with the correct way to solve for it that I just can’t remember.
Umm, but I do know that you can count squares.
For the same P−V problem, another student, Joe, also invoked the area under
the curve notion to find ∆U :
Joe: Well, right off I want to, you know, it’s the area.
Interviewer: How do you know that?
Joe: It’s just kind of, kinda, like, the rule. If this is the derivative and the
result of the total change from that derivative is the volume [sic, area]. That’s
kind of like a calculus rule. That’s, like, my, my first...
In the above examples, both Alex and Joe invoked the area under the curve
notion to find the change in internal energy (∆U) between the given volumes (V1
and V2). Both of them used the notion simply as a rule: given the graph of rate
of change (derivative) of a quantity, they could find the change in the quantity by
evaluating the area under the curve. According to them, they learned this approach
in calculus along with the other concepts and methods. Figure 5.9 shows the scheme
for the strategy using the area under the curve directly.
Solving graphically
	  	  	  	  n	  	  	  	   	   Relevant feature
Count # of squaresFind area
Figure 5.9: Graphical strategy G2. Direct use of the graphical information.
5.2.3 Integral approaches
Like the students who solved the problems algebraically, students using the in-
tegral approach also began their solutions by rearranging the given rate equation.
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However, these students integrated the resulting equation on both sides. The stu-
dents then proceeded either graphically or analytically. Those who followed the
analytical path either used an algebraic function for the integrand or considered the
integrand as a constant.
5.2.3.1 Connecting integral and area under the curve: Andrew’s case
Those who chose the graphical path, after following the integral approach, iden-
tified that the integral could be found by evaluating the area under the curve. Once
they realized that they needed to find the area under the curve, they considered ei-
ther counting the number of squares under the curve and multiplying it by the value
of a unit square or forming simple geometric shapes, such as right triangles and/or
squares, to find the required quantity. An example of a student who successfully
associated the integral with the area under the curve is presented below.
In response to the temperature question (finding ∆T ), Andrew first wrote
∫ 1
0
dT ,
then he erased dT to replace it by its rate, i.e.,
∫ 1
0
dT
dt
. After a while, he added the
missing term in the integral (dt) to make the integral
∫ 1
0
dT
dt
dt. The interviewer then
asked him how he found the value:
Interview: So how do you find the value, if I ask you to give me some
numerical value for change in temperature between 0 and 1?
Andrew: [After a long pause] I could estimate the area under the curve,
assuming that that is nearly a straight line, to make a triangle, and that’s a
square [pointing to the graph].
In order to elicit Andrew’s understanding of the connection between the integral
and the area under the curve, the interviewer asked him why he thought the integral
that he wrote was exactly what was being asked about in the question and how the
area under the curve would give the desired quantity. His response was as follows:
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Andrew: dT
dt
represents this curve [pointing to the graph], you integrated
over time to get your change in temperature.
Interviewer: Okay. So what does this [indicating the integral] represent in
the graph?
Andrew: This part right here [indicating the area under the curve between
0 and 1 hour time].
Interviewer: Can you mark that with the pen?
In response, he drew a boundary, encompassing the space under the curve be-
tween 0 and 1 hour time, on the graph to show the area that represented the integral
of dT
dt
.
Since there were no analytical expressions given for the rate of change tempera-
ture as a function of time in this problem, Andrew directly integrated the rate term
(dT
dt
) with respect to time (i.e.,
∫ 1
0
dT
dt
dt). However, in the P−V problem, almost
all the students who chose the approach similar to that of Andrew’s first manipu-
lated the given rate equation (P = dU
dV
) and then integrated on both sides. Using
abstract notation (, ,  ) for (dT
dt
, T , t), the general solution scheme for this type
of strategy is shown in Figure 5.10.
Integral approach  = d
d  d = d  ∆ =
∫  2
 1 d 
Area
	  	  	  	  n	  	  	  	   	  Geometry∆ = Area
Figure 5.10: Integral strategy I1. Connecting integral and area under the curve.
5.2.3.2 Students using an analytical approach: Jack’s case
The P−V and the dT
dt
−t problems did not provide algebraic functions, whereas
the E−r and v−t problems did. Some students solved the problems without alge-
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braic functions by approximating the given curve with an algebraic function. Then
they integrated the function analytically to evaluate the required quantity. The fol-
lowing example shows how some students prefer to use approximation over finding
the area under the curve.
In order to solve the temperature problem, Jack approximated the given curve
with the function ln(x)− 2 and wrote its integral as ∫ 1
0
ln(x)− 2 (without dx), then
he explained:
Jack: Umm, so, it’s kinda hard to, like, figure out the area, like, without an
equation. So, I’m just grasping at straws here and trying to come up with an
equation that fits the curve, and I think this is an equation that sort of fits
the curve. So, I mean, cause, I don’t, I could do it using... I can just count
the boxes or I could try and find an equation that I think would fit...
Interviewer: Can you explain to me, like, what you mean by counting boxes?
Jack: Well, you can... If you’re trying to find area between [sic, under] curve
and, like, change in temp-
Interviewer: Why are you trying to find an area?
Jack: Because isn’t that, if you have a graph of change in temperature and
time, then change in temperature over time and time and you can find change
in temperature using the, ah, integral which is the area under the curve, which
should be about here [showing the area on the graph]. So, you could count
the boxes if you wanted to but that takes a long time. I mean, and I’ve just
figured... I just grabbed an equation that would sort of fit the curve and I
think that this one [pointing on ln(x) − 2] would work cause – would look
like this [drawing a curve by shifting the given curve over the x-axis], which
is basically, with that, what this one [showing the given curve] is just shifted.
Interviewer: So, basically you are approximating the curve?
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Jack: Yeah.
Interviewer: And taking integration from 0 to 1?
Jack: Ah, yes.
Interviewer: So you think this curve looks like log, natural logarithm,
ln(x)− 2?
Jack: −2 [repeating with interviewer], yeah.
The above example clearly shows that Jack was aware of the correct approach to
find the required quantity by finding the area under the curve, counting the squares.
However, he was reluctant to use that approach because he thought that would be
a lengthy process. Although his approximated curve was not necessarily any more
accurate than estimating some of the irregular squares to find the area under the
curve, he still preferred the analytical approach over the graphical.
Integral approach  = d
d  ∆ =
∫  2
 1 d  Analytical
	  	  	  	  n	  	  	  	   	  ( )Analytical solution
Figure 5.11: Students’ using an analytical strategy (I2) to solve the FTC problem.
5.2.3.3 Students assuming a constant integrand: Brian’s case
Since the first two problems did not provide any algebraic function, some of the
students who chose the analytical path assumed the integrand (e.g., P ) was constant
in order to be able to proceed with an analytic solution. Despite students’ use of
integration, this strategy is equivalent to one of the algebraic strategies, depending
upon how they evaluate the required quantity.
Brian: So, if I can take an integral, I’d get ...
Interviewer: So, what’s the reason for taking integral?
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Brian: Well, I was thinking maybe if pressure were constant, I could take it
out and get P times V is equal to U . But then that wouldn’t be figuring in
the difference.
Besides Brian, a few other students, including Monica (see Figure 5.3), also
attempted this strategy, although most of them later switched to other strategies.
It seems that these students may have initially considered P as a constant quantity
because of their higher preference for equation and symbolic manipulation rather
than for analyzing the graphical features or behavior of the curve.
Integral approach  = d
d  d = d  ∆ =
∫  2
 1 d 
Constant ∆ = 
∫  2
 1 d 
	  	  	  	  n	  	  	  	   	  ∆ = ( 2− 1)
Figure 5.12: Integral strategy I3. Considering  constant to solve the FTC problem.
5.2.4 Constituent properties of individual student-strategies
Figure 5.13 depicts all the problem-solving strategies observed in the interviews.
Although the steps in each of the student problem-solving strategies are shown in
a particular sequence, they were not used in exactly the same order for all the
participants, and the sequence of the steps were different for different problems.
Nonetheless, in order to categorize the student strategies, the overall characteristics
(steps) in the strategies were considered rather than the sequence of their steps. De-
spite some overlap in the characteristics across the strategies, the overall character-
istics are unique to each strategy. The characteristics of each of the problem-solving
strategies are listed below.
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1. Algebraic strategy A1
(a) Rearrange the rate equation, (b) Directly change d to ∆, (c) Find the values
of 1 and 2 corresponding to  1 and  2, and (d) Evaluate ∆ = ∆ ·∆ 
2. Algebraic strategy A2
(a) Rearrange given rate equation, (b) Directly change d to ∆, (c) Find the
values of 1 and 2 corresponding to  2 and  1, and (d) Evaluate ∆ =
2 · 2 − 1 · 1
3. Algebraic strategy A3
(a) Rearrange given rate equation, (b) Directly change d to ∆, (c) Find the
values of  corresponding to  2 − 1, and (d) Evaluate ∆ =  ·∆ 
4. Graphical strategy G1
(a) Focus on irrelevant graphical features, and (b) Evaluate either endpoint
difference or evaluating rise/run (slope)
5. Graphical strategy G2
(a) Do nothing with the equation, (b) May interpret the connection between
the rate equation and the area under the curve, and (c) Find area under the
curve either by counting squares or using geometric shapes
6. Integral strategy I1
(a) Rearrange the given rate equation, (b) Integrate on both sides, (c) Interpret
the relation between the integral and the area under the curve, and (d) Find
area under the curve either by counting squares or using geometric shapes
7. Integral strategy I2
(a) Rearrange the given rate equation, (b) Integrate on both sides, (c) Use
the given algebraic function or approximate one, (d) Evaluate the integral
analytically
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Figure 5.13: Students’ problem-solving strategies for the FTC-based physics questions.
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8. Integral strategy I3
(a) Rearrange of the given rate equation (b) Integrate on both sides, (c) Con-
sider the integrand to be constant, (d) Integrate analytically, and (e) Plug-in
values
One can observe from the above properties that some of the same steps can, in
fact, have different purposes and meanings when they are in different strategies. For
example, one can get ( 2− 1) in different ways, but only one strategy explicitly
considers  to be constant; in the other case, since integration was skipped or
avoided, that was not a consideration. This suggests that certain solution strategies,
either correct or incorrect, may be approached in more than one way.
5.2.5 Monica switching strategies in the P−V problem
Previously, we depicted Monica’s example to show in detail how we analyzed
student responses to the interview problems using a Grounded Theory approach.
Then using this and other representative examples, we documented all the observed
student strategies and classified them into different categories. In this subsection, we
revisit Monica’s case to discuss the strategy-switching phenomenon observed in her
problem solving process. As seen in Table 5.2, Monica used four different strategies
in succession while solving the first interview problem (with the P−V graph). She
first solved the problem using strategy A3. When the interviewer asked if that was
the only way she would approach the problem, she hinted at the potential use of
the area under the curve (G2) to find the required quantity. When the interviewer
asked her why that would work, she then brought up the idea of integration. She
integrated on both sides of dU = PdV using the limits and brought P outside the
integral, assuming that it was a constant. Without engaging any further with the
notion of the area under the curve, she shifted her focus to analytical strategy I3.
Her analytical steps gave her the same final expression that she used in her A3
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strategy, namely ∆U = P∆V . Since she seemed to be settled on strategy A3, the
interviewer further asked her whether she thought P was a constant. The purpose of
this follow-up was to probe whether she overlooked the behavior of P on the graph
or it was merely a gross approximation to simplify her solution. She realized that
it was not appropriate to bring P out of the integral because the curve was not a
constant function, as seen on the graph. Although the interview previously followed
up on the area notion, Monica did not mention anything about it in her response
above. So, the interviewer asked her to elaborate more on her notion about the area
under the curve to find the required quantity. She responded by drawing rectangular
strips forming the Riemann sums and elaborated on how the area under the curve
was formed. Then, she described about the relation between the Riemann sum, area
under the curve, and the (definite) integral that she obtained analytically before. At
this point, she seemed to be totally confident about why the notion of area under
the curve would work for finding ∆U . When the interviewer asked her to provide a
numerical answer, she suggested counting the squares and multiplying the result by
the value of a unit square. Since the context was unfamiliar to her, the interviewer
did not further pursue the issue of the value of the unit square.
In this episode, it was evident that despite possessing all the knowledge required
to produce a correct solution, initially Monica chose incorrect paths to solve the
problem. This may be due to her initial failure to find the right connections between
her fragmented knowledge. But as the interviewer went on probing deeper and deeper
– asking follow-up questions – she eventually figured out the right solution.
5.3 Mini-teaching interviews
Once a student responded to all the four interview problems, a mini-teaching in-
terview was initiated. The main purpose of the mini-teaching interviews was to elicit
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students’ understanding of different facets of the FTC (e.g., integral, Riemann sum)
and to probe how the knowledge elicitation affect their problem-solving strategies.
As a reminder, there was not any direct instruction involved in the mini-teaching
interviews. We considered this part of interview as a teaching interview because
the knowledge elicitation process involved some degrees of interviewer’s guidance
(intervention).
During the mini-teaching interviews, students were given a generic function f(x)
and asked to define the rate of change of the function with respect to the variable
x, or asked simply to write the expression for the derivative of f(x) with respect to
x. None of the students seemed to have any difficulty completing this step. Then
they were asked how they could get the function f(x) back from the their derivative.
Almost all the students illustrated the process for getting back the function f(x) by
integrating the derivative. They were then asked to find the difference between the
function at any two points a and b. For this, they simply assigned limits a and b to
the integral on the left and to a vertical bar on the right side (i.e.,
∫ b
a
df
dx
dx = f(x)|ba).
They were asked if they could see the relationship between the rate of change of the
function (f(x)) and the difference in the values of the function (f(b)− f(a)). While
most students simply pointed to the equation they just derived, some attempted to
explain the relationship qualitatively using various physical examples such as how
the change in velocity (rate) affects displacement (accumulation).
Next, the interviewer drew a curve on the rate ( df
dx
) versus x graph and asked the
students to represent the left side of their earlier equation (
∫ a
b
df
dx
dx) on the graph.
Some students immediately shaded the area under the curve between a and b to
represent the integral, whereas others took some time to get to that representation.
But sooner or later, all the students were able to indicate the area under the curve
as representing the integral on the graph. Then the interviewer reminded them that
the result they got was what is called the FTC. At this point the students were
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Figure 5.14: Brian arriving at the FTC expression after a series of questioning during
the mini-teaching interview. Because of the quality issue with the original artifact
(on left), an equivalent replica is created (on right).
asked to solve one or two of the previous problems. Table 5.2 depicts each student’s
strategy or strategies to solve the problems that were asked, both before and after the
mini-teaching interviews. As seen in the table, the overall student problem-solving
strategies indicate that the mini-teaching interviews helped students to refresh their
knowledge base required to solve the given physics problems.
5.4 Distribution of overall student problem-solving strategies
The overall strategies used by each individual student to solve the four interview
problems are presented in Table 5.2. For the P−V problem, less than a quarter of
the students used some sort of integral approach, with only one completely correct
solution (I1). Less than two thirds of the students exclusively used graphical features
(mostly area-based); more than half of these students were unable to document the
underlying relationship between the area under the curve and the required quantity
(∆U). These students’ notions about area under the curve were mostly rule-based,
i.e., given a graph of rate of a physical quantity, a difference in the quantity could
be determined by evaluating the area under the curve. One-half of the participants
approached the P−V problem simply using algebraic strategies without any use of
calculus.
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For the temperature problem, almost the same number of students used the in-
tegral approach as in the P−V problem. However, more students (three) used the
correct strategy (I1) in the former compared to the latter one (only one). The num-
ber of individuals using an algebraic approach seemed to be lower in the temperature
problem, which may be attributed to the absence of equations in this problem. The
algebraic strategy (A1) seen in this problem was based exclusively on the units of
the horizontal and vertical axes.
For the E−r problem, most of the students initially used an analytical approach
to solve the problem. Although none of the students initially used I1 (integral +
graphical), more than half suggested finding the area under the curve when prompted
for an alternative approach. Furthermore, in most cases, these students also suc-
cessfully depicted the underlying relationship between the integral
∫ r2
r1
Edr and the
relevant graphical feature (area). A few students (many fewer than in the previous
problems) also used algebraic approach A1; some of them switched back and forth
between A1 and I2, particularly when asked for an alternative approach.
As in the E−r problem, most of the students used the analytical approach
to solve the v−t problem. They also suggested finding the area under the curve
and documented the relationship between the area and the integral
∫ t2
t1
vdt when
prompted for an alternative strategy or an additional explanation. The only notable
difference between E−r and v−t problems was that in the latter one, a few students
used I1 without approaching it analytically, i.e., without integrating the algebraic
function of the integrand.
In summary, the distribution of student problem-solving strategies shows three
important patterns pertaining to the effects of (a) familiarity of context, (b) rep-
resentational variation, and (c) knowledge elicitation on student problem-solving
strategies.
152
Table 5.2: Distribution of student problem-solving strategies. Each student’s strategies for the four problems before and
after the mini-teaching interviews (knowledge elicitation) are depicted on the left and the right columns, respectively.
Subject
Before mini-teaching interview After mini-teaching interview
Question 1 Question 2 Question 3 Question 4 Question 1 Question 2 Question 3 Question 4
(P−V ) (dT
dt
−t) (E−r) (v−t) (P−V ) (dT
dt
−t) (E−r) (v−t)
Amy A3 NA A1 & I2 I2 & G2 I1 I1 × ×
Andrew G2 & A1 G2 & I1 I2 & A1 I1∗∗ A3 × × ×
Alex G2 G1 NA I1 & I2 I1 I1 I1 I1
Brian A1 & I3 NA I2 & G2 I2 & G2 I1 I1 I1∗ I1∗
Chris A3∗ G2∗∗ I2 & G2 I2 & G2 × × × ×
Jack A1∗ I1 & I2 I2 & G2 I2 A3 & I1 × × ×
Joe G2 & I2 G2 I2 & G2 Not asked I1 I1 × ×
Kara I2 & G2 I2 I2 & G2 I2 I1 I1 I1 ×
Monica A3, G2, I3, & I1 I2 I2 & G2 I2 & G2 × I1 × ×
Nikki G1 A1 A1 A1 × × A3 G2
Ryder NA A1 Not asked I2 & G2 G2 & A3 G2 & A3 × ×
Wilson A2∗ G2 Not asked G2∗ I1 I2 I1 I1
Yu NA I1 I2 I1 × A3 × G2∗
Lin G1 & I1 G2 I2 I1 × I1 × ×
∗ - With physical interpretation
∗∗ - Explanation using rate and accumulation connection
× - Not asked because of time constraint or previous correct response
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5.4.1 Effects of context familiarity on student problem-solving
In Table 5.2, we notice that going from the P−V problem to the temperature
problem, few students switched from less appropriate strategies to more appropriate
strategies. Since most of the interview participants were in calculus-based introduc-
tory physics (Physics 2), they did not have any formal classroom experience in the
thermodynamics context (P−V ). As can be seen from the distribution of strategies,
the majority of students chose incorrect strategies, mostly an algebraic strategy in
particular, to solve the P−V problem. Some students also used a graphical strat-
egy, i.e., area under the curve, to find the required quantity. However, most of these
students did not exhibit conceptual competency in explaining why the area under
the curve yields the required quantity. On the other hand, although the integrand
in the temperature problem, i.e., dT
dt
, was also not expressed in an algebraic form, a
few students who used an inappropriate strategy for the P−V problem successfully
solved the temperature problem. Although the underlying mathematical structures
in both the questions were the same, individual students treated the two problems
quite differently, indicating the impact of the context familiarity in student problem-
solving at least to some degree.
5.4.2 Effects of including integrands in algebraic forms in addition
to graphical representations
The distribution of student strategies shows that going from the P−V and tem-
perature problems as a set to the E−r and v−t problems, more students switched
from less appropriate strategies to more appropriate strategies. Like the first two
problems, the last two also involved graphical representations. The fundamental
difference between the first two and the last two problems was that the latter
integrands were expressed as explicit algebraic functions (third one as piecewise-
continuous function), whereas the former integrands were not. It is evident from
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Table 5.2 that more correct solutions were given by students for problems in which
both algebraic and graphical representations were provided relative to problems
with only a graphical representation. Although most of the students solved the E−r
problem analytically in the beginning, when asked to think about an alternative
approach, they readily connected their analytical solution to the relevant graphical
resource, i.e., the area under the curve and/or a Riemann sum representation.
5.4.3 Effects of elicitation of the underlying mathematical
concepts in problem solving
In the mini-teaching interviews, almost all the students seemed to have good
competence with the basic calculus concepts. As discussed in Section 5.3, during this
part of the interview, the interviewer guided them until they arrived at the expression
for the Fundamental Theorem of Calculus and connected it with the area under
the given curve, either explicitly or implicitly. The purpose of this mini-teaching
interview was to find out (a) whether students already possessed the knowledge base
to correctly solve the problem, and (b) how elicitation of this relevant mathematical
knowledge base affected this problem solving-strategies upon revisiting the problems.
We found that at the end of the mini-teaching interviews, most of the participants
had the requisite knowledge base, and that they were able to apply this mathematical
knowledge to solve the physics problems. Although students initially approached the
first two problems completely differently, mostly incorrectly, once their mathematical
knowledge was elicited during the mini-teaching interviews, they were able to not
only see the mathematical similarities between the two problems, but also solve
them correctly. This suggests the importance of elicitation of students’ mathematical
knowledge relevant to the target physics contexts.
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5.5 Discussion and Conclusion
The initial goals of individual interviews were to investigate: (a) the effects
of specific difficulties on FTC-based physics problem solving and (b) the origins
of specific difficulties observed in written (as well as interview) responses. As the
interviews were analyzed, we found student using diverse strategies to solve the
given problems. Thus we extended our initial research questions to more specific
ones and analyzed the interviews using Grounded Theory approach to find answers
to those questions (Strauss & Corbin, 1997). In this section, we synthesize the
interview findings and provide answers to all three specific questions, pertaining to
the effects of (a) representation, (b) context, and knowledge elicitation on student
problem-solving strategies, presented in the beginning of this chapter.
5.5.1 A brief review of interviews
A total of 14 semi-structured individual interviews were conducted. The partic-
ipants were enrolled in Physics 2 and had at least two semesters of college calculus.
At the same time, some of them (one-third) were also taking Calculus 3. Basically,
all of the problems were in graphical representations and required them to find the
change in a physical quantity (e.g., ∆x), given a graph of the rate of change of the
physical quantity (v−t).
The first two questions did not have any algebraic function for the integrands,
whereas the last two did (e.g., v(t) = 2t − t2). The context (thermodynamics)
in the first problem was unfamiliar to the students, whereas those in the second
(temperature) and the third (electrostatics) were more familiar to them. The context
(kinematics) in the fourth problem was even more familiar to them because it is
commonly covered in both physics and calculus classes. In the first part of the
interview, the four problems were posed in the same sequence to all the participants,
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whereas in the second part, they were guided through a series of questions to arrive
at the expression for the FTC II, i.e., f(b) − f(a) = ∫ b
a
( df
dx
)dx and its graphical
representation. Then they were again asked to solve some of the same problems
that they did not solve successfully before.
5.5.2 Student problem-solving strategies
Our interview analysis revealed three broad categories of student problem-solving
strategies, in addition to the specific difficulties with various facets of the FTC
discussed in Chapter 4. In the first strategy, students used simple algebraic skills to
rearrange the given rate equation and computational skills to produce a numerical
answer. In the second strategy, students solved the problems by using graphical
features, such as the area under the curve, the slope of the curve, or the difference
in height of the curve at the given values. Although the area under the curve was
the most relevant feature of the graph, most of the students using this feature did
not demonstrate a knowledge of the connections between the required quantity, the
definite integral, and the area under the curve. Those who used the third strategy
applied their integration skills to solve the problem. In addition to integration, some
of these students also used the relevant graphical feature (area under the curve), as
demanded by the first two questions. Those who did not attend the graph used
analytical approaches to solve the problems.
Although previous studies on the FTC have reported a few student difficulties
with specific aspects of the FTC (e.g., difficulties relating rate and accumulation),
there has not been any report on different ways students solve a graphically-based
FTC problem. The novel contribution of this part of the analysis is the catego-
rization of students’ specific strategies to solve the FTC problems in varied physics
contexts. Moreover, we were also able to establish how different factors (contexts,
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representations, and knowledge elicitation) affect student (FTC) problem-solving
strategies in physics.
5.5.3 Strategies of correct versus incorrect problem solvers
Although this study was not intended to provide a comparative account of ex-
pert versus novice problem-solving strategies, it is still worth presenting some of
the contrasting features between the correct and the incorrect strategies problem-
solvers manifested in this study. As in Chi et al.’s study on experts versus novices’
categorization of physics problems, we also found some contrasting features between
the correct and the incorrect problem-solvers, including the way they categorized
the problems1 (Chi et al., 1981). The correct problem-solvers were able not only to
identify the given problems as involving integrals, but also to identify the correct
feature of the graph (area under the curve). After attempting all the problems, most
of them were able to identify the shared mathematical structures across four prob-
lems and thus to categorize the problems as requiring the application of the FTC,
though mostly implicitly2. They realized the patterns even without the interviewer’s
prompts, after repeating similar solution strategies across all four problems. Despite
correctly solving all four problems, few students recognized the underlying isomor-
phic mathematical structures between the first two (P−V and temperature) and
the last two problems (E−r and v−t), even with the interviewer’s implicit prompt.
The reason for this might be that although the first two problems implicitly coerced
them to relate the required quantities and the given graphs through integrals, the
last two were less suggestive because of the possibility of solving them analytically.
1Students in the Chi et al.’s study categorized the physics problems on the basis of physics
contexts or concepts. However the students in the present study categorized the problems on the
basis of the mathematical features of the problems (Chi et al., 1981).
2We intended to probe students’ abilities to relate the definite integral (e.g.,
∫ V2
V1
PdV ), an-
tiderivative difference (e.g., ∆U), and the area under the curve (e.g., P−V ), but not necessarily
the formal definition of the FTC.
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Thus these students’ solved the problems differently based on the representational
features of the problems.
Unlike the correct problem-solver, the incorrect problem-solvers seemed to not
realize that the first two problems (P−V and temperature) involve integrals and
hence the FTC2. With the given rate equations, they attempted the problems using
simple algebraic and arithmetic skills (their implicit categorization). Although the
problems required them to use the graphs properly, they were unable to identify
the feature relevant to solving the problems. Instead they used the graphs only
to extract numbers to plug in to their algebraic solutions. Even those students
who realized that the problems involved integrals failed to find the connections
between the definite integrals and the graphs. These students implicitly categorized
the problems as ones that involved analytical solutions; thus they attempted to solve
them analytically either by assuming a constant integrand (e.g., P is constant) or
approximating the integrand with some algebraic functions (e.g., P = 1/V ). The
most important distinction between the correct and the incorrect problem-solvers
was that the former were able to see the similar underlying mathematical structures
buried under thin layers of physics contexts, whereas the latter were focused only
on the superficial mathematical features in the individual problems. In addition, the
latter were also distracted to some extent by the physics contexts.
5.5.4 Student difficulties with the application of the FTC
The overall interview results indicated that although students possessed all the
individual knowledge facets (e.g., rate, integrals, Riemann sum) required to solve a
problem correctly, they still exhibited difficulties connecting and applying them co-
herently in physics problem solving. Students’ inabilities to connect the individual
knowledge facets might be attributed to their lack of covariational reasoning as sug-
gested by Carlson et al. (2003) and Thompson and Silverman (2008). According to
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Thompson, one common covariational reasoning students often lack is their under-
standing of how the rate of change of a quantity (e.g., velocity) results in the change
in (or accumulation of) the quantity (e.g., displacement). Our interview analysis also
indicated that students’ often do not attempt to recognize the connection between
the rate of change of a physical quantity and the change in or accumulation of the
quantity, particularly when there is an equation (e.g., P = dU
dV
) provided. Tuminaro
and Redish (2004, 2007) claimed that students have difficulties with mathematically-
based physics problems not only due to their lack of mathematical knowledge and
skills but also due to their inabilities to apply them in specific physics contexts.
Previous researchers have indicated various reasons for students’ inabilities to ap-
ply their mathematical knowledge and skills in physics problems, including lack of
knowledge transfer and inconsistencies in representations across mathematics and
physics (Mestre, 2005; Redish, 2006). Although we can explain some of our findings
on the grounds of knowledge transfer, we chose not do so because our research design
was not intended to probe the knowledge transfer phenomenon. Although students’
inabilities to coherently apply the facets of the FTC in physics problem-solving
may be attributed to the representational inconsistencies between mathematics and
physics, the presence of similar difficulties also in calculus problem-solving implies
that the difficulties might not only be due to issues of representation but could also
be due to issues common to both mathematics and physics students, such as the
lack of covariational reasoning.
5.5.5 Effects of context familiarity on students solving FTC problems
Besides the solution strategies, the interviews also revealed several other phe-
nomena, such as the effect of contexts, representations, and knowledge elicitation
on student problem-solving abilities. For the P−V problem, with an unfamiliar
physics context, the majority of students chose incorrect strategies, mostly an alge-
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braic strategy. However, for the temperature problem, with a more familiar context,
a few students who used an inappropriate strategy for the P−V problem successfully
used the correct strategy. Just as a reminder, the integrands in both the problems
were not expressed in algebraic forms. Although the underlying mathematical struc-
tures in both the questions were same, individual students treated the two problems
quite differently, indicating the impact of the context familiarity in student problem
solving, at least to some degree. This agrees with Chi et al.’s finding, which implies
that novices depend on contexts more than experts in physics problem-solving (Chi
et al., 1981).
Our finding that students solve familiar problems more readily than unfamil-
iar problems aligns well with Saunders and Jesunathadas’s finding. Their study on
students’ abilities to use proportional reasoning across familiar real-life contexts
(soft drink and paint) and unfamiliar physics contexts (rotational motion and ca-
pacitance) showed that students achieved higher success on problems with familiar
contexts than with unfamiliar contexts. Similarly, Palmer (1997) also examined the
effects of contexts on student problem-solving in physics documenting that student
reasoning about the forces acting on objects in linear motion is influenced by differ-
ent types of irrelevant features (e.g., speed, weight, position, or direction) present in
the problem contexts. As suggested by Jonassen (2011), one reason for the effects of
context on problem-solving might be due to students’ dominant focus on the surface
features of the problems and failure to understand the principles (e.g., the FTC)
and conceptual applications (e.g., relation between the rate and the accumulation)
underlying the problems with the similar structure but dissimilar features (e.g., con-
texts, representations). Several other studies have also demonstrated the influence
of context on student reasoning and problem-solving (Cook & Breedin, 1994; Kaiser,
Jonides, & Alexander, 1986; Redish, 2006; Wagner et al., 2012).
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5.5.6 Effect of representations provided on student problem solving
In addition to the differences in physics contexts among the four interview prob-
lems, there was also one specific difference in representation between the first two
and the last two problems. Although the integrands in the latter two were also ex-
pressed in algebraic form (e.g., v(t) = 2t−t2), those in the former two were not. As a
reminder, all four interview problems involved graphical representations. We found
more correct solutions for the problems with both algebraic and graphical represen-
tations than for the problems with only graphical representations. Although most of
the students solved the E−r and v−t problems analytically in the beginning, when
asked to think about alternative approaches, they readily connected their analytical
solution to the relevant graphical features, i.e., the area under the curve and/or a
Riemann sum representation.
The E−r and the v−t problems could be solved algorithmically by integrating
the given algebraic functions without choosing the non-routine graphically-based
path. However, the P−V and the temperature problems involved recognizing multi-
ple relations (e.g., between ∆U and the area under the P−V curve) and could not
be solved merely by algebraic manipulations and/or numerical computations, so we
consider them as non-routine problems as defined (loosely) by Selden et al. (1989)
and Selden et al. (2000). Similar to our finding, previous research on student un-
derstanding of calculus concepts also indicated that even those students who excel
at solving routine problem-solving often struggle with non-routine problems (Selden
et al., 1989, 2000). Although students initially solved the E−r problem analytically
using the integration algorithm, they seemed to be also capable of dealing with the
non-routine (graphical) part of the problem once they approached it algorithmically
or routinely. We speculate that students’ inabilities to use the integrals, and hence
the Riemann sum or area concept in the P−V and temperature problems, might be
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attributed to the absence of the cues for constructing integrals and hence relating
them to graphs. We agree with Jonassen (2011) that the irrelevant surface features
of the context as well as representations might have cued students to solve non-
routine problems inappropriately. As seen in the responses to the E−r problem,
the use of algebraic representations can serve as a bridge to cue the students who
already have the concept image of the FTC to correctly interpret graphs.
5.5.7 Effect of knowledge elicitation on problem solving
Cook and Breedin (1994) found discrepancies between physics students’ writ-
ten explanations and what they actually knew about trajectories, implying that
the measures of student knowledge may not always provide an accurate picture.
Thus we also conducted mini-teaching interviews in an attempt to probe students’
understanding of or abilities to understand the FTC by provoking or eliciting their
calculus knowledge. In the mini-teaching interviews, almost all the students revealed
good competence with basic calculus concepts. At the end of the mini-teaching in-
terviews, most of the participants were able to apply their mathematical knowledge
to solve the physics problems. Although students initially approached the first two
problems completely differently, mostly incorrectly, once their mathematical knowl-
edge was refreshed during the mini-teaching interviews, they were able to not only
see the mathematical similarities between the two problems, but also to solve them
correctly. During the mini-teaching interviews, students’ were guided through a se-
ries of questions until they recognized the connections between the antiderivative
differences, the definite integral, and the area under the curve. This finding strongly
suggests that initially students were unable to solve the problems due to their inabil-
ities to recognize the connections between the facets of the FTC. However, once they
established the connections, they realized the correct strategy to solve the problems
and also the similarities among all of the problems. This finding agrees with Cui
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et al.’s claim that students’ abilities to apply their calculus knowledge in physics
problems could be improved by providing cues and guidance (Cui et al., 2006).
In conclusion, we categorized the diverse strategies used by the students to solve
graphically-based FTC problems in physics contexts. The manifestation of the mul-
tiple modes of incorrect strategies suggests that students have difficulties with one
or more aspects of the FTC. One of the common difficulties students exhibited in
interviews were their inability to apply the facets of the FTC, namely rate of a quan-
tity, change in the quantity, and area under the rate curve, in a coherent manner in
physics contexts. Students commonly changed their strategies based on three spe-
cific conditions: (a) when the interviewer asked about the possibilities of alternative
strategies, (b) when the students were presented with an additional representation
in a problem (graphical versus graphical and algebraic), and (c) when there were
changes in physics contexts from one problem to the other. The mini-teaching inter-
views revealed that the almost all the students possessed the operational knowledge
of each of the facets and, when scaffolded or guided, they were able to recognize
the connections and eventually apply them into physics problems by matching the
patterns between mathematics and physics representations.
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CHAPTER 6
REVISITING STUDENT PROBLEM-SOLVING STRATEGIES
USING FRAMING AND EPISTEMIC GAMES
As mentioned in the previous chapter the interviews were initially designed to in-
vestigate (a) the potential origins of specific student difficulties with the application
of the FTC and (b) the effects of specific difficulties on student solving the FTC-
based physics problem in graphical representations. The Grounded Theory-based
interview analysis revealed students using diverse strategies to solve problems with
similar mathematical structures but varied physics contexts. The interview results
showed that despite possessing all the required mathematical concepts and skills,
the majority of participants failed to use them in a coherent manner while solving
the FTC-based physics problems, particularly in unfamiliar contexts. Although the
physics contexts were completely different for the four interview problems, the un-
derlying mathematical context and structure were the same, except for some minor
variations in the representations. The variations in physical context and representa-
tion of the problems seemed to have an immense effect on how students dealt with
the problems.
Although Grounded Theory provided a basis for categorizing student problem-
solving strategies and verifying factors affecting their choice of the strategies, it did
not provide answers to the following questions:
• Why were students unable to apply the knowledge elements (facets of the
FTC) coherently in solving the FTC-based physics problems in graphical rep-
resentations?
• How did context and representation affect student problem-solving strategies?
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In order to find answers to the above questions, several existing frameworks, tar-
geted specifically towards students’ use of mathematics in physics, were examined.
We found that most of the emergent phenomena in our initial interview analysis
were consistent with the findings of Tuminaro and Redish (2007) and Bing and Re-
dish (2009). For example, we found that students’ choice of particular knowledge
base and thus strategies to solve given problems was based on how they framed or
perceived the problems. According to Tuminaro and Redish (2007) and Bing and
Redish (2009), students’ activation of the available knowledge resources1 are highly
context dependent. They used the term epistemological framing to describe student’s
tendencies to activate different sets of knowledge resources in different situations.
Our findings about student problem-solving strategies fit well into into each of the
Tuminaro and Redish (2007) and Bing and Redish (2009) work on epistemic games
and/or framing. An epistemic game proposed by Collins and Ferguson (1993) (i.e.,
form-and-function analysis) was used to categorize the normative strategy that was
not described by Tuminaro and Redish’s games. We also identified a new epistemic
game, which we called the equation-based analytical game, that has not been previ-
ously documented though we see evidence of it in recent work.
Although a broader discussion on epistemological framing is presented in the
literature review (Chapter 2), a more detailed overview is presented here, as we will
use specific aspects to explain our results.
6.1 Identifying students’ framing and epistemic games
Socio-linguist Tannen (1993) identified 16 types of linguistic cues that indicate
human expectations. Similarly, Redish (2004) categorized different components of
1In our research context, the term knowledge resources (procedural and conceptual) denotes
a student’s overall active knowledge, whereas the term knowledge elements or knowledge facets
denotes specific mathematics and physics knowledge required to solve interview problems.
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a person’s framing of situations, which include: social (“Who will I interact with
and how?”), physical (“What material will I be using?”), skills (“What will I actu-
ally be doing?”), affect (“How will I feel about what I’m going to be doing?”), and
epistemological (“How will I learn/build new knowledge here?” and “what counts
as knowledge here?”). Tuminaro (2004) used Tannen’s linguistic cues and Redish’s
skills and epistemological components of framing to derive the following three frames
that students manifest while solving algebra-based physics problems:
• Rote equation chasing frame. Students in this frame recognize a seemingly
relevant physics equation, and then replace the corresponding quantities with
numerical values.
• Qualitative sense-making frame. Those who are in this frame perceive that
solving the problem involves systematic application of physical principles and
common sense and does not require formal mathematics.
• Quantitative sense-making frame. Students in this frame perceive that solving
the problem involves formal mathematical procedures or equations and explicit
calculations resulting in a sensible answer.
Similarly Tuminaro, Bing and Redish also derived four types of framing while
analyzing students’ problem-solving behavior in upper-division physics. One crite-
rion they used for identifying framing was based on instances when students disagree
with a procedure or result, questioning their own beliefs. Bing and Redish (2009)
considered this type of self-argument as a warrant that indicates students’ epistemic
expectations at the moment. Presented below are the four types of student framing,
along with the specific warrants and other common indicators, that Bing and Redish
(2009) documented in their study.
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• Calculation frame. (a) Correctly following algorithmic steps gives a trustable
result, (b) Focus on technical correctness, (c) Often aided by a diagram, (d)
Quoting a rule, (e) Analogy with another math idea, (f) Math chaining: need
this to get that.
• Physical mapping frame. (a) Goodness of fit between mathematical and phys-
ical observations or expectations attests to a result, (b) Often aided by a
diagram, (c) Demonstrative gesturing.
• Invoking authority frame. (a) Authoritatively asserting a result or a rule gives
it credence, (b) Quoting a rule, (c) Absence of mechanistic chaining, (d) Little
acknowledgment of substructure.
• Math consistency frame. (a) Similarity or logical connection to another math
idea offers validation, (b) Analogy with another math idea, (c) Categorization.
According to Bing and Redish (2009), all the (a)s in the above listings are war-
rants, whereas the others are common markers (student behaviors) for identifying
frames. Tuminaro’s frames were based on the analysis of students solving algebra-
based physics problems, whereas those of Bing and Redish’s were built around
upper-division physics problem-solving. In reference to their contexts, the context of
this study, which is calculus-based introductory physics, lies somewhere in between.
Thus, both Tuminaro’s and Bing and Redish’s markers (student behaviors) were
used as possibilities of instances of student framing in our interview data. Unlike
in our study, Tuminaro (2004) and Bing and Redish (2009) neither provided any
equations, algebraic functions, nor any graphical representations in theirs. In many
instances, we found that students in our interviews manifested similar problem-
solving behaviors as in these other (earlier) studies. However, in some instances, due
to the structural differences between the problems asked in our study and theirs, we
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observed some peculiar problem-solving behaviors that were not reported in their
studies. For example, unlike in their studies, students in our study did not have to
recognize memorized equations right away as they were provided one (e.g., P = dU
dV
),
in each problem, to start with.
As we analyzed the interview results through the perspective of framing, we
found that students’ framing of various realms of the problems (e.g., contexts, rep-
resentations) seemed to have guided students’ inquiry in problem-solving processes.
Following Tuminaro and Redish (2007) and Collins and Ferguson (1993), we per-
ceived these kinds of students problem-solving processes, guided by inquiry, as epis-
temic games. As discussed earlier in the literature review chapter, an epistemic game
(also known as an e-game) is identified by four fundamental components: knowledge
base, epistemic forms, starting and ending conditions, and moves. We recognized all
four components in the strategies used by the students while solving graphically
based FTC problems in physics problems. Researchers in mathematics and physics
education have used various frameworks to analyze and explain student problem-
solving behavior, in general. However, only a handful of researchers have focused
on the mathematical aspect of physics problem-solving. We found framing and epis-
temic games to be the most relevant frameworks for analyzing our data because of
their previous use in similar studies. Moreover, our research methods (e.g., clinical
interviews) satisfy the requirement for using the epistemic games and framing as
analytical frameworks, unlike for other frameworks, such as preparation for future
learning (PFL) and transfer-in-pieces2 ; the frameworks chosen best fit our data
because of the nature of analysis, such as an individual’s application of knowledge
resources in problem-solving.
2PFL and transfer-in-pieces recommend using particular kinds of methods, e.g., teaching in-
terviews.
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6.2 A brief summary of interview results
The participants were enrolled in the second semester introductory calculus-
based physics and/or multivariable calculus. They were unfamiliar with the ther-
modynamic context (P−V problem) because they had not formally dealt with this
context yet. For the P−V problem, most of the participants started by rearranging
the given rate equation, i.e., P = dU
dV
as dU = PdV . Then, two thirds of the stu-
dents simply replaced dU and dV by ∆U and ∆V , respectively to get ∆U = P∆V .
Unlike the P−V problem, the students were familiar with the other three contexts.
They had recently dealt with the electrostatics context in the E−r problem in their
physics class.
The context of the v−t problem is more familiar than the others to students
because they had dealt with this context in both physics and calculus classes. Unlike
in the P−V and the temperature problems, the functional forms of E(r) and v(t)
(e.g., v(t) = 2t − t2) were provided in the third and fourth problems. For these
problems, the majority of students successfully identified the essence of integration
in transforming the differential (dV ) into the difference (∆V ) with the integrands
given in functional form. When the students were asked for an alternative way to
find the required quantities, they easily recognized that the quantities could also be
found by evaluating the area under the curve in the given graphs.
6.3 Epistemic games for graphically-based FTC problems in physics
In this section, student behaviors while solving the four interview problems are
analyzed using the perspectives of framing and epistemic games. Along with the
mechanics of the analysis, we also present the student framing and epistemic games
identified in the analysis. We address the following questions, specifically in our
interview context, by the end of this analysis:
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• How did the students frame the FTC-based physics problems and what were
the effects of the representations (algebraic and graphical) on their framing?
• What kinds of epistemic games did the students play and how did their framing
affect their problem-solving strategies (e-games)?
6.3.1 Recursive plug-and-chug game
A close inspection of all of the algebraic strategies that were shown in section
5.2.1 and in Figure 5.13 indicate that they satisfy all the criteria for the recursive
plug-and-chug game. One example, showing the equivalency between the algebraic
strategy and the recursive plug-and-chug game is presented in Subsection 3.2.10 of
the methodology chapter. Below, we revisit Monica’s initial strategy for solving the
P−V problem from the perspective of epistemic games. When the interviewer asked
Monica to explain her solution, she responded:
Monica: Umm, well, I rearranged the equation so that dU equals the pres-1
sure times change in volume [pointing to dU = PdV ] and then you have the2
change in volume and... This doesn’t... I don’t... Well, and I got change in vol-3
ume [sic, energy] equals pressure times 4×106 cm3 [pointing to ∆U = P∆V ]4
and then I looked at the graph for what the pressure would be at that point5
and then I multiplied it by approximately what the pressure looks at that6
point to find ∆U .7
In the above excerpt, Monica evaluated ∆V using the given values of V2 and V1.
Next, to find P , she looked on the graph and extracted the value of P for a volume
corresponding to the magnitude of ∆V . The required quantity (∆U) was evaluated
by taking the product of P ·∆V . Looking from the epistemic games perspective, Mon-
ica’s problem-strategy corresponds to Tuminaro’s recursive plug-and-chug game, in
which the epistemic form is the evaluation of the target quantity. Monica’s target
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quantity was ∆U . She rearranged and transformed the given equation into one that
could serve her purpose without showing any intermediate steps. Then, in her moves,
she evaluated ∆V and plugged it into the equation. However, she had yet to plug
the value of P into the equation, so her game was not over yet. So, she looked at the
graph for the value of P corresponding to the value of V = ∆V 3. Finally, she took
the product P ·∆V to compute the desired numerical answer, the exit condition.
According to Tuminaro, in the recursive plug-and-chug game, students use sym-
bols without analyzing the meaning underlying the symbols and the relationship
between them. Although the problems given in the interviews did not require any
physical interpretation or understanding, they required the understanding and use
of the calculus concepts, the FTC in particular. In the above example, Monica did
not use any calculus concept to transform dU = PdV to ∆U = P∆V . There is a
subtle modification from the recursive plug-and-chug game proposed by Tuminaro
and Redish to the one we present in our version of this game, students used graphs
to find a missing quantity to plug in instead of an equation. In other words, rather
than just chasing for equations, students used the graphs to find the values.
6.3.2 Graphical analysis game
Unlike in our case, the algebra-based problems used in Tuminaro and Redish’s
study did not involve any graphs. Although the students in their study played
the pictorial analysis game, there was no illustration, whatsoever, of any sort of
graphically-based game. Tuminaro and Redish’s examples of pictorial analysis games
include students’ drawing physical entities, free-body diagrams, and circuit dia-
grams. Graphically based games could arguably be considered as a type of pictorial
analysis game, but, more conveniently, we align with graphical analysis game sug-
3This kind of inappropriate assumption was also observed in the example presented in Section
3.2.10 for the same game, where Chris assumed that P ∼ ∆P to use value of ∆P in his equation.
172
Algebraic
approach
 = d
d 
d = d 
∆ = ∆ 
∆  =  2 − 1
 = ?
	  	  	  	  n	  	  	  	   	  
 at ∆ 
∆ = ∆ 
Student
example
Equation rearrange
dU = PdV
∆U = P∆V
∆V = V2−V1
P = ?
Looked at graph
P (V = ∆V )
∆U = P ·∆ 
Recursive
plug-and-chug
Identify the target
quantity (∆)
Find an equation relating it to
other quantities (∆ = ∆ )
Determine which
other quantities
(, ∆ ) are known
 2,  1
Calculate target
quantity (∆)
 = ?
	  	  	  	  n	  	  	  	   	  
3
4
1
5

7
2
6
Figure 6.1: Restructuring Monica’s algebraic strategy into a recursive plug-and-chug
game. Following the path numbers one can find the steps of this game.
gested by Gire, Nguyen, and Rebello (2011). In this game, the target form is one
or more graphs. The knowledge base for this type of game may include reason-
ing, lexical or symbolic, formal computational, and conceptual resources. The entry
condition for this game is the presence of information in a graph or the require-
ment to produce a graph. This game may include several possible moves such as
interpreting lexical information (legend, axes, titles, units), creating a story, read-
out values, comparing data sets, identifying features, extrapolating or interpolating,
making an estimation, calculating slope, calculating area, and translating to a new
representation (Gire et al., 2011).
To provide an illustration of the graphical analysis game, an abridged excerpt,
which is a part of the conversation presented previously in section 5.2.2.2, is pre-
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sented below. Some of the intermediate conversations are removed from the excerpt
without affecting the theme of the student response. If needed, the complete version
of the excerpt can be read in Section 5.2.2.2. This example demonstrates how Alex
responded to the P−V problem. When the interviewer asked him to explain his
solution, he responded:
Alex: I don’t remember exactly how to do this problem. Umm, but, whenever1
there is a derivative and you are trying to find some kind of change in whether2
it’s a pressure or depth or something like that and that’s between two points.3
Umm, normally whenever I was in calculus, I was always taught to, basically,4
find the area in between. So an easy way to do that, if whenever I didn’t5
remember how to do the problem correctly, was I always count on the squares6
in between...7
NB: At this point, there is a long conversation about why the strategy he8
chose was the correct one. It is not presented here.9
Alex: I don’t remember exactly how to solve this correctly, but I counted10
about 66 squares between the 2 and 6 for...11
After looking at the problem and the given equation, Alex immediately identified
the area under the curve as the required relevant graphical feature required to solve
the problem. Analyzing the above strategy in light of epistemic games, the entry
condition was the presence of the P−V graph. The target form was to identify the
relevant feature of the graph, i.e., the area under the curve. The knowledge base
was the memorized rule, given a graph of the rate of a quantity, the area under the
curve gives the change in the quantity. In addition to the memorized rule, Alex also
used lexical, symbolic, and formal computational resources. Alex’s moves in this
game included interpreting lexical information (legend, axes, titles, units), read-out
values (counting squares and determining the magnitude), identifying the feature
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(area under the curve), making an estimation (approximating irregular squares),
and evaluating the numerical value.
Alex seems to fall under the invoking authority frame as evident from his use
of the rule-based criterion to solve the P−V problem, without understanding its
conceptual basis. Like Alex, another student with pseudonym Joe also seemed to be
in invoking authority frame. Joe immediately recognized that ∆U could be deter-
mined by evaluating the area under the curve. Upon asking him how he knew that,
he said:
Joe: I want to say, it is the area.1
Interviewer: How do you know that?2
Joe: It’s just kind of kind of, like, a rule if this is the derivative and the result3
of the total change from that derivative is the volume [sic]. That’s kinda, like,4
a calculus rule. That’s, like, my, my first, ah-5
Although Joe correctly identified that ∆U could be determined by evaluating the
area under the curve, he did not, immediately, seem to be clear about why it would
produce the desired quantity. He mentioned that it was just a rule that he learned
in his calculus class, justifying his use of the invoking authority frame. Although
Alex and Joe’s invoking authority frame, in particular, directed them to play the
graphical analysis game, this game could also be invoked by other frames, such as
calculation (e.g., to find slope), physical mapping (e.g., to justify the outcome using
physical explanation), and math consistency (e.g., to map a graph to a well-versed
graph that has analogical mathematical structure).
6.3.3 Equation-based analytical game
Deriving equations using various mathematical skills is an important aspect of
problem solving in all levels of physics. Particularly, in graduate-level and upper-
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Figure 6.2: Restructuring the graphical problem solving strategy into the graphical
analysis game.
division physics, problem solving often involves finding symbolic expressions for one
or more physical quantities, which may or may not require a numerical answer.
This mode of problem-solving is often known as analytical problem solving. While
the term analytical carries a broad meaning, we use this term to indicate a mode
of problem solving that involves the derivation of one or more physical quantities
in forms of symbolic expressions using various mathematical skills. The dominant
resources students use in this type of problem solving are procedural skills. In many
instances, introductory students also use this mode of problem solving, particularly
when they are provided with an equation and/or an algebraic expression. As shown
earlier using Grounded Theory, the majority of the students in this study used
the analytical problem-solving approach. A detailed analysis of this strategy, using
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the lens of epistemic games, indicates the presence of all four essential components
that characterize an e-game. It is worth mentioning here that these components are
unique to this strategy, making it a separate game. We call this type of problem-
solving game the equation-based analytical game.
The epistemic form for this game is to derive a mathematical expression for a
physical quantity. The knowledge base students may use in this game are: proce-
dural, symbolic, computational, and, less often, conceptual resources. The entry
condition for this game is the presence of an equation or an algebraic expression or
the requirement to find an expression, whereas the constraint is constancy of the
equal sign throughout the game. There are numerous ways in which a student may
move while playing this game, such as cross-multiplying, substituting, integrating,
approximating an integrand as an algebraic expression, making assumptions about
integrands. Rarely do students make sense of symbols physically in this game. The
exit conditions could be either the derivation of an acceptable equation, evaluation
of a numerical answer by substituting numbers in the final equation, obstruction
from not finding any further way, or dissatisfaction with one’s own intermediate
steps or final result. These descriptions are based on our analysis of interview data
through the epistemic games perspective.
Although the students in Tuminaro and Redish’s study manifested some degree
of symbol manipulation moves (e.g., in the recursive plug-and-chug game), they do
not constitute an analytical game because the expressions students use in the recur-
sive plug-and-chug game are formulas that are memorized straight from textbooks
(e.g. PV = nRT ). In addition, during the recursive plug-and-chug game, students
constantly focus on the numerical answer. Unlike in recursive plug-and-chug, in the
analytical game students start with one or more expressions that may or may not be
textbook-based formulas. The majority of a student’s focus revolves around one or
more raw starting equation(s). While playing this game, a student performs different
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kinds of mathematical operations, such as cross-multiplication, integration, distri-
bution, differentiation, etc., on the raw equation(s). Some students may substitute
numbers during intermediate moves, some may hold off substitution until the final
expression, while others may not use numbers at all, neither in intermediate moves
nor in the finished expression or equation.
Below, we present an illustration of how a student (with pseudonym Kara) man-
ifested an equation-based analytical game. Responding to the P−V question, Kara
first rewrote the given rate equation, performed cross multiplication, and then inte-
grated the terms on both sides to get:
∫
PdV =
∫ Uf
Uo
dU ; she did not put any limits
of integration on the left side. After the interviewer’s prompt for an explanation the
following discussion occurred:
Kara: Okay. So, I wanted to find, umm, the change in U over this amount1
of [pointing over the curve from left to right], I guess, volume, not time. So,2
I thought I could multiply the dV up to the P and then- So, that’s what I3
did here. Umm, and then, I think, I can integrate here and that will give me4
the ∆U . So, Ufinal − Uinitial...5
Interviewer: Why did you integrate that?6
Kara: Ah, to get Ufinal − Uinitial cause that’s ∆U and then-7
Interviewer: And then, how do you get the number or any answer or any8
numerical value?9
Kara: Okay. So, that would be, P would come outside the... Wait... I am10
not sure... I don’t know that the P comes outside the integral or not.11
Interviewer: Pressure is not constant here.12
Kara: Okay. So, it would be the integral of pressure from Pi to Pf and13
then dV [writes:
∫ Pf
Pi
P
∫ Vf
Vi
dV ]... I don’t know if this works actually. [After14
a momentary pause she starts to write] So, that would be to integrate that...15
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[mumbling and adding to the previously written expression as below:]16 ∫ Pf
Pi
P
∫ Vf
Vi
dV → V
∣∣∣∣Vf
Vi
= 6× 106cm3 − 2× 106cm3 = 4× 106cm3(∆V )17
so that’s my delta V.18
Interviewer: So, why did you do this integral? Is that the right way to do-19
Kara: I don’t know. I don’t think so because... [unclear] I’m getting myself20
confused now. So, my P is not constant, volume changes as the pressure21
changes, so P and dV should go together, shouldn’t they? So, that would22
be, umm... I don’t know.23
Interviewer: So, P is not constant here. So, you can’t take P out.24
Kara: Right. So, I would have to have my initial pressure and my final25
pressure, integral P , which is P 2/2 from Pi to Pf , [writes the following:]26 ∫ Pf
Pi
P → P
2
2
∣∣∣∣Pf
Pi
27
but then I don’t know what to do with my dV cause... If I integrated dV I28
get [pointing to V
∣∣∣Vf
Vi
] V and that I take from the final to initial that gives29
me that [underlines as: 4× 106cm3(∆V )] .30
The majority of Kara’s focus was on solving the problem analytically to get an
expression that she could use to find the change in energy (∆U). Analyzing the
interview transcript from the epistemic game perspective, a finished (final) expres-
sion was the target form for her game. In order to play this game, she mostly used
her procedural resources, such as the rules for evaluating an integral of an algebraic
function and the distributive property, i.e., A(B · C) = AB · AC. Her main moves
were: cross-multiplying, integrating on both sides, evaluating integrals at limits,
and number substitutions. In addition, she also (inappropriately) broke the integral
into two parts by using the distributive property as:
∫
PdV =
∫ Pf
Pi
P
∫ Vf
Vi
dV . Next,
she easily identified the expression
∫ Vf
Vi
dV as Vf − Vi, which she evaluated by using
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the given values. She then integrated the term
∫ Pf
Pi
P , to get P 2
2
∣∣Pf
Pi
. There were two
exiting conditions for her to deviate from this game, the first being her dissatisfac-
tion with her own steps and the second being her difficulty evaluating a numerical
value for the second “integral”, i.e., P 2
2
∣∣Pf
Pi
.
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Figure 6.3: Restructuring the analytical strategy into the equation-based analytical
game.
Going back to Monica’s recursive plug-and-chug game illustrated in Subsection
6.3.1, her algebraic strategy may appear, superficially, to be an analytical game, but
a more detailed examination reveals that it is not. In order for a strategy to qualify as
an analytical game, a student needs to show the intermediate moves between the final
expression and the starting expression, which was lacking in Monica’s strategy. She
simply transformed dU = PdV to ∆U = P∆V without exhibiting any intermediate
moves, suggesting a rote mode more consistent with recursive plug-and-chug.
Analyzing these episodes from the framing perspective, both Kara and Monica
seemed to be geared toward equation manipulation and derivation processes. Al-
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though they did not arrive at a final numerical answer, their initial goal was to
derive an equation to plug the given values into and generate a numerical answer.
Although Kara used integration tools in her problem-solving, it was not appro-
priately executed (lines 17 and 27). The manifestation of algorithmic strategies by
both of these students imply that they were in the rote equation chasing frame while
solving the P−V problem.
Similar to Kara and Monica, more than half of the interviewees exhibited markers
that characterized the rote equation chasing and the calculation frames. They solved
the P−V problem by rearranging the given equation to get an expression for ∆U .
When the interviewees were asked about how they would solve the problem, they
simply indicated that they would rearrange the given equation, as in the following
excerpts.
Amy: Can’t you rearrange this equation to find the change in potential [sic,1
internal] energy?2
Monica: Umm, well, I rearranged the equation so that dU equals the pres-3
sure times change in volume [pointing on dU = PdV ]...4
One important marker common to all these students was the rearranging of
the given rate equation and turning it into ∆U = P∆V , without showing any
intermediate steps.
6.3.4 Form-and-function analysis game
The form-and-function analysis game is a specific kind of functional analysis
game. According to Collins and Ferguson (1993), the main objective of functional
analysis games is to find logical or functional structures (forms) that relate elements
of a system. These games are considered epistemic games because the analysis of the
functional structures guide a student’s problem-solving process by providing target
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Figure 6.4: Form-and-function analysis game.
structures. In a basic form-and-function game, an individual distinguishes between
the forms (structure) of objects and their functions or roles.
In our interviews, the form-and-function analysis game was exhibited mostly by
the students who correctly solved the P−V problem. This justifies our use of this
normative game (played by experts) to explain some of the most favorable strategies
found in the interviews. In these problem-solving strategies, the functional forms
(structures) were the rate equation (i.e., P = dU
dV
) and the P−V graph. Students’
inquiry in this game was guided by their analysis of the functions of these forms
(structures). Hence, the target form for this game was to find the connection between
the two forms. The entry condition for this game was the presence of multiple
forms, whereas the exit condition was finding the connection between the forms and
applying it to find ∆U .
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Figure 6.4 depicts the scheme for the form-and-function analysis game. As shown
in the figure, students start with Form 1 (e.g., P = dU
dV
) and move up until a new form
or structure is built, e.g., ∆U =
∫ V2
V1
PdV . The next moves are mostly determined by
the identification of constraints in the system. Since there is no algebraic function (a
constraint) given in the question, the students shift their focus towards the graphical
representation and identify that the definite integral is represented by the area
under the curve. For this identification, they may or may not invoke the notion
of the Riemann sum because it is not demanded exclusively in the task. The uses
of graphical information are determined by other constraints, such as the fact that
P is not linear or constant. In order to find the total area under the curve, some
students count the number of squares, whereas others construct geometric shapes
such as triangles or rectangles to approximate the area.
In the following example, Monica began the temperature problem by denoting
the rate equation with a squiggly curve, cross-multiplied it by dt, and performed
integration on both sides. Then she started to explain her strategy:
Monica: ‘Cause you’ve some function here for the rate [denoting the rate1
as dT
dt
= :::: ] and then you do the same, where you’d have this function2
times dt and you could integrate from 0 to t and then from... For this side,3
from 0 to 1 hour [writing
∫ T
0
dT =
∫ 1
0
:::: dt], which would give you the4
or– It would give you the numerical value or just area from 0 to 1 [pointing5
at 0 and 1 hour on the t-axis with her index fingers and sliding them down6
towards the curve].7
Interviewer: What is the connection between that [pointing to her written8
work] and this graph?9
Monica: Umm, this is... This would be the function given [pointing to the10
curve], which we don’t know and then bring that over so we’d have it to11
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integrate from 0 to some temperature and then 0 to 1 hour cause from here12
to here [pointing at 0 and 1 hour on the t-axis] and then this function time13
all these small dT s [tracing rectangles between 0 and 1] to get the area under14
0 to 1 under that curve [pointing at the area between 0 and 1].15
Interviewer: Okay. So the connection between this [circling index finger16
over
∫ T
0
dT =
∫ 1
0
:::: dt] and... How do you represent this in the graph?17
Monica: Umm, well, it’d be... this [referring to dT
dt
] would be the function18
[pointing on the curve] and then what that’s doing is, it’s finding all the small19
changes in T s.20
Interviewer: So that would be the area under curve between...21
Monica: From 0 to 1.22
In the above example, Monica’s target form was finding the relationship between
the two forms, namely the rate of change of temperature and the graph. For this,
she started with the rate and built a new form, i.e.,
∫ T
0
dT =
∫ 1
0
:::: dt. Next, she
realized the constraint that there was no algebraic function given for the rate, so
she shifted her focus to the graph. Her next move was to find out the connection
between the definite integral and the area under the curve, which she accomplished
by using the Riemann sum notion. She did not find a numerical answer in this
problem. Her exit condition was establishing a satisfactory relation between the
two forms for finding the required quantity, i.e., the change in temperature between
0 and 1 hour. In this form-and-function analysis game, Monica used both procedural
and conceptual resources: the evidence of the former is her ability to use algorithmic
and computational skills, whereas that of the latter is her ability to find the logical
connection between the two given forms.
Using Tuminaro’s markers for identifying Monica’s framing of the temperature
problem, her problem-solving behavior seemed to be directed by the formal mathe-
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matical procedures (integration) or equations. She also used the graph to successfully
recognize the features (area and Riemann sum) relevant for solving the problem cor-
rectly. She did not explicitly evaluate a numerical answer, but we assume she would
not have any trouble if asked for one because in the previous problem, she cor-
rectly explained, in detail, how she would find a numerical answer from the graph.
In Tuminaro’s framing categorizations, Monica was consistently in the quantitative
sense-making frame throughout this problem-solving process.
6.4 Student framing and frame shifts during problem solving
In this section we present two representative cases depicting different kinds of stu-
dent framing while solving the interview problem. In each of these cases, instances
where the students shift their frames are documented. By recognizing the condi-
tions under which students’ frame shifting occurs, instructors can help students’ to
correctly frame a given problem or situation. Student responses before and after
the mini-teaching interview are also presented to document the major shifts in their
framing of the problem situations. The purpose of presenting the following examples
is to show how shifting in a student’s problem-solving strategy is affected by shifts
in his or her frames. Stating it alternatively, a shift in a student’s problem-solving
strategy is a consequence of the shift in his or her framing of the problem.
6.4.1 Brian’s framing and frame shifts while solving the P-V problem
In response to the P−V problem, Brian first rewrote d to ∆, then rearranged
the given rate equation to P = ∆U
∆V
and then to ∆U = P · ∆V . When the inter-
viewer asked him about the underlying difference between d and ∆, he immediately
responded:
Brian: The ∆ is average but the d is instantaneous, right? So, I suppose that1
it probably wouldn’t, be the best use of the ∆ because this [pointing over2
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to the pressure curve] is not quite, umm, constant. You... So, this difference3
[pointing at ∆V ] should be enough to use a delta, right?4
Analyzing this excerpt through Tuminaro’s framing markers, Brian, in the be-
ginning, seemed to be in the rote equation chasing frame, when he transformed d to
∆ and rearranged the given rate equation to derive the expression for ∆U . His initial
intention was to find (or to instantly derive) a seemingly suitable equation and plug
numbers into the equation. This was justified by his later claim that V2 − V1 was
large enough to be considered as ∆V rather than dV . He claimed that he could put
∆ with U but leave d as it was for V [pointing to ∆U = PdV ], further justifying
how he was framing the situation.
After the interviewer’s prompt, he indicated his comprehension of the physical
context by explaining the consequences of the change in pressure or volume on the
internal energy. Then, he once again pursued his previous frame, now in a slightly
different way:
Brian: So, if I can take an integral, I would get... [writes:
∫
dU =
∫
P · dV ].6
Interviewer: So, what’s the reason for taking integral?7
Brian: Well, I was thinking maybe if pressure were constant, I could take it8
out and get P times V is equal to U . But then that wouldn’t be figuring in9
the difference.10
Brian integrated on both sides of the equation, using an indefinite integral and
without an integration constant, to obtain P ·V , considering P to be constant. Thus,
he expressed his concern about getting only U , but not ∆U , the required quantity,
on the left side. The interviewer added:
Interviewer: So, is it something, like, you’re thinking about where to sub-11
stitute these values.12
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Brian: Yeah.13
Interviewer: Is there any way, like, you won’t have to do that to find the14
change in energy?15
Brian: Well, it almost seemed, like the energy itself would kind of follow16
similar a type of curve because if the pressure is high, the energy is high; as17
the pressure is low and energy is low, relatively.18
He tried to conceptualize an approximate relation between internal energy and
pressure by mentally visualizing the graphical representation and the behavior of
the internal energy. At this point he seemed to have entered the physical mapping
frame. But this did not last long; he returned to his equation and erased the integral
signs on both sides. When the interviewer asked him why he removed the integral
sign, he replied:
Brian: Umm, I’m not sure of that because I’m not sure that’s what I want.19
However, if I do an integral, I could have, potentially, used these as limits for20
V . But pressure is not constant.21
At this point, Brian realized that he could get ∆U by using the limits. He
also realized that pressure was not constant, so taking a definite integral would not
be useful in evaluating ∆U . He seemed to be completely trapped in rote equation
chasing. As he seemed to be stuck on his solution, the interviewer asked him what
he was thinking and he responded:
Brian: Well, I was just writing down, umm, the corresponding volumes and23
pressure, just to kinda look at it, in numbers and if the pressure goes down,24
and then energy is gonna go down. So, I know that the final energy is gonna25
be less than the initial. This is a general concept. So, if I take the pressure26
at any point and multiply by the... I am having trouble with this.27
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In the final excerpt above, Brian extracted the values of pressure at the given
volume values from the graph and then briefly seemed to shift his framing towards
physical mapping. But he immediately returned back to his previous rote equation
chasing. Finally, not knowing how to proceed in this frame and not being able to
produce any answer, he simply gave up solving the problem.
Once Brian went through all the problems, the interviewer conducted the mini-
teaching interview with him. During the mini-teaching interview, invoking a series
of calculus concepts, Brian ultimately arrived at the relation:
∫ b
a
df
dx
dx = f(b)−f(a).
He also successfully connected this relation to the graph of df/dx versus x through
the area under the curve (see Figure 5.14). After completing the teaching interview,
he was asked to solve the same P−V problem again. In response, he first shaded
the area under the curve between the two given volumes and responded:
Brian: So, if you set it at, umm, each box is about 1 Joule and I counted29
how many boxes are below the curve and-30
Interviewer: Why did you do that? To get what?31
Brian: To get the change in internal energy.32
Interviewer: How do you know that it’s [pointing at ∆U ] the total number33
of boxes?34
Brian looked at the graph and quietly thought for a while. Not getting any
response for a while, the interviewer prompted Brian to find the connections between
what he got from the mini-teaching interview and the P−V problem. Then he
responded:
Brian: Well, if each box, ahh, represents 1 Joule then if you counted the35
number of boxes and that gives you the number of Joules.36
Interviewer: Right, right, I mean, how do you know that you need to get37
this area to find internal energy?38
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Brian: Well, if the... If we have a rate here [df/dx] and we also have a rate39
here [dU/dV ], then if this [the shaded area under the df/dx curve] represents40
this [f(x)
∣∣b
a
] then this [showing the shaded area on P−V graph] represents41
that [pointing on ∆U ].42
Interviewer: and what is this in case of here, f(b)− f(a), what’s that here43
in this case?44
Brian: 80 Joules.45
Interviewer: No, I mean, quantity wise.46
Brian: Oh, for b and a?47
Interviewer: This f(b)− f(a). This whole quantity is called?48
Brian: It’s called the change in, umm, internal energy, in this case.49
In the above excerpt, with the relevant mathematical tool at hand, Brian entered
themath consistency frame as evident from him finding (at the interviewer’s prompt)
similarities or logical connections between what he had established during the mini-
teaching interview and what was required for solving the P−V problem. Upon
being asked to solve the temperature problem, he successfully dealt with it using the
analogy of the P−V problem, again pursuing the math consistency frame.
6.4.2 Wilson’s framing and the interviewer-induced frame shift
Wilson started the P−V problem by focusing on the rate equation, then switched
his gaze between the equation and the curve for a while. Then he asked the inter-
viewer a few questions about the numbers on the graph and the unit of energy
(if it was the BTU). After the interviewer’s answer, he interpreted the curve using
his personal experience. The following excerpt documents how he responded to the
P−V question:
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Wilson: I don’t quite understand how the internal energy- I mean, there is1
no- I mean, it doesn’t generate any energy, just changes the vol- I mean the2
pressure goes down ‘cause the volume increases. It doesn’t appear that there3
is any change in energy. So, this’s simply, if you increased volume without4
adding more air, I mean, if you had, if you’re, you know, if you had a sphere5
and you’re, and you had it opened up and you increased its size, it sucks air6
in, air out will be pushed in. Atmosphere will fill the ball up and it will keep7
at, you know, atmosphere, the atmospheric pressure. But if you increased8
the size of the ball, it didn’t change anything, it didn’t happen, if equalized,9
it would be less pressure. It doesn’t- Umm, I mean, an expanding gas cools10
down and I guess, it decreases energy. I mean, that would be, and it is pulling11
the vacuum decreasing in temperature [short pause] and I mean, energy is12
rated in what? You know, temperature by how much you, like, BTUs or13
Kelvin or ?14
Interviewer: Energy is Joules.15
Wilson: Joules. So, is there- I mean, it’s, is it- ‘cause, I mean, this is beyond16
my understanding. Is there Joules, more joules, umm, if something is warmer,17
does it contain more energy, it contains more Joules of energy?18
Interviewer: Yeah.19
In the above excerpt, Wilson, attempted to make sense of the physical context
rather than calculating a number using the given information. He used his intuitive
or common-sense knowledge about the expansion of air to understand the context
(change in energy) qualitatively. He did not seem to be inclined towards using any
formal mathematics but was interested in qualitatively estimating the energy as
evident from his question, “...it contains more Joules of energy?” Using Tuminaro’s
criteria, Wilson, in the above excerpt, seemed to be in the qualitative sense-making
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frame as marked by his use of the physical properties of gas, though intuitively, to
make sense of the context and to estimate the change in energy qualitatively.
In order to see if he could find a numerical answer to this problem, in addition
to the qualitative estimation, the interviewer tried to ask him for a numerical an-
swer. But before the interviewer finished the sentence, he asked if the interviewer
was looking for a calculation. The excerpt below documents how the interviewer’s
expectation steered the transformation of Wilson’s initial framing:
Interviewer: But, here, what I am looking is, rather than [qualitative20
estimation]-21
Wilson: Making a calculation?22
Interviewer: Yeah. Making some calculation. How you calculate the energy23
using...24
Wilson: How you calculate that?25
Interviewer: ...using some math.26
Wilson: Okay. I mean, all I can say is, it’d be the same or the less, this is27
what...28
Interviewer: Like, just using whatever things are given in this [the problem29
sheet] and that [the graph]. What idea in math or physics you could use to30
get the change the internal energy?31
Wilson: Okay, I guess, I could manipulate this around. I could go, you know,32
whatever, and then... [writing the given rate equation and rearranging it in33
terms of dU ] I mean, is this, do we need to use this? Do we have to use this34
graph? I mean, are these tick marks accurate?35
In the above excerpt, Wilson immediately reacted to the interviewer’s contrast-
ing expectation (line 20) and confirmed with the interviewer that he was expected
to make a calculation (line 22) to find a numerical answer. Once the interviewer
191
confirmed his expectation, Wilson immediately started to rearrange the equation
and looked for ways to find a numerical answer. In this case, the interviewer’s con-
trasting expectation instantly provoked the subject to shift his initial qualitative
sense-making frame to the calculation frame, where he attempted to acquire a nu-
merical answer by following algorithmic steps (lines 32-33) and using mathematical
chaining (need this to get that) to extract information from the graph (lines 34-35).
6.5 Discussion
In order to reanalyze the student problem-solving strategies revealed in our
Grounded Theory-based analysis, we used the perspectives of epistemological fram-
ing and epistemic games. Tuminaro and Redish proposed six types of epistemic
games in their study on algebra-based introductory physics problem solving. Be-
cause of the variation in the background of the two populations, i.e., algebra-based
versus calculus-based physics students, and the central role of the graph in our prob-
lems, most of their proposed epistemic games did not match the observed problem-
solving strategies. However, the structures of two other epistemic games proposed
by Gire et al. (2011) and Collins and Ferguson (1993), namely the graphical analysis
and form-and-function analysis games, matched well with some of the strategies.
We also proposed a new epistemic game, the equation-based analytical game, to de-
scribe some of the student strategies that were not covered by previous games. In
their work on experts’ strategies for solving partial derivative problems, Kustusch,
Roundy, Dray, and Manogue (2014) documented a set of expert activities (e.g., iden-
tifying mathematical relationships and identifying constraints) that were different
from the moves in the recursive plug-and-chug game. From what the researchers have
described, it seems that the experts were most likely playing the equation-based an-
alytical game while solving partial derivative problems. Given that we think it was
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used by experts in thermodynamics problem solving using the mathematics of par-
tial derivatives, we suggest that game may be seen commonly in other upper-division
and graduate-level problem-solving contexts also.
Four principal epistemic games were observed in the analysis of student problem-
solving strategies: (a) recursive plug-and-chug (algebraic strategy), (b) graphical
analysis (graphical strategy), (c) equation-based analytical (integral-analytical strat-
egy), and (d) form-and-function analysis (integral-graphical strategy). Of the four
games, the form-and-function analysis game was the most advanced kind of game in
which students successfully established the relations between the rate, the definite
integral, and the area under the curve. In particular cases, the graphical analysis and
equation-based analytical games also produced correct solutions, but they were often
based on algorithms or memorized rules. A few students also attempted a physical
mechanism game proposed by Tuminaro and Redish (2007), but not independently;
it was invoked either to initiate or to justify other games.
Most of the framing markers proposed by Bing and Redish (2009) and Tuminaro
(2004) were identified in the student strategies. In some of the strategies, students’
framings were unchanged throughout a problem-solving process, whereas in others,
there were shifts in frame within – as well as between – the problems. For exam-
ple, Brian (in Section 6.4) began with rote equation chasing frame and later shifted
briefly to physical mapping and then switched back to the former frame. The rote
equation chasing frame seemed to be induced by the rate equation, whereas he in-
voked physical mapping due to his failure to get a satisfactory numerical answer and
the presence of the graph. Similarly, Monica also began with the rote equation chas-
ing frame, but she eventually settled into quantitative sense-making after a series of
shifts (Section 5.1). Her settling into this frame was also reflected in her strategy for
the temperature problems. She played the form-and-function analysis game, sticking
with the quantitative sense-making frame. Similar to Tuminaro and Redish’s find-
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ings, we also found that students’ epistemic games were often determined by their
initial framing of a problem, as seen in the above examples; thus they were highly
context-dependent.
We found that student framing was often influenced by the features or repre-
sentations in the problems. For example, the rate equation (e.g., P = dU
dV
) often
led students into the rote equation chasing frame and thus led to play the recursive
plug-and-chug or equation-based analytical game. For many students the absence of
any integral-based cue in the P−V and the temperature problems led them to pur-
sue the rote equation chasing frame and hence led them to play these unproductive
games. Observing Monica’s cases (Sections 5.1 and 6.3.4), we discovered how she
transformed her strategy from the novice-like recursive plug-and-chug game to the
more advanced expert-like form-and-function analysis game. Monica already had
all the knowledge resources needed to correctly solve the problem, but she chose
the inappropriate game because of her inappropriate framing of the problem. The
interviewer’s follow-up questions eventually led her to the right frame, which thus
enabled her to choose the right game. This is in agreement with Hammer et al.’s
stance that students fail to apply their existing knowledge to a novel situation be-
cause of their inappropriate framing of the situation (Hammer et al., 2005).
We found that students used different kinds of conceptual and/or procedural re-
sources based on their framings and epistemic games. For example, Monica (Section
6.3.4) used mathematical conceptual resources (e.g., Riemann sum) and procedural
resources (e.g., integration), whereas Wilson (Section 6.4.2) used a conceptual re-
source based on his real-life experience (expansion of gas in propane tank) as well as
procedural resources (e.g., extracting values from graph). Because of the dominance
of mathematical aspects in the student problem solving in this study, we did not use
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the notions of phenomenological primitives4 or symbolic forms5 in our analysis. In
conclusion, we were able to identify students’ (a) knowledge elements or resources
(b) target forms, (c) moves, and (d) entry and exit conditions as well as constraints
during the FTC-based physics problem solving processes. The awareness of these
components helped us to understand students’ abilities and difficulties in applying
facets of the FTC in the physics problems. Identifying students’ frames provided us
with information about the reasons for their choice of particular epistemic games.
We were also able to understand how: (a) a change in students’ frames led them to
change their epistemic games, (b) students demonstrated a change in their choice
of frame that switched them from using novice-like problem-solving strategies to
expert-like ones, and (c) they apply situation-specific knowledge resources in their
problem-solving. Based on these findings we address the research questions presented
in the beginning of this chapter. Students were unable to apply the knowledge ele-
ments (facets of the FTC), coherently, in solving the FTC-based physics problems in
graphical representations, mostly, because of their incorrectly framing the problems,
which led them to apply alternative knowledge elements in their problem solving.
We suggest that most of the specific difficulties manifested the interviews were the
consequences of their application of alternative (irrelevant) knowledge elements in
the interview problem solving situations, e.g., evaluation of difference in function
values, i.e., f(b)−f(a), rather than evaluating the difference in antiderivative values
F (b)− F (a).
In the previous Grounded Theory-based analysis, we found that context and rep-
resentation affected student problem-solving strategies. We used the perspective of
4Phenomenological primitives are basic building blocks of experience based reasoning that do
not need further justification, e.g., closer means stronger.
5Symbolic forms are knowledge resources that provide links between individuals’ intuitive un-
derstanding of a physical situation (conceptual scheme) and mathematical formalism, e.g., [ ] = [ ]
may represent “balance” between two forces; F1 = −F2 (equal & opposite).
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framing and epistemic games to explain how these factors influence student strate-
gies. The findings in this chapter showed that students’ framing was often influenced
by contexts and representations presented in a problem, e.g., students’ perceived the
problems with algebraic functions differently than the ones without them. We found
that student chose particular epistemic games based on their framing of the inter-
view problems and consequently they used (activated) different sets of knowledge
resources to solve problems.
Table 6.1: Summary of corresponding strategies, e-games, and frames.
Strategy E-game Types of frame
Algebraic
Recursive plug-and-chug
Rote equation chasing
(A1, A2, A3) Calculation
Graphical
Graphical analysis
Invoking-authority
Math-consistency
(G1, G2) Physical mapping
Calculation
Integral + Graph.
Form-and-function Quant. sense making
(I1)
Integral + Analy.
Equation-based analytical
Rote equation chasing
(I2, I3) Calculation
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CHAPTER 7
STUDENTS’ EYE-GAZING BEHAVIOR IN THE APPLICATION OF
THE FTC USING GRAPHICAL REPRESENTATIONS
Students’ written and interview responses were found to be cued by various fea-
tures of the given questions, e.g., the expression F (b) − F (a) or simply the word
“change” seemed to have cued many students to evaluate the value of f(b) − f(a)
rather than F (b) − F (a). Because the graphical representation is so rich visually,
and some reasoning and strategies seem to be based on features of the graphs in
the problems, we were interested in exploring visual cueing mechanisms and visual
attention during problem solving with graphical representations. The data that were
collected did not provide this information. Recent studies have shown that eye track-
ing is extremely useful in investigating the influence of visual cues on individual’s
cognitive processing (Lai et al., 2013).
Although the analyses of interviews helped us to establish the influence of context
and representation on student framing of problems and situations, they still did not
provide much insight on the following questions:
• What aspects of the graphically-based FTC questions were students visually
attending to while solving the problems?
• How do variations in features of the questions (e.g., contexts and representa-
tions) affect the visual attention?
To find answers to these questions, we investigated the eye-gazing behavior of the
participant students while solving FTC-based mathematics and physics problems
involving graphical representations. In particular, we conducted this eye-tracking
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study to find out how the students interacted visually with specific aspects of the
problems (e.g., graphical features).
In order to avoid any confusion, it would be worthwhile reviewing the meaning
of some of the important terms used in this chapter. The word stimulus refers to
a problem or question presented to the participants, the term version refers to
the analogous mathematics and physics stimuli, and the acronym AOI stands for
an area of interest designated by the researcher. Since different individuals spent
different total amounts of time looking in a stimulus, the time spent on each AOI
was normalized to the total time spent on the entire stimulus for each individual. The
fixation durations presented throughout this chapter are expressed in percentages
and the deviations are expressed in standard errors.
In the eye-tracking study, we focused on students’ visual interaction with various
aspects of stimuli, e.g., {graph, equations, texts, etc.}, {relevant graphical features,
irrelevant graphical features}, {slope, endpoint}, {mathematics, physics}, to find
out how they affect student framing and problem solving. Depending on the preva-
lence of different types of responses to the respective stimuli, we chose appropriate
statistics to determine whether there were differences in the mean percentage of
time spent (fixation):
• by correct and incorrect responders in equations, graph, text, and options
(AOIs) for the two stimuli versions (mathematics and physics),
• by correct (or incorrect) responders in equations, graph, text, and options for
the two stimuli versions,
• by correct and incorrect responders on the most relevant and irrelevant features
of the graphs for the two stimuli versions,
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• by incorrect responders on the most common irrelevant features of the graphs
for the two stimuli versions, and
• by correct responders on the most relevant and irrelevant features of the graphs
for the two stimuli versions.
Due to the nature of the data in this part of our study, the analysis in this
chapter is much more quantitative and statistical. This is the standard analysis and
reporting procedure for eye tracking results.
7.1 The time spent by correct and incorrect responders in equations,
graphs, text, and options for mathematics and physics stimuli
In order to investigate the visual attention of correct versus incorrect responders
in different regions of analogous mathematics and physics stimuli, the components of
each stimulus were categorized into four AOIs: texts, equations (including symbolic
expressions), graphs, and options, as shown in Figure 7.1. Only three stimuli pairs
(S2, S3, and S4) received almost equal numbers of correct and incorrect responses.
Thus these stimuli were the only ones for which meaningful statistics could be ap-
plied to investigate the difference in mean percentage of total fixation time spent
by the correct and incorrect responders in different AOIs for the analogous math-
ematics and physics stimuli. For each of these stimuli, 2 × 2 × 4 mixed-factorial
ANOVAs were designed; all the assumptions required for meaningful interpretations
of the mixed-factorial ANOVAs were satisfied.
7.1.1 Results for stimulus 2
The mixed-factorial ANOVA results indicated that there was no significant inter-
action among AOI, version, and correctness, F (3, 33) = 2.107, p = .118. Similarly,
there was no significant interaction between AOI and version, F (3, 33) = .885, p =
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Figure 7.1: Mathematics stimulus M2. (a) Four areas of interest (equations and
symbolic expression as one AOI) and (b) the “heat map” of a student’s gaze patterns.
.459. However, the interaction between AOI and correctness was significant, F (3, 33)
= 3.856, p = .018, η = .26 (moderate effect size), suggesting the dependence of per-
centage of time spent in the AOIs on the correctness of responses. The main effect
for AOI was statistically significant; F (3, 33) = 25.50, p < .001, η = .70 (large size
effect), indicating that the participants spent significantly different percentages of
time looking in different AOIs. The Bonferroni post-hoc test for (AOI × correct-
ness) indicated that the correct responders spent significantly more percentage of
time fixating on equations (44.7 ± 3.9%) than on the graphs (28.4 ± 3.9%). In
contrast, the incorrect responders spent slightly but significantly more percentage
of time fixating on graphs (38.0 ± 3.8%) than on equations (31.2 ± 3.7%).
7.1.2 Results for stimulus 3
As in stimulus 2, all assumptions except the sphericity1 of within-group variance
were satisfied. Mauchly’s test indicated that the assumption of sphericity had been
1Sphericity is the condition where the variances of the differences between all combinations of
related groups are equal. Mauchly’s test is used to access the sphericity of variance condition.
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violated, (χ2(5) = 12.6, p = .028). Therefore, a Greenhouse-Geisser correction was
applied (ε = 0.66) (Mayers, 2013).
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Figure 7.2: Stimulus M3. (a) The four areas of interest (equation and symbolic
expression as one AOI) and (b) the heat map of a student’s gaze patterns.
The mixed-factorial ANOVA results indicated that the interaction among AOI,
version, and correctness was not significant; F (1.98, 21.8) = 1.33, p = .284. The
interaction between AOI and version was not significant as well, F (1.98, 21.8) =
.24, p = .79. Similarly, the interaction between AOI and correctness was also not
significant, F (1.98, 21.8) = .651, p = .53. However, the main effect for the AOI was
significant, implying that the participants spent significantly different percentages
of time in different AOIs; F (1.98, 21.8) = 10.1, p < .001.
The Bonferroni post-hoc test (pair-wise comparisons) for the four AOIs indicated
that the percentages of time spent between the equation (27.9± 3.4%) and the graph
(25.8 ± 2.7%) by the participants were not significantly different, p = 1.00. Since
the options consisted of graphs, the participants fixated mostly on them (35.8 ±
3.5%), but not more than on the main graph (25.7 ± 2.7%), p = .38 and on the
equations (27.9 ± 3.4%), p = 1.00. As a reminder, all of the above magnitudes are
the means of the percentage of fixation-duration spent in the respective AOIs.
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7.1.3 Results for stimulus 4
All the assumptions except the sphericity of within-group variance were satisfied.
Mauchly’s test of sphericity indicated that the assumption of sphericity had been
violated, (χ2(5) = 43.1, p < .001). Therefore, a Greenhouse-Geisser correction was
applied (ε = 0.39) to adjust the degrees of freedom.
The mixed-factorial ANOVA results indicated that there was no significant in-
teraction among AOI, version, and correctness, F (1.15, 12.7) = .06, p = .84. The
interaction between AOI and version was also not significant, F (1.15, 12.7) = .148,
p = .74. Similarly, the interaction between AOI and correctness was not significant
as well, F (1.15, 12.7) = 3.34, p = .09. The within-group main effect was found to
be statistically significant, F (1.15, 12.7) = 26.6, p < .001, η = .70, i.e., the partic-
ipants spent significantly different percentages of time in different AOIs. Although
the Bonferroni post-hoc test (pair-wise comparisons) indicated that the mean per-
centage of time spent on equations (53.8 ± 5.5%) was greater than that on graphs
(31.1 ± 4.8%), the difference was not statistically significant (p = .27).
7.2 The percentage of time spent in different AOIs for mathematics and
physics stimuli for either correct or incorrect response
For stimulus pair 1, the majority of responses were incorrect (∼ 75%), thus a 2
× 4 mixed-factorial ANOVA was designed for the incorrect responders, discarding
the fewer correct responders. Similarly, for stimulus pairs 5, 6, and 8, two-way
mixed-factorial ANOVAs were designed for the correct responders, discarding the
fewer incorrect responders. All the individual assumptions for the mixed-factorial
ANOVA were tested and found to be satisfied for each of the four stimuli. No test
was performed for stimulus 7 because it failed the homogeneity of variance test even
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with the data transformation. The results of the 2 × 4 mixed-factorial ANOVA for
stimulus pairs 1, 5, 6 and 8 are shown in Table 7.1.
Table 7.1: 2 × 4 mixed-factorial ANOVA results. The table shows the percentage
of time spent by students with mathematics and physics stimuli on different AOI.
Question AOI
AOI×version Mean (%) AOI (Within-sub.) p∗
Interaction ± Std. err. F p η Eqn. vs.
Q1(n=11) Eqn F (2, 18) 45.2 ± 3.5
F (2, 18)
<.001 .69
–
Incorrect Graph = .02 41.7 ± 3.9
= 19.8
1.0
only Text p = .98 13.2 ± 1.8 <.001
Q5(n=12) Eqn F (2, 20) 51.1 ± 4.8
F (2, 20)
–
Correct Graph = 2.10 27.1 ± 3.2
= 14.6
<.001 .59 .012
only Option p =.15 17.0 ± 3.1 .001
Q6(n=12) Eqn F (2, 20)
Correct Graph = 21.0
only Text p <.001
Q7(N=15) Homogeneity of variance criteria not met
Q8(n=11) Eqn F (3, 27) 49.7 ± 4.7
F (3, 27)
<.001 .75
–
Correct Graph = 1.39 14.0 ± 1.7
= 26.4
.001
only Text p = .27 14.6 ± 1.4 .001
Option 21.7 ± 2.3 .017
For stimulus 1, the results indicated that there was no significant interaction
between the AOI and the version for the incorrect responders, i.e., the fraction
of time spent in the four AOIs independent of whether it was a mathematics or
a physics stimulus. Although the main effect for AOI was statistically significant,
the post-hoc test (pair-wise comparisons) indicated that the difference in the mean
percentage of time spent by the incorrect responders between the equation (45.2 ±
3.5%) and the graph (41.7 ± 3.9%) was not statistically significant (p = 1.0).
Similarly, for stimuli 5 and 8, the results indicated that there were no significant
interactions between AOI and version, whereas the main effect for AOI was found
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to be significant. The post-hoc (pair-wise comparisons) indicated that the correct
responders spent significantly more time looking on equations than on graphs (p <
.001). The mean percentage of time spent in different AOIs are presented in Table
7.1.
Unlike for stimuli 5 and 8, the interaction between AOI and version for stimulus 6
was found to be statistically significant (p < .001), i.e., the percentage of time spent
by the correct responders in different AOIs depended on the stimulus (mathematics
or physics). The main reason for this interaction might be due to the abstract nature
of the mathematics stimulus relative to the physically intuitive nature (finding the
point of maximum displacement) of the physics stimulus. Moreover, neither stimulus
had an equation (except symbols) to work with. The post-hoc tests indicated that
the students with the mathematics stimulus fixated for 43.0 ± 3.0% of their time on
the symbols (e.g., y = df/dx, f(x)) and 22.7 ± 5.3% on the graph, whereas those
with the physics stimulus fixated for 10.3 ± 3.0% of their time on the symbols and
63.8 ± 5.3% on the graph (dx/dt and t).
7.3 Gazing pattern of correct versus incorrect responders in the most
relevant and the most irrelevant features of graphs
This part of the analysis was focused on the percentage of time spent by the
correct and the incorrect responders (correctness) in the most relevant and the most
irrelevant features (AOIs) for the mathematics and physics stimuli (versions). For
stimuli 4 and 7 with nearly equal numbers of correct and incorrect responses, a 2
× 2 × 2 mixed-factorial ANOVA and a 2 × 2 factorial ANOVA were conducted
respectively, whereas for 1 and 6 with dominantly correct or incorrect responders, 2
× 2 mixed ANOVAs were performed, discarding the ones with fewer responders.
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7.3.1 Results for stimulus 4
The data for stimulus 4 violated the homogeneity of variance (HOV) assump-
tion, thus they were transformed to their natural log values. The transformed data
satisfied all the required assumptions, including the normality and the HOV.
The 2× 2× 2 mixed-factorial ANOVA results indicated no significant interaction
among AOI, version, and correctness, F (1, 11) = 4.88, p = .07, η = .31. The two-way
interaction between AOI and version was not significant; F (1, 11) = .02, p = .90,
η = .001, whereas that between AOI and correctness was significant; F (1, 11) =
31.6, p < .001, η = .74. This indicated that the percentage of time spent on the two
AOI was depended on the correctness of the response. The correct responders spent
larger percentage of time looking on the relevant features (7.6 ± 3.6%) than on the
irrelevant features (2.7 ± 11.3%). In contrast, the incorrect responders spent more
percentage of time on the irrelevant features (42.8 ± 11.8%) than on the relevant
features (21.0 ± 3.8%). It is apparent from the interaction graph that the correct
responders spent less time on the graph than the incorrect responders. This aligns
with the the previous results for the four AOIs (equations, graph, text, options),
which also showed that the correct responders spent relatively more time on the
equations and less time on the graph compared to the incorrect responders.
7.3.2 Results for stimulus 7 (n=13)
Both the mathematics and the physics versions of stimulus 7 (Figure 7.5) required
students to identify the difference in the antiderivative between the two limit values
as the definite integral, and hence the area under the curve between the points.
The students were expected to identify the magnitude of the greatest area under
the curve. Although the physics version involved a negative sign, the students were
instructed to determine the greatest magnitude of the antiderivative difference. The
correct answers were G(0)−G(p) and V (0)−V (p) (magnitude) for the mathematics
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Figure 7.3: (a) Stimulus M4. (b) M4 graph with AOIs overlaid. The physics version
is presented in Appendix F.7.
(a) (b)
Figure 7.4: Sample heat maps for M4. (a) The gaze pattern of the incorrect respon-
der, (b) that of the correct responders.
and physics versions, respectively. One notable gaze pattern found in all the students
was that they focused mostly on the features corresponding to the given values (p,
q, 0, r, and s) on the graphs and not much on else. In both versions, point p is a
starting point and is common to the options (A), (B), and (D), so the time spent
on this point was not considered. The only point that was relevant to correctly
answering the question was point 0. All the other points (q, r, and s) were irrelevant
for determining the correct answer. So, particular attention was paid to the correct
and incorrect responders’ visual attention to these relevant and irrelevant points.
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The ratio of the total fixation time on point 0 to that on q, r, and s combined were
calculated and compared for correct and incorrect responders.
Choose the one that has the greatest value. 
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Figure 7.5: Mathematics and Physics stimuli (a) M7 and (b) P7.
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Figure 7.6: Stimulus 7 graph with the relevant and irrelevant areas of interest over-
laid.
The data violated both the normality and homogeneity of variance conditions.
However, both of these conditions were established by performing a square-root
transformation. A 2 (Correct vs. Incorrect) × 2 (Mathematics vs. Physics) factorial
ANOVA was performed to examine the main effects and the interaction effects
(Correctness × Version) on the proportion of mean fixation times on the AOIs.
The test for interaction was not significant, F (1, 9) = .201, p = .664. Since there
was no significant interaction, we scrutinized the results for main effects. The main
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(a) (b)
Figure 7.7: Sample heat maps for stimuli (a) M7 and (b) P7, depicting the gaze
patterns of incorrect responders.
effect for mathematics vs. physics was not significant, F (1, 9) = .52, p = .49. The
main effect for correctness was significant, F (1, 9) = 8.56, p = .017. The ratio of time
spent in relevant features to that in irrelevant features for the correct responders
was found to be .96 ± .18, whereas it was .27 ± .17 for the incorrect responders.
Table 7.2 shows the frequency of different responses to the mathematics and
physics versions of stimuli 1 (Figure 7.8). As seen in the table, only one participant
for the physics and three for the mathematics stimulus provided correct responses.
The incorrect responders’ chose either A or D; the former was based on the end-
point difference and the latter on the slope of the given curve. Since the number
of correct responses was much smaller than that of incorrect responses, the former
was discarded for a statistical analysis. Furthermore, the incorrect responses were
based mostly on the endpoint difference (or simply endpoint) and the slope. Thus
we tested the difference in time spent between these two AOIs for mathematics and
physics stimuli using a 2 × 2 mixed-factorial (within-between group) ANOVA. The
areas of interests for this analysis are depicted in Figure 7.9(a).
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Table 7.2: Frequency of responses to stimuli 1.
Frequency of
Version choice A Choice B Choice C Choice D Total
Mathematics 6 1 0 1 8
Physics 0 3 0 4 7
Total 6 4 0 5 15
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Figure 7.8: Analogous (a) mathematics and (b) physics stimuli versions.
The two independent variables for this test were the AOI (slope vs. endpoints)
and stimulus versions (mathematics vs. physics). The dependent variable was the
percentage of total fixation time spent in each of the AOIs for the two stimuli
versions. A total of 11 incorrect responders were selected for a mixed-factorial 2× 2
ANOVA. The test was mixed-factorial (i.e., within-between group) in the sense
that the AOI was within group and the version was between-group variables. The
data for stimuli M1 and P1 (Figure 7.8) satisfied all the assumptions required for
a mixed-factorial ANOVA, including normality and HOV. The results for the 2
(versions) × 2 (AOI) mixed-factorial ANOVA indicated a strong interaction (η =
.64) between the AOI and the stimuli version; F (1, 9) = 15.8, p = .003. This means
that the percentage of time spent by the incorrect responders on the slope and the
endpoint (AOIs) depends on whether the stimulus is the mathematics or the physics
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(b)
Figure 7.9: AOIs based on two most common incorrect reasoning. (a) Graph used
in stimuli 1 showing AOIs for slope and endpoints. (b) Comparison of fixation du-
ration on each irrelevant AOI for the math and physics version, demonstrating an
interaction between the AOIs and the stimulus version.
(a) (b)
Figure 7.10: Heat maps revealing individual students’ gazing patterns for M1 and
P1, respectively. Gaze patterns for incorrect responders focusing dominantly on (a)
endpoint-based and (b) slope-based regions.
version. Figure 7.9 (b) shows the graph for the interaction between the AOI and the
version. It is evident from the graph that the incorrect responders spent more time
on the endpoints (45.4 ± 5.6%) than on the slope (8.1 ± 3.0%) for the mathematics
stimulus. In contrast, they spent more time on the slope (43.0 ± 3.9%) than on the
endpoint (27.1 ± 7.4%) for the physics stimulus.
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7.4 Comparison of time spent by correct responders on the most rele-
vant versus the most irrelevant features of stimuli M6 and P6
Below is the graph of the derivative of a function f(x) 
[i.e. df/dx] versus x. At what point is the function f(x) 
a maximum ? 
M6 
A B C 
D E 
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dx
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Below is the graph of the velocity [i.e. dx/dt] versus 
time (t). At what point is the displacement a maximum ? 
Figure 7.11: Analogous mathematics (M6) and physics (P6) stimuli.
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Figure 7.12: Defining the relevant and irrelevant areas on the graph for stimuli 6.
Table 7.3: Percentage of time spent by the correct responders on AOIs of stimuli 6.
Percentage of time spent on AOI
A B C D E
Mean 10.1 ± 2.1 23.2 ± 2.4 31.7 ± 3.6 9.1 ± 1.6 7.4 ± 1.4
The data did not totally satisfy the HOV as assessed by Levene’s test. However,
all the assumptions for a mixed-factorial ANOVA, including normality, were satisfied
after the application of square-root transformation to the data. The results for 2
(versions) × 5 (AOI) mixed-factorial ANOVA indicated lack of interaction between
the AOI and versions; F (4, 36) = .39, p = .81. The main effect for the AOI was found
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to be significant; F (4, 36) = 25.5, p < .001, η = .70, i.e., students spent significantly
different amounts of time fixating in the different AOIs. The mean percentage of
total fixation time spent by the correct responders on the five different AOI are
depicted in Table 7.3. Although the correct responders seemed to have spent the
maximum percentage (31.7 ± 3.6%) of time on the relevant feature (C), the post-hoc
test indicated that the difference was not significant as compared to the time spent
on the most common irrelevant feature (B).
7.5 Eye-tracking discussion
Although the stimuli used in our eye-tracking study have equivalent mathe-
matical structures and require the same underlying mathematical knowledge (the
application of the FTC I and/or II), a close inspection of their individual compo-
nents revealed several contrasting features among the stimuli. Some of the notable
contrasting features include the presence of: (a) both the rate and the definite inte-
gral equations (S1 and S5), (b) either the rate or the definite integral equation but
not both (S1, S3, and S7), (c) no equations (S6), (d) a hybrid equation (with the
rate and the integral) involving a value versus a graph (S4 vs. S8), (e) no context
(mathematics stimuli), and (f) an intuitive versus a less intuitive context (e.g., P1
vs. P6). We found that the students interacted (visually) uniquely with the stimuli
based on the presence or absence of these contrasting characters. In the following
sections, we present a thorough discussion of students’ gaze-patterns revealed in
this study in light of top-down/bottom-up processing theory, a few other relevant
perspectives and previous findings.
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7.5.1 Explaining students’ gazing pattern through the lenses of top-
down and bottom-up processing theory
As discussed in Section 2.9.1, previous researchers have used the perspectives of
top-down (data-driven) and bottom-up (stimulus-driven) processes to explain ob-
served voluntary and involuntary mechanisms (Carrasco, 2011; Corbetta & Shulman,
2002). Studies have shown that visually dominated tasks, such as those involving
graphical interpretation, often involve both bottom-up and top-down processes. The
dominant process determines whether an individual will choose relevant or irrele-
vant features. Heckler (2011) proposed that when a task involves the competition
between choosing relevant or irrelevant features, often the feature that involves less
processing time (and thus a quicker response time) dominates the decision. Heckler
proposed that when there is a competition between high- and low-salience features,
often students tend to ignore the low-salience feature even when it carries more pre-
dictive information. The eye-tracking results can be explained well using the per-
spectives of top-down and bottom-up processes; and this helps explain the various
student difficulties and responses in the written and interview data. In the sections
below, we use these perspectives along with Heckler’s proposition to explain the
visual phenomena observed in the eye-tracking study.
7.5.2 Students’ visual attention between equations and graphs
For stimuli containing both the rate (e.g., f(x) = d
dx
[G]) and the definite integral
(e.g.,
∫ 4
2
f(x)dx) equations, as in S2 and S5, the correct responders spent more time
fixating on the equations (including the symbols) than on the graphs, whereas it
was just the opposite for the incorrect responders in S22. However, when the stimuli
contained only one equation, either the rate or the definite integral equations, as
2For S5, the number of correct and incorrect responses are highly unequal, so a 2 × 4 mixed-
factorial ANOVA was conducted for the correct responses only.
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in S1 and S4, the difference in the percentage of total fixation time spent on the
equation and the graph was not statistically significant. Assessing each of the mean
percentages of fixation durations, we found that the students spent almost equal
amounts of time between equations and graphs. The above patterns were seen only
for the FTC II questions that did not require students to think about the dynamic
behavior of the curve in order to solve it correctly.
Our explanation for the correct responders spending more time in equations
than in graphs for the stimuli involving both the rate and the definite integral
equations is that the correct response involves determining the correct relationship
between the two equations, which is the most crucial task. Once the connection is
established and the relevant graphical feature is identified, the required information
can be easily determined from the graph (area under the curve) without spending
much time on it. We speculate, cautiously, that the incorrect responders might have
spent much of their time on the graphical features without establishing the correct
relationship between the equations. Explaining the phenomena on the basis of dual
process theory, we can arguably consider that determining the correct relationship
between the two equations involved a top-down process and the correct responder
might be dominated by this process, and thus spent more time on the equations.
However, the incorrect responders might be dominated by the bottom-up process
and cued by the salient features of the equations, such as d
dx
[G(x)] or G(4)−G(1),
prompting them to use irrelevant graphical features, such as slope (f(4)−f(1)
4−1 ) or
endpoints (f(4)− f(1)) and spend more time on graphs.
Our explanation for both correct and incorrect responders spending almost equal
amounts of time between the equation and the graph (AOIs) in the stimuli with only
one equation (S1 or S4) is that both the correct and the incorrect responses in these
stimuli involved finding the connection between the two AOIs. In this kind of stim-
uli, the correct responders spent almost equal amounts of time between the two
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AOIs because these stimuli did not involve finding a relationship between the two
equations, unlike the ones with two equations (S2 and S5). Both groups might have
divided their visual attention equally between the two AOIs; the correct connection
between them resulted in the correct response while incorrect connections resulted
in incorrect responses. From the top-down and bottom-up perspectives, the correct
responders might be dominated by the top-down process and thus involved in es-
tablishing a correct relationship between the equation and the graph, whereas the
incorrect responders might be cued by the salient symbolic and/or graphical features
and thus dominated by the bottom-up process.
7.5.3 Dependence of eye-gazing behavior on context
Our results indicated the influence of contexts on student responses and reason-
ing under specific conditions. We found that the percentage of time spent in different
AOIs depended on the stimuli version (mathematics versus physics) only when the
contexts in the physics stimuli were very familiar and intuitive to the responders, as
in P6 (displacement and velocity). In contrast, the percentage of time spent in differ-
ent AOIs was found to be not significantly different for mathematics versus physics
versions, when the physics stimuli had at least one equation and the contexts were
less familiar. This implies that when a physics stimulus demands mathematical con-
cepts and/or skills and when the physics contexts are not intuitive, students tend to
overlook the context and attempt the problem merely mathematically. Thus context
affects students’ visual attention to the physics problems, which require mathemat-
ical concepts and skills, only when: (a) there is no equation of any sort provided
and (b) the contexts are meaningful or at least intuitive to the students. Previous
studies have also shown that student responses and reasoning are often influenced
by contexts in the questions (Heckler, 2011; Kaiser et al., 1986; Redish, 2006; Wag-
ner et al., 2012). For example, Kaiser et al. (1986), and Alexander documented
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students answering two analogous questions quite differently when the contexts in
the questions were slightly changed, e.g., the trajectory of water versus that of an
object coming out of circular tube in separate cases.
Students with the physics stimulus (P6) spent more time on the graph than those
with the mathematics stimulus (M6); 63.8 ± 5.3% versus 43.0 ± 3.0%. Although
we can speculate that the physics context might have cued the students to focus
primarily on the graph, we cannot infer from this whether the top-down or the
bottom-up process dominated this phenomena because the differences in the time
spent by the correct and the incorrect responders were not statistically significant.
7.5.4 Time spent in multiple-choice options
Students spent significantly less time fixating on the options when they contained
only letters (e.g., A, B, etc.), numbers or symbols. However, when the options were
comprised of graphs, as in S3, students spent almost the same amount of (or in-
significantly more) time fixating on the options as than on the main graph or the
equations. The reason for this could be that the four graphs in the options might
require the same or more time for students to interpret visually.
7.5.5 Time spent between relevant and irrelevant features
Focusing on the graphs only, we found that correct responders spent a signif-
icantly higher percentage of time fixating on relevant features than on irrelevant
features, as depicted by the results for S4 and S7. Contrary to that, incorrect re-
sponders spent significantly higher percentages of time fixating on irrelevant features
than on relevant features. van Gog et al. (2005) documented similar results in their
comparison between higher- and lower-expertise participants. They found that the
former spent more time on identifying problems and formulating solutions than
merely on solving the problems, whereas the latter spent more time on solving the
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problems without spending much on identifying the actual problems. Using top-
down and bottom-up processing theory, we can infer that their choice of relevant
or irrelevant features is dependent upon whether they are dominated by top-down
or bottom-up perception. Since students attended to both types of features, we as-
sume that both top-down and bottom-up processes were involved during the tasks.
Based on Heckler’s implication, we cautiously suggest that the correct responders
in our eye-tracking study were dominated by the top-down process, whereas the
incorrect responders were dominated by the bottom-up process (Heckler, 2011).
The phenomenon of the incorrect responders (dominated by bottom-up perception)
spending less time on relevant features agrees with Heckler’s claim that during a
competition between irrelevant and relevant features in a bottom-up process, often
the feature that required less time to process is dominant; in this case endpoint,
slope, etc. are dominant over the area under the curve.
7.5.6 Incorrect responders’ dominant visual attentions in graphs
Those students who responded incorrectly in the written surveys and/or the
interviews often used slope or endpoint reasoning. We were interested in investigating
the difference in students’ use of these irrelevant features between the mathematics
and physics versions. We chose two specific regions, one associated with endpoints
reasoning and one associated with slope reasoning (see Figure 7.9 (a)). The results
indicated that the students with the physics stimulus spent more time fixating on
the slope than on the endpoints, whereas those with the mathematics stimulus spent
more time fixating on the endpoints region than on the slope region. The reason
for the incorrect responders with the mathematics stimulus attending more on the
endpoints might appear, on the surface, to be the notational issue: F (b)−F (a) versus
f(b) − f(a). However, the presence of the same reasoning in the physics stimulus
indicates that the issue is not merely notational. The difference in time spent by
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the incorrect responders in the two different irrelevant features might be due to
the influence of context-based saliency on the dominant bottom-up perception. In
other words, students with the physics stimulus spent less time on the endpoints
because they often perceive the required differences (e.g., ∆Q) as a whole quantity
(e.g., accumulated charge), unlike the incorrect responders with the mathematics
stimulus, who often perceive the two terms as separate entities and tend to connect
each with a point on the curve. For these responders, the absence of context might
have triggered their bottom-up perception to choose the points on the graphs that
involve quick processing time (immediate response). On the other hand, the presence
of context might have triggered the incorrect responder with physics stimulus to
determine an incorrect relation (slope-based) between the required quantity and
quantity represented in the graph (quick response) and hence to evaluate the slope.
Heckler (2011) seemed to lean implicitly towards the competition between two or
more irrelevant features in bottom-up processing. The researcher used the terms
‘high- and low-saliency cues’ to determine the potential dominant feature. According
to him, between the high- and low-saliency cues, students often overlook the low-
saliency cues. Using these notions, we may arguably consider the endpoints and the
slope as the high- and low-saliency cues respectively, for the mathematics, and vice
versa for the physics stimuli.
7.6 Summary
In conclusion, using the eye-tracking experiments, we identified the specific fea-
tures of the contexts and representations in the FTC-based problems and showed
their effects on student framing and problem solving, e.g., students interacting
differently with the stimuli with and without equations, contexts, multiple equa-
tions. In most instances, we were able to explain our findings on the basis of top-
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down/bottom-up processing theory and/or able to compare with the findings of
previous, related studies. We did not exclusively compare expert versus novice eye-
gazing patterns, but we compared the fixation patterns of the correct responders
versus the incorrect responders. We found significant differences between the cor-
rect versus the incorrect responders’, but conditionally (i.e., in the presence of rate
and definite integral equations or in graphs only). Similar comparisons between ex-
perts and novices or correct and incorrect responders in other studies also indicated
differences in eye-gazing behaviors, without indicating the effects of representation
and/or context on their visual behaviors (Epelboim & Suppes, 2001; Madsen et al.,
2012).
Although not discussed here, it is worth mentioning that most of the eye-tracking
findings align well with the written survey and the interview findings. The overall
synthesis of the findings from surveys, interviews, and eye-tracking is presented in
the conclusion chapter.
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CHAPTER 8
CONCLUSIONS AND IMPLICATIONS
This study focused on student understanding and application of the FTC in
mathematics and physics domains using graphical representations. This study be-
gan empirically to compare students’ specific difficulties using and applying the FTC
in mathematics and physics contexts, but it evolved to include the identification of
problem-solving strategies used while solving graphically-based FTC problems. We
were interested in looking at different aspects of student application and understand-
ing of the FTC (e.g., student difficulties, problem solving, representation). Although
we began with three general research questions, several other specific questions also
evolved during the process of investigation. In order to answer both the broader and
the more specific questions, we implemented three data collection methods: written
surveys, clinical interviews, and eye tracking. The three main research questions
were:
• What difficulties do students have with understanding and application of the
Fundamental Theorem of Calculus and what are the potential causes of these
difficulties?
• What strategies do students use to solve the FTC-based physics questions and
why do they choose these particular strategies?
• How do the student difficulties affect their problem solving in FTC-based
physics questions?
In order to find the answer to the first questions, we used the perspective of spe-
cific difficulties and focused on patterns of students’ inappropriate reasoning (Heron,
2003). Although this perspective captured the difficulties that students have with
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applying the FTC, it did not provide much insight into student problem solving.
For this reason, the perspectives of framing and epistemic games were used to in-
vestigate student problem solving and the potential roots of student difficulties in
more detail (Bing & Redish, 2009; Tuminaro & Redish, 2007). Similarly, although
the epistemic games perspective provided deep insight into various aspects of stu-
dent problem solving (knowledge resources, moves, entry/exit conditions, etc.), it
did not provide much detailed information about how the context and representa-
tion affected student framing and solving the interview problems. Results left us
with additional questions, given the strong emphasis on visual properties (graphi-
cal features, equations, etc.). Thus an eye-tracking study was conducted to study
students’ visual interaction with the contexts and representations in the questions.
Visually-based cognitive perspectives were used to explain the observed phenomena
pertaining to specific aspects of the FTC questions.
In order to probe specific aspects of the research questions (e.g., contexts, instru-
ment versions, student reasoning), different versions of instruments were constructed
by varying features (e.g., curves, symbols, contexts) of the initially constructed in-
struments. This chapter presents a comparative synthesis of the major findings man-
ifested by each of the techniques and demonstrates connections among them in a
coherent manner. Finally, the implications of the findings for instruction and future
research as well as some of the limitations of the study are also discussed. The over-
all findings in this research revolve around two principal themes: specific difficulties
and problem-solving strategies.
8.1 Student difficulties with the FTC
As suggested by Heron (2003), students manifest their difficulties with a partic-
ular concept through incorrect or inappropriate patterns of reasoning to a question
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targeted to probe the concept. To investigate student difficulties with the FTC,
we administered isomorphic mathematics and physics written surveys; mathemat-
ics in mathematics and physics in physics classes to probe student difficulties with
the application of the FTC (both I and II). In order to further probe those spe-
cific difficulties and their effects on student problem-solving, follow-up interviews
were conducted with 14 students from the survey population. Although the inter-
view questions had different physics contexts, their underlying mathematical themes
were equivalent to each other and to the FTC-II written questions. We also con-
ducted an eye-tracking study at a different university to investigate students’ visual
attention to some specific aspects of the graphically-based FTC problems. No other
researchers have used eye-tracking in conjunction with other methods to investi-
gate students’ abilities to use different facets of mathematical knowledge and skills
(pertaining to the FTC) coherently to reason and solve problems. This is a unique
contribution to the literature in mathematics and eye-tracking domains. The instru-
ments used in the three methods revolved around two principal FTC-based themes:
(a) given a graph of a function (e.g., velocity function), determine the graph of its
integral function (e.g., position function), and (b) given a graph of the rate of a
quantity (e.g., velocity), determine the change in the quantity (e.g., displacement)
between two points. Some of the findings in this study have not been reported pre-
viously, e.g., endpoint reasoning, whereas others align well with previously reported
difficulties, e.g., difficulties with graphical representations of integrals, relations be-
tween rate and accumulation (Beichner, 1994; McDermott et al., 1987; Thompson,
1994a).
A number of studies, both in RUME and PER, have documented student diffi-
culties with graphical representations. Only a few studies in PER have documented,
either explicitly or implicitly, student difficulties with graphical representation of
the definite integral, in particular (Bajracharya et al., 2012; Beichner, 1994; McDer-
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mott et al., 1987; Nguyen & Rebello, 2011). In this study, we identified a number
of student difficulties with the application of the FTC in graphical representations.
Discussed below are common student difficulties with the FTC in graphical repre-
sentation revealed by the three different research techniques.
8.1.1 Using slope reasoning
Students used the notion of slope in both the FTC-I and FTC-II questions. For
the FTC-I questions, some students drew the graphs of slope of the given curve
instead of drawing the curves of integral functions. The correct responders drew the
required curves using one of two lines of reasoning: (a) the curve they drew represents
the area accumulating under the given curve and (b) the curve they drew has a slope
that represents the given curve. We speculate that the incorrect responders who
drew the slope curve were using the latter reasoning inappropriately – drawing the
slope of the given curve instead. Although previous researchers have emphasized (for
instruction) recognition of the integral function as an accumulation quantity or how
the area under the curve is changing, there has not been any emphasis on using the
slope concept to draw the integral (accumulation) functions correctly (Thompson &
Silverman, 2008). There could be an argument on which reasoning better leads to a
correct answer, but our finding shows that students can successfully use all the lines
of reasoning to draw a correct integral function.
In the FTC-II questions, the incorrect responders determined the slope of the
given curve between the given values. Previously, Beichner (1994) identified this
kind of student confusion between area under the curve and the slope of the curve
while testing student interpretation of kinematics graphs. He suggested that the
students might be cued by the word “change” (e.g., change in velocity for a given
acceleration graph) to find slope instead of finding area under the curve. This is
consistent with Heckler’s claim about the competition between different features
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during bottom-up processing (Heckler, 2011). Using the notion of the bottom-up
process and Heckler’s consideration about competition between different features for
dominant visual attention, we can further elaborate on Beichner’s inference about
the effect of the word “change” on student responses. There were three symbolic
expressions in most questions: the definite integral equation, the rate equation, and
the antiderivative difference. We suggest that there might be competition between
the three expressions during the bottom-up process (stimulus driven) and, because
of a shorter time to process the expression F (b) − F (a), students’ visual attention
and decision might be dominated by this particular salient feature. It seems that the
visual attention of the students’ using the endpoint reasoning might be dominated
by the expression F (b) − F (a). Moreover, the incorrect responders spending more
time in graphs than in equations may be an indication of their failure to find the
significance of the former two equations for the interpretation of the graphs. As in
van Gog et al.’s study, in which the lower-expertise students spent more time in
actual maneuvering than in recognizing and orienting the problems, the incorrect
responders in this study also seemed to have focused more on extracting information
from the graph than in finding the relations among the symbolic expressions (van
Gog et al., 2005). Unlike for an evaluation of change (e.g., F (8)−F (2)), there was no
direct cue for evaluating the area under the curve in our questions as well as some of
Beichner’s questions, so student reasoning might be dominated by the salient word
“change.” In this study, the incorrect responders, who incorrectly perceived the
word “change,” evaluated either the slope of the curve or the change in a function
between the given limits. These are the most common incorrect responses to the
FTC-II questions administered in written responses and the eye-tracking study. We
call the latter response endpoint reasoning. Students in our previous study also used
the latter reasoning to determine the signs of f(b)−f(a) instead of determining the
required signs of definite integrals (
∫ b
a
f(x)dx) (Bajracharya et al., 2012).
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8.1.2 Using endpoint reasoning
In endpoint reasoning, instead of evaluating the difference in antiderivative values
at given limits, students first determine function values at given limits and then
evaluate their difference. On the surface, this may appear to be a notational issue
because of the potential confusion between the notations: F (b)−F (a) and f(b)−f(a).
However, the presence of this difficulty in physics contexts as well, e.g., between
Q(t2) − Q(t1) and I(t2) − I(t1), indicates that this may not merely be notational.
This was further confirmed by the presence of this line of reasoning in responses
to the eye-tracking problems. The function and its antiderivative were denoted by
different letters, i.e., f(x) = d
dx
[G(x)] in those problems. In addition to the notational
issue, students with the mathematics versions also seemed to have confusion about
whether the graphs represented f(x), F (x) or G(x).
The written results revealed that the percentages of students using endpoint rea-
soning in mathematics questions (>15%) were greater than those in physics versions
(<10%). The eye-tracking results indicated that students with mathematics stimuli
spent more time in endpoint regions than in slope regions, whereas the opposite was
observed for the students with physics stimuli. One reason for fewer students using
endpoint reasoning in physics than in mathematics questions might be that they
interpreted the required differences as single entities rather than separate entities
in physics contexts, e.g., V (b)− V (a) as potential difference (∆V ), q(t2)− q(t1) as
charge accumulation (∆q), x(t2) − x(t1) as displacement (∆x or d). Students’ use
of endpoint reasoning in physics implies that they might have difficulty recognizing
the difference between a physical quantity and its derivative, e.g., current (I) and
charge (q); electric field (E) and electric potential (V ); force (F ) and momentum
(p), etc.
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8.1.3 Solving problems analytically (algorithmically)
Although most of the functions (integrands) in this study were not expressed
in algebraic form, students still attempted to solve the problems merely analyti-
cally. For example, some students in written responses inappropriately considered∫ 8
4
f(x)dx = 3.65 as an integrand, i.e., f(x) = 3.65, and solved it analytically.
Similarly, students using an analytical approach in interviews either approximated
the given curves with algebraic functions, such as 1/V , lnx, etc., or assumed the
integrands, such as P and dT/dt, were constants, overlooking their actual graph-
ical behaviors, in order to integrate them analytically. Previous researchers have
also shown similar phenomenon in other calculus contents, e.g., instead of working
them out graphically, students generated algebraic expressions for given curves to
determine derivatives at specified points analytically (Sofronas et al., 2011).
Students preferred algebraic (and analytical) strategies instead of graphical strate-
gies in the present study. This is consistent with both Eisenberg’s and Vinner’s
findings, which showed that students tend to avoid graphical representations while
dealing with mathematical tasks due to their difficulties with this representations
(Eisenberg & Dreyfus, 1986; Vinner, 1989). For example, Vinner found that stu-
dents usually avoid graphical representations by solving problems analytically (or
algorithmically). Orton (1983a) showed that students do better on questions in-
volving analytical differentiation than on those involving graphical interpretation.
Several studies have also shown students’ fluency with the algorithmic aspects of in-
tegral problems despite their difficulties with the graphical aspects (Grundmeier et
al., 2006; Mahir, 2009; Orton, 1983b). Similarly, Selden et al. (1989, 2000) demon-
strated that students prefer to solve analytically (or algorithmically) even those
problems that could easily and efficiently be solved alternatively, such as graphi-
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cally. We also found this and similar kinds of phenomenon in written as well as in
interview responses.
Students provided analytical reasoning not only in the FTC-II questions, but
also in the FTC-I graphing questions. In the FTC-I questions, instead of drawing
an integral function (
∫ x
a
f(t)dt) as required by the questions, students simply drew
the reflected cosine-like curve, reasoning analytically (
∫
sinxdx = −cosx) and con-
sidered the shape of the given curve as a sine-like curve. As suggested by previous
researchers, students’ preference for analytical over graphical solutions might be
attributed to the overemphasis on the former and underemphasis on the latter in
traditional calculus and physics instruction (Ganter, 2000).
8.1.4 Evaluating individual antiderivative values
Written and interview results showed students evaluating individual antideriva-
tive values to determine the required antiderivative difference at endpoints. It re-
sulted in correct answers when the origin was chosen as the lower limit for both the
antiderivatives (e.g., F (8) =
∫ 8
0
f(x)dx and F (2) =
∫ 2
0
f(x)dx). Nonetheless, some
students used other inappropriate ways to evaluate the individual antiderivative val-
ues resulting in incorrect answers, e.g., F (8) = f(8)× x(8) and F (2) = f(2)× x(2).
As apparent from their reasoning, some of these students considered each of the an-
tiderivatives as an area, found the areas by multiplying the respective two values, and
evaluated the difference in area values to find the difference in antiderivative values.
Unlike those who considered areas, others who did not relate the antiderivatives to
areas used a simple algebraic calculation to find the antiderivative difference values.
It seems that the correct responders extended the application of the integral func-
tion (F (x) =
∫ x
a
f(t)dt) in evaluating the antiderivative differences, assuming the
lower limit to be zero. This practice yields a correct antiderivative difference value,
as long as a common lower limit is considered for both the individual antiderivative
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values. However, the evaluation of individual antiderivatives may not be productive,
particularly for those students who do not yet have a complete understanding of the
concept. They may simply pursue alternative approaches to evaluate the individual
antiderivative values. For example, some students in interviews derived unit-wise
consistent equations, e.g., T (t)= d
dt
[T (t)] × t, to determine the temperature at time
t1. Students’ inappropriate evaluation of the individual antiderivative values might
be due to the absence of the FTC or integration-related cues, as suggested by Beich-
ner (1994). Beichner showed how the presence or absence of cues such as “change”
or “area” in questions may affect student responses to the integral questions (see
Section 8.1.1).
8.1.5 Confusing rate of change and ratio
While solving the P−V problems, students directly transformed the given rate
equation into a ratio of differences without showing any intermediate steps, i.e.,
P = dU
dV
to P = ∆U
∆V
. Students in Orton’s study also used the terms rate of change
and ratio interchangeably while referring to the given rate quantities, which aligns
with what was observed in the interviews in this study (Orton, 1983a). Previous
researchers have shown that students generally evaluate a slope by using the ratio
of rise over run without trying to understanding the meaning of the outcome (Orton,
1983a; Sofronas et al., 2011; Teuscher & Reys, 2010). Sofronas et al. (2011) suggested
that students’ disregard of the distinction between rate of change and ratio could
be attributed to the lack of emphasis on this distinction during instruction.
Orton (1983a); Teuscher and Reys (2010); Thompson (1994a) have separately
documented student difficulties with the notion of rate of change of a quantity.
Thompson (1994a) suggested that this difficulty is rooted in students’ lack of “im-
age” of this notion (similar to concept image), which could adversely impact their
abilities to see how rate of change is related to the notion of accumulation. We
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speculate that students’ inabilities to apply the FTC in physics contexts might be
the consequences of their lack of this image. The reflection of this difficulty could
be seen in the interview problem solving. Students’ manipulation of the rate equa-
tion without attempting to find its relation to the graph, and thus to the required
quantity, further supports Thompson’s assertions about students’ lack of image of
the rate notion.
8.1.6 Confusing differential (dV ) and difference (∆V )
Orton’s study showed that students often confuse the differential (dx) with the
rate of change of x, the limit of δx, or a finite increment in x (Orton, 1983a). Hu
and Rebello (2013) showed that students use different conceptual metaphors and
resources while dealing with differential quantities, such as considering: dA as a
small change in area, dx as a variable of integration, etc. Unlike in Orton’s study,
students in this study correctly interpreted the meaning of a differential (e.g., dx as
an infinitesimal change in x), when explicitly asked about it. However, some stu-
dents replaced d with ∆ while solving the first two interview problems (P−V and
temperature), without acknowledging the operational difference between them. This
is an indication of their difficulty with the correct application of the two notations (d
and ∆) in the given problem-solving contexts. As suggested by Artigue et al. (1990),
the source of students’ difficulties with d and ∆ might be due to their lack of deep
conceptual understanding of the concept of differential. According to Artigue et al.
(1990), students often interpret differentials as “small quantities” or “small amounts”
without a deep understanding of their underlying physical and mathematical mean-
ing. Borrowing Vinner’s term, we may extend Artigue and colleagues consideration
as students’ lack of concept image about differential quantities (Artigue et al., 1990;
Vinner & Hershkowitz, 1980).
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8.2 Student problem-solving strategies
Students manifested three principal strategies to solve graphically represented
FTC-based physics problems during the interviews: algebraic, graphical, and integral.
8.2.1 Algebraic strategy
Although the P−V problem implicitly required the use of integral concepts, par-
ticularly the FTC, two-thirds of students did not use any integral concept to solve
the problem. Some might have used it implicitly, skipping the intermediate steps
and making some assumptions, e.g., assuming P to be constant and implicitly inte-
grating dU = PdV on both sides to get ∆U = P∆V , but there was no display of
explicit use of the integral concept in their work. These students simply rearranged
the given equation to isolate the required quantity, i.e., dU = PdV , and transformed
it to ∆U = P∆V without showing any of the intermediate steps. Instead of evaluat-
ing P ·∆V , some students also evaluated (∆P ·∆V ) or (P1V1−P2V2) to determine
∆U . The reason for students’ failing to use integral or area concepts in the first two
problems might be due to the absence of cues for such concepts, as suggested by Be-
ichner. Some of the multiple-choice questions in his study pertained to determining
displacements from given v−t graphs. Beichner (1994) found that students usually
choose the correct answer when the option contains the word “area.” However, when
there was no such cue and the correct choice required some calculation, students
seemed to have difficulty determining the correct answer. Besides the absence of
cues, context unfamiliarity might also be the reason for students’ failure to use the
integral notion, as discussed below in Section 8.3.1. Furthermore, students’ use of an
algebraic strategy might be attributed to the presence of the rate equation and their
tendency to solve the problem using basic algebraic skills, as seen in other studies
in different contexts (Selden et al., 1989, 2000).
230
Students skipping the integration step from dU = PdV to ∆U = P∆V may
mean that they knew why they could skip it, but it may also mean that they
didn’t recognize that there was a missing step involving integration (at least initially,
without some cuing or scaffolding).
8.2.2 Graphical strategy
Most of the specific difficulties discussed in Section 8.1 are the reflections of
the student difficulties with graphical representations of the FTC. Moreover, the
inappropriate student problem-solving strategies in interviews reflect not only the
student difficulties with graphical representations, but also their difficulties connect-
ing the facets of the FTC, such as the antiderivative difference and the area under
the curve. Students using the graphs to solve the problems used different features of
given graphs, such as area under the curve, slope, endpoints, etc. Those using area
reasoning usually did not invoke an integral notion in their reasoning; they used the
area under the curve merely as a rule. Those students who used irrelevant features
of graphs determined either the average slope of the curve or the difference in height
of the curve between the given values. The use of these irrelevant graphical features
was also seen in written responses. Students used graphs in algebraic solutions also,
but the purpose was just to extract numbers from the graphs; it did not involve
interpreting or determining the graphical properties, such as slope or area under the
curve.
The eye-tracking results showed that correct responders spent more time on
the equations (including symbols) than in graphs, whereas the incorrect responders
spent more time in graphs than in equations. We suggested that the former students
were dominated by top-down processes and spent more time establishing relations
between the equations and determining the relevant graphical features than merely
focusing on the graphical features. In contrast, the incorrect responders were domi-
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nated by bottom-up processing; they failed to established the relationship between
the equations and instead focused mostly on the graphs. We also found that the
correct responders spent more time on the relevant features than the incorrect re-
sponders. This could be explained on the basis of the previous explanation: as the
correct responders already determined the relevant feature from the relations be-
tween the equations (including symbols), they did not spend much time on the
irrelevant features, whereas the incorrect responders, dominated by bottom-up pro-
cessing, spent most of their attention wandering in the irrelevant features.
8.2.3 Integral strategy
The integral strategy involves solving the problems by applying integration skills.
In addition to integration, one may also need to use the relevant graphical feature
(area under the curve), particularly when the integrands do not involve algebraic
functions, as in the P−V problem. Most of the students who correctly solved the
problems using the integral approach identified that the integral could be evaluated
by finding the area under the curve. Once they realized the need for determining
the area under the curve to solve the problem, they either counted the number of
squares under the curve and multiplied that number by the value of a unit square or
constructed some geometric shape(s), such as right triangles and/or squares, to find
the area. Not all the students who used the integral approach evaluated the area
under the curve; some determined the integral analytically. Those who chose the
analytical path either approximated the given curve with an algebraic function or
inappropriately considered the integrand (e.g., P ) to be a constant to execute their
integrals analytically. As in the graphical strategy, students inappropriately solving
the problems analytically is also a reflection of their inabilities to connect the facets
of the FTC and realize that this does not provide a sufficient solution.
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8.3 Factors affecting student problem-solving strategies
Besides the student problem-solving strategies discussed above, the analysis of
interview data also revealed several factors that affected student problem-solving
strategies including contexts, representations, knowledge elicitation, etc.
8.3.1 Effects of context familiarity on student problem-solving
In the written survey results, although our findings were inconclusive across dif-
ferent physics contexts, the distributions of students’ reasoning were different across
mathematics and physics questions. Similarly, in the eye-tracking study, we found
the effects of context on students’ visual behavior. Since the interview participants
were in introductory physics, they did not have any formal classroom experience
in the thermodynamics context (P−V ). The majority of students chose incorrect
strategies, mostly the algebraic strategy in particular, to solve the P−V problem.
Some students also used a graphical strategy, i.e., area under the curve, to find
the required quantity. However, most of these students did not exhibit conceptual
competency in explaining why the area under the curve gives the required quantity.
On the other hand, although the integrand in the temperature problem, i.e., dT/dt,
was also not expressed in an algebraic form, a few students who used the inappro-
priate strategy for the P−V problem successfully solved the temperature problem.
Although the underlying mathematical structures in both the questions were same,
individual students treated the two problems quite differently, indicating the attri-
bution of the context familiarity in student problem-solving at least to some degree.
Similar to our finding, previous researchers have also indicated (in different research
contexts) that student responses and reasoning often depend on physical contexts
in questions (Cook & Breedin, 1994; Kaiser et al., 1986; Redish, 2006; Wagner et
al., 2012).
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8.3.2 Including integrands in algebraic forms in addition to graphical
representations
In the interviews, there were more correct solutions by a given student for prob-
lems in which both the algebraic and graphical representations were provided rel-
ative to the problems with only graphical representations. Although most of the
students solved the E−r and v−t problems analytically, most of them successfully
connected their analytical solution to the relevant graphical resource, i.e., the area
under the curve and/or a Riemann sum representation, when they were prompted
to provide an alternative solution. Selden et al. (2000) showed that even those stu-
dents who are proficient at solving routine problems in calculus often struggle with
non-routine problems. The P−V problem involving graphical representations only
may be considered non-routine because it cannot be solved algorithmically (proce-
durally), and one needs to recognize the connections. We speculate that students’
analytical approach to the P−V problem did not work, probably, due to the absence
of an analytical function. The student responses to the E−r problem further sug-
gest that the use of algebraic representations can serve as a bridge to help students
interpret graphs. Although students initially solved the E−r problem analytically
using the integration algorithm, they seemed to be capable of dealing with the non-
routine (graphical) part of the problem also once they approached it algorithmically
or routinely.
8.3.3 Elicitation of mathematical concepts in problem solving
During the mini-teaching interviews, students were guided until they arrived
at the expression for the FTC, and its connection with the area under the curve,
either explicitly or implicitly. Analysis of the mini-teaching interviews revealed that
most of the students have good competence with the basic calculus concepts. It
also revealed that most of the participants were able to apply their mathematical
234
knowledge to solve the physics problems by the end of the mini-teaching interviews.
Although students initially approached the first two problems completely differently,
mostly incorrectly, once their mathematical knowledge was refreshed, during the
mini-teaching interviews, they were able to not only see the mathematical similarities
between the two problems, but also solve the problems correctly. This suggests the
importance of elicitation of students’s mathematical knowledge relevant to the target
physics contexts.
In summary, the interview results revealed that the majority of the physics stu-
dents, who had completed two semesters of calculus, had a reasonable grasp of most
of the individual components (function, Riemann sum, definite integral, rate, etc.)
of the FTC. We find that some of the specific difficulties manifested in the written
surveys were the consequences of students’ inabilities to access the right connec-
tions in their existing knowledge between the elements of the FTC, rather than
students lacking the knowledge or having a flawed understanding of these ideas, as
reported previously (Beichner, 1994; McDermott et al., 1987). The majority of stu-
dents failed to use the FTC to determine the physical quantities, e.g., the change in
internal energy, when the question did not include an algebraic function explicitly.
For problems explicitly involving functions, most students took the antiderivative
immediately and solved the problem correctly. Particularly, when dealing with un-
familiar physics contexts and without an analytical expression from which to start,
either students struggle to meaningfully connect the individual elements of the FTC
or their difficulties with even one element hinder their attempts to find these mean-
ingful connections. When subsequently prompted to answer these questions using
a different approach, they concluded that the solution could be represented by the
area under the curve.
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8.4 Framing and epistemic games
We reanalyzed the problem-solving strategies revealed in Grounded Theory anal-
ysis using the notion of epistemic games (Collins & Ferguson, 1993; Gire et al.,
2011; Sherer, Kustusch, Manogue, & Roundy, 2013; Tuminaro & Redish, 2007). We
used the framing perspective to understand students’ expectation and/or perception
of different aspects of the FTC problems and the effects of those frames on their
problem-solving strategies. Similarly, we used the perspective of epistemic games
to understand students’ use of various knowledge resources and their moves in a
problem-solving process. Four principal epistemic games were observed in the anal-
ysis of student problem-solving strategies: (a) recursive plug-and-chug (algebraic
strategy), (b) graphical analysis (graphical strategy), (c) equation-based analytical
(integral-analytical strategy), and (d) form-and-function analysis (integral-graphical
strategy). Since the form-and-function analysis game involves establishing the rela-
tions between the rate, the definite integral, and the area under the curve, it could
be considered as a normative game (played by experts). Although the equation-based
analytical game was often based on algorithms or memorized rules, it was also pro-
ductive and normative in special cases (e.g., integrands given in algebraic forms)
and also some parts of even non-routine problems required this game. A few stu-
dents also attempted the physical mechanism game, not independently, but either
to initiate or to justify other games.
We observed most of the framing markers proposed by Tuminaro (2004) and Bing
and Redish (2009) in student strategies. In some strategies, students’ frames were
robust throughout a problem-solving process, whereas in others, they changed sev-
eral times within a problem as well as between problems. As observed by Tuminaro
and Redish (2007), we also found that students’ epistemic games were often deter-
mined by their initial framing of a problem and were highly context-dependent. The
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features or representations used in problems seemed to have influenced how students
initially framed the problems. For many students, the absence of any integral-based
cue led them to frame the problem in a certain way, and thus to choose inappropriate
games. Although many students initially solved the interview problems inappropri-
ately, the interviewer’s prompts during the mini-teaching interviews eventually led
them to the right frame and thus to choose the right game. This is in agreement with
Hammer et al.’s assertion that students fail to apply their existing knowledge to a
novel situation because of their inappropriate framing of the situation (Hammer et
al., 2005). This work supports the assertion of framing as an alternative framework
to traditional views of transfer.
In summary, using the analytical framework of framing and epistemic games,
we were able to identify students’ (a) knowledge elements or resources, (b) target
forms, (c) moves, and (d) entry and exit conditions as well as constraints during the
FTC-based physics-problem solving processes. The knowledge of these components
were useful in understanding students’ difficulties with the application of the FTC
in the physics problems. Students seemed to have the knowledge about all facets of
the FTC required to solve the given problems but have difficulties connecting the
knowledge because of the way they frame the situations, e.g., failing to frame the
problems as integral problems in the absence of cues. In particular, we were also
able to gain insight, to some degree, about how: (a) a change in students’ frames
led them to change their epistemic games; (b) students evolved from novice-like
problem solvers to expert-like problem solvers, and (c) they apply situation-specific
knowledge resources in their problem-solving.
237
8.5 Limitations of the study
The interview findings were based on data from 14 individual participants. In
order to generalize the list of problem-solving categories, frames, and epistemic
games, we may need to expand the study with a larger population. We administered
the instruments with only a single theme (finding the value of difference in a quantity,
given the value of the definite integral of its rate and a graph of the rate). In order
to generalize our findings, we may need to expand the instruments to other themes
(e.g., given antiderivative difference and a graph of the derivative, find the value of
the definite integral).
Although the eye-tracking data consisted of various aspects such as total fixation
duration, frequency of fixation at AOIs, variations in pupil size, etc., we focused
only on the total fixation duration. We might have missed important information
about student eye-gazing behavior, e.g., the time-sequence of gazes and whether
that related to the dynamics of student thinking, which could either support or
contradict other overall findings.
There were no exact criteria for defining AOIs in the eye-tracking stimuli. They
were based on the areas we were most interested in and on the “hot” zones in the
heat map. While AOIs were defined with utmost care, some inconsistencies cannot
be denied. In most cases, the eye-gazing data satisfied all the assumptions required
for factorial ANOVA and mixed-factorial ANOVA. However, in case of any viola-
tion, the assumptions were established by performing either a log or a square-root
transformation. Although a few statisticians argue about potential loss in statistical
power after a transformation of data, most statistical literature supports such trans-
formations (Mayers, 2013). Although only a few statistical decisions were based on
a transformation, we do not completely disregard the argument about potential the
reduction in statistical power.
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In an eye-tracking study, when two AOIs are relatively close, there is a possibility
of some overlapping in eye-gazing at the interface between those AOIs. However the
overlapped gazes were typically found to be much smaller than the non-overlap gaze,
so we assumed that a small fraction of overlapping gazes did not significantly impact
the overall analysis. There was no major issue in the eye-gazing analysis and the
results due to the relatively small number of participants (N=17). However, the
effect was apparent in a few results, e.g., in a few cases, the standard error of a
mean was greater than the mean.
8.6 Theoretical implications of the findings
This study contributes in supporting and/or expanding the relevant theoretical
frameworks: epistemological framing, epistemic games, top-down/bottom-up pro-
cessing, etc. Previously Tuminaro (2004) used the perspective of epistemological
framing in algebra-based introductory physics problem solving, whereas Bing and
Redish (2009) used it in upper-level physics (e.g., quantum mechanics) problem
solving. In this study, we expanded this perspective to calculus-based introductory
physics problem solving. We believe that this expansion provides further generality
of the framework in wider physics domains. Similarly, Tuminaro and Redish (2007)
applied the perspective of epistemic games in algebra-based introductory physics
problem solving and we expanded it further to calculus-based introductory physics
problem solving. We demonstrated how the previously reported epistemic games
could be modified to depict various aspects of student problem-solving strategies.
Furthermore, we also contributed in expanding the collection of epistemic games
(that are commonly seen in mathematically-based physics problem solving) by iden-
tifying/adding a new epistemic game (equation-based analytical game) that could
potentially be prevalent in other physics domains. For example, some of the experts’
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activities shown by Kustusch et al. (2014, p. 12) in their work on experts solving par-
tial derivative problems seemed to be closely related to the equation-based analytical
game.
Heckler (2011) proposed that students’ pay more attention to the features that
require less processing time. In the eye-tracking study, we found that incorrect re-
sponders spent less time in equations than in graphs. We speculate that the reason
for this is that graphical features requires less processing time than the equations
(rate and integral); the latter require finding the relationship between them and
hence deeper thinking. The phenomena observed in the eye-tracking study provides
some evidence for Heckler’s proposition about students’ dominant visual attribution.
8.7 Implications for future research
Since our findings show that as some students attend to the symbolic forms
over the graphical ones, the framework of symbolic forms (in physics) proposed
by Sherin (2001) might be useful to reanalyze our data. This framework has been
used previously by a few researchers in their analysis of student understanding of
definite integrals. Because this study involves relating and making sense of symbols
in physics contexts, the application of symbolic forms could be an interesting future
extension for this study.
At least one of the epistemic games (i.e., equation-based analytical game) ob-
served in this study has not been reported anywhere else. Given that we think
it was used by experts in thermodynamics problem solving and partial derivatives
(Kustusch et al., 2014, p. 12), we suggest it has promise for application in many other
contexts. Because upper-division physics problems involve a good deal of analytical
solution, we believe students frequently use this particular game in upper-division
physics problem-solving. Thus it would be interesting to use the notion of epistemic
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games to analyze student problem-solving in upper-division physics contexts that
involve varied mathematical bases, such as derivative, integral, etc.
We used three analytical perspectives – specific difficulties, epistemic games, and
framing – for the analysis of written and interview data. We considered analyzing
these data from different perspectives because of our interest in looking at varied
aspects of student understanding of the FTC (e.g., specific difficulties and problem-
solving). Because the goal of the interviews was to analyze student problem-solving
strategies in depth, microgenetic analysis (Schoenfeld, Smith, & Arcavi, 1993) may
be an appropriate analytical tool for future analysis. Similarly, the study could
be extended to understand how students transfer knowledge from mathematics to
physics and vice-versa by using different knowledge transfer perspectives, such as
preparation for future learning (PFL), transfer in pieces, optimum transfer, etc.
(Mestre, 2005). In order to study transfer phenomena, one will need to use different
research methods, such as more extensive teaching interviews.
In addition to the above future research implications, one can also extend this
study to different populations at other universities to generalize the findings and
gain broader perspectives. The eye-tracking results could be made more reliable by
conducting the study on a larger population, perhaps at different universities. The
eye-tracking study can be narrowed down by constructing stimuli, each with only
one particular aspect: graphs, equations, relevant or irrelevant features, etc.
8.8 Instructional implications of the findings
One of the principal aims of PER is to improve the quality of physics instruction
providing information that may be used to modify existing and/or construct new
curricular materials. Without understanding the difficulties students have with the
target content, it would not be practical to fulfill this aim. Thus identification of
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student difficulties is an important part of PER. The student difficulties with the
application of the FTC in graphical representations identified in this study can
provide the basis for developing FTC-application instructional materials. Because
these materials target a number of student difficulties, they can, potentially, improve
student abilities applying the FTC in mathematics and physics problem-solving.
For effective teaching, it is not sufficient for a teacher to have only a deep un-
derstanding of content. He or she must also possess knowledge about how students
understand the content and what difficulties they may have while learning the con-
cepts. Thus a teacher is expected to possess knowledge of content as well as how
students understand concepts. Shulman (1987) termed this type of combined knowl-
edge as pedagogical content knowledge (PCK). A teacher’s PCK allows him or her
to analyze students’ use of a particular concept (e.g., the FTC) in reasoning and
problem-solving. Knowledge of both student specific difficulties and problem-solving
strategies with respect to the FTC can be considered part of the PCK about the
FTC and other related calculus concepts. These can be helpful to both mathemat-
ics and physics instructors who intend to introduce or apply the FTC. Thus the
knowledge about the diverse student-solution paths and the conditions in which the
strategy switching occurs in FTC problem-solving can help instructors to intervene
in (scaffold) student learning processes as needed.
We discussed before that students often possessed the knowledge about all the
facets of the FTC required to solve the given problems. However, they failed to
apply this apparently dormant knowledge in a coherent manner to solve the prob-
lems. One reason for this, as suggested by Hammer et al. (2005), is due to the way
they frame the problem situation. Thus the knowledge of student frames can inform
an instructor about the different way students’ frame the FTC problems. One can
also understand how student framing is affected by the representations in question.
For example, the eye-tracking problems showed how students’ eye-gazing behaviors
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could be altered by simply adding or removing an extra equation or by introduc-
ing a particular word (cue) in a question. Thus we suggest limiting the number of
equations in a problem if the goal of the problem is to elicit students’ graphical
understanding. This may lead students to attend to the correct features, focusing
less on other distracting features. Knowledge of student framing can be used pro-
ductively to help (scaffold) students to elicit the kind of resources necessary to lead
them to a proper framing.
A student’s epistemic game for a particular problem provides information about
their target forms, knowledge resources, moves, entry & exit conditions, and con-
straints while solving the problem. Using the notion of epistemic games, we found
students using different kinds of conceptual and/or procedural resources to solve
the FTC problems: invoking the Riemann sum, a mathematically-based conceptual
resource; integrating, a procedural resource; relating pressure, volume, and internal
energy, a physically-based conceptual resource. Understanding students’ resources
can provide a better picture of their framing of problems as well as the roots of their
difficulties.
The interview results indicated that students often do not remember the relevant
mathematical concepts when they need to apply them in physics problem-solving.
Furthermore, the mini-teaching interviews revealed that students were able to solve
the FTC-based physics problems when the relevant calculus knowledge was elicited.
This suggests that physics instructors should remind students about relevant cal-
culus skills and concepts before introducing any physics concepts. This may also
justify a “mathematical methods for physics” course for upper-level and graduate
physics students. Several other researchers involved in mathematics-physics inter-
disciplinary studies have also recommended revision of basic calculus concepts for
the first few weeks of a semester, which some refer as “interlude math” (Sherer et
al., 2013). One particular advantage of this type of revision is to show students the
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relevant notational and representational inconsistencies, if there are any, between
physics and mathematics.
Our main focus in this study was on the notational and representational as-
pects of the FTC because they play vital roles in the applications of the FTC in
different contexts. Although student difficulties went far beyond notational and rep-
resentational issues, some difficulties were tied specifically to these two issues. We
found students interpreting the symbolic notation and graphical representation of
the FTC incorrectly confusing F (b)−F (a) and f(b)−f(a); confusing graphs of rate
and function; etc. One reason for students’ use of endpoint reasoning might be due
to their confusion with these notation. The other reason could be their interpreta-
tion of the rate graph (e.g., v−t) as the function graph (e.g., x−t). The existence
of students’ difficulties with the notation itself may indicate a deeper difficulty with
the underlying concepts, which is true for graphical representations as well. Stu-
dents in this study transformed the graphical representations (less convenient) into
algebraic representations (more convenient), enabling them to avoid any difficulties
with the graphical representations of the functions. So, instruction could be focused
more on developing students’ abilities to represent and interpret any function graph-
ically. One way to achieve this could be by placing more instructional emphasis on
translating between multiple representations, such as graphical, algebraic, numer-
ical, descriptive, of the function, consistent with previous PER literature (Kohl &
Finkelstein, 2005, 2006). Similarly, there should be more emphasis on conversion be-
tween graphical representations of two physical properties, e.g., converting a velocity
graph to an acceleration graph and vice versa. In addition, the curves representing
different physical behaviors, such as constant, linear, quadratic, exponential, etc.,
should be emphasized in instruction.
In conclusion, we have touched on different aspects of the student applications
of the FTC in mathematics and physics. The FTC is widely applicable, both explic-
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itly and implicitly, in numerous physics contexts, including kinematics, dynamics,
electrostatics, and thermodynamics. Although there have been some separate stud-
ies on a few aspects of the FTC, including the graphical representations of definite
integrals (e.g.,
∫ t2
t1
a(t)dt), the change in physical quantities (e.g., v(t2)− v(t1)), and
rate of change of physical quantities (e.g., dv
dt
), there has been no explicit research
on student applications of the FTC in physics contexts. Using multiple approaches
and perspectives, we investigated three seemingly important aspects of students’
application of the FTC: student difficulties, problem-solving, and specific factors af-
fecting student reasoning and problem solving. One of the important findings of this
study is that students’ in calculus-based introductory physics often have the calculus
knowledge required to deal with physics concepts and problems, but they often fail
to apply their knowledge coherently in given contexts. One strong reason for this
is due to their failing to properly frame the given situation. Our findings suggest
that there might be connections between student framing and the way situations are
presented. Thus we suggest presenting problem situations in ways that help students
choose appropriate framing, e.g., using familiar contexts and representations.
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Appendix A
SEMESTER I - PILOT WRITTEN SURVEYMAT	  126	   	   April	  26,	  2012	  
1	  
Name:         
Answer the following questions to the best of your ability. Please provide reasoning for each 
of your responses. 
1. The figure to the right shows the graph 
of f(x) on [a, b]. 
 
Let  𝑧 = 𝑔 𝑥 = 𝑓 𝑡 𝑑𝑡!! , where 
a ≤ x ≤ b.  Draw a graph in the grid 
below that represents the function g(x).  
 
 
Explain how you know to draw the 
graph the way you did. 
  
Figure A.1: Pilot written survey Q1
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2	  
2. The graph of f(x) is shown in the figure 
to the right. 
If 𝑓 𝑥 𝑑𝑥 = 3.65!!  and F'(x) = f(x), 
then F(3) – F(0) = 
(A) 1.65 (B) 2.65 
(C) 3.65  (D) 4.65  
(E) 5.65 
Explain how you know. 
 
 
 
 
 
3. The graph of f is shown in the figure 
at right. 
If 𝑔 𝑥 = 𝑓 𝑡 𝑑𝑡!! , for what values 
of x does g(x) have a maximum? 
(A)  a (B)  b  
(C)  c  (D)  d   
(E)  It cannot be determined from 
the information given. 
Explain how you know. 
  
3	  
2	  
1	  
0	   1	   2	   3	   4	  
x 
y 
Figure A.2: Pilot written survey Q3
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  126	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3	  
Consider the velocity versus time graph of an object shown below.  Answer the following 
questions based on the graph. 
4. Find the displacement of the object 
at  
(a) t = 3 seconds 
 
(b) t = 7 seconds 
 
(c) t = 9 seconds 
 
(d) t = 11 seconds 
 
Briefly describe how you evaluated the displacement at these times. 
 
 
5. At what times is the displacement of the object (i) a maximum and (ii) a minimum (other 
than at t=0)?  Explain how you know. 
 
 
 
6. Estimate the displacement of the object between t1 = 6 sec to t2 = 9 sec.  Explain how you 
made this estimate. 
 
 
 
7. Past and present physics courses taken:    
Figure A.3: Pilot written survey Q4 and Q5
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Appendix B
SEMESTER 2 - WRITTEN SURVEYPHY 122-Clark April 17, 2014 
1	  
    
Answer the following questions to the best of your ability. Please provide reasoning for each 
of your responses. 
1. The figure to the right shows the graph 
of the velocity of an object between 2 
to 10 second time interval. 
 
Draw a graph in the grid below that 
represents the position of object 
between the given time interval.  
 
 
 
 
Explain how you know to draw the 
graph the way you did. 
 
  
!
!
0"
Time 
7s"
10s"
2s"
Ve
lo
ci
ty
 
Time 
Po
si
tio
n 
 
2s 7s 10s 
Figure B.1: Physics survey Q1 administered in Physics 2.
256
Results for mathematics question MS1-Q2
MAT 228 September 11, 2012 
	  
Answer the following questions to the best of your ability. Please provide reasoning for each 
of your responses. 
1. The figure to the right shows the graph of 
f(x) on the interval [a, c]. 
 
Let  𝑧 = 𝑔 𝑥 = 𝑓 𝑡 𝑑𝑡!! , where 
a ≤ x ≤ c.  Draw a graph in the grid below 
that represents the function g(x).  
 
 
 
 
 
Explain how you know to draw the graph 
the way you did. 
 
 
 
 
 
 
2. The graph of f(x) is shown in the figure to 
the right. 
If 𝑓 𝑥 𝑑𝑥 = 3.65!!  and F'(x) = f(x), what 
is F(3) – F(0) ? 
 
Explain how you arrived at your answer. 
3	  
2	  
1	  
0	   1	   2	   3	   4	  
x 
y 
Figure B.2: Mathematics question MS1-Q2 administered in Calculus 3.
Table B.1: Results for the mathematics question 2 (MS1-Q2).
Response (→)
Correct Incorrect Total
(↓) Reasoning
Analytical 0(0%) 8(6%) 8(6%)
Area 28(20%) 1(1%) 29(21%)
Endpoint 0(0%) 17(12%) 17(12%)
FTC 20(14%) 1(1%) 21(15%)
Individual Fs 14(10%) 25(18%) 39(28%)
NA 3(2%) 10(7%) 13(9%)
Other 1(1%) 1(1%) 2(1%)
Slope 1(1%) 10(7%) 11(8%)
Total 67(48%) 73(52%) 140(100%)
257
Results for physics question MS1-Q1
PHY 122 September 11, 2012 
1 
These questions could be answered just on the basis of your calculus knowledge without any 
prior knowledge of the physics context.  
1. The graph of electric field versus position is shown in the figure below right. 
If 
𝐸 𝑥 𝑑𝑥 = −4.0  𝑉𝑜𝑙𝑡𝑠!!!  !!"!!!  !!"  
and  
𝐸 𝑥 = −𝑑𝑉(𝑥)𝑑𝑥  
where E(x) and V(x) are the electric field 
and electric potential, respectively, at 
position x. 
Find the electric potential difference between the points x=3 cm and x=0 cm,  
that is, V(3) – V(0). 
Explain how you arrived at your answer. 
 
2. A graph of the net force applied to an object versus time is shown in the figure below. 
If 
𝐹 𝑡 𝑑𝑡 = 4.72  𝑁𝑠!!!  !!"#!!!  !!"#  
and  
𝐹!"# 𝑡 = 𝑑𝑝(𝑡)𝑑𝑡  
where p(t) is the momentum of the object  
at time t. 
Find the change in momentum of the object from 0 seconds to 3 seconds,  
that is, p(3) – p(0). 
Explain how you arrived at your answer. 
 
Position (cm) 
Figure B.3: Survey question Q1 administered in Physics 2.
Table B.2: Semester 2 physics survey results for Q1.
Response (→)
Correct Incorrect Total
(↓) Reasoning
Analytical 0(0%) 15(20%) 15(20%)
Area 11(15%) 7(9%) 18(24%)
Endpoint 0(0%) 9(12%) 9(12%)
FTC 13(18%) 2(3%) 15(20%)
Individual Vs 1(1%) 5(7%) 6(8%)
NA 0(0%) 2(3%) 2(3%)
Other 0(0%) 4(5%) 4(5%)
Slope 0(0%) 5(7%) 5(7%)
Total 25(34%) 49(66%) 74(100%)
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Results for physics question MS1-Q2
PHY 122 September 11, 2012 
1 
These questions could be answered just on the basis of your calculus knowledge without any 
prior knowledge of the physics context.  
1. The graph of electric field versus position is shown in the figure below right. 
If 
𝐸 𝑥 𝑑𝑥 = −4.0  𝑉𝑜𝑙𝑡𝑠!!!  !!"!!!  !!"  
and  
𝐸 𝑥 = −𝑑𝑉(𝑥)𝑑𝑥  
where E(x) and V(x) are the electric field 
and electric potential, respectively, at 
position x. 
Find the electric potential difference between the points x=3 cm and x=0 cm,  
that is, V(3) – V(0). 
Explain how you arrived at your answer. 
 
2. A graph of the net force applied to an object versus time is shown in the figure below. 
If 
𝐹 𝑡 𝑑𝑡 = 4.72  𝑁𝑠!!!  !!"#!!!  !!"#  
and  
𝐹!"# 𝑡 = 𝑑𝑝(𝑡)𝑑𝑡  
where p(t) is the momentum of the object  
at time t. 
Find the change in momentum of the object from 0 seconds to 3 seconds,  
that is, p(3) – p(0). 
Explain how you arrived at your answer. 
 
Position (cm) 
Figure B.4: Survey question Q2 administered in Physics 2.
Table B.3: Semester II physics survey results for Q2.
Response (→)
Correct Incorrect NA Total
(↓) Reasoning
Analytical 0(0%) 15(24%) 12(19%) 27(42%)
Area 4(7%) 2(4%) 0(0%) 6(10%)
Endpoint 0(0%) 5(8%) 0(0%) 5(8%)
FTC 5(8%) 0(0%) 7(11%) 12(19%)
Individual Ps 1(2%) 1(2%) 1(2%) 3(5%)
NA 1(2%) 5(8%) 0(0%) 6(10%)
Other 0(0%) 1(2%) 2(4%) 3(5%)
Slope 0(0%) 3(5%) 0(0%) 3(5%)
Total 11(17%) 32(50%) 22(34%) 65(100%)
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1. Consider a capacitor of capacitance C that is being discharged 
through a resistor of resistance R. For a discharging capacitor, the 
charge at any instant of time t is given by 𝑞 𝑡 = 𝑞!𝑒!!/!"  
where qo, is the initial charge in the capacitor. The curve below 
shows how current through the capacitor changes with time. 
What is the change in amount of charge (in Coulombs) on the 
capacitor between the times t1 = 1 sec. to t2 = 2 sec. during the 
discharging process? 
 
 
 
 
 
 
	  
Figure B.5: Survey question Q1 administered in Physics 2 exam.
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Appendix C
SEMESTER 3 - WRITTEN SURVEY
Results for mathematics question MS2-Q1
MAT 228 February 13, 2013 
2	  
2. The graph of f(x) is shown in the figure 
to the right. 
If 𝑓 𝑥 𝑑𝑥 = 8!!  and F'(x) = f(x), what 
is F(8) – F(2) ? 
 
Explain how you arrived at your answer. 
 
 
 
 
 
 
3. The graph of f(x) is shown in the figure to 
the right. 
Let  𝑓 𝑥 = 𝑑𝐹(𝑥)𝑑𝑥  
 Choose the one that has the greatest value.  
(A) F(b) – F(a)  
(B) F(0) – F(a)   
(C) F(b) – F(c)    
(D) F(d) – F(a)  
Explain how you arrived at your answer. 
 
 
Figure C.1: Survey Q1 administered in Calculus 3.
Table C.1: Results for mathematics question Q2.
Response (→)
Correct Incorrect Total
(↓) Reasoning
Analytical 1(1.1%) 5(5.4%) 6(6.5%)
Area 9(9.8%) 3(3.3%) 12(13%)
Endpoint 0(0%) 14(15.2%) 14(15.2%)
FTC 12(13%) 1(1.1%) 13(14.1%)
Individual F s 18(19.6%) 14(15.2%) 32(34.8%)
NA 1(1.1%) 5(5.4%) 6(6.5%)
Other 0(0%) 4(4.3%) 4(4.3%)
Slope 0(0%) 5(5.4%) 5(5.4%)
Total 41(44.6%) 51(55.4%) 92(100%)
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Results for physics question PS2-Q1
PHY 122 April 09, 2013 
1 
Name:         
These questions could be answered just on the basis of your calculus knowledge without any 
prior knowledge of the physics context.  
1. The electric field at any point x can be defined as 𝐸 𝑥 = − !"!" , where V is the electric potential at 
the point x. For the graph shown on the right, if 
𝐸 𝑥 𝑑𝑥 =   −3.8𝑉𝑜𝑙𝑡𝑠!!!!!"!!!!!" , 
what is the electric potential difference between the 
points  x = 1cm and x = 4cm, that is, V(4) – V(1) ? 
Explain how you arrived at your answer. 
 
 
 
 
  
Figure C.2: Survey Q1 administered in Physics 2.
Table C.2: Results for physics question Q1 (E−x question).
Response (→)
Correct Incorrect Total
(↓) Reasoning
Area 43(36%) 31(26%) 74(62%)
FTC 16(13%) 6(5%) 22(18%)
Endpoint 0(0%) 4(3%) 4(3%)
Analytical 0(0%) 8(7%) 8(7%)
Slope 0(0%) 3(3%) 3(3%)
Individual V s 2(2%) 0(0%) 2(2%)
Other 0(0%) 2(2%) 2(2%)
NA 0(0%) 5(4%) 5(4%)
Total 61(51%) 59(49%) 120(100%)
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Results for physics question PS2-Q2 (F−t question)PHY122 April 09, 2013 
	  
2 
2. Net force on an object is defined as the rate of change of momentum, i.e., 
𝐹!"# = 𝑑𝑝𝑑𝑡  
For the graph shown on the right, if 
𝐹𝑑𝑡 = 4.72  𝑁𝑠!!!  !!"#!!!  !!"# , 
find the change in momentum of the object from  
0 seconds to 3 seconds, that is, p(3) – p(0). 
Explain how you arrived at your answer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure C.3: Survey Q2 administered in Physics 2.
Table C.3: Results for the mathematics question 2 (PS2-Q2).
Response (→)
Correct Incorrect NA Total
(↓) Reasoning
Analytical 2(2%) 12(10%) 1(1%) 15(13%)
Area 43(37%) 4(3%) 1(1%) 48(41%)
Endpoint 0(0%) 8(7%) 0(0%) 8(7%)
FTC 24(21%) 2(2%) 5(4%) 31(27%)
Individual ps 4(3%) 3(3%) 0(0%) 7(6%)
NA 1(1%) 3(3%) 0(0%) 4(3%)
Slope 0(0%) 3(3%) 0(0%) 3(3%)
Grand Total 74(64%) 35(30%) 7(6%) 116(100%)
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SURVEY DATA
Table D.1: Results for Semester IV survey on physics graphing question.
Reasoning (→)
Slope Physical Area Integral NA Total
(↓) Response
Correct curve 45(31%) 22(15%) 14(10%) 9(6%) 4(3%) 94(65%)
Halfway correct 10(7%) 4(3%) 1(1%) 3(2%) 0(0%) 18(12%)
Slope/cosine 5(3%) 0(0%) 0(0%) 3(2%) 0(0%) 8(6%)
Same Curve 2(1%) 2(1%) 0(0%) 3(2%) 0(0%) 7(5%)
Mirrored curve 2(1%) 0(0%) 0(0%) 0(0%) 0(0%) 2(1%)
Other 6(4%) 4(3%) 1(1%) 4(3%) 1(1%) 16(11%)
Total 70(48%) 32(22%) 16(11%) 22(15%) 5(3%) 145(100%)
Table D.2: Semester II mathematics survey result for Q2.
Row Labels Correct Incorrect NA Grand Total
Analytical 0(0%) 5(3%) 3(2%) 8(5%)
Area 27(17%) 1(1%) 1(1%) 29(18%)
Endpoint 0(0%) 17(11%) 0(0%) 17(11%)
FTC 20(13%) 1(1%) 1(1%) 22(13.8%)
Individual Vs 14(89%) 25(16%) 0(0%) 39(25%)
NA 3(2%) 10(6%) 18(111%) 31(20%)
Other 1(1%) 1(1%) 0(0%) 2(1%)
Slope 1(1%) 10(6%) 0(0%) 11(7%)
Grand Total 66(41.5%) 70(44%) 23(14.5%) 159(100%)
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Table D.3: Semester II physics survey results for Q1 (E−x question).
Response (→)
Correct Incorrect NA Total
(↓) Reasoning
Analytical 0(0%) 12(13%) 3(3%) 15(17%)
Area 11(12%) 7(8%) 0(0%) 18(20%)
Endpoint 0(0%) 9(10%) 0(0%) 9(10%)
FTC 12(13%) 2(2%) 1(1%) 15(17%)
Individual V s 1(1%) 4(4%) 1(1%) 6(7%)
NA 0(0%) 2(2%) 16(18%) 18(20%)
Other 0(0%) 4(4%) 0(0%) 4(4%)
Slope 0(0%) 5(6%) 0(0%) 5(6%)
Total 24(27%) 45(50%) 21(23%) 90(100%)
Table D.4: Semester II physics survey results for Q2 (F−t question).
Response (→)
Correct Incorrect NA Total
(↓) Reasoning
Analytical 0(0%) 15(18%) 12(15%) 27(33%)
Area 4(5%) 2(3%) 0(0%) 6(8%)
Endpoint 0(0%) 5(6%) 0(0%) 5(6%)
FTC 5(6%) 0(0%) 7(9%) 12(15%)
Individual P s 1(2%) 1(2%) 1(2%) 3(4%)
Slope 0(0%) 3(4%) 0(0%) 3(4%)
Other 0(0%) 1(2%) 2(3%) 3(4%)
NA 1(2%) 5(6%) 19(23%) 25(30%)
Total 11(14%) 32(39%) 41(49%) 84(100%)
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Appendix E
INTERVIEW PROBLEMS ADMINISTERED IN SEMESTER II
3. Electric field and electric potential are related by 𝐸(r)   = −𝑑𝑉𝑑𝑟  
where E is electric field, V is potential and r is position of 
the field. 
The figure below shows the magnitude of the electric 
field inside and outside a uniformly charged insulating 
sphere of radius. Find the potential difference between 
two points  
 (a) r1 = 0.2 cm. and r2 = 0.8 cm. 
 (b) r1 = 0.6 cm. and r2 = 1.6 cm.  
 
3	  
Figure E.1: E−r problem
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2. The figure below shows the rate of change of 
temperature with respect to time (i.e. dT/dt). 
a. Between time t = 0 and t = 1 h, how much has the 
temperature changed? 
b. Between t = 1 h and t = 2 h, how much has the 
temperature changed?  
 
  Figure E.2: Temperature problem. 
4. The velocity of a particle moving along a horizontal 
path is defined by  
v(t) = 2t - t2 
where velocity is in meter per second and time is in 
seconds.  
Calculate the displacement of the particle between the 
times t1 = 1.5 sec. and t2 = 2.5 sec. 
 
  
4	  
Figure E.3: v−t problem
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Appendix F
EYE-TRACKING STIMULI
Eye-tracking stimuli – Version 1 Eye-tracking stimuli – Version 2
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Which part of the curve satisfies G(b) – G(a) = 2 ? 
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Figure F.1: Stimulus V1 - M1
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Which part of the curve satisfies Q(t2) – Q(t1) = 2 Coulombs ?  
Current (I),  Charge (Q) and time (t) are related by 
dt
dQI =
P1 
Figure F.2: Stimulus V2 - P1
(A)  -1V 
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Electric field (E) and potential (V), 
at any point x, are related by 
∫ −=
4
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V853.E(x)dxIf  , what is the value of V(4) – V(1)  ? 
Figure F.3: Stimulus V1 - P2
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A function f(x) is defined as 
(A)  1 
(B)  1.5 
(C)  3.85 
(D)  6.35 
(E)  7.7 
Figure F.4: Stimulus V2 - M2
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Eye-tracking stimuli – Version 1 Eye-tracking stimuli – Version 2
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Figure F.7: Stimulus V1 - P4
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Figure F.8: Stimulus V2 - M4
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Figure F.9: Stimulus V1 - M5
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Figure F.10: Stimulus V2 - P5
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Below is the graph of the velocity [i.e. dx/dt] versus 
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Figure F.11: Stimulus V1 - P6
Below is the graph of the derivative of a function f(x) 
[i.e. df/dx] versus x. At what point is the function f(x) 
a maximum ? 
M6 
A B C 
D E 
y 
x 
dx
dfy =
Figure F.12: Stimulus V2 - M6
Choose the one that has the greatest value. 
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Figure F.13: V1 - M7
Choose the one that has the greatest value. 
(A) V(q) – V(p)  (B) V(0) – V(p)  (C) V(q) – V(r)   (D) V(s) – V(p) 
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Figure F.14: Stimulus V2 - P7
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Figure F.15: V1 - P8
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Figure F.16: Stimulus V2 - M8
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