Abstract. The exceptional simple Lie algebras of types E 7 and E 8 are endowed with optimal SL n 2 -structures, and are thus described in terms of the corresponding coordinate algebras. These are nonassociative algebras which much resemble the so called code algebras.
Introduction
There is a well-known connection between binary linear codes and root lattices. The reader may refer to [7] or [8] . In particular, the E 8 root lattice is obtained from the extended Hamming [8, 4, 4] binary linear code, and the E 7 root lattice from the simplex [7, 3, 4] binary linear code, dual to Hamming's [7, 4, 3] code.
Recently, a new class of commutative nonassociative (i.e., not necessarily associative) algebras have been defined in [6] . They are called code algebras. These algebras contain a family of orthogonal idempotents and a nice 'Peirce decomposition' relative to this family. Code algebras are inspired by some axiomatic approaches to Vertex Operator Algebras.
On the other hand, Vinberg [11] introduced lately the notion of S-structure in a Lie algebra, as an extension of the notion of grading by an abelian group. Given an S-structure in a Lie algebra, the isotypic decomposition relative to the action of the reductive group S provides a description of the Lie algebra in terms of a nonassociative system (algebra, pair, triple system, ...) that coordinatizes the Lie algebra. Something similar happens for root graded Lie algebras, a subject initiated by Berman and Moody [3] . In the BC r -case [1] , the isotypic decomposition becomes more involved, with the possibilities for the grading subalgebra to be of type B, C, or D, and there appear several different coordinate algebras.
Finally, the Lie algebras in Freudenthal's Magic Square, that includes the exceptional simple Lie algebras of types F 4 , E 6 , E 7 , and E 8 , were described in [9] in terms of very simple components, copies of the 3-dimensional simple Lie algebra and of its 2-dimensional simple representation. These descriptions were obtained by constructing the Lie algebras in Freudenthal's Magic Square by means of a couple of symmetric composition algebras and their triality Lie algebras, and by describing these simpler objects in the above terms.
It turns out that a closer look at the results in [9] shows that these can be recast in terms of optimal short SL n 2 -structures in the corresponding Lie algebras. And this is the goal of this paper.
For the exceptional simple Lie algebras of types E 7 and E 8 , the coordinate algebras that appear are quite close to the code algebras in [6] , although commutativity is not assumed in the former ones. Not surprisingly, the codes involved are the simplex and the extended Hamming binary linear codes mentioned above. Moreover, the structure constants can be described in terms of the real division algebra of the octonions. In this way, not only the root lattices of types E 7 and E 8 are described in terms of these codes, but their Lie brackets are determined by these codes and a sort of 'code algebras' attached to them.
The paper is structured as follows. Section 2 reviews the connection between binary linear codes and root lattices, and presents the codes that will appear throughout the paper. Vinberg's S-structures are recalled in Section 3, and the (optimal) short SL n 2 -structures are introduced. A simple Lie algebra over an algebraically closed field of characteristic 0 admits such an optimal structure if and only if it is of one of the following types (Corollary 3.4):
The corresponding coordinate algebras are studied too. Sections 4 and 5 are devoted to recast the results in [9] about the exceptional simple Lie algebras of types E 7 and E 8 in terms of optimal SL n 2 -structures and their coordinate algebras. These are described in terms of the real division algebra of the octonions, following the ideas in [9] . The coordinate algebras in these cases are quite close to code algebras. Section 6 gives similar results for the exceptional simple Lie algebra of type F 4 , while Section 7 outlines the description of the optimal SL n 2 -structure for the remaining classical cases in Corollary 3.4.
Codes and root systems
The goal of this section is to review the connections between binary linear codes and root lattices, and to provide suitable examples.
Denote by u • v the standard dot product in
Let Γ ⊂ R n be an even lattice, i.e., a lattice such that x •2 ∈ 2Z for all x ∈ Γ. The roots of Γ are the elements x ∈ Γ such that x
•2 = 2. The even lattice Γ is said to be a root lattice if its set of roots spans Γ.
Every root lattice Γ is the orthogonal direct sum of the irreducible root lattices corresponding to the simply laced Dynkin diagrams
is the group generated by the reflections at the hyperplanes orthogonal to all roots.
Consider a binary linear code C ⊆ F n 2 , that is, a vector subspace of F n 2 , where F 2 denotes the field of two elements, and consider the reduction modulo 2 map
. This is a group homomorphism and Γ C :=
Proposition 2.1 (see [8, Proposition 1.5] ). Let Γ ⊂ R n be an irreducible root lattice. Then the following statements are equivalent:
The binary linear codes in the following examples provide the key codes and root lattices for the remaining of the paper. Definition 2.5. Let C ⊆ F n 2 be a binary linear code. A code algebra based on C is a commutative algebra over a field F, endowed with a basis
(here 0 = (0, 0, . . . , 0) and 1 = (1, 1, . . . , 1)), that satisfies the following relations: The coordinate algebras obtained in Sections 4 and 5, relative to the simple Lie algebras of types E 7 and E 8 , satisfy all the restrictions to be a code algebra, except for their lack of commutativity. The one obtained in Section 6, relative to F 4 , is a bit different, as an extra basic element e 1 is included.
S-structures
Assume, throughout the paper, that our ground field F is algebraically closed of characteristic 0. Unadorned tensor products will be understood to be defined over F. All algebras will be assumed to be finite dimensional.
Given a finitely generated abelian group, a G-grading on a nonassociative algebra A corresponds to a morphism of affine group schemes G D −→ Aut(A), where G D is the Cartier dual of G, represented by the group algebra FG, which is a quasitorus (see [10, Chapter 1] ). In this situation, the homogeneous components are the isotypic components of the action of G D . Vinberg [11] introduced non-abelian gradings as isotypic decompositions with respect to reductive groups of automorphisms. More specifically, given a reductive algebraic group S, extending Vinberg's definition to arbitrary nonassociative algebras we get the following: Definition 3.1 (see [11, Definition 0.1] ). An S-structure in a nonassociative algebra A is a homomorphism Φ : S → Aut(A).
In this situation, the differential dΦ gives a representation of the Lie algebra of S as derivations on A, dΦ : Lie(S) → der(A).
In [11] two different specific types of S-structures are considered: very short SL 2 -structures and short SL 3 -structures in a Lie algebra g.
A nontrivial SL 2 -structure Φ in a Lie algebra g is called very short if the representation Φ decomposes into 1-and 3-dimensioonal irreducible representations. In a semisimple Lie algebra g, a very short SL 2 -structure gives rise to an isotypic decomposition of the form
for a semisimple Jordan algebra J. (See [11] and the references therein.)
Similarly, a nontrivial SL 3 -structure in a simple Lie algebra g is called short if the representation Φ decomposes into the adjoint representation of SL 3 and 1-and 3-dimensional irreducible representations. (A more general situation is considered in [2] .) In this case, the Lie algebra g can also be described in terms of a cubic Jordan algebra J [11, Equation (31)]:
3.1. SL n 2 -structures. Here we will consider the following S-structures: Definition 3.2. Let g be a simple Lie algebra, and let n ∈ N.
• An SL n 2 -structure Φ : SL n 2 −→ Aut(g) is called short if the representation Φ decomposes into the adjoint representation of SL n 2 , irreducible representations formed by tensor products of the 2-dimensional natural representations of some of the copies of SL 2 (without repetitions), and 1-dimensional representations.
• A short SL n 2 -structure is said to be optimal if n = rank(g). Given an SL n 2 -structure in a Lie algebra g, let V i be the 2-dimensional irreducible representation for the i th factor in SL n 2 . Given any c ∈ F 
In particular, V 0 = F is the 1-dimensional trivial representation.
Note that if Φ :
-structure in the simple Lie algebra g, the differential dΦ gives a Lie algebra homomorphism dΦ : sl n 2 −→ g ≃ der(g), and dΦ is one-to-one, as the adjoint representation is a component of the representation Φ.
Therefore, if Φ :
-structure in g, the isotypic decomposition of g is of the form:
where the subalgebra sl n 2 (the image of dΦ) is the adjoint representation of SL n 2 , the A c 's are vector spaces whose dimension indicates the multiplicity of V c , and c is the sum of the 1-dimensional representations, so that c is the centralizer in g of the subalgebra sl n 2 and, as such, it is a subalgebra of g. For each i = 1, . . . , n, let {e i , f i , h i } be a standard basis of the i th copy of sl 2 :
Hence, a short SL n 2 -structure in the simple Lie algebra g is given by a subalgebra of g isomorphic to sl n 2 , such that the eigenvalues of the adjoint map adh i are ±2 with multiplicity 1, and ±1 and 0, because the eigenvalues of adh i on V i are ±1.
The subspace Fh 1 ⊕ · · · ⊕ Fh n is a toral subalgebra of g, and hence contained in a Cartan subalgebra, which has the following form:
Then the linear map α i : h → F given by
is a root of h with root space g αi = Fe i . (6) , and let α 1 , . . . , α n be the roots, relative to h, defined in (7) . Then {α 1 , . . . , α n } is a set of pairwise orthogonal long roots.
Conversely, if h is a Cartan subalgebra of the simple Lie algebra g with associated root system R, and if {α 1 , . . . , α n } is a set of pairwise orthogonal roots in R, then
is a Lie subalgebra isomorphic to sl 2 , [s i , s j ] = 0 for i = j and the embedding
Conversely, if {α 1 , . . . , α n } is a set of pairwise orthogonal long roots relative to a Cartan subalgebra h, consider the subalgebras
, and with λ i : h → F given by λ i (h i ) = 1, λ i (h j ) = 0 if i = j, the weights of the adjoint representation of s 1 ⊕ · · · ⊕ s n in g are the ±2λ i 's with multiplicity 1, 0, and weights of the form ±λ i1 ± · · · ± λ ir , 1 ≤ i 1 < · · · < i r ≤ n. Hence this adjoint representation decomposes into the adjoint module s 1 ⊕· · ·⊕s n , irreducible representations formed by tensor products of the 2-dimensional irreducible representations for each s i , and 1-dimensional representations. Therefore, this adjoint representation integrates to a short SL n 2 -structure. Corollary 3.4. Let g be a simple Lie algebra. Then g admits an optimal short SL n Proof. Any two maximal subsets of orthogonal long roots of an irreducible root system are conjugate under the Weyl group [4, Chapter VI, §1, Exercise 14]. As any two Cartan subalgebras of g are conjugate and any element of the Weyl group relative to a Cartan subalgebra lifts to an automorphism of g [5, Chapter VIII, §5.2], the conjugacy result follows. Now, g admits an optimal short SL n 2 -structure if and only if the root system consisting of the long roots of g relative to a Cartan subalgebra is of type nA 1 , D 2n (n ≥ 2), E 7 or E 8 by Proposition 2.1. But the system of long roots of B n (n ≥ 3) is D n , that of C n is nA 1 , that of G 2 is A 2 , and that of F 4 is D 4 . Thus, due to Proposition 2.1, g admits an optimal SL n 2 -structure if and only if g is of type
-structure if and only if g is of type
A 1 , B 2n (n ≥ 2), C n (n ≥ 2), D 2n (n ≥ 2), E 7 , E 8 , orA 1 , B 2n (n ≥ 2), C n (n ≥ 2), D 2n (n ≥ 2), E 7 , E 8 , or F 4 .
Coordinate algebra.
Given an optimal short SL n 2 -structure in a simple Lie algebra g, we get the isotypic decomposition (5) with c = 0 (as n = rank(g), and hence c centralizes the Cartan subalgebra Fh 1 ⊕ · · · ⊕ Fh n , which is its own centralizer), and with dim A c ≤ 1 for any c ∈ F n 2 \ {0}, because the multiplicity of any root is 1. The isotypic decomposition (5) may be then rewritten as:
The next result is a straightforward consequence of Clebsch-Gordan formula [5, Chapter VIII, §9.4]: Lemma 3.5. Let V be a 2-dimensional vector space endowed with a nonzero skewsymmetric bilinear form . | . . Then:
Equip the V i 's above with a fixed nonzero skew-symmetric bilinear map . | . (the same notation is used for all i). Lemma 3.5 tells us that given c = d ∈ F n 2 \{0}, there is a unique, up to scalars, nonzero linear map
, and this is given by contraction on the 'common indices'. Thus, for instance,
Similarly, for c ∈ F n 2 \ {0} with 1 in the i th position, there is a unique, up to scalars, nonzero linear map
given by contraction on the indices different from i and using s u,v in Lemma 3.5. Thus, for instance,
Consider the vector space
The invariance of the Lie bracket of g under the action of SL n 2 = SL(V 1 )×· · ·×SL(V n ) induces a bilinear multiplication on C with:
. . , n; t i t j = 0 for i = j (that is, t i t j = δ ij for all i, j),
0 otherwise,
such that, if we write e c e c = i∈supp(c) µ i t i , µ i ∈ F for all i, the Lie bracket on g is given by:
In other words, the Lie algebra g is completely determined by its coordinate algebra C.
is a Cartan subalgebra of g in (8) . Let, as before, α i ∈ h * be defined by α i (h i ⊗t j ) = 2δ ij . Then the root system of g relative to h is Φ = {±α i : i = 1, . . . , n} ∪ c∈S 1 2 i∈supp(c) (±α i ) . The description of the simple Lie algebra of type E 7 in [9, §3.2] can be expressed as follows:
Short SL
and this gives the unique, up to conjugation by an automorphism, (optimal) short SL
The coordinate algebra
that completely determines e 7 is given by the following equations, that follow from [9, (3.7)]:
where ǫ(c, d) ∈ {±1} is the sign that appears in the multiplication table of the real division algebra O of the octonions in the basis {1, i, j, k, l, il, jl, kl} (see Table 1 ), under the assignment
Thus, for instance, ǫ(c 5 , c 6 ) = −1, because (il)(jl) = −k in O, so that e c5 e c6 = −e c5+c6 = −e c3 . In particular, ǫ(c, c) = −1 for any c ∈ C \ {0}. The extended Hamming code (Example 2.4) is the binary linear code H consisting of 0, 1, and the elements c 1 = (1, 1, 0, 0, 1, 1, 0, 0 The description of the simple Lie algebra of type E 8 in [9, §3.3] can be expressed as follows:
and this gives the unique, up to conjugation by an automorphism, (optimal) short SL 
is determined by the following equations obtained from [9, (3.16 )]:
where ǫ(c, d) ∈ {±1}. As shown in [9, §3.3] , the signs that appear here are the signs in the multiplication table
is the real algebra R1 ⊕ Rε with ε 2 = 1, in the basis
under the assignment
6. Short SL Then we have
and the coordinate algebra is the "code-like" algebra
with
where the scalars ε(c, d) are given in Table 2 . Note that, unlike code algebras, the codeword 1 is included in the definition of F.
7.
Optimal short SL n 2 -structures on classical Lie algebras As a final remark, the coordinate algebras for the optimal short SL n 2 -structures on the other simple Lie algebras in Corollary 3.4 are easy to deduce. We indicate here how to proceed and leave the details to the reader.
For A 1 the situation is trivial. The simple Lie algebra of type C n is the symplectic Lie algebra on an orthogonal sum of 2-dimensional vector spaces: sp(V 1 ⊥ · · · ⊥ V n ), with V 1 , . . . , V n 2-dimensional vector spaces endowed with a nonzero skew symmetric bilinear form . | . . We get the decomposition (note that sl(V i ) = sp(V i )):
where u ⊗ v ∈ V i ⊗ V j is identified with the linear map
otherwise.
This gives the (optimal) short SL n 2 -structure on c n . A bit more involved is the case D 2n . Let V 1 , . . . , V 2n be as above, then for each i = 1, . . . , n, the 4-dimensional vector space V 2i−1 ⊗ V 2i is endowed with the nondegenerate symmetric bilinear form given by
and we may identify the simple Lie algebra of type D 2n with the orthogonal Lie algebra so
Given a vector space W endowed with a nondegenerate symmetric bilinear form b(., .), the orthogonal Lie algebra so(W ) is spanned by the linear maps: σ w1,w2 : w → b(w, w 1 )w 2 − b(w, w 2 )w 1 .
Hence, if W is the orthogonal direct sum, relative to b, W = W 1 ⊥ W 2 , then so(W ) decomposes as so(W 1 ) ⊕ so(W 2 ) ⊕ σ W1,W2 , and we may identify σ W1,W2 with W 1 ⊗ W 2 . Now, so(V 2i−1 ⊗ V 2i ) is naturally isomorphic to sl(V 2i−1 ) ⊕ sl(V 2i ). It follows that we may describe d 2n = so V 1 ⊗ V 2 ⊥ · · · ⊥ V 2n−1 ⊗ V 2n as
thus obtaining the (optimal) short SL 2n 2 -structure on d 2n . In the same vein, B 2n may be identified with so F ⊥ V 1 ⊗V 2 ⊥ · · · ⊥ V 2n−1 ⊗V 2n , and from here one gets the decomposition
obtaining the (optimal) short SL 2n 2 -structure on b 2n . The computation of the coordinate algebras in these cases is straightforward.
Final thoughts
As mentioned in Section 3, S-structures generalize gradings by abelian groups on algebras, in the sense that a morphism Q → Aut(A), for a quasitorus Q and a nonassociative algebra A, is substituted by a morphism S → Aut(A), for an arbitrary reductive group S. This is reflected in the title of [11] : Non-abelian gradings of Lie algebras.
In a grading, the algebra A splits into a direct sum of one-dimensional irreducible submodules for the corresponding quasitorus Q, while in an S-structure there are more options for these irreducible modules.
Fine gradings (see [10, §1.3] ) are gradings where the irreducible modules for Q appear with low multiplicity, that is, the homogeneous components are small. In this work, the optimal SL n 2 -structures that have been considered satisfy that the multiplicities of the irreducible modules that appear are all equal to 1, so they can be thought as a sort of 'fine S-structures'. The outcome is that some nice descriptions of several simple Lie algebras are obtained, showing an intriguing connection with code algebras.
The notion of S-structure opens a broad area of research. It also extends the notion of Lie algebras graded by finite root systems, which may be seen as algebras with particular S-structures.
The interesting S-structures to be studied should be based on a nice group S, with an isotypic decomposition of A leading to a not too big, or not too complicated, coordinate algebra.
