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Abstract 
Differentiated service (DifJerv) has been proposed as  
an alternative for  Integrated Service. It aims to provide 
the same service to a group o f f l ows  that have similar 
Quality of Service requirements. Assured Forwarding 
(AF)  and Expedited Forwarding (EF)  are two proposals 
f o r  Dimerv  provision. We present a petforniance analysis 
of an  N drop-precedences Threshold Dropping (TD)  
queue, which is one of the proposed mechanisms f o r  AF. 
In this analysis, trafic jlows are assumed Poisson with 
exponentially distributed service time. We present 
simulations results that verib the analysis. This paper is 
an extension of the work attempted by Bolot at a1 [8] and 
Sahu [9] since it considers the general case with multiple 
classes of pow. We also show that the Poisson base 
analysis can be shown to hold fo r  aggregation of bursty 
Markov sources in some cases and not to hold in others. 
Keywords- Threshold Dropping, Differentiated 
Service, Quality of Service, drop precedence, loss 
probability, expected delay, poissonian hypothesis and 
On-Off traffic 
1. Introduction 
The current Internet provides Best-Effort service with 
no specific performance guarantees for individual 
application. The IETF Integrated Service (IntServ) 
working group, formed to address this issue, has produced 
RSVP and service classes such as guaranteed-QoS, 
Controlled-Load. IntServ uses RSVP to provide network 
resources for individual flow [l] ,  [2]. At each network 
node, the assigned bandwidth is maintained by a priority 
queueing algorithm, such as weighted Fair Queuing 
(WFQ) or Wost-case Fair Weighted Fair Queueing 
(WF'Q) [3]. WFQ and WF'Q are approximations of the 
idealised Generalised Process Sharing (GPS) mechanism 
[4]. The order of complexity for WFQ and WF'Q is O(N2) 
where N is the number of connections supported by the 
network node. 
There are two related issues that arise from the 
implementation of RSVP and IntServ: the amount of 
overhead traffic and the scalability of this mechanism. 
IntServ aims to provide network resources for individual 
flows, thereby producing significant overhead traffic. It is 
impossible to implement RSVP and IntServ in wide area 
networks due to its poor scalability. In such networks, a 
router will have to support thousands or even millions 
QoS connections and becomes more and more 
complicated as the number of connections increase. 
Differentiated service was proposed as an alternative to 
Intserv. It aims to provide the same service to a group of 
connections that have similar QoS requirements (whilst 
IntServ guarantees service requirement for individual 
connections by using RSVP). This helps lower the 
overhead, as network nodes have to handle only a small 
number of aggregations. Hence, it improves the efficiency 
of the network and DiffServ should also scale well in a 
larger network. 
Recently, there have been two proposals for DiffServ 
provision: Assured Forwarding (AF) and Expedited 
Forwarding (EF). The AF schemes offer different levels 
of forwarding assurance for data packets received from a 
customer Diffserv domain [5]. In the current definition of 
AF, there are 4 traffic classes and within each traffic 
class, there are 3 drop precedences [6]. Packets of 
different application are given different drop precedence. 
More AF classes or levels of drop precedence may be 
defined for local use. Moreover, a DiffServ node must 
allocate a configurable, minimum amount of forwarding 
resources (buffer space and bandwidth to each 
implemented AF class [6]. Examples of AF mechanisms 
are Threshold Dropping, Random Early Detection In- 
profile/Out-profile (RIO) [8]. 
Meanwhile, in EF schemes higher priority packets 
receive preferential link access over lower priority 
packets [7]. During congestion periods, bandwidth is 
reallocated from low priority flows to high priority flows 
to minimise the delay and delay jitter [ 5 ] .  Examples of EF 
mechanisms are Class Based Queueing (CBQ) [7] and 
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Priority Queuing [8]. In comparison, AF is a simpler 
mechanism to implement than EF since AF’s buffer 
management is simpler than EF’s packet scheduler. 
Moreover, low priority flows in AF are not significantly 
affected by higher priority flows. 
Threshold Dropping (TD) is a queuing mechanism 
proposed to implement AF DiffServ. In a TD node, there 
is a buffer threshold assigned to each level of drop 
precedence [8]. IP Packets with higher drop precedence 
are more likely to be dropped during congestion. Within a 
class, flows of similar QoS requirements are given the 
same drop precedence (i.e. the same buffer threshold). A 
packet is discarded when the buffer exceeds the threshold 
corresponding to its drop precedence at its arrival. 
Traffic characteristics are important parameters to 
determine the performance (loss probability and mean 
delay of packets) of a network. There have been a number 
of traffic models (eg. Poisson, MMPP, Gamma, etc) 
proposed to capture the characteristics of IP packets in a 
network. Hence, it is important to analyse the effect of 
traffic models on a network’s performance so that Internet 
Service Provider can dimension and design DiffServ 
networks accordingly. In this paper, we will present an 
analytical approach to estimate packet loss probability 
and mean delay for Poisson traffic (an well known model) 
when applied to the Threshold Dropping associated with 
DiffServ. The T D  queue can be considered as an AF class 
with a configurable amount of forwarding resources and a 
number of drop precedences. This paper is an extension of 
the work attempted by Bolot at a1 [8] and Sahu [9] since it  
considers the general case with multiple classes of flow. 
We also show that the Poisson base analysis can be shown 
to hold for aggregation of bursty Markov sources in some 
cases and not to hold in others. 
This paper is organised as follows: in Section I1 we 
present our analytical approach to calculate the packet 
loss probability and expected delay for an N drop- 
precedences T D  queue (extension from the 2 drop- 
precedences T D  queue). Section I11 presents simulation 
results that confirm the analytical results presented in 
Section 11. Section 111 also presents simulation results for 
aggregation of MMPP traffic sources hence highlighting 
the validity of the analytical results. Section IV concludes 
the paper. 
2. Analysis 
In [8] the authors suggested a general approach for loss 
probability and expected delay calculations for AF 
mechanisms. In this Section, we extend this analytical 
approach for a T D  queue with Poisson arrivals to the N 
drop-precedences case. Some adjustments for the mean 
delay calculation are also added. 
In an N drop-precedences TD queue (Figure l) ,  there 
are N flows (each flow corresponds to a level of drop 
precedence) arriving at the queue. A packet is discarded at 
its arrival when its corresponding buffer threshold has 
been reached or exceeded. 
Threshold N Threshold k Threshold 0 
Flow I 
Figure 1. A Threshold Dropping Queue with N drop- 
precedences 
This paper presents our analysis with the assumption 
that the incoming traffic flows are Poisson. We introduce 
the following terms: 
The arrival rate of the ith priority flow is A,. 
The packet service times are exponentially 
distributed service times with mean l/p. 
The loads of the ith priority flow and the 
aggregation are pi and p respectively 
The buffer threshold of the ith priority flow is L, 
packets (Lo is 0) 
At steady-state, the probability that there are n 
packets in  the system is n(n)  
a(n) is the acceptance probability of a packet 
which arrives to the queue seeing n other packets 
already in the system 
a,(n) is the acceptance probability of an ith priority 
packet which arrives to the queue seeing n other 
packets already in the system. For a TD queue, this 
probability can be determined as 
pi is the ratio of the ith priority flow’s load to the 
overall load. Hence, pi is the ratio of A, over the 
sum of all arrival rates. 
It is important to notice that the lower the drop 
precedence of a flow, the higher the priority of the flow 
(eg. the 1’‘ priority flow has the lowest drop precedence 
and a buffer threshold of LN, which is the buffer size of 
the queue). From the definition of a(n) and ai(n) we have 
N 
a(n) = pia;  (n) (2) 
i=l 
P I  +...+ 1” if n < L, 
p 2 +  . . . + p N  if L, I n < L 2  
and a ( n )  = 
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It can be seen that this T D  queue can be modelled as a 
birth-death process. For a state n, the birth rate is 
distribution of buffer content is: 
E ( n  + l ) n ( n )  
(10) 
1 Delay, =- '=O 
p 4-1 p*p*a(n) while the death rate is p. The steady-state =3 c 
n=O 
n-l 
Using (6),  (7) and ( lo ) ,  the mean delay of the ith n(n) = n(o)p"na(i)  (4) 
priority flow is: 
-1 Delayi = -- 
i=O 
(11) 








In the case of a 2 drop-precedences TD queue, we 
denote the loads of high and low priority flows and the 
aggregation are ph, p' and p respectively. The buffer size 
and the threshold of the TD queue is K and L packets. 
The loss probability and mean delay can be determined 
from ( 9 )  and (1 1 )  with N=2 and L,=L and L2=K. Hence 
From (3) and (4), we obtain: 
(7) 
The loss probability of the ith priority flow is 
determined as: 
=A' the loss probabilities are: 
LOSS,  = 1 - C a i ( n ) n ( n )  
n=O 
Loss Probability of 
L, -I 
High Priority Packet = n ( O ) ( P h  + P , ) L P h K - L  3 LOSS; = 1- Cn(n)  (8) 
n=o (14) 
Using (6) ,  (7) and (8), loss probability of the i" priority and 
- 
(9) The probability that there is no packet in the system n(0) 
The mean delay for high and low priority flows are: Clearly, when a packet arrives at the queue which already has n packets, i t  has a delay of n packets service L K-I-L 
times plus its own service time. Therefore, the mean delay C(n+I) (ph+p/)n+(ph+p/)L Z(n+l+L)ph" 
n=l 
Delapigh =' K-I-L of the i'h priority flow (excluding rejected packets) is: 
&Ph +PAn +(Ph +P/? CPhn 
'=a n=l 
fl=O 




In these mean delay calculations, discarded packets are 
not included since the retransmission mechanism is not 
defined while in [8], the authors accounted for discarded 
packets. However, in [9], the authors provided delay 
calculations that include the probability for the system to 




These calculations imply the proportionality of mean 
delay to n(0). Hence as load increases, n(0) approaches 
zero and so does the expected delay. This contradicts the 
observation that the expected delay approaches Klp for 
high priority packets and Llp for low priority packets 
(Litle's theory). In our analysis, the term n(0) is 
cancelled since it appears in both the numerator and 
denominator of the calculation. 
In the next Section, we will present simulation results 
that verify our theoretical analysis. We will also compare 
our mean delay calculations with [ 8 ] ' s  delay calculations. 
Also, simulation results will be shown to raise the 
question if the analysis develop for Poisson traffic can be 
applied to aggregates of bursty Markov sources. 
5% of the load. The buffer size and threshold was set to 
16 and 6 packets respectively since the traffic flows 
consist of a single source. 
Figure 2 shows simulation results in comparison with 
our analysis while Figure 3 compares simulation results 
with [SI. The expected delay presented in our figures is 
normalised with respect to the mean service time of the 
queue (llp). Figure 2 shows the loss probability and 
expected delay (for both priorities) obtained from the 
simulation and our analysis. It can be seen that our 
analyses closely match with simulation results (the points 
are on top of the analytical graphs) 
3. Simulation Results 
In this section, we present the results obtained from 
simulation, compare them with analytical calculations. 
Also, we show our observation that the Poisson based 
analysis in  some cases hold for bursty input traffic. In our 
simulation, data packets (packet size and time stamp) are 
generated based on the traffic model (Poisson and 2-state 
On-Off) to form traffic flows. These flows are fed into a 
TD queue model and simulation results (loss probability 
and mean packet delay) are measured and compared with 
estimated ones. 
Figure 2. (a) Loss Probability and (b) Expected Delay 
(normalised with respect to Packet Mean Service Time) of 
High and Low Priority Packets as a Function of the Total 
Load - Analytical and Simulation Results. High Priority 
Packets Contribute 95% of the Load (K=16; L=6) 
3.1. Verification of the analysis 
A simulation was developed to obtain experimental 
results and verify our analytical approach. The results are 
used to compare with the calculation provided by Bolot et 
a1 [SI. This simulation was developed for the 2-class case 
and expanded to a multiple priority case. We repeat the 
experiment in  [SI by introducing a high priority and a low 
priority flow to the TD queue. High priority packets 
account for 95% while low priority packets account for 
Figure 3. Expected Delay (normalised with respect to 
Packet Mean Service Time) of High and Low Priority 
Packets as a Function of the Total Load-- [8]'s Approach 
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and Simulation Results. High Priority Packets Contribute 
95% of the Load (K=16; L=6) 
We have established that the delay calculation 
presented by Bolot et a1 [8] matches with the results 
obtained when discarded packets are included. Figure 3 
shows that during the period while the queue is not 
heavily loaded, the calculated results are close to 
simulated ones since the number of discarded packets are 
insignificant. However, as the queue becomes heavily 
congested the delay calculation of Bolot et a1 [SI 
approaches zero since there are less and less packets that 
get accepted. Meanwhile, the normalised expected delay 
(excluding discarded packets) approaches the buffer 
threshold value. 
The simulation was also developed to verify our 
analytical approach to determine loss and delay in a 
multiple priority T D  queue. In this simulation, a 3-priority 
TD queue was implemented with 3 single-source flows 
corresponding to the 3-drop priorities. Medium and low 
priority flows are set with load of 0.7 and 0.4 accordingly 
while the load of the high priority flow is varied from 0.1 
to 0.9. The buffer thresholds were set at 16, 12 and 8 
packets for high, medium and low priority flow 
respectively. The loss probability and expected delay 
were measured and plotted as a function of the high 
priority load in Figure 4. 
$ 1  I 
0 0 .  O B  0 8  0 2  
"nrM Mml R.la d Huh p" Padew 
(b) 
Figure 4. (a) Loss Probability and (b) Expected Delay 
(normalised with respect to Packet Mean Service Time) of 
High, Medium and Low Priority Packets as a Function of 
the Load of High Priority Flow-Analytical and Simulation 
Results (L,=l6; L,=12; L,=8) 
It can be seen that the analytical results matches those 
obtained from simulation. Hence, this validates our 
analysis for a TD queue with a generalised number of 
drop precedences. In a DiffServ environment, this can be 
usefull to estimated loss and delay where for each service 
class data packets are associated to more than two levels 
of discarding priority. 
3.2. Poisson based analysis with bursty input 
sources 
The analysis presented in Section I1 was developed 
with the assumption that input traffic are Poisson. It is 
clear that this Poisson based analysis does not cover the 
case when the input is a single bursty flow such as 
MMPP. However, if we alter the experiment by replacing 
the Poisson input sources by aggregations of bursty 
sources such as MMPP or On-Off, calculation and 
simulation results are shown to match in some cases and 
not in others. The Poisson parameter of the traffic model 
is calculated based on the On-Off parameters. Figure 5 
presents loss and delay obtained from simulation with 2 
single-source flows (high and low priority). The bursty 
sources are On-Off with duty cycle of 50%. These two 
sources are selected such that the high priotiry source 
contributes 95% of the total load while the low priority 
sources contributes 5% of the total load. 
(b) 
Figure 5. (a) Loss Probability and (b) Expected Delay 
(normalised with respect to Packet Mean Service Time) of 
High and Low Priority Packets as a Function of the Total 
Load - Analytical and Simulation Results. Both Streams 
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Figure 6. (a) Loss Probability and (b) Expected Delay 
(normalised with respect to Packet Mean Service Time) of 
High and Low Priority Packets as a Function of the Total 
Load - Analytical and Simulation Results. Both Streams 
are Aggregates of 20 identical On-Off sources. High 
Priority Packets contribute 95% of the Load (K=16; L=6) 
Hence, it  can be seen that for some cases (with large 
aggregation of bursty sources) the Poisson analysis holds 
while in other cases (small aggregations), it does not. As a 
result it is necessary to investigate the performance of a 
T D  queue with other traffic models 
, 
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discarding priority TD queues. We have also corrected the 
discrepancies of the delay calculations provided in [SI and 
[9]. Our analytical calculations were verified with 
simulation results in  Section 111. 
It is noted that our analytical approach allows a service 
provider to determine what performance is expected 
based on the traffic parameters as well as network 
resources in a multiple priority situation. These 
calculations can be used to help dimension the network to 
satisfy QoS requirements: loss and delay. 
Moreover, we showed that the Poisson hypothesis can 
not hold for single bursty traffic flow yet it  can hold for 
large aggregation of bursty sources. The question arises is 
to determine the sufficient size of the aggregation so that 
the Poisson analysis can be applied. Also, i t  emphasise the 
need to investigate DiffServ performances with different 
traffic models. 
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This paper has presented an analytical approach to 
determine QoS metria of a TD queue (loss probability 
and expected delay). This method can be applied to 
provide the solution for a TD queue with multiple 
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