The electron correlation energy of two-electron atoms is known to converge asymptotically as ϳ͑L +1͒ −3 to the complete basis set limit, where L is the maximum angular momentum quantum number included in the basis set. Numerical evidence has established a similar asymptotic convergence ϳX −3 with the cardinal number X of correlation-consistent basis sets cc-pVXZ for coupled cluster singles and doubles ͑CCSD͒ and second order perturbation theory ͑MP2͒ calculations of molecules. The main focus of this article is to probe for deviations from asymptotic convergence behavior for practical values of X by defining a trial function X −␤ that for an effective exponent ␤ = ␤ eff ͑X , X +1,X + N͒ provides the correct energy E X+N , when extrapolating from results for two smaller basis sets, E X and E X+1 . This analysis is first applied to "model" expansions available from analytical theory, and then to a large body of finite basis set results ͑X =D,T,Q,5,6͒ for 105 molecules containing H, C, N, O, and F, complemented by a smaller set of 14 molecules for which accurate complete basis set limits are available from MP2-R12 and CCSD-R12 calculations. ␤ eff is generally found to vary monotonically with the target of extrapolation, X + N, making results for large but finite basis sets a useful addition to the limited number of cases where complete basis set limits are available. Significant differences in effective convergence behavior are observed between MP2 and CCSD ͑valence͒ correlation energies, between hydrogen-rich and hydrogen-free molecules, and, for He, between partial-wave expansions and correlation-consistent basis sets. Deviations from asymptotic convergence behavior tend to get smaller as X increases, but not always monotonically, and are still quite noticeable even for X = 5. Finally, correlation contributions to atomization energies ͑rather than total energies͒ exhibit a much larger variation of effective convergence behavior, and extrapolations from small basis sets are found to be particularly erratic for molecules containing several electronegative atoms. Observed effects are discussed in the light of results known from analytical theory. A carefully calibrated protocol for extrapolations to the complete basis set limit is presented, based on a single "optimal" exponent ␤ opt ͑X , X +1,ϱ͒ for the entire set of molecules, and compared to similar approaches reported in the literature.
I. INTRODUCTION
Wave function based quantum chemistry has become a powerful tool in the accurate prediction of molecular energies. This development has only been possible with careful consideration of the errors arising from the various approximations to the true Schrödinger equation, the most serious ones being the finite one-particle basis set expansion ͑basis set truncation error͒ and the incompleteness of the N-particle description. These errors may be less important when comparing chemically similar systems such as in conformational analysis because then they tend to cancel out each other to a large extent. Many applications in thermochemistry, however, involve the comparison of chemically diverse species, and calculations of reaction energies, activation energies, and, in particular, atomization energies cannot be expected to benefit as much from systematic error cancellation. Coupledcluster expansions have proven to be very successful in approaching the N-particle limit quickly. In fact, the "simple" CCSD͑T͒ model 1, 2 includes connected triple excitations only perturbatively and it has become the de facto standard which is able to reach chemical accuracy ͑Ϸ1 kcal/ mol͒ for most smaller molecules provided that nearly complete one-particle basis sets are used. [3] [4] [5] [6] The slow convergence of the electron correlation energy to the complete one-particle basis set limit is still the major obstacle. It is generally attributed to shortrange correlation and, in particular, to the inability of orbitalbased expansions to properly account for the Coulomb cusp occurring for electron-electron coalescence. 7 The consequences of this slow convergence are severe. Taking the popular series of correlation-consistent basis sets cc-pVXZ developed by Dunning and co-workers [8] [9] [10] [11] as an example, one may still be able to afford X =Q or X = 5 for small to midsize molecules, but not even the larger cc-pV6Z basis set is able to reach chemical accuracy ͑Ϸ1 kcal/ mol͒ in the calculation of electron correlation energies and atomization energies. 6 On the other hand, convergence to the complete basis set limit is generally smooth enough to allow for reasonably accurate extrapolation. Initial work in this direction assumed exponential decay of the truncation error ␦E X with the cardinal number X of the basis set, 10, 12 but later on a͒ Electronic mail: bakowies@chem-edu.ethz.ch the more physically motivated inverse cubic formula, ␦E X ϰ X −3 , was suggested. 13 It is based on the leading term of an asymptotic expansion for the truncation error, and generally provides accurate complete basis set estimates for large values of X. Further improvements are possible through separate extrapolation of singlet ͑␦E X,s ϰ X −3 ͒ and triplet ͑␦E X,t ϰ X −5 ͒ pair energies. 14 On the other hand, available computational resources often limit the size of tractable basis sets to X =T or X = Q, and deviations from asymptotic convergence behavior become noticeable. A number of empirical formulas have thus been proposed and calibrated with highly accurate complete basis set data for small molecules. Truhlar has suggested to use ␦E X ϰ X −␤ for extrapolations from small basis sets ͑X = D and X =T͒ and has found optimal values of ␤ = 2.2 and ␤ = 2.4 for MP2 and CCSD, respectively. 15 The parameter values have been changed somewhat in a later reevaluation with a larger set of 29 atomization energies as reference data. 16 Martin and de Oliveira used the same formula ␦E X ϰ X −␤ in the Weizmann-1 protocol to extrapolate CCSD energies from cc-pVTZ and cc-pVQZ basis sets, with ␤ = 3.22 obtained from a fit to higher quality ab initio data. 17 Formulas ␦E X ϰ ͑X + d͒ −␤ with a calibrated 18 or fixed 19 angular momentum offset d and ␤ 3 have been tested as well, but simultaneous optimization of both parameters showed strong linear coupling, 18 indicating that it is sufficient to optimize just one of them. Huh and Lee have proposed to calibrate the angular momentum offset only, with the appealing argument that the correct asymptotic limit is maintained ͑␦E X ϰ ͑X + d͒ −3 ͒. 20 Varandas has suggested a parametrized expression in which the coefficients of the two leading terms of the expansion depend on each other explicitly. This leads to a nonlinear system of equations which needs to be solved iteratively. 21 Finally, Schwenke has recently introduced a fully numerical approach, which completely avoids explicit formulas for ␦E X . He has reported CCSD and CCSD͑T͒ parameters for cc-pVXZ and aug-cc-pVXZ basis sets ranging from X =D to X =6. 22 The main focus of the present work is to assess the effects of the usually unknown higher-order terms in the asymptotic expansion for extrapolations from small or medium size basis sets. We use the popular formula f͑X͒ = X −␤ with adjustable ␤ as a numerical probe to quantify deviations from asymptotic convergence behavior, and analyze both analytical examples, i.e., known asymptotic expansions, and numerical extrapolations to either large, but finite or to complete basis set targets. Section II reviews the theoretical basis of empirical extrapolation formulas and defines the notation used in this paper. Section III introduces the concept of effective convergence and shows how various effects known from analytical theory can alter the effective extrapolation exponent ␤ = ␤ eff , which provides for a numerically exact extrapolation from a particular base to a given target. In Sec. V, we analyze the convergence behavior observed for a large set of MP2 / cc-pVXZ and CCSD/ cc-pVXZ ͑X =D,T,Q,5,6͒ correlation energies of 105 first-row molecules, supplemented by smaller sets of molecules for which complete basis set reference data are available. Observed trends are related to the analysis of analytical expansions, and a refined extrapolation protocol is suggested for practical applications.
In Sec. VI, we address the question whether the same extrapolation formulas are equally accurate for correlation contributions to atomization energies. This is of some practical importance, as accurate complete basis set estimates are most relevant in thermochemical work.
II. THEORETICAL BASIS OF EXTRAPOLATION FORMULAS
Several authors have analyzed partial-wave expansions of the energy for various electron correlation treatments of the ground state of helium [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] and found that the partialwave increments ⌬E l to the energy follow the asymptotic expansion In other words, adding a complete set of basis functions with angular momentum l, with principal quantum numbers n = l +1, l +2, ... ,ϱ, and m l =−l , ... ,l, contributes an energy that for large l is given by the above asymptotic formula. The coefficients a 4 , a 5 , a 6 ,... vary by the correlation treatment used, and some of them are known explicitly. For variational ͑configuration interaction͒ treatments of helium in its ground state, Carroll et al. have obtained a 4 Ϸ −0.074 and a 5 Ϸ −0.031 from large-scale numerical work, 27 in accord with the subsequent analytical work of Hill. 31 In his pioneering work, Schwartz has considered a special kind of perturbation theory-the 1 / Z expansion-which is based on the barenuclear Hamiltonian as unperturbed reference. 23, 24 He has analyzed the partial-wave expansion of the second order expression and has obtained values for the coefficients a 4 and a 6 , 35 noting that the second term, ͑l +1/2͒ −5 , vanishes. A further coefficient, a 8 , was given later by Schmidt and von Hirschhausen. 30 Kutzelnigg and Morgan have extended the original work of Schwartz to arbitrary states of two-electron atoms, 33 showing that all odd powers of the expansion vanish, that a 6 / a 4 = −5 / 4 for all natural-parity singlet states, and that the leading terms of triplet and unnatural parity singlet states are a 6 ͑l +1/2͒ −6 and a 8 ͑l +1/2͒ −8 , respectively. Further extensions to third order perturbation theory of two-electron atoms and to second order Møller-Plesset theory of N-electron atoms were discussed as well. Odd powers of ͑l +1/2͒ −1 emerge in the expressions for higher-order perturbation theory, and the simple result a 6 / a 4 = −5 / 4 only holds for second order energies in the 1 / Z expansion.
Once the expression for the partial-wave increments to the energy is established, one may calculate the truncation error ␦E L = E L − E ϱ which arises from neglecting all partial
␦E L = − ͚ where
These expressions may then be used to extrapolate from a known value of E L to the complete basis set limit E ϱ as follows:
͑6͒
At this point it is convenient to use a short-hand notation for the expansion expressing the truncation error
͑7͒
such that
In general, the coefficients A k are not known explicitly but may be eliminated using additional equations for energies E L+1 , E L+2 , etc. Using only one further value E L+1 , and writing:
one obtains
If one applies this extrapolation formula for large values of L only, the higher-order terms implicit in Eq. ͑7͒ may be neglected, and f͑L͒Ϸ͑L +1͒ −3 . Still, the formula only applies to partial-wave expansions which appear quite impractical for actual numerical calculations as each partial wave l consists of a complete ͑i.e., infinite͒ set of basis functions with angular momentum l and principal quantum number n Ͼ l. In practice, correlationconsistent basis sets of the cc-pVXZ family are typically used for extrapolations to the complete basis set limit. These basis sets mimic principal expansions, which at each level, designated by the cardinal number X, add a set of ͑X − c +1͒ basis functions with angular momentum l =0,1, ... ,X − c, each of ͑2l +1͒fold degeneracy, where c = 1 for hydrogen and helium and c = 0 for first-row atoms such as carbon and nitrogen. Obviously such basis sets cannot be considered saturated for the higher angular momenta l included, particularly if X is small. Unfortunately, principal expansions have not ͑yet͒ been considered in analytical work on the convergence of correlation energies. Arguments in favor of expansions such as Eq. ͑4͒ with a leading term proportional to X −3 may still be constructed [36] [37] [38] from the empirical observation that in a variational treatment of He the energy contribution ⌬E nlm of a single natural orbital depends almost exclusively on the principal quantum number ͑⌬E nlm Ϸ A͑n −1/2͒ −6 ͒. 27 If one accepts this argument, one may expect the extrapolation formula to hold also for principal expansions in general, and for correlation-consistent basis sets, in particular. Replacing L with X − c yields an expression for the truncation error ␦E X / A 3 = f͑X͒ expected for correlation-consistent basis sets with cardinal number X,
+¯. ͑11͒
The values of the coefficients A k will generally differ from those in Eq. ͑7͒, reflecting differences between partial-wave expansions and correlation-consistent basis sets. Equation ͑10͒ is now applied to energies E X and E X+1 , obtained with correlation-consistent basis sets of cardinal numbers X and X +1:
If X is large enough so that higher-order terms can be neglected and c is set equal to 1, implying f͑X͒ = X −3 , Eq. ͑12͒ reduces to the popular expression
which has been used extensively in previous extrapolation work. 4, 6, 17, 18, [39] [40] [41] [42] The final assumption to be made is that the same extrapolation formula holds also for molecules. There is no thorough theoretical argument for this-note that the angular momentum is not a good quantum number for moleculesand one may just hope that results are transferable from atoms if one uses atom-centered basis sets which resemble principal expansions for the atoms. Obviously, the value of c in Eq. ͑11͒ is not well defined either, and some choice needs to be made for molecules containing both hydrogen and firstrow atoms. Some authors set it equal to c = 1, guided by a comparison between extrapolated energies and accurate reference data. 13, 18 Martin has suggested a compromise value of c =1/2, 19 but other choices have been made as well. 20, 43 The above discussion shows that the derivation of the extrapolation formula ͑13͒ requires many approximations to be made. First, higher-order terms ͑A 4 ͑L +1͒ −4 , A 5 ͑L +1͒ −5 , ...͒ implicit in f͑L͒ are typically neglected assuming that the leading term is dominant. One may include n further energies for smaller values of L ͑or X͒ to determine n additional coefficients A 4 , A 5 ,..., but this does not necessarily improve the quality of the extrapolation formula, as energies for smaller values of L ͑or X͒ will generally also be more affected by even higher terms in the series expansion. In other words, energies obtained with smaller basis sets may carry too little additional information to be useful. 18 Secondly, the above discussion has focused on correlation energies of ͑natural-parity͒ singlet pairs only. Triplet pairs are known to converge faster, 14, 33 effectively altering the coefficients of higher-order terms in the expansion for the total correlation energy. Thirdly, the known asymptotic formulas for partial-wave expansions are assumed to be valid for principal expansions and correlation-consistent basis sets, in particular. Fourthly, the convergence properties are known only for atoms and are assumed to be valid for molecules as well. Fifthly, there is some ambiguity about the value for c, particularly for molecules. Sixthly, summation ͑3͒ over partialwave increments is replaced by integration ͑4͒. This may not be as trivial as it seems at first, since the extrapolation formula ͑10͒ involves the difference f͑L͒ − f͑L +1͒ between two infinite sums ͑3͒ for fairly small values of L for which the approximation is expected to be the least accurate. Finally, the various asymptotic expansions involved are not guaranteed to converge at all and may thus be poor approximations for very small values of L, no matter how many terms are included. This aspect is of no concern for partial-wave expansions of He correlation energies ͑see the Appendix͒, 44 but may matter in other cases.
None of the approximations made is expected to affect the asymptotic limit of the truncation error which goes as ␦E X ϳ A 3 X −3 for X → ϱ, so for large X Eq. ͑13͒ allows one to obtain an accurate estimate of the complete basis set limit for atomic correlation energies, and, as experience indicates, also for molecular correlation energies. For small and intermediate values of X, however, one may expect significant deviations from asymptotic behavior. These deviations are analyzed in terms of effective convergence, both for analytical examples ͑Sec. III͒ and a large number of numerical calculations ͑Secs. V and VI͒.
III. EFFECTIVE CONVERGENCE
Adding to Eqs. ͑8͒ and ͑9͒ a third equation for E L+N ,
and inserting the expression for E ϱ , Eq. ͑10͒, yields
from which E L ͑N =0͒, E L+1 ͑N =1͒, and E ϱ ͑N → ϱ͒ are easily recovered provided that the function f͑L + N͒ is indeed converging to zero for N → ϱ. This condition is obviously met for the true asymptotic expansion ͑7͒. We may now define a trial function
and find the value of ␤ = ␤ eff for which
Then the reference function ͑7͒ and the trial function ͑16͒ yield the same result E L+N for the extrapolation from ͑L , L +1͒ to ͑L + N͒. The pair ͑L , L +1͒ is referred to as the base of the extrapolation, and ͑L + N͒ is called the target of the extrapolation. If the reference function equals f͑L͒ = ͑L +1͒ −k with k being integer, then ␤ eff = k, but in all other cases, ␤ eff will be some noninteger function ␤ eff = ␤ eff ͑L , L +1,L + N͒ of both the base and the target of the extrapolation. ␤ eff ͑L , L +1,L + N͒ is an effective exponent for which Eq. ͑16͒ yields the same extrapolation result as the reference ͑7͒; hence, one may consider Eq. ͑16͒ as a formula describing the effective convergence behavior between ͑L , L +1͒ and ͑L + N͒. The same equation ͓Eq. ͑17͔͒ may be used to analyze the effective convergence behavior of a principal expansion, i.e., to find the effective exponent ␤ = ␤ eff ͑X , X +1,X + N͒ for which f ␤ ͑X͒ and the corresponding reference function f͑X͒ of the principal expansion yield identical predictions E X+N starting from a given pair E X , E X+1 . The function f ␤ ͑X͒ will be defined as
and is free of the parameter c. Hence, the effective exponent ␤ = ␤ eff probes not only the effects of the various higherorder terms in the expansion of f͑X͒ but also the effective offset 1 − c, which is not, in general, well defined for molecules.
The expression ͑f ␤ ͑L +1͒ − f ␤ ͑L + N͒͒ / ͑f ␤ ͑L͒ − f ␤ ͑L +1͒͒ appearing in Eq. ͑17͒ acts as a scaling factor of the energy difference E L+1 − E L ͓Eq. ͑15͔͒. It is always positive for N Ͼ 1, and numerical experimentation shows that for finite N Ͼ 1 it decreases monotonically with ␤, tending to zero for ␤ → ϱ and to infinity for ␤ → −ϱ. Equation ͑17͒ establishes thus a true extrapolation formula for any real
Furthermore, a larger value of ␤ always implies faster convergence as it is associated with a smaller scaling factor. The singularity for ␤ = 0 may be removed by replacing each of the four terms f ␤ by their Taylor series expansions about ␤ = 0, truncated after the linear terms ͑z
͑19͒
An analogous expression ͑ln͑X + N͒ −ln͑X +1͒͒ / ͑ln͑X +1͒ −ln͑X͒͒ is obtained for correlation-consistent basis sets. The value of this expression reflects the largest possible value that the scaling factor can take for a convergent single-term extrapolation formula of type f ␤ ͑X͒ = X −␤ , as ␤ Ͻ 0 indicates divergence. If ␤ is defined, however, as a function of both the base ͑X , X +1͒ and the target ͑X + N͒ of extrapolation, then it may take any value ͑also negative for finite N͒, depending on the form of the actual expansion f͑X͒ that it probes. Any significant deviation of ␤ from its asymptotic value ␤ = 3, and negative values, in particular, indicate that the leading term of the actual expansion f͑X͒ is not dominating the convergence behavior for the particular extrapolation studied, and imply that the value found for ␤ cannot be used to extrapolate to the complete basis set limit. It should be noted here already that very low or even negative values of ␤ do not occur for the analytical examples studied below or for correlation contributions to total energies ͑Sec. V͒, but that they pose some problem in the assessment of the convergence behavior of atomization energies ͑Sec. VI͒.
In the following, Eq. ͑17͒ is used to analyze how the effective exponent ␤ eff varies with the base and the target of extrapolation for a number of cases listed above. In particular, we analyze the effects of ͑a͒ the integral approximation ͑4͒, ͑b͒ higher-order terms in the partial-wave expansions of He ͑second order perturbation theory and variational treatment͒, ͑c͒ an angular momentum offset ͓c =0 vs c = 1 in Eq. ͑11͔͒, and ͑d͒ superposition of singlet and triplet pair energies. These analyses are meant to serve two purposes: first to work out how various effects can alter the effective convergence and to give an idea of how much the effective exponent may differ from its asymptotic limit ͑␤ =3͒, and second to see if effective exponents for extrapolations to large but finite basis set limits provide useful estimates of effective exponents for extrapolations to complete basis set limits. The latter is particularly important as large basis set reference data are often more easily obtained than complete basis set reference data.
A. Integral approximation
The summation ͑3͒ may be carried out in closed form using the series representation of the polygamma function 
͒. ͑21͒
Using the recurrence relation ͑n͒ ͑x͒ = d ͑n−1͒ ͑x͒ / dx and the Taylor series expansion ͑for n Ͼ 0͒ of ͑x + a͒ −n about x, evaluated for a =1/2,
one obtains in a somewhat tedious but straightforward calculation, up to O͑͑L +1͒ The application of the two nested expansions obviously leads to formulas for ͚ l=L+1 ϱ ͑l +1/2͒ −n which contain only odd powers of ͑L +1͒ −1 when n is even, and only even powers of ͑L +1͒ −1 when n is odd. The first term is always the one obtained by integration ͓see Eq. ͑4͔͒, and higher-order terms alternate in sign. Figure 1͑a͒ shows the effective convergence behavior corresponding to the asymptotic expansion f sum ͑L͒ which considers all terms up to O͑͑L +1͒ The deviation of the effective exponent ␤ eff ͑L , L +1,L + N͒ from its asymptotic limit ␤ = 3 is very small for L Ͼ 2, and noticeable only for L =2 ͑␤ eff ͑2,3,ϱ͒ = 2.92͒. The first and hence largest correction to the ͑L +1͒ −3 term occurs with negative sign, which causes ␤ eff to be generally smaller than 3. Strict application of the integral approximation ͑4͒ thus overestimates the ͑rate of͒ effective convergence slightly.
B. Partial-wave expansions for the ground state of He
Partial-wave expansions of the ground state energy of helium have been studied in much detail, and the first few terms of the asymptotic convergence formulas are known explicitly for both second order perturbational treatments ͑1/Z expansion͒, 23, 24, 30, 33, 35 and variational treatments. 27, 31 The coefficients of the leading terms are irrelevant in the current context as they are eliminated using formulas for two energies E L and E L+1 , but the ratios of the coefficients for the remaining known terms ͑a 5 = a 7 = a 9 =0, a 6 / a 4 which is formally correct to O͑͑L +1͒ −4 ͒. Figure 1͑b͒ shows the effective convergence behavior resulting from expressions ͑28͒ and ͑29͒. The graphs demonstrate that for finite extrapolation bases ͑L , L +1͒ the variational treatment converges marginally faster than expected for the asymptotic limit, while the perturbational treatment converges noticeably slower. The absolute numbers of ␤ eff have to be interpreted with some caution, however, as they are based on expansions for which only the first few terms are known ͑see Appendix͒.
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C. Angular momentum offset for correlation-consistent basis sets
One of the major uncertainties in the application of the known asymptotic formulas to the series of correlationconsistent basis sets concerns the value of c in Eq. ͑11͒ which should equal 1 for the light elements H and He, 0 for first-row elements, and appears ill defined for molecules containing hydrogen and first-row atoms. Figure 1͑c͒ shows the effective convergence resulting from the leading term of Eq. ͑11͒ with c =0,
and demonstrates that ␤ eff ͑X , X +1,ϱ͒ is still far from the asymptotic limit ␤ = 3 even for extrapolations from fairly large basis sets such as cc-pV5Z and cc-pV6Z. Note that the offset in the inverse power term effectively introduces higher-order terms with alternating sign and relatively large coefficients, ͑X +1͒ −3 = X −3 −3X −4 +6X −5 −10X −6 +¯. Even though this analysis does not include higher-order terms arising from other sources, the low value of ␤ eff ͑5,6,ϱ͒ = 2.54 already suggests that effective convergence behavior may vary significantly between molecules with and without hydrogen.
D. Superposition of singlet and triplet pair energies
The analytical work of Kutzelnigg and Morgan 33 on second order energies of He ͑1/Z expansion͒ has shown that the partial-wave increments of singlet states converge asymptotically as ͑l +1/2͒ −4 while those of triplet states converge as ͑l +1/2͒ −6 . The leading terms of the expressions for the truncation error are thus expected to be proportional to ͑L +1͒ −3 and ͑L +1͒ −5 . Later on, Klopper has also demonstrated numerically for MP2 / cc-pVXZ and CCSD/ cc-pVXZ calculations of various small molecules that the truncation errors of singlet and triplet pair energies converge asymptotically as X −3 and X −5 , respectively. 14 Following this observation the author has suggested improved extrapolation formulas based on separate extrapolations of singlet ͑f s ͑X͒ = X −3 ͒ and triplet ͑f t ͑X͒ = X −5 ͒ pair energies. A related strategy 36 based on ͑pair͒ natural orbital expansions has been followed by Petersson and co-workers in their design of complete basis set ͑CBS͒ models. 46, 47 Here we note that the total MP2 or CCSD correlation energy is the sum of singlet and triplet pair contributions, so that the truncation error-excluding other sources for higher-order terms-will converge as ␦E X = A s X −3 + A t X −5 ; hence,
where the ratio A t / A s is easily obtained from
For reasonable estimates of this quantity it appears mandatory to choose large values of X, such that the convergence of singlet and triplet pair energies is dominated by the leading terms X −3 and X −5 , respectively. Using the CCSD data reported by Klopper, 14 one obtains ratios that vary from 2.58 ͑CO͒ to 3.22 ͑F 2 ͒ for X = 5, and from 2.75 ͑CO͒ to 3.49 ͑F 2 ͒ for X = 6. Figure 1͑d͒ shows the effective convergence behavior resulting from the superposition of singlet and triplet pair energies using a typical ratio of A t / A s = 3. Obviously, values of ␤ eff ͑X , X +1,ϱ͒ are clearly above the expected asymptotic limit ͑␤ =3͒ even for large basis sets. This may explain the improved accuracy obtained for separate extrapolation of CCSD singlet and triplet pair energies, if one adheres to extrapolations formulas based strictly on the asymptotic limit of convergence, without allowing for empirical modifications.
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E. Interpretation of effective convergence behavior
The effective convergence behavior observed for the correlation energy of a molecule will reflect a superposition of the truncation errors of individual pair energies ͑and of other energy contributions͒ and will further be influenced by effects that are more difficult to quantify, including those resulting from the use of principal expansions.
The examples considered above show that deviations from asymptotic convergence behavior ͑␤ =3͒ can be quite significant even for cardinal numbers as large as X =5 or X = 6. The asymptotic limit lim X→ϱ ␤ eff ͑X , X +1,ϱ͒ = 3 is generally reached monotonically from either below or above, reflecting the sign of the second term in f͑X͒, unless higherorder terms make dominant contributions for small X. Figure  1 further shows that for a given base of extrapolation ͑X , X +1͒, the effective exponent ␤ eff ͑X , X +1,X + N͒ varies monotonically with the target X + N of extrapolation. The resulting smooth convergence of ␤ eff ͑X , X +1,X + N͒ towards ␤ eff ͑X , X +1,ϱ͒ gives rise to the expectation that effective exponents obtained for large but finite targets may generally provide reasonable estimates for complete basis set targets, and that effective exponents ␤ eff ͑X , X +1,ϱ͒ for complete basis set targets may even be "extrapolated" from those for finite basis set targets. It is also interesting to note that ␤ eff often varies less with the target than with the base of extrapolation, particularly for smaller bases, again indicating that exponents obtained for finite targets carry useful information for extrapolations to complete basis set limits. Still it appears mandatory for actual numerical work to include at least some complete basis set reference data so that the quality of effective exponents obtained from finite basis set reference data can be properly judged.
IV. COMPUTATIONAL DETAILS
Geometry optimizations were performed at the RI-MP2/ cc-pVTZ level of theory using the resolution of the identity ͑RI͒ approximation 48 with optimized auxiliary basis sets 49 as implemented in the TURBOMOLE suite of programs 50 ͑version 5.5, 2002͒. The set of 105 neutral closed-shell molecules chosen for analysis covers a fairly wide range of chemical groups consisting of the elements hydrogen, carbon, nitrogen, oxygen, and fluorine ͑Table I͒. All optimized geometries were confirmed to be true minima by standard force-constant analysis; point-group symmetries are indicated in Table I . Single-point calculations at the MP2 ͑Ref. 51͒ and CCSD ͑Refs. 1 and 52͒ levels of theory were performed using the MOLPRO program 53 and Dunning's correlation-consistent basis sets, [8] [9] [10] [11] 54 cc-pVXZ, ranging from X =D to X = 6. The frozen-core approximation was applied throughout, implying that correlation energies reported here consider valence electrons only. Correlation energies are obtained as the difference between the MP2 or CCSD energies and the corresponding Hartree-Fock reference energies; a complete listing may be found in the Supplementary Material. 44 Atomization energies are defined here as the negative difference between the energies of the molecule and its constituent atoms; they do not include corrections for the zero- 56,57 The second evaluates a MP2 ͑UMP2͒ and a coupled cluster ͑UCCSD͒ energy for an unrestricted open-shell Hartree-Fock ͑UHF͒ reference wave function. Energies for the first approach were obtained with MOLPRO ͑Ref. 53͒ ͑using the keywords RHF, RMP2, and UCCSD͒, and those for the second with GAUSSIAN 98 ͑Ref. 58͒ ͑using the keyword UCCSD͒. Correlation contributions to atomic energies are listed in the Supplementary Material, 44 and correlation contributions to atomization energies are calculated as the negative difference between correlation contributions to molecular and atomic energies, respectively. This work also uses accurate MP2-R12 and CCSD-R12 estimates of correlation energies at the complete basis set ͑CBS͒ limit. Such reference data were taken from the literature, and supplemented by additional standard single-point calculations ͑MP2 / cc-pVXZ and CCSD/ cc-pVXZ͒ for the same geometries. Further details are given in Secs. V A and VI A.
V. ELECTRON CORRELATION CONTRIBUTIONS TO THE TOTAL ENERGY
The analytical examples described above give an impression of how much the effective exponent ␤ eff may differ from its asymptotic limit ␤ = 3. Numerical calculations of correlation contributions to total energies can be analyzed in very much the same way, providing for a simple means to characterize the effective convergence behavior of total correlation energies. Effective exponents ␤ = ␤ eff ͑X , X +1, X + N͒ are obtained from calculated correlation energies E X , E X+1 , E X+N by varying ␤ such that
where f ␤ ͑X͒ = X −␤ . Likewise, ␤ eff ͑X , X +1,ϱ͒ is obtained from
using MP2-R12 and CCSD-R12 estimates of the correlation energies E ϱ at the complete basis set limit. Such analysis captures the effects of higher-order terms in the underlying expansion but also any remaining deviation from true energies if the ͑unknown͒ expansion happens to be a poor approximation for small values of X. The analysis was carried out for MP2 and CCSD valence correlation energies of a fairly large set of 105 molecules ͑see Table I͒ . This set covers the elements H, C, N, O, and F, and includes molecules with single bonds between any two of these elements except HH, furthermore, examples of for- mal double bonds between CC, CN, CO, NN, NO, and OO as well as molecules with formal triple bonds between CC, CN, and NN. The test set was chosen to give a fairly balanced set of neutral, singlet ground state molecules composed of these first-row elements, as complete as possible, subject only to the constraint that the most demanding CCSD/cc-pV6Z calculations limited the size of the molecules to about 8-11 atoms. Comparison to experimental data is unnecessary for the purpose of the present study, making it possible to include also molecules which are either unknown experimentally or for which sufficiently accurate thermochemical data are unavailable. These include important fragments of larger organic molecules ͑e.g., nitrosamine, H-NO 2 , and ammonia oxide͒, but also small cyclic compounds ͑e.g., cyclobutadiene, dioxirane, and oxirene͒ which may be representative for larger, more common cyclic compounds, too large to be treated at the high theoretical levels required for this study. All calculated correlation energies are given in the Supplementary Material, 44 along with a complete set of derived effective extrapolation exponents.
A. Complete basis set reference data
It is important to include not only results for large but finite basis sets, but also accurate estimates of correlation energies at the CBS limit. Explicitly correlated ͑R12͒ calculations can provide such data, but they require very large basis sets themselves to achieve the desired accuracy of one or a few tenths of a millihartree ͑mE h ͒. In a recent benchmark study on ethylene and ethane, Samson and Klopper have demonstrated that a weighted average of the two standard approximations A and B of MP2-R12 theory approaches the CBS limit to within 0.1 mE h . 59 The validity of using such a weighted average has not been tested extensively, however, and results using standard approximation A appear not to be available for CCSD-R12 theory. Hence we include as complete basis set estimates results obtained with the theoretically preferred 60 R12/B model and the largest uncontracted basis set considered to date ͑19s14p8d6f4g3h2i on C, N, O, and F and 9s6p4d3f2g on H, 12 molecules, denoted as subsets A and B͒, 61 and weighted averages only for the two cases studied in detail ͑2 molecules, denoted as subset C͒. 59 From the analyses presented by Klopper and co-workers, and a comparison of available R12/A and R12/B data, in particular, 14, 59 one may expect that these correlation energies are accurate to within about 0.2 mE h , although somewhat larger deviations from the true CBS limit cannot be ruled out for exceptional cases.
The CBS estimates are collected in Table II , along with regular MP2 / cc-pVXZ and CCSD/ cc-pVXZ energies ͑X =D,T,Q,5,6͒ computed here for the same geometries. Effective extrapolation exponents were evaluated using Eqs. ͑33͒ and ͑34͒ and are presented in Table III . Note that the data reported in Tables II and III refer to accurate geometries ͓subsets A and B: CCSD͑T͒-R12, 62 subset C: unspecified origin 59 ͔ which are slightly different from those otherwise used here ͑RI-MP2/cc-pVTZ͒, and that correlation energies for the two sets of geometries may differ by up to 5 mE h ͑MP2, nitrogen͒, although differences in total energies are significantly smaller. Still, the corresponding effective extrapolation exponents generally agree to within 0.01 ͑cf. Table III and Supplementary Material 44 ͒, and even in the extreme case of the nitrogen molecule, the exponents differ by a marginal 0.01¯0.03, depending on base and target of extrapolation. This observation indicates that slight geometric distortions hardly affect the convergence behavior and that differences between various sets of ͑reasonably accurate͒ geometries can safely be ignored. Figure 2 shows the effective exponent for MP2 valence correlation energies as function of X + N ͑the cardinal number of the target basis set͒ and ͑X , X +1͒ ͑the cardinal numbers of the basis sets used for extrapolation͒, where X = D, X = T, and X = Q in the left, middle, and right panels, respectively. The graphs include all finite basis set results obtained for the large reference set of 105 molecules, and all complete basis set results obtained for the smaller reference set of 14 molecules ͑subsets A-C͒. Figure 3 shows the corresponding data obtained from CCSD correlation energies.
B. General trends
The effective exponents ␤ eff ͑X , X +1,X + N͒ generally vary monotonically with the target X + N of the extrapolation. Extrapolations from ͑DT͒ are associated with small effective exponents which always increase as N increases. Effective exponents determined for ͑TQ͒ extrapolations are generally larger, and those at the upper end of the range of exponents tend to decrease with N, while those at the lower end tend to increase with N. With very few exceptions, variations with N are monotonic, and these exceptions refer to cases where ␤ eff ͑X , X +1,X + N͒ varies very little, as seen, e.g., for ͑TQ͒ extrapolations of the MP2 correlation energies of methane and ethane. In this respect, the analysis of cc-pVXZ correlation energies meets the expectations and follows closely the trends observed for various model expansions ͑see above͒.
In the case of MP2, the effective extrapolation exponent generally increases also with the base of extrapolation, ͑X , X +1͒, and reaches values close to the expected asymptotic limit for the largest basis sets considered here. Such a result would have been expected from the partial- wave analysis of a perturbational treatment of He ͓see Fig.  1͑b͒ , bottom͔. Closer inspection, however, reveals some differences with the analytical case: Variations with the base of extrapolation are generally larger for MP2 / cc-pVXZ energies, and in a few cases such as water and ammonia, ␤ eff ͑Q ,5,ϱ͒ appears to be slightly larger than ␤ eff ͑5,6,ϱ͒. For CCSD, one observes effective extrapolation exponents which generally increase from ͑DT͒ to ͑TQ͒, but often to values well above 3. All molecules of subsets A and B, for which complete basis set data are available, show a maximum in ␤ eff ͑X , X +1,ϱ͒ for either X = T or X = Q, and the same may be expected for the remaining molecules of the complete set as well. 44 Some of the effective exponents reach values fairly close to 4 for either ͑TQ→ 5͒ or ͑Q5 → 6͒ extrapolations ͑see Fig. 3͒ , but appear to decrease for even larger cardinal numbers of the base and the target of extrapolation. The data in Fig. 3 and Table III suggest that the asymptotic limit ␤ = 3 may only be reached for much larger basis sets which are out of reach for practical calculations. These findings contrast the much simpler convergence behavior of the partial-wave expansion of He ͓Fig. 1͑b͒, top͔.
In order to understand these differences, it is instructive to compare partial-wave and CCSD/ cc-pVXZ results for the same small system, the He atom. 44 Effective extrapolation exponents ␤ eff ͑X , X +1,ϱ͒ for the CCSD/ cc-pVXZ correlation energy vary widely from 2.90 ͑X =D͒ over 3.30 ͑X =T͒ and 3.57 ͑X =Q͒ to 3.27 ͑X =5͒, and ␤ eff ͑X , X +1,X + N͒ approaches ␤ eff ͑X , X +1,ϱ͒ monotonically with increasing N. These trends are representative of those observed for CCSD/ cc-pVXZ correlation energies of other small systems ͑Table III͒, including the appearance of a maximum in ␤ eff for fairly small X, but they are quite different from the partial-wave results ͑␤ eff = 3 ± 0.02, see Appendix͒, 44 for which variation of ␤ eff with X is almost negligible. A true principal expansion for He, for which orbitals have been fully optimized, 7 also affords effective extrapolation exponents fairly close to the asymptotic limit ͑2.88, 2.91, 2.93, 2.94 for X =D,T,Q,5͒ 44 and in reasonable agreement with the partial-wave results. The different convergence behavior of cc-pVXZ calculations for He appears to reflect mainly the fact that cc-pVXZ basis sets only mimic the structure of principal expansions, without providing optimal ͑natural͒ or- 
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Extrapolation of electron correlation energies J. Chem. Phys. 127, 084105 ͑2007͒ bitals as basis functions. None of the other previously discussed effects influencing the convergence behavior applies to He: it is an atom and L is thus a well-defined quantum number, there is no ambiguity in replacing L + 1 with X, and the faster convergence of triplet pairs is obviously irrelevant. Furthermore, all these treatments of the He ground state energy are equivalent to full configuration interaction ͑CI͒.
In a similar manner one may relate results for MP2 / cc-pVXZ calculations of He ͑Ref. 44͒ to those for a MP2 partial-wave analysis reported by Flores and Kolb. 44 Again, the calculations with correlationconsistent basis sets show a wider range of effective extrapolation exponents and additionally a maximum for X = Q. Differences between partial-wave expansions and cc-pVXZ basis sets are thus noticeable but surely not excessive. The two treatments are still similar in several aspects, both afford extrapolation exponents below 3 for small X or L, and both suggest that convergence to the complete basis set limit is slower than for CCSD ͑CI͒ theory.
The effective extrapolation exponents determined for MP2 / cc-pVXZ and CCSD/ cc-pVXZ calculations of He are quite typical of those observed for small first-row molecules ͑Table III͒. This may seem somewhat surprising as the correlation energy of He contains a single pair energy only ͑1s 2 ͒, while there are always faster converging triplet pair energies contributing to the correlation energy of first-row molecules, as well as other singlet pair energies whose convergence properties may differ considerably-depending on the coefficients of higher-order terms in the underlying expansion. 64 Obviously there is a subtle balance between effects that increase ͑e.g., superposition of singlet and triplet pair energies͒ and others that decrease ͑e.g., angular momentum offset for first-row atoms͒ the rate of effective convergence relative to He. The latter are expected to be less significant for molecules with large hydrogen content such as methane, giving rise to larger effective extrapolation exponents, and more significant for hydrogen-free molecules such as carbon dioxide, giving rise to smaller effective extrapolation exponents. Finally, we note that results obtained for He and all firstrow molecules listed in Table I lead to the same conclusion that second order perturbation theory converges more slowly to the complete basis set limit than coupled-cluster theory ͑see Table III and Supplementary Material͒. 44 
C. Statistical analysis
In order to derive a procedure that permits reasonably accurate extrapolations for an entire set of molecules, we define the optimal exponent ␤ opt ͑X , X +1,X + N͒ as the exponent which for that set minimizes the root mean square deviation ͑RMSD͒ between predicted and explicitly calculated energies E X+N . Different values of ␤ opt are again obtained for different bases ͑X , X +1͒ and different targets X + N of extrapolation. Tables IV and V collect the values of ␤ opt obtained from statistical analyses of the entire set of molecules and of those subsets for which complete basis set data are available. They also list the resulting RMSD for energies and extrapolation exponents. The latter are based on the difference between effective ͑i.e., individually optimized͒ exponents ␤ eff,i ͑X , X +1,X + N͒, where the subscript i refers to a particular molecule, and optimal ͑i.e., globally optimized͒ exponents ␤ opt ͑X , X +1,X + N͒, and provide a measure of the variation of exponents between molecules of the set.
Exponents for finite extrapolation targets, as derived for the small subsets A and B ͑CCSD͒ or A-C ͑MP2͒, are in exceptionally good agreement with those derived for the entire set of 105 molecules. Obviously, the smaller subsets cap-TABLE IV. Extrapolation of the MP2 correlation contribution to the total energy: Optimal exponents ␤ opt as obtained from minimizing the RMSD between predicted ͑E i ͒ and reference ͑E 0,i ͒ energies for the target basis sets ͑QZ, 5Z, 6Z, CBS͒. Each row refers to a particular base of extrapolation, each column to a particular target of extrapolation. ture the variations in effective convergence behavior very well that are observed for a large set of molecules covering a wide range of different bond types between first-row elements and hydrogen ͑see Figs. 2 and 3͒. We may conclude with confidence that the smaller sets are equally representative of the entire set for extrapolation to complete basis set targets. The extrapolation exponents ␤ opt ͑X , X +1,ϱ͒ listed in Tables IV and V are thus recommended for practical extrapolation work on molecules containing H, C, N, O, and F. We note further that optimal exponents ␤ opt follow the trends observed for individually optimized ͑effective͒ exponents, displaying a monotonic approach of complete basis set targets with increasing X + N, which would have allowed for a rough estimate of ␤ opt ͑X , X +1,ϱ͒ values if complete basis set reference data had not been available. Likewise the maximum in ␤ opt ͑X , X +1,ϱ͒ for X = Q, combined with a monotonic increase with N of ␤ opt ͑X , X +1,X + N͒ for X Ͻ Q and a decrease with N for X = Q ͑and, likely, for X Ͼ Q͒ was also characteristic of many individually optimized, effective extrapolation exponents. Tables IV and V indicate that extrapolation errors are reduced by at least a factor of 3 for every step up in the hierarchy of correlation- Extrapolations using f͑X͒ = X −␤ and the parameters ␤ = 2.24 ͑DT͒, ␤ = 2.69 ͑TQ͒, ␤ = 2.89 ͑Q5͒, and ␤ = 2.87 ͑56͒, see Table IV. b Extrapolations using f͑X͒ = X −3 .
c Extrapolations using f͑X͒ = X −3 for singlet energies and f͑X͒ = X −5 for triplet energies. Singlet and triplet energies for subsets A and C are taken from Refs. 14 and 59, respectively. Table II. g Subsets A and C contain 8 molecules only and exclude ammonia for which no separate singlet and triplet energies have been reported. Data for subset C are based on the energies reported in Table II. h Note that data for subset A are based on geometries employed in Ref. 14, slightly different from those otherwise used here, and that explicitly correlated R12/B energies using the same large basis sets have not been reported for these geometries. Complete basis set reference data are thus estimated from the R12/B data reported in Ref. 61 , corrected for the slight geometrical distortion ͑Ref. 14͒ by ordinary calculations using the cc-pV6Z basis set. The resulting R12/B energies are always larger in magnitude than those reported in Ref. 14 for a basis not including i functions on ͑C,N,O,F͒ and g functions on ͑H͒, but differences never exceed 0.1 mE h . Table I , one may generally expect errors around 4, 1.5, 0.5, and 0.2 mE h for ͑DT → ϱ͒, ͑TQ→ ϱ͒, ͑Q5 → ϱ͒, and ͑56→ ϱ͒ extrapolations of MP2 correlation energies, respectively, and possibly somewhat smaller errors for ͑Q5 → ϱ͒ and ͑56→ ϱ͒ extrapolations of CCSD correlation energies. It is instructive to compare the accuracy of the proposed extrapolation procedure to others suggested in the literature. 13, 14, [20] [21] [22] We limit the discussion to models thatlike the procedure presented here-use only two energies E X and E X+1 to estimate the complete basis set limit. As some of the procedures have been calibrated specifically for one ͑MP2 or CCSD͒, but not the other correlation method, Tables VI ͑MP2͒ and VII ͑CCSD͒ compare different selections of extrapolation procedures. They show extrapolation errors ͑RMSD͒ evaluated for the small test sets A-C ͑MP2͒ and A-B ͑CCSD͒, and, additionally, for a more restricted test set for which results are available that are based on separate extrapolations of singlet and triplet pair energies. 14 The approach suggested here and the fully numerical extrapolation procedure of Schwenke 22 perform equally well, both are more accurate, sometimes significantly, than any other approach listed. This result is readily attributed to the fact that both procedures are essentially equivalent as both use a single parameter targeting a single reference function, which is the difference between the actual scaling factor f ␤ ͑X +1͒ / ͑f ␤ ͑X͒ − f ␤ ͑X +1͒͒ appearing in Eq. ͑34͒ and the one that minimizes the RMSD between extrapolated and explicitly calculated correlation energies at the complete basis set limit. Note that by construction the scaling factor is the same for all data in the test set as long as it refers to one particular base ͑X , X +1͒ of extrapolation only. Schwenke used a numerical value while in this work it is expressed in terms of a "model expansion" f ␤ ͑X͒ = X −␤ . Small deviations in the error statistics for the two approaches simply reflect minor differences in the test sets used for calibration. We still prefer to use a model expansion of type f ␤ ͑X͒ as this simplifies interpretation ͑slower versus faster convergence, deviation from asymptotic limit͒, and, more importantly, enables us to use a much larger and more representative set of molecules for which accurate complete basis set reference data are unavailable ͑see discussion above͒.
Also the model of Huh and Lee 20 is expected to give essentially identical error statistics. It expresses the scaling factor appearing in Eq. ͑34͒ in terms of f d ͑X͒ = ͑X + d͒ −3 , but the value of d has not been fully optimized, and only a few choices ͑in steps of 1 / 4͒ have been considered, leading to somewhat larger extrapolation errors. Additionally, the authors have focused on aug-cc-pVXZ basis sets although they note explicitly that their model should work well also with regular cc-pVXZ basis sets.
It is clear that results obtained with alternative parametrizations of the scaling factor [15] [16] [17] would only reflect differences in the type of basis sets used ͑e.g., aug-cc-pVXZ versus cc-pVXZ͒ and the quality and diversity of the complete basis set reference data. The situation is different for the model proposed by Varandas 21 as it treats extrapolations from arbitrary bases ͑X , X +1͒ with a single parametrized function. It can thus not be expected to perform equally well unless the parametrized function captures the differences between various bases of extrapolation very accurately. In fact, the model shows good error statistics for ͑DT͒ extrapolations, for which it was designed primarily, but performs more poorly ͑compared to other models͒ for larger bases of extrapolation.
Clearly, all calibrated models improve significantly on the poor performance of f͑X͒ = X −3 for ͑DT͒ extrapolations, reflecting that the effective convergence is far from its asymptotic limit for such small bases of extrapolations. For larger bases of extrapolation, in particular, ͑Q5͒ and ͑56͒, only carefully calibrated approaches show a significant advantage over using the simple asymptotic limit formula. But note that the latter still carries errors of around 0.4-0.5 mE h for ͑56͒ extrapolations and that both the procedure suggested by Schwenke and the protocol proposed here cut these errors to about 0.1 mE h which is within the expected error bars of the reference data themselves.
Separate extrapolation of singlet ͑ϰX −3 ͒ and triplet ͑ϰX −5 ͒ pair energies 14 significantly improves the error statistics of CCSD extrapolations from ͑Q5͒ and ͑56͒ bases, although to a somewhat lesser extent than a fully calibrated empirical procedure. The theoretically well motivated approach is out of luck, however, for extrapolations of MP2 correlation energies, where it performs worse than the simple asymptotic limit formula f͑X͒ = X −3 . It is obviously difficult to improve on the latter on purely theoretical grounds if one can only provide for one particular effect but not for others influencing the effective convergence behavior for intermediate values of X, such as the generally slower convergence of MP2 correlation energies or the effects of replacing partial-wave with principal expansions and correlationconsistent basis sets. The poorer performance of separate extrapolation of singlet and triplet pair energies for MP2 compared to CCSD was already noted by Klopper, 14 and improved upon by Valeev et al. 65 through introduction of a correcting angular momentum offset ͓ϰ͑X +1/2͒ −3 for singlet pairs and ϰ͑X +1/2͒ −5 for triplet pairs͔. The RMSD between exponents ␤ opt optimized for an entire set of molecules and effective exponents ␤ eff,i providing a perfect extrapolation for a particular molecule, range from about 0.1 to 0.3, indicating a significant variation of effective convergence behavior between molecules ͑see Tables IV and V͒. The variation is particularly large for ͑DT→ ϱ͒ and ͑TQ→ ϱ͒ extrapolations of CCSD correlation energies ͑Fig. 3, Table III͒ , where the difference between the smallest ͑fluorine͒ and largest ͑methane͒ effective exponents exceeds 0.5 in value. Clearly, empirical extrapolation formulas can only be further improved upon, if they capture in some way this large variation between molecules. Here we only examine if the variation follows some clear trends, and if molecules can be grouped into those whose correlation energies tend to converge more slowly than average or faster than average. For this purpose, the optimal ͑i.e., globally optimized͒ exponent ␤ opt is redefined to reflect the elemental composition of a molecule with n k atoms of element k and n atoms in total,
where ␤ opt k ͑X , X +1,X + N͒ are elemental parameters optimized to reduce the RMSD between extrapolated and calculated energies E X+N . As finite basis set reference data are available for significantly more molecules representing a wider range of chemical groups, we limit our analysis to extrapolations to finite basis set targets, and to X + N =6, in particular. This appears permissible as trends seen for large but finite basis set targets were shown to be representative of complete basis set targets. Table VIII collects the results of this analysis.
The RMSD between optimal and effective extrapolation exponents drops by about a factor of 2 for ͑DT͒ and ͑TQ͒ extrapolations, if the optimal exponent is made a function of molecular stoichiometry, and the RMSD between extrapolated and calculated energies is likewise cut by about a factor of 2-3. Elemental composition thus reflects a significant part of the variation in effective convergence behavior between molecules. The optimized elemental parameters ͑Table VIII͒ for ͑DT͒ and ͑TQ͒ extrapolations of MP2 and TABLE VIII. Extrapolation of electron correlation contributions to the total energy: Optimal atomic parameters ␤ opt k as obtained from minimizing the RMSD between predicted ͑E i ͒ and reference ͑E 0,i ͒ energies for the target basis set cc-pV6Z. Each row refers to a particular base of extrapolation. The data set includes all 105 molecules. Footnote ͑a͒ of Table IV .
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where ␤ opt H and ␤ opt F usually take the largest and smallest values, respectively. This result indicates that correlation energies converge particularly slowly for molecules containing several electronegative elements ͑e.g., ozone, fluorine, fluorine oxides, and trifluoroamine͒, and particularly fast for hydrocarbons ͑saturated and unsaturated, cyclic and acyclic͒; the Supplementary Material 44 may be consulted for a full collection of effective extrapolation exponents. The result also infers that hydrogen-rich molecules show particularly fast convergence, not only because ␤ opt H is at the upper end of the elemental parameters, but additionally because the order ␤ opt C Ͼ ␤ opt N Ͼ ␤ opt O coincides with the number of free valencies that are ͑often͒ satisfied with terminal hydrogens. Qualitatively, this observation meets the expectation from theory that the angular momentum offset in f͑X͒ should be zero for hydrogen ͓i.e., c = 1 in Eq. ͑11͔͒, but one ͑c =0͒ for first-row atoms, thus effectively generating faster convergence for hydrogen-rich molecules than for hydrogenfree molecules ͑see above͒.
The variation in effective convergence behavior is smaller for ͑Q5͒ and ͑56͒ extrapolations than for ͑DT͒ and ͑TQ͒ extrapolations, significantly so in the case of CCSD correlation energies ͑Tables IV and V; Figs. 2 and 3͒ indicating that the remaining deviation from asymptotic convergence behavior is less molecule specific. Indeed, the improvement possible through a model that assembles effective exponents from elemental parameters is less dramatic than for ͑DT͒ and ͑TQ͒ extrapolations ͑Table VIII͒. The parameters obtained for ͑Q5͒ extrapolations do not show the characteristic trends observed for ͑DT͒ and ͑TQ͒ extrapolations, and exponents for molecules containing several electronegative elements are quite similar to those for hydrocarbons. 44 
VI. ELECTRON CORRELATION CONTRIBUTIONS TO THE ATOMIZATION ENERGY
The calculation of atomization energies, obtained as ͑negative͒ energy difference between a molecule and its constituent atoms, provides a conceptually simple theoretical access to experimentally relevant heats of formation. 4, 42 The process of atomization involves the simultaneous cleavage of all bonds, however, and each of them entails a significant reduction in electron correlation. The theoretical treatment of atomization thus requires that electron correlation energies are evaluated with high accuracy, as one cannot hope for cancellation of residual errors.
An important question to ask is whether the extrapolation procedures derived for total energies can be used without modification for atomization energies as well. We have thus extended our analysis to the convergence behavior of MP2 and CCSD correlation contributions to atomization energies. The following analysis focuses on atomization energies obtained from ROHF based atomic energies ͑ROMP2 and URCCSD͒; however, statistical analysis is also provided for atomization energies obtained from UHF based energies ͑UMP2 and UCCSD͒.
A. Reference data
The analysis includes finite basis set reference data up to cc-pV6Z for the entire set of 105 molecules, and additionally complete basis set reference data for the limited subset A for which R12 calculations are available. Atomic energies at the ROMP2-R12 and URCCSD-R12 levels have only been reported [66] [67] [68] for somewhat smaller basis sets ͑19s14p8d6f4g3h͒ which lack the two additional i functions of the more recent calculations of molecular total energies 59, 61 analyzed in the previous section. In order to balance residual errors in the evaluation of atomization energies, the atomic data have only been combined with molecular total energies reported for the same basis sets. [66] [67] [68] Finite basis set reference data for the same geometries 69 have either been taken from the literature 14 or generated as needed. Atomization energies for subset A are reported in Table IX , and derived effective extrapolation exponents are presented in Table X . The corresponding data for the complete set of 105 molecules were generated from the molecular and atomic total energies provided as Supplementary Material 44 and are evaluated, together with the results for subset A, in Tables XI and XII, and Figs. 4 and 5. The use of two sources of reference data implies that two different sets of geometries are used, one ͑CCSD͑T͒/cc-pCVQZ͒ for which finite and complete basis set data are available ͑subset A͒, the other ͑RI-MP2/cc-pVTZ͒ for which only finite basis set data are computed ͑large set͒. However, like for correlation contributions to total energies ͑Sec. V A͒, the convergence behavior is hardly affected by the small differences in geometry.
B. Statistical analysis
Comparison of Figs. 2 and 4 ͑MP2͒ and Figs. 3 and 5
͑CCSD͒ shows that effective extrapolation exponents derived for atomization energy contributions vary over a significantly wider range than those derived for total energy contributions. Root mean square deviations between effective ͑i.e., individually optimized͒ and optimal ͑i.e., globally optimized͒ exponents evaluated for the complete set of 105 molecules range from only 0.08 to 0.15 ͑MP2͒, and 0.07 to 0.25 ͑CCSD͒ for total energies, but from 0.24 to 0.45 ͑ROMP2͒ and 0.22 to 1.06 ͑URCCSD͒ for atomization energies ͑see Tables XI and XII͒. The evaluation of data for which complete basis set estimates are available indicates a similar trend. Some of the effective extrapolation exponents for CCSD contributions to atomization energies even turn out to be negative, an observation that merits some comment later on.
The somewhat erratic convergence behavior of atomization energies is easily understood if one assumes the existence of ͑asymptotic͒ expansions which reproduce the various contributions to the correlation energy E X of a molecule reasonably well. The sum E X of two contributions E X 1 and E X 2 will converge according to f͑X͒ ϰ f 1 ͑X͒ + A 3 2 / A 3 1 f 2 ͑X͒. The effect of superposition will either be averaging or partial Dirk Bakowies J. Chem. Phys. 127, 084105 ͑2007͒
cancellation of higher-order terms in f 1 ͑X͒ and f 2 ͑X͒, depending on whether they are of equal or opposite sign. In either case one expects effective extrapolation exponents for E X which are in between those for E X 1 and E X 2 . Atomization energies, on the other hand, are differences between two large energies E X 1 and E X 2 . They will converge according to f͑X͒ ϰ f 1 ͑X͒ − A 3 2 / A 3 1 f 2 ͑X͒ where A 3 1 and A 3 2 are of comparable magnitude. Hence the dominance of the leading term X −3 may be reduced if coefficients of corresponding higher-order terms in f 1 ͑X͒ and f 2 ͑X͒ are of opposite sign or differ in magnitude. Effective extrapolation exponents determined for atomization energies may thus be well outside the range of values determined for the contributing atomic and molecular total energies. Consequently, one may observe very large values if higher-order contributions dominate f͑X͒, or very small values if the inverse cubic term in f͑X͒ is augmented with higher-order terms which have large negative coefficients. The extent to which effective exponents for atomization energies differ from those for total energies is hard to foresee As in Table IX .
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͑Tables III and X͒. The MP2 data for the fluorine and hydrogen fluoride molecules, for example, show virtually identical exponents for ͑DT͒ extrapolations of total energy contributions, still the exponents obtained for atomization energy contributions differ considerably. The effect is even more pronounced for CCSD energies of these two molecules where again the exponents ͑DT͒ obtained for total energy contributions agree very well with each other, but only fluorine shows negative exponents for atomization energy extrapolations.
There are a few more cases of atomization energy contributions ͑see Table X and Supplementary Material  44 ͒ for which the analysis yields negative effective exponents. These cases are limited to ͑DT͒ extrapolations of CCSD atomization energies, and observed exponents ␤ eff ͑X , X +1,X + N͒ become less negative for larger N and positive for N = ϱ ͑see fluorine͒. Note that ␤ = ␤ eff ͑X , X +1,ϱ͒ is guaranteed to be positive for as long as the correlation energies are "normal ordered," i.e., E X Ͻ E X+1 Ͻ E ϱ ͑for atomization ener-TABLE XI. Extrapolation of the MP2 correlation contribution to the atomization energy: Optimal exponents ␤ opt as obtained from minimizing the RMSD between predicted ͑E i ͒ and reference ͑E 0,i ͒ energies for the target basis sets ͑QZ, 5Z, 6Z, CBS͒ ͓see caption and footnote ͑a͒ of Table IV͔ . Table IX. gies͒ or E X Ͼ E X+1 Ͼ E ϱ ͑for total energies͒, since ͑E ϱ − E X ͒ ϰ X −␤ . Still, very low values of ␤ eff ͑X , X +1,ϱ͒ and negative values of ␤ eff ͑X , X +1,X + N͒ indicate that the underlying asymptotic expansion f͑X͒ is not dominated by its leading term, and that higher-order terms with coefficients of opposite sign contribute significantly. Extrapolations from small basis sets are obviously problematic in these cases.
Analysis of ͑X , X +1→ 6͒ extrapolations shows that an element-based model ͓Eq. ͑35͔͒ captures the large variations in effective extrapolation exponents between molecules very well ͑Tables XI and XII, and Supplementary Material 44 ͒. Making globally optimized exponents depend on elemental composition reduces the RMSD with effective ͑i.e., individually optimized͒ exponents by factors of 3.7-4.0 ͑DT→ 6͒, 2.3-2.6 ͑TQ→ 6͒, and 1.5 ͑Q5 → 6͒. Residual errors in extrapolated energies are likewise cut by factors of 4.6-4.8 ͑DT→ 6͒, 2.5-2.9 ͑TQ→ 6͒, and 1.5-1.8 ͑Q5 → 6͒. The large variation in effective convergence behavior is thus not random, but reflects differences between the elements. The elemental parameters ␤ opt k obtained from the analysis 44 are particularly small for ͑DT͒ extrapolations of N, O, and F. The erratic convergence properties of atomization energies discussed above are obviously most pronounced for molecules containing several of these electronegative atoms. Otherwise, trends are similar to those observed for correlation contributions to total energies ͑Table VIII͒, although variations are larger: Effective exponents for ͑TQ͒ extrapolations tend to be large for hydrogen-rich molecules and hydrocarbons, in particular, and small for molecules with several electronegative atoms. Variations in convergence behavior observed for ͑Q5͒ extrapolations appear to be less molecule specific.
C. Extrapolation to the complete basis set limit
Inspection of Tables XI and XII reveals that exponents ␤ opt optimized for the large set of 105 molecules or just subset A agree reasonably well only for ͑DT͒ extrapolations, but not for ͑TQ͒ or ͑Q5͒ extrapolations. Data derived from the complete set suggest that ␤ opt ͑X , X +1,X + N͒ remains fairly constant when increasing X from T to Q or X + N from 5 to 6 while exponents derived for the small subset increase noticeably in either direction, assuming particularly large values for ͑56→ ϱ͒ extrapolations. These observations apply to both MP2 and CCSD atomization energies.
Closer inspection of Figs. 4 and 5 shows that two out of only seven molecules of subset A ͑hydrogen fluoride and water͒ are characterized by unusually large exponents ͑4.01 and 3.70 for MP2͒ for ͑Q5 → 6͒ extrapolations. They are well above those calculated for all other molecules which typically cluster around values somewhat below ͑MP2͒ or above 3 ͑CCSD͒. Furthermore, six out of seven molecules of subset A show MP2 and CCSD extrapolation exponents ␤ eff ͑T , Q , X + N͒ which increase from X + N =5 to X + N =6 ͑and further to X + N = ϱ͒ while this is true for only slightly more than half of the molecules of the large set ͑MP2: 58, CCSD: 56͒. Similar remarks apply to a comparison of ␤ eff ͑T , Q ,6͒ with ␤ eff ͑Q ,5,6͒: While in six out of seven cases of subset A the effective exponent increases with the base of extrapolation, this is true for only 55% of the molecules in the large set ͑MP2: 59 cases, CCSD: 58 cases͒. As far as effective exponents for ͑TQ͒ and ͑Q5͒ extrapolations are concerned, neither average values nor trends are represented satisfactorily by the small subset A.
These observations contrast the conclusions drawn for total energy contributions, where an admittedly larger subset of molecules reproduced the optimal extrapolation coefficients derived from the complete set very well.
Another complication in the interpretation of results for subset A arises from the fact that correlation contributions to atomization energies are much smaller in absolute value than correlation contributions to total energies. Maintaining the same accuracy in calculated effective extrapolation exponents thus requires a significantly higher accuracy in the reference data. This is not a problem for finite basis set reference data, but it may be for complete basis set reference data which cannot be expected to be more accurate than about 0.1 mE h . A systematic error of this magnitude translates into an uncertainty ͑RMSD, subset A͒ of approximately 0.01 ͑DT͒, 0.04 ͑TQ͒, 0.1 ͑Q5͒, and 0.2 ͑56͒ for ␤ opt ͑MP2͒, and 0.02 ͑DT͒, 0.06 ͑TQ͒, 0.1 ͑Q5͒, and 0.3 ͑56͒ for ␤ opt ͑CCSD͒. In summary, ␤ opt ͑X , X +1,ϱ͒ values can still be estimated with some confidence for ͑DT͒ and ͑TQ͒ extrapolations, but values reported for ͑Q5͒ or ͑56͒ extrapolations may be too inaccurate.
In conclusion, the complete basis set data for subset A are likely neither representative nor accurate enough to derive reliable extrapolation exponents ␤ opt for ͑Q5 → ϱ͒ and ͑56→ ϱ͒ extrapolations. In this situation it appears more reasonable to rely on the close agreement between exponents derived from the large reference set for ͑TQ→ 5͒, ͑Q5 → 6͒, and ͑TQ→ 6͒ extrapolations ͑Tables XI and XII͒, which appear to suggest that optimal exponents change very little when extending either the base of extrapolation beyond ͑TQ͒ or the target of extrapolation towards infinity. Note that the values of ␤ opt ͑T , Q , ϱ͒ obtained from this analysis ͑MP2: 2.70, CCSD: 3.12͒ are also in reasonable agreement with exponents determined from subset A ͑MP2: 2.77, CCSD: 3.21͒, using R12 estimates of the complete basis set limit, and that these reference data are still considered accurate enough and-with some reservation-also representative enough to gauge the accuracy of ͑TQ→ ϱ͒ extrapolations. In the case of ͑Q5 → ϱ͒ extrapolations, however, the above analysis suggests extrapolation exponents that are significantly smaller than those obtained from the R12 data for subset A ͑MP2: 3.01, CCSD: 3.41͒, which is understandable as in this case subset A shows a clear bias towards molecules with fast convergence and almost certainly yields ␤ opt ͑Q ,5,ϱ͒ values that are too large ͑Figs. 4 and 5͒. In the case of ͑56͒ extrapolations, finite target reference data are unavailable and the complete basis set reference data are likely neither precise nor diverse enough to be very helpful. The trends described so far suggest that the extraordinarily high CCSD value of ␤ opt ͑5,6,ϱ͒ obtained from the analysis of subset A may be an artifact and that a value similar to ␤͑Q ,5,6͒ or ␤͑Q ,5,ϱ͒ is a more reasonable choice. Following this prescription and assuming ␤͑5,6,ϱ͒ = 2.75 ͑MP2͒ and ␤͑5,6,ϱ͒ = 3.11 ͑CCSD͒, one observes for subset A root mean square deviations of 0.24 mE h ͑MP2͒ and 0.16 mE h ͑CCSD͒ between extrapolated and reference energies, which are likely ͑almost͒ within the accuracy of the reference data themselves, and still significantly smaller than the errors of unextrapolated 6Z energies ͑1.49 and 0.84 mE h ͒ Lacking more rigorous arguments for using a particular value of ␤ opt ͑X , X +1,ϱ͒, it may appear more reasonable to use the asymptotic limit value ␤ = 3 for ͑TQ͒ extrapolations and beyond. Such a protocol does not seem any more justified, however, as the individually optimized ͑effective͒ exponents are often still far from the limiting value of 3 even for ͑TQ͒ and ͑Q5͒ extrapolations, reflecting both physical effects expressed in higher-order terms of the underlying expansion ͑Sec. III͒ and artifacts, which result from subtracting two large energies from each other ͑see above͒. This choice would also obscure the slower convergence of MP2 as compared to CCSD, which is clearly visible in all statistics of ͑TQ͒, ͑Q5͒, and ͑56͒ extrapolations ͑Tables XI and XII͒, and in nearly all corresponding individual values ͑Table X͒.
Finally, the data in Tables XI and XII indicate that there is very little difference in convergence behavior between ROHF and UHF based atomization energies. This leads us to the recommendation to use ͑average͒ compromise values of ␤ opt = 2.75 ͑MP2͒ and ␤ opt = 3.15 ͑CCSD͒ for ͑TQ→ ϱ͒, ͑Q5 → ϱ͒, and ͑56→ ϱ͒ extrapolations of ROHF and UHF based correlation contributions to atomization energies. It is obviously difficult to provide precise error estimates for these extrapolations. But we expect that the errors do not exceed those estimated for correlation contributions to total energies ͑TQ: 1.5 mE h , Q5: 0.5 mE h , 56: 0.2 mE h , see Sec. V C͒, based on the observation that extrapolations to finite basis set targets ͑TQ→ 5, TQ→ 6, Q5 → 6͒ are still more accurate-in absolute terms-for atomization energies ͑Tables XI and XII͒ than for total energies ͑Tables IV and V͒.
The value of 2.1 ͑MP2͒ obtained from subset A for ͑DT→ ϱ͒ extrapolations appears reasonable as in that case optimal exponents for finite basis set targets agree well between subset A and the large set of 105 molecules. We recommend to use the same value also for CCSD, noting that subset A systematically overestimates CCSD extrapolation exponents for finite basis set targets by 0.1-0.2 ͑see Table XII͒, suggesting that the optimized value of ␤ opt ͑D , T , ϱ͒ = 2.21 is too large by a similar amount. In view of the alarm-ing scatter between effective extrapolation exponents ͑Tables XI and XII; Figs. 4 and 5͒, a word of caution is necessary, however, as ͑DT→ ϱ͒ extrapolations of atomization energies may produce quite erratic results particularly for molecules with several electronegative atoms. In contrast to extrapolations from larger basis sets, errors for ͑DT͒ extrapolations are larger for correlation contributions to atomization energies than for correlation contributions to total energies.
VII. DISCUSSION AND CONCLUSIONS
Atomic correlation energies are known to converge asymptotically as the inverse third power of the maximum angular momentum included in the basis set. This result was proven rigorously for certain types of correlation treatment using partial-wave expansions, but it is expected to be valid also for principal expansions and correlation-consistent basis sets, in particular. Extrapolation formulas are easily built from the asymptotic convergence formula; they only require explicitly calculated energies for two finite basis sets to obtain an estimate of the energy at the complete basis set limit. Experience shows that the same extrapolation formulas yield reasonable results also for molecules.
The leading term of the asymptotic expansion provides a good approximation only for large values of the angular momentum L or cardinal number X. In practice, however, available computational resources limit the size of basis sets that can be used, and the accuracy of extrapolation may become unsatisfactory. A number of approaches has been suggested in the literature most of which are based on expressions of type f͑X͒ = ͑X − c +1͒ −␤ for the truncation error ␦E X = A 3 f͑X͒, where the values of c or ␤ ͑or both͒ are adjusted to improve the overall agreement of extrapolated energies with very accurate reference data. Such adjustments implicitly account for the average effect of higher-order terms in the expansion f͑X͒.
In this work we have used the trial functions f ␤ ͑L͒ = ͑L +1͒ −␤ and f ␤ ͑X͒ = X −␤ to probe for deviations from asymptotic convergence behavior. The effective extrapolation exponent ␤ eff ͑X , X +1,X + N͒ is defined as the value of ␤ that, for an extrapolation from energies E X and E X+1 , predicts the same energy E X+N as a particular model expansion, or reproduces an explicitly calculated value of E X+N . Higherorder terms with positive coefficients generally lead to effective exponents larger than 3 ͑"faster convergence"͒, those with negative coefficients to effective exponents smaller than 3 ͑"slower convergence"͒, and deviations from the asymptotic limit ␤ = 3 become smaller as the base ͑X , X +1͒ of extrapolation increases. In expansions with consecutive higher-order terms of alternating sign, the first of them typically determines whether ␤ eff is smaller or larger than 3, but more complex situations may arise depending on the relative magnitude of the coefficients. It is generally assumed that such analysis is applied only to values of X for which the leading term of the expansion is clearly dominant.
While the integral approximation involved in the derivation of extrapolation formulas is shown to have a minor influence on effective convergence, a noticeable difference is found between variational and second order perturbational treatments of He. More significant deviations from asymptotic convergence behavior are generated by the superposition of singlet and triplet pair energies, and by the effect of an angular momentum offset which in theory should be c = 1 for H and He but c = 0 for first-row atoms. Comparisons between results obtained from partial-wave and principal expansions of the correlation energy of He further indicate that the use of correlation-consistent basis sets modifies effective convergence behavior noticeably. Variations of ␤ eff with both the base and target of extrapolation are larger for correlationconsistent basis sets than for partial-wave expansions, and ␤ eff approaches the asymptotic limit less smoothly, going through a maximum for fairly small values of X. While the number of test cases is certainly too limited to draw final conclusions we note that the convergence patterns observed for MP2 / cc-pVXZ and CCSD/ cc-pVXZ calculations of He are characteristic also for MP2 and CCSD calculations of many molecules.
Finite basis set data ͑X =D,T,Q,5,6͒ were generated for a large set of 105 first-row molecules and analyzed in terms of effective convergence behavior. Complete basis set ͑CBS͒ estimates from accurate R12 calculations were included in the analysis whenever available from the literature. Generally observed trends include a smooth ͑monotonic͒ variation of ␤ eff ͑X , X +1,X + N͒ with the target of extrapolation, X + N, which may render results from large but finite basis sets a useful alternative in estimating values for ␤ eff ͑X , X +1,ϱ͒ if CBS data are unavailable. We also observe that CCSD correlation energies always converge faster to the CBS limit than MP2 correlation energies. This trend has been noted before, 20, 43, 65, 70 but it has never been substantiated for such a diverse set of molecules. It agrees qualitatively with an analysis of partial-wave expansions for variational and second order perturbational treatments of He, where the absence of a term proportional to ͑L +1͒ −4 in f͑L͒, combined with a negative contribution from ͑L +1͒ −5 are responsible for the slower effective convergence of the second order perturbational treatment.
The molecules included in this study show a wide spectrum of different effective convergence behaviors, particularly for ͑DT͒ and ͑TQ͒ extrapolations, somewhat less so for ͑Q5͒ and ͑56͒ extrapolations. Differences between minimum and maximum values for ␤ eff ͑X , X +1,ϱ͒ range from 0.2 ͑X = 5; MP2, CCSD͒ to 0.6 ͑X = D; CCSD͒, but variations are not random and follow clearly discernible trends instead. In the case of ͑DT͒ and ͑TQ͒ extrapolations, hydrogen-rich molecules, and hydrocarbons, in particular, show much larger values of ␤ eff than hydrogen-free molecules. This trend may be attributed to the effect of an angular momentum offset on effective convergence behavior which should be visible for first-row atoms ͑c = 0, see above͒ but not for hydrogen ͑c =1͒ and generally reduces ␤ eff . More detailed analysis reveals correlation of effective convergence with elemental composition and affords particularly low values of ␤ eff for molecules containing several electronegative atoms such as O and F. Trends are somewhat less pronounced and less conclusive for ͑Q5͒ extrapolations, where overall variations are smaller. The above-mentioned observations also imply that conformational and even constitutional isomers dif-fer very little in their effective convergence behavior; many examples in the Supplementary Material 44 support this general conclusion. Finally, the experience with correlation energies obtained from different sets of geometries shows that slight geometric distortions have a negligible influence on the values of effective extrapolation exponents.
Extrapolation exponents ␤ opt ͑X , X +1,X + N͒ are defined as those exponents which are optimal for a given set of molecules. They are determined by varying ␤ such that the root mean square deviation between extrapolated and explicitly calculated energies E X+N becomes minimal. Exponents ␤ opt ͑X , X +1,X + N͒ optimized for a fairly restricted subset of small molecules are found to agree well with those obtained from the entire set. This circumstance is remarkable in view of significant variations in effective ͑i.e., individual͒ convergence behavior and indicates that the restricted subset represents the entire set of 105 molecules very well which was chosen to include a diverse array of different chemical groups. It also lends credence to the exponents ␤ opt ͑X , X +1,ϱ͒ derived from the small set for extrapolations to the CBS limit. Comparison with extrapolation formulas previously reported in the literature shows that our model has an accuracy similar to the one suggested by Schwenke, but outperforms others, sometimes significantly. It is noted that our model is essentially equivalent to Schwenke's, the only formal difference being that the scaling factor appearing in Eq. ͑34͒ is expressed in terms of a trial function f ␤ ͑X͒ rather than as a numerical constant. Further improvements of empirical extrapolation models may be possible if they reflect in some way the dependence of effective convergence on molecular composition which appears to be quite systematic for ͑DT͒ and ͑TQ͒ extrapolations ͑see above͒.
Somewhat disappointingly, the extrapolation of atomization energies does not benefit as much from error cancellation as one might have hoped for. In fact, even small differences in effective convergence between a molecule and its constituent atoms may have a significant influence on the effective extrapolation exponent obtained for the correlation contribution to the atomization energy. Compared to the analysis of total energies, one observes a wider range of effective exponents for the set of molecules studied, and consequently a larger uncertainty of extrapolation based on a single compromise value of ␤ opt . Thanks to the much smaller absolute value of atomization energies, root mean square deviations between extrapolated and reference energies are still somewhat smaller than for total energies, at least for ͑TQ͒ extrapolations and beyond. ͑DT͒ extrapolations of atomization energies have been found to be particularly erratic for molecules containing several electronegative atoms.
The derivation of optimal exponents for extrapolations of atomization energies to the CBS limit is hampered by the lack of a representative set of accurate reference data. Trends observed from exponents derived for extrapolations to finite basis set targets guide our final choice, but values given for ͑Q5 → ϱ͒ and ͑56→ ϱ͒ extrapolations should be regarded as reasonable compromise rather than fully optimized.
An alternative approach would be to extrapolate total energy contributions as precisely as possible and combine them with "exact" atomic energies. These need to be calculated only once and might be obtained from extrapolations of R12 energies, taking advantage of their faster convergence ͑ϰX −7 ͒. 60 It is not guaranteed, however, that such an approach yields more accurate atomization energies as some limited error cancellation was still observed for the extrapolation of atomization energies to finite basis set targets.
In summary, deviations from asymptotic convergence behavior are most significant for extrapolations from small basis sets, but still noticeable for basis sets as large as ccpV5Z and cc-pV6Z. Adjustments of extrapolation exponents are physically motivated, but empirical in nature, and help us reduce the error of extrapolation. This does not imply, however, that such adjustment is necessary for extrapolations from very large basis sets, simply because the extrapolated energy difference E X+1 − E X , and thus the error of extrapolation, become smaller as X increases.
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