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NONVANISHING OF SELF-DUAL L-VALUES VIA SPECTRAL DECOMPOSITION OF
SHIFTED CONVOLUTION SUMS
JEANINE VAN ORDER
Abstract. We obtain nonvanishing estimates for central values of self-dual Rankin-Selberg L-functions on
GL2, and more generally central values of (automorphic) N-fold tensor products of GL2 forms, over a totally
real number field. This is achieved by developing a spectral approach to the shifted convolution problem for
coefficients of GL2-automorphic forms over totally real fields, and the bounds we obtain depend on the best
known approximations to the generalized Ramanujan conjecture and the generalized Lindelo¨f hypothesis.
In the course of deriving such results, we supply the required nonvanishing hypothesis for recent work of
Darmon-Rotger to bound Mordell-Weil ranks of elliptic curves in number fields cut out by tensor products of
two odd, two-dimensional Artin representations whose product of determinants is trivial. This in particular
allows us to deduce bounds (on average) for Mordell-Weil ranks of elliptic curves in ring class extensions of
real quadratic fields which had not been accessible previously.
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1. Introduction
Let F be a totally real number field of degree d = [F : Q] with adele ring AF . Let π = ⊗vπv be a cuspidal
automorphic representation of GL2(AF ) with central character ω = ⊗vωv. Fix a quadratic extension of
number fieldsK/F of relative discriminantD and adele ringAK , and let η = ⊗vηv denote the associated idele
class character of F . Given an idele class character Ω of K, we shall also consider the induced representation
π(Ω) = ⊗vπ(Ω)v of GL2(AF ). Recall that such a character Ω is said to be a ring class character if it has
finite order and its restriction to A×F is trivial Ω|A×F = 1.
Suppose that π has trivial central character ωπ = 1, and moreover is self-contragredient: π
∨ ≈ π. We
study central values on average of the degree-four Rankin-Selberg L-function L(s, π ×Ω) := L(s, π ⊗ π(Ω)),
This research was supported in part through the ERC Advanced Grant 247049.
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where Ω ranges over ring class characters of K of a given conductor. In particular, we develop the shifted
convolution problem in this setting to derive asymptotic formulae (depending on the root number) for the
central value at s = 1/2, and from this some nonvanishing properties for the family of values. We can also use
this approach to estimate the degree-eight triple-product L-function L(s, π1 ⊗ π2 ⊗ π(Ω)) associated to two
cuspidal automorphic representations π1 and π2 of GL2(AF ) for which ωπjωπ2 = 1 and π˜1 ⊗ π˜2 ≈ π1 ⊗ π2.
More generally, given any integerN ≥ 1, we can consider the N -fold tensor product of GL2(AF )-automorphic
representations subject to similar conditions, assuming both automorphy and cuspidality. The nonvanishing
estimates we obtain have some completely new arithmetical applications, such as to bounding Mordell-Weil
ranks of elliptic curves in ring class extensions of real quadratic fields, as well as to bounding twists by
certain self-dual Artin representations of dimension 4 following the recent work of Darmon-Rotger [20]. We
note that this latter application is the first of its kind to be established, as this setting is not accessible via
the usual methods with Euler systems and Iwasawa main conjectures for anticyclotomic Zp-extensions.
Let us begin with the core part of this work, which is a development of spectral version the shifted
convolution problem for totally real number fields following various antecedent works such as Sarnak et al.
[60], [61], [62], Blomer-Harcos [9], [10], and Templier-Tsimerman [67]. We show the following two results,
which generalize those of Templier-Tsimerman [67, Theorem 1] (and others). Writing λπ to denote the L-
function or Fourier coefficient of π (equivalently the Hecke eigenvalue), the idea is to use information about
the entire spectrum of L2(GL2(F )\GL2(AF )), as well as that of the space corresponding to the metaplectic
cover of GL2(AF ), to estimate sums of the form∑
06=n∈OF
Nn<Y
λπ(Q(n))W
(
NQ(n)
Y
)
.
Here, Q is some F -rational quadratic form (typically Q(x) = x2), Y > 0 a real number, and W is a given
smooth function of rapid decay. We also write N to denote the absolute norm, and the sum is taken over
nonzero F -integers (of absolute norm bounded above by Y ). Let 0 ≤ θ ≤ 1/2 denote the best known
approximation towards the generalized Ramanujan conjecture for GL2(AF ), where θ = 0 is conjectured.
Hence, λπ(n) ≪ε Nnθ+ε for any ε > 0, and can take θ = 7/64 thanks to the theorem of Blomer-Brumley
[7]. Let us also write 0 ≤ δ ≤ 1/4 to denote the best known approximation towards the generalized Lindelo¨f
hypothesis for GL2(AF )-automorphic forms in the level aspect, where δ = 0 is conjectured.
1 Let us also
remark that in taking θ = 7/64, we may assume (with this choice of θ) δ = 103/512 by Blomer-Harcos [10,
Corollary 1]2 In the first part of this paper, we develop a spectral version of the shifted convolution problem
for totally real number fields suited to estimating moments of Rankin-Selberg L-functions, extending the
main theorems of Templier-Tsimerman [67] to the setting of totally real fields treated in Blomer-Harcos [10].
In this direction, we derive the following uniform bounds, given in terms of the exponents 0 ≤ θ ≤ 7/64 and
0 ≤ δ ≤ 103/512.
Theorem 1.1 (Theorem 2.10). Let π = ⊗πv be a cuspidal automorphic representation of GL2(AF ) with
Hecke eigenvalues λπ. Let 0 ≤ θ ≤ 1/2 denote the best known approximation towards the generalized Ramanu-
jan conjecture for GL2(AF )-automorphic forms, and 0 ≤ δ ≤ 1/4 the best known approximations towards the
generalized Lindelo¨f hypothesis GL2(AF )-automorphic forms in the level aspect. Let Q denote the F -rational
quadratic form defined on γ ∈ F× by Q(γ) = γ2. Let q be a nonzero F -integer. Let V be any function in
L2(R×, d×y), subject to the rapid decay condition V (i) ≪ 1 for all i ≥ 0. Given Y > 0 any positive real
number in the range Y ≫ Nq, we have for any choice of ε > 0 the uniform estimates∑
γ∈F
Q(γ)+q6=0
λπ(Q(γ) + q)
N(Q(γ) + q)
1
2
V
(
N(Q(γ) + q)
Y
)
= I(V )Mπ,q +Oε,π
(
Y
1
4Nqδ−
1
2
(
Nq
Y
) 1
2−
θ
2−ε
)
1This exponent δ is defined more intrinsically in our arguments (following those of [67] and [10]) as the best known exponent
in the bound for Fourier coefficients of genuine automorphic forms on the metaplectic cover of GL2(AF ), however we use the
theorem of Baruch-Mao [5], extending the well-known theorems of Kohnen-Zagier [47] and Waldspurger [71] to totally real
fields, to interpret it equivalently in this way.
2See also the relevant GL2(AF )×GL1(AF ) subconvexity estimates of Wu [74] and Maga [50]. Note that these works use a
different convention for the exponent, namely our 0 ≤ δ ≤ 1/4 would be their 1/4− δ.
and
∑
γ∈F
Q(γ)+q6=0
λπ(Q(γ) + q)V
(
N(Q(γ) + q)
Y
)
= I(V )Mπ,q
√
Y +Oε,π
(
Y
3
4Nqδ−
1
2
(
Nq
Y
) 1
2−
θ
2−ε
)
.
Here, I(V ) describes a certain linear functional on V (described in more detail below), and Mπ,q ≥ 0 a
certain scalar term depending only on π and q which vanishes unless π is dihedral and q is totally positive.
Remark If π is a cuspidal GL2(AF )-automorphic representation which is not dihedral, in other words does
not arise as the automorphic induction of an idele class character χ of a quadratic extension K/F (which
would have central character ωπ = ηK/F · χ|AF 6= 1), or if the chosen F -integer q is totally positive, then
Theorem 2.10 supplies the following convenient uniform bound for sums of its L-function coefficients:
∑
γ∈F
Q(γ)+q6=0
λπ(Q(γ) + q)
N(Q(γ) + q)
1
2
W
(
N(Q(γ) + q)
Y
)
≪ε Y 14Nqδ− 12
(
Nq
Y
) 1
2−
θ
2+ε
.(1)
The second half of this paper derives an application of this latter bound (1) to moments of central values
of self-dual Rankin-Selberg-type L-functions, where the off-diagonal terms appearing in the averages we
consider can be identified with these sums. (The estimation of such moments has some interesting arithmetical
applications, such as to bounding Mordell-Weil ranks, which we also describe below).
In the course of developing this spectral method, we also obtain the following uniform bound for products
of GL2(AF )-automorphic L-function coefficients, which appears to be completely new (even for F = Q),
with interesting applications to moments of L-functions on certain higher-rank groups (also described below).
The key input here, assuming the automorphy and cuspidality of a tensor product of cuspidal GL2(AF )-
automorphic representations, is Cogdell’s projection operator (see e.g. [15, § 2]), which allows us to relate
this a priori more difficult setting to Fourier-Whittaker expansions of forms on GL2(AF ). In this direction,
we obtain the following more general result.
Theorem 1.2 (Theorem 2.11). Fix N ≥ 1 an integer, and for each index 1 ≤ j ≤ N a cuspidal GL2(AF )-
automorphic representation πj = ⊗vπj,v. Assume that the tensor product Π = ⊗Nj=1πj determines a cuspidal
automorphic representation of GLr(AF ), where r = 2
N . Assume as well (for simplicity) that at least one
of the πj is non-dihedral. Let 0 ≤ θ ≤ 1/2 denote the best known approximation towards the generalized
Ramanujan conjecture for GL2(AF )-automorphic forms, and 0 ≤ δ ≤ 1/4 that towards the generalized
Lindelo¨f hypothesis GL2(AF )-automorphic forms in the level aspect. Let Q denote the F -rational quadratic
form defined on γ ∈ F× by Q(γ) = γ2. Let q be a nonzero F -integer. Let V be any function in L2(R×, d×y),
subject to the rapid decay condition V (i) ≪ 1 for all i ≥ 0. Given Y ≫ Nq any positive real number, we have
for any ε > 0 the uniform upper bounds
∑
γ∈F
Q(γ)+q6=0
 N∏
j=1
λπj (Q(γ) + q)
V (N(Q(γ) + q)
Y
)
≪ε,π Y 34Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
and
∑
γ∈F
Q(γ)+q6=0
(∏N
j=1 λπj (Q(γ) + q)
)
N(Q(γ) + q)
1
2
V
(
N(Q(γ) + q)
Y
)
≪ε,π Y 14Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
Let us remark that this latter result can be extended to deal with the L-function coefficients of arbitrary
cuspidal GLn(AF )-automorphic forms; we intend to pursue this in a subsequent work. The second half of this
paper concerns natural applications of these uniform bounds to questions to about average values of self-dual
Rankin-Selberg L-functions built from GL2(AF )-automorphic representations, and arithmetical applications
such as bounds for Mordell-Weil ranks for elliptic curves in ring class extensions of real quadratic fields.
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1.1. Application to moments. Let us again fix an integer N ≥ 1, and for each index j = 1, . . .N , a
cuspidal automorphic representation πj = ⊗vπj,v of GL2(AF ). Put r = 2N . We shall assume the following
hypothesis, as predicted by Langlands functoriality conjectures – this hypothesis being vacuously true for
the case of N = 1 corresponding to GL2(AF ) × GL2(AF ) Rankin-Selberg L-functions, and known by an
important theorem of Ramakrishnan [58] for the case of N = 2 corresponding to triple-product L-functions:
Hypothesis 1.3. The N -fold tensor product Π := π1 ⊗ · · · ⊗ πN of GL2(AF )-automorphic representations
defines a cuspidal automorphic representation on GLr(AF ) for r = 2
N .
The general case on N has been studied by Dieulefait et al. (see [21] and [3]) for the classical setting
F = Q, where the GL2-forms arise from cuspidal eigenforms fj of regular weights kj ≥ 2, and at least one of
the forms fj is not dihedral. Assuming this hypothesis from now on, we can consider the standard/Jacquet-
Godemont L-function Λ(s,Π) = L(s,Π∞)L(s,Π) of Π, as well as the completed Rankin-Selberg L-function
Λ(s,Π×π(Ω)) = L(s,Π∞×π(Ω)∞)L(s,Π×π(Ω)) of Π times the GL2(AF )-automorphic representation π(Ω)
induced from a Hecke character Ω of some quadratic extension K/F . To use Theorem 2.10 and Corollary
2.11 to study families of these latter L-functions, we impose (in addition to Hypothesis 1.3) the following
conditions on the GL2N (AF )-automorphic representation Π = π1 ⊗ · · · ⊗ πN :
Hypothesis 1.4. (i) The central character ω = ωΠ = ⊗vωv of Π is trivial, (ii) Π is self-contragredient, (iii)
the conductor of Π is squarefree, and (iv) at least one of the forms πj for 1 ≤ j ≤ N is non-dihedral.
We shall consider the following families of twists by ring class characters of a given quadratic extension
K/F (typically totally imaginary). Given a Hecke character Ω of K, we consider the finite part of the
GL2(AF )×GLr(AF ) Rankin-Selberg L-function
L(s,Π× Ω) := L(s,Π⊗ π(Ω)) = L(s, π1 ⊗ · · · ⊗ πN ⊗ π(Ω)),
whose analytic theory has been determined by Jacquet, Piatetski-Shapiro, Shalika [42] and others. In brief,
we know that this degree 2r = 2N+1 L-function L(s,Π× Ω) has an analytic continuation to all s ∈ C, and
that the completed L-function Λ(s,Π× Ω) satisfies a functional equation of the form
Λ(s,Π× Ω) = ǫ(s,Π× Ω)Λ(1 − s,Π× Ω−1).(2)
Here, ǫ(s,Π × Ω) = q(Π × Ω) 12−sǫ(1/2,Π × Ω) denotes the epsilon factor, with q(Π × Ω) the conductor of
L(s,Π×Ω), and ǫ(1/2,Π×Ω) ∈ S1 the root number. If Ω is a ring class character of K, then the functional
equation (2) in fact takes the symmetric form
Λ(s,Π× Ω) = ǫ(s,Π× Ω)Λ(1− s,Π× Ω).(3)
It is also the case in this setting that the coefficients of the Dirichlet series L(s,Π× Ω) are real-valued, and
hence that its corresponding root number ǫ(1/2,Π×Ω) is contained in the set {±1} = R∩ S1. We describe
this setup in more detail in the body of the text. The key points are that (i) that this symmetric functional
equation (3) allows us to deduce that if the root number ǫ(1/2,Π× Ω) ∈ {±1} equals −1, then the central
value L(1/2,Π×Ω) is forced to vanish, and (ii) this root number is generically independent of the ring class
character Ω (see Lemma 3.1 and Proposition 3.2). To be more precise, suppose that the conductor f(Π) of Π
is coprime to the relative discriminant D of K/F , and let X(K) to denote the set of ring class characters of
K. Suppose that for some integral ideal c ⊆ OF prime to f(Π), we have a ring class character Ω ∈ X(K) of
conductor f(Ω) = c (as is always the case if K/F is totally imaginary). Writing ǫ(1/2,Π) to denote the root
number of the L-function L(s,Π) of Π, we can then show that
ǫ(1/2,Π× Ω) = η(f(Π))ǫ(1/2,Π) = ηK/F (f(Π))ǫ(1/2,Π).(4)
In particular, there exists a choice of integer k ∈ {0, 1} such that ǫ(1/2, π × Ω) = (−1)k for all Ω ∈ X(K)
of conductor prime to f(Π). In particular, this means that we can describe the forced vanishing coming from
the symmetric functional equation (3) in this way. Thus it makes sense to study the values L(k)(1/2,Π×Ω)
on average, where L(0)(1/2,Π × Ω) denotes the central value L(1/2,Π × Ω) in the setting where the root
number is generically equal to 1, and L(1)(1/2,Π×Ω) denotes the derivative central value L′(1/2,Π×Ω) in
the setting where the root number is generically equal to −1.
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Taking this setup for granted, and assuming Hypotheses 1.3 and 1.4 (henceforth), we study the averages
of the central values L(k)(1/2,Π×Ω). Here, Ω varies over all ring class characters of a given conductor f(Ω),
hence factoring through the ring class group Pic(Of(Ω)) = A×K/K×∞K×Ô×f(Ω). That is, we study the averages
H
(k)
f(Ω)(Π) := h(Of(Ω))−1
∑
Ω∈Pic(Of(Ω))∨
L(k)(1/2,Π× Ω),(5)
where h(Of(Ω)) = #Pic(Of(Ω)) denotes the class number of the OF -order Of(Ω) = OF + f(Ω)OK , which by
Dedekind’s formula can be given in terms of that of the maximal order OK :
h(Of(Ω)) =
h(OK)
[OK : Of(Ω)][
O×K : O×f(Ω)
] · ∏
f′|f(Ω)
(
1− η(f
′)
Nf′
)
.(6)
The sum defining the average runs over all characters Ω of Pic(Of(Ω)), equivalently all ring class characters
Ω of K of conductor f(Ω) ⊆ OF . We first derive formula for H(k)f(Ω)(Π) via a balanced approximate functional
equation. In this setup, the contribution from ring class characters Ω unwinds via orthogonality to give a
counting function r(n), this being the number of principal ideals in OK whose image under the relative
norm homomorphism from K to F is a given ideal n ⊂ OF (prime to f(Ω)). This counting function r(n)
admits a natural parametrization in terms of pairs of nonzero integers in OF , and more generally in terms
of the quadratic forms Q considered for Theorems 2.10 and 2.11. This parametrization in turn determines
a canonical choice of leading/residue terms in the average, with the remaining “off diagonal” term taking
the form of the sums appearing in Theorems 2.10 and 2.11 above. Naturally, this allows us to estimate the
averages H
(k)
f(Ω)(Π) as follows.
To describe the estimates we derive, let us first recall some background about the partial L-function of
the symmetric square of an automorphic representation Π = ⊗Πv of GLr(AF ) for any r ≥ 2. We refer to
Shahidi [63] and Bump-Ginzburg [14] for more. Note that each local representation Πv in this restricted
product decomposition is an irreducible admissible unitary representation of GLr(AF ). Let S be any finite
set of places of F containing each of the real places, together with each of the finite places dividing the
conductor f(Π) of Π. Given a place v /∈ S, the corresponding component Πv is therefore spherical, and
there exist unramified characters µ1,v, . . . , µr,v of F
×
v such that Πv is a constituent of the representation
Ind(µv) induced from the character µv := µ1,v ⊗ · · · ⊗ µr,v of a Cartan subgroup of GLr(Fv). We assume
that this Cartan subgroup is taken to be the subgroup of diagonal matrices, extended trivially along the
subgroup of upper unipotent matrices of GLr(Fv). Fixing a uniformizer ̟v, and writing Av to denote the
diagonal matrix diag(µ1,v(̟v), . . . , µr,v(̟v)), the class of the representation Πv is determined uniquely by
the conjugacy class of the matrix Av in GLr(C). Let us now write Sym
2 to denote the symmetric square
representation of GLr(C). Given a variable s ∈ C, we define for each place v /∈ S the local factors
L(s,Πv, Sym
2) = det
(
I − Sym2(Av)Nv−s
)−1
=
∏
1≤i≤j≤r
(
1− µi,vµj,v(̟v)Nv−s
)−1
.
The Euler product
LS(s,Π, Sym2) =
∏
v/∈S
L(s,Πv, Sym
2)(7)
defines the partial symmetric square L-function LS(s, Sym2 Π) (first for ℜ(s) > 1); it has a meromorphic
continuation to C thanks to [63] and [14], with at worst simple poles at s = 0 and s = 1. It also has a
Dirichlet series expansion (for ℜ(s) > 1) given in terms of the L-function coefficients CΠ of Π:
LS(s,Π, Sym2) = ζSF (2s)
∑
n⊂OF
(n,S)=1
CΠ(n)
2
Nns
=
∑
m⊂OF
(m,S)=1
1
Nm2s
∑
n⊂OF
(n,S)=1
(∏r
j=1 λπj (n)
)2
Nns
.
Shahidi [63, Theorem 5.1] shows that LS(s,Π, Sym2) does not vanish if ℜ(s) = 1, and hence that the value
LS(1,Π, Sym2) does not vanish.
5
Remark Note that the poles of LS(s,Π, Sym2) have been studied systematically by Bump-Ginzburg [14],
especially the relation to the alternating square and functoriality conjectures. In brief, LS(s,Π, Sym2) can
only have a pole if Π is self-dual, and [14, Theorem 7.6] suggests a criterion for the existence of a pole at
s = 1 in terms of the nonvanishing of precisely one of the period integrals [14, (0.1) and (0.2)]. Heuristic
arguments suggest that our L(s,Π, Sym2) has a pole at s = 1 only if Π arises as a lift from SO( r2 + 1,
r
2 ), in
analogy with the Asai L-function for quadratic basechange.
We shall also have the consider partial Dirichlet series expansions. That is, given (the finite part of) an
L-function L(s, σ) =
∏
v∤∞ L(s, σv) defined by some Euler product over primes of OF , we can decompose the
corresponding Dirichlet series L(s, σ) =
∑
m 6={0}⊂OF
Cσ(m)Nm
−s over ideals ofOF into classesB ∈ Pic(OF ):
L(s, σ) =
∑
B∈Pic(O)
LB(s, σ) =
∑
B∈Pic(OF )
∑
m6={0}⊂OF
[m]∈B
Cσ(m)Nm
−s.(8)
Hence, the series L1(s, σ) corresponds to the sum over principal ideals 1 ∈ Pic(OF ). Although it does not
admit an Euler product in general, this series does have an analytic continuation and functional equation
in the cases we consider. In the setting where K/F is not a totally imaginary quadratic extension, we shall
also use this notation L1(s, σ) to denote the sum over totally positive ideals in the principal class of OF . In
any case, given a proper nonzero ideal c ⊂ OF , we write L(c)(s, σ) to denote the L-function L(s, σ) with the
Euler factors at primes dividing m removed. Hence, L
(c)
1 (1,Π, Sym
2) denote the value at s = 1 of the partial
L-function (7), summed over principal ideals of OF which are coprime to c if K/F is totally imaginary,
and the corresponding sum over totally positive principal ideals otherwise. We note that the corresponding
Dirichlet series L1(s,Π, Sym
2) has the required analytic properties to invoke the arguments described in [16]
(for instance) to deduce that the corresponding value at s = 1 does not vanish.
Let us also note that we write c(Π × Ω) = c(Π × π(Ω)) throughout to denote the square root of the
conductor of L(s,Π× Ω) = L(s,Π× π(Ω)). Hence, writing ΠK to denote the quadratic basechange of Π to
GLr(AK), with c(ΠK) the absolute norm of its conductor, DK that of the discriminant of K, and c(Ω) that
of the ring class character Ω (viewed as an ideal in OK), we can describe c(Π×Ω) explicitly (see e.g. [4]) as:
c(Π× Ω) = (DrKc(ΠK)c(Ω)r)
1
2 =
(
DrKc(ΠK)Nc
2r
) 1
2 ∈ Z.(9)
We shall often lighten notation by writing c = f(Ω) to denote the conductor of the ring class character
Ω ∈ X(K), as well as Y = c(Π× Ω) = D
r
2
Kc(ΠK)
1
2Ncr to denote this square root of conductor term (62).
Theorem 1.5 (Theorem 3.14). Assume Hypotheses 1.3 and 1.4, and that (f(Π),D) = 1. Given an ideal
c ⊂ OF coprime to the conductor f(Π) ⊂ OF of Π, assume there exists a ring class extension K[c] of K of
conductor c, in which case there is a ring class character Ω ∈ X(K) of conductor c = f(Ω) of K; this is
always the case when K/F is totally imaginary. Let w = wK/F denote the number of roots of unity in K/F .
We have the following estimates for the averages
H
(k)
c (Π) = h(Oc)−1
∑
Ω∈Pic(Oc)∨
L(k)(1/2,Π× Ω)
in either case on the generic root number k ∈ {0, 1}, given in terms of the square root of the conductor
Y = D
r
2
Kc(ΠK)
1
2Ncr of L(s,Π× Ω):
(i) If k = 0, then for some constant B > 0,
H
(0)
c (Π) =
4
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
+OΠ
(
Y −B
)
.
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(ii) If k = 1, then for some constant B > 0,
H
(1)
c (Π) =
4
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
·
[
1
2
log Y +
L′
L
(1, η)
+
L
′(c)
1
L
(c)
1
(1,Π, Sym2)− ζ
′(c)
F,1
ζ
(c)
F,1
(2)− dγ − log(2π)
]
+OΠ
(
Y −B
)
.
Here, γ denotes the Euler-Mascheroni constant.
Remark We give the constants B (in terms of θ = 7/64) more explicitly below. These can be given relatively
explicitly in terms of θ and δ when c = 1, i.e. when the average is taken over class group characters
Now, it is easy to see from the nonvanishing of the partial symmetric square L-values that these averages
do not vanish as the square-root-of-conductor term Y grows. This latter result generalizes the horizontal
averaging in Templier [66, Theorem 2], as well as the vertical averaging in [68, Theorem 1.2, (i) and (ii)] to
number fields and to (automorphic) N -fold tensor products of cuspidal GL2(AF )-representations. Note that
we could also estimate other complex arguments s within the critical strip this way, although the case of
the central value s = 1/2 is of the more interest for arithmetical applications. Note as well that thanks to
the theorem of Ramakrishnan [58], we obtain unconditional results for self-dual triple product L-functions
corresponding to the case of N = 2. As far as we are aware, this is the first such result to link triple product
L-values to symmetric square for GL4(AF ). In this direction, there is also the recent work of Blomer-Li-Miller
[11] (which appeared after the writing of this paper), which derives averaging estimates for a different family
self-dual GL(4)×GL(2) Rankin-Selberg L-functions using different techniques such spectral reciprocity and
trace formulae. Larger averages over triple product central values have been calculated in the classical setting
in [22], using the special value formula of Gross-Kudla [31] to relate to the values at s = 1 of the L-function
of one of the fixed eigenforms, but little else seems to have been determined for these thinner families,
especially for central derivative values on average. Taking into account the recent work of Dieulefait [21] and
also Arias de Reyna-Dieulefait and Gee (see e.g. [3]), which would make Hypothesis 1.3 unconditional in
many important cases of interest for arbitrary dimension N (over F = Q), these estimates do not seem to
have any precedent in the literature. We derive the following immediate consequence of Theorem 3.14 thanks
to the nonvanishing of the symmetric square values LS(1,Π, Sym2).
Corollary 1.6. Assume Hypotheses 1.3 and 1.4, and (f(Π),D) = 1. Assume as well that for some ideal
c ⊂ OF prime to the conductor of Π, there exists a ring class extension K[c] of K of conductor c, hence that
there is a ring class character character Ω ∈ X(K) of conductor f(Ω) = c. If the square root of the conductor
Y = D
r
2
Kc(ΠK)
1
2Ncr of L(s,Π × Ω) is sufficiently large, then the average H(k)c (Π) in either case k ∈ {0, 1}
on the generic root number does not vanish. To be more precise, we obtain the following consequences on
taking the limit of Y (in some direction):
(i) If K/F is totally imaginary and Nc is sufficiently large, then H
(k)
c (Π) 6= 0.
(ii) If the absolute discriminant DK = ND is sufficiently large, then H
(k)
c (Π) 6= 0.
(iii) If the absolute conductor c(ΠK) = Nf(ΠK) is sufficiently large, then H
(k)
c (Π) 6= 0.
1.2. Arithmetical applications. We now outline several applications of Corollary 1.6, with emphasis on
bounds for Mordell-Weil ranks of elliptic curves twisted by self-dual Artin representations in the setting of
triple products (N = 2) via Darmon-Rotger [20, Theorems A, A1] (these results being completely new).
1.2.1. The case of N = 1. Let us first consider the case of N = 1 corresponding to Rankin-Selberg products
of GL2(AF ) forms. The setting of central values (k = 0) for a real quadratic extension K/F of the rational
number field F = Q implies (for instance) that the period integrals studied by Popa [57] do no vanish for
sufficiently large fundamental discriminant. To be clear, we arrive at this conclusion by this by taking the
average over ring class characters of trivial conductor (corresponding to class group characters of K), and
then let the discriminant of K become large to perform a so-called horizontal average. Using the formula
derived by Popa [57], one could then determine some quantitative nonvanishing of geodesics on modular
curves using the asymptotics gives in Theorem 3.14 above. The setting of derivative central values (k = 1)
here applies to show some nontriviality of height pairings of CM points on quaternionic Shimura curves
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thanks to the general Gross-Zagier formula of Yuan-Zhang-Zhang [75] (cf. [32]), although stronger results
have already been obtained in this direction by Cornut-Vatsal [17], [18] using different arguments from ours,
these relying crucially on the formulae of Waldspurger [72] and formulae of Gross-Zagier type [75], [32].
The averaging techniques we give here can be developed using the theory of automorphic basechange to
deal with Galois subaverages in the direction of Cornut-Vatsal [17], and similar in spirit to the averages
derived by Rohrlich [59] in the classical setting with CM elliptic curves. We refer to the discussion in [69] for
more details. Taking the setting of class groups characters and varying fundamental discriminant again, the
results of Corollary 1.6 also apply to the central derivative values appearing in the central derivative value
formulae of Bruinier-Howard-Yang [12] and Andreatta-Goren-Howard-Madapusi-Pera [1], [2] to determine
nontriviality on average for height pairings of certain special cycles on unitary and orthogonal Shimura
varieties. Such applications, especially refinements to estimate subaverages over Galois conjugate ring class
characters (so that the rationality theorem of Shimura [64] applies to derive stronger nonvanishing results),
would be interesting to pursue along these lines.
1.2.2. The case of N = 2. In the case of N = 2 corresponding to triple products, we obtain in the central
values setting (k = 0) results that would apply to the periods appearing in Jacquet’s conjecture, as established
by Harris-Kudla [35], [36] (cf. [31] and [23]) and refined by Ichino [39]. Thus, we obtain some nonvanishing
behaviour on average for the period integrals appearing in Ichino’s formula [39, Theorem 1.1]. Like the
Rankin-Selberg case, there is a natural notion of a Galois sub-average to consider, as suggested by the
theorems of Garrett [23, Theorem 1.4] and Garrett-Harris [24]. Although we do not pursue the harder task
of estimating these sub-averages here, we can nevertheless deduce a coarse estimate for these subaverages
from Corollary 1.6.
Let us now focus on the following more arithmetical application of Corollary 1.6 in this setting, namely in
showing that it supplies the required nonvanishing hypothesis of Darmon-Rotger [20, Theorem A1] and also
more generally [20, Theorem A] on average to derive new bounds for Mordell-Weil ranks of elliptic curves
in ring class extensions of real quadratic fields (with F = Q the rational number field). Let us begin with
the following special case, using [20, Theorem A1]. Here, we obtain the following asymptotic result about
elliptic curves over ring class extensions of real quadratic fields directly by combining Darmon-Rotger [20,
Corollary A1] with Corollary 1.6 (iii) and (iv) above.
Theorem 1.7. Let E be an elliptic curve defined over Q, and π = ⊗vπv the cuspidal automorphic represen-
tation of GL2(AQ) of conductor c(π) associated to E by modularity. Let K be a real quadratic field of dis-
criminant DK prime to c(π), and assume that the root number wE(K) of L(E/K, s) ≈ L(s−1/2, π×π(1K))
equals 1 (i.e. −ηK/Q(c(π)) = 1). Given an integer c ≥ 1 prime to c(π), assume there exists a ring class
extension K[c] of K of conductor c, in which case there exists at least one ring class character Ω ∈ X(K) of
conductor c(Ω) = c. If the product c(π)DK is sufficiently large, then the Ω-isotypic component
E(K[c])Ω := {P ∈ E(K[c])⊗ L : P σ = Ω(σ)P ∀ σ ∈ Gal(K[c]/K)}
of the Mordell-Weil group E(K[c]) of K[c]-rational points of E is trivial for Ω some primitive ring class
character of conductor c, as well as for each of its Galois conjugates. Here, L = Q(Ω) denotes the cyclotomic
extension of Q obtained by adjoining the values of any ring class character Ω of Gal(K[c]/K).
Proof. As explained in §3.5 below, Corollary 1.6 can be refined via Mo¨bius inversion derive a similar result
for the corresponding subaverages over primitive ring class characters of the given conductor c, as well as to
subaverages of totally even and totally odd ring class characters. This allows us to verify the hypothesis of
[20, Definition 6.8]. Corollary 1.6 (ii) and (iii) with [20, Theorem A1] then imply that there exists a ring class
character Ω of Gal(K[c]/K) ≈ Pic(Oc) for which component E(K[c])Ω is trivial, in other words for which
E(K[c])Ω = 0. It is easy to see that the same property must hold for each of the Galois conjugate characters,
i.e. for each ring class character Ω′ = Ωσ with σ ∈ Gal(K[c]/K), we have that E(K[c])Ω′ = 0. 
Remark Observe that if E is an elliptic curve of conductor N defined over the rational number field F = Q
having rank rkZE(Q) ≥ 1, in which case rkZE(K) ≥ 1, it follows from this result that there can only be
finitely many real quadratic fields K of absolute discriminant DK prime to N with of class number hK = 1
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for which the root number wE(K) = 1. Hence, this result imposes some constraint on the possible real
quadratic fields of class number one, of which Gauss conjectured there exist infinitely many.3
More generally, we can derive the following bounds for certain self-dual four-dimensional Artin twists of
Mordell-Weil ranks from Darmon-Rotger [20, Theorem A]. That is, write
ρ : GQ := Gal(Q/Q) −→ AutL(Vρ) ≈ GLn(L)
to denote an Artin representation of dimension n with coefficients in some finite extension Q ⊆ L ⊂ Q
factoring through the Galois group of a number field H/Q. We shall consider Artin representations of the
form ρ = ρ1 ⊗ ρ2, with each of ρ1 and ρ2 being odd, irreducible, Artin representations of dimension two for
which det(ρ1) = det(ρ2)
−1. Hence, the tensor product ρ = ρ1 ⊗ ρ2 has dimension n = 4 and real traces.
Let us again consider an elliptic curve E/Q, which by modularity corresponds to some cuspidal newform
f ∈ S2(Nf ) of level Nf , as well as a cuspidal automorphic representation π = π(f) = ⊗πv of GL2(AQ)
having trivial central character and conductor c(π) = Nf = cond(E). Let
E(H)ρ := Hom(Vρ, E(H)⊗ L)
denote the ρ-isotypic component of the Mordell-Weil group E(H) of H-rational points on E. As well, let
L(E, ρ, s) denote the Hasse-Weil L-function of E twisted by ρ, which is normalized so that the a priori
conjectural functional equation relates values at s to 2− s. As explained in [20, §1], a series of fundamental
results due to Garrett, Piatetski-Shapiro and Rallis show that this degree-eight L-function has an analytic
continuation to the complex plane given by a triple product L-function L(s, f ⊗g⊗h) associated to f and to
weight-one cusp forms g ∈ S1(Ng, χ) and h ∈ S1(Nh, χ−1) of respective levelsNg andNh and characters χ and
χ−1. Hence, writing π1 = π(f), π2 = π(g) and π3 = π(h) to denote the cuspidal automorphic representations
of GL2(AQ) determined by f , g, and h respectively, this so-called Hasse-Weil-Artin L-function L(E, ρ, s) is
given by a triple-product L-function L(s, π1 ⊗ π2 ⊗ π3) of the type we consider above.
Theorem 1.8. Let E be an elliptic curve defined over Q, associated via modularity to a newform f ∈ S2(Nf )
and cuspidal automorphic representation π1 = π(f) of GL2(AQ) of conductor c(π1) = Nf = cond(E). Let
K/Q a quadratic extension of absolute discriminant DK and character η = ηK . Let ρ1 be any odd, irre-
ducible, two-dimensional Artin representation determined by a weight-one cusp form g ∈ S1(Ng, η−1). Write
π2 = π2(ρ1) = π2(g) to denote the automorphic representation of GL2(AQ) of conductor c(π2) = Ng and
central character det(ρ1) = η
−1 generated by g.
Given c ≥ 1 an integer prime to NfNg, assume there exists a ring class extension K[c] of conductor c
of K, and hence that there exists at least one ring class character Ω ∈ X(K) of conductor c. Fix a ring
class character Ω ∈ X(K) of conductor c(Ω) = c. Let h = hΩ ∈ S1(Nh, χ−1) denote the cuspidal weight-one
theta series associated to a given ring class character Ω, with ρ2 = ρ2(Ω) the corresponding Artin rep-
resentation, and π3 = π3(ρ2) = π(Ω) the corresponding induced representation of GL2(AQ) of conductor
c(π3) = DKc
2 and central character ωπ3 = det(ρ2) = η. Let H = H(Ω) denote the Galois extension of
Q cut out by the Artin representation ρ := ρ1 ⊗ ρ2 = ρ1 ⊗ ρ2(Ω). Assume that c(π1) = Nf is coprime to
c(π2)c(π3) = NgNh = NgDKc
2, and also that c(π1)c(π2) is coprime to c. Assume the generic root number
of L(s, π1 ⊗ π2 ⊗ π3) is 1, i.e. that η(c(π1)c(π2))ǫ(1/2, π1 ⊗ π2) = 1.
(i) If c(π)f(π2)DKc
2 is sufficiently large, then for some ring class character Ω of Gal(K[c]/K) ≈ Pic(Oc),
the corresponding ρ = ρ1 ⊗ ρ2(Ω)-isotopic component E(H)ρ = E(H)ρ1⊗ρ2(Ω) is trivial, and similarly for
each of the Galois conjugates of Ω.
(ii) If K is an imaginary quadratic field and c is sufficiently large, then there exists a ring class character
Ω of Gal(K[c]/K) ≈ Pic(Oc) for which the corresponding component E(H)ρ = E(H(Ω))ρ1⊗ρ2(Ω) is trivial,
and similarly for each of the Galois conjugates of Ω.
Proof. Use the argument above, with [20, Theorem A] rather than [20, Theorem A1] and Corollary 1.6. 
3I am grateful to Thomas Zink (and Massimo Bertolini) for pointing this out to me.
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Let us remark that the bounds for Mordell-Weil ranks obtained in Theorems 1.7 and 1.8 are novel, and
not accessible by existing techniques such as Euler systems or Iwasawa main conjecture divisibilities, nor by
existing nonvanishing theorems such as those of Rohrlich [59] or Cornut-Vatsal [17].
The results of Corollary 1.6 in the setting of central derivative triple products (for the setting of k = 1) also
have applications to the Gross-Kudla-Schoen cycles studied by Yuan-Zhang-Zhang [76]. That is, asymptotic
nontriviality results can be obtained for the height pairings of the modified diagonal cycles appearing in
[76, Conjecture 1.2.3/Theorem 1.2.4]. Again, there is a natural notion of a Galois sub-average implicit in
this formula (see [76, Remark 1.2.1(2)]) that would be interesting to pursue to obtain stronger arithmetical
applications.
1.2.3. The setting of N ≥ 2. For N ≥ 2, we obtain the following unconditional result via Dieulefait [21] and
Arias de Reyna-Dieulefait [3, Theorem 1.1] with Corollary 1.6.
Theorem 1.9. Fix an integer N ≥ 2, and let r = 2N . Let πj = ⊗vπj,v for 1 ≤ j ≤ N be cuspidal
automorphic representations of GL2(AQ) determined by holomorphic cuspidal eigenforms fj of full level and
regular weights kj ≥ 2. That is, the kj are distinct, as are the 2N partial sums that can be formed with
them. Fix a quadratic extension K/Q of absolute discriminant DK . Given an integer c ≥ 1, assume that
there exists a ring class character Ω ∈ X(K) of conductor c(Ω) = c. If the quantity fc,K,Π = DrKc(ΠK)cr is
sufficiently large, then the average
H(k)c (π1 ⊗ · · · ⊗ πN ) = h(Oc)−1
∑
Ω∈Pic(Oc)∨
L(k)(1/2, π1 ⊗ · · · ⊗ πN ⊗ π(Ω))
does not vanish, and hence at least one of the L(k)(1/2, π1 ⊗ · · · ⊗ πN × π(Ω)) does not vanish. Moreover, if
K is imaginary quadratic and k = 0, the same is true for each of the Galois conjugates of Ω.
Proof. The first assertion follows from [3, Theorem 1.1] with Corollary 1.6. The second assertion is deduced
from the rationality theorems of Harder-Raghuram [34] and others (e.g. [51] and [65]), which apply to the
central critical values of the corresponding GLr(AQ) representation π1 ⊗ · · · ⊗ πN in this setting. Here, we
use that the dimension r = 2N is even. 
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Notations. We borrow many of the notations of [10, §2.1], writing F rather than K to denote the totally real
number field. Hence F is a totally real number field of degree d = [F : Q], discriminant DF , different dF ,
integer ring OF , and adele ring AF . We embed F as a Q-algebra into F∞ := Rd via the real embeddings
(τj)
d
j=1 of F , i.e. via the map γ 7→ (τ1(γ), . . . , τd(γ)). Given an algebraic number γ ∈ F , we also write
sgn(γ) := (sgn(τ1(γ)), . . . , sgn(τd(γ))) ∈ {±1}d, and additionally γ ≫ 0 to mean that γ is totally positive. We
shall write the module of an idele x = x∞×xf ∈ A×F = F×∞×A×F,f as |x| = |x∞||xf |, where |x∞| =
∏d
j=1 |xj |
and |xf | =
∏
v∤∞ |xv|. Let ψ = ⊗ψv : AF −→ S1 denote the unique additive character which is trivial on F ,
agrees with the function x 7→ e(x1 + . . . + xd) = exp (2πi(x1 + . . .+ xd)) on F∞, and for each finite place
v is trivial on the the local inverse different d−1F,v but nontrivial on v
−1d−1F,v. We refer to [10, §2.1] for more
details of conventions assumed here, for instance the choices of normalizations of Haar measures.
2. Non-split sums of coefficients of GL2-representations
We begin with the proof of Theorem 2.10, which follows the approach given in Templier-Tsimerman [67,
§6] for the case of F = Q.
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2.1. Automorphic representations of GL2. We begin with some background on the analytic theory of
automorphic representations of GL2(AF ). The standard reference is [26], though we shall follow the more
explicit description given in Blomer-Harcos [10, §2].
Fix a unitary Hecke character ω of F , which we view as a character on the quotient Z(F )\Z(AF ). The
group GL2(AF ) acts via right translation on the Hilbert space L
2(GL2(F )\GL2(AF ), ω) of measurable
functions φ : GL2(AF ) −→ C satisfying both the transformation property
φ(γzg) = ω(z)φ(g) ∀γ ∈ GL2(F ), z ∈ Z(AF ), g ∈ GL2(AF )
and the square-integrality property
〈φ, φ〉 =
∫
GL2(F )Z(AF )\GL2(AF )
|f(g)|2dg <∞.
A function φ in L2(GL2(F )\GL2(AF ), ω) is said to be cuspidal if it satisfies the growth condition∫
F\AF
φ
((
1 x
0 1
)
g
)
dx = 0 for almost all g ∈ GL2(AF ).
Let L2cusp(GL2(F )\GL2(AF ), ω) ⊂ L2(GL2(F )\GL2(AF ), ω) denote the subspace of cuspidal functions,
with L2cusp(GL2(F )\GL2(AF ), ω)⊥ its orthogonal complement. Hence, we have a GL2(AF )-invariant Hilbert
space decomposition
L2(GL2(F )\GL2(AF ), ω) = L2cusp(GL2(F )\GL2(AF ), ω)⊕ L2cusp(GL2(F )\GL2(AF ), ω)⊥.
The cuspidal subspace decomposes into a direct sum of irreducible automorphic representations
L2cusp(GL2(F )\GL2(AF ), ω) =
⊕
π∈Cω
Vπ.(10)
The orthogonal complement L2cusp(GL2(F )\GL2(AF ), ω)⊥ also has a spectral decomposition, as described
in [26, § 3-5] and [10, §2.2], though we shall not require precise information about it in this work.
We have the following decomposition of each of the constituents Vπ in (10) with respect to the action
SO2(F∞) = SO2(R)
d. Let π = (π, Vπ) be an infinite-dimensional irreducible cuspidal automorphic represen-
tation occurring in the decomposition (10). Let us for each ϑ = (ϑj)
d
j=1 ∈ (R/2πZ)d define
k(ϑ) =
(
cosϑ sinϑ
− sinϑ cosϑ
)
∈ SO2(F∞).
Given q = (qj)
d
j=1 ∈ Zd, we say that a vector φ ∈ Vπ is pure of weight q if k(ϑ) acts on φ via the character
k(ϑ) 7→ exp(iq ·ϑ), i.e. if φ(gk(ϑ)) = exp(iq ·ϑ)φ(g) for all ϑ ∈ (R/2πZ)d and all g ∈ GL2(AF ). Writing Vπ,q
to denote the space of such vectors in Vπ, we also have the decomposition
Vπ =
⊕
q∈Zd
Vπ,q.(11)
Given an irreducible representation (π, Vπ) appearing in (10), we consider for each 1 ≤ j ≤ d the Laplace-
Beltrami operator of the j-th component of GL2(F∞) = GL2(R)
d
∆j = −y2j (∂x2j + ∂y2j ) + yj∂xj∂yj,
which acts on the dense subspace V∞π of smooth vectors by the scalar multiplication
λπ,j =
1
4
− ν2π,j ∈ R.
Note that νπ,j ∈ 12Z if π∞,j belongs to the discrete series, and that we know thanks to Blomer-Brumley [7]
that νπ,j ∈ iR ∪ [−θ, θ] for θ = 7/64 if π∞,j belongs to the principal series or the complementary series. To
lighten notation, let us simply write λπ = (λπ,j)
d
j=1 and νπ = (νπ,j)
d
j=1 to denote these spectral parameters.
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2.2. Archimedean Whittaker functions. Let us for a given integer q ∈ Z assume that
ν ∈
{
(12 + Z) ∪ iR ∪ (− 12 , 12 ) if q ≡ 0mod 2
Z ∪ iR if q ≡ 1mod 2
Fixing these parameters, we define the normalized Whittaker function on y ∈ R×
W˜ q
2 ,ν
(y) =
isgn(y)
q
2Wsgn(y) q2 ,ν(4π|y|)√
Γ(12 − ν + sgn(y) q2 )Γ(12 + ν + sgn(y) q2 )
.(12)
Here, Wα,β(y) is the standard Whittaker function defined e.g. in [73] or [29, §9.2]. Also, the right hand side
(12) is taken to be zero in the event that one of the values 12 ± ν + sgn(y) q2 is a non-positive integer; our
conditions on the parameter ν ensure a positive contribution from the square root term in all other cases.
We refer the discussion in [10, §2.4] for more about the properties of these functions. In particular, the choice
of normalization in the definition of (12) is justified by the theorem of Bruggeman-Motohashi [13], which
shows that for each choice of parity κ ∈ {0, 1}, these functions form an orthonormal basis of the Hilbert
space L2(R×, d×y). Hence, we can take for granted that
L2(R×, d×y) =
⊕
q≡κmod 2
CW˜ q
2 ,ν
, where 〈W˜ q
2 ,ν
,W q′
2 ,ν
〉 = δq,q′ .
We shall need to use the following uniform bounds on these functions (12) in the region 0 < y < 1,
as established in Templier-Tsimerman [67, Proposition 3.1] (cf. [10, §2.4]). To record these precisely, let us
suppose more generally that we look at the classical Whittaker function Wp,ν(y), with arbitrary parameters
p, ν ∈ R. We have the following integral presentation described in [29, (7.621-11)],∫ ∞
0
Wp,ν(y)e
− y2 ys
dy
y
=
Γ(12 + s+ ν)Γ(
1
2 + s− ν)
Γ(1 + s− p) for ℜ(s) > 1.
Taking the inverse Mellin transform, we also have for a suitable choice of real parameter σ ∈ R>0 the integral
presentation
Wp,ν(y)e
− y2 =
∫
ℜ(s)=σ
Γ(12 + s+ ν)Γ(
1
2 + s− ν)
Γ(1 + s− p) y
−s ds
2πi
.(13)
Using these integral presentations, the following result is shown in [67, §7] using standard contour arguments:
Proposition 2.1. There exists in each case described below an absolute constant A > 0 such that the
following uniforms bounds hold for any choice of y ∈ R>0 in the region 0 < y < 1, i.e. as y → 0:
(i) If p, r ∈ R, then
Wp,ir(y)
Γ(12 + ir + p)
≪ε (|p|+ |r|+ 1)Ay1/2−ε.
(ii) If ν is in the region 0 < ν < 12 , then
Wp,ν(y)
Γ(12 + p)
≪ε (|p|+ 1)Ay1/2−ν−ε.
(iii) If p, ν ∈ R with p− ν − 12 ∈ Z≥0 and ν > − 12 + ε, then
Wp,ν(y)√
|Γ(12 − ν + p)Γ(12 + ν + p)|
≪ε (|p|+ |ν|+ 1)A y1/2−ε.
Proof. See [67, Proposition 3.1]. 
Corollary 2.2. There exists in each case below an absolute constant A > 0 such that the following uniform
bounds hold for any q ∈ Z and y ∈ R>0 in the region 0 < y < 1, i.e. as y → 0:
(i) If ν ∈ iR, then
W˜ q
2 ,ν
(y)≪ε (|q|+ |ν|+ 1)Ay1/2−ε.
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(ii) If 0 < ν < 12 , then
W˜ q
2 ,ν
(y)≪ε (|q|+ 1)Ay1/2−ν−ε.
(iii) If ν ∈ R with q−12 − ν ∈ Z≥0 and ν > − 12 + ε, then
W˜ q
2 ,ν
(y)≪ε (|q|+ |ν|+ 1)A y1/2−ε.
Proof. We apply Proposition 2.1 above to the normalized functions W˜ q
2 ,ν
(y) in either case on the parity of q.
To be more precise, suppose first that q ∈ Z even, whence we assume that ν = νπ,j ∈ (12 +Z)∪ iR∪ (− 12 , 12 ).
If ν ∈ iR then we can invoke Proposition 2.1 (i), to derive the stated bound. Here, we also argue that we can
replace the 4π|y| by y without loss of generality in these estimates, as well as absorb the normalization factors,
by virtue of the decay properties satisfied by the functions Γ(s) shown in [67, §7.4]. Similarly, if ν ∈ (− 12 , 12 ),
then we can invoke Proposition 2.1 (ii). If ν ∈ 12 + Z, then we assume additionally that q−12 − ν ∈ Z≥0 and
ν > − 12 + ε so to invoke Proposition 2.1 (iii) to derive the stated bound. If q ∈ Z is odd, then an easy
variation of the same argument implies the stated bound. 
Remark Notice that the decay behaviour of these functions changes drastically for the region y ≫ 1, as an
easy contour argument applied to the integral presentation in (13) gives bounds of O(e
y
2 y−C) for any choice
of constant C > 0 as y →∞.
Given a weight vector q = (qj)
d
j=1 ∈ Zd and spectral parameter vector ν = (νj)dj=1 ∈ Cd, we define the
associated normalized Whittaker function on y = (yj)
d
j=1 ∈ F×∞ as
W˜ q
2 ,ν
(y) =
d∏
j=1
W˜ qj
2 ,νj
(yj).(14)
Corollary 2.2 implies that these functions are bounded uniformly in the same way as stated there, but to a
power of the degree d = [F : Q].
2.3. Fourier-Whittaker expansions and Hecke eigenvalues. Let us suppose now that φ ∈ Vπ,q is a
pure-weight new vector, although the discussion below applies to any form in L2cusp(GL2(F )\GL2(AF ), ω).
As explained in [10, §2.5], there exists a character ǫπ : {±1}d → {±1} such that φ has the Fourier-Whittaker
expansion
φ
((
y x
0 1
))
=
∑
γ∈F×
ρφ(γyf)ǫπ(sgn(γy∞))W˜ q
2 ,νπ
(γy∞)ψ(γx).(15)
Here, y = yfy∞ ∈ A×F (with yf ∈ A×F,f and y∞ ∈ F×∞), and x ∈ AF . As well, ψ : AF → C× denotes
the standard additive character (introduced above). To be clear, let us write Wφ(g) to denote the global
Whittaker function defined on g ∈ GL2(AF ) by the integral
Wφ(g) :=
∫
AF /F
φ
((
1 x
0 1
)
g
)
ψ(−x)dx.(16)
A basic Fourier analytic argument, as given in the proof of Proposition 2.5 (i) below, shows that
φ
((
1 x
0 1
)
g
)
=
∑
γ∈F×
Wφ
((
γ
1
)
g
)
ψ(γx).
Taking g =
(
y
1
)
, one can then separate the nonarchimedean component
ρφ(γyf ) :=Wφ
((
γ
1
)(
yf
1
))
13
from the archimedean component4
ǫπ(sgn(γy∞))W˜ q
2 ,νπ
(γy∞) :=Wφ
((
γ
1
)(
y∞
1
))
to obtain an expansion of the form (15).
2.3.1. Hecke eigenvalues and nonarchimedean coefficients. The coefficient ρφ(γyf) appearing in (15) depends
only on the fractional ideal represented by yf , and moreover is nonzero only if this ideal is integral. On the
other hand, writing c(π) ⊂ OF to denote the conducer of π, the Hecke operator T (m) = Tc(π)(m) for each
ideal m ⊂ OF acts on φ via multiplication by some scalar λπ(m). Viewed as a function λπ : OF → C, it
satisfies the following property for nonzero ideals m, n ⊂ OF :
λπ(m)λπ(n) =
∑
a|gcd(m,n)
ωπ(a)λπ(mna
−1).
Here, ωπ(a) = ω(a) for a ∈ A×F a finite idele representative of a with av = 1 if (a, v) = 1, and ω(a) = 0
otherwise. In particular, λπ is a multiplicative function on the nonzero ideals of OF . It also satisfies the
property
λπ(m) = ωπ(m)λπ(m) for each (m, c(π)) = 1,
as well as the bound
λπ(m)≪ǫ Nmθ+ǫ with θ ∈ [0, 1/2] for each ǫ > 0.(17)
Again, we write θ ∈ [0, 1/2] to denote the best known approximation towards the Ramanujan eigenvalue
conjecture (with θ = 0 conjectured), which thanks to Blomer-Brumley [7] can be taken to be θ = 7/64.
Now, we have for each nonzero ideal m ⊂ OF the identification
ρφ(m) =
λπ(m)√
Nm
ρφ(OF ).(18)
Note as well that ρφ(OF ) = ρφ((1, 1, . . .)) is related in a natural way to the nonarchimedean component of
the Whittaker function Wφ via
ρφ(OF ) =Wφ
((
y0 x0
1
))
,
where we write x0 = (0, 0, . . .) ∈ AF and y0 = (1, 1, . . .) ∈ A×F (cf. the definitions [10, (35) and (36)]).
2.3.2. Archimedean components. Let us for consistency adopt the convention of defining λπ(a) to be zero on
a non-integral fractional ideal a of F . We can then write the Fourier-Whittaker expansion equivalently as
φ
((
y x
1
))
= ρφ(OF )
∑
γ∈F×
λπ(γyf)√
N(γyf )
Wφ(γy∞)ψ(γx),(19)
where for z ∈ F×∞ we write Wφ(z) to denote the archimedean component of the Whittaker function Wφ:
Wφ(z) :=Wφ
((
z
1
))
=
∫
AF /F
φ
((
1 x
1
)(
z
1
))
ψ(−x)dx.(20)
Note again that these definitions, made a priori only for pure-weight new vectors φ ∈ V∞π,q, can be extended
by linearity to all smooth vectors φ ∈ V∞π (see [10, p. 13]). Note as well that the so-called archimedean Kirillov
map φ 7→ Wφ, which a priori defines a linear map from V∞π to a dense subspace of L2(R×, d×y), can be
extended to a vector space isomorphism (see [10, §2.5, 2.9]). In particular, this map can be extended to all
vectors φ ∈ Vπ, and this can be used to establish the following result:
Proposition 2.3. Let W be any function in the space L2(F×∞, d
×z). Let π be any cuspidal automorphic
representation of GL2(AF ). There exists a vector φ ∈ Vπ for which W = ρφ(OF )Wφ, where Wφ : F×∞ → C
denotes the archimedean component of the Whittaker function of φ defined in (20) above.
4Note that the definition of the archimedean component given in [10, (35)] includes the coefficient ρφ(OF ) = ρφ((1, 1, . . .)).
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Proof. See [10, (37) and Lemma 3] and [67, Proposition 2.1]. The claim in this more general setting also follows
from the surjectivity of the archimedean Kirillov map φ 7→Wφ, which in fact determines an isomorphism of
vector spaces Vπ ≈ L2(F×∞, d×y) (see [10, §2.9]). Again, note that the definition of the archimedeanWhittaker
function given in [10, (35)] includes the coefficient ρφ(OF ). 
2.4. Sobolov norms. We recall the notion of Sobolev norms briefly, following [10, §2.10].
The action of GL2(F∞) on L
2(GL2(F )\GL2(AF ), ω) induces an action of its Lie algebra gl(F∞) on this
space. This action can be described via the Lie subalgebra sl(F∞) generated for 1 ≤ j ≤ d by the vectors
Hj =
(
ej 0
0 ej
)
, Rj =
(
0 ej
0 0
)
, and Lj =
(
0 0
ej 0
)
.
Here, ej denotes the standard basis vector with j-th entry 1 and other entries 0. Such an action of g = sl(F∞)
induces one of its universal enveloping algebra U(g) by higher-order differential operators U(g). This latter
action of U(g) commutes with the full spectral decomposition of L2(GL2(F )\GL2(AF ), ω) (see [10, (8), (84)]).
Given an integerD ≥ 1, we define the Sobolev norm ||·||D of a smooth function φ ∈ L2(GL2(F )\GL2(AF ), ω)
by the rule
||φ||D =
∑
ord(D)≤D
||Dφ||,(21)
where the sum runs over all monomials D ∈ U(g) in Hj1 , Rj2 , and Lj3 of degree less than or equal to D.
This definition can be streamlined in the case of cuspidal vectors φ ∈ Vπ, as explained in [10, §2.10], and
allows us to extend this definition (21) to 2D-times differentiable functions W : F×∞ −→ C in a natural way,
so that upper bounds can be given in terms of the eigenvalues λπ,j (see e.g. [10, (87)]). We also obtain the
following direct consequence of Proposition 2.3 above.
Corollary 2.4. Assume that the function W ∈ L2(F×∞, d×y) of Proposition 2.3 above is a smooth function,
subject to the decay condition W (i) ≪ 1 for all i ≥ 0. If φ ∈ Vπ is a vector for which W = ρφ(OF )Wφ, then
φ also satisfies the Sobolev norm bound ||φ||D ≪ 1 for each integer D ≥ 1.
2.5. Metaplectic theta series. Let us now introduce the theta following series constructed from a given
F -rational quadratic form Q, or rather from its global Weil representations rQ, viewed as an automorphic
form on “the” metaplectic cover G of GL2. We refer now to Gelbart [25], as well as to the relevant discussions
in Gelbart-Piatetski-Shapiro [28] (cf. also Blomer-Harcos [10, (2.11)], Popa [57], and Templier-Tsimerman
[67]). Specifically, we recall some facts about the theta series constructed from the quadratic from Q(x) = x2,
which thanks to Gelbart [25, Theorem 6.1] account for the entire residual5 discrete spectrum of the space of
automorphic forms on G(AF ).
2.5.1. Automorphic forms on the metaplectic cover. We refer to Gelbart [25] and Gelbart-Piatetski-Shapiro
[28] for more background, and review here only what is required to consider spectral decompositions for
our subsequent argument. Let us view GL2 as an algebraic group defined over F , writing G to denote its
metaplectic cover as defined in [25, §2]. Briefly, the group of adelic points G(AF ) is a central extension of
GL2(AF ) by the group of square roots of unity Z2 = {±1}. It fits short exact sequence
1 −→ Z2 −→ G(AF ) −→ GL2(AF ) −→ 1
which splits over GL2(F ), as well as the unipotent radical of the standard Borel subgroup of GL2(F ). This
group can be defined more explicitly in terms of 2-cocyles (see [25, §2]).
We shall consider automorphic forms on G(AF ), as described in [25, §3.1]. Note that such an automorphic
form is said be to genuine if it transforms nontrivially under Z2, and non-genuine otherwise. Note as well
that non-genuine forms arise simply as lifts of forms in the space L2(GL2(F )\GL2(AF )). To be more precise
about the genuine forms, suppose that we parametrize the double cover S of SO2 by extending the range of
arguments ϑ = (ϑj)
d
j=1 from (Z/2πZ)
d to (Z/4πZ)d, so that
S(F∞) =
{
k(ϑ) = (k(ϑj))
d
j=1 : ϑ = (ϑj)
d
j=1 ∈ (Z/4πZ)d
}
, where k(ϑj) :=
(
cosϑj − sinϑj
sinϑj sinϑj
)
.
5By definition, such forms occur as residues of metaplectic Eisenstein series.
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As explained in [25, §3.1] (extending to components in the obvious way), each character of S(F∞) which
transforms nontrivially under Z2 takes the form k(ϑ) 7→ ψ(
∑d
j=1 iqjϑj), where ψ again denotes the standard
additive character, and q = (qj)
d
j=1 a half-integral weight (so that each qj ∈ 12Z). Writing g = (g, ζ) to denote
a generic element of G(AF ), with g ∈ GL2(AF ) and ζ ∈ Z2, a genuine automorphic form f on G(AF ) then
satisfies the property that f(ζg) = ζf(g) for all ζ ∈ Z2 and g ∈ G(AF ). It also satisfies the transformation
property f(gk(ϑ)) = ψ(
∑d
j=1 iqjϑj)f(g) for all g ∈ G(AF ) and k(ϑ) ∈ S(F∞), where q = (qj)dj is the weight
of the form. To be clear, f is genuine if and only if each component qj is half-integral. A more complete
description of non-genuine forms is given in Gelbart [25, Proposition 3.1, and p. 57].
2.5.2. Theta series associated to quadratic forms. Let Q be an F -rational quadratic form in m variables,
though we soon fix Q(x) = x2 for our arguments below. Let rQ =
∏
v rQ,v denote the corresponding global
Weil representation of G(AF ), extended to similitudes as in [25, §2.5], and realized in the space of Bruhat-
Schwartz function S(AmF ×A×F ) defined in [25, §2.6]. Given such a function Φ ∈ S(AmF ,A×F ), we consider
the theta series θ(rQ,Φ, g) defined on g ∈ G(AF ) by
θ(rQ,Φ, g) =
∑
(t,u)∈Fm×F×
rQ(g)Φ(t, u).(22)
As shown in [25, Proposition 2.33], this theta series is GL2(F )-invariant, i.e. θ(rQ,Φ, γg) = θ(rQ,Φ, g) for all
γ ∈ GL2(F ) (with GL2(F ) embedded into G(AF ) in some precise fashion), and determines an automorphic
form θQ on G(AF ). Moreover, θQ is genuine if any only if the dimension of the space underlying Q is odd.
Let us now consider the simplest quadratic form Q(x) = Q1(x) = x
2. Again, we fix ψ = ⊗ψv : AF → S1 to
be the unique additive character on AF /F which agrees with x 7→ e(x1+ . . .+xd) = exp (2πi(x1 + . . .+ xd))
on F∞, and for each finite place v is trivial on the the local inverse different d
−1
F,v but nontrivial on v
−1d−1F,v.
The discussion in [25, Proposition 2.35] indicates that the theta series θ(rQ,Φ, g) corresponding to this Q(x)
can be described as θ(rQ,Φ, g) = θQ(z), where θQ(z) = θQ(x + iy) is defined on z = (zj)
d
j=1 = x + iy =
(xj + iyj)
d
j=1 ∈ Cd by
θQ(z) = N(y)
1
4
∑
γ∈F
ψ(Q(γ)z) =
 d∏
j=1
yj

1
4 ∑
γ∈OF
exp
2πi · Tr
Q(γ) d∑
j=1
zj
 .(23)
2.5.3. Fourier-Whittaker expansions on G(AF ). The Fourier-Whittaker expansions of genuine forms on
G(AF ) can be derived in a similar way as in Khuri-Makdisi [45, Proposition 4.1] (in the style of Shimura)
and also [67, § 3.6], although these are given for the metaplectic cover of SL2 rather than GL2. See also
the discussion in Gelbart-Piatetski-Shapiro [28, §7]. Extending the description of the action of SO2(F∞) as
above, and using that G(AF ) splits over the unipotent radical of the standard Borel in GL2(AF ), we can
also derive a Fourier-Whittaker expansion analogous to the one used in [67, §3.6] (cf. [10, §2.5]):
Proposition 2.5. Let f be any cuspidal form on the metaplectic cover G(AF ) of GL2(AF ) having weight
p = (pj)
d
j=1 and spectral parameter ν = (νj)
d
j=1, i.e. so that λj := 1/4 − ν2j denotes the eigenvalue of the
Laplace-Beltrami operator ∆j. Let x ∈ AF and y ∈ A×F be given parameters.
(i) If f is non-genuine, then it has the Fourier-Whittaker expansion described in (15) above:
f
((
y x
1
))
=
∑
γ∈F×
ρf (γyf)ǫf (sgn(γy∞))W˜ p
2 ,ν
(γy∞)ψ(γx).
(ii) If f is genuine, then it has the Fourier-Whittaker expansion
f
((
y x
1
)
k(ϑ)
)
= ψ
 d∑
j=1
ipjϑj
 ∑
γ∈F×
ρf (γyf)ǫf (sgn(γy∞))W˜ p
2 ,ν
(γy∞)ψ(γx).
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Proof. Cf. [28, (7.4)]. We first show the simpler claim (i), from which we derive the second claim (ii). Put
G(x) = f
((
y x
1
))
= f
((
1 x
1
)(
y
1
))
.
Since f determines an automorphic form on GL2(AF ), it is easy to see that G, is continuous also that
G(x+γ) = G(x) for γ ∈ F . It can therefore be thought of as a function on the compact group AF /F , where
it has a Fourier series expansion in terms of the additive characters of AF /F . Recall that such characters
are parametrized by the rule x 7→ ψ(γx) for varying γ ∈ F . We therefore have the Fourier series expansion
G(x) =
∑
γ∈F
cf (γ)ψ(γx),(24)
where
cf (γ) =
∫
AF /F
f
((
y x
1
))
ψ(−γx)dx =
∫
AF /F
f
((
1 x
1
)(
y
1
))
ψ(−γx)dx
is the Fourier coefficient of G at the character x 7→ ψ(γx). Since f is cuspidal, we see that cf (0) = 0, and
hence that the sum (24) is taken only over γ ∈ F×. Since f is automorphic on GL2(AF ), we also see that
cf (γ) =
∫
AF /F
f
((
1 x
1
)(
y
1
))
ψ(−γx)dx
=
∫
AF /F
f
((
γ
1
)(
1 x
1
)(
y
1
))
ψ(−γx)dx
=
∫
AF /F
f
((
1 γx
1
)(
γ
1
)(
y
1
))
ψ(−γx)dx.
Making a change of variables x→ γ−1x then gives the relation
cf (γ) =
∫
AF /F
f
((
1 x
1
)(
γ
1
)(
y
1
))
ψ(−x)dx.
We therefore obtain
cf (γ) =Wf
((
γ
1
)(
y
1
))
=Wf
((
γy
1
))
,
where Wf (g) denotes the standard Whittaker function defined on g ∈ GL2(AF ) by
Wf (g) =
∫
AF /F
f
((
1 x
1
)
g
)
ψ(−x)dx.(25)
Thus, we have
f
((
y x
1
))
=
∑
γ∈F×
Wf
((
γy
1
))
ψ(γx).
To derive the stated expansion, we decompose Wf into its corresponding nonarchimedean part
Wf (γyf ) :=Wf
((
γyf
1
))
= ρf (γyf )
and archimedean part
Wf (γy∞) :=Wf
((
γy∞
1
))
= ǫf (sgn(γy∞))W˜ p
2 ,ν
(γy∞).
To show (ii), let us again write g = (g, ζ) to denote a generic element of G(AF ), with g ∈ GL2(AF )
and ζ ∈ Z2, as well as k(ϑ) to denote a generic element of S(F∞). We know that G(AF ) splits over both
GL2(F ) and the unipotent radical of the standard Borel of GL2(AF ), and that the Iwasawa decomposition
takes the familiar form G = N ·A · S (cf. the case of SL2 described in [67, §3.6]). This we claim allows us to
derive a Fourier-Whittaker expansion for f(g) = f(n(x)a(y)k(ϑ)) = ψ(
∑
j ipjϑj)f(n(x)a(y)) using the same
argument as given for (i) above to describe the component f(n(x)a(y)). 
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2.6. The main argument. Let π = ⊗πv be a cuspidal GL2(AF )-automorphic representation. Let Q = Q1
be the quadratic form Q(γ) = γ2 on γ ∈ F , with θ = θQ the corresponding metaplectic theta series.
Recall that we take ψ to be the standard additive character on AF /F which agrees with the function
x 7→ exp(2πi(x1 + . . .+ xd)) on F∞, and for each nonarchimedean place v is trivial on the the local inverse
different d−1F,v but nontrivial on v
−1d−1F,v.
We begin by giving integral presentations of the sums we seek to estimate in terms of Fourier-Whittaker
expansions of a certain automorphic forms φθ on G(AF ). Here, the vector φ ∈ Vπ is chosen suitably to match
the weight function in the sum, using the surjectivity of the archimedean Kirillov map. More generally, we
shall always assume that a given smooth vector ϕ ∈ VΠ is a pure tensor ϕ = ⊗vϕv whose nonarchimedean
local components are essential Whittaker vectors (see [52]), and whose archimedean local component is
specified according to the following calculation.
Proposition 2.6. Let W ∈ L2(F∞, d×y) be any function subject to decay condition W (i) ≪ 1 for all i ≥ 0.
Let |y| denote the idelic norm on y = yfy∞ ∈ A×F . Given a nonzero F -integer q ∈ F×, let us also use the
same symbol to denote its image under the diagonal embedding q = (q, q, . . .) ∈ A×F .
(i) Let q ∈ F× be any nonzero F -integer. Let Y ≫ Nq be any real number, and Y∞ ∈ F×∞ any archimedean
idele whose norm |Y∞| = NY∞ equals Y . Let φ = ⊗vφv ∈ Vπ denote the pure tensor whose archimedean
Whittaker function Wφ(y∞) in the variable y∞ ∈ F×∞ is given by
Wφ(y∞) :=Wφ
((
y∞
1
))
= ψ(iy∞)ψ
(
− iq
Y∞
)
W (y∞),(26)
noting that such a choice can be justified via a standard partition of unity via dyadic subdivision. Then, the
genuine (half-integral weight) form defined by φθ on G(AF ) has Fourier-Whittaker coefficient at q given by
Y
1
4
∫
AF /F
φθ
((
1
Y∞
x
1
))
ψ(−qx)dx = ρφ(OF )
∑
γ∈F
γ2+q6=0
λπ(γ
2 + q)
N(γ2 + q)
1
2
W
(
γ2 + q
Y∞
)
.
(ii) Let q ∈ F× be any nonzero F -integer. Let Y ≫ Nq be any real number, and Y∞ ∈ F×∞ any archimedean
idele whose norm |Y∞| = NY∞ equals Y . Let N ≥ 1 be an integer. Let us for each 1 ≤ j ≤ N fix a cuspidal
GL2(AF )-automorphic representation πj = ⊗vπj,v. Assume that the tensor product Π =
⊗N
j=1 πj determines
a cuspidal automorphic representation of GLr(AF ), where r = 2
N . Let ϕ = ⊗vϕv ∈ VΠ be the pure tensor
whose archimedean Whittaker function Wϕ(y∞) in the variable y∞ ∈ F×∞ is given by
Wϕ(y∞) :=Wϕ
((
y∞
1r−1
))
= |y∞|
r−2
2 ψ(iy∞)ψ
(
− iq
Y∞
)
W (y∞),(27)
noting again that such a choice can be justified via a standard partition of unity via dyadic subdivision.
There exists a projection φ = Pϕ = Pr1ϕ of this smooth vector to the space of cuspidal automorphic forms on
GL2(AF ), factoring through a certain mirabolic subgroup P (AF ), for which
Y
1
4
∫
AF /F
φθ
((
1
Y∞
x
1
))
ψ(−qx)dx = ρΠ(OF )
∑
γ∈F
γ2+q6=0
CΠ(γ
2 + q)
N(γ2 + q)
1
2
W
(
γ2 + q
Y∞
)
.
Here, we write
ρΠ(OF ) =
N∏
j=1
ρφj (OF )
for some (uniquely determined) system of vectors φj ∈ Vπj coming from the projection Pϕ, and again
CΠ(γ) =
N∏
j=1
λπj (γ)
for any γ ∈ F× to denote the product of GL2(AF )-coefficients.
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Proof. For (i), we expand out the definition of the coefficient for any idele y = yfy∞ ∈ A×F :∫
AF /F
φ
((
1 x
1
)(
y
1
))
θ
((
1 x
1
)(
y
1
))
ψ(−qx)dx
= |y| 14
∫
AF /F
∑
γ1∈F×
Wφ
((
γ1y
1
))
ψ(γ1x)
∑
γ2∈F
ψ(−Q(γ2)(x+ iy))ψ(−qx)dx.
Here, we use the Fourier-Whittaker expansion (23) in the second step. Switching the order of summation, and
using the orthogonality of additive characters on the compact abelian group AF /F , we pick up contributions
only when γ1 = Q(γ2) + q. Hence, the latter integral is identified with the sum
|y| 14
∑
γ∈F×
Wφ
((
(Q(γ) + q)y
1
))
ψ(−Q(γ)iy),
which after decomposing coefficients into archimedean and nonarchimedean components is the same as
|y| 14 ρφ(OF )
∑
γ∈F
Q(γ)+q6=0
λπ((Q(γ) + q)yf)
N((Q(γ) + q)yf )
1
2
· ǫπ(sgn((Q(γ) + q)y∞))ψ(−Q(γ)iy)W˜ q
2 ,ν
((Q(γ) + q)y∞).
Let us now specialize this identity to the fixed archimedean idele y = Y −1∞ (with yf = 1). Using Proposition
2.3 (after smooth partition of unity via dyadic subdivision, cf. [67, (6.6)]), we can choose φ ∈ VΠ as in (26)
above. Substituting this choice into the previous expression, the first claim (i) is then easy to check.
For (ii), we reduce to a similar calculation as used for the GL2(AF ) setting above via Cogdell’s projection
operator P = Pr1 from the space of cuspidal GLr(AF )-automorphic forms to a certain subspace of cuspidal
GL2(AF )-automorphic forms, as used to establish Eulerian integral presentations for GLr ×GL1 automorphic
L-functions. This construction is well-known; we refer to [15, §2.2.1] (for instance) for details. To be more
precise, let ϕ = ⊗vϕv ∈ VΠ be any pure tensor in the representation space VΠ associated to the cuspidal
GLr(AF )-automorhic form Π = π1⊗· · ·⊗πN . As mentioned above, we shall assume that each nonarchimedean
local component ϕv is an essentialWhittaker vector (see [51]) to ensure a relation to the L-function coefficients
cΠ of Π. To descrive the image Pϕ of ϕ under the projection operator P following [15, §2.2.1] (cf. also [38,
§4.1]), let U = Ur ⊂ GLr denote the unipotent subgroup of upper triangular matrices, and let
U ′ = {u = (ui,j) ∈ U : u1,2 = 0}.
Let ψ′ denote a fixed nontrivial additive character defined on U ′ ⊂ U , which we take to be compatible with
our fixed choice of additive character ψ on AF /F . We consider the mirabolic subgroup
P =
{( ∗ ∗
0 1
)}
⊂ GL2 →֒ GL2×GL1× · · · ×GL1 ⊂ GLr,
which is the stabilizer in GL2 of the additive character ψ
′ on U ′. One can construct from any cuspidal form
ϕ on GLr(AF ) a cuspidal form Pϕ on P (AF ) ⊂ GL2(AF ) by the rule defined on p ∈ P (AF ) by
Pϕ(p) := | det(p)|−( r−22 )
∫
U ′(F )\U ′(AF )
ϕ
(
u
(
p
1r−2
))
ψ′(u)du.
As shown in [15, §2.2.1], this function Pϕ on p ∈ P (AF ) determines a cuspidal automorphic form on
P (AF ) ⊂ GL2(AF ). Moreover, as shown in the proof of [15, Lemma § 2.2.1] (cf. also [38, Lemma 2.1]), it
has the Fourier-Whittaker expansion
Pϕ (p) = | det(p)|−( r−22 )
∑
γ∈F×
Wϕ
((
γ
1r−1
)(
p
1r−2
))
.
In particular, taking the parabolic element
p =
(
y x
1
)
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in the calculation given in [15, § 2.2.1 Lemma] (making an easy substitution in the last step of the proof),
we derive the expansion
Pϕ
((
y x
1
))
= |y|−( r−22 )
∑
γ∈F×
Wϕ
((
γy
1r−1
))
ψ(γx)
= |y|−( r−22 )
∑
γ∈F×
ρϕ(OF )cΠ(γyf)
N(γyf)
n−1
2
Wφj (γy∞)ψ(γx)
= |y|−( r−22 )
∑
γ∈F×
∏N
j=1 ρφj (OF )λπj (γyf)
N(γyf)
n−1
2
Wφj (γy∞)ψ(γx)
Here, we have made the same change of variables as in the proof of Proposition 2.5 (i) above to factor out
the contribution of the unipotent matrix via the additive twist ψ(γx). As well, we have used the relation of
the projection form Pϕ to the standard L-function Λ(s,Π) via the shifted Mellin transform
Λ(s,Π) =
∫
A
×
F /F
×
Pϕ
((
h
1
))
|h|s− 12 dh =
∫
A
×
F /F
×
∑
γ∈F×
Wϕ
((
y
1r−1
))
|h|s−(n−12 )dh
to derive the stated relation to the L-function coefficients cΠ (see [15, §2.2]). To show (ii), we then proceed
in a similar way as for (i), expanding out the Fourier-Whittaker coefficient as∫
AF /F
Pϕθ
((
1 x
1
)(
y
1
))
ψ(−qx)dx
= |y|−( r−22 )
∑
γ1∈F×
∏N
j=1 ρφj (OF )λπj (γ1yf)
N(γ1yf )
n−1
2
Wφj (γ1y∞) |y|
1
4
∑
γ2∈F
ψ(−Q(γ2)yi)
∫
AF /F
ψ(γ1x− γ2x− qx)dx
= |y|−( r−22 )+ 14
∑
γ∈F
Q(γ)+q6=0
∏N
j=1 ρφj (OF )λπj ((Q(γ) + q)yf)
N((Q(γ) + q)yf )
n−1
2
Wφj ((Q(γ) + q)y∞)ψ(−Q(γ)yi).
Choosing vector ϕ ∈ VΠ as in (27), using the surjectivity of the archimedean local Kirillov map due to
Jacquet-Shalika [44, (3.8)](cf. [38, Lemma 5.1], [67, (6.6)]), or making a similar argument for each underlying
GL(2)-vector φj ∈ Vπj (cf. [67, (6.7)]), we derive the desired integral presentation. 
Recall that we fix a function W ∈ L2(F×∞, d×y). We shall consider the corresponding function V on R×
obtained via composition with the norm, in other words so thatW (y∞) = V (Ny∞) for y∞ = (y∞,j)
d
j=1 ∈ F×∞.
In this way, we fix V (y) ∈ C∞(R×) an arbitrary smooth function in y ∈ R× subject to the decay condition
V (i) ≪ 1 for all i ≥ 0. Fix a nonzero F -integer q. Fix a real number Y ∈ R>1 which is larger than Nq.
Let us again take Y∞ = (Y∞,j)
d
j=1 ∈ F×∞ to be any element whose norm |Y∞| = NY∞ equals Y . Let us first
consider the simpler setting of GL2(AF ), where we begin with the sums
S(V ) =
∑
γ∈F
γ2+q6=0
λπ(γ
2 + q)V
(
N(γ2 + q)
Y
)
,
and
S(V ) =
∑
γ∈F
γ2+q6=0
λπ(γ
2 + q)
N(γ2 + q)
1
2
V
(
N(γ2 + q)
Y
)
appearing in Proposition 2.6 (i) above. We have argued already via Proposition 2.3 (cf. [67, Proposition 6.2],
[10, (37)]) that we can choose new vectors φ ∈ Vπ in such a way that
Y −
3
4S(V ) = I(V ) =
∫
AF /F
φθ
((
1
Y∞
x
0 1
))
ψ(−qx)dx
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and
Y −
1
4S(V ) = I(V ) =
∫
AF /F
φθ
((
1
Y∞
x
0 1
))
ψ(−qx)dx.(28)
To derive estimates for these sums, we shall decompose the genuine metaplectic form φθ on G(AF ) spectrally
according to the discussion in Gelbart [25] (cf. [67, §3.7]). That is, the decomposition of the full space
of automorphic forms L2(GL2(F )\G(AF )) consists of the following, with genuine forms corresponding to
classical collections of half-integral weight forms:
• An orthonormal basis of cuspidal forms (fi)i of weights pi = (pi,j)dj=1 and spectral parameters
νi = (νi,j)
d
j=1.
• An orthogonal basis of residual forms (which occur as residues of metaplectic Eisenstein series)
generated by theta series θ = θ(rQ,Φ, g) associated to Weil representations rQ, as described above.
• A continuous spectrum spanned by the analytic continuation of Eisenstein series (the orthogonal
complement to the discrete spectrum spanned by the cuspidal and residual forms described above).
Expanding φθ in terms of such a basis, we obtain
φθ =
∑
τ
ϕτ + (continuous),(29)
where the sum runs over all representations τ of G(AF ) occurring in the discrete spectrum spanned by cus-
pidal forms and residual forms. We can therefore decompose this τ -sum in (29) into a sum of representations
contained in the residual spectrum plus a sum over representations not contained in the residual spectrum:
φθ =
∑
τ∈RES
ϕτ +
∑
τ /∈RES
ϕτ + (continuous).(30)
It is not hard to see that the right hand side of (29) converges in the Sobolev norm topology. To be more
precise, we can define Sobolev norms || · ||d on G in the same way as done for GL2 above, following the
discussion of [67, §6.2] with [10, §2.10]. Using iterated applications of the Laplacian operator ∆ = (∆j)dj=1
with the Plancherel formula as in [67, (6.4)], we deduce that∑
τ
(1 + |ντ |+ |pτ |)2A||ϕτ || ≪ ||φθ||2B.(31)
Here, A ≥ 0 is some chosen real number, and B = B(A) ≥ 0 an integer depending on A. Let us ease notation
in writing |pτ | = maxj |pτ,j | and |ντ | = maxj |ντ,j| from now on. We also deduce the following from [67, §6.4].
Lemma 2.7. We have for any integer B ≥ 0 that ||φθ||B ≪ 1. Here, the multiplicative constant depends on
this integer B only (and hence not on the chosen automorphic form φθ ∈ L2(G(AF ))).
Proof. See [67, Lemma 6.1]. The same argument works for the number fields setting, using the height function
Ht : G −→ R≥1 and related properties of Sobolev norms given in [54, §2.4]. 
We now use the decomposition (29) within the integral (28), noting that for each τ we have the relation∫
AF /F
ϕτ
((
1
Y∞
x
0 1
))
ψ(−qx)dx = λτ (q)√
Nq
Wϕτ
(
Nq
Y∞
)
.(32)
In this way, we obtain from (30) an induced decomposition of the integral I(V ) into corresponding components
I(V ) = IRES + INRES.(33)
That is, IRES = IRES(V ) denotes the contribution of representations τ of G(AF ) contained in the residual
spectrum, and INRES = INRES(V ) that of those contained in the non-residual part. We estimate these
contributions separately as follows.
Proposition 2.8. We have that IRES = Y
− 14Mπ,qI(V ), where Mπ,q ≥ 0 is some constant depending on π
and q which vanishes unless (i) π is dihedral and (ii) q is strictly positive (if π is holomorphic).
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Proof. See [67, §6.8]. The same argument carries over, as IRES is linear in V . That is, we know that IRES
is proportional to Y −
1
4 in this setting (as φθ is genuine), and argue that in fact IRES = Y
− 14Mπ,qI(V ) for
some constant Mπ,q ≥ 0 depending on π and on q (cf. [67, (6.14)]). Note that Mπ,q could in principle be
computed explicitly in terms residues of Eisenstein series following the discussion of [67, §4] when F = Q,
and adapting to the more general setup described in [10, §2.9], though we do not attempt to do so here.
To deduce the claim, we argue in the style of [67, §6.8] that the constant Mπ,q must vanish unless
〈φθ, ϕτ 〉 6= 0 and q is strictly positive. That is, the contribution must vanish unless L(s, Sym2 π) has a pole
at s = 1, which happens only if π is dihedral (induced from a character of a quadratic extensions K/F )
and q strictly positive, as required for the Fourier coefficients of forms τ in the residual spectrum to be
nonvanishing. 
Proposition 2.9. Let 0 ≤ θ ≤ 1/2 be the best known approximation towards the generalized Ramanujan
conjecture for arbitrary GL2(AF )-automorphic forms
6. Let 0 ≤ δ ≤ /4 denote the exponent in the best bound
known for Fourier coefficients of half-integral weight forms, which thanks to the theorem of Baruch-Mao
[5] (generalizing Kohnen-Zagier [47]) is equivalent to the best known approximation towards the generalized
Lindelo¨f hypothesis for GL2(AF )-automorphic forms in the level aspect
7. We have for any choice of real
parameters Y ≫ Nq and ε > 0 the following bound:
INRES ≪ε,π Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
Proof. We follow the argument of [67, §6.7], extending their bounds for the Whittaker functions to our
setting in a direct way, but making some modifications. Observe that for any choice of Y ∈ R>0, the integral
INRES has the following expansion in terms of our fixed basis of metaplectic cusp forms {fp,i}:
INRES =
∫
AF /A
∑
τ 6∈RES
ϕτ
((
1
Y∞
x
0 1
))
ψ(−qx)dx =
∫
AF /F
∑
i
cifp,i
((
1
Y∞
x
0 1
))
ψ(−qx)dx.
Switching the order of summation, we can then express INRES as a sum of Fourier-Whittaker coefficients∑
τ /∈RES
λτ (q)
Nq
1
2
Wϕτ
(
q
Y∞
)
=
∑
τ /∈RES
ρϕτ (q)ǫτ
(
sgn
(
q
Y∞
))
W˜ qτ
2 ,ντ
(
q
Y∞
)
.(34)
Let us first consider Whittaker functions appearing in this expression. Recall that given a weight vector
qτ = (qτ,j)
d
j=1 and a spectral parameter ντ = (ντ,j)
d
j=1, the corresponding Whittaker function W˜ qτ2 ,ντ on
y = (yj)
d
j=1 ∈ F∞ = Rd is defined by the product over components/embeddings of the totally real field F :
W˜ qτ
2 ,ντ
(y) =
d∏
j=1
W˜ qτ,j
2 ,ντ,j
(yj).
Let us now assume that Y ≫ Nq, so that we can invoke the bounds of Corollary 2.2 above directly (cf. (13)
and [67, §7]). Hence, Proposition 2.2 implies that for some constant A > 0 and any choice of ε > 0, we have
the following uniform bound for any y = (yj)
d
j=1 ∈ F∞ = Rd with each component yj ∈ (0, 1):
W˜ qτ
2 ,ντ
(y)≪ε
d∏
j=1
(
|qτ,j
2
|+ |ντ,j |+ 1
)A
y
1
2+ε
j .
We can then argue following [67, Lemma 6.2] that we have the uniform bound
|Wϕτ (y)| ≪ε
d∏
j=1
y
1
2−
θ
2−ε
j
(
1 + |ντ,j |+ |qτ,j
2
|
)A
||ϕτ || = Ny 12− θ2−ε
d∏
j=1
(
1 + |ντ,j|+ |qτ,j
2
|
)A
||ϕτ ||
6Hence, we can take θ = 7/64 thanks to the theorem of Blomer-Brumley [7].
7Hence, we can take δ = 103/512 with this choice of θ = 7/64 by Blomer-Harcos [10, Corollary 1].
22
Defining the exponent 0 ≤ δ ≤ 1/4 as we do, we then have the bound λτ (q) ≪ε Nqδ for the Fourier
coefficients of each τ (cf. [67, Proposition 3.2]). Putting this together with the relation (34), we then obtain
INRES ≪ε
∑
τ
Nqδ−
1
2
(
Nq
Y
) 1
2−
θ
2−ε d∏
j=1
(
|qτ,j
2
|+ |ντ,j |+ 1
)A
||ϕτ || ≪ε,π Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
Here, for second inequality, we use the Sobolev norm bound (31) together with the Cauchy-Schwartz in-
equality. Note again that the Sobolev norm (31) does not depend on the conductor c(π), as can be deduced
(for instance) from the obvious equality ||cτfi||B = ||fi||B. However, the number of forms τ in the sum does
depend on c(π), and hence the bound we derive also carries such a dependence. This proves the claim. 
Putting the pieces together, including the extra factor of Y
1
4 coming from the Fourier-Whittaker expansion
of the genuine form φθQ, we derive the following bound for the sums S(V ) and S(V ):
Theorem 2.10. Let π = ⊗πv be a cuspidal automorphic representation of GL2(AF ) with Hecke eigenvalues
λπ. Let 0 ≤ θ ≤ 1/2 denote the best known approximation towards the generalized Ramanujan conjecture for
GL2(AF )-automorphic forms, and 0 ≤ δ ≤ 1/4 that towards the generalized Lindelo¨f hypothesis GL2(AF )-
automorphic forms in the level aspect. Let Q denote the F -rational quadratic form defined on γ ∈ F× by
Q(γ) = γ2. Let q be a nonzero F -integer. Let V be any function in L2(R×, d×y), subject to the rapid decay
condition V (i) ≪ 1 for all i ≥ 0. Given Y ≫ Nq any positive real number, we have for any ε > 0 the bounds∑
γ∈F
Q(γ)+q6=0
λπ(Q(γ) + q)
N(Q(γ) + q)
1
2
V
(
N(Q(γ) + q)
Y
)
= I(V )Mπ,q +Oε,π
(
Y
1
4Nqδ−
1
2
(
Nq
Y
) 1
2−
θ
2−ε
)
and ∑
γ∈F
Q(γ)+q6=0
λπ(Q(γ) + q)V
(
N(Q(γ) + q)
Y
)
= I(V )Mπ,q
√
Y +Oε,π
(
Y
3
4Nqδ−
1
2
(
Nq
Y
) 1
2−
θ
2−ε
)
.
As described above, I(V ) is a certain linear functional on V , and Mπ,q ≥ 0 is a constant term depending
only on π and q which vanishes unless π is dihedral and q totally positive.
Remark Note that these bounds coincide with those of Templier-Tsimerman [67, Theorem 1] for the special
case of F = Q, although we present the error terms (particularly the Y contribution) differently. We are also
more flexible in our choice of weight function W , as will be convenient for later applications.
Applying the same argument to the integral presentation in the multivariable case of Proposition 2.6 (ii),
we obtain the following uniform bounds for products of GL2(AF )-automorphic L-function coefficients.
Theorem 2.11. Fix N ≥ 1 an integer, and for each integer 1 ≤ j ≤ N a cuspidal GL2(AF )-automorphic
representation πj = ⊗vπj,v with Hecke eigenvalues denoted by λπj . Put r = 2N . Assume that the tensor
product Π = ⊗Nj=1πj determines a cuspidal automorphic representation of GLr(AF ). Let us also assume that
at least one of the representations πj is non-dihedral. Let 0 ≤ θ ≤ 1/2 denote the best known approximation
towards the generalized Ramanujan conjecture for GL2(AF )-automorphic forms, and 0 ≤ δ ≤ 1/4 the best
known approximation towards the generalized Lindelo¨f hypothesis GL2(AF )-automorphic forms in the level
aspect. Let Q denote the F -rational quadratic form defined on γ ∈ F× by Q(γ) = γ2. Fix q be a nonzero
F -integer. Let V be any function in L2(R×, d×y) such that V (i) ≪ 1 for all i ≥ 0. Given Y ≫ Nq a positive
real number, we have for any choice of ε > 0 the uniform upper bounds
∑
γ∈F
Q(γ)+q6=0
(∏N
j=1 λπj (Q(γ) + q)
)
N(Q(γ + q))
1
2
V
(
N(Q(γ) + q)
Y
)
≪ε Y 14Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
and ∑
γ∈F
Q(γ)+q6=0
 N∏
j=1
λπj (Q(γ) + q)
V (N(Q(γ) + q)
Y
)
≪ε,π Y 34Nqδ− 12
(
Nq
Y
) 1
2−
θ
2−ε
.
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Proof. We apply the same argument as given for Theorem 2.10 above to the vector φ = Pϕ appearing in
Proposition 2.6 (ii) above. Note that this proof therefore hinges on knowing the both functoriality and the
cuspidality of the tensor product Π, in which case we can use Cogdell’s projection operator P = Pr1 from
the space of cuspidal forms on GLr(AF ) to the space of cuspidal forms on P (AF ) ⊂ GL2(AF ) and its
Fourier-Whittaker expansion (see e.g. [15, §2.2.1]) to reduce to the argument given in the N = 1 setting via
integral presentations in terms of metaplectic Fourier-Whittaker coefficients. 
3. Application to average central values
3.1. Rankin-Selberg L-functions. Let us begin with some background on the GLr(AF ) × GL2(AF )
Rankin-Selberg L-functions we consider (where again r = 2N ), including more precise descriptions of the
root numbers, quadratic extensions, and Dirichlet series expansions for our subsequent averaging arguments.
3.1.1. Setup and definitions. Recall that we fix an integer N ≥ 1, and for each index j = 1, . . . , N a
cuspidal automorphic representation πj = ⊗vπj,v of GL2(AF ), at least one of which is non-dihedral. Hence,
each GL2(AF )-automorphic representation πj has its own standard L-function Λ(s, πj) = L(s, π∞)L(s, πj),
where the finite part L(s, πj) is given (for ℜ(s) > 1) by the Dirichlet series
L(s, πj) =
∑
n6={0}⊂OF
λπj (n)
Nns
.
This standard L-function is defined more intrinsically by an Euler product
Λ(s, πj) =
∏
v
L(s, πj,v)
over all places v of F , where for each place v where πj,v is unramified, the local factor is given by
L(s, πj,v) =
{∏2
i=1(1− αi(πj,v)Nv−s)−1 if v ∤∞∏2
i=1 ΓF (s− µi(πj,v)) if v | ∞.
Here, the αi(πj,v) and µi(πj,v) denote the corresponding Satake parameters, and
ΓF (s) =
(
π−
s
2Γ
(s
2
))d
, d = [F : Q].
Assuming as we do that the tensor product Π = π1⊗· · ·⊗πN is an automorphic representation of GLr(AF )
for r = 2N (which is known if N ≤ 2), we can consider the standard L-function Λ(s,Π) = L(s,Π∞)L(s,Π)
of Π. This too is defined by an Euler product
Λ(s,Π) =
∏
v
L(s,Πv)
over all places v of F . Moreover, if Πv is unramified at a given place v, then the local factor L(s,Πv) is given
in terms of the local factors
∏N
j=1 L(s, πj,v) as
L(s,Πv) =
{∏N
j=1
∏2
i=1(1− αi(πj,v)Nv−s)−1 if v ∤∞∏N
j=1
∏2
i=1 ΓF (s− µi(πj,v)) if v | ∞.
In this way, we see the finite part L(s,Π) of Λ(s,Π) has (for ℜ(s) > 1) the Dirichlet series expansion
L(s,Π) :=
∑
n6={0}⊂OF
CΠ(n)
Nns
=
∑
n6={0}⊂OF
∏N
j=1 λπj (n)
Nns
.
Assuming now that the cuspidal GLr(AF )-automorphic representation Π is self-dual, we consider the
(finite part of the) self-dual Rankin-Selberg L-function L(s,Π×Ω) = L(s,Π⊗π(Ω)) of Π times the GL2(AF )-
representation induced from a ring class character Ω of K as follows. Let ω = ωΠ denote the central character
of Π, and f(Π) ⊂ OF its conductor. Recall that we fix a quadratic extension K/F of relative discriminant
D = DK/F and associated idele class character η = ηK/F . Let Ω be a ring class character of K of conductor
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f(Ω) ⊂ OF . Such a character Ω has finite order (and trivial archimedean component), and factors through
the class group
Pic(Of(Ω)) = A×K/K×K×∞Ô×f(Ω)
of the OF -order Of(Ω) = OF + f(Ω)OK of conductor f(Ω) in K. Note that the restriction Ω|A×F of a ring class
character Ω of K to the ideles of F is everywhere unramified in this definition (cf. [17]).8 Let us also note
that the induced representation π(Ω) = ⊗vπ(Ω)v has conductor f(π(Ω)) ⊂ OF equal to the discriminant
disc(Of(Ω)) = DK/F f(Ω)2 ⊂ OF .
Fixing such a character Ω, we consider the completed GLr(AF ) × GL2(AF ) Rankin-Selberg L-function
Λ(s,Π× Ω) of Π times π(Ω), which for ℜ(s)≫ 1 is defined by an absolutely convergent Euler product
Λ(s,Π× Ω) := Λ(s,Π⊗ π(Ω)) =
∏
v
L(s,Πv ⊗ π(Ω)v).(35)
Here, the local components L(s,Πv ⊗ π(Ω)v) at finite places v of F not dividing the conductor q(Π× Ω) of
L(s,Π× Ω) are given by the local factors
L(s,Πv ⊗ π(Ω)v) =
N∏
j=1
2∏
i=1
2∏
l=1
(1− αi(πj,v)βl(π(Ω)v)Nv−s)−1,
where the βl(π(Ω)v) (l=1,2) denote the Satake parameters of the local representation π(Ω)v of GL2(Fv).
The archimedean factor L(s,Π∞ × Ω∞) of Λ(s,Π× Ω) is given by the product
L(s,Π∞ × Ω∞) =
N∏
j=1
2∏
i=1
2∏
l=1
ΓF (s− µi(πj,v)µl(π(Ω)v)).
Here, the µl(π(Ω)v) denote the archimedean Satake parameters π(Ω)v . The most important feature is that
this factor does not depend upon the choice of ring class character Ω, as a consequent of the fact that Ω|A×F
is everywhere unramified. Hence, we are justified in dropping the Ω from the notation here, writing L∞(s)
instead to denote this factor L(s,Π∞ × Ω∞).
In what follows, we shall lighten notations by writing L(s,Π × Ω) = L(s,Π × π(Ω)) to denote the finite
part of the L-function Λ(s,Π× Ω) = Λ(s,Π× π(Ω)) (given by the product over finite primes in (35)).
Remark Note that we could define this L-function equivalently as a GLr(AK)×GL1(AK) L-function under
quadratic basechange. That is, let ΠK = BCK/F (Π) denote the basechange of Π to GLr(AK). The completed
L-function Λ(s,Π× Ω) is equivalent to the L-function L(s,ΠK ⊗ Ω) of ΠK twisted by the character Ω.
The analytic properties of the completed Rankin-Selberg L-function Λ(s, π×Ω) are established9 in works
of Jacquet, Piatetski-Shapiro, and Shalika [42], Shahidi [63], and Moeglin-Waldspurger [55], building on that
of of Jacquet [41] and Jacquet-Langlands [43] for r = 2. In brief, L(s,Π × Ω) has an analytic continuation
to all of s ∈ C unless Π ≈ π(Ω)⊗ | · |t for some t ∈ C, in which case it has a meromorphic continuation with
possible poles at s = 0, 1. In any case, it satisfies the functional equation
Λ(s,Π× Ω) = ǫ(s,Π× Ω)Λ(1 − s,Π× Ω−1),(36)
assuming as we do that Π is self-contragredient. Here again, ǫ(s,Π× Ω) denotes the epsilon factor
ǫ(s,Π× Ω) = (DrKc(ΠK)c(Ω)r)
1
2−sǫ(1/2,Π× Ω),(37)
where ǫ(1/2,Π×Ω) ∈ S1 is the root number, DK the absolute norm of the discriminant of K, c(ΠK) that of
the basechange ΠK , and c(Ω) = N(cOK) denotes the absolute norm of the conductor c ⊂ OF of Ω, viewed
as an ideal of OK . (Here, we are using the basechange equivalence L(s,Π× Ω) = L(s,ΠK ⊗ Ω), see [4]).
8In the stricter classical definition of ring a class character Ω of K, the restriction Ω|
A
×
F
of Ω to A×
F
must be trivial.
9Equivalently, if we work with the basechange presentation L(s,ΠK⊗Ω), then we can use the theory of principal L-functions
due to Godemont-Jacquet.
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Finally, let us note that the conductor q(Π × Ω) of Λ(s,Π × Ω), which appears naturally in the epsilon
factor (37) as ǫ(1/2,Π× Ω) = (q(Π× Ω)) 12−sǫ(1/2,Π× Ω), is given by
q(Π× Ω) = DrKc(ΠK)c(Ω)r.(38)
Since we shall be considering the square root of this conductor in all of the discussion below involving the
approximate functional equation, let us henceforth write
c(Π× Ω) := q(Π× Ω) 12 = (DrKc(ΠK)c(Ω)r)
1
2 = (DrKc(ΠK)Nc
2r)
1
2 .(39)
3.1.2. Quadratic extensions. Though we shall not require it for our main averaging arguments, it is often
convenient to assume that the quadratic extension K/F is totally imaginary to ensure the existence of
sufficiently many ring class characters Ω of K. To illustrate this point, let us fix a prime ideal p ⊂ OF
with underlying rational prime p, and write δp = [Fp : Qp] to denote the residue degree. If K/F is totally
imaginary, then the profinite abelian group
G = lim←−
β
Pic(Opβ ).(40)
is isomorphic as a topological group to the product Z
δp
p × Gtors, where the torsion subgroup Gtors ⊂ G
is finite (see e.g. [17, §2.1]). Since the ring class characters of K of p-power conductor are the finite-order
characters factoring through this G, it follows that infinitely many such characters exist. If the extension
K/F is not totally imaginary, then the structure of G is not well understood. For instance, if K/F is a totally
real quadratic extension, then Leopoldt’s conjecture (known for F abelian) implies that the profinite group
G must be finite, whence there would be only (at most) finitely many ring class characters Ω of K of p-power
conductor. In any case, we estimate the averages of the related values L(k)(1/2,Π× Ω). It is however only
in the totally imaginary case that we can take the conductor f(Ω) = pβ to be arbitrarily large.
3.1.3. Symmetric functional equations and root numbers. Recall that Λ(s,Π × Ω) satisfies the functional
equation (36), and that the ǫ-factor ǫ(s,Π × Ω) evaluated at the central point s = 1/2 defines the root
number ǫ(1/2,Π× Ω) ∈ S1. Hypothesis 1.4 ensures that the L-function Λ(s,Π× Ω) is self-dual, hence that
the coefficients are real-valued, and so ǫ(1/2,Π×Ω) ∈ {±1}. Our assumption that Ω is a ring class character
of K also ensures that the functional equation (36) is symmetric, in the sense that it relates the same L-
function on either side. This can be seen from the fact that such a character Ω is equivariant with respect
to complex conjugation (cf. [59, p. 384]). Hence, our functional equation takes the form
Λ(s,Π× Ω) = ǫ(s,Π× Ω)Λ(1− s,Π× Ω).(41)
This implies in particular that if ǫ(1/2,Π × Ω) = −1, then the central value L(1/2,Π × Ω) must vanish.
Another key feature of this setup is that the root number generically independent of the choice of ring class
character Ω of K. To be more precise about this, let ψ = ⊗vψv denote the (nontrivial) additive character of
AF we fixed above. The epsilon-factor ǫ(s,Π× Ω) admits a product decomposition
ǫ(s,Π× Ω) := ǫ(s,Π⊗ π(Ω)) =
∏
v
ǫ(s,Πv ⊗ π(Ω)v, ψv),
where each of the local factors ǫ(s,Πv⊗π(Ω)v, ψv) is defined with respect to the local character ψv, although
the global factor ǫ(s,Π× Ω) is independent of this choice of ψ = ⊗ψv.
Lemma 3.1. Assume that Π is self-dual, and let Ω be any ring class character of K. Then,
ǫ(1/2,Π× Ω) = (−1)#Σ,
where Σ = Σ(Ω,Π) is the finite set of places of F defined by
Σ(Π,Ω) = {v : ǫ(1/2,Πv ⊗ π(Ω)v, ψv) 6= ηv(−1)} .
Proof. See [17, §1.1]. We know that ǫ(1/2,Π × Ω) ∈ {±1}, and for all but finitely many places v of F
that ǫ(1/2,Πv ⊗ π(Ω)v , ψv) is equal to 1 (as opposed to −1). We also know by the product rule that
η(−1) =∏v ηv(−1) is equal to 1. Hence we have two collections of local signs (ǫ(1/2,Πv ⊗ π(Ω)v), ψv)v and
(ηv(−1))v, each of whose components is equal to 1 outside of a finite set of places of F . Observe now that
since
∏
v ηv(−1) = 1, we must have the identify
∏
v ǫ(1/2,Πv ⊗ π(Ω)v, ψv) = (−1)#Σ, where Σ = Σ(Π,K) is
finite finite set of places of F for which ηv(−1) 6= ǫ(1/2,Πv ⊗ π(Ω)v, ψv). 
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Let us now consider the set X(K) of ring class characters of K. It turns out that the set of places
Σ = Σ(Ω,Π) is generically independent of the choice of character Ω ∈ X(K), and depends instead on the
factorization of f(Π) ⊆ OF in K/F , together with the root number of L(s,Π).
Proposition 3.2. Assume that the conductor f(Π) of Π is coprime to the relative discriminant D of K/F .
Then for each ring class character Ω ∈ X(K) of conductor prime to f(Π), we have the root number formula
ǫ(1/2,Π× Ω) = η(f(Π))ǫ(1/2,Π) = ηK/F (f(Π))ǫ(1/2,Π).(42)
Here, L(s,Π) denotes the root number of the standard L-function Λ(s,Π) of Π, which for Π self-dual is
contained in the set {±1} = S1 ∩ R. In particular, there exists a choice of integer k ∈ {0, 1} such that
ǫ(1/2,Π× Ω) = (−1)k for all Ω ∈ X(K) of conductor prime to f(Π).
Proof. See [4, Proposition 4.1] with [42, Theorem 3.1] and [49, Lemma 2.1] (and cf. [17, § 1]). Let Ω be a
ring class character of K of some conductor f(Ω) ⊂ OF . Observe from the proof of Lemma 3.1 above that
we are reduced to a calculation of a finite number of local root numbers,
ǫ(1/2,Π× Ω) =
∏
v|f(Ω)f(Π)∞
ǫ(1/2,Πv ⊗ π(Ω)v, ψv).
That is, we need only compute the factors at places dividing the conductors f(Ω) and f(Π) and the real
places, as ǫ(1/2,Πv ⊗ π(Ω)v, ψv) = 1 otherwise.
Suppose first that v divides f(Ω). We can assume without loss of generality that π(Ω)v is ramified, since
otherwise we fall into one of the other cases treated in this proof. If the local representation Πv is unramified,
then we can argue in the style of [49, Lemma 2.1] (using [42]) that Πv = Ind(G,B, µ1, . . . , µr) is an unramified
principal series representation. Here, B is the Borel of G = GLr(Fv), and each µi is an unramified character
of the form µi(x) = |x|ui . The description of local factors in [42, Theorem 3.1] implies that
ǫ(s,Πv ⊗ π(Ω)v, ψv) =
r∏
i=1
ǫ(s, µi ⊗ π(Ω)v, ψv) =
r∏
i=1
2∏
j=1
ǫ(s, µiβj , ψv),
from which it can be deduced that
ǫ(1/2,Πv ⊗ π(Ω)v, ψv) = ωv(f(Ω)v)ǫ(1/2, π(Ω)v)2r = ωv(f(Ω)v) = 1.
Here in the second equality, we use that the π(Ω)v has central character ηv with the fact that 2r is even to
deduce that the local root number contribution ǫ(1/2, π(Ω)v)
2r = 1. For the third equality, we use that the
central character ωv is trivial, whence ωv(f(Ω)v) = 1. If Πv not ramified, then (as explained in [42, p. 375])
a similar argument can be made following that of [42, Theorem 3.1] to deduce a similar local formula.
Suppose now that v divides f(Π). Hence, the induced representation π(Ω)v is an unramified principal series
representation π(Ω)v = Ind(G,B, ν1, ν2), where each νj is an unramified character of the form νj(x) = |x|tj .
Using [42, Theorem 3.1] (cf. [49, Lemma 2.1]), along with the fact that ηv is the central character of π(Ω)v,
we deduce the expected identification
ǫ(s,Πv ⊗ π(Ω)v, ψv) =
2∏
j=1
ǫ(s,Πv ⊗ νj , ψv) = ηv(f(Π)v)ǫ(s,Πv, ψv).
Suppose now that v is real. We have already argued that L(s,Πv×Ωv) does not depend on the choice of Ω,
cf. the discussion in [42] (cf. [4, Proposition 4.1]). It is easy to deduce that ǫ(s,Πv⊗π(Ω)v, ψv) = ǫ(s,Πv, ψv),
as required. In fact, since we assume that Πv = π1,v ⊗ · · · ⊗ πv,N , the argument of [42, Theorem 3.1] implies
that ǫ(1/2,Πv, ψv) is given by the product
∏N
j=1 ǫ(1/2, πj,v, ψv). Although we do not state it in the formula
(for simplicity), this allows us to deduce that a real place v belongs to the set Σ = Σ(Ω,Π) if and only if an
odd number of the factors πj,v are holomorphic discrete series of weight kv ≥ 2 (cf. [17, §1.1]).
Putting together all of the local factors ǫ(1/2,Πv × π(Ω)v, ξv), the claim follows. 
Proposition 3.2 prompts us to make the following definition.
Definition Define k ∈ {0, 1} to be the choice of integer such that ǫ(1/2,Π× Ω) = (−1)k for all ring class
characters Ω ∈ X(K) having conductor prime to the conductor f(Π) ⊂ OF .
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3.1.4. Dirichlet series expansions. Let us now make precise the Dirichlet series expansions over ideals of OF
of the L-functions we consider. The Dirichlet series expansion of L(s,Π× Ω) is given (for ℜ(s) > 1) by
L(s,Π× Ω) = L(2s, η)
∑
n6={0}⊆OF
(n,f(Ω))=1
CΠ(n)CΩ(n)
Nns
= L(2s, η)
∑
n6={0}⊆OF
(n,f(Ω))=1
(∏N
j=1 λπj (n)
)
CΩ(n)
Nns
.
Here, the sum runs over nonzero ideals n ⊂ OF which are prime to the conductor f(Ω), and L(s, η) is the
L-function of the idele class character η = ηK/F of F , which for ℜ(s) > 1 is defined by the expansion
L(s, η) =
∑
m 6={0}⊆OF
η(m)
Nms
.
The CΩ(n) in the latter expansion denote the L-function coefficients of the induced representation π(Ω) of
GL2(AF ), and these are given more explicitly by
CΩ(n) =
∑
A∈Pic(Of(Ω))
rA(n)Ω(A).
To be more precise, expanding out over ideals of OF , we see (for ℜ(s) > 1) that
L(s,Ω) =
∑
a 6={0}⊆OK
(a,f(Ω))=1
Ω(a)
Nas
=
∑
n6={0}⊆OF
(n,f(Ω))=1
1
Nns
∑
A∈Pic(Of(Ω))
rA(n)Ω(A),
where rA(n) denotes the number of ideals in the class A ∈ Pic(Of(Ω)) whose image under the norm homo-
morphism NK/F : K −→ F equals n ⊂ OF . Hence, L(s,Π×Ω) has Dirichlet series expansion (for ℜ(s) > 1)
given by
L(s,Π× Ω) =
∑
m 6={0}⊆OF
η(m)
Nm2s
∑
n6={0}⊆OF
(n,f(Ω))=1
CΠ(n)
Nns
∑
A∈Pic(Oc(Ω))
rA(n)Ω(A).(43)
Again, the coefficients CΠ(n) here are related to those of the GL2(AF )-forms πj for 1 ≤ j ≤ N as above,
CΠ(n) =
N∏
j=1
Cπj (n) =
N∏
j=1
λπj (n),
where each λπj = cπj denotes both the L-function coefficient and the Hecke eigenvalue of πj .
Recall that for a given ideal c ⊂ OF , we write Oc = OF + cOK to denote the OF -order of conductor c in
OK . Let us now record the following (classical) result about the counting functions defined for a given ideal
c ⊆ OF by the sum over classes
rc(n) =
∑
A∈Pic(Oc)
rA(n).(44)
Lemma 3.3. Given a nonzero ideal n ⊆ OF which is coprime to the conductor c ⊂ OF , then rc(n) = r(n),
where r(n) = rOF (n) denotes the number of ideals in the full ring of integers OK whose image the norm
homomorphism NK/F is equal to n.
Proof. The result is standard, see e.g. [19, Proposition 7.20 (ii)] for the setting of imaginary quadratic fields.
Let us give a proof in the general case for lack of proper reference. We claim that if an ideal a ⊆ OK is
coprime to c ⊆ OF in the sense that (NK/F (a), c) = 1, then the Oc-ideal defined by the intersection a ∩ Oc
is also coprime to c in the sense that (NK/F (a ∩ Oc), c) = 1, and moreover that NK/F (a ∩ Oc) = NK/F (a).
To see why this is true, consider the natural map
Oc/a ∩ Oc −→ OK/a,(45)
which by inspection is injective. Since (NK/F (a), c) = 1 by hypothesis, we deduce that (NK/F (a∩Oc), c) = 1.
To deduce the second part of the claim, we argue that the injective map (45) in fact defines an isomorphism.
To see this, observe that since (NK/F (a), c) = 1, multiplication by c induces an isomorphism of OK/a. On
the other hand, since cOK ⊆ Oc, the map (45) is surjective. The result follows. 
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3.2. Moments. We now compute and estimate moments of central values of the Rankin-Selberg L-functions
described above. Here, we average over all ring class characters of K of a given conductor, taking for granted
the existence of such characters if K/F is not totally imaginary. This leads to the appearance of counting
functions of the form rA(n) above. It is through these counting functions that we identify canonical leading
terms for our averages, as well as use Theorem 2.10 and Corollary 2.11 to bound the off-diagonal terms.
3.2.1. Approximate functional equation. We first use a balanced approximate functional equation to derive
a convenient expression for the values L(k)(1/2,Π × Ω) (in either case on the generic root number (−1)k).
Let us for simplicity write the Dirichlet series expansion (43) over ideals of OF as
L(s,Π× Ω) =
∑
n6={0}⊆OF
CΠ×Ω(n)
Nns
.(46)
In general, given an integer m ≥ 1, we fix a meromorphic function Gm on C subject to the conditions that (i)
Gm(s) is holomorphic on C except at s = 0, where Gm(s) ∼ 1/sm as s tends to 0, (ii) Gm(s) is of moderate
(polynomial) growth on vertical lines, and (iii) the identity Gm(−s) = (−1)mGm(s) holds for any s 6= 0. Let
us also assume (as we can) that Gm(s) vanishes at any argument δ ∈ C with 0 < ℜ(δ) < θ = 7/64 < 1/2
where the archimedean component L(s,Π∞) has a pole. To be clear, if we assume (or know) the generalized
Ramanujan conjecture for each of the GL2(AF )-automorphic forms πj (or more generally the generalized
Ramanujan conjecture for cuspidal GLr(AF )-automorphic representations), then there is no such pole to
consider. Without such knowledge however, we can still avoid having to consider such a pole for our contour
argument. Fixing such a test function Gm, we define a smooth function Vm on y ∈ R>0 by
Vm(y) =
∫
ℜ(s)=2
V̂m(s)y
−s ds
2πi
,
where V̂m(s) is defined on s ∈ C− {0} by
V̂m(s) = Gm(s)
L∞(s+ 1/2)
L∞(1/2)
.
We can then use a standard contour argument to derive the following central value formula for the Dirichlet
series L(s,Π× Ω) (defined a priori only for ℜ(s) > 1).
Proposition 3.4. We have for either choice k ∈ {0, 1} on the generic root number the formula
L(k)(1/2,Π× Ω) = 2
∑
n6={0}⊆OF
CΠ×Ω(n)
Nn
1
2
Vk+1
(
Nn
c(Π× Ω)
)
.
To be more explicit about the coefficients in the Dirichlet series, we have the formula
L(k)(1/2,Π× Ω) = 2
∑
m 6={0}⊂OF
η(m)
Nm
∑
n6={0}⊆OF
CΠ(n)CΩ(n)
Nn
1
2
Vk+1
(
Nm2Nn
c(Π× Ω)
)
.
Here (again), the coefficient CΠ(n) is given explicitly in terms of those of the GL2(AF )-representations πj:
CΠ(n) =
N∏
j=1
Cπj (n) =
N∏
j=1
λπj (n).
As well, c(Π×Ω) = (DrKN(ΠK)Nc)
1
2 denotes the square root of the conductor of L(s,Π×Ω) = L(s,ΠK⊗Ω).
Proof. See [68, Proposition 2.1] or [40, Proposition 5.3], the same standard contour argument works here.
In brief, put m = k + 1. Since we are justified in shifting contours, we may shift the range of integration
leftward to ℜ(s) = −2, crossing a pole at s = 0 of residue R, and (possibly) a pole in the region 0 < ℜ(s) < θ
of vanishing residue (thanks to our choice of test function Gm):∫
ℜ(s)=2
Λ(s+ 1/2,Π× Ω)Gm(s) ds
2πi
= R +
∫
ℜ(s)=−2
Λ(s+ 1/2,Π× Ω)Gm(s) ds
2πi
.
Here, R denotes the residue Ress=0(Λ(s+ 1/2,Π× Ω)Gm(s)). Applying the functional equation (36) to the
right hand side, then using properties of the chosen test function Gm, the result follows after writing out the
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absolutely convergent Dirichlet series expansions. To simplify the expression obtained as we have (to identify
the two integrals), we use the self-duality of Π and the symmetric form of the functional equation (3). 
The cutoff functions Vk+1 appearing in Proposition 3.4 also decay rapidly:
Lemma 3.5. For each integer j ≥ 0 and choice of constant A > 0,
V
(j)
k+1(y) =
{(
(−1)k(log y)k)(j) +Oj(y 12−j) if 0 < y ≤ 1
OA,j(y
−A) for any A > 0 if y ≥ 1.
Proof. The result is also a standard contour argument (using Stirling approximation), cf. [66, Lemma 7.1]. 
3.2.2. Calculation of moments. Fix an ideal c ⊆ OF prime to f(Π) for which there exists a ring class character
Ω ∈ X(K) of conductor f(Ω) = c, this existence being clear if K/F is totally imaginary. We shall lighten
notation by dropping some of the conditions defining the sums in the expansion (43). Using the functional
equation (41) (and simplified notation for the L-function coefficients), Proposition 3.4 gives us the formula
L(k)(1/2,Π× Ω) = 2
∑
n6={0}⊆OF
CΠ×Ω(n)
Nn
1
2
Vk+1
(
Nn
c(Π× Ω)
)
,
or more explicitly
L(k)(1/2,Π× Ω) = 2
∑
m 6={0}⊂OF
η(m)
Nm
∑
n6={0}⊆OF
CΠ(n)CΩ(n)
Nn
1
2
Vk+1
(
Nm2Nn
c(Π× Ω)
)
.
Writing Y (c) = Pic(Oc)∨ to denote the set of ring class characters of conductor dividing c ⊆ OF , and
P (c) the subset of primitive ring class characters of conductor c, the natural decomposition Y (c) = ∪c′|cP (c′)
allows us to decompose the average H
(k)
c (Π) as
1
2
· h(Oc) ·H(k)c (Π) =
∑
c′|c
∑
Ω′∈P (c′)
∑
n6={0}⊆OF
CΠ×Ω′(n)
Nn
1
2
Vk+1
(
Nn
c(Π× Ω′)
)
.
Again, h(Oc) = #Pic(Oc) denotes the class number of Oc. Switching the order of summation, we obtain
1
2
· h(Oc) ·H(k)c (Π) =
∑
n6={0}⊆OF
1
Nn
1
2
∑
c′|c
∑
Ω′∈P (c′)
CΠ×Ω′(n)Vk+1
(
Nn
Nc(Π× Ω′)
)
.(47)
To deal with the fact that the contribution from Vk+1 ∈ C∞(R>0) in the inner sum depends on c′ = f(Ω′),
we apply one round of partial summation to derive the following inexplicit formula for H
(k)
c (Π) in terms of
the coefficients CΠ×Ω(n). Fixing a ring class character Ω ∈ X(K) of conductor f(Ω) = c as we do, let us write
c = Nc to denote the absolute norm of c. We can then write the square root conductor term more simply as
c(Π× Ω) = q(Π× Ω) 12 = (DrKc(ΠK)c2r)
1
2 as
c(Π× Ω) = D
r
2
Kc(ΠK)
1
2 cr =Mcr.(48)
Note that the rational integer M = D
r
2
Kc(ΠK)
1
2 depends only on the quadratic extension K/F and the
representation Π = π1 ⊗ · · · ⊗ πN of GLr(AF ). Consider for each divisor c′ | c ⊆ OF and nonzero ideal
n ⊆ OF the sums over coefficients
gc′(n) =
∑
Ω′∈P (c′)
CΠ×Ω′(n),
and then the (double) sums over divisors
Gc(n) =
∑
c′|c
∑
Ω′∈P (c′)
CΠ×Ω′(n) =
∑
c′|c
∑
Ω′∈P (c′)
CΠ×Ω′(n).
Lemma 3.6. We have in the setup above the inexplicit formula
1
2
· h(Oc) ·H(k)c (Π) =
∑
n6={0}⊆OF
Gc(n)
Nn
1
2
Vk+1
(
Nn
MNcr
)
− Ec(n).
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Here, ordering divisors c′ | c in such a way that c′′ is the divisor with predecessor c′ | c′′, the difference term
Ec(n) =
∑
c′|c
c′ 6=c
Gc′(n)
Nn
1
2
Vc′,k+1
(
Nn
MNcr
)
(49)
is given with respect to the modified cutoff function Vc′,k+1 defined on y ∈ R>0 by
Vc′,k+1(y) =
∫
ℜ(s)=2
V̂k+1(s)y
−s
(
1−
(
Nc′
Nc′′
)rs)
ds
2πi
, y ∈ R>0.(50)
Proof. Applying partial summation to each term in the n-sum (47) above, we obtain
1
2
· h(Oc) ·H(k)c (Π) =
∑
n6={0}⊆OF
Gc(n)
Nn
1
2
Vk+1
(
Nn
MNcr
)
− Ec(n),
where Ec(n) is given by the sum∑
c′|c
c′ 6=c
Gc′(n)
Nn
1
2
[
Vk+1
(
Nn
MNc′r
)
− Vk+1
(
Nn
MNc′′r
)]
.
Here, we have fixed an ordering of the divisors c′ | c, and chosen c′′ | c to be the divisor with predecessor c′.
The stated formula then follows from the definition of Vk+1(y), factoring out like terms. 
Let us now consider the coefficients in this expression explicitly via (43), whence we can evaluate via
orthogonality of characters to obtain the following formula. To lighten notations, we now make the following:
Definition (i) Given a nonzero ideal n ⊆ OF which is coprime to the conductor f(Ω) = c, let r(n) = r1(n)
be the number of ideals a ⊂ OK such that (i) a lies in the principal class of Pic(OK), and (ii) the relative
norm of a is n, i.e. NK/F (a) = n. (ii) Given an ideal c ⊆ OF , let us define the sums
Dk+1(c) =
∑
m 6={0}⊆OF
η(m)
Nm
∑
n6={0}⊆OF
(n,c)=1
r(n)CΠ(n)
Nn
1
2
Vk+1
(
Nm2Nn
MNcr
)
(51)
and
D˜k+1(c) =
∑
m 6={0}⊆OF
η(m)
Nm
∑
n6={0}⊆OF
(n,c)=1
r(n)CΠ(n)
Nn
1
2
Vc,k+1
(
Nm2Nn
MNcr
)
.(52)
Here again, we write M = D
r
2
Kc(ΠK)
1
2 to lighten notations.
Proposition 3.7. We have in the setup above the explicit average formula
1
2
·H(k)c (Π) = Dk+1(c) − 1
h(Oc)
∑
c′|c
c′ 6=c
h(Oc′)D˜k+1(c′).
Proof. Switching the order of summation in the difference sum attached to Ec(n), Lemma 3.6 implies that
1
2
· h(Oc) ·H(k)c (Π) =
∑
n6={0}⊆OF
Gc(n)
Nn
1
2
Vk+1
(
Nn
MNcr
)
−
∑
c′|c
c′ 6=c
∑
n6={0}⊆OF
Gc′(n)
Nn
1
2
Vc′,k+1
(
Nn
MNc′r
)
.
Let us now consider the first sum on the right hand side of this latter expression,∑
n6={0}⊆OF
Gc(n)
Nn
1
2
Vk+1
(
Nn
MNcr
)
=
∑
Ω∈Y (c)
∑
n6={0}⊆OF
CΠ×Ω(n)
Nn
1
2
Vk+1
(
Nn
MNcr
)
,
which after expanding out in terms of the explicit Dirichlet series expansion (43) gives us the expression
∑
Ω∈Y (c)
∑
m 6={0}⊆OF
η(m)
Nm
∑
n6={0}⊆OF
CΠ(n)
Nn
1
2
 ∑
A∈Pic(Oc)
rA(n)Ω(A)
Vk+1 (Nm2Nn
MNcr
)
.
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Switching the order of summation and using orthogonality to evaluate the Ω-sum, we then obtain
h(Oc)
∑
m 6={0}⊆OF
η(m)
Nm
∑
n6={0}⊆OF
(n,c)=1
CΠ(n)rc(n)
Nn
1
2
Vk+1
(
Nm2Nn
MNcr
)
.
Again, rc(n) denotes the number of ideals a ⊆ OK of relative form n whose image in the class group Pic(Oc)
is trivial. Since we only ever sum over ideals n ⊆ OF which are prime to the conductor c ⊆ OF , we know that
this counting function in fact coincides with the corresponding counting function r(n) defined with respect
to the principal ideals of OK (cf. Lemma 3.3 with [19, Proposition 7.22]). Thus we derive the first term in
the claimed formula.
A similar argument applies to describe the difference sum attached to Ec(n) as∑
c′|c
c′ 6=c
h(Oc′)
∑
m 6={0}⊆OF
η(m)
Nm
∑
n6={0}⊆OF
(n,c′)=1
CΠ(n)r(n)
Nn
1
2
Vc′,k+1
(
Nm2Nn
MNcr
)
.
Dividing out by the class number h(Oc) then gives the desired formula. 
We now show that it will suffice to estimate the leading terms Dk+1(c) in this expression:
Lemma 3.8. Keep the setup of Proposition 3.7 above, writing Y = D
r
2
Kc(ΠK)
1
2Ncr to lighten notations.
There exists in either case k ∈ {0, 1} on the generic root number a constant κk,0 > 0 such that
h(Oc)−1
∑
c′|c
c′ 6=c
h(Oc′)D˜k+1(c′) = OΠ
(
Y −κ0,k
)
.
Proof. Note that each of the modified cutoff functions Vc′,k+1 has a vanishing residue at s = 0. Hence for
each of these, we can move the line of integration left to ℜ(s) = −2 for each of these integrals, crossing a
pole of residue zero at s = 0, and bounding the remaining regions using Stirling’s asymptotic formula. The
result is then easy to see using Dedekind’s formula for the class numbers h(Oc′), as given in (6) above. 
Let QK/F = QK/F,1 denote the binary quadratic form associated to the principal class 1 ∈ Pic(OK). To
be more explicit, we can expand this F -rational binary quadratic form QK/F (x, y) = QK,F,1(x, y) as
QK/F (x, y) = a0x
2 + b0xy + c0y
2
for some triple of (mutually coprime) F -integers a0, b0 and c0. The group of 2 × 2 matrices of determinant
one with F -integer coefficients SL2(OF ) acts on QK/F via unimodular transformation,
QσK/F (x, y) = QK/F (αx+ γy, βx+ δy) if σ =
(
α β
γ δ
)
∈ SL2(OF ),
and we write Aut(QK/F ) ⊂ SL2(OF ) to denote the automorphism subgroup. That is, Aut(QK/F ) consists
of the matrices σ ∈ SL2(OF ) for which QσK/F = QK/F , these being “automorphs” in the classical language.
The counting functions r(n) appearing in the sums above can then be described equivalently as the number
of representations of n ⊆ OF by QK/F , up to equivalence under this action of Aut(QK/F ).
If K/F is totally imaginary, then Aut(QK/F ) has finite order w = wK/F = #Aut(QK/F ), and so we can
parametrize the counting function r(n) as the set
r(n) =
1
w
·#{(a, b) : a, b ∈ OF , QK/F (a, b) = n}.
Hence if K/F is totally imaginary, then we can expand Dk+1(c) in terms of QK/F to derive the expression
Dk+1(c) =
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b∈OF
QK/F (a,b)6=0
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
MNcr
)
.(53)
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Fixing an OF -basis [1, ϑ] for the principal class of OK , and writing a2 − b2ϑ2 to denote the principal ideal
(a2 − b2ϑ2) ⊂ OF determined by the norm homomorphism NK/F (a) = (αα) = (a2 − b2ϑ2) evaluated at
a = (α) = (a+ bϑ), we can also use the simpler parametrization (again modulo the action of Aut(QK/F )):
r(n) =
1
w
·#{(a, b) : a, b ∈ OF , a2 − b2ϑ2 = n}.
Using this latter parametrization, we can also write
Dk+1(c) =
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b∈OF
QK/F (a,b)6=0
CΠ(a
2 − b2ϑ2)
N(a2 − b2ϑ2) 12 Vk+1
(
Nm2N(a2 − b2ϑ2)
MNcr
)
.
If K/F is not totally imaginary, then the automorphism group Aut(QK/F ) is not finite. In this case, we
can fix a fundamental domain for the action of Aut(QK/F ) to derive a similar parametrization of the counting
function r(n) (cf. e.g. [77, Satz 4, pp. 69-71] or [40, § 22.1]). To be more precise, recall that we let (τj)dj=1
denote the collection of real embeddings of F . We can thus define from QK/F a collection of quadratic forms(
QK/F,j(x, y)
)d
j=1
=
(
ajx
2 + bjxy + cjy
2
)d
j=1
=
(
τj(a0)x
2 + τj(b0)xy + τj(c0)y
2
)d
j=1
of respective discriminants (∆j)
d
j=1 = (b
2
j − 4ajcj)dj=1, each of whose group of automorphs is in bijective
correspondence with the (F -rational) solutions of the corresponding Pell equation x2 + ∆jy
2 = 4. Writing
ǫ0,j to denote the minimal or fundamental solution of x
2 + ∆jy
2 = 4, we know if ∆j > 0 that any other
solution ǫj can be presented as ǫj = ±ǫnj,0 for some integer n ≥ 1. Writing
z = (zj)
d
j=1 =
(
−bj +
√
∆j
2aj
)d
j=1
to denote the (principal) roots of the linear factorizations QK/F,j(x, y) = aj(x+zjy)(x+zjy) overC, one can
show that QσK/F,j(x, y) = QK/F,j(x
′, y′) for σ ∈ Aut(QK/F,j) implies that (x+zjy) = (x′+zjy′) = ǫj(x+zjy)
for some solution ǫj , and also that (x + zjy) = (x
′ + zjy
′) = ǫ−1j (x+ zjy), so that(
x+ zjy
x+ zjy
)
= ǫ−2j
(
x+ zjy
x+ zjy
)
.
In this way, writing η ≫ 0 denoting a totally positive element η ∈ F×∞,+ ∼= (R>0)d, and including the trivial
solutions (as we may), we can parametrize the counting function explicitly in terms of ǫ0 = (ǫ0,j)
d
j=1 as
r(n) =
1
w
·#
{
a, b ∈ OF : QK/F (a, b) = n : a+ zb≫ 0, 1 ≤
a+ zb
a+ zb
≤ ǫ20
}
.
Here, w = wK/F denotes the order of the torsion subgroup of Aut(QK/F ). Thus when K/F is not totally
imaginary, then we still can expand out the sum Dk+1(c) similarly as
Dk+1(c) =
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b∈OF
a+zb≫0,1≤
a+zb
a+zb
≤ǫ20
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
MNcr
)
.(54)
As we shall see below, we obtain from these parametrizations of the counting function a canonical choice
of leading terms coming from the contributions of the b = 0 terms. The remaining b 6= 0 terms can then be
bounded using Theorem 2.10 (for N = 1) and 2.11 (for N ≥ 2).
3.3. Main terms. We first compute the contributions from the main terms. If K/F is a totally imaginary
quadratic extension, then these come from the b = 0 terms in the sum (53), which we label here as
Dk+1,0(c) :=
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a 6=0∈OF
CΠ(QK/F (a, 0))
NQK/F (a, 0)
1
2
Vk+1
(
Nm2NQK/F (a, 0)
MNcr
)
.
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If K/F is not totally imaginary, then these terms come from the b = 0 terms in the corresponding sum (54),
Dk+1,0(c) :=
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a6=0∈OF
a≫0
CΠ(QK/F (a, 0))
NQK/F (a, 0)
1
2
Vk+1
(
Nm2NQK/F (a, 0)
MNcr
)
.
Recall that we write LS1(s, Sym
2 Π) to denote the partial (incomplete) L-function of the symmetric square
of Π (with Euler factors at primes in the finite set S removed) when K/F is totally imaginary, and otherwise
the partial Dirichlet series determined by taking the sum over totally positive elements in the principal class.
Here, given an ideal c ⊂ OF , we shall write (c) to denote the set of prime ideal divisors of c in OF .
Lemma 3.9. Let Y = D
r
2
Kc(ΠK)
1
2Ncr. We have in either case k ∈ {0, 1} on the generic root number the
following estimates for the b = 0 contributions Dk+1,0(c) to the leading sums Dk+1(c).
(i) If k = 0, then for any choice of constant C > 0 we have
D1,0(c) =
2
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
+OC
(
Y −C
)
.
(ii) If k = 1, then for any choice of constant C > 0 we have
D2,0(c) =
2
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
·
[
1
2
log Y +
L′
L
(1, η)
+
L
′(c)
1
L
(c)
1
(1,Π, Sym2)− ζ
′(c)
F,1
ζ
(c)
F,1
(2)− dγ − log(2π)
]
+OC
(
Y −C
)
.
Proof. Suppose first that K/F is totally imaginary. Opening up the definition of Dk+1,0(c), and recalling
the congruence condition in the definition of Dk+1(c) (which we sometimes suppress to lighten notation),
Dk+1,0(c) =
1
w
∑
m⊆OF
η(m)
Nm
∑
a6=0∈OF
(a,c)=1
CΠ(a
2)
Na
Vk+1
(
Nm2Na2
Y
)
,
which by definition of the cutoff function Vk+1 ∈ C∞(R>0) is the same as
Dk+1,0(c)
∫
ℜ(s)=2
1
w
∑
m⊆OF
η(m)
Nm
∑
a6=0∈OF
(a,c)=1
CΠ(a
2)
Na
V̂k+1(s)
(
Nm2Na2
Y
)−s
ds
2πi
.(55)
Now, recall that
V̂k+1(s) = Gk+1(s)
L∞(s+ 1/2)
L∞(1/2)
.
Expanding out the Dirichlet series, we see by the definition of Vk+1(y) that (55) is the same as∫
ℜ(s)=2
2
w
· L(2s+ 1, η) · L
(c)
1 (2s+ 1,Π, Sym
2)
ζ
(c)
F,1(4s+ 2)
V̂k+1(s)Y
s ds
2πi
.(56)
Shifting the range of integration to ℜ(s) = −2 in either case on k, we cross a simple pole at s = 0 of
residue equal to the stated leading term (cf. [66, § 7.3] for the analogous setting of k = 1). The remaining
integral in each case is then seen easily to be rapidly decaying using the Stirling approximation formula, and
the well-understood analytic (decay) properties of the Hecke L-function L(s, η) and the symmetric square
L-function L(s, Sym2Π) (see e.g. [16], cf. [10, Theorem 1], [66, (7.7), §7.3]).
The more general case on the quadratic extension K/F is completely analogous, replacing the sums over
nonzero F -integers a ∈ OF with the corresponding sums over nonzero totally positive F -integers a≫ 0. 
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3.4. Main estimates. We now consider the contribution from the b 6= 0 terms in Dk+1(c). Hence, writing
Y = D
r
2
Kc(ΠK)
1
2Ncr to denote the square root of the conductor, we consider the sums Dk+1,†(c) defined by
Dk+1,†(c) :=
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b∈OF
QK/F (a,b)6=0
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
Y
)
=
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b∈OF
a2−b2ϑ2 6=0
CΠ(a
2 − b2ϑ2)
N(a2 − b2ϑ2) 12 Vk+1
(
Nm2N(a2 − b2ϑ2)
Y
)
when K/F is totally imaginary, and more generally the sum defined by
Dk+1(c) =
1
w
∑
m 6={0}⊆OF
η(m)
Nm
∑
a,b6=0∈OF
a+zb≫0,1≤ a+zb
a−zb
≤ǫ2
0
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
MNcr
)
.
Proposition 3.10. Recall that we put r = 2N and Y = D
r
2
Kc(ΠK)
1
2Ncr. We have the following upper bounds
for the sums Dk+1,†(c) in either case k ∈ {0, 1} on the generic root number, given in terms of Y and the
absolute discriminant DK : For any choice of ε > 0,
Dk+1,†(c)≪Π,ε Y 12+εDδ−
3
4
K .
Again, we write 0 ≤ θ ≤ 1/2 to denote the best known approximations towards the generalized Ramanujan
conjecture for GL2(AF )-automorphic forms (with θ = 0 conjectured), and 0 ≤ δ ≤ 1/4 the best known
approximation towards the generalized Lindelo¨f hypothesis for cuspidal GL2(AF )-automorphic forms in the
level aspect (with δ = 0 conjectured). Hence, taking θ = 7/64 by the theorem of Blomer-Brumley [7], so that
δ = 103/512 by Blomer-Harcos [10, Corollary 1], and expanding out the quantity Y , this bound of
Dk+1,†(c)≪Π,ε D
r
2 (
1
2+ε)+δ−
3
4
K c(ΠK)
1
2+εNcr(
1
2+ε)
can be given more explicitly as
Dk+1,†(c)≪Π,ε D
r
2 (
1
2+ε)−
281
512
K c(ΠK)
1
2+εNcr(
1
2+ε).
Proof. Let us in either case on K/F fix an OF -basis [1, ϑ] of the principal class of OK . Observe that by the
rapid decay of Vk+1(y) for y →∞, it will suffice in either case on K/F to estimate the truncated sum∑
m 6={0}⊆OF
η(m)
Nm
∑
b6=0∈OF
1≤Nm2N(b2ϑ2)≤Y
∑
a∈OF
CΠ(a
2 − b2ϑ2)
N(a2 − b2ϑ2) 12 Vk+1
(
Nm2N(a2 − b2ϑ2)
Y
)
.
Notice too that since Nϑ2 = O(DK), this truncated sum can be described in simpler terms as∑
m 6={0}⊆OF
η(m)
Nm
∑
b6=0∈OF
1≤NmNb≤
(
Y
DK
) 1
2
∑
a∈OF
CΠ(a
2 − b2ϑ2)
N(a2 − b2ϑ2) 12 Vk+1
(
Nm2N(a2 − b2ϑ2)
Y
)
.(57)
Let us now fix a nonzero ideal m ⊂ OF and an F -integer b in the region 1 ≤ NmNb ≤ (Y/DK)
1
2 , and
consider the corresponding a-sum in this latter expression. We know thanks to Theorem 2.10 (for N = 1)
and more generally Theorem 2.11 (for N ≥ 2) that the modulus of the corresponding sum is bounded above
for any ε > 0 by∑
a∈OF
CΠ(a
2 − b2ϑ2)
N(a2 − b2ϑ2) 12 Vk+1
(
Nm2N(a2 − b2ϑ2)
Y
)
≪Π,ε
(
Y
Nm2
) θ
2−
1
4+ε
N(b2ϑ2)δ−
θ
2+ε.
Inserting this bound back into (57), and using again that ND = O(DK), we obtain the upper bound
≪ε Y θ2− 14+εDδ−
θ
2+ε
K
∑
b6=0∈OF
1≤NmNb≤
(
Y
DK
) 1
2
Nb2(δ−
θ
2+ε)Nm2(
1
4−
θ
2+ε).(58)
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Now, observe that if N = 1 and c = OF (so that the average is taken over class group characters of K),
then the inner (m, b)-sum in (58) does not depend on DK since Y/DK = c(ΠK)
1
2 . In this special setting, it
is easy to see that the modulus of the truncated sum is bounded above by
Dk+1,†(OF )≪ε,Π Dδ−
1
4+ε
K ,
and hence that any nontrivial approximation to the generalized Lindelo¨f hypothesis (e.g. [10, Corollary 1])
will give a suitable bound. In general, we shall have to consider the inner (m, b)-sum determined by the
constraint 1 ≤ NmNb ≤ (Y/DK) 12 = R. We argue that we can count such contributions as lattice points
under the hyperbola xy = R, which can be estimated classically as O(R logR). Using this classical estimate
together with the trivial estimate, we obtain∑
b∈OF ,b6=0
1≤NmNb≤
(
Y
DK
) 1
2
Nb2(δ−
θ
2+ε)Nm2(
1
4−
θ
2+ε) ≪ε
(
Y
DK
) 1
2+ε
(
Y
DK
) 1
4−
θ
2+ε
=
(
Y
DK
) 3
4−
θ
2+2ε
.
Inserting this latter bound back into (58), we then obtain the estimate
Dk+1,†(c)≪ε Y θ2− 14+εDδ−
θ
2+ε
K Y
3
4−
θ
2+ǫD
− 34+
θ
2−ε
K = Y
1
2+2εD
δ− 34
K .(59)
This is equivalent to the stated estimate. 
Now, Proposition 3.10 implies that if r = 2 and the conductor is trivial c = OF , then we obtain a suitable
bound for Dk+1,†(OF ). If however r ≥ 4 and Nc > 1 (or more generally Nc ≫ DK) then it is apparent
that the bound (59) will not suffice to estimate the leading sum Dk+1(c). To deal with the more general
setting when r ≥ 4 and Nc≫ DK , we return to the setup of Proposition 2.6 above to give a suitable integral
presentation for the entire leading sum Dk+1(c) in all cases we consider.
Let us first assume for simplicity that K/F is a totally imaginary quadratic extension, then explain how
to extend the following arguments (mutatis mutandis). We consider the theta series ϑ = ϑQ associated to
the binary quadratic form Q = QK/F , whose Fourier series expansion (for z = (zj)
d
j=1 = (xj + iyj)
d
j=1 ∈ Hd)
we can write as
ϑQ(z) =
∑
a,b∈OF
ψ(QK/F (a, b)z) =
∑
a,b∈OF
ψ(QK/F (a, b)(z1 + · · ·+ zd)).
Note that this determines a Hilbert modular theta series of parallel weight one, and hence is not a genuine
metaplectic form (which would correspond to a Hilbert modular form of half-integral weight). Viewed as a
GL2(AF )-automorphic form, it has (in the notations described above) the Fourier-Whittaker expansion
ϑQ
((
y x
1
))
= |y| 12
∑
γ1,γ2∈F
ψ(QK/F (γ1, γ2)(x + iy)) = |y|
1
2
∑
a,b∈OF
ψ(QK/F (a, b)(x+ iy)).
Proposition 3.11. Assume that Π = π1⊗· · ·⊗πN is a cuspidal GLr(AF )-automorphic representation having
trivial central character (where r = 2N ). Let ϕ = ⊗vϕv ∈ VΠ be a pure tensor whose nonarchimedean local
components are essential Whittaker vectors (see [52]), and whose archimedean Whittaker function satisfies
Wϕ(y∞) = |y∞|
r−2
2 ψ(iy∞)Vk+1 (|y∞|)
as a function of y∞ ∈ F×∞, where |y∞| = Ny∞ again denotes the idele norm10. Given a nonzero ideal
m ⊂ OF , let us again write m to denote an idele of the same norm |m| = Nm. Let us also fix an archimedean
idele Y∞ ∈ F×∞ of norm |Y∞| = NY∞ = Y , where Y = D
r
2
Kc(ΠK)
1
2Ncr again denotes the square root of the
conductor. We have the following integral presentation for the leading sum Dk+1(c), given in terms of the
constant coefficients in the Fourier-Whittaker expansions of the GL2(AF )-automorphic form PϕϑQ:
ρΠ(OF )Dk+1(c) = Y 12 · 1
w
∑
m⊆OF
η(m)
Nm2
∫
AF /F
PϕϑQ
((
m2
Y∞
x
1
))
dx.
10Again, we argue using a smooth partition of unity via dyadic subdivision that we may justify such a choice of archimedean
local vector via the surjectivity of the archimedean Kirillov map.
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Proof. Using a similar orthogonality calculation (and notations) as in Proposition 2.6 (ii) above, it is easy
to see that for each m ⊂ OF we have the integral presentation(
Nm2
Y
)− 12 ∫
AF /F
PϕϑQ
((
m2
Y∞
x
1
))
dx = ρΠ(OF )
∑
a,b∈OF
QK/F (a,b)6=0
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
Y
)
.
Taking the sum over integral ideals m ⊂ OF , it is then easy to deduce that we have
Y
1
2
∑
m⊂OF
η(m)
Nm2
∫
AF /F
PϕϑQ
((
m2
Y∞
x
1
))
dx
= ρΠ(OF )
∑
m⊂OF
η(m)
Nm
∑
a,b∈OF
QK/F (a,b)6=0
CΠ(QK/F (a, b))
NQK/F (a, b)
1
2
Vk+1
(
Nm2NQK/F (a, b)
Y
)
.
This is equivalent to the stated formula. 
Using this integral presentation, there are two ways to proceed. The first is to consider cuspidal and non-
cuspidal projections of PϕϑQ, then to argue that Dk+1(c) is given by a series of constant coefficients of some
Eisenstein series. The other is to use that the constant coefficient PϕϑQ(y∞), as a function of y∞ ∈ F×∞, is
smooth any of moderate growth to derive our desired estimates via a relatively easy specialization argument
(to y∞ ∈ F×∞ of norm 0 < |y∞| < D−1K ).
Let us begin with the first approach. Using Siegel’s mass formula, and more generally the Siegel-Weil
formula (see [48]), we know that the theta series ϑQ(z) can be decomposed into a sum of an Eisenstein series
EQ(z) plus its cuspidal projection SQ(z), where these series can be described explicitly as
EQ(z) =
1
GQ
∑
Q′∈genus(Q)
ϑQ′(z) =
1
GQ
∑
m∈OF
 ∑
Q′∈genus(Q)
rQ′(m)
ψ(mz) = ∑
m∈OF
g(m)ψ(mz)
and
SQ(z) =
∑
m∈OF
m 6=0
(rQ(m)− g(m))ψ(mz).
Here, genus(Q) denotes the genus class of Q, with GQ its cardinality. We also write rQ′(m) to denote
the corresponding counting function for a given quadratic form Q′ ∈ genus(G), with the convention that
rQ′(0) = 1. Note that we have an identification of counting functions r(m) = r1(m) = rQ(m) from the
discussion above. Since each integral appearing in the latter integral presentation occurs as the constant
term of PϕϑQ (evaluated along some diagonal matrix diag(m
2/Y∞, 1)), we argue that we may decompose
PϕϑQ in terms of the Siegel-Weil formula ϑQ = EQ + SQ to deduce the following
Corollary 3.12. We have that
ρΠ(OF )Dk+1(c) = Y 12 · 1
w
∑
m⊂OF
η(m)
Nm2
∫
AF /F
PϕEQ
((
m2
Y∞
x
1
))
dx.
Proof. We argue that the contribution from the cuspidal projection PϕSQ of ϑQ necessarily vanishes. 
It remains to check that the GL2(AF )-automorphic form PϕEQ is not cuspidal, or rather that it has
nonvanishing constant coefficient (evaluated along any diagonal matrix diag(y∞, 1) with y∞ ∈ F×∞). To be
more precise, let us now take Y∞ ∈ F×∞ be any archimedean idele with norm |Y∞| = NY∞ = Y , for some
real parameter Y ∈ R>0 which is not yet specified. Opening up Fourier-Whittaker expansions and using
orthogonality again, it is easy to see that
Y
1
2
∑
m⊂OF
η(m)
Nm2
∫
AF /F
PϕEQ
((
m2
Y∞
x
1
))
dx = ρϕ(OF )
∑
m⊂OF
η(m)
Nm
∑
n⊂OF
CΠ(n)g(n)
Nn
1
2
Vk+1
(
NnNm2
Y
)
.
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Opening up the contribution of the counting function
g(n) =
1
GQ
∑
Q′∈genus(Q)
rQ′(n),
it is easy to see that this latter sum has the familiar expansion
ρϕ(OF )
GQ
∑
Q′∈genus(Q)
∑
m⊂OF
η(m)
Nm
∑
a,b∈OF
Q′(a,b)6=0
CΠ(Q
′(a, b))
NQ′(a, b)
1
2
Vk+1
(
Nm2NQ′(a, b)
Y
)
.(60)
In particular, we can derive the following estimate for this sum. Let us lighten notations by putting
L(k)(1,Π) =
2
ω
·

L
(c)
1
(1,Sym2 Π)
ζ
(c)
F,1(2)
if k = 0
L
(c)
1
(1,Π,Sym2)
ζ
(c)
F,1(2)
·
[
1
2 log Y +
L
′(c)
1
L
(c)
1
(1,Π, Sym2)− ζ
′(c)
F,1
ζ
(c)
F,1
(2)− dγ − log(2π)
]
if k = 1
.
Lemma 3.13. Fix ε > 0. Let 0 < Y < 1 be any real parameter subject to the constraint Y
1
2+ε < D
δ− 34
K .
Then, one can find a constant κ > 0 for which
Y
1
2 · 1
w
∑
m⊂OF
η(m)
Nm2
∫
AF /F
PϕEQ
((
m2
Y∞
x
1
))
dx = ρϕ(OF )L(1, η)L(k)(1,Π) +OΠ,ε
(
D−κK
)
.
Proof. Assuming we do that 0 < Y < 1, it is easy to see from the calculation of Lemma 3.9 above that the
b = 0 terms in (60) are estimated as follows: We have for any choice of constant C > 0 that
ρϕ(OF )
GQ
∑
Q′∈genus(Q)
1
w
∑
m⊂OF
η(m)
Nm
∑
a∈OF
a6=0
CΠ(a
2)
Na
Vk+1
(
Nm2Na2
Y
)
=
ρϕ(OF )
GQ
∑
Q′∈genus(Q)
∫
ℜ(s)=2
2
w
· L(1 + 2s, η)L1(1 + 2s, Sym
2Π)
ζF,1(2(1 + 2s))
V̂k+1(s)Y
s ds
2πi
=
ρϕ(OF )
GQ
∑
Q′∈genus(Q)
L(1, η)L(k)(1,Π) +OC
(
Y −C
)
.
Now, we can estimate each of the remaining b 6= 0 terms in (60) via the argument given above to
derive a suitable bound for a nonvanishing estimate for any real parameter Y > 0 for which the constraint
1 < Nm2Nb2 ≤ Y/DK is met. That is, we use the rapid decay of the cutoff function Vk+1 to reduce to
bounding the contribution of
ρϕ(OF )
GQ
∑
Q′∈genus(Q)
1
w
∑
m⊂OF
η(m)
Nm
∑
b6=0∈OF
1≤NmNb≤
(
Y
DK
) 1
2
∑
a∈OF
CΠ(Q
′(a, b))
NQ′(a, b)
1
2
Vk+1
(
Nm2NQ′(a, b)
Y
)
,
which by the argument above (using Theorems 2.10 and 2.11) is bounded above in modulus by
≪Π,ε Y 12+εDδ−
3
4
K
for any ε > 0, where we can take the admissible exponent δ = 103/512 (thanks to [10, Corollary 1]). Hence,
for suitable choice of real variables Y ∈ R>0 and ε > 0, we deduce that
Y
1
2 · 1
w
∑
m⊂OF
η(m)
Nm2
∫
AF /F
PϕEQ
((
m2
Y∞
x
1
))
dx
= ρϕ(OF )L(1, η)L(k)(1,Π) +OC
(
Y −C
)
+OΠ,ε
(
Y
1
2+εD
δ− 34
K
)
.
Taking C ≫ 1 then implies the claim. In the case where K/F is not totally imaginary, we can perform a
direct contour estimate for 0 < Y < 1 in this region to derive a similar bound for the entire b 6= 0 sum. 
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It is easy to see from this latter estimate that for DK ≫ 1 the integrals appearing on the right hand
side of the formula of Corollary 3.12 are nonvanishing. Since each of these integrals describes the constant
coefficient of the GL2(AF )-automorphic form defined by PϕEQ evaluated along different diagonal matrices
diag(m2/y∞, 1), we deduce that the PϕEQ cannot be cuspidal. We argue that this form PϕEQ must in fact
contribute to the continuous spectrum spanned by Eisenstein series, whose constant coefficients are relatively
well-understood; see [26, §5, cf. (3.6), (3.7)], [10, § 2.7-8] and more generally [55, § I.2.6]. In particular, we
deduce that the function C defined on an idele y ∈ A×F by
C(y) =
∫
AF /F
PϕEQ
((
y x
1
))
dx(61)
is nonvanishing, smooth, and of moderate growth in |y| (the idele norm of y). It follows that the function
C⋆(y) = |y| 12 · 1
w
∫
AF /F
PϕEQ
((
y x
1
))
dx(62)
is nonvanishing, smooth, and of moderate growth in |y|. We deduce from the estimate above that for y∞ ∈ F×∞
an archimedean idele with idele norm |y∞| = Ny∞ ≫ DK , we have that
C⋆
(
1
y∞
)
= ρϕ(OF ) · L(k)(1,Π) +OΠ,ε
(
D−κK
)
.
Hence for DK ≫ 1, we deduce that C⋆(1/y∞) converges to the constant ρϕ(OF )L(1, η)L(k)(1,Π), and that
lim
Ny∞→∞
C⋆
(
1
y∞
)
= ρϕ(OF )L(1, η)L(k)(1,Π).
We now argue that we may specialize the integral on the left hand side of the last estimate above to
Y =MNcr = D
r
2
Kc(ΠK)Nc
r to derive the estimate
Dk+1(c) = ρϕ(OF )2L(1, η)L(k)(1,Π) +O(Y −κ)
for some constant κ > 0. This describes the first approach mentioned above. To argue without decomposing
of the GL2(AF )-automorphic form PϕϑQ into its corresponding cuspidal and non-cuspidal projections, we
can perform the same estimate as in Lemma 3.13 to derive the same result. Not, to deal with the remaining
case where the quadratic extension K/F is not totally imaginary, we simply replace ϑK/F with the theta
series associated to the corresponding quadratic form QK/F .
Theorem 3.14. We have the following estimates for H
(k)
c (Π), given in terms of Y = D
r
2
Kc(ΠK)
1
2Ncr:
(i) If k = 0, then for some constant B > 0,
H
(0)
c (Π) =
4
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
+OΠ
(
Y −B
)
.
(ii) If k = 1, then for some constant B > 0,
H
(1)
c (Π) =
4
w
· L(1, η) · L
(c)
1 (1,Π, Sym
2)
ζ
(c)
F,1(2)
·
[
1
2
log Y +
L′
L
(1, η)
+
L
′(c)
1
L
(c)
1
(1,Π, Sym2)− ζ
′(c)
F,1
ζ
(c)
F,1
(2)− dγ − log(2π)
]
+OΠ
(
Y −B
)
.
3.5. Some remarks on primitive subaverages. To end, let us indicate briefly how one can use the
Mo¨bius inversion formula to relate the averages H
(k)
c (Π) to subaverages over primitive ring class characters,
as well as to totally even and totally odd ring class characters (cf. [68, §4]). This allows us to refine the
nonvanishing result of Corollary 1.6 as required for certain applications, such as those coming from the
recent work of Darmon-Rotger [20] (i.e. so as to verify the hypothesis of [20, Definition 6.8]).
Fix a quadratic extensionK/F , and assume that for a given ideal c ⊂ OF , there exists a ring class character
Ω of K of conductor f(Ω) = c. Recall that we write Y (c) = Pic(Oc)∨ to denote the set of all ring class
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characters of K of conductor dividing c, and P (c) the subset of primitive ring class characters of conductor
c. Hence, we have the relation Y (c) =
⋃
c′|c P (c
′). Writing P(k)c (Π) = |P (c)|−1
∑
Ω∈P (c) L
(k)(1/2,Π× Ω) to
denote the corresponding weighted average over primitive characters Ω of conductor c, we obtain the formal
relation of averages
H
(k)
c (Π) = |Y (c)|−1
∑
c′|c
∑
Ω′∈P (c′)
L(k)(1/2,Π× Ω′)
= |Y (c)|−1
∑
c′|c
∑
Ω′∈P (c′)
|P (c′)|P(k)c′ (Π).
We can then use one application of the Mo¨bius inversion formula to derive the relation of averages
|P (c)|P(k)c (Π) =
∑
c′|c
µ
( c
c′
)
|Y (c′)|H(k)c′ (Π),
which can be used in practice to derive nonvanishing results for the primitive averages P(k)c (Π) from those
we have derived for the H
(k)
c (Π) (see e.g. [68, §4]).
To specify the infinity type of the ring class character in Corollary 1.6, we argue on the level of the
orthogonality relations used to establish Proposition 3.7 above. For instance, in the special case of F = Q
and K/F real quadratic considered for [20, Definition 6.8], one can restrict to totally even or totally odd
ring class characters to obtain the same counting function divided by one half, so that the corresponding
averages are estimated in the same way.
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