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Abstract
The properties of matrix-valued polynomials generated by the scalar-type Rodrigues’ formulas are
analyzed. A general representation of these polynomials is found in terms of products of simple differential
operators. The recurrence relations, leading coefficients, completeness are established, as well as, in the
commutative case, the second order equations for which these polynomials are eigenfunctions and the
corresponding eigenvalues, and ladder operators.
A new, direct proof is given to the conjecture of Dura´n and Gru¨nbaum that if the weights are self-adjoint
and positive semidefinite then they are necessarily of scalar type.
Commutative classes of orthogonal polynomials (corresponding to weights that are self-adjoint but
not positive semidefinite) are found, which satisfy all the properties usually associated to orthogonal
polynomials, and are not of scalar type.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Orthogonal matrix-valued polynomials have been the subject of substantial investigation in
recent years, due not only to their intrinsic interest, but also to their applications. A beautiful
introduction in the topic and a wealth of references can be found in [14,15,4], and in the recent
overview [18].
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The present paper investigates the properties of matrix-valued polynomials generated by the
scalar-type Rodrigues’ formulas. These have also been considered in [10] under the assumption
that the weight is self-adjoint and positive semidefinite. A modified Rodrigues’ formula, which
seems to be better fit for the study of orthogonal matrix-valued polynomials was introduced and
used in [11,13,12,9], yielding new families of polynomials.
Matrix-valued polynomials satisfying classical Rodrigues’ formulas have appeared naturally
in classification problems of differential equations [6], and the present paper investigates the
properties of these polynomials; there are no assumptions on the “weight”.
It is shown that the scalar-type Rodrigues’ formulas can be reformulated as a product of
simple differential operators, Proposition 1, and their commutation relations yield a very simple
derivation of the recurrence relations, leading coefficients, completeness, and, in the commutative
case, the second order equations for which these polynomials are eigenfunctions, and the
corresponding eigenvalues, Section 2.3.
The problem of finding in which cases the “weights” are indeed weights, in the sense that
they are self-adjoint and positive semidefinite, is investigated in the present paper. Dura´n and
Gru¨nbaum conjectured that self-adjoint, positive semidefinite weights must reduce to scalar ones,
in the sense that for some S we have W (x) = SΛ(x)S∗ with Λ(x) diagonal [10]. A proof of this
conjecture appears in [3], where the result is deduced following the study of matrix orthogonal
polynomials whose derivatives are also orthogonal.
A direct proof of the Dura´n and Gru¨nbaum conjecture is given here based on the study of the
differential equations that the weights satisfy, for the cases Q(x) = x and Q(x) = x2 − 1. It is
found that under appropriate nonresonance conditions (satisfied by generic matrices) self-adjoint
weights must reduce to scalar ones (Proposition 8). In two dimensions the same is true for most
of the resonant cases (Proposition 9). There exists one (resonant) case when there are self-adjoint
weights not reducible to scalar ones (Proposition 10); interestingly, all the generated polynomials
belong to a commutative algebra of matrices. However, these weights are positive semidefinite
only when reducible to scalar ones; this completes the proof of Dura´n–Gru¨nbaum conjecture in
dimension two.
The generated polynomials in this last case form (weak) orthogonal families which satisfy all
the usual properties associated to orthogonal polynomials, and they can be generalized to higher
dimensions, Section 2.5.
2. Main results
2.1. The product representation
In this paper V denotes a finitely-dimensional complex vector space,M denotes the matrices
L(V, V ), M[x] are the M-valued polynomials, and let M(x) denote the set of M-valued
functions.
Let Q(x) be a polynomial degree at most two:
Q(x) = σ x2 + τ x + δ (1)
(real or complex valued) and let L1, L2 ∈M with L1 satisfying the (nonresonance) assumption:
L1 + kσ is invertible in M for all k = 1, 2, . . . . (2)
Let W (x) be an M-valued function satisfying the Pearson equation
Q(x)W (x)−1W ′(x) = x L1 + L2. (3)
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Definition. Let Pn(x) be the M-valued function defined by the Rodrigues formula
Pn(x) = W (x)−1 d
n
dxn
[
Q(x)n W (x)
]
. (4)
Note that P0 = I and P1(x) = (2σ + L1)x + τ + L2. Proposition 1 below shows that in fact
Pn(x) are polynomials in x , Pn ∈M[x].
Remark 1. For one-dimensional V , Pn(x) are the classical orthogonal polynomials.
Remark 2. In the construction of the present paper V can also be infinite-dimensional (and then
M is the Banach space of bounded linear operators on V ). For simplicity we restrict here to
matrices.
Relations (3) and (4) are used in [10] in a different order of multiplication which is, of course,
not essential, since it can be changed by transposition.
The representation (5) and (6) is new1 and is instrumental in the deduction of the properties
usually associated with orthogonal polynomials, Section 2.3.
Notation. For simplicity we denote ddx = ∂x .
Proposition 1. Denote by Ak the following linear operators on M(x)
Ak = k Q′(x)+ x L1 + L2 + Q(x)∂x . (5)
Then the matrices Pn defined by (4) satisfy
Pn = A1A2 . . .An I (6)
for n ≥ 1. (I denotes the identity matrix.)
Proof. Note that if R(x) a matrix-valued function then
d
dx
[
Q(x)k W (x) R(x)
]
= Q(x)k−1 W (x)Ak R(x) (7)
for any k ≥ 1. Formula (6) can now be proved inductively. We have ddx
[
Q(x)n W (x)
] =
Q(x)n−1 W (x)An I by (7). Assume that d jdx j
[
Q(x)n W (x)
] = Q(x)n− j W (x)An− j+1 . . .An I .
If j = n then (6) has been proved. If j < n then taking one more derivative and using (7) we
obtain the next step in the induction. 
2.2. The weights W (x) defined by (3).
(o) The case deg Q = 0 corresponds in the one-dimensional case to the Hermite polynomials,
for which the operators (5) are Ak = −2x + ∂x . For the general matrix setting, besides the
general properties proved for all Q, the special features of this case will not be considered in the
present paper.
(i) The case deg Q = 1, say Q(x) = x , corresponds in the one-dimensional case to the
Laguerre polynomials and L(α)n have the representation (5) and (6) withAk = −x+(k+α)+x∂x .
1 However, a special instance was used by the author in [7].
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In the general matrix setting equation (3) is in this case
W ′(x) = W (x)
(
1
x
L2 + L1
)
. (8)
If the eigenvalues of L2 are nonresonant, in the sense that no two eigenvalues differ by an integer,
then the general solution of (8) has the form W (x) = x L2Φ(x) with Φ(x) analytic [1]. The
behavior at infinity is exponential if no eigenvalue of L1 is zero. (See Appendices A.1 and A.2
for details.)
(ii) The case deg Q = 2 corresponds in dimension one to the Jacobi polynomials. Choosing
Q(x) = x2 − 1, the Jacobi polynomials P(α,β)k have the representation (5) and (6) with
Ak = (2k + α + β)x + (α − β)+ (x2 − 1)∂x . (9)
In the general matrix setting equation (3) is
W ′(x) = W (x)
(
1
1− x A +
1
x + 1 B
)
with A = 1
2
(−L1 − L2) ,
B = 1
2
(L1 − L2) (10)
with general solution W (x) = (1 − x)AΦ+(x) = (x + 1)BΦ−(x) where Φ± are analytic at
x = ±1 (see Appendix A.1 for details).
(iii) An exotic type of polynomials with Q = x2 − 1 appears naturally in a problem of
classification of ordinary differential equations in singular regions and was studied in [7].
(iv) The commutative cases. In dimension two, if L1 and L2 commute, it is easy to see that
one of the following cases occurs in a suitable basis of V :
(a) L1 and L2 are both diagonal;
(b) one of L i is a multiple of the identity (this case can be regarded as a particular instance of (a)
or (c));
(c) one of L i is a Jordan block, and the other one, an “almost” Jordan block:
L i =
(
λ 1
0 λ
)
, L j =
(
µ b
0 µ
)
.
Note that in this last case, as a consequence of Proposition 1, all the polynomials generated by
(4) have coefficients belonging to the commutative algebra of matrices
C =
{(
α β
0 α
)
;α, β ∈ C
}
. (11)
In higher dimensions the commutative cases are built up of blocks as described above.
2.3. General properties
2.3.1. Commutation relations
The commutation relations (12)–(14) are key to the beautiful properties of the classical
orthogonal polynomials:
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Proposition 2. For r ∈M(x) the operators Ak satisfy the identities
Ak(x r) = x Ak r + Q r (12)
QAk r = Ak−1 (Q r) (13)
∂xAk r = Ak+1∂xr + (2σk + L1)r. (14)
These identities follow by an immediate calculation.
2.3.2. Recurrence relation
Proposition 3. The matrix-valued polynomials Pn(x) satisfy the following two-step recurrence
relation
x Pn(x) = Pn+1(x)αn + Pn(x) βn + Pn−1(x)γn (15)
with αn, βn, γn ∈M uniquely determined; in particular
αn = [L1 + (2n + 1)σ ]−1 [L1 + (2n + 2)σ ]−1 [L1 + (n + 1)σ ] . (16)
Proof of Proposition 3. Let q ∈M. The identities (12) and (13) give by iteration
A1A2 . . .An(x q) = A1A2 . . .An−1 (x Anq)+A1A2 . . .An−1 (Q q)
= · · · = x A1A2 . . .Anq + nA1A2 . . .An−1 (Q q). (17)
Using (6) and (17) relation (15) follows if we have
An x − nQ = AnAn+1αn +Anβn + γn
which expanded yields an identity of quadratic polynomials in x , and by identifying the
coefficients we obtain the following equations for αn, βn, γn :
L1 + (n + 1)σ = [L1 + (2n + 1)σ ] [L1 + (2n + 2)σ ] αn (18)
L2 + τ = (2nσ + L1) βn + [2(2n + 1)σ L2 + 2(n + 1)τ L1
+ 2(n + 1)(2n + 1)στ + L1L2 + L2L1]αn (19)
−(n − 1)δ = γn + {(nτ + L2) [(n + 1)τ + L2]+ δ [2(n + 1)σ + L1]}αn
+ (nτ + L2)βn . (20)
Due to condition (2), the system (18) and (19) has a unique solution αn, βn, γn . 
2.3.3. A second order equation for which Pn are eigenfunctions in the commutative case.
Proposition 4. If L1 and L2 commute then Pn are eigenfunctions for the operator A1∂x and
A1∂x Pn = n [(n + 1)σ + L1] Pn . (21)
Proof. Using the representation (6) and (14) iteratively we obtain
A1∂x Pn = A1∂xA1A2 . . .An I = (2σ + L1)Pn +A1A2∂xA3 . . .An I
= · · · = [(2σ + L1)+ . . .+ (2nσ + L1)] Pn
which is (21). 
698 R.D. Costin / Journal of Approximation Theory 161 (2009) 693–705
2.3.4. The leading coefficient
It is clear that Pn(x) are polynomials of degree at most n, as an immediate consequence of the
representation (6). The assumption (2) ensures that the degree of Pn(x) is precisely n:
Proposition 5. The coefficient of xn in Pn(x) (n ≥ 1) is
Cn = (L1 + 2nσ) [L1 + (2n − 1)σ ] . . . [L1 + (n + 1)σ ] (22)
which is invertible under assumption (2).
Proof. The leading term of Pn(x) is found by retaining only the leading terms in (5), and using
(6):
Pn(x) =
(
2σ x + x L1 + σ x2∂x
)
. . .
[
(2n − 2)σ x + x L1 + σ x2∂x
]
× (2nσ x + x L1)+ O
(
xn−1
)
and using the fact that (λx L1 + σ x2∂x )xk = (λL1 + σk)xk+1 the coefficient (22) is found after
a short iterative calculation. 
2.3.5. Expansions of matrix-valued polynomials in terms of {Pk}k≥0
We next prove that any matrix-valued polynomial of degree not bigger than n can be expressed
as a linear combination (matrix coefficients) of Pk , k = 0, . . . , n:
Proposition 6. For any p ∈M[x] a polynomial degree n, there exist q0, . . . , qn ∈M so that
p(x) =
n∑
k=0
Pk(x)qk (23)
and the representation (23) is unique.
Proof. The decomposition (23) follows easily by induction on n, relying on the fact that the
dominant coefficients (22) are invertible. 
2.3.6. Orthogonality
In this section the interval J is chosen so that Q(x)W (x) vanishes at its endpoints.
Proposition 7. The following (orthogonality) relations hold:∫
J
Pj (x)
∗W (x) Pk(x)dx = 0 for j < k (24)
and ∫
J
Pj (x)
∗W (x)∗ Pk(x)dx = 0 for j > k (25)
provided that the integrals exist.
Relations (24) and (25) are an immediate consequence of the Rodrigues formula (4) using
integration by parts (which holds for matrix multiplication).
Note that (25) is simply the adjoint of (24) with j and k interchanged.
Remark that relation (24) also holds without the adjoint sign.
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2.3.7. Ladder equations in the commutative case
The ladder relations for scalar orthogonal polynomials have the form
Ln Pn(x) = gn Pn−1(x)
where Ln are first order linear differential operators and gn are constants. These types of relations
for orthogonal families of polynomials are found in [16] for quite general weight functions. In
this section it is shown that in the commutative matrix-valued case, if the sequence Pn satisfies a
scalar-type Rodrigues’ formula, then the representation (5) and (6) easily yields ladder relations.
Indeed, assume that L1 and L2 commute. Consider operators of the form
Ln = Ax + B + C Q(x)∂x (26)
where A, B,C are matrices commuting among themselves and with L1 and L2.
Such operators (26) commute with Ak modulo a (matrix) multiple of Q(x):
LAk = AkL+ Q(x)θk, where θk = 2σkC + C L1 − A.
We then have
Ln Pn = LnA1A2 . . .An I = A1LnA2 . . .An I + Qθ1A2 . . .An I
and using (13) we obtain further
= A1LnA2 . . .An I + θ1A1 . . .An−1 Q I
and iterating
= A1A2LnA3 . . .An I + (θ1 + θ2)A1 . . .An−1 Q I
until
= A1A2 . . .An−1 [AnLn I + (θ1 + · · · + θn) Q I ] .
The operator Ln satisfies Ln Pn = Gn Pn−1 (with Gn a matrix) if we have
AnLn I + (θ1 + · · · + θn) Q I = Gn . (27)
This relation determines the matrices A, B,C,Gn (up to an invertible multiple) as follows.
Expanding (27) we obtain a polynomial of second degree in x , and equating its coefficients
we get
(nσ + σ + L1) (A + nσ C) = 0
(τ + L2) A + (2 nσ + L1) B + n (nσ + σ + L1) τ C = 0
−δ (n − 1) A + (nτ + L2) B + n (nσ + σ + L1) δ C = Gn .
It is easy to check that the system has the solution
B = [σ L2 − τ nσ − τ L1] , C = 1n [2 nσ + L1] , A = −nσC
Gn = n
(
4 σ γ − τ 2
)
(nσ + L1)+ γ L12 + σ L22 − τ L1 L2
yielding Ln .
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2.4. Self-adjoint weights W (x).
Since orthogonality is relative to an interval J , then self-adjointness W (x) = W (x)∗ should
be required on this interval (only); in what follows it will be assumed that x ∈ J = [0,+∞) in
the case Q = x , respectively x ∈ J = [−1, 1] for Q = x2 − 1.
Proposition 8. Consider the matrix W (x) satisfying the Pearson formula (3).
Assume the following nonresonance condition: (i) in the case Q(x) = x the eigenvalues of
L2 do not differ by an integer, respectively, (ii) in the case Q(x) = x2 − 1 the eigenvalues of
−L1 − L2, or those of L1 − L2, do not differ by an integer.
If W (x) = W (x)∗ for x ∈ J then W (x) reduces to scalar weights.
The proof of Proposition 8 is found in Appendix A.3.
Proposition 9. In the two-dimensional case, dim V = 2, the conclusions of Proposition 8 hold
under the more general assumption that L2 is diagonalizable in case (i), respectively−L1− L2,
or L1 − L2, is diagonalizable in case (ii).
The proof of Proposition 9 is found in Appendix A.4.
Proposition 10. Assume dim V = 2.
The following are the only solutions of (3) which are self-adjoint and not reducible to scalar
weights.
Define the matrices D, L , T by
L =
(
α β
0 α
)
, D =
(
λ 1
0 λ
)
, T =
(
0 c
c d
)
,
with α, β, λ, c, d ∈ R, c 6= 0. (28)
Let S be an invertible matrix and let L1 = S−1L S and L2 = S−1 DS.
The following are self-adjoint solutions of (3):
(i) for Q = x:
W (x) = S∗T S ex L1 x L2 = eαx xλ S∗
(
0 c
c c(βx + ln x)+ d
)
S (29)
(ii) for Q = x2 − 1:
W (x) = S∗T S (1− x)A(1+ x)B = (1− x)−λ−α(1+ x)λ−α S∗
(
0 c
c c f (x)+ d
)
S
where f (x) = (−β − 1) ln(1− x)+ (β − 1) ln(1+ x).
(30)
The proof of Proposition 10 is found in Appendix A.5.
Since all the weights (29) and (30) have eigenvalues of opposite sign we have the following
Corollary 11. If dim V = 2 any self-adjoint and positive semidefinite solution of (3) with
degQ > 0 reduces to scalar weights.
2.5. Commutative families of polynomials
Let L1 and L2 belong, in a suitable basis of V , to the commutative algebra (11):
L i = αi I + βi N , where N =
(
0 1
0 0
)
, i = 1, 2. (31)
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Then Pn(x) ∈ C for all n. This is a genuine matrix setting, since there is no basis of V in which
these polynomials are diagonal (unless both β1, β2 are zero).
The polynomials Pn satisfy the general properties of orthogonal polynomials, as shown in
Section 2.3. It remains to investigate their orthogonality with respect to a self-adjoint weight. We
will refer here to the case Q = x , the case Q = x2 − 1 being similar.
Let W (x) be as in Proposition 10:
W (x) = T ex L1 x L2 = exα1 xα2 T (I + φ(x)N )
= exα1 xα2
(
0 c
c d + cφ(x)
)
where φ(x) = β1x + β2 ln x and T is as in (28) with c 6= 0. (Note that N 2 = 0.)
If αi , βi , c, d are real then W (x) = W (x)∗.
Let α1 < 0 and α2 > 0 and J = (0,+∞).
There exists a Hermitian functional (matrix valued) on M[x] with respect to which the
polynomials are orthogonal, in the spirit of Chihara’s extension of Favard’s theorem to complex
values, see [5], also [17]: for f, g ∈M[x] define
〈 f, g〉 =
∫ ∞
0
f (x)∗W (x) g(x)dx .
Relations (24) and (25) give (in this commutative setting):
〈Pj , Pk〉 =
∫ ∞
0
P∗j (x)W (x) Pk(x)dx = 0 for j 6= k. (32)
Denote
Mk =
∫ ∞
0
xk W (x)dx (33)
which is obviously invertible.
Integration by parts gives for the case j = k:
〈Pk, Pk〉 =
∫ ∞
0
Pk(x)
∗W (x) Pk(x)dx = (−1)k k!C∗k Mk (34)
where Ck is given by (22), and therefore (34) is invertible.
Then the coefficients qk in the decomposition (23) of any p ∈ M[x] as an expansion in
{Pk}k≥0 can be found analytically as
qk = 〈Pk, Pk〉−1 〈Pk, p〉. (35)
Note that the matrices Pn(x) have classical orthogonal polynomials on the diagonal.
Generalization to higher dimensions can be made using the structure of commutative algebras
which are not semisimple: one can consider L1,2 belonging to commutative algebras consisting
of elements
∑n−1
k=0 αk N k where N is nilpotent with N n = 0, and αk ∈ C.
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Appendix
A.1. Solutions of linear systems near regular singular points—Frobenius series
A linear differential equation in Cd with a regular singularity placed, say, at x = 0 has the
form u′(x) = 1x M(x)u(x) where the matrix M(x) is holomorphic at x = 0. If the eigenvalues
of M(0) are nonresonant, in the sense that no two eigenvalues differ by an integer, then the
fundamental solution has the form U (x) = Φ(x)x M(0) with Φ(x) holomorphic at x = 0 (see [1],
Section 2.4). The matrix Φ satisfies the differential equation Φ′ = 1x (MΦ − ΦM(0)) which has
formal power series solution Φ(x) = I + O(x), and this series converges.
In resonant cases the fundamental solution is also a convergent series, only it may also contain
logarithms besides the (noninteger) powers (see also [19]).
These convergent representations of solutions at a regular singularity are called Frobenius
series.
In the case (i) of Section 2.2 the matrix M(x) has the form M(x) = x L1 + L2, and, since the
only singularities of the linear differential equation are x = 0 and x = ∞ the function Φ(x) is
entire.
In the case (ii) we use M(x) = A+ 1−xx+1 B to write the Frobenius series at x = 1, respectively
M(x) = B + x+11−x A for the Frobenius series at x = −1. The point at infinity is also a
regular singularity: substituting x = 1/ξ in the equation (x2 − 1)u′ = x L1 + L2 we obtain
du
dξ = 1ξ 1ξ2−1 (L1 + ξL2)u and the general solution has the form u = Ψ(ξ)ξ−L1 with Ψ analytic
at ξ = 0 if the eigenvalues of L1 are nonresonant.
A.2. Local behavior of linear systems near irregular singular points
For systems u′(x) = (L1 + 1x L2)u the point x = ∞ is an irregular singularity. Assuming
the nonresonance condition that the eigenvalues of L1 are distinct, and working in the basis
where L1 is diagonal, there exists a transformation of the type u = (I + 1x S)v after which the
equation becomes v′ = (L1 + 1x D + 1x2 g(x))v with D diagonal and g analytic at infinity. The
fundamental system of solutions has the representation v = Ψˆ(1/x)x D exp(L1x) where Ψˆ is a
formal power series in 1x which is Borel summable in generic cases, on appropriate sectors in the
complex plane (see [19] for formal solutions, [2] for Borel summability in the linear case, and
for nonlinear equations see [8] and the references therein).
A.3. Proof of Proposition 8
(i) The case Q = x . By the nonresonance assumption, in particular the eigenvalues of L2 are
distinct, therefore after a change of basis of V the matrix L2 can be assumed diagonal:
L2 ≡ D ≡ diag {λ1, . . . , λd}, (λi 6= λ j for i 6= j)
and relation (3) defining W is
W ′ = W
(
1
x
D + L1
)
. (36)
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Using the structure of solutions at a regular singular point, see Appendix A.1, there is a solution
of the form W0 = x DΦ(x) with Φ analytic at x = 0. From (36) we obtain that
Φ′ + 1
x
(DΦ − ΦD) = ΦL1 (37)
which has an analytic solution Φ(x) = I + xΦ1 + O(x2) with Φ1 satisfying
Φ1 + DΦ1 − Φ1 D = L1. (38)
Clearly any solution of (36) can be written as W (x) = K W0(x) for a suitable constant
matrix K .
Assume that W (x) is a solution which is self-adjoint for x > 0. Then each term in its power
expansion W (x) = K x D(I + xΦ1 + O(x2)) must be self-adjoint.
For the first term we have K x D = x D K ∗ which implies Ki i xλi = Ki i xλi for all x > 0 hence
Ki i , λi ∈ R. Also we must have Ki j xλ j = K j i xλi for all x > 0 and all i 6= j which implies
Ki j = 0 for i 6= j , therefore K is diagonal and real.
The auto-adjointness of the next term, K x DΦ1 implies that Φ1 is diagonal and real by similar
arguments. Finally, relation (38) implies that L1 is diagonal and real, which completes the proof.
(ii) The case Q = x2 − 1 follows in a similar way, by writing the series of W (x) at x = 1 if
L1 + L2 is nonresonant, respectively at x = −1 if L1 − L2 is nonresonant.
A.4. Proof of Proposition 9
Note that if the matrices assumed diagonalizable have equal eigenvalues, then the proof is
exactly as the proof of Proposition 8.
In the other resonant cases a solution of (36) has the form W0 = x DΦ(x), where now Φ(x) is
a convergent series containing both x and ln x [19]. The type of logarithmic terms is determined
by the resonant terms.
Consider for example the case
L2 ≡ D ≡ diag {λ1, λ2} with λ2 − λ1 = 1.
In this case W0 = x DΦ(x) is a solution if
Φ(x) = I +
∑
n≥1
xnΦn +
∑
n≥1
cn x
n ln x E21 (39)
where E21 is the matrix with entry 1 in the position (2, 1) and zero everywhere else.
Substituting (39) into (37) we obtain that Φ1 must satisfy
Φ1 + DΦ1 − Φ1 D + c1 E21 = L1 (40)
which has a unique solution when c1 equals the entry (2, 1) of L1. From this point on the proof
follows as in Appendix A.3.
The general case λi−λ j ∈ Z\0 is similar, with the position of ln x in (39) modified according
to the resonance—see [19] for a detailed description of Frobenius series.
A.5. Proof of Proposition 10
(i) Noting that L1 and L2 commute then clearly (29) are solutions of (3). It only remains to
show that these are the only self-adjoint solutions not reducing to the scalar case.
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Using Propositions 8 and 9 the weights not reducing to the scalar case can only be found when
L2 is not diagonalizable, therefore when L2 = S−1 DS with D as in (28), for some S.
The line of the proof is similar to the one of Appendix A.3 (only with a different outcome!).
Details are provided below, for completeness.
Denote L = SL1S−1. Eq. (3) becomes W˜ ′ = W˜
(
1
x D + L
)
where W˜ = W S, therefore
W˜ = K eDΦ(x) with Φ satisfying (37), Φ(x) = I + xΦ1 + O(x2). We have W = K eDΦS.
Denote T = S−1 K (a constant matrix); the relation W = W ∗ is equivalent to the self-
adjointness of T eDΦ for x > 0, which implies self-adjointness of all the terms in the series, in
particular of the first term T x D , and of the second term T x DΦ1.
We have
x D = xλ
(
1 ln x
0 1
)
and a simple calculation shows that T x D is self-adjoint only for λ ∈ R and T as in (28).
Then T x DΦ1 is self-adjoint only for matrices of the form
Φ1 =
(
α β
0 α
)
, α, β ∈ R.
Since Φ1 must solve (38) (with L1 = L), it follows that L = Φ1, which completes the proof
of Proposition 10 in the case Q = x .
(ii) The case Q = x2 − 1 is similar. 
References
[1] D.V. Anosov, V.I. Arnold, Dynamical Systems. I, in: Encyclopaedia Math. Sci., vol. 1, Springer-Verlag, 1988.
[2] W. Balser, B.L.J. Braaksma, J.-P. Ramis, Y. Sibuya, Multisummability of formal power series solutions of linear
ordinary differential equations, Asymptot. Anal. 5 (1991) 27–45.
[3] M.J. Cantero, L. Moral, L. Vela´zquez, Matrix orthogonal polynomials whose derivatives are also orthogonal, J.
Approx. Theory 146 (2) (2007) 174–211.
[4] M.M. Castro, F.A. Gru¨nbaum, The Algebra of differential operators associated to a family of matrix-valued
polynomials: Five instructive examples, IMRN (2006) 1–33.
[5] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York, 1978.
[6] R.D. Costin, Nonlinear perturbations of Fuchsian systems: Corrections and linearization, normal forms,
Nonlinearity 21 (9) (2008) 2073–2082.
[7] R.D. Costin, A class of matrix-valued polynomials generalizing Jacobi Polynomials, (submitted for publication).
[8] O. Costin, R.D. Costin, On the formation of singularities of solutions of nonlinear differential systems in antistokes
directions, Invent. Math. 145 (3) (2001) 425–485.
[9] A.J. Dura´n, M.D. de la Iglesia, Some examples of orthogonal matrix polynomials satisfying odd order differential
equations, J. Approx. Theory 150 (2) (2008) 153–174.
[10] A.J. Dura´n, F.A. Gru¨nbaum, Orthogonal matrix polynomials, scalar-type Rodrigues formulas and Pearson
equations, J. Approx. Theory 134 (2005) 267–280.
[11] A.J. Dura´n, F.A. Gru¨nbaum, Structural formulas for orthogonal matrix polynomials satisfying second-order
differential equations. I, Constr. Approx. 22 (2) (2005) 255–271.
[12] A.J. Dura´n, F.A. Gru¨nbaum, Matrix orthogonal polynomials satisfying second-order differential equations: Coping
without help from group representation theory, J. Approx. Theory 148 (1) (2007) 35–48.
[13] A.J. Dura´n, P. Lo´pez-Rodrguez, Structural formulas for orthogonal matrix polynomials satisfying second-order
differential equations. II, Constr. Approx. 26 (1) (2007) 29–47.
[14] F.A. Gru¨nbaum, Matrix valued Jacobi polynomials, Bull. Sci. Math. 127 (3) (2003) 207–214.
[15] F.A. Gru¨nbaum, I. Pacharoni, J.A. Tiaro, Matrix valued orthogonal polynomials of Jacobi type: The role of group
representation theory, Ann. L’Institut Fourier Tome 55 (6) (2005) 2051–2068.
R.D. Costin / Journal of Approximation Theory 161 (2009) 693–705 705
[16] M.E.H. Ismail, Classical and quantum orthogonal polynomials in one variable, in: Encyclopedia of Mathematics
and its Applications, Cambridge University Press, 2005, with two chapters by W. Van Assche.
[17] F. Marcella´n, R. A´lvarez-Nodarse, On the “Favard theorem” and its extensions, in: Numerical Analysis 2000, Vol.
V, Quadrature and Orthogonal Polynomials, J. Comput. Appl. Math. 127 (1–2) (2001) 231–254.
[18] B. Simon, The analytic theory of matrix orthogonal polynomials, Surv. Approx. Theory 4 (2008) 1–85.
[19] W. Wasov, Asymptotic Expansions for Ordinary Differential Equations, Interscience, New York, 1965.
