Abstract. We adapt the construction of the Grothendieck group associated to a commutative monoïd to handle idempotent monoïds. Our construction works for a restricted class of commutative monoïds, it agrees with the Grothendieck group construction in many cases and yields a hypergroup which solves the universal problem for morphisms to hypergroups. It gives the expected non-trivial hypergroup construction in the case of idempotent monoïds.
Introduction
The Grothendieck group construction associates an abelian group to a commutative monoïd in a universal way. It is used in a large variety of mathematical situations, as for example in the construction of K-theory groups. But as soon as the monoïd we start from is not cancellative the Grothendieck construction looses information, and in the case of an idempotent monoïd, i.e. a monoïd fulfilling x + x = x for all x, this construction always yields the trivial group. It is known however, especially in the case of an idempotent monoïd (see 6.2), that there is a natural non-trivial associated hypergroup which carries more information. We develop a notion of symmetrization which agrees with the usual one for monoïds such as N or R + , gives the expected non-trivial hypergroup answer in the case of idempotent additive monoïds such as R max + , and solves the universal problem for morphisms to hypergroups. Our main result is Theorem 5.1 which gives a necessary and sufficient condition on a commutative monoïd so that the proposed symmetrization yields an hypergroup. This condition means that the set of decompositions of any element, partially ordered by refinement, is filtering, so that any two decompositions admit a common refinement. It holds for the monoid of positive elements in a commutative totally ordered group and also for the idempotent monoïd associated to a totally ordered set endowed with the operation x ∨ y := max(x, y). In both cases the construction yields the desired result.
Notations
We start by reviewing the notion of a canonical hypergroup H [3] , [2] . For our applications it will be enough to consider this particular class of hypergroups and we shall simply call them hypergroups. We denote by + the hyper-composition law in H. The sum x + y of two elements in H is no longer a single element of H but a non-empty subset of H. The hyper-operation on H is a map + : H × H → P(H) * taking values into the set P(H)
* of all non-empty subsets of H. Thus, ∀a, b ∈ H, a + b is a non-empty subset of H, not necessarily a singleton. One uses the notation ∀A, B ⊆ H, A + B := {∪(a + b)|a ∈ A, b ∈ B}. The definition of a (canonical) hypergroup requires that H has a neutral element 0 ∈ H (i.e. an additive identity) and that the following axioms apply:
Property (5) is usually called reversibility. It follows from the other 4 axioms since
Universal property
Let B be a commutative monoïd denoted additively endowed with a neutral element 0. Given a hypergroup H, a map f : B → H is additive if it fulfills the following conditions:
We say that a pair (H, f ) of a hypergroup H and a map f : B → H is universal when for any additive map g : B → K to a hypergroup K there exists a unique morphism of hypergroups h :
If it exists such a pair is unique up to canonical isomorphism.
Definition of s(B)
Let B be a monoïd. One lets s(B) be the set (B × {−1, 1})/ ∼ , where ∼ is the equivalence which identifies (a, +1) ∼ (b, −1) for any pair (a, b) such that a + b = 0. The uniqueness of the additive inverse if it exists shows that this is an equivalence relation. One endows s(B) with the hypersum + given by , and it is an injection by construction. To a monoïd B corresponds an ordered set B ≤ associated to the preorder on B:
By construction, the hyperlaw (1) makes sense, i.e. gives a non-empty set for any pair, if and only if the order B ≤ is a total order.
Theorem
Theorem 5.
(i) Let B be a monoïd, then s(B) is an hypergroup if and only if B fulfills the following property:
(ii) Under this hypothesis (s(B), i) is the universal solution to the embedding of B in a hypergroup.
Proof. (i) Assume first that s(B)
is an hypergroup. Let x, y, u, v ∈ B be such that x+y = u+v. We use the notation ±a := (a, ±1) for the elements of s(B) associated to an element a ∈ B. One then has in s(B) using (1), that u ∈ (x + y) − v, and thus using associativity, that u ∈ x + (y − v). Thus there exists t ∈ (y − v) such that u ∈ x + t. There are two cases: If t is an element of B, one has u = x + t since u ∈ {x + t} = x + t and y = t + v, using (1), since t ∈ y − v. Otherwise one has t = −z with z ∈ B. Then u + z = x since u ∈ x + t = x − z and z + y = v since −z = t ∈ y − v. Thus B fulfills condition (3).
Let us now assume that B fulfills condition (3). First taking u = y, v = x we find that for any pair x, y ∈ B there exists z ∈ B such that x + z = y or x = y + z. Thus B ≤ is a total order and the hyperlaw (1) 
Let us show that a + (b − c) ⊂ (a + b) − c. The elements of a + (b − c) are of three types : the sum of a and a positive element of (b − c), the positive elements of the sum of a with a negative element of (b − c), the negative elements of the sum of a with a negative element of (b − c). We treat each case separately: 
by additivity of f . Thus f (u) ∈f (x) −f (v) and one getsf (x) ∈f (u) +f (v) using reversibility (5).
In order to understand better the meaning of the condition (3) of Theorem 5.1, let us reformulate it using the following notion of refinement of a decomposition into a sum a = i∈I a i of an element a ∈ B, where the index set I is a finite totally ordered set. We say that a = j∈J b j is a refinement of the above decomposition if the finite totally ordered set J can be decomposed as the disjoint union of intervals J = ∪ i∈I J i such that for each i ∈ I one has a i = j∈Ji b j . This relation is symmetric and transitive and one has: Proof. To show that the filtering condition implies condition (3), let x, y, u, v ∈ b such that x + y = u + v and let a = 1≤j≤n b j be a common refinement of the decompositions a = x + y = u + v. Then there exists k, ℓ ∈ {1, . . . , n − 1} such
b j when k < ℓ and z = k ℓ+1 b j when k > ℓ gives the required decomposition. Conversely assume that the condition (3) holds, then let a = 1≤i≤n a i , a = 1≤j≤m b j be two decompositions of the same element. When n + m ≤ 4 the existence of a common refinement follows from condition (3). We assume that we have already handled the case n + m < N and consider the case n + m = N . We can assume that both n and m are > 1. We let
We apply condition (3) and it is enough to adjoin y = a n as the last element to obtain the required common refinement.
Of course, in some good case, our construction produces the same group as the classical Grothendieck construction :
Proposition 5.3. Let B be a monoïd satisfying condition (3), then the following conditions are equivalent :
) s(B) is the group given by the Grothendieck construction (up to unique isomorphism).
is the group, then it is the universal solution of the problem of sending B into the group, it is hence canonically isomorphic to the group of the Grothendieck construction which is also solution to this universal problem. One has (1) ⇔ (2). Assume (1) , if x + a = y + a = z in B then in s(B), x, y ∈ z − a hence if S(B) is a group, one has x = y which show that (1) ⇒ (3). Conversely, assume (3), we have to show that s(B) is a group, i.e. that every sum give a singleton. The sum of two positive elements or two negative elements is a singleton by definition, so we only have to consider a sum of the form (a, 1) + (b, −1) = {(z, 1)|z + b = a} ∪ {(z, −1)|z + a = b}. Consider two elements in this sum : if they are of the same sign then the cancellation condition shows they are equal, and if they are of opposite sign the cancellation condition shows that they are equivalent.
Examples
Proposition 6.1. Let A be an abelian totally ordered group and P the monoïd of positive elements P = {x ∈ A | x ≥ 0}. Then P fulfills the condition of Theorem 5.1, and s(P ) is the group A.
Proof. Let x, y, u, v ∈ P and x + y = u + v. If u ≥ x, let z = u − x ∈ P , then y − v = z and one gets that there exists z ∈ P such that x + z = u and v + z = y. If u < x let z = x − u ∈ P , then v − y = z and one gets that there exists z ∈ P such that x = u + z and v = y + z. It remains to prove that s(P ) is A. By 5.3, as P is cancellative, s(P ) is a group. In S(P ) a relation (a, 1) = (b, −1) with a and b positive, means that a + b = 0 which implies a = b = 0 so the equivalence relation involved in the definition of s(P ) only identifies (0, 1) with (0, −1). Hence there is a bijection between elements of s(P ) and elements of A : a positive element a ∈ A corresponds to (a, 1), a negative element to (−a, −1), and 0 to (0, 1) = (0, −1). The group laws on A and s(P ) agree : When we sum same sign elements then the two additions are reduced to addition in P , and in the case of elements of different signs the sum in s(P ) is given by (a, 1)+(b, −1) = {(z, 1)|z+b = a}∪{(z, −1)|z+a = b}. There are three cases :
• If a − b is positive then the first set contains only (a − b, 1) and the second is empty.
• If a − b is negative then the first set is empty and the second reduces to (b − a, −1).
And in all these three cases the result agrees with the sum computed in A. Moreover, the addition in the hypergroup s(S) is described as follows:
Where | | denotes the map which sends ±a ∈ s(S) to a ∈ S.
Proof. We already know that the condition of Theorem 5.1 implies that the partial order S ≤ is total. Conversely, one has, for x, y ∈ S, x ≤ y ⇐⇒ x + y = y since if x + b = y for some b ∈ S one gets x + y = x + (x + b) = (x + x) + b = y. Thus one has x ≤ y & y ≤ x =⇒ x = y and if the partial order S ≤ is total, one gets that S is a totally ordered set with a minimal element 0 and endowed with the law x + y := sup(x, y). One needs to show that this law fulfills the condition of Theorem 5.1. Thus let x, y, u, v be such that x + y = u + v. We need to show that there exists z ∈ B such that x + z = u and v + z = y or x = u + z and v = y + z. There are two cases, either the sup occurs at the same place, say x = sup(x, y), u = sup(u, v) or it occurs at different places, say x = sup(x, y), v = sup(u, v). In the first case, assume first y ≤ v then take z = v to get x = u + z and v = y + z. If v ≤ y then take z = y to get x + z = u and y = v + z. In the second case x = sup(x, y), v = sup(u, v), take z = x = v. One has x = u + z and v = y + z. We now move to the description of s(S) : a + b = 0 in S implies that 0 = a + b = a + b + b = 0 + b = b hence that a = b = 0. So there is no other identification in the construction of s(S) than (0, 1) = (0, −1) and the description of the elements of s(S) we give in the proposition holds. If x and y are both positive (or both negative), then the addition law described in the proposition reduces to the addition of S and hence it coincide with the addition of s(S). If we are computing a sum of the form x − y with both x and y positives, then there are three cases :
• if x > y then x + z can never be equal to y and y + h = x if and only if h = x hence x − y = x, • if x < y then x + z = y if and only if z = y and y + z can never be equal to x hence x − y = −y, • if x = y then x + z = y if z x and y = x + z if and only if z x hence x − x = [−x, x]. Which also gives the three cases of the law described in proposition 6.2.
The next corollary illustrates the fact that in good circumstances, symmetrization commutes with dequantization: 
