In conventional level set methods, the slope of the level set function needs to be well controlled to maintain the numerical stability during the topology optimization process. One common solution is to regularize the level set function to be a signed distance function, which is usually achieved by periodically implementing the so called re-initialization scheme to force the level set function to gain the desired signed distance property. However, the re-initialization scheme will bring some unwanted drawbacks to the optimization process, such as zero level set drifting, time consuming etc. In addition, re-initialization is usually implemented outside the optimization loop, which will cause convergence issues. In this paper, a distance regularization functional is introduced to the structural topology optimization objective functional to ensure the signed distance property of the level set function near the structure boundaries. This functional can also keep the level set function to be constant-value at positions far away from the structural boundaries. The radial basis function (RBF) based parameterization technique together with the mathematical programming are utilized to improve the potential capability of handling multiple constraints for the topology optimization. The combination of these two techniques makes the level set based topology optimization be capable of handling complicated multi-constrained problems with higher numerical efficiency, leaving no compromise to multiple drawbacks. To demonstrate the validity of the proposed scheme, benchmark examples on minimum compliance structural optimization are employed. This type of problem is computed by the conventional level set method with the introduced distance regularization functional, the RBF based parametric level set and at last, the distance regularized RBF based parametric level set separately to demonstrate their differences.
INTRODUCTION
Topology optimization is a technique that can generate an optimal material distribution in a given design domain to minimize (or maximize) the objective function along with multiple constraints [1] . Since Bendsøe and Kikuchi [2] proposed the homogenization approach for topology optimization, the research on structural shape topology optimization has experienced a boost in new theories and methods. In the structural topology optimization area, the most common approach is the density based method. In this method, an artificial density, which normally varies between the ranges of 0 to 1, is mapped through the mesh over the whole design domain to interpolate different material properties, hence deciding the optimal structure layout. To be specific, the SIMP method [3] , which is initialed for Solid Isotropic Material with Penalization, is widely used in many areas due to its conceptual simplicity and computational efficiency. Despite its easy-toimplement and widely-use advantage, the SIMP method, on the other hand, will lead to the intermediate density result. The intermediate density, also known as the gray area or gray scales, gives the optimization results blurred boundaries, hence resulting a not accurate enough final design. The intermediate density is essentially inevitable due to the original mathematical implementation of the SIMP method itself. One option to ease it is to apply the post-processing scheme to eliminate some of the gray elements. However, introducing extra schemes to eliminate semi-density elements could deviate the result away from the optimal shape.
Unlike SIMP, the level set methods can always give a clear design boundary result. It was originally introduced by Osher and Sethian as a numerical scheme for tracking fronts propagating with curvature-dependent speed [4] . In the past two decades, level set methods have thrived to be powerful tools for many applications in different fields [5, 6] . They are briefly reviewed as follows. Sethian and Wiengmann firstly combined level set methods and immersed interface method for the boundary design of elastic structures [7] , where the former was used to represent the geometric boundary of the design and the latter was used for the elastic analysis. Osher and Santosa [8] introduced the shape gradient of the objective functional into the level set model and established a link between the shape gradient and the velocity field. This work was further completed by Allaire et al. [9, 10] , who derived the shape sensitivity of compliance and geometric advantage by employing the adjoint variable method. Building upon the material derivative method, Wang et al. identified a link between the velocity field in the level set method and the general structural sensitivity analysis [11, 12] . Haber firstly proposed a multilevel level-set method for optimizing eigenvalues in shape design problems, where the frequency response of a membrane is maximized/minimized by finding the optimal material density distribution [13] . Belytschko et. al. proposed a topology optimization method based on implicit function description of the surface of a design [14] , where the implicit function is described in terms of nodal variables and piece-wise finite element shape functions. Generally, level set methods are to implicitly represent the design boundaries by intersecting a level set function(LSF), which is embedded in a higher-order scalar function, with a onedimension lower surface, also known as the zero level set [15] . During the optimization evolution, a virtual velocity field, which is calculated through the shape sensitivity analysis [16] , is introduced in the level set Hamilton-Jacobi partial differential equation (H-J PDE) to determine the changing of the level set function. In that case, its shape change after a given time interval can be explicitly decided. Since the level set function is mapped to the material property, the structure layout is allowed to change during the optimization evolution until a certain stopping criteria is met. These characters ensure the generating of an optimal design structure with clear design boundaries. It is also notable that the high order level set function can provide enough geometrical details to the final design.
Although the level set approach can eliminate the intermediate density issues in the density based method, it still has some limitations that cannot be ignored. To be specific, three commonly faced numerical issues are needed to be taken into account [17] .
To begin with, it can be seen that for a given implicit boundary representation on a given zero level set, the hypersurface level set function is not necessarily to be unique. This means different level set functions intersect with the same zero level set could generate same boundaries. Due to this reason, the level set function tends to drift away from its original position or become too flat or too steep during the optimization evolution. In conventional level set, this issue is alleviated by stopping the optimization process periodically followed by solving an extra partial differential equation to force the level set function to become a signed distance function. This scheme is also known as the re-initialization process. In this way the level set function can be well regularized without causing undesired numerical issues. However, stopping the optimization to perform the reinitialization means consuming more time for the whole optimization process, yet when and where to apply the reinitialization is not clearly known. Moreover, the periodical reinitialization of the level set function also can avoid the generating of new holes on the zero level set, preventing the increasing of the complicity of the final result. So finding other techniques to avoid using re-initialization is needed to be researched.
Moreover, in order to meet the Courant-Friedrichs-Lewy (CFL) condition [18] for stability and convergence of the level set method in boundary evolution, the upper limit of time step should be small enough so that the boundary can evolve no more than one grid in each dimension during the optimization process. In another word, if an accurate result needs to be generated, the mesh size should be small enough. This, of course will require a large number of iterations, and will accumulate the minor numerical errors into a substantial amount to deteriorate the optimization process.
Last but not the least, to determine the level set function after a given time interval, the velocity field needs to be calculated inside the design domain. However, it can be seen that only the velocity on the boundary will affect the changing of the level set function. So in practice, the velocity on the boundary has to be expand to a narrow band around the zero level set. This would lead to a need of solving another Hamilton-Jacobi partial differential equation (H-J PDE), which is not desired in the solving procedure.
To regularize the level set function during the structural topology optimization process, avoiding the first mentioned numerical issue, some researchers brought up several numerical schemes that can be effective. Li proposed the distance regularization level set evolution in image processing and segmentation [19] . An energy functional term is introduced to regularize the level set function inside the design domain during the optimization process to achieve a so called "Double Well" effect. To be specific, the "Double Well" effect gives a level set function its special character that along the transition zone the norm of the gradient of the level set function stays at 1 and elsewhere keeps being 0. This means the level set function will gain a signed distance property transition area and a constant value area elsewhere, generating a distance regularized level set function. A similar approach is proposed by Yamada et al. [20] where a fictitious interface energy is introduced to the objective function to control the complexity of the design geometry. The total objective function turns to be a weighted summation between the primary objective functional and the introduced fictitious energy. Inspired by those techniques, the distance regularization term from Li's work can be introduced to a structural optimization objective function to form up a new weighted objective functional to be minimized together so that the level set function can maintain a distance regularized shape during the design process. With this regularized term, the reinitialization scheme will no longer be needed. Benliang Zhu [21] employed a similar idea by introducing a relatively simple energy functional into the objective to update the level set function with a generalized Hamilton -Jacobi partial differential equation (H-J PDE), getting a regularized-shape level set function during the optimization. So in all, by introducing a regularization term, the level set function can be maintained a desirable shape, eliminating the need for re-initialization process.
There are some other ways to overcome the other shortcomings of the conventional level set method. For example, Luo [17] proposed a parameterization level set method for shape and topology optimization. By introducing the compactly supported radial basis function (CSRBF), the conventional Hamilton -Jacobi partial differential equation (H-J PDE), which is used to update the level set function, is then discretized into algebraic equations. By the parameterization of the level set function, the clear implicit boundary representation advantage of the level set method can be kept while at the same time the unwanted features of the conventional level set method such as the re-initialization, the need of CFL condition and the velocity extension can be eliminated.
Even by introducing the distance regularization term or the parametric level set method to deal with the numerical issues, challenges still exist in the structural topology optimization area. In conventional level set method, the level set function is updated based on the Lagrange multiplier method. However, if multiple constraints, especially when multiple nonlinear constraints are needed, deriving the reaction diffusion equation to be used for updating the level set function can be complicated. Otomori [22] introduced a method to update the level set function with the Method of Moving Asymptotes (MMA) [23] in order to handle multiple constraints. However, since the transition width of the Heaviside step function during the optimization process cannot be absolutely zero, grayscale areas in the final result still may appear. Removing the gray area with a post processing will change the key features of the final design, leaving a non-optimal design result after all. This means only applying mathematical programming to handle multiple constraints is not enough to generate an ultimate performance design result.
Based on the literature review mentioned above, in this paper, the structural topology optimization type of problem is solved by a parametric scheme combined with the regularization effect of the level set function. The radial basis function (RBF) is introduced to process the parametrization of the level set evolution. The sensitivity of the objective function and the volume constrain are achieved by combining shape derivation and the Hamilton-Jacobi partial differential equation (H-J PDE). With this RBF parameterization method, the topology optimization can gain more freedom when choosing the design variables, same for the sensitivity analysis. The "Double Well" potential is introduced to the optimization objective to achieve the distance regularized shape of the level set function. Then based on the mature gradient based optimization algorithms, like MMA, the optimal structure layout can be generated. These techniques guarantee the optimal design to have clear boundaries, leaving no need for post processing nor parameter adjusting compared with [22] .
The rest of the paper is arranged as follows: In section 2, the concept of the level set method is introduced. The external regularization term is plugged into the conventional level set method to demonstrate the distance regularized level set function during the topology optimization process within a cantilever beam optimization example. Section 3 illustrates the principle of the radial basis function (RBF) on another example of cantilever beam to show its capability. Section 4 combines the regularization term with the parameterization scheme to show the regularization effect of the optimization process. At the end, the conclusions are drawn in section 5.
CONVENTIONAL LEVEL SET METHODS FOR STRUCTURAL TOPOLOGY OPTIMIZATION WITH THE DISTANCE REGULARIZATION
The idea of the level set method is to represent the desired structural boundaries as the intersection of a high order level set hypersurface with a one dimension lower zero level set surface [15] . Here if we set the design domain to be D that contains the structural domain  and structural boundaries  , the level set function can be defined as
Where x is an arbitrary point within the design domain D and t is the pseudo time [16, 24] for dynamic process of shape deformation. Differentiating the structural boundary expression (x, ) 0 t  on both sides with respect to pseudo time t , we can obtain the Hamilton-Jacobi partial differential equation as
Here the n V is the normal velocity that is needed to be generated from the sensitivity analysis. The level set based structural optimization was firstly proposed by Sethian and Wiegmann [25] using the level set idea mentioned above. In this section for a cantilever beam problem with conventional level set method, the objective is set to design a structure with minimal compliance inside the given design domain. If a reference domain D is introduced, containing the current structure domain D , i.e., D D  [ 24] , the optimization problem is formulated as:
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Here the ( , )
Ju is the objective functional representing the minimization of the mean compliance of the whole structure. The strain energy density ( , ) ju can be written as
The volume constraint of the optimization is set to be
Lv are the energy bilinear form and load linear form, respectively. They can be described with the expression:
 is the Heaviside step function which is set to be 0 in the void domain and 1 in the material domain. In practice, the Heaviside function needs to be smoothed within a narrowband near the transition area since a step function cannot be differentiated directly. A common selection of the band width is to set it to be two or three times of the mesh size. The smoothed Heaviside expression [24] can be formulated as
Here  is set to be a small number and  is the size of a small distance. By applying the Lagrange multiplier method for this minimum compliance problem, the n V can be expressed as
For the details of the derivation of the sensitivity, please refer to [16, 21, 24] .
As mentioned in introduction, the conventional level set requires the re-initialization scheme to regularize the level set function to be a signed distance function during the optimization process. Inspired by the distance regularization level set function in the image segmentation area, an external energy functional can be introduced to the objective function in equation 3 to regularize the level set function to be a signed distance property during the optimization process. The regularization term can be generally formulated as:
Here the () energy P is also called the regularization energy potential and the  represents the level set function (LSF).
To maintain a signed distance property of the level set function, 1   needs to be satisfied. Based on the needs, the energy functional, which should be a function of  , to be inserted to the original optimization objective function in equation 3, needs to have the global minimum when 1   .
In [19] , Li et al. introduced two types of regularization terms that have global minimum on desired positions. They are named as "Single Well" and "Double Well" respectively. The difference is that the "Double Well" potential not only has the global minimum with 1   , but also has another minimum at 0   . Unlike the "Single Well" term that is utilized in Zhu's work [21] , a "Double Well" term not only can maintain a sign distance function property of 1   nearby the zero level set, i.e the transition zone, but also can keep the level set function staying constant, i.e 0   at locations far away from the transition zone. This distance regularized character can be utilized to control the shape of the level set function, avoiding the need of re-initialization, and at the same time ease the impact of the numerical error accumulation in order not to destroy the whole optimization process. A simple "Single Well" regularization term can expressed as
where the "Single Well" potential energy:
From the formula formulation, when the regularization term is minimized, the potential energy tends to become 0 and in that case, 1   . On the other hand, to get the "Double Well"
property, the potential energy [19] needs to be modified as It can be seen from the figure 1 (b) that within the range of 0 to 1, the energy functional has the local maximum when the  has the value of 0.5. In fact the local maximum works as a selecting criteria to determine whether the value of the function 4
Copyright © 2016 by ASME should be minimized to 0 or 1. A future modification of the "Double Well" potential energy function can be formulated with different selecting criteria positioning.
Firstly, a numerical example is shown to illustrate the differences between the two types of potential functional [19] , demonstrating the superiority of the "Double Well" potential. In the above figure, a triangular zone in a square domain is given a unified value to create the initial step function. This figure is utilized as the initial level set function and a simple numerical minimization problem is set up to minimize the introduced regularization potential energy. In this case the "Single Well" and the "Double Well" potential energy are minimized separately. With both potential functions, the original zero level set (marked as the cutting line in the middle) stays almost unchanged (stays the original triangular shape). However, from figure 2(c), the double well potential energy gives a distance regularized result. While on the other hand, although the "Single Well" potential energy objective function does produce a sign distance function shape along the transition area (shown in figure 2 (b) ), the rest of the domain suffers the fluctuation due to the numerical instability. If those numerical errors accumulate during the optimization design process, the level set function can be destroyed if poorly handled.
To demonstrate the ability of the "Double Well" potential energy handling complicated boundaries, a Bitmap image (.bmp format) of 151 by 63 pixels containing characters of "XYZ", is introduced in the "Double Well" potential energy minimization process [19] . The white background with black character image can be considered as the step function along the boundaries of the three characters. The transition zone of the Heaviside function is set to be 3 pixels. The introduced "Double Well" potential energy is calculated through the whole image area. With the minimization of the "Double Well" regularization term, the desired distance regularized shape is achieved. The energy bilinear form and load linear form of ( , , ) a u v  and ( , )
Lv are the same as equation 4. According to [19] , finding the minimal of the regularization term is to find the steady state solution of the gradient flow equation
Also the Gâteaux derivative of the regularization term of equation 7 is given [19] 
The ' () ps is the first derivative of equation 10. With the configuration mentioned above, the original Hamilton -Jacobi partial differential equation (H-J PDE) is transformed to be a generalized one to update the level set function [21] :
The level set toolbox [26] is used to update the level set function. However, some modifications are needed to adjust the original Hamilton-Jacobi partial differential equation (H-J PDE) to be a generalized form shown in equation 16. In the cantilever beam example, a domain of 2 in height by 1 in length with the mesh size of 0.02 is considered. The boundary conditions are shown in figure 4 . To differ the structure domain and the void domain, two sets of the dummy material properties are introduced to the design. The Young's modulus is set to be 160Pa and Copyright © 2016 by ASME term inside the optimization process is chosen by the numerical experiment. The following results are based on the weight value of 0.1. The total iteration number is set to be 1000. 
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Step 1000 Figure 7 . The level set function in the distance regularized conventional level set topology optimization with the weight  of 0.1
From this example, the effectiveness of the regularization effect during the optimization propagation is clearly illustrated. The distance regularized LSF is achieved, avoiding any potential numerical instability. The validation of the method of introducing external energy to the total objective function in order to regularize the optimization process can be considered as successful.
Even though introducing the distance regularization term to the conventional level set method can provide a satisfactory topology optimization result without the re-initialization scheme, there are still other limitations mentioned in the introduction. To avoid those short comings, a parameterization of the level set method is introduced in the coming section.
PARAMETRIC STRUCTURAL TOPOLOGY OPTIMIZATION WITH RADIAL BASIS FUNCTION AND LEVEL SET METHOD
In this section, the radial basis function is introduced to parametrize the level set function. The radial basis function, initialed as RBF, is formulated based on its center at given point with a radially -symmetric property. Generally a RBF has the form as [27] :
( x x ) ii   (17) Here  denotes the Euclidean norm and x i is the location of the selected center, also known as the knot. Based on this property, there are a number of different RBFs proposed by different researchers. The most common ones are Gaussians, MultiQuadric (MQ), Inverse MultiQuadric (IMQ), and Compactly Supported RBFs (CSRBF) and so on. There are multiple research results based on those RBFs and the readers are refer to [28] [29] [30] for details. In this section, the Compactly Supported RBF(CSRBF) with C2 continuity is chosen due to its strictly positive definiteness and sparseness [27] . For the RBF selection between different scenarios and the selection of the parameters and kernel functions, the readers are referred to [31] for details. The CSRBF with C2 continuity along with its derivatives [17] are utilized in this section with the support radius of 8 times of the mesh size. With a selection of a RBF () x  , the level set function ( , ) xt  can be represented by the sum of all the RBFs located on the knots throughout the whole domain as:
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Considering the same minimum compliance problem as stated before, by applying the parametric method [32] with the Lagrange multiplier method, the original constrained topology optimization problem stated in equation 3 can be transformed to be a unconstrained problem:
Here  is the Lagrange multiplier. () V  is the volume of the structure. 
To get the steepest descent direction of the Lagrangian L, the normal velocity
This is the n V that is utilized in the conventional level set method shown in section 2. Unlike the conventional level set, with the parametrization scheme, the n V in parametric level set needs to be derived from equation 19 to get:
Substituting equation 23 into equation 21 and rearranging the position of the time derived expansion coefficient, the equation changes to:
On the other hand, by applying chain rule, equation 20 can be written as: (25) By comparing the corresponding part between equation 24 and 25, the sensitivity can be therefore written[32] as: 1 ( ) ( ) ( ) 1,...,
Considering the difficulties of applying boundary integration inside the given domain, the relation from [33] is introduced to transform the boundary integration to domain integration. It is shown as:
Here the ()   is the Dirac function.
So far the conventional level set H-J PDE is parameterized into an ODE (Ordinary Differential Equation). Only the expansion coefficient i  , as the design variable, is updated during the optimization process. By parameterizing the topology optimization with RBFs, more freedom is given for choosing the design variables and more parameters can be controlled with sensitivity analysis. Also at the same time the mature optimization algorithms based on the sensitivity analysis, such as the Method of Moving Asymptotes (MMA [23] ), can be utilized to generate accurate and convincing results.
A minimum compliance problem with a volume constraint is re-considered here to show the effectiveness of the parametric level set method. A domain of 2 in length by 1 in width is fixed on the left edge with a 1 N force applied at the center of the right edge. The mesh size is set to be 0.02 and the volume target is set to be 0.5. To separate the material domain from the void domain, the Young's modulus are set to be 100,000 Pa and 1 Pa respectively. The Poisson's ratio is set to be 0.3. The figure below shows the problem boundary conditions. Following the flow chart shown in the Appendix, the parametric level set method is computed to get the optimal result for this given structural optimization problem. The results are listed below.
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Step 160 As can be seen from the results above, the volume constraint is well satisfied as the final volume is 0.49991 respect to the volume target of 0.5. However, it can be seen that after some iterations the level set function suffers a relatively huge differences between its maximum peak and the minimum valley. This huge numerical differences should be alleviated to avoid any potential numerical errors. Recall the distance regularization term employed in section 2, a regularized parametric topology optimization can be utilized to regularize the shape of the level set function to have the distance regularized property during the optimization process. This is introduced in section 4.
DISTANCE REGULARIZED PARAMETRIC STRUCTURAL TOPOLOGY OPTIMIZATION WITH RADIAL BASIS FUNCTION AND LEVEL SET METHOD
In this section the same "Double Well" regularization term is introduced to the parametric topology optimization of the structural design, aiming to gain the distance regularized property of the level set function transition zone during the optimization propagation. The same CSRBF with a C2 continuity is employed to formulate the parameterization scheme. A structural topology optimization problem with the same problem setting in section 3 is investigated again to demonstrate the regularized parametric level set method.
Firstly, following the flow chart shown in Appendix, a step function on a 1 by 1 domain is set to be the initial level set function. This step function is minimized subject to the introduced "Double Well" potential energy of the parametric level set. With the optimization algorithm of MMA, the result is shown as:
Initial Final Figure 12 . The optimization result of minimizing the "Double Well" potential energy of a square-domain step function.
As can be seen from the above figure, the step function is well regularized into a distance regularized shape. The result shows that the target for maintaining the desired property of the level set function (LSF) can be got by minimizing the proposed "Double Well" regularization term in the parametric level set method.
Under the validation of the aforementioned "Double Well" regularization energy term, the structural topology optimization provided in section 3 is reconstructed. Ideally the final result would not suffer the potential numerical errors and most important of all, the grayscale areas observed in [22] can be fully avoided. No post processing nor parameter adjusting is needed anymore, ensuring the optimality of the final design. The structural optimization problem is again solved by the MMA solver in order to get a minimal compliance structure.
The optimization formulation is the same as equation 11 . The sensitivity analysis is given as follows:
By applying chain rule, the derivative of the distance regularization term with respect to i  can be found as:
Here the () i x  is the RBF function mentioned before (CSRBF with C2 continuity). Then equation 28 can be plugged into the sensitivity shown in equation 26 with a weight to be used to update the parametric level set:
The design domain is again a 2 in length by 1 in width rectangle with a 1N force applied at the center of the right edge and a fixed left edge. The design domain is discretized by the mesh size of 0.02. The Young's Modulus is 100,000 Pa and 1 Pa respectively to separate the material domain and the void domain. The density for the material domain is set to be 8
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Step 120 Final LSF Figure 16 . The level set function in the regularized parametric Level Set topology optimization
From figure 14 it can be seen that new holes are generated during the optimization process, gaining the capability that the conventional level set methods do not have. As in figure 15 , the objective function is minimized to 2.8352 with the volume ration to be 0.50006, which is very close to the volume ratio target. The final level set function is well regularized to reflect the "Double Well" effect in figure 16 .
An initial level set function with only one big hole is reemployed with the same setting is demonstrated below. This example shows the "Hole Generating" capability of the proposed method. This is a critical capability since in the conventional level set topology optimization, the level set function (LSF) requires periodic re-initialization scheme to be forced to maintain signed distance property. By introducing the reinitialization, it can be difficult for the level set function to generate new holes, or in another word, add the complicity to the final design. The hole generating ability is shown below with a volume target of 0.5.
Intermediate Final
Figure 17. The one-hole initial LSF optimization result
Apart from generating holes, the proposed distance regularized parametric level set topology optimization can also provide different optimal designs under different settings, such as different volume ratios. All of the final designs have clear boundaries and most important of all, the distance regularized character can be seen from all the level set function, validating the effectiveness and robustness of the proposed method. Following the similar settings, the regularized parametric level set topology optimization is employed to a MBB beam benchmark example. Considering its symmetrical characteristic, the design domain is halved into a 3 by 1 rectangle, half of the real design domain (a 6 by 1 rectangle) to increase the computation efficiency. The material properties and the mesh size are kept the same as the previous cantilever beam example while only the force applied at the upper center is changed to be 9
Copyright © 2016 by ASME One thing needs to be discussed for the regularized parametric level set optimization is the parameter setting for the MMA solver. Two major parameter settings that need to be taken care of are asymptotes gap size and the upper / lower bounds of the design variables. Generally, a relative big step size can speed up the evolution while at the same time may cause convergence problems. A more conservative MMA solver can be achieved by decreasing the asymptotes gap in each iteration [34] . The lower/upper bounds of the design variable may limit the change of the MMA output. In this paper the design variables are bounded between -0.5 to 0.5 based on the extreme values of the expansion coefficient. As for the asymptotes, for the relatively small domain problems, cantilever beam as an example, the asymptotes gap can be a little bigger than the relatively big domain problems, like the MBB beam problem. To be specific, the cantilever beam example is computed under the setting of initial asymptote of 0.05 and asymptote increase of 1.02. As for the MBB beam example, the initial asymptote is 0.005. The asymptote increase starts from 1.05 and linearly decreases to 1.002 with the ratio of 0.9997 per iteration. If iteration number is represented by ItNum , then the asymptote increase is expressed as follows to achieve the balance between numerical stability and evolution speed. 
CONCLUSIONS
In this paper, the conventional level set combined with distance regularization and the parametric level set combined with distance regularization are studied and verified through structural topology optimization examples. Results show the desired distance regularized effect and the unwanted features in conventional level set like re-initialization, CFL condition and others are eliminated. Apart from that, new holes can be created during the optimization process to increase the complexity of the final design, which is hard to be achieved by the conventional level set methods. The combination of the regularization term with the parametric level set method eliminate the numerical fluctuation in the non-regularized parametric level set and at the same time avoiding the grayscale issue found in the previous research. In the future, the distance regularized parametric level set can be employed to more complicated examples in structural topology optimization and the multi-physics interaction problems. With the mature optimization algorithm and the powerful FEA solver, the results can be far more attractive.
