The paper presents a new type of system architecture for distributed embedded systems, whereby a system is composed from embedded actors that communicate transparently by exchanging labeled messages (signals), independent of their allocation onto network nodes. Signals are exchanged at precisely specified time instants in accordance with the concept of Timed Multitasking, whereby actors can be viewed as real-time tasks with eventtriggered input and output drivers activated by timing or external events. The combination of actors, signal-based communication and timed multitasking has resulted in a new operational model -Distributed Timed Multitasking (DTM). The latter has been used to derive a task execution model and requirements specifications for a real-time kernel, which have been used to develop the timed-multitasking version of the HARTEXkQWiQX. In this context, the paper presents a discussion of specific implementation issues related to the execution of periodic and sporadic tasks under DTM.
INTRODUCTION
There are essentially two approaches to task scheduling for dependable embedded systems: static scheduling and predictable dynamic scheduling, i.e. rate-monotonic or deadline-monotonic scheduling^'^. Static scheduling provides for deterministic and highly predictable behaviour under hard realtime constraints. That is why it is widely used in safety-critical systems, e.g. aerospace and military systems, automotive applications, etc. However, Static scheduling has a major disadvantage: its application results in closed systems that are generally difficult to re-configure and maintain. This is in contradiction to the requirement for an open and flexible system architecture that ought to support software reuse and reconfiguration.
The second approach is inherently more flexible but unfortunately, dynamic scheduling is plagued by another problem, i.e. task execution jitter, which is largely due to interrupts and task preemption. That is ultimately demonstrated as input/output jitter, which is detrimental to control system operation.
The above problem can be overcome through a new scheduling paradigm known as Timed Multitasking (TMf. This is a generalized event-driven execution model that accommodates timing, external and internally generated events, which goes beyond pure time-triggered models such as Giotto^. Timed Multitasking eliminates task execution jitter via split-phase execution of tasks, whereby task I/O drivers are executed atomically at precisely specified time instants (i.e. task release and deadline instants), whereas application tasks are executed in a dynamic scheduling environment. Hence, task jitter is of no consequence, as long as the tasks finish execution before their deadlines. Ultimately, timed multitasking makes it possible to engineer real-time systems combining high flexibility inherent to dynamic scheduling and predictable operation, which is typical for statically scheduled systems.
Unfortunately, the existing implementation has a number of limitations:
• It supports only local communication via interconnected ports implemented as shared data structures^, whereby an output driver of the producer task has to explicitly invoke the input driver of the receiver task in order to send an event (message) into the input port of the receiver task.
• Consequently, the communication pattern is "hardwired" in the code of I/O drivers and cannot be reconfigured without reprogramming. Obviously, this technique is also not quite suitable for implementing oneto-many multicast or broadcast communication.
• The implementation outlined in the paper^ uses conventional (blocking) techniques for exclusive access to input port data structures. These are not appropriate for hard real-time tasks, which are often implemented as non-blocking basic tasks.
• Another limitation comes from the fact that each task has to use its own set of timers (e.g. period and deadline timers), which could result in considerable kernel overhead. That overhead might be substantially reduced by developing an integrated time manager, featuring simultaneous execution of identical operations involving different tasks (e.g. release simultaneously multiple tasks at a particular time instant) ^.
The above observations have motivated research that resulted in an extended version of timed multitasking -Distributed Timed Multitasking (DTM), which has been developed in the context of the COMDES-II framework. The latter is characterized by an actor-based component model featuring transparent signal-based communication between actors, which is independent of their allocation onto network nodes. This paper presents Distributed Timed Multitasking and its implementation in HARTEXm -a timed-multitasking version of the HARTEX kernel. The rest of the paper is structured as follows: Section 2 presents Distributed Timed Multitasking, and the related task execution model, which has been used to derive the requirements specifications for the ii4i^r£X7Mkernel. Section 3 presents a discussion of implementation issues, focusing on event management for periodic and sporadic tasks executed in a timed multitasking environment. The concluding section presents a summary of the main features of Distributed Timed Multitasking and its implications for embedded software design.
DISTRIBUTED TIMED MULTITASKING
Distributed Timed Multitasking has been developed in the context of COMDES-II -an actor-based version of the COMDES framework^ The latter defines a hierarchy of executable models, such as function blocks, activities and function units that can be used to configure embedded control systems.
Under COMDES-II, the control system is composed from a number of (possibly distributed) embedded actors, whereby system structure is modeled by a data flow diagram specifying constituent actors and their interactions (see Fig. 1 ). Actors are logically grouped together into subsystems (function units), such as Sensor Unit, Control Unit, etc., that may reside in one or more network nodes. This solution provides for greater flexibility in comparison with the original version of the framework where a function unit is conceived as high-level component (software integrated circuit) that has to be always allocated on a particular network node.
Actors interact by exchanging labeled messages (global signals) within various types of distributed transactions. Communication between actors is transparent, i.e. independent of their allocation on network nodes. It follows the producer-consumer model of communication within one-to-one and oneto-many interactions involving local and/or distributed actors.
Signals are exchanged at precisely-specified time instants in accordance with the concept of Timed Multitasking, whereby actors can be viewed as application objects (tasks) with event-triggered inputs and outputs that can be activated by various types of periodic and sporadic events, depending on the type of transaction (e.g. Fig. 2 ). This figure shows a distributed phasealigned transaction, involving actors Sensor (S), Controller (C) and Actuator (A), whereby the process variable is sampled at the start of the period and the output is actuated upon the deadline of the transaction. Accordingly, an actor is composed from input signal drivers, signalprocessing block (SPB) and output signal drivers. An input driver transforms an external signal (i.e. physical input signal or global signal) into a subset of local input signals that are sent to the SPB. The latter processes local signals supplied by one or more input drivers, and generates local output signals, which are passed on to one or more output drivers. An output driver transforms a subset of internal output signals into an external -physical output or global signal.
The signal-processing block is mapped onto a non-blocking (basic) task, which is executed in a dynamic preemptive-priority scheduling environment, whereas input and output drivers are executed atomically at precisely specified time instants. This mode of operation is known as split-phase execution of real-time tasks (see Fig. 3 ), and it follows from the adopted timed multitasking model of computation. In particular:
• The actor task is released by an execution trigger; this may be any kind of event, e.g. periodic timing event, external interrupt, message-arrival event, etc., depending on the type of transaction executed.
• Input drivers are executed when the task is released, whereas output drivers are executed when the task deadline arrives or when the task comes to an end, if no deadline has been specified.
Consequently, task jitter is effectively eliminated, provided the task is schedulable and always comes to an end before its deadline. That technique can be extended to distributed transactions as illustrated by Fig. 2 , which shows a distributed phase-aligned transaction executed under Distributed Timed Multitasking. Such transactions usually suffer from input and output jitter, which is due to task release and termination jitter, as well as communication jitter. This is a serious problem, which complicates schedulability analysis and affects system operation. However, in our case I/O jitter is eliminated, as long as the transaction comes to an end before its deadline. That is because the process variable is always sampled at the start of the period, and the output signal is generated at the transaction deadline instant.
The DTM model has been used to develop a task execution model that might be implemented within a timed-multitasking kernel. In particular, such a kernel must support the split-phase execution of tasks and I/O drivers in the context of distributed transactions. This model can be represented as a virtual node, which resides in a physical node and is executed under the node-resident real-time kernel (see Fig. 4 ). The virtual node contains a subset of actor tasks, which communicate with the outside world via an Interface shell consisting of input and output signal drivers. Input drivers are used to receive input signals that may be physical or communication signals (i.e. labeled messages). These are decomposed into local variables that are processed by actor tasks. Output drivers are used to generate output signals from local variables that are computed by actor tasks. These may be either physical or communication signals (messages).
Communication signals are exchanged transparently between actors residing in the same or different virtual/physical nodes by means of kernel primitives broadcast (SIGNAL_NAME) and receive (SIGNAL NAME), which are invoked within output and input signal drivers, respectively^. The above primitives constitute the task interaction layer of a real-time communication protocol built on top of a Controller Area Network. The underlying layers of the protocol provide a deterministic priority-driven environment supporting predictable communication between remote actors. This is largely due to specific CAN features, such as priority-driven bus arbitration, content-oriented message addressing and acceptance filtering, which provide adequate hardware support for signal-based communication.
IMPLEMENTATION OF DISTRIBUTED TIMED MULTITASKING IN THE HARTEXTM KERNEL
The task execution model has been used to derive requirements specifications for the timed multitasking version of the HARTEX kernel. In particular, it is obvious from the above model that the kernel has to manage several types of software entity: events, activity tasks and task I/O drivers, and it must provide support for task interaction via signal-based communication.
Accordingly, the kernel is built from dedicated components implementing subsystems such as Event Manager, Task Manager, Task I/O Manager and Software Bus. This is the minimum configuration needed in order to implement the presented task execution model. Another component that has been included in the kernel configuration is the so called Static Time Manager, which can be used to efficiently implement timed multitasking for multiple periodic tasks (transactions) using Boolean vector processing techniques^.
Boolean vector processing is a common feature of all HARTEX subsystems. Boolean vectors (bit-strings) have been substituted for conventional linked-list queues throughout the kernel, resulting in considerable reduction of system overhead and constant execution time of kernel functions, independent of the number of tasks involved^'^. In particular, the kernel operates with the following vectors:
The Event Vector (EV) is used to register primary events generated by interrupt service routines, which are subsequently processed by the Event Manager. Events are recognized only if they are enabled by the corresponding bit-mask stored in the Enabled Events Vector (EEV). The processing of events results in the generation of task execution requests, which is accomplished by setting the corresponding task bits in the Active Tasks Vector (ATV). Released tasks are then executed following a task state transition diagram implemented by the Task Manager, using two additional vectors -the Enabled Tasks Vector (ETV) and the Preempted Tasks Vector (PTVf. The Input Drivers Vector (IDV) and the Output Drivers Vector (ODV) are used to register I/O driver execution requests that may be generated by either the Event Manager or the Static Time Manager. In addition, the Software Bus employs Boolean vector semaphores that can be used to broadcast an event to one or more receiver tasks^.
Distributed Timed Multitasking is an event-driven model, which can be implemented by means of standard event-processing techniques supported by the HARTEX Ey^nX Manager. The latter provides a unified mechanism of processing external and timing events via event counters and event control blocks (see Fig. 5 ). The event control block (ECB) specifies an event threshold, i.e. the number of primary events that must be counted before an event-related operation is executed, such as release task(s), signal task deadline violation, signal-and-release task(s) via a Boolean vector semaphore, etc., depending on event type. Event control blocks are processed by the Event Manager, which is invoked from within interrupt service routines after the primary events have been registered in the EV. Events are processed in priority order, which is indicated by the bit positions of event flags within the Event Vector.
The Task I/O Manager is implemented as a system task whose priority is higher than the priority of actor tasks. When invoked, it executes atomically the output drivers of tasks registered in ODV and/or input drivers of tasks registered in IDV before exiting, whereupon the Task Manager (re)activates the highest priority actor task registered in the ATV.
The presented technique makes it possible to execute task output drivers at deadline instants. However, if no deadline is specified the drivers must be invoked at the end of task execution. This option is implemented in the primitive task_exit(), which is invoked when the task comes to an end. task_exit() { reset task bit in ATV;//remove task from system queue if(! task_has_deadline) { register task output drivers in ODV; release Task I/O Manager; } } The techniques discussed above outline a general solution that can be used to implement timed multitasking in a single-computer environment. It can be extended to distributed systems if local clocks are properly synchronized, e.g. by using a sync message generated by a synchronization master node or globally synchronized clocks.
The presented solution provides for a unified event-driven approach towards the implementation of timed multitasking. Unfortunately, its use may result in increased overhead when the kernel has to execute multiple periodic tasks, since each task needs at least two timers, i.e. a period and deadline timer. This problem has been solved by developing another type of kernel component -the Static Time Manager (alternatively called the Drum Sequencer). It provides an operational environment for multiple periodic tasks executing under Distributed Timed Multitasking, using only one timer per network node and sophisticated Boolean vector processing techniques^.
CONCLUSION
The paper has presented a new operational model for distributed embedded systems, which has been developed in the context of the COMDES-II framework. The latter specifies a software architecture for distributed control systems, whereby the system is conceived as a composition of embedded actors that communicate transparently by exchanging labeled messages (signals), independent of their allocation onto network nodes.
Signal-based communication is combined with timed multitasking, whereby actors are mapped onto real-time tasks and signals are exchanged by means of signal drivers. The latter invoke kernel primitives that constitute the task interaction layer of a real-time communication protocol, which is used to transparently exchange signals between local and/or remote tasks. Signal drivers are triggered at precisely specified time instants, e.g. task release and deadline instants, within a distributed transaction involving two or more communicating actors.
The combination of actors, signal-based communication and timed multitasking has resulted in a new operational model -Distributed Timed Multitasking (DTM). The latter has been used to derive a task execution model and requirements specifications for the timed-multitasking version of the HARTEXkQxnQl.
Distributed Timed Multitasking presents a unique combination of features, such as flexible task scheduling, transparent communication and predictable behaviour, which can be used to engineer open, and at the same time -safe and predictable embedded systems.
