ABSTRACT. We show that Random Walk in uniformly elliptic i.i.d. environment in dimension ≥ 5 has at most one non-zero limiting velocity. In particular this proves a law of large numbers in the distributionally symmetric case and establishes connections between different conjectures.
. An environment is a point ω ∈ Ω. Let P be a probability measure on Ω. For the purposes of this paper, we assume that P is an i.i.d. measure, i.e.
for some distribution Q on M d and that P is uniformly elliptic, i.e. there exist ǫ > 0 s.t. for every e ∈ {±e i } d i=1 , Q({d : d(e) < ǫ}) = 0.
For an environment ω ∈ Ω, the Random Walk on ω is a time-homogenous Markov chain with transition kernel P ω ( X n+1 = z + e| X n = x) = ω(z, e).
The quenched law P z ω is defined to be the law on Z d N induced by the kernel P ω and P z ω (X 0 = z) = 1. We let P = P ⊗ P 0 ω be the joint law of the environment and the walk, and the annealed law is defined to be its marginal
We consider the limiting velocity S = lim n→∞ X n n .
Based on the work of Zerner [4] and Sznitman and Zerner [3] we know that S exists P-a.s. Further more, there is a set A of size at most two such that almost surely S ∈ A.
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Zerner and Merkl [5] proved that in dimension two a 0-1 law holds and therefore the set A is of size one, i.e. a law of large numbers hold in dimension two (see also [2] for a continuous version).
The main results of this paper are as follows:
, the set of limiting velocities is of dimension at most 1, i.e. if A = {S 1 , S 2 } and S 1 = 0 then S 2 = λS 1 for some λ ≤ 0.
Remark: This theorem follows easily from the existence of limiting velocity and Kalikow's 0-1 law, and I don't know if it has been noticed before. The proof provided here will use the methods developed in the present paper. 
BACKWARDS PATH -CONSTRUCTION
In this section we describe the backwards path, the main object studied in this paper. The backwards path is, roughly speaking, a path of the RWRE from −∞ through the origin to +∞. Below we define it. In Section 3 we prove some basic facts about it. Note that the backwards path appears, though implicitly, in [1] Let ℓ ∈ R d \ {0}. We let A ℓ be the event that the walk is transient in the direction ℓ, i.e.
Let Q be a distribution on M s.t. both P(A ℓ ) and P(A −ℓ ) are positive. We say that t is a regeneration time in the direction ℓ if
(1) X s , ℓ < X t , ℓ for every s < t, (2) X t+1 , ℓ > X t , ℓ and (3) X s , ℓ ≥ X t+1 , ℓ for every s > t + 1.
Let t 1 be the first regeneration time (if one exists), let t 2 be the second (if exists), and so on. If t n+1 exists, let L n = X t n+1 , ℓ − X tn , ℓ , let
We let S n , the n-th regeneration slab, be the ensemble S n = {L n , W n , u n , K n }.
In [3] Sznitman and Zerner proved that on the event A ℓ , almost surely there are infinitely many regeneration times, and, furthermore, that the regeneration slabs
We now construct an environment and a doubly infinite path in that environment. Let {S n } n∈Z be i.i.d. regeneration slabs sampled according to λ.
We now want to glue the regeneration slabs to each other. Let Y 0 = 0, and define, inductively,
Let µ be the joint distribution of ω and T . T is called the backwards path in direction ℓ. We let µ be the marginal distributionμ
BACKWARDS PATH -BASIC PROPERTIES
In this section we prove two simple properties of the measure µ.
Proposition 3.1 There exists a couplingP on
Ω × Ω × 2 Z d with the distribution of ω,ω, T satisfying (1) ω is distributed according to P . (2) (ω, T ) is distributed according to µ. (3)P -almost surely, ω(z) =ω(z) for every z ∈ Z d \ T .
Proposition 3.2
Letω be an environment sampled according toμ, and let {X n } be a random walk on that environment. Then almost surely {X n } is transient in the direction ℓ.
Both Proposition 3.1 and Proposition 3.2 follow from the fact that theμ-environment around zero is similar to the P -environment around the location of the walker at a large regeneration time. More precisely, let ω, {X n } be sampled according to P conditioned on the event ∀ n>0 ( X n , ℓ > 0). Let t 1 , t 2 , . . . be the regeneration times. (Note that we conditioned on transience in the ℓ direction, and therefore infinitely many regeneration times exist). Let ω i be the environment defined by ω i (z) = ω(z−X t i ) and let T i ⊆ Z d be defined as T i = {X t −X t i |t ≥ 0}.
For X ∈ Z d let H(X) be the half space
Lemma 3.3 For every i, the distribution of
is the same as the distribution of
Proof. LetP be P conditioned on the event ∀ n>0 ( X n , ℓ > 0). By Theorem 1.4 of [3] , the distribution of ω| H(0) , {X t |t ≥ 0}
according toP is the same as the distribution of
according to µ. The lemma now follows since the sequence {S n } n∈Z is i.i.d.
We can now prove Propositions 3.1 and 3.2.
Proof of proposition 3.2. Let B be the event that the walk is transient in the direction of ℓ and never exists the half-space H(0), i.e.
For a configuration ω and z ∈ Z d , let
. Note that R ω (z) depends only on ω| H(0) , so by the Markov property P(B|X 1 , X 2 , . . . , X t ) = R ω (X t ). In addition, B ∈ σ(X 1 , X 2 , . . .) and therefore almost surely
In particular,P-almost surely, lim t→∞ R ω (X t ) = 1, and for the subsequence of regeneration times we get thatP-almost surely
and using the bounded convergence theorem, for
we get lim
Let {ω, T , {Y n }} be sampled according to µ and let X n be a random walk on the environment ω, which is independent of {T , {Y n }} conditioned onω. Let B N be the event
Remembering that
we get from (3.5) that
as desired.
Proof of Proposition 3.1. We define the coupling on every regeneration slab. Letλ be the distribution onS = {L, W,W , u, K} so that {L,W , u, K} is distributed according to λ and W is defined as follows:
where ψ : Z d → M is sampled according to P , independently of {L,W , u, K}.
Claim 3.4 Conditioned on L, the environment W is i.i.d. with marginal distribution Q, and independent of u and K.
We now sample the environments and the path as we did in Section 2: Let {S n } ∞ n=−∞ be i.i.d. regeneration slabs sampled according toλ. Let Y 0 = 0 and define, inductively,
is the disjoint union of the sets Y n + K Ln . For every z ∈ Z d let n(z) be the unique n such that z ∈ Y n + K Ln . We let ω be the environment
we letω be the environment ω(z) =W n (z − Y n(z) ).
Clearly, {ω, T } is distributed according to µ and ω andω agree on Z d − T . Therefore all we need to show is that ω is distributed according to P . This follows from Claim 3.4: W is P -distributed conditioned on {u n } ∞ n=−∞ and therefore is P -distributed as we integrate over {u n } ∞ n=−∞ .
Proof of Claim 3.4.
It is sufficient to show that conditioned on L, for every finite set J = {x i : i = 1, . . . , k} with J ⊆ K L , the distribution of {W (x i )} x i ∈J is i.i.d. with marginal Q. This will follow if we prove that for every finite set
To this end, fix J and note that for every finite set U that is disjoint of J, the event {K[0, u] = U } is independent of {W (x i )} x i ∈J . Therefore, conditioned on the event {K[0, u] = U }, the distribution of {W (x i )} x i ∈J is i.i.d. with marginal Q, and by integrating with respect to U we get the desired result.
INTERSECTION OF PATHS
In this section we will see some interaction between the backwards path and the path of an independent random walk.
Let Q be a uniformly elliptic distribution so that 0 < P(A ℓ ) < 1 and let (ω,ω, T ) be as in Proposition 3.1. Let z 0 be an arbitrary point in Z d , and let {X i } ∞ i=1 be a random walk on the configuration ω starting at z 0 , such that (1) {X i } is conditioned on the (positive probability) event that lim i→∞ X i , ℓ = −∞.
is independent ofω and T . The purpose of this section is the following easy lemma: We will prove that almost surely there exists one such value of i. The proof that infinitely many exist is very similar but requires a little more care, and for the purpose of proving the main theorem of this paper one such i is sufficient.
Proof. We need to show that
In order to establish (4.1), let {Y i } ∞ i=1 be a random walk on the environmentω, coupled to the rest of the probability space as follows: Let
independently of X i , ω and T . Now, note that
The proof is concluded if we remember that by Proposition 3.2, 
PROOF OF MAIN THEOREM
The lemma follows from Cauchy-Schwartz and the following claim:
Proof of Claim 5.2. We will prove (5. and let p = µ(O 1 ∈ A). Fix n, and let E (n) be the event that at least π n = 1 2 pn of the O i -s, i = 1, . . . , n, are in A. For every subset H of {1, . . . , n} of size π n , let E (n) H be the event that the elements of H are the smallest π n numbers i such that O i ∈ A. Then for every z ∈ Z d ,
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