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ABSTRACT
This thesis focuses on the effective classification of the behavior of users accessing
computing devices to authenticate them. The authentication is based on keystroke dynam-
ics, which captures the users behavioral biometric and applies machine learning concepts
to classify them. The users type a strong passcode ”.tie5Roanl” to record their typing pat-
tern. In order to confirm identity, anonymous data from 94 users were collected to carry
out the research. Given the raw data, features were extracted from the attributes based
on the button pressed and action timestamp events. The support vector machine classifier
uses multi-class classification with one vs. one decision shape function to classify different
users. To reduce the classification error, it is essential to identify the important features
from the raw data. In an effort to confront the generation of features from attributes an
efficient feature extraction algorithm has been developed, obtaining high classification per-
formance are now being sought. To handle the multi-class problem, the random forest
classifier is used to identify the users effectively.
In addition, mRMR feature selection has been applied to increase the classification
performance metrics and to confirm the identity of the users based on the way they ac-
cess computing devices. From the results, we conclude that device information and touch
pressure effectively contribute to identifying each user. Out of them, features that contain
device information are responsible for increasing the performance metrics of the system
by adding a token-based authentication layer. Based upon the results, random forest yields
better classification results for this dataset. The research will contribute significantly to the
field of cyber-security by forming a robust authentication system using machine learning
algorithms.
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CHAPTER 1
Introduction
1.1 Authentication
Authentication can be defined as verifying the validity of a user by using at least one form
of the identification methods. To grant access to the system, the users identity should be
verified by determining the following factors-
i Knowledge-based factors: It is defined as what the user knows. Some of them are any
forms of a password, personal identification number, answer to the secret questions and
many more [8].
ii Possession-based factors: It is defined as what the user has. Some of them are an
identification card, security token, device token or any unique hardware identifier [42].
iii Inherence-based factors: It is defined based on what the user is or how he does. Some
of the physiological factors are fingerprint, iris and DNA patterns and some of the
behavioural factors are biometric identifiers, signatures, voice and face [36].
Authentication can be a combination of the above. The types of authentication categories
include:-
• Single-factor authentication: It makes use of one factor to authenticate the user trying
to login to the system. It is more prone to different cyber attacks.
• Two-factor authentication: It combines any two authentication factors to increase the
level of security in the system. A practical example of this implementation is the real-
time banking login where some banks generate a one time password (OTP) while the
1
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user logins in by typing the correct password. Only if the password entered is valid
the OTP gets generated, and if the user enters the generated number from his device
correct, he gains access to the system.
• Multi-factor authentication:- It combines many authentication mechanisms to form
a layered approach. The plethora of functionalities offered by multi-factor authenti-
cation includes protection from intrusion, enhancement of security, and reliable false
proof system. My thesis focuses more on this multi-factor authentication to develop
a robust system to identify the users via using machine learning algorithms. The idea
is to add three factors of authentication by entering the correct password, verifying
the device, and identifying the users typing pattern.
FIGURE 1.1.1: Multi-factor authentication using three forms of factors.
A strong authentication procedure involves typing a password, which is resistant to cyber
attacks and the way of typing it. This double-layer protection offers more security from
all Internet attacks such as brute-force, dictionary attack, and physical shoulder surfing.
The brute-force attack involves a hacker to try out all the possible password combinations
and is more easily guessable if the attacker knows what we know. The dictionary attack
consists of trying the common passwords in the world which work in most of the cases
[22]. Shoulder surfing involves the attacker looking for the password while one is typing it.
One of the best solutions for all these attacks is to combine the biometric pattern with the
password. By doing so, even if the attacker looks at or knows our password he or she cannot
2
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type the same way as the legitimate user types [23]. It is interesting to know that, every
user has a unique way of typing and is subject to different conditions. Thus, by training
the model to learn all the biometric movements of the user will lead to building an efficient
authentication system. Building a good model requires the best foolproof algorithm to be
created.
1.2 Biometrics
Biometrics refer to measurable human characteristics to define and identify a user [37].
They are excellent and unique user characteristics to determine their identity. As the level
of security decreases, the need for developing a highly secured identification and personal
verification system increases. Physical biometrics are very useful to control the access to
secure buildings. However, it has a major limitation that they can be easily compromised
[40]. To verify users belonging to a large population, physiological characteristics such as
fingerprints, iris, finger vein patterns, and face geometry play a vital role in user verifica-
tion. On the other hand, technology is increasingly proposed to counter the cyber attacks on
the transactions and Internet. Thus, another level of authentication based on the behaviour
of the user is required. This scheme will reduce the performance issues and enhance the
security of the existing techniques. Biometrics focuses on solid and vigorous distinguish-
ing proof of users from their own attributes, for the most part for security and validation
purposes, yet in addition for distinguishing and verifying the users of more astute applica-
tions. Every user has a unique pattern and signature to access the device; the system must
identify the illegitimate user even if the correct login ID and password is typed from the
users computing device.
1.2.1 Behavioural Biometrics
Behavioural biometrics are devices that analyze particular behavioural characteristics or
actions of an individual. It is often non-intrusive which means the information collected
is not perceived by the users. They are unique to each individual on each device. It re-
quires some interaction between the user and the system during the authentication process
3
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FIGURE 1.2.1: Different types of biometrics used for authentication.
to reduce invasiveness. These systems are very effective in detecting a threat and can be im-
proved in terms of accuracy over time. Some of the types of behavioural biometric devices
are-
• Signature verification scanners
• Voice authentication scanners
• Keystroke and mouse movement scanners
These identifiers cannot be duplicated, and only the authorized person can gain access to
the system [27]. If a security breach occurs, the information on who is responsible for it
4
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TABLE 1.2.1: Comparison of biometric techniques.
Biometric
Technology Accuracy
Ease
of Use Cost
Devices
Required Acceptability
Iris High Medium High Camera Low
Retinal High Medium High Camera Low
Face Low Medium Medium Camera Medium
Fingerprint High High Low Scanner High
Voice Low Medium Low Microphone Medium
Signature Medium High Low
Optic pen,
Touch panel Medium
Hand geometry High High Low Scanner Medium
Palm print High High Low Scanner Medium
Thermogram Medium Low High
Test
equipment Low
Keystrokes High High Medium
Touch screen
devices High
can be easily obtained increasing the accountability of the system. These systems are very
easy and safe to use without the need of end user training. By implementing a biometric
system, there is no need for expert administrators as it does not require expensive password
management.
FIGURE 1.2.2: Behavioural biometrics as a form of authentication.
An extensive variety of behavioral biometrics have been proposed in view of human
associations with machine amid the most recent couple of years [38]. Table 1.2.1 depicts
the various biometric methods and its characteristics which can be used for multi-factor
authentication [16].
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1.2.2 Types of Behavioural Biometrics
There have been increasing research efforts on the types of biometrics such as static and
dynamic authentication. Static authentication (SA) remembers a user based on unchange-
able biometrics such as fingerprints, veins, static passwords and others. The password
information is stored in a physical database and must be adaptable to change. Dynamic or
continuous authentication (CA) focuses on identifying a user throughout the session while
logged in [34]. The real-time information from a session is used to analyze and authenti-
cate the user based on the behavioural profile which has patterns interwoven with the usage
characteristics.
FIGURE 1.2.3: Types of behavioural biometrics showing static and continuous authentica-
tion.
1.2.3 Types of Behavioural Authentication
In an SA system, the execution of the matching algorithm is accounted for in false match
rate (FMR) and false non-match rate (FNMR). For an SA system, it is imperative to know
the likelihood that the system makes a mistake that is the likelihood that a legitimate user
6
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has not been allowed access or that an impostor user has been granted access.
The user is authenticated using behavioral biometrics and is allowed towards the be-
ginning of a session while legitimate for the full session. Static confirmation implies it is
feasible for an impostor to seize a session and take control of a system after the veritable
user has been granted access. An alternate kind of authentication, that defeats the issue por-
trayed above, is CA. A CA biometric framework checks the authenticity of the user amid
the full session. In a conventional CA system, the user ought not to know that his or her
personality is checked ceaselessly. A genuine CA system utilizes every different activity
of the user in the process to decide his or her validity. When question emerges about the
validity of the user, the system can lock, and the user needs to return to the static authen-
tication access control mechanism to proceed with working. On the contrary, we find CA
where the legitimate user is consistently verified in view of the action of the present user. It
is essential to know whether an impostor user gets identified by the system and gets locked
out, and it is significantly more critical to know how much activity can be done by the
system to uncover an impostor. Subsequently, when looking at two CA systems that both
distinguish all impostor users, the system that identifies the impostor faster is the best one.
1.3 Keystroke Dynamics
Keystroke dynamics, which is a behavioral biometry, refers to the unique patterns of rhythm
and timing-based features that are created when a user types on a touchscreen in computing
devices such as mobile devices [22]. The biometric system uses a pattern recognition
system to classify users based on their physical and behavioral characteristics [5]. It is
a method for identifying or verifying the users based on the way they type on either a
physical or vrtual keyboard. This type of system uses artificial intelligence to differentiate
legitimate users and illegitimate users. To protect a set of users from the illegitimate use of
their accounts, the attributes of how they type and use the system are taken into account for
authorizing the user.
The typing dynamics gives the detailed timing information of when exactly each key
was pressed and when it was released while a person is typing on a touch screen [40]. This
7
1. INTRODUCTION
FIGURE 1.3.1: Keystroke dynamics is a combination of dwell time and flight time.
can be used as a primary pattern for future comparison.
1.3.1 Applications
Biometrics finds its application in various sectors such as police and prison services to
access the closed-circuit television footages, hospitals to identify correct patients for treat-
ment and procedures, facial recognition systems to prevent illegitimate entry, for security
access of confidential rooms and servers, Web access, enterprise network access to incor-
porate encryption along with biometric-based authentication and in many other client and
useful requirements [35]. The keystroke dynamics finds its application in these two kinds
of systems:-
• BioTracker is a biometric authentication software that uses machine learning and
keystroke dynamics to identity a user.
• BioCheck uses token based for ubiquitous Web-based login and workstation authen-
tication, which is used to verify the user.
They can be combined with any computing device based on two modes such as identi-
fication and verification mode.
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1.4 Machine Learning
Machine learning is the investigation of inspiring systems to learn without being cus-
tomized by programmers automatically. It is a branch of Artificial Intelligence related to
pattern recognition and computational theory [24]. In the previous decade, machine learn-
ing has given us self-driving automobiles, reasonable, viable Web look, and an immensely
enhanced comprehension of the human genome. Machine learning is so unavoidable today
that you most likely utilize it many times each day without knowing it. All the more imper-
atively, the hypothetical underpinnings of machine learning apply to the field of biometrics
to distinguish the users based on their behaviour [32].
It is to develop a system which automates the automation and allows the data to do the
work instead of the programmers [20]. The major categories of machine learning tasks
include the following:-
• Supervised learning: It comprises parametric/non-parametric algorithms, kernels,
neural networks, support vector machines and many more classifiers.
• Unsupervised learning: It comprises clustering, recommender systems, deep learn-
ing, dimensionality reduction and many more algorithms.
• Semi-supervised learning: It includes the best practices such as predisposition and
difference hypothesis in artificial intelligence.
It has its applications in various contextual investigations such as data mining, infor-
mation retrieval, content comprehension, recognition and control, search engine optimiza-
tion, autonomous networks and many more. It is a branch of artificial intelligence and
has widespread into technologies such as deep learning, natural language processing, com-
puter vision, robotics, speech recognition, and others mainly for commercial use. Another
significant use of machine learning is optimization of the existing algorithms where the
parameters can be altered to establish the hidden relationships. Machine learning problems
are but not restricted to landscapes such as pattern generation, pattern recognition, anomaly
detection, prediction, speech recognition, image processing, deep learning, fraud detection,
diagnosis and many others [14].
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1.5 Classification and feature selection
Classification is a machine learning approach used to differentiate and categorize the ob-
jects as they are recognized. According to machine learning terminology, classification
falls under supervised learning where the training data is labeled to be correctly identified.
On the other hand, clustering is a technique that falls under unsupervised learning, where
the training data is unlabelled, and grouping is performed based on a similarity or dissimi-
larity measure. Classification is the process of getting to know records by the training data
to identify the data points and determine to which set of categories it belongs. The variables
involved in this classification process are quantifiable properties and are known as features.
The feature types can be:-
i Categorical (It contains a String representation of features.)
ii Integer-valued
iii Real-valued
In machine learning, an algorithm that implements a statistical classification problem is
called a classifier. The input data is mapped to a category based on the features and obser-
vations or instances.
The dataset usually contains some features that are redundant or irrelevant for the clas-
sification process. Thus, they can be filtered out or removed after pre-processing the data
without loss of information during the classification [10]. This process is called attribute
or feature selection where a subset of relevant features for the classification model is se-
lected. After performing feature selection, the model can yield higher performance metrics,
reduce the generalization error, reduce the training time, reduce over-fitting and can avoid
the curse of dimensionality. The algorithm performs an exhaustive search in the space to
find a new feature subset and scores them based on an evaluation measure. The goal is to
reduce the error rate and increase the performance of the classification system. It is com-
putationally useful if the dataset is large containing more number of features. The feature
selection algorithms are of different categories [10]:-
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• Wrapper methods: The subset search is performed using a predictive model and
computes a score to select the features. Every new subset is used in the process of
training the model.
• Filter methods: The scoring method for a feature subset is based on a proxy measure
such as mutual information, correlation coefficient, inter or intra class distance. They
are useful to find the relationship between features and rank the features based on
cross-validation.
• Embedded methods: During the model generation process, the non-zero regression
coefficients are selected as part of the feature selection process. Some of the com-
monly used algorithms are feature elimination, LASSO, ridge regression, elastic net
regularization and many more.
However, feature selection is different from feature extraction process. Feature extrac-
tion is used to obtain the features from the raw data to form a dataset of class and features.
1.5.1 Classification algorithms
Based on the ability to make predictions the machine learning algorithms are classified into
various learning methods such as supervised, unsupervised and semi-supervised.
TABLE 1.5.1: Different classification algorithms based on learning methods.
SUPERVISED LEARNING UNSUPERVISED LEARNING
Support Vector Machines k means clustering
k-Nearest Neighbour Hierarchical clustering
Decision Trees Hidden Markov models
Neural Networks
Apriori algorithm for
association rule
Logistic Regression
Expectation-maximization
algorithm (EM)
Naive Bayes Principal Component Analysis
Random Forest Generative Adversarial Networks
Linear/Polynomial Regression Singular Value Decomposition
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1.5.2 Evaluation method
The system is separated into two phases. In the training phase, the training information is
utilized to develop the classifier models and store the models in a database for use amid the
testing stage. Each veritable user has his/her own particular classifier models and preparing
features. In the testing phase, system will utilize test information which was isolated from
the training information for comparison.
1.6 Motivation of this Thesis
The primary focus of this work is to develop a system using machine learning methods to
authenticate the users correctly. In the new era, stronger authentication techniques are re-
quired to detect security breaches. One such approach would be to introduce a multi-layer
authentication mechanism. In the past [1, 3, 13, 29, 31], mRMR feature selection with
SVM classification (One vs. One approach optimized by grid search) was not performed
for keystroke dynamics authentication. The model proposed in this thesis is novel and con-
centrates on enhancing the classification performance by applying feature selection while
the prior research included only a few features.
1.7 Contributions
In our experiments, the users were allowed to input data with any Android device using the
iProfile app from anywhere. The app has a virtual keypad which has the same coordinate
position, location of the keys and spacing of the keys. Thus, the built classification model
can be more robust and can recognize users more accurately. In this thesis, we demonstrate
how random forest yields high classification accuracy for this data set.
In Chapter 2 we review some of the related works for user authentication using keystroke
dynamics and machine learning, and in Chapters 3, 4, 5, 6, 7 and 8 we discuss the proposed
method, results, and conclusion, respectively.
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CHAPTER 2
Literature review
In this chapter, we review some of the literature about keystroke dynamics for authentica-
tion that uses various feature selection and classification algorithms.
2.1 Existing approaches for keystroke dynamics authenti-
cation
Many works have been done in this area to identify and verify the users, and increase the
performance metrics.
2.1.1 Analysis of Strong Password Using Keystroke Dynamics Authen-
tication in Touch Screen Devices
Asma Salem and Dema Zaidan published a paper which examined the use of verification
and identification system for touch screen mobile devices. They built a multi layer per-
ceptron neural network model for classification using WEKA. This paper also combines
the timing and non-timing features together and conclude that non-timing features increase
the security level [33]. The experiment is carried out using five users and four features are
extracted from the dataset. The authors put forth the problem of using different types of
keyboards and developed a virtual keyboard for data collection.
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TABLE 2.1.1: KSD selected features with timing and non-timing information.
CLASSIFIER FEATURE NOTATION TYPE
KSD Neural Network Model
Multilayer Perceptron
Duration
DU={DU1,.., DUn}
where each value DUi=Ui-Di
Timing
Pressure
P={P1,...,Pn}
For n successive characters Non-timing
Position L={X=X1,..,Xn},{Y =Y1,...,Yn} Non-timing
Size S={S1,...,Sn} Non-timing
2.1.2 Feasibility study on authentication based keystroke dynamics
over touch-screen devices
Jeanjaitrong and Bhattarakosol presented a review of the literature carried out in the keystroke
dynamics over touch dynamics so far. They also outlined the process of authenticating from
biometric behavior in detail. They summarized how people use mobile devices as part of
their daily life and the security when compromised causes the risk of data getting stolen
high [13]. The authors extracted four features such as dwell time, interval time, interval
timing ratio and the distance between buttons to classify the data. The data collection pro-
cess involves ten users pressing four symbols out of 16 to serve as the granted password.
They also built a Bayesian Network to find the relationship between feature factors and
summarizes them in the classification phase.
2.1.3 Statistical Keystroke Dynamics System on Mobile Devices for
Experimental Data Collection
In 2016, Al-Obaidi conducted experiments to extract features such as pressure, finger area
and sensor readings for the mobile devices since other comparative studies have extracted
features based on desktop keyboards [1]. Based on these features, pressure and finger
area were selected as necessary features to build the statistical distance to-median anomaly
detector. The experiment was carried out on Nexus smartphones to record 56 users and
71 feature elements. The classifier is a maximum mean discrepancy (MMD) model which
classifies above a fixed pass mark specific to their dataset. The author draws the comparison
among two different datasets and concludes with their Equal Error Rate (EER) values.
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2.1.4 Evaluation of One-Class and Two-Class Classification Algorithms
on Mobile Devices
There has also been some work done by Margit Antal and Laszlo Zsolt Szabo on mobile
device keystroke authentication using one class and two-class classification algorithms.
They applied Bayesian networks and random forest classifiers on the data set to obtain the
EER comparisons for two-class classification [3]. The one-class classification is used for
verifying the user by distinguishing them from outliers, and the two class classification is
used for identifying the user. The authors conclude that the best EER value is obtained
using Random Forest for a data set of 42 users and 71 features and all one class classifiers
are better in classifying negative class than the positive class.
2.1.5 Keystroke dynamics for authentication in smartphones
One of the other research efforts is the work done by Roh and Lee that uses one class
classification techniques; they applied feature selection and classification for each users
posture. The users typing patterns recorded features such as time interval, strength, po-
sition, and usage angle using smartphone sensors. Along with these features, the users
posture characteristics were also collected. The postures were walk, hand, and table [29].
A test population consisting of 15 users were used for building the model with five ex-
tracted features from smartphone sensors. The authors did some pre-processing, scaling
and standardization over their data which yielded good EER values. They proposed a fea-
ture extraction algorithm which includes accelerometer and gyroscope sensor to find the
users keystroke pattern.
2.1.6 Factors affecting keystroke dynamics for verification data col-
lecting and analysis
The ideas presented in the work of Dema Zaidan is to verify the users by collecting data
using HTML-Javascript-self-constructed Web pages [44]. The keystroke dynamics used
here involves two techniques such as authentication and verification. Mobile systems now
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a days have been designed such that the touch screens can record keystroke dynamics pat-
tern. Their dataset consists of 71 users with five essential features which were collected
based on machine-dependent characteristics. The author proposes that typing complex and
hard passwords require more features into consideration as compared to typing a simple
password.
2.1.7 Authenticating User Using Keystroke Dynamics and Finger Pres-
sure
In [31], P. Bhattarakosol and H. Saevanee drew attention by obtaining 99% classification
accuracy. The data collection was carried out on a notebook with six female and four male
users as population. The authors extract three features such as inter-key, hold time and
finger pressure to build the k-NN model. The authors conclude that if all three features are
interacting the accuracy obtained is 91% and if inter-key and hold time features are alone
present their accuracy drops to 71%. However, the author concludes that finger pressure
along contributes to the obtained high accuracy scores. The major drawback of this paper
is statistical insignificance as the experiment was carried out with very few users.
2.1.8 The MOBIKEY Keystroke Dynamics Password Database
Giot present a review of the literature carried out in the keystroke dynamics so far. He also
outlines the process of authenticating from biometric behavior in detail [2]. He summarizes
the different types of biometric systems used for authentication such as static and dynamic.
He also explains more about continuous authentication where the system understands how
the user interacts with it. There are different biometric modalities such as the face, iris, hand
veins, fingerprint and keystroke which act as a biometric authentication. The author puts
forth the problem of cross devices which is to use the same device to input the data. Since
in real time, different users can possess various devices comprising different keyboards and
screen coordinates. Thus, the model must be trained in such a way to recognize the users
using various computing devices.
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2.1.9 Two novel biometric features for touch screen devices
In 2013, Cheng Jung Tasia conducted experiments to extract features such as pressure and
timing events and concluded that classification depends on these features. He considered
only pressure, size, and button press timing events as features leaving it open for future
researchers to discuss other features which can be responsible for classifying with more
accuracy [39]. The methodology involved in that paper consists of three different phases
such as enrolment phase, classifier building phase, and an authentication phase. During the
classifier building phase, the illegitimate users typing patterns are not constructed by using
a statistical classifier. The keystroke dynamics-based authentication proposed increases the
security by verifying based on the alphanumeric-based and personal identification number-
based schemes. The data collection process involves inputting a pin and not an efficient
passcode and concludes his paper by finding only Equal Error Rate (EER).
2.1.10 Keystroke dynamics as a biometric for authentication
Similar experiments were carried out by Monrose who carried research over few partici-
pants from Bell Communications Lab [22]. In order to overcome the cyber threats such as
network intrusion, malicious attack, and many others, dynamic biometric techniques were
introduced based on the typing pattern of the user. The feature extraction process used is
factor analysis which forms a lower dimensional representation among features based on
correlation and dependence. The feature subset consists of class instances with similar and
dissimilar user typing patterns. He depicts the covariance matrices for various features and
performs classification using k-NN (Nearest Neighbor) classifier. He concludes with the
applications of keystroke dynamics which can be combined with any system to form its
security layer.
2.1.11 Authenticating mobile phone users using keystroke analysis
There has also been some work done by N. L. Clarke on mobile user authentication by using
keystroke dynamics. He applied neural network classifiers on the data set to obtain the EER
comparisons [7]. Mobile phones have intervened into our life so much and involves two
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important handset interactions such as entering phone numbers and typing text messages.
The author aims at maximizing the security while trying to authenticate the user during
the handset interactions. The neural network layer utilizes a back-propagation perceptron
algorithm to train the classifier and concludes that the performance of the classifier depends
on usage characteristics of the mobile user.
2.1.12 Greyc keystroke
One of the many research efforts is the work done by El-Abed and Rosenberger using sup-
port vector machine techniques, although he applied some conditions during the enrolment
of the users. The users are restricted to five captures during the data collection process,
and he concludes that these operational conditions cause the classifier to outperform. The
test population used the password greyc laboratory for a reason as it was lengthier. The
experimental results are EER and gain values [9]. One shortcoming of this paper is that
password can be easily guessed and does not meet the standards of the universal password
policies.
2.1.13 User authentication through typing biometrics features
The ideas presented in the work of C. F. Araujo and H. R. Sucupira are to generate only tim-
ing latency features and reduce the false rejection and false acceptance rate. They proposed
an adaptive mechanism to create a new template by adding the new samples and ignoring
the old ones [4]. This leads to the modification of standard deviation and thresholds for
each feature and contributes to the concept of two-trial authentication. The biometric sys-
tem records key up, down, and ASCII codes as part of keystroke capturing when a user is
typing on the screen. The existing password authentication mechanism is improved with
the help of four major features and used when the password is not a secret.
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2.2 Inspiration from the Previous Works
The main inspiration from previous works comes from the size of the datasets and the
number of features that they used in their experiment. The previously mentioned works are
primarily in light of user eccentric methods for connection with input devices and do not
consider any other features, insight, or interest of the users. In any case, research uncovered
that human practices that are firmly ruled by user’s aptitude, knowledge, and interest show
solid individual characteristics too. Thus, we decided to propose a method to deal with
this problem, such that identification of users can be performed effectively by using large
number of features obtained from much larger datasets.
In Chapter 3, we review the proposed method to form a robust authentication system
using keystroke dynamics and machine learning.
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CHAPTER 3
Proposed method
Machine learning is a field of artificial intelligence which focuses on training the algorithms
to learn and make predictions from the data. The steps involved to solve machine learning
problems are defined by:-
1. Define a problem
2. Prepare the data
3. Evaluate the algorithms
4. Improve the results
5. Present and Interpret the results
FIGURE 3.0.1: The proposed method for user behavioural biometric authentication.
The proposed method for constructing the behavioural biometric authentication system
makes use of keystroke dynamics and machine learning. The method helps to automate
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the decision-making process while identifying the users as part of authentication. Figure
3.0.1 shows the stages involved in the method are as follows:-
• Data Collection
• Pre-processing
• Feature extraction
• Feature selection
• Classification
• Evaluation
To solve a machine learning problem, the data has to be collected in a suitable format.
Preparing the data is a main task in machine learning. After this, pre-processing has to be
done to normalize and scale the data. The dataset contains the raw data from which the
features have to be extracted. Once the dataset contains the class, the important features
can be selected using feature selection algorithms to run the classifier. In this thesis, the
feature selection algorithm that is used is mRMR and the classifiers used are SVM and
random forest. The classification stage is to classify and identify the users by generating a
model. Finally, evaluation has to be done to know the effectiveness of the algorithm.
3.1 Data Collection
3.1.1 iProfile
iProfile is a Android application to collect keystroke events from Android devices. The app
is available for all Android users freely and can be downloaded on any Android device. The
application registers all up and down events when a user touches any key. We created our
own keyboard and developed a local database that keeps a record of all events as long as
the user is typing. The local database contains all the users typing and device information.
In order to design the schema of the database table, a SQL script is written which contains
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the attributes as column names. The table has all the attribute information as not null
constraints and an auto-increment ID as the primary key. The application asks the user
to type a specific passcode. Once the user is done, the application checks the passcode to
confirm that it is correct. Once the confirmation is done, the application sends all the events
information along with the unique user ID to a cloud database server. The application
allows users to change their user name, the format of the JSON (Javascript Object Notation)
object that is sent to the server and the server URI link. The JSON objects are easy to store
and parse since they are lightweight data-interchangeable and their format is compatible
with many languages. The JSON object which is stored in the cloud server is then sent to
a PHP program which parses the object and stores the data in the local database. The PHP
program contains the attribute information that is present in the JSON object and decodes
them accordingly. After decoding the required data, the program inserts the records into
the database table.
3.1.2 Process involved
The participants in this study were selected by sending invitation emails to different user
groups to participate. The participants must be between 18 and 65 years old. The partic-
ipants can take part in the data collection process only if they possess an Android device.
The interested participants volunteered to download and install the application from Google
Play store. While downloading the app from Play store, the app will ask the user’s con-
sent, and once he or she agrees, the app will be installed on their device. After installing
the app and as soon as they provide their consent to participate in the input process, they
will be redirected to the data collection screen. This process of data collection was carried
out for five days. Each day, the user must type the passcode which appears on the iProfile
app six times. Over five days, 30 passcode-entries will be collected by the application for
each user. The data input process requires less than six minutes to enter the passcode six
times per day. This version of the iProfile app uses the passcode ”.tie5Roanl” because it
combines capital, small letters and numbers. It also forces the user to navigate through
different keyboard layouts by using the shift key or switching to the numbers-keyboard
and vise versa. The data such as how the users access their screen is collected and sent to
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FIGURE 3.1.1: Screenshot of the iProfile app, which allows the users to type the passcode
via the virtual keypad.
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one or more servers; it involves X and Y coordinates of the touch location, touch pressure,
touch speed, touch type (up or down), touch time stamp and other time or location data
will be recorded. The location data collected will be dropped while storing it in the local
database. The research is voluntary and if the participant refuses to take part of the study
in the middle of the survey can exit or uninstall the app without any data being collected
or stored. The entire data collection process took about four to six weeks. Even after the
user completes entering the passcode for 30 times over five days, the user can continue
inputting data as much as he or she likes. Participants are free to decline to answer any
particular question if they do not wish to answer it for any reason and their responses are
anonymous. The user’s personal details and sensitive information are never collected from
their device. User’s responses helped us in the data collection process and to improve our
research results, and hence enhanced the mobile authentication system with direct a benefit
to the society.
Figure 3.1.1 shows the human-computer interface in the iProfile app which is used to
collect data from the users. It indicates how the passcode is being typed; the number 1 in
the figure denotes the number of completed strokes. It has a counter to keep track of the
completed strokes for the user and a virtual keypad so that the users can enter the passcode
with a common keypad. The password is .tie5Roanl which keeps repeating after submitting
an individual stroke by pressing the Done key. As the user is typing a string, the key up,
down and other attributes are captured to form a static authentication system.
3.2 The Dataset
We describe the dataset used in our experiments. The dataset lists values for all the at-
tributes to represent the behaviour of a user. The data stored in a local database table is
then exported as an Excel file. The database used is Microsoft SQL and has an option to
export the entire table as an Excel sheet. The Excel file contains all the instances for every
user who took part in the data collection process. It is essential to enroll the users and
collect many samples from them to fit the classifier and predict it using the test data. The
number of instances for every user is different since some users did not input data during
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the entire data collection process. Even if the user presses a single button on the touch-
screen, it creates an entry in the database, and he or she is recorded as a user. If the number
of instances/samples are very few for a user, it will automatically be ignored during the
pre-processing process.
TABLE 3.2.1: Dataset description that depicts the information of the collected data.
Dataset Description Values
Number of users 94
Number of valid users 77
Number of attributes 24
Number of extracted features 155
Password .tie5Roanl
Keys . t i e [123] 5 [abc] [Shift] R [Shift] o a n l
Number of samples
per user 40-700
Number of valid instances 30
Number of sessions at least five per user
Devices 53
The dataset has 94 users who participated in the data collection process; out of which,
only 77 users are valid after performing pre-processing. The users with instances less than
thirty are dropped and not included in the experiment. The raw data has 24 attributes which
are helpful to identify a user. After the feature extraction process, 155 features are obtained.
The instances are recorded while typing the password that appears on the screen. The user
has to open the app and enter the password every day. The sessions can be any number of
times, but it is essential that the user logs in at least five times to enter the password spread
over five days.
The Excel file contains the dataset for all users with attributes such as ID, Unique User
Identification (UUID), language, hardware model, SDK version, manufacture, screen size,
time zone, date time, country code, number of CPU cores, country location, location lat-
itude, location longitude, button, touch pressure, touch size, X coordinate, Y coordinate,
X precision, Y precision, action type, action time stamp and HR time stamp. The dataset
is split into two images as illustrated in the Figures 3.2.1 and 3.2.2 to represent all of the
attributes.
The user data collected involves the following:-
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FIGURE 3.2.1: The dataset showing first half of the collected data for a single user.
• touch pressure is defined as how hard the user presses the button
• touch size is the size of the touching key
• X and Y coordinates describes the position with respect to X and Y axes
• X and Y precision describes the stroke corresponding to the screen size
• button pressed denotes which key a user is pressing while entering the password
• location data represents the latitude and longitude information collected
• device information contains hardware model, operating system version, manufac-
turer details, time zone of the user, screen size, language which the user selected, and
the country code
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FIGURE 3.2.2: The dataset showing the last half of the collected data for a single user.
• action type denotes where it is an up/down event, and records action and HR times-
tamps
• The data stored on the server has an encrypted user id to make the username anony-
mous.
The device attributes contain various device details since the users used their device to
input the data during the data collection process. The device attributes contain 53 devices
which were used by different users all over the world. Figure 3.2.3 shows some of the
devices used in the experiments and the distinctive count for every user. We can also infer
that three users used Lava V2s and Lenovo A7 devices to take in the data collection process.
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FIGURE 3.2.3: Various devices used in the data collection process.
3.3 Feature Extraction
To represent the data well, the data needs to be transformed to form the features. The raw
data contains the attribute information out of which the features have to be formed to rep-
resent the distinctive properties of the input patterns. It derives new features to distinguish
the differences among the users and to increase the classification metrics. The mode to
determine the features depends on the dataset and problem.
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3.3.1 Pre-processing
The raw data needs to be filtered, scaled and normalized before passing it into the classifier.
Pre-processing makes the data more understandable. The pre-processing script is run on
the entire raw data to extract the required features. The pre-processing steps are as follows:
i The entire data is loaded and sorted based on the unique User IDs (UUID) and action
timestamps after removing the duplicate timestamps from the same user.
ii Exclude the instances below a certain threshold if the frequency count is less than 2
attempts (32 counts are 1 attempt).
iii Delete the location data, such as latitude and longitude information if present. The
features are extracted based on the derivatives and averages of the raw data.
iv Find the records for touch events based on Button pressed and Action Type inclusive of
Backspace touch events. While entering the passcode, the user tends to make mistakes.
If the mistake is repeated mostly for a user, then it is the typing pattern for that user. The
mistake is taken into consideration while calculating the correct touch event instances
for a user. After all these filters, 77 users were obtained from a refined set of 94 users.
v Generate the features from the raw data attributes for every button pressed and action
type events. The features for X and Y coordinates are formed from the distance formula
1 as it corresponds to the distance from the screen for all keystrokes of letters. The
features from X and Y precisions are added to generate new features for every letter
in the passcode. The timestamps for the letters are formed from the derivatives. The
touch pressure and size of every letter corresponds to an individual feature.
Pre-processing the raw data generated 155 features for 77 users.
As illustrated in Figure 3.3.1, the first row contians the device-specific features. At-
tributes such as pressure and size are expanded to form 16 features each for various Down
action type (press) events.
• The features starting with ’p’ denote the touch pressure of the user while typing the
passcode.
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FIGURE 3.3.1: Extracted features from the raw data after pre-processing step.
• The features starting with ’a’ denote the touch area of the device.
• The features starting with ’xyc’ denote the distance between X and Y coordinates for
various button press and Down action type events (16):
√
X2coordinate + Y
2
coordinate, (1)
where Y is the target.
• The features starting with ’xyp’ define the addition of X and Y precision values for
various button press and Down action type events (16):
XPrecisionDown + Y PrecisionDown, (2)
where Y is the target.
• The timestamp differences for the button presses and various combinations of action
type events form features starting with du(16), ud(15), dd(15), uu(15) and du2 (15):
ActionT imestampDown − ActionT imestampUp, (3)
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where Y is the target.
• The features starting with ’du’ represent the dwell time for down up movements,
starting with ’ud’ denote the flight time for up down movements, starting with ’dd’
denote the flight time for down down movements, starting with ’uu’ denote the flight
time for up up movements, and starting with ’du2’ denote the flight time for di-graph
down up movements by a user.
• Finally, the average of down/up, up/down, down/down, up/up movements, touch
pressure, touch size, features forms a set of new features for the corresponding button
events.
• The class is the UUID which is encrypted to make the username anonymous.
Table 3.3.1 shows the different feature types, definition, and their number present in the
dataset after pre-processing. From the raw data, 155 features are formed through computa-
tion of the attributes. The keystroke measure includes digraph which denotes consecutive
key types and the latency which denotes the time interval between two key types [15].
The action type denotes whether it is an Up or Down press [13, 2]. This leads to various
latencies such as:
• Down-Up (du): time interval between press and release of a key
• Up-Down (ud): time interval between release and press of a key
• Down-Down (dd): time interval between presses of two consecutive keys
• Up-Up (uu): time interval between releases of two consecutive keys
The features are formed based on the passcode button presses and the action type associated
with it for these various latencies, touch pressure, size, X and Y coordinates and action
timestamps.
Thus, the features were formed to represent their behaviour with utmost detail.
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TABLE 3.3.1: 155 features extracted from raw data based on touch events for 77 users.
N Feature-Type Definition Number of features
1 Down-up Dwell time 16
2 Up-down Flight time 15
3 Down-Down Flight time 15
4 Up-Up Flight time 15
5 Down-up (2-graph) Flight time 15
6 Pressure Touch pressure 16
7 Size Touch area 16
8 X-Y P X-Y precision 16
9 X-Y C X-Y coordinates 16
10 Averages for timing features Average UD, DD, DU, UU, 2-graph 5
11 Average pressure Average pressure for all keys 1
12 Average size Average area for all keys 1
13 Device specific features Screen size, hardware information 8
Total 155
3.4 Feature Selection
Feature selection or variable selection or attribute selection is used to select the most use-
ful or relevant features which can be used to build the classification model. By ignoring
irrelevant features, the data is reduced, thus, reducing the runtime to run the model. It
also increases the performance metrics by running the classifier on the essential features.
Feature selection may help boost the performance and may aim to reduce the classification
errors. It selects a portion of the extracted features to apply the classification algorithm.
There are three major types of feature selection algorithms:-
• Filter methods
• Wrapper methods
• Embedded methods
3.4.1 Minimum Redundancy Maximum Relevance approach
The Minimum Redundancy Maximum Relevance (mRMR) approach selects the features
that correlate very strongly with the classification variable. It can use sequential forward,
backward, and floating selections to select a subset features. The best features to classify
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efficiently are selected based on mutual information with the criteria of min-redundancy,
and max-relevance among the features by searching through the subspace of the extracted
features. This is a wrapper-based feature selection algorithm to maximize the conditional
likelihood of the iterations based on the testing/validation accuracy [26].
FIGURE 3.4.1: Description of the mRMR feature selection algorithm.
We also show that mRMR used as a wrapper approach produces a compact subset of
features from the large number of features which mainly contributes to better classification
at a lower computational expense. The feature set can be optimized by first picking the
best features and then building the classifier to use them. In mRMR, the forward feature
selection step, which is a sequential search method is used to consider the features one by
one for addition or removal to the optimized feature set. The selection heuristic approach in
this mRMR algorithm follows a greedy iterative maximization technique, where it does not
add another feature if the mutual information is zero but adds features that produce large
conditional likelihood. The mutual information for two variables of the data set is given
by:
I(x, y) =
∫ ∫
p(x, y)log
p(x, y)
p(x)p(y)dxdy
, (4)
where x and y are discrete variables leading to the entropy and the mutual dependence
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between them. The features that have the most significant relevance have the most sub-
stantial mutual information and denotes that this feature depends more on the target class;
However, the features that are dependent on each other and are redundant are not the best
features that contribute to the classification task.
Table 3.4.1 describes the data set in terms of instances and features after the feature
extraction process. The total number of users after pre-processing are 77. These are the
users who typed every passcode correctly and submitted it after completing a single pass-
code in the Android interface. Every user has 10 correct instances, which leads to 770
instances that are used for classification. The pre-processing script forms the features that
contribute to 155 features. Among these, 146 are numerical features, and the rest 9 are cat-
egorical features. The categorical features contain string representations of the input data.
These categorical features are converted into numerical features by using label encoding
approach. All the features are then normalized and scaled before the wrapper based model
selects a good number of features. Using mRMR, 36 features are selected to yield better
classification results.
TABLE 3.4.1: Dataset description in terms of features and instances.
Total Instances Number of Features Numerical Features Categorical Features Selected Features
770 155 146 9 36
The 36 selected features include avga, avgp, al15,a58, aSH10, aDO16, aLN1, aLN9,
xyc.2, xycLN1, xycr11, xycn14, xycyLN3, xycl15, xycLN9, xycDO16, xyca13, xypLN1,
xypLN3, xypLN9, xypSH10, xyp58, xypl15, ud.2, uuLN1, udLN3, duLN1, du2LN1,
ddSH10, ddLN1, Hardware model, manufacture, timezone, country code, number of CPU
cores and screen size. These are the features that are responsible for classifying and authen-
ticating the users. We noticed that features such as average pressure, average size, device
specific features, latency features such as du, ud, dd, uu, du2, pressure, and size for partic-
ular button presses play a vital role to classify the users and to reduce the false acception
or false rejection rate. These selected features give high classification performance when
compared to classification on the entire data set.
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3.5 Methods
In this chapter, the classification algorithms that were applied on different experiments
are explained. The classifiers discussed in this chapter are SVM-linear, SVM-RBF (grid
search optimization), and random forest. The experiments conducted on the dataset are
also discussed.
3.5.1 Classification
Classification is the process of approximating a mapping function to map input variables to
output variables. The mapping function is called the model which predicts the class for the
given set of data. The classifier can classify the data points into one or two or more classes
provided the input variables are real-valued or discrete. The different types of classification
problem are-
• One class classification
• Binary class classification
• Multi-class classification
• Multi-label classification
Classification algorithms have many parameters that have to be set based on the problem.
Python scikit library offers the classification algorithms which can be tailored according to
our problem [25]. For our dataset, we use multi-class classification approach to classify the
instances using various classifiers.
The block diagram in Figure 3.5.1 depicts how a user enrolls himself through inputting
data via his or her Android device. This legitimate user types the password .tie5Roanl
which is considered as a strong password by database administrators. These typing events
are stored as instances of the user behavior leading to data acquisition phase. The raw data
needs to be pre-processed by scaling and normalizing the attributes from which the features
can be extracted. The features are generated by applying computational logic from the pre-
processing script on the attributes. These features have to be chosen optimally to lead to
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FIGURE 3.5.1: The overall classification process for user authentication based on con-
tinuous behavioral biometrics using machine learning. The block diagram explains the
involved steps.
better classification; hence, the best number of features have to be selected. This is the
template of data on which we need to perform classification using the various classifiers to
compare the results. Classification is a decision-making process of recognizing if the user
is a legitimate user or an illegitimate user.
3.5.2 Support Vector Machines
A SVM is a discriminative classifier formally defined by a separating hyperplane. The
SVM maximizes the margin to separate the data serving as a maximal-margin classifier.
The support vectors are the data points that lie in the classifier boundary area, and that the
margin pushes up against. In other words, given labeled data (supervised learning), the
algorithm outputs an optimal hyperplane that categorizes new samples.
Figure 3.5.2 shows how the hyperplane separates the datapoints of the two classes
which are represented by circles and triangles. A kernel is a function to measure the simi-
larity between the data points. The choice of the kernel depends on the problem and is data
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FIGURE 3.5.2: Support vector machine classifier showing the separating hyperplane.
dependent. If the data is not linearly separable, kernels can be used to map the samples to
higher dimensional space.
In machine learning, SVMs are supervised learning models with associated learning
algorithms that analyze data and recognize patterns, used for classification and regression
analysis. Given a set of training samples, each marked belonging to one of two categories,
an SVM training algorithm builds a model that assigns new examples into one category or
the other, making it a non-probabilistic linear classifier. When data is not labeled, super-
vised learning is not possible, and an unsupervised learning is required, which would find
natural clustering of the data to groups, and map new data to these formed groups.
3.5.2.1 Multi-class One Versus One Approach
The multi-class classification using SVM with one vs. one decision function enlarges the
feature space to make the separation between classes possible. Combining several binary
classifiers generally form the multi-class classifier. The different users who are present
after the pre-processing stage represent the various classes, thus leading to a multi-class
problem.
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FIGURE 3.5.3: Multi-class classification using one vs one approach representation con-
taining three classes
Figure 3.5.3, there are three classes which are shown in two dimensional space. It
is treated like a binary class problem using one vs one approach to solve the multi-class
problem.
The one versus one approach fits all classes against one and another through pairwise
classification, to classify the class that wins the most pairwise competitions. The one vs.
one decision shape is more suitable for practical use. This approach creates k(k-1)/2 clas-
sifiers which take data from ith and jth class and is trained on them. For every split, if the
data point a is in ith class then it obtains a vote otherwise jth is incremented [11]. The data
point a is then predicted based on the number of votes. In case the data point ends up with
the same number of votes, a tie-breaking strategy can be incorporated.
38
3. PROPOSED METHOD
3.5.2.2 SVM Linear
The Linear SVM is a simple kernel with the maximum margin linear classifier to define the
maximum boundary before hitting the data point. The linear SVM can be represented as
follows:
K(a, b) = atb, (5)
which is the inner product between a and b vectors. The linear kernel finds a plane that
passes through the origin and separates the classes in the feature space. It predicts the data
point based on the classifier boundary; if the data point falls on the plus-plane side of the
decision boundary, then it classifies it as a positive class or vice versa. In some cases, to
increase the accuracy and to obtain higher classification results, the linear kernel may not
work regardless of the cost parameter. Therefore, Radial Basis Kernel(RBF) can be used
with best cost and gamma values to classify better, where the parameters can be obtained
using Grid Search.
3.5.2.3 SVM RBF
In addition to performing linear classification, SVMs can efficiently perform a non-linear
classification using what is called the kernel trick. SVM has many kernels, and one such
is polynomial. However, RBF outperforms all of them since it is a squared exponential
kernel, which defines the function space a lot larger. RBF maps the feature space implicitly
to a very high dimension by controlling the variance [11]. The RBF SVM classifier is given
as follows:
K(a, b) = exp(−‖a−b‖2
2σ2
), (6)
where the numerator is the diameter of the smallest sphere which encloses the high-dimensional
feature vectors, and the denominator refers to the margin the SVM chooses. For choosing
the σ parameter, Structural Risk Maximization (SRM) can be used. However, in our ex-
periments, cross-validation and grid search optimization are used. Radial transformation
results in far more appropriate decision boundary and rule and solves the convex quadratic
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optimization problem. The SVM RBF is much better in unpredictable situations and relies
on the gamma value while tuning for optimization.
3.5.2.4 Grid Search
Grid search is used for tuning and optimizing the parameters of the SVM kernel by finding
the parameters including Cost(C), gamma(σ) and degree. The search is performed on three
or higher dimensional space after the mapping and entirely depends on the data set. The
range for gamma and cost values are given as follows:
σ ∈ 0.01to28 Cost ∈ 1to108 (7)
For the linear kernel, we evaluate Cost to find the optimized metrics, However for RBF
kernel, we evaluate Cost and gamma to find the optimized metrics.
Algorithm 1 Classification of users using SVM kernels with grid search after feature se-
lection
Input A labeled set Di, of m number of features:
Di =(xi,yi), i = 1, 2,...,m
Output classification metrics of linear and RBF SVM
1: Si = Encode the categorical values and scale the data
2: for i = 3 to m do
3: classify:
4: for each Stratified split obtain train and test , j=1 To 5 do
5: N← MRMR(Strain,Stest,i) . Selecting features
6: Train the SVM linear classifier with one Vs one decision function shape
7: Validate on test and calculate performance metrics
8: Select N features with highest classification performance metrics
9: Perform Grid Search to obtain best Cost and gamma parameters for RBF SVM
10: goto classify.
11: Repeat the inside for loop and classify SN using RBF SVM classifier (ovo) with grid
search parameters and N features
Algorithm 1 depicts how the users are classified using SVM kernels such as linear
and RBF. The extracted features contains UUID and it serves as the class attribute. The
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extracted features consist of categorical values which need to be encoded to replace all
the string values to numerical values. On the other hand, the numerical data needs to be
normalized and scaled to [0,1], to make the convergence faster and to use a distance calcu-
lation function between points uniformly. The features are split into train and test samples.
The training model may over-fit the data and hence five-fold stratified cross-validation is
applied to obtain decision values before minimizing the negative log likelihood. The aver-
ages from the cross-validation are taken to obtain the classification scores and choose the
best number of features based on the highest score. After performing grid search, we obtain
the parameters for the RBF kernel and perform the classification with the selected number
of features.
3.5.3 Random Forest
Random forests is a notion of the general technique of random decision forests that are an
ensemble learning method for classification, regression and other tasks, which operate by
constructing a multitude of decision trees at training time and outputting the class that is the
model of the classes (classification) or mean prediction (regression) of the individual trees.
It can also be used in unsupervised mode for assessing proximities among data points. They
make the predictions by combining the prediction of the individual trees which have been
constructed during the classification process [41].
Random forest is one of the bagging approaches that builds the decision trees based
on bootstrap samples. The original and sub-sample space will always be the same. If
the bootstrap parameter is set, then the samples are chosen at random with replacement.
There is a class weight parameter that can be altered; in the experiments conducted, it is
set to balanced mode since it adjusts the weights automatically. The parameters need to be
controlled to reduce the size, memory, and complexity of the growing trees. If the default
parameters are set, it can lead to unpruned fully grown trees especially if the dataset is
large.
The random forest classifier pseudocode is explained in Algorithm 2 as follows [28]:
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Algorithm 2 Pseudocode for classification of users using random forest classifier and fea-
ture selection
Training Phase
Given
• X: the objects in the training data set
• Y: the labels of the training set
• L: the number of features
• K: the number of subsets
• ω1,ω2,....,ωc: the set of class labels
For i=1...L
• Randomly select k features from L features
• Split F (the feature set) into K subsets: Fi,j (for j=1...K) using best split point
• Let Xi,j be the dataset X for the features in Fi,j
• Eliminate from Xi,j a random subset of classes
• Build classifier Di using (Xi,Y) as the training set
Classification Phase
• Test features are used to predict the outcome of randomly created decision tree.
• Assign X to the class with the largest confidence.
3.5.4 Experiments
In this part, we curated our datasets by refining the features and performing various exper-
iments to observe the importance of each feature in the classification process. Table 3.5.1
describes the various experiments conducted by altering the dataset instances and features,
and the total number of features present in the dataset. The following experiments were
conducted on the dataset.
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TABLE 3.5.1: Different experiments carried out on the dataset.
Experiments Number of features
With device-specific features with ten samples 155
With device-specific features with thirty samples 155
Without device-specific features from experiment 2 147
Without pressure-related features from experiment 3 130
3.5.4.1 Experiment 1: With device-specific features with ten samples
The dataset is extracted from the database table and processed by the pre-processing script.
The Python pre-processing script filters out the instances for the users. Initially, the script
sets the threshold to ten, so that ten samples are selected for every user. The experiment is
carried out using SVM-linear, SVM-RBF, and random forest classifiers.
3.5.4.2 Experiment 2: With device-specific features with thirty samples
Experiment 1 is repeated by increasing the number of samples per user from ten to thirty.
The pre-processing threshold parameter is set to thirty to filter out the instances which fall
short of thirty. The maximum number of correct instances for each user is thirty since
the users entered the passcode only thirty times during the data collection process. This
experiment takes all the valid data and considers them as a valid user in the experiment.
Thus, increasing the number of samples leads to better classification performance metrics
and helps form a more robust secured authentication system. The dataset contains all the
features with thirty instances per user. If the classifier is trained and tested with more data
(instances), it performs better in real-time if new scenarios are encountered. The algorithm
becomes more reliable to classify/identify the users better.
3.5.4.3 Experiment 3: Without device-specific features from experiment 2
From experiment 2, remove all the device-specific features from the dataset and carry out
this experiment. To understand the importance of device information, it is essential to
remove them and perform the classification process. The device features in the dataset
are hardware model, SDK, number of CPU cores, manufacture, screen size, language, and
country code. After removing these features from the dataset, the dataset features drops
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from 155 to 147. The dataset now contains the UUID as the class and all other features
except device-specific features. Train and test the classification models with this dataset.
Device information is essential to add another layer of security as part of the authentication
mechanism since the devices serve as tokens for each user.
3.5.4.4 Experiment 4: Without pressure-related features from experiment 3
From the experiment 3, remove all the pressure-related features for all the key up/down
and button events from the dataset and carry out this experiment. It is essential to perform
this experiment to know the importance of touch pressure in the identification process of
the users. The dataset now contains the UUID as the class and all other features except
pressure-related and device-specific features. Train and test the classification models with
this dataset. Touch pressure is also one of the important features in the dataset since it is
beneficial to identify the users operating the touchscreen devices.
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Results
For classification purposes, different classifiers such as Random Forest and SVM with two
different kernels, Linear and RBF have been used. As performance metrics, classification
accuracy and F1 score were used. The SVM classifier uses multi-class classification one vs.
one approach to classify the users. Each user is compared to another user to determine if
they are legitimate. The results are also obtained applying feature selection to remove noise
by using mRMR as the ranking method and selecting ”WrapperSubsetEval” as ”Attribute
evaluator” and ”RerankingSearch” as its search method.
The results of classifying the original and filtered dataset using the mentioned classi-
fiers, as well as application of feature selection are listed and discussed in this chapter. With
these features as input, all algorithms are executed to analyze the accuracy and F1 score.
4.1 Ten samples with device specific features
For every user, ten samples are present to form the dataset for this experiment. The pre-
processing script has a threshold parameter, which can be set to alter the number of in-
stances. To classify the users using a multi-class classifier, the class has to be balanced
with an equal number of samples. The number of features were selected to be 36 to yield
better classification metrics.
4.1.1 Classification results on the original datasets using SVM linear
The original dataset containing the device specific information was classified using SVM
linear classifier. The SVM uses multi-class one versus one approach to treat it as a multi-
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class problem. From Figure 4.1.1, it can beinferred that the classification accuracy obtained
before applying any feature selection algorithm is 96.31% by selecting 58 features.
FIGURE 4.1.1: Classification accuracy obtained before feature selection on linear SVM.
From Figure 4.1.2, it can be inferred that the F1 score obtained before applying any
feature selection algorithm is 95.78% by selecting 57 features.
FIGURE 4.1.2: F1 score obtained before feature selection on linear SVM.
4.1.2 Classification results on datasets after mRMR feature selection
using SVM linear
The dataset containing ten samples per user were classified first using SVM linear classifier.
Since the mRMR feature selection algorithm is a wrapper-based approach, it is used along
with the classification model for every cross-validation iteration. From Figure 4.1.3, it
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can be inferred that the classification accuracy obtained after applying the mRMR feature
selection algorithm is 97.27% by selecting 36 features. After applying the feature selection
algorithm, the classification accuracy is increased from 96.31% to 97.27%.
FIGURE 4.1.3: Classification accuracy using SVM linear and feature selection.
From Figure 4.1.4, it can be inferred that the F1 score obtained after applying mRMR
feature selection algorithm is 96.99% by selecting 36 features. After applying feature se-
lection, the F1 score is increased from 95.78% to 96.99%.
FIGURE 4.1.4: F1 score using SVM linear and feature selection.
4.1.3 Classification results on datasets using SVM RBF at N=36
After selecting a good number of features by applying mRMR feature selection algorithm,
they can be selected to run the SVM RBF classifier. By selecting 36 features, the multi-
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class SVM RBF classification is performed on the dataset using stratified cross-validation.
A grid search must be performed on this filtered dataset with correct values of cost and
gamma. To optimize the RBF kernel, the parameters need to be chosen correctly to yield the
best classification results. After performing the grid search, the best classification accuracy
was obtained for cost at 105 and gamma at 0.01. By setting these values as the SVM
RBF parameters, the model was formed to perform classification. SVM RBF increases
the performance metrics when compared to the SVM linear classifier. The classification
accuracy obtained using RBF classifier is 97.40% and F1 score obtained is 97.01%.
4.1.4 Classification results on datasets using Random Forest at N=36
With the selected number of features by applying mRMR feature selection, the random
forest classifier is run on the dataset. By selecting 33 features, the random forest classifica-
tion is performed on the dataset using stratified cross-validation. Random forest increases
the performance metrics when compared to the SVM RBF classifier. The classification
accuracy obtained using RBF classifier is 98.44% and the F1 score obtained is 98.33%.
4.1.5 Comparison of SVM Linear, RBF and Random Forest
The comparison between the classifiers is essential to show the distribution of performance
metrics as a result of carrying out the experiments. The box plot of Figures 4.1.5 and 4.1.6
displays the whiskers and quartiles of the classification metrics using this dataset. The
classification metrics from different classifiers represented as a Numpy array is passed to
the x, y or hue parameters of the box plot. Based on the maximum and minimum values in
the 2D array, the box plot is plotted.
From Figures 4.1.5 and 4.1.6, the best classification accuracy and F1 score are obtained
by using random forest classifier with 98.44% and 98.33% respectively, whereas the classi-
fication accuracy and F1 score obtained using SVM RBF classifier are 97.40% and 97.01%,
and obtained using SVM linear are 97.27% and 96.99% respectively.
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FIGURE 4.1.5: Comparison of classification accuracies for SVM linear, RBF, Random
Forest.
FIGURE 4.1.6: Comparison of F1 scores for SVM linear, RBF, Random Forest.
4.2 Thirty samples with device specific features
In this experiment, the number of samples was increased from ten to thirty per user. The
experiment was carried for five days where the users had to input at least thirty strokes.
Thus, the minimum value to be set in the threshold variable is thirty while performing pre-
processing. This threshold selects all the users having at least thirty valid samples. The
optimal number of features was selected to be 36 to yield better classification metrics.
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4.2.1 Classification results on the original datasets using SVM linear
From Figure 4.2.1, it can be inferred that the classification accuracy obtained before apply-
ing any feature selection algorithm is 79.99% by selecting 85 features.
FIGURE 4.2.1: Classification accuracy obtained before feature selection on linear SVM.
From Figure 4.2.2, it can be inferred that the F1 score obtained before applying any
feature selection algorithm is 79.96% by selecting 83 features.
FIGURE 4.2.2: F1 score obtained before feature selection on linear SVM.
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4.2.2 Classification results on datasets after mRMR feature selection
using SVM linear
From Figure 4.2.3, it can be inferred that the classification accuracy obtained after apply-
ing mRMR feature selection is 95.23% by selecting 36 features. After applying feature
selection algorithm, the classification accuracy is increased from 79.99% to 95.23%.
FIGURE 4.2.3: Classification accuracy using SVM linear and feature selection.
From Figure 4.2.4, it can be inferred that the F1 score obtained after applying mRMR
feature selection algorithm is 94.92% by selecting 36 features. After applying feature se-
lection, the F1 score is increased from 79.96% to 94.92%.
51
4. RESULTS
FIGURE 4.2.4: F1 score using SVM linear and feature selection.
4.2.3 Classification results on datasets using SVM RBF at N=36
After selecting the optimal number of features by applying the mRMR feature selection
algorithm, they can be selected to run the SVM RBF classifier. By selecting 36 features,
the multi-class SVM RBF classification is performed on the dataset using stratified cross-
validation. After performing the grid search, the best classification accuracy was obtained
for cost at 105 and gamma at 0.01. SVM RBF increases the performance metrics when
compared to the SVM linear classifier. The classification accuracy obtained using RBF
classifier is 96.27% and the F1 score obtained is 96.14%.
4.2.4 Classification results on datasets using Random Forest at N=36
With the selected number of features by by applying mRMR feature selection algorithm,
the random forest classifier is run on the dataset. By selecting 36 features, the random
forest classification is performed on the dataset using stratified cross-validation. Random
forest increases the performance metrics when compared to the SVM RBF classifier. The
classification accuracy obtained using the RBF classifier is 99.00% and F1 score obtained
is 98.99%.
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4.2.5 Comparison of SVM Linear, RBF and Random Forest
From Figures 4.2.5 and 4.2.6, the best classification accuracy and F1 score are obtained
by using random forest with 99.00% and 98.99% respectively, whereas the classification
accuracy and F1 score obtained using SVM RBF classifier are 96.27% and 96.14%, and
obtained using SVM linear are 95.23% and 94.99% respectively.
FIGURE 4.2.5: Comparison of classification accuracies for SVM linear, RBF, Random
Forest.
FIGURE 4.2.6: Comparison of F1 scores for SVM linear, RBF, Random Forest.
4.3 Thirty samples without device specific features
The previous dataset contains users with thirty samples for each of them. The dataset
contains the maximum valid data which can be obtained from the data collection process.
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To know the effect of different features in the dataset, this experiment was carried out;
where the device-specific features such as hardware, manufacturer, SDK version, country
code, language, and the number of CPU cores were removed. The results obtained are
without device data on the entire dataset with thirty instances per user. The optimal number
of features were selected to be 88 to yield better classification performance.
4.3.1 Classification results on the original datasets using SVM linear
From Figure 4.3.1, it can be inferred that the classification accuracy obtained before apply-
ing any feature selection algorithm is 75.31% by selecting 57 features.
FIGURE 4.3.1: Classification accuracy obtained before feature selection on linear SVM.
From Figure 4.3.2, it can be inferred that the F1 score obtained before applying any
feature selection is 74.94% by selecting 57 features.
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FIGURE 4.3.2: F1 score obtained before feature selection on linear SVM.
4.3.2 Classification results on datasets after mRMR feature selection
using SVM linear
From Figure 4.3.3, it can be inferred that the classification accuracy obtained after applying
mRMR feature selection algorithm is 77.27% by selecting 88 features. After applying
feature selection, the classification accuracy is increased from 75.31% to 77.27%.
FIGURE 4.3.3: Classification accuracy using SVM linear and feature selection.
From Figure 4.3.4, it can be inferred that the F1 score obtained after applying mRMR
feature selection is 76.77% by selecting 88 features. After applying feature selection, the
F1 score is increased from 74.94% to 76.77%.
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FIGURE 4.3.4: F1 score using SVM linear and feature selection.
4.3.3 Classification results on datasets using SVM RBF at N=88
After selecting the optimal number of features by applying mRMR feature selection, they
can be selected to run the SVM RBF classifier. By selecting 88 features, the multi-class
SVM RBF classification is performed on the dataset using stratified cross-validation. After
performing the grid search, the best classification accuracy was obtained for cost at 105
gamma at 0.001. SVM RBF increases the performance metrics when compared to the
SVM linear classifier. The classification accuracy obtained using SVM RBF classifier is
78.13% and the F1 score obtained is 77.43%.
4.3.4 Classification results on datasets using Random Forest at N=88
With the selected number of features by by applying mRMR feature selection algorithm,
the random forest classifier is run on the dataset. By selecting 88 features, the random
forest classification is performed on the dataset using stratified cross-validation. Random
forest increases the performance metrics when compared to the SVM RBF classifier. The
classification accuracy obtained using the SVM RBF classifier is 86.66% and F1 score
obtained is 86.28%.
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4.3.5 Comparison of SVM Linear, RBF and Random Forest
From Figures 4.3.5 and 4.3.6, the best classification accuracy and F1 score are obtained
by using random forest with 86.66% and 86.28% respectively, whereas the classification
accuracy and F1 score obtained using SVM RBF are 78.13% and 77.43%, and obtained
using SVM linear are 77.27% and 76.77% respectively.
FIGURE 4.3.5: Comparison of classification accuracies for SVM linear, RBF, Random
Forest.
FIGURE 4.3.6: Comparison of F1 scores for SVM linear, RBF, Random Forest.
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4.4 Thirty samples without pressure related features
The previous dataset contains the entire dataset without device-specific features. To know
the effect of pressure-related features, this experiment was carried out; where the touch
pressure features for various buttons and action type events were removed. The results
obtained below are without pressure and device features data on the entire dataset with
thirty instances per user. The optimal number of features were selected to be 33 to yield
better classification metrics.
4.4.1 Classification results on the original datasets using SVM linear
From Figure 4.4.1, it can be inferred that the classification accuracy obtained before apply-
ing any feature selection algorithm is 69.31% by selecting 79 features.
FIGURE 4.4.1: Classification accuracy obtained before feature selection on linear SVM.
From Figure 4.4.2, it can be inferred that the F1 score obtained before applying any
feature selection algorithm is 68.27% by selecting 78 features.
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FIGURE 4.4.2: F1 score obtained before feature selection on linear SVM.
4.4.2 Classification results on datasets after mRMR feature selection
using SVM linear
From Figure 4.4.3, it can be inferred that the classification accuracy obtained after applying
the mRMR feature selection is 69.91% by selecting 33 features. After applying feature
selection algorithm, the classification accuracy is increased from 69.31% to 69.91%.
FIGURE 4.4.3: Classification accuracy using SVM linear and feature selection.
From Figure 4.4.4, it can be inferred that the F1 score obtained after applying mRMR
feature selection algorithm is 69.83% by selecting 33 features. After applying feature se-
lection, the F1 score is increased from 68.27% to 69.83%.
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FIGURE 4.4.4: F1 score using SVM linear and feature selection.
4.4.3 Classification results on datasets using SVM RBF at N=33
After selecting the optimal number of features by applying mRMR feature selection al-
gorithm, they can be selected to run the SVM RBF classifier. By selecting 33 features,
the multi-class SVM RBF classification is performed on the dataset using stratified cross-
validation. After performing the grid search, the best classification accuracy was obtained
for cost at 106 and gamma at 0.001. SVM RBF increases the performance metrics when
compared to the SVM linear classifier. The classification accuracy obtained using RBF
classifier is 73.11% and F1 score obtained is 72.49%.
4.4.4 Classification results on datasets using Random Forest at N=33
With the selected number of features by applying the mRMR feature selection algorithm,
the random forest classifier is run on the dataset. By selecting 33 features, random forest
classification is performed on the dataset using stratified cross-validation. Random forest
increases the performance when compared to the SVM RBF classifier. The classification
accuracy obtained using RBF classifier is 79.09% and F1 score obtained is 78.61%.
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4.4.5 Comparison of SVM Linear, RBF and Random Forest
From Figures 4.5.5 and 4.5.6, the best classification accuracy and F1 score are obtained
by using random forest with 79.09% and 78.61% respectively, whereas the classification
accuracy and F1 score obtained using SVM RBF classifier are 73.11% and 72.11%, and
obtained using SVM linear are 69.91% and 69.83% respectively.
FIGURE 4.4.5: Comparison of classification accuracies for SVM linear, RBF, Random
Forest.
FIGURE 4.4.6: Comparison of F1 scores for SVM linear, RBF, Random Forest.
61
4. RESULTS
4.5 Overall Comparison
4.5.1 Comparison of classification accuracies for all experiments
As illustrated in Figure 4.5.1, the comparison between classification accuracies is shown
for various classifiers and different experiments. Besides, the best results from the three
classifiers (Random forest, SVM-RBF, and SVM-Linear) are achieved using random forest
in our experiment which contains thirty instances per user with the device-specific infor-
mation. The highest classification accuracy achieved using the random forest classifier is
99.00%. Thus, it can be concluded that the experiment containing device-specific features
with more number of instances gives higher accuracy values.
FIGURE 4.5.1: Comparing classification accuracy performance of each classifier for all
the experiments.
4.5.2 Comparison of F1 scores for all experiments
As illustrated in Figure 4.5.2, the comparison between F1 scores is shown for various classi-
fiers and different experiments. Besides, the best results from the three classifiers (Random
forest, SVM-RBF, and SVM-Linear) are achieved using random forest in our experiment
which contains thirty instances per user with the device-specific information. The highest
classification accuracy achieved using the random forest is 98.99%. Thus, it can be con-
cluded that experiment containing device-specific features with more number of instances
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gives higher F1 score values.
FIGURE 4.5.2: Comparing F1 score performance of each classifier for all experiments.
4.5.3 Compilation of Results
As shown in Table 4.5.1, different experiments were carried out by altering the dataset
samples and features. As observed in the table, the best result for classifying the user was
obtained by using random forest classifier for the experiment containing the device-specific
features.
TABLE 4.5.1: Classifier results for all experiments.
Experiments Classifiers mRMR feature selection Accuracy F1 Score
With device specific features for 10 samples
SVM Linear
36
0.9727 0.9699
SVM RBF 0.9740 0.9701
Random Forest 0.9844 0.9833
With device specific features for 30
samples
SVM Linear
36
0.9523 0.9492
SVM RBF 0.9627 0.9614
Random Forest 0.9900 0.9899
Without
device specific features from exp2
SVM Linear
88
0.7727 0.7677
SVM RBF 0.7814 0.7744
Random Forest 0.8666 0.8628
Without pressure related features from
exp 3
SVM Linear
33
0.6991 0.6983
SVM RBF 0.7311 0.7249
Random Forest 0.7909 0.7861
The best accuracy and F1 score values for all the datasets after being classified by
different classifiers have been shown in the table. Finally, among all the classifiers we
used in our experiment, SVM-Linear was the weakest and SVM-RBF, and Random Forest
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TABLE 4.6.1: Evaluation of our experiment with previous related works.
Reference Paper No. of users No. of features Classifier Classification Metrics
[29] 15 16 One Class EER ranges from 11.65% to 25.16%
[31] 10 3 k-NN Accuracy ranges from 71% to 99%
[33] 5 4 Neural Net Accuracy is 85.4545%
[3] 42 71 Bayes Net EER ranges from 4.3% to 9.8%
[13] 10 14 Bayes Net Accuracy is 82.18%
[1] 56 71 MMD FAR is 5% FRR is 5.6%
Our Paper 94 155 Multi-class ovo SVM Accuracy is 97.40%F1 Score is 97.01%
all performed very well. Random forest performs well for this problem and can be used
for all multi-class problems. From another point of view, among all the experiments, the
datasets with device-specific features are almost equally the best datasets. As the features
were removed, the classification performance metrics were affected and reduced. After
carrying out the experiments, device-specific features contribute more to the metrics and
thus, classify the users better.
4.6 Experimental Evaluation
It is evident that previous papers perform either identification or verification of users on less
users and features. Different classifiers have been used by them to find the EER values. Our
method optimizes the accuracy and F1 score metrics by performing wrapper-based feature
selection using mRMR algorithm as it finds the most relevant features for classification.
From Table 4.6.1, we observe that all the experiments carried before contain less users
and features when compared to our study. To record the biometric pattern of the user, all
possible features must be recorded to obtain high classification results. This enhances to
uniquely identify each user; feature selection after this will help identify the most important
features to perform the identification of users accurately.
As concluded in [3], their main limitations are addressed in this thesis, the data is
collected over all ranges of users between aged 18 to 65 with varying levels of touchscreen
experience. Also, most of the previous works did not carry out the research extensively on
a larger population. In an earlier work, P. Bhattarakosol and H. Saevanee [31] used k-NN
classifier with three features to identify ten users with 99% accuracy. However, these high
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scores are obtained from fewer features and small population. The feature extraction results
show that 155 significant features are extracted which identify the users accurately. The
data collection process lasted for more than a month to record 94 user patterns successfully.
Thus, classification is performed effectively by properly combining feature selection and
complex SVM and random forest classification algorithms on a large dataset.
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CHAPTER 5
Conclusion and Future Work
5.1 Contributions
In this thesis, keystroke dynamics based authentication was tested using .tie5Roanl pass-
word and the best classification performance metrics obtained were from the random forest
classifier. Grid search optimization was also used to determine the best parameters for
the SVM RBF kernel. The anonymous data were collected from a relatively large number
of users (94) who inputted their biometric pattern. Feature extraction and selection were
performed on the raw data to increase the classification scores. Using the wrapper-based
feature selection mRMR method, an optimized number of features were selected. From
our study, we conclude that touch pressure, touch size and coordinates are mainly respon-
sible for authenticating the user as a legitimate user. The experiments were carried using a
virtual keypad of an app which contributes to a homogeneous environment for all users to
obtain a foolproof algorithm. The classification metrics for the random forest classifier are
found to be higher than the SVM kernels because of its generalization power, thus, forming
a robust algorithm. The results prove that:
• Users accessing computing devices are effectively classified based on their behaviour.
• The research will contribute significantly to the field of cyber-security by forming a
robust authentication system using machine learning algorithms.
• For building a highly secured system, multi factor authentication system is required.
Password (knowledge-based) + device (token-based) + behaviour (pattern-based).
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• The importance of features were studied by dividing the dataset and running various
experiments.
• Random forest improves the performance metrics of the classification system.
• It is evident that the device specific features play a vital role to improve the perfor-
mance of the biometric authentication system.
5.2 Future Work
The identification of users is based on the real-time data, hence different feature selection,
and classification approaches can be used to minimize the classification error. Moreover,
the error rates can be focused to be minimal since no legitimate user should be ignored as
a faux user, and no illegitimate user should be classified as an authorized user. The data
collection process might involve any other sensor information which can be used as an ad-
ditional feature to record the behavioral biometry of the user. Future researchers can also
combine different biometric modalities together such as combining the hard password with
keystroke with fingerprint dynamics. This experiment is carried out using static keystroke
dynamics, whereas more comprehensive research is required for dynamic or continuous
keystroke dynamics on mobile devices. The users can also type dynamic passcodes which
keep changing during the data collection process, leading to dynamic keystroke authenti-
cation algorithms. For the perspectives of this work, user verification can be implemented
instead of identification or a combination of both can be experimented. The data collection
process can also involve experimental users to observe and mimic the typing patterns of
other users. Future work could also be done to increase the number of classes in the dataset
by involving more participants. For the real user, it is essential that he/she does not get
disturbed in his/her everyday business under the circumstances. Again here it is critical to
know what number of activities a legitimate user can perform when locked out from the
system. One of the ways to extend this work is to make the system learn from the user ac-
tivities and action sequences about the user by incorporating machine learning and artificial
intelligence when deciding about the user and to identify the intruders accurately. These
67
5. CONCLUSION AND FUTURE WORK
participants can participate in the research under a controlled environment to increase the
number of samples for each user and to protect them from all kinds of cyber-attacks. There-
fore, all options for extending this work can be summarized as follows:
• The data collection process might involve any other additional information support-
ing to record the behavioural biometry of the user.
• The users can replicate the typing patterns of other users to test the efficiency of the
developed system.
• This experiment can be carried out using dynamic or continuous keystroke dynamics
for mobile devices.
• One-class classifier can be used to build the model for the verification method.
• Participants can be monitored and guided to take part in the data collection process
by using a single device to input the data.
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