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1 Introduction
Many researchers have studied the structure of general linear groups and their
elementary subgroups over fields F or commutative rings R. They also have
analyzed associated lower K-groups, for example [4] and [9]. Needless to say,
general linear groups are important objects and have many applications in vari-
ous areas of mathematics, but they particularly have much to do with Lie theory;
Lie groups, Lie algebras and their representations. Lower K-groups also play
an important role as a certain invariant.
In this paper, we treat some rings Dτ of non-commutative Laurent polyno-
mials over division rings D (cf. Section 2). Here τ is an automorphism of D.
We note that the ring we use generalizes the one which is studied in [4] and
[9]. When D = F and τ = id, our discussion is just a subject of loop groups
which are applied in the theory of affine Kac-Moody Lie algebras, and this is
surveyed in [5] for example. On the other hand, the corresponding linear group
was studied in the case when D is the field of formal power series and τ is not
trivial (cf. [6],[8]), which is deeply related to the theory of extended affine Lie
algebras (cf. [1],[10],[11]).
Our main object in this study is the following exact sequence.
1→ K2(n,Dτ )→ St(n,Dτ )
φ
−→ GL(n,Dτ )→ K1(n,Dτ )→ 1
We reveal the structure of groups in the above sequence. We first describe an
existence of a Tits system in the elementary subgroup E(n,Dτ ) of the general
linear group GL(n,Dτ ) and the associated Steinberg group St(n,Dτ ) in Section
2 and Section 3 respectively. Using this fact, we show the above homomorphism
φ is a central extension of E(n,Dτ ), that is, we confirm Kerφ := K2(n,Dτ ) is a
central subgroup of the Steinberg group St(n,Dτ ) in Section 3. It is proved in
Section 5 that φ is actually universal when the center Z(D) of D has at least
five elements. Meanwhile, we discuss the structure of the associated K1-group
and K2-group in Section 4 and 6. In particular we check that K2-groups are
generated by certain products of Steinberg symbols. While we deal with linear
1
groups of rank two for simplicity of discussion, we need to raise a rank of these
groups for the sake of the general theory which is possible by [3].
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2 Linear groups over rings of non-commutative
Laurent polynomials
Let D be a division ring, and we fix an automorphism τ ∈ Aut(D). In the fol-
lowing, we denote by Dτ = D[t, t
−1] the ring of Laurent polynomials generated
by D and an indeterminate t, whose ring structure is given by tat−1 = τ(a) for
all a ∈ D. Let M(n,Dτ ) be the ring of n × n matrices whose entries are in
Dτ , and we define the general linear group GL(n,Dτ ) as the matrix group of
all invertible matrices, that is, GL(n,Dτ ) =M(n,Dτ )
×.
Let ∆ = {ǫi − ǫj | 1 ≤ i 6= j ≤ n} be a root system of type An−1, where
{ǫi}1≤i≤n is an orthonormal basis with respect to an inner product (·, ·) defined
by (ǫi, ǫj) = δij . We see that any root in ∆ is expressed as
ǫi − ǫj = (ǫi − ǫi+1) + (ǫi+1 − ǫi+2) + · · ·+ (ǫj−1 − ǫj)
if i < j and as its minus version if i > j, so we put Π = {αi := ǫi − ǫi+1 | 1 ≤
i ≤ n− 1} and call it a simple system of ∆. We call ∆+ := Span
Z≥0
Π∩∆ a set
of positive roots and ∆− := −∆+ a set of negative roots. Also, let ∆a := ∆×Z
be an (abstract) affine root system of type A
(1)
n−1 and Πa = {α˙i := (αi, 0)|1 ≤
i ≤ n−1}∪{α˙0 := (−θ, 1)} be a simple system of ∆a, where θ = α1+ · · ·+αn−1
is a highest root in ∆.
For β = ǫi − ǫj ∈ ∆, f ∈ Dτ we define
eβ(f) = I + fEij
where I is the identity matrix and Eij is the matrix unit. For β˙ := (β,m) ∈ ∆a,
f ∈ D and s, u ∈ D× = D \ {0} we put
xβ˙(f) =
{
eβ(ft
m) (β ∈ ∆+),
eβ(t
mf) (β ∈ ∆−),
wβ˙(u) = xβ˙(u)x−β˙(−u
−1)xβ˙(u),
hβ˙(s) = wβ˙(s)wβ(−1),
then we can easily see xβ˙(f)
−1 = xβ˙(−f), wβ˙(u)
−1 = wβ˙(−u). The elementary
subgroup E(n,Dτ ) is defined to be the subgroup of GL(n,Dτ ) generated by
xβ˙(f) for all β˙ ∈ ∆a and f ∈ D.
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In a standard way, the Weyl group W of ∆ is generated by all reflections
σβ for β ∈ ∆, and the Weyl group Wa of ∆a (the affine Weyl group of ∆) is
generated by all reflections σβ˙ for β˙ ∈ ∆a, where the action of σβ˙ is defined as
σβ˙(γ˙) = (σβ(γ), n− 〈γ, β〉m)
for β˙ = (β,m), γ˙ = (γ, n) ∈ ∆a and 〈γ, β〉 = 2(γ, β)/(β, β). Define ξβ˙ := σβ˙σβ
for each β˙ ∈ ∆a, then let Ta be the subgroup of Wa generated by ξβ˙ for all
β˙ ∈ ∆a. In order to use later, we will characterize the group Wa as follow (cf.
[5] Lemma 1.1, Proposition 1.2).
Lemma 1
(1) Let β˙ = (β,m) and γ˙ = (γ, n). Then ξβ˙(γ˙) = (γ, n+ 〈γ, β〉m).
(2) Let α ∈ Π. Then Ta is a free abelian group generated by ξγ˙ for all γ˙ = (α, 1).
(3) σβ˙ normalizes Ta for β˙ ∈ ∆a. 
Proposition 1 Wa ∼= TaW ∼= Ta ⋊W . 
As a subgroup of E(n,Dτ ) we put
Uβ˙ = {xβ˙(f) | f ∈ D},
U± = 〈Uβ˙ | β˙ ∈ ∆
±
a 〉,
N = 〈wβ˙(u) | β˙ ∈ ∆a, u ∈ D
×〉,
T = 〈hβ˙(u) | β˙ ∈ ∆a, u ∈ D
×〉,
where ∆+a = (∆
+ × Z≥0) ∪ (∆− × Z>0) and ∆−a = (∆
+ × Z<0) ∪ (∆− × Z≤0).
If h ∈ T is expressed as h = diag(u1, u2, . . . , un), the diagonal matrix with
ui ∈ D×τ = D
× · {tl|l ∈ Z}, then we define
degi(h) = deg(ui) = mi
for i = 1, 2, . . . , n, where ui = sit
mi with si ∈ D× and mi ∈ Z. Then we set
T0 = 〈h | h ∈ T, degi(h) = 0 for all i = 1, 2, . . . , n〉,
B± = 〈U±, T0〉,
S = {wβ˙(1) mod T0 | β˙ ∈ ∆a}.
In particular S is identified with the set {wα˙ | α˙ ∈ Πa}. The main result in this
section is the following theorem.
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Theorem 1 Notation is as above. (E(n,Dτ ), B
±, N, S) is a Tits system with
the corresponding affine Weyl group Wa.
Before proving this theorem we give several relations between e, w and h.
(R1) eβ(f)eβ(g) = eβ(f + g),
(R2) [eβ(f), eγ(g)] =


eβ+γ(fg) if β + γ ∈ ∆, j = k,
eβ+γ(−gf) if β + γ ∈ ∆, i = l,
1 otherwise,
where β = ǫi−ǫj, γ = ǫk−ǫl, i 6= l, j 6= k and f, g ∈ Dτ . These are fundamental
relations in E(n,Dτ ) for example. Then we obtain;
(R3) wβ(u)eγ(f)wβ(u)
−1 =


eγ(f) if (β, γ) = 0,
e∓β(u
∓1fu∓1) if γ = ±β,
eσβ(γ)(−u
−1f) if β ± γ 6= 0 and i = k,
eσβ(γ)(−fu) if β ± γ 6= 0 and i = l,
eσβ(γ)(uf) if β ± γ 6= 0 and j = k,
eσβ(γ)(fu
−1) if β ± γ 6= 0 and j = l,
(R4) hβ(u)eγ(f)hβ(u)
−1 =


eγ(f) if (β, γ) = 0,
e±β(−u±1fu±1) if γ = ±β,
eγ(uf) if β ± γ 6= 0 and i = k,
eγ(fu
−1) if β ± γ 6= 0 and i = l,
eγ(u
−1f) if β ± γ 6= 0 and j = k,
eγ(fu) if β ± γ 6= 0 and j = l,
(R5) wβ(u)wγ(s)wβ(u)
−1 =


wγ(s) if (β, γ) = 0,
w∓β(−u∓1su∓1) if γ = ±β,
wσβ(γ)(−u
−1s) if β ± γ 6= 0 and i = k,
wσβ(γ)(−su) if β ± γ 6= 0 and i = l,
wσβ(γ)(us) if β ± γ 6= 0 and j = k,
wσβ(γ)(su
−1) if β ± γ 6= 0 and j = l,
(R6) wβ(u)hγ(s)wβ(u)
−1 =


hγ(s) if (β, γ) = 0,
h∓β(u
∓1su∓1)h∓β(u
±2) if γ = ±β,
hσβ(γ)(u
−1s)hσβ(γ)(u) if β ± γ 6= 0 and i = k,
hσβ(γ)(su)hσβ(γ)(u
−1) if β ± γ 6= 0 and i = l,
hσβ(γ)(us)hσβ(γ)(u
−1) if β ± γ 6= 0 and j = k,
hσβ(γ)(su
−1)hσβ(γ)(u) if β ± γ 6= 0 and j = l,
for all β, γ ∈ ∆, f, g ∈ Dτ and s, u ∈ D×τ , where β = ǫi − ǫj and γ = ǫk − ǫl.
4
Lemma 2
(1) B± = U± ⋊ T0,
(2) T0 ⊳N and T ⊳N,
(3) B± ∩N = T0,
(4) N/T0 ∼=Wa.
Proof: From the definition, we know B± = 〈U±, T0〉, and we also see U± ∩
T0 = {I} easily if we consider the degree of an element in U±. In addition
T0 normalizes U
± from (R4), hence (1) holds. (2) has already been proven by
(R6). We prove (4) along with [5]. If we put N0 = 〈wα(u)|α ∈ Π, u ∈ D
×〉 then
we have N = TN0 by the definition of T , and we know T0 ⊳ T and T0 ⊳ N .
Therefore
N/T0 ∼= (T/T0)(N0/T0) ∼= (T/T0)W.
Here we set γ˙ = (α, 1) for α ∈ Π. Then the map Ta → T/T0 defined by
ξγ˙ 7→ hα(t) is an isomorphism, hence N/T0 ∼= Wa from Proposition 1. By
U± ∩ T0 = {I} and (4), we can see that (3) holds. 
To discuss these subgroups more explicitly we put
U ′±α˙ = 〈x±α˙(g)Uβ˙x±α˙(g)
−1 | g ∈ D, β˙ ∈ ∆±a \ {±α˙}〉
for each α˙ ∈ Πa.
Proposition 2 Let α˙ ∈ Πa. Then;
(1) w±α˙(u)U
′
±α˙w±α˙(u)
−1 = U ′±α˙ for all u ∈ D
×,
(2) U± = U ′±α˙ ⋊ U±α˙.
Proof: (1) It suffices to show that
wα˙(u)xα˙(g)xβ˙(f
′)xα˙(g)
−1wα˙(u)
−1 ∈ U ′α˙
for all β˙ ∈ ∆+a \ {α˙}. For β˙ = (β,m) we denote its negative root in a first entry
by −˙β, that is, −˙β = (−β,m). There are two cases:
Case 1. If β˙ = (β,m) ∈ ∆+a \ {α˙} and β 6= −α, then we see
wα˙(u)xα˙(g)xβ˙(f
′)xα˙(g)
−1wα˙(u)
−1 =


wα˙(u)xα˙+β˙(uf
′)xβ˙(f
′)wα˙(u)
−1
wα˙(u)xα˙+β˙(−f
′u)xβ˙(f
′)wα˙(u)
−1
wα˙(u)xβ˙(f
′)wα˙(u)
−1
=


xσα˙(α˙+β˙)(∗)xσα˙(β˙)(∗)
xσα˙(α˙+β˙)(∗)xσα˙(β˙)(∗)
xσα˙(β˙)(∗)
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by the previous relations (R2) and (R3), but these all belong to U ′α˙ because of
the fact m ∈ Z>0 in any cases.
Case 2. If β˙ = (β,m) ∈ ∆+a \ {α˙} and β = −α, then
wα˙(u)xα˙(g)xβ˙(f
′)xα˙(g)
−1wα˙(u)
−1
= wα˙(u)xα˙(g)wα˙(u)
−1wα˙(u)xβ˙(f
′)wα˙(u)
−1wα˙(u)xα˙(g)
−1wα˙(u)
−1
= x−˙α(g
′)x−˙β(f
′′)x−˙α(g
′)−1
= xα˙(g
′−1)wα˙(−g
′−1)xα˙(g
′−1)x−˙β(f
′′)xα˙(g
′−1)−1wα˙(−g
′−1)−1xα˙(g
′−1)−1
= xα˙(g
′−1)xβ˙(f
′′′)xα˙(g
′−1)−1 ∈ U ′α˙.
(2) From the definition, we see U ′±α˙ < U
± and U±˙α < U
±, and that U±α˙
normalizes U ′
±˙α
. Suppose U ′±α˙ ∩ U±α˙ 6= {I}. Then, for each x±α˙(f) ∈ U±α˙,
there exist x′i ∈ U
′
±α˙ such that x±α˙(f) = x
′
1x
′
2 . . . x
′
r . By (1), we have
U∓ ∋ w±α˙(u)x±α˙(f)w±α˙(u)
−1 = w±α˙(u)x
′
1x
′
2 . . . x
′
rw±α˙(u)
−1 ∈ U±.
Thus U ′±α˙ ∩ U±α˙ = {I}. 
We need to check the following two conditions for the sake of the proof;
(T 1) sB±w ⊂ B±wB± ∪B±swB± for all s ∈ S and w ∈Wa,
(T 2) sB±s 6⊂ B± for each s ∈ S.
Proof of Theorem 1: We check the “axiom of Tits systems”. We have
already see that E(n,Dτ ) is a group, B
± and N are subgroups of E(n,Dτ ) and
S is a subset of N/(B±∩N). In addition E(n,Dτ ) = 〈B
±, N〉 and B±∩N⊳N .
Moreover N/(B± ∩ N) = Wa = 〈S〉, and all elements in S are of order two
(modulo T0). Finally we prove the above two conditions (T1) and (T2), but it
is enough to check only the case of B+. In the following, we write B = B+.
Define the length, called l(w), of an element w in Wa as usual. For w ∈Wa
and s = wα˙(1) ∈ S, if l(w) < l(sw) then we have w(α˙) ∈ ∆
+
a , hence
wBs = wUα˙U
′
α˙T0s
= wUα˙w
−1wsU ′α˙sT0s
= Uw(α˙)wsU
′
α˙T0
⊂ BwsB.
Also, if l(ws) < l(w) then w(α˙) ∈ ∆−a , and we have l(w
′) < l(w′s) for w′ = ws.
Thus
wBs = w′sBs
⊂ w′(B ∪BsB)
= w′B ∪ w′BsB
⊂ Bw′B ∪Bw′sBB
= BwsB ∪BwB,
6
so (T1) holds. On the other hand, we can easily see that (T2) holds by direct
calculation. 
Corollary 1 Notation is as above. Then
(1) E(n,Dτ ) has a Bruhat decomposition:
E(n,Dτ ) =
⋃
w∈Wa
B±wB± = U±NU±,
(2) E(n,Dτ ) has a Birkhoff decomposition:
E(n,Dτ ) =
⋃
w∈Wa
B∓wB± = U∓NU±,
(3) E(n,Dτ ) has a Gauss decomposition:
E(n,Dτ ) =
⋃
X∈U± XB
∓B±X−1 = U±B∓U±. 
3 Steinberg groups
Let St(n,Dτ ) be the Steinberg group, which is defined by the generators xˆij(f)
for all f ∈ Dτ , 1 ≤ i 6= j ≤ n and the defining relations
(ST 1) xˆij(f)xˆij(g) = xˆij(f + g)
(ST 2) [xˆij(f), xˆkl(g)] =


xˆil(fg) if j = k,
xˆkj(−gf) if i = l,
1 otherwise,
where f, g ∈ Dτ , 1 ≤ i 6= j ≤ 2 and 1 ≤ k 6= l ≤ n with(i, j) 6= (l, k). Then, we
see xˆij(f)
−1 = xˆij(−f) from (ST 1). When n = 2, we use
(ST 2)′ wˆij(u)xˆij(v)wˆij(−u) = xˆji(−u
−1vu−1)
instead of (ST 2), where wˆij(u) = xˆij(u)xˆji(−u−1)xˆij(u).
We now consider a natural homomorphism φ from St(n,Dτ) onto E(n,Dτ )
defined by φ(xˆij(f)) = I + Eij for all f ∈ Dτ . Then, we claim that φ is a
universal central extension of E(n,Dτ ) under some conditions. The proof is
formed in three steps: we first show that St(n,Dτ ) has a Tits system, and we
check that φ is a central extension. Finally, we prove the universality of φ. In
this section we show St(n,Dτ ) has a Tits system.
For β˙ = (β,m) ∈ ∆a and f ∈ D, we put
xˆβ˙(f) =
{
xˆβ(ft
m) (β ∈ ∆+),
xˆβ(t
mf) (β ∈ ∆−),
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and we also put wˆβ˙(u) = xˆβ˙(u)xˆ−β˙(−u
−1)xˆβ˙(u) and hˆβ˙(u) = wˆβ˙(u)wˆβ(−1) for
u ∈ D× as in Section 2. Here, we put, as a subgroup of St(n,Dτ ),
Uˆβ˙ = {xˆβ˙(f) | f ∈ D},
Uˆ± = 〈Uˆβ˙ | β˙ ∈ ∆
±
a 〉,
Nˆ = 〈wˆβ˙(u) | β˙ ∈ ∆a, u ∈ D
×〉,
Tˆ = 〈hˆβ˙(u) | β˙ ∈ ∆a, u ∈ D
×〉.
Then we set
Tˆ0 = 〈h | h ∈ Tˆ , degi(φ(h)) = 0 for all i = 1, . . . , n〉,
Bˆ± = 〈Uˆ±, Tˆ0〉,
Sˆ = {wˆβ˙(1) mod Tˆ0 | β˙ ∈ ∆a}.
In particular Sˆ is identified with the set {wˆα˙ | α˙ ∈ Πa}.
We also need several relations between xˆβ˙(f), wˆβ˙(u) and hˆβ˙(s) like (R1) ∼
(R6), but those actually are the same as in Section 2 except (R6). We give (R6)
in Steinberg groups as follows (cf. [9]):
(Rˆ6) wˆβ(u)hˆγ(s)wˆβ(u)
−1
=


hˆγ(s) if (β, γ) = 0,
hˆ∓β(−u
∓1su∓1)hˆ∓β(−u
±2)−1 if γ = ±β,
hˆσβ(γ)(−u
−1s)hˆσβ(γ)(−u
−1)−1 if β ± γ 6= 0 and i = k,
hˆσβ(γ)(−su)hˆσβ(γ)(−u)
−1 if β ± γ 6= 0 and i = l,
hˆσβ(γ)(us)hˆσβ(γ)(u)
−1 if β ± γ 6= 0 and j = k,
hˆσβ(γ)(su
−1)hˆσβ(γ)(u
−1)−1 if β ± γ 6= 0 and j = l,
where β = ǫi − ǫj , γ = ǫk − ǫl ∈ ∆ and u, s ∈ D×τ . Then we have the following.
Lemma 3
(1) Bˆ± = Uˆ± ⋊ Tˆ0,
(2) Tˆ0 ⊳ Nˆ and Tˆ ⊳ Nˆ ,
(3) Bˆ± ∩ Nˆ = Tˆ0,
(4) Nˆ/Tˆ0 ∼=Wa. 
To discuss these subgroups more explicitly we put
Uˆ ′±α˙ = 〈xˆ±α˙(g)Uˆβ˙xˆ±α˙(g)
−1 | g ∈ D, β˙ ∈ ∆±a \ {±α˙}〉
for each α˙ ∈ Πa. Then the following proposition holds.
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Proposition 3
(1) wˆ±α˙(u)Uˆ
′
±α˙wˆ±α˙(u)
−1 = Uˆ ′±α˙ for all u ∈ D
×,
(2) Uˆ± = Uˆ ′±α˙Uˆ±α˙ = Uˆ±α˙Uˆ
′
±α˙,
(3) sˆBˆ±w ⊂ Bˆ±wBˆ± ∪ Bˆ±sˆwBˆ± for all sˆ ∈ Sˆ and w ∈Wa,
(4) sˆBˆ±sˆ 6⊂ Bˆ± for each sˆ ∈ Sˆ. 
Theorem 2 Notation is as above. (St(n,Dτ ), Bˆ
±, Nˆ , Sˆ) is a Tits system with
the corresponding affine Weyl group Wa. 
Corollary 2 Notation is as above. Then
(1) St(n,Dτ) has a Bruhat decomposition:
St(n,Dτ ) =
⋃
w∈Wa
Bˆ±wBˆ± = Uˆ±NˆUˆ±,
(2) St(n,Dτ) has a Birkhoff decomposition:
St(n,Dτ ) =
⋃
w∈Wa
Bˆ∓wBˆ± = Uˆ∓NˆUˆ±,
(3) St(n,Dτ ) has a Gauss decomposition:
St(n,Dτ ) =
⋃
Xˆ∈Uˆ±
XˆBˆ∓Bˆ±Xˆ−1 = Uˆ±Bˆ∓Uˆ±. 
4 Central extensions
We will show that a given natural homomorphism φ in Section 4 is a central
extension, i.e., Kerφ is a central subgroup of St(n,Dτ ). For this homomorphism
φ we define our K2-groups as K2(n,Dτ ) = Kerφ (cf.[4]). We first discuss a
central extension of E(2, Dτ ).
Let E˜(2, Dτ) be the group presented by the generators x˜ij(f) for all f ∈ Dτ ,
1 ≤ i 6= j ≤ 2 and defining relations (ST 1), (ST 2)′ and
(ST 3) c˜(u1, v1)c˜(u2, v2) · · · c˜(ur, vr) = 1
for all ui, vi ∈ D×τ such that [u1, v1][u2, v2] · · · [ur, vr] = 1, where for u, v ∈ D
×
τ
we put
w˜ij(u) = x˜ij(u)x˜ji(−u
−1)x˜ij(u),
h˜ij(u) = w˜ij(u)w˜ij(−1),
c˜(u, v) = h˜12(u)h˜12(v)h˜12(vu)
−1,
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and where we change xˆ and wˆ in the defining relations to x˜ and w˜ respectively.
That is, E˜(2, Dτ) is the quotient group of St(2, Dτ ) by the corresponding ele-
ments cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr). Here, we note
φ(cˆ(u, v)) =
(
[u, v] 0
0 1
)
,
and, in particular, we have cˆ(u, v) ∈ Tˆ0 and
φ(cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr))
=
(
[u1, v1] 0
0 1
)(
[u2, v2] 0
0 1
)
. . .
(
[ur, vr] 0
0 1
)
=
(
[u1, v1][u2, v2] . . . [ur, vr] 0
0 1
)
= I
if [u1, v1][u2, v2] . . . [ur, vr] = 1. Then we obtain the following theorem.
Theorem 3 Notation is as above. We have E˜(2, Dτ ) ∼= E(2, Dτ ).
Proof of Theorem 3: We will show this along with [6]. The homomorphism
φ induces two canonical homomorphism called φˆ and φ˜:
φˆ : St(2, Dτ )→ E˜(2, Dτ ),
φ˜ : E˜(2, Dτ )→ E(2, Dτ ),
which are defined by
φˆ(xˆij(f)) = x˜ij(f) and φ˜(x˜ij(f)) = I + fEij .
We use the same notation of subgroups of E˜(2, Dτ) as in St(2, Dτ ) changingˆ
to .˜ Then, for any x˜ ∈ Kerφ˜, we can choose y˜ ∈ U˜ and z˜ ∈ T˜0 satisfying x˜ = y˜z˜
because St(2, Dτ) has a Bruhat decomposition and Kerφ˜ ⊂ B˜ = U˜ T˜0. We know
φ˜(x˜) = φ˜(y˜)φ˜(z˜) = I and U ∩ T0 = {I}, so we have φ˜(y˜) = I and φ˜(z˜) = I,
in particular, y˜ and z˜ belong to the kernel of φ˜. Therefore we need to prove
y˜ = 1 = z˜.
STEP 1. We claim z˜ = 1.
We know w˜21(u) = w˜12(−u−1) from (Rˆ3), and this gives us the relation
h˜21(u) = h˜12(u)
−1. In addition we have 1 = c˜(u, u−1) = h˜12(u)h˜12(u
−1), that
is, h˜12(u)
−1 = h˜12(u
−1) by (ST 3). Therefore we see z˜ is of the form
z˜ = h˜12(u1) · · · h˜12(ur)
for ui ∈ D
×
τ . We note that φ˜(z˜) = I implies u1u2 · · ·ur = 1 and urur−1 · · ·u1 =
1. In addition, we easily see [u1, u2][u2u1, u3] · · · [ur−1 · · ·u1, ur] = 1 using a
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similar way in Section 3. Then, by (ST 3),
z˜ = h˜12(u1)h˜12(u2) · · · h˜12(ur)
= c˜(u1, u2)h˜12(u2u1)h˜12(u3) · · · h˜12(ur)
= c˜(u1, u2)c˜(u2u1, u3)h˜12(u3u2u1)h˜12(u4) · · · h˜12(ur)
...
= c˜(u1, u2)c˜(u2u1, u3) · · · c˜(ur−2 · · ·u1, ur−1)h˜12(ur−1 · · ·u1)h˜12(ur)
= c˜(u1, u2)c˜(u2u1, u3) · · · c˜(ur−1 · · ·u1, ur)h˜12(ur · · ·u1)
= c˜(u1, u2)c˜(u2u1, u3) · · · c˜(ur−1 · · ·u1, ur)
= 1. 
STEP 2. We claim y˜ = 1.
We set subgroups of U as follows:
U1 = {eα(f)|f ∈ D[t]} and U2 = {e−α(g)|g ∈ D[t]t}.
Then U = 〈U1, U2〉, but we will show that this is actually a free product. We
now introduce a “degree map” deg : D[t] → Z≥0 ∪ {∞}, which is defined by
deg(f) = m for f = Σmi=0fit
i and deg(0) =∞, where fi ∈ D.
Let x ∈ U , and we assume
x = eβ1(q1)eβ2(q2) · · · eβr(qr),
where βi ∈ ∆, βi 6= βi+1, qi 6= 0 and
qi ∈
{
D[t] if βi ∈ ∆+,
D[t]t if βi ∈ ∆−.
For each 1 ≤ i ≤ r, we put(
ai bi
ci di
)
= eβ1(q1)eβ2(q2) · · · eβr(qr).
Suppose β1 = ǫ1 − ǫ2. Then we have(
a1 b1
c1 d1
)
=
(
1 q1
0 1
)
and 0 = deg(a1) ≤ deg(b1). Since(
a2 b2
c2 d2
)
=
(
a1 b1
c1 d1
)(
1 0
q2 1
)
=
(
a1 + b1q2 b1
c1 + d1q2 d1
)
,
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we obtain deg(a2) > deg(b2) = deg(b1). Moreover, since(
a3 b3
c3 d3
)
=
(
a2 b2
c2 d2
)(
1 q3
0 1
)(
a2 a2q3 + b2
c2 c2q3 + d2
)
,
we have deg(a2) = deg(a3) ≤ deg(b3). Continuing this process, we can reach
deg(a1) ≤ deg(b1) = deg(b2) < deg(a2) =
deg(a3) ≤ deg(b3) = deg(b4) < deg(a4) =
deg(a5) ≤ deg(b5) = deg(b6) < deg(a6) = · · · .
Next, suppose β1 = ǫ2 − ǫ1. Then, in the same way as above, we can get
deg(b1) ≤ deg(a1) = deg(a2) < deg(b2) =
deg(b3) ≤ deg(a3) = deg(a4) < deg(b4) =
deg(b5) ≤ deg(a5) = deg(a6) < deg(b6) = · · · .
In any case we can show x 6= 1, which means that U = U1 ⋆U2 is a free product,
and we have φ˜(y˜) = I implies y˜ = 1. 
Proposition 4 Notation is as above. We obtain that
K2(2, Dτ ) = 〈cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr)|ui, vi ∈ D
×
τ ; [u1, v1][u2, v2] · · · [ur, vr] = 1〉,
where cˆ(u, v) = hˆ12(u)hˆ12(v)hˆ12(vu)
−1, and K2(2, Dτ ) is a central subgroup of
St(2, Dτ).
Proof: It suffices to check that cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr) is a central
element when [u1, v1][u2, v2] · · · [ur, vr] = 1. We easily see for f ∈ Dτ and
1 ≤ i 6= j ≤ 2
{cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr)}xˆij(f){cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr)}
−1
= xˆij({[u1, v1][u2, v2] · · · [ur, vr]}
±1f{[u1, v1][u2, v2] · · · [ur, vr]}
∓1)
= xˆij(f). 
Using the Proposition 4 and [3], we construct a central extension of higher
rank. Suppose n ≥ 3. We now consider the following commutative diagram;
1→ K2(2, Dτ )→ St(2, Dτ)→ E(2, Dτ )→ 1 (exact)
↓ ↓ ↓
1→ K2(n,Dτ )→ St(n,Dτ )→ E(n,Dτ )→ 1 (exact)
Then we see that a canonical homomorphism of K2(2, Dτ ) into K2(n,Dτ )
is surjective by [3] since Dτ is a euclidean ring, so we have;
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Theorem 4 Let E˜(n,Dτ ) be the group presented by the generators x˜ij(f) for
all 1 ≤ i 6= j ≤ n and f ∈ Dτ with the defining relations (ST 1), (ST 2) and
(ST 3). Then E˜(n,Dτ ) ∼= E(n,Dτ ). 
Proposition 5 We have
K2(n,Dτ ) = 〈cˆ(u1, v1)cˆ(u2, v2) · · · cˆ(ur, vr)|ui, vi ∈ D
×
τ ; [u1, v1][u2, v2] · · · [ur, vr] = 1〉,
where cˆ(u, v) = hˆ12(u)hˆ12(v)hˆ12(vu)
−1, and K2(n,Dτ ) is a central subgroup of
St(n,Dτ ). 
5 Universal central extensions
We will show that the natural homomorphism φ is universal when |Z(D)| ≥ 5
and |Z(D)| 6= 9, where Z(D) is the center ofD. We first fix four central elements
a, b, c, d ∈ D, which satisfy
a2 − 1 6= 0, b = (a2 − 1)−1, c 6= 0, c− 1 6= 0, c2 − c+ 1 6= 0, d3 − 1 6= 0.
We note that E(n,Dτ ) is perfect (also St(n,Dτ )) since
xβ(f) = [hβ(a), xβ(bf)],
where β ∈ ∆, f ∈ Dτ . Let φ∗ : E∗ → E(n,Dτ ) be any central extension, and
set
M(z) = {z∗ ∈ E∗|φ∗(z∗) = z}
for z ∈ E(n,Dτ ). Then we define
x∗β(f) = [h
∗, x∗]
for h∗ ∈ M(hβ(a)) and x∗ ∈ M(xβ(bf)). We see this is well-defined from the
following lemma, which is called “central trick”.
Lemma 4 Let ψ : K → G be a central extension. Then for X,X ′, Y, Y ′ ∈ K,
we obtain that ψ(X) = ψ(X ′) and ψ(Y ) = ψ(Y ′) imply [X,Y ] = [X ′, Y ′].
Proof: This holds by direct calculation. 
For u ∈ Dτ we put
w∗β(u) = x
∗
β(u)x
∗
β(−u
−1)x∗β(u),
h∗β(u) = w
∗
β(u)w
∗
β(−1).
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Lemma 5 Let β ∈ ∆, f ∈ Dτ and u ∈ D×τ . Then the following equations hold.
(1) w∗β(u)x
∗
β(f)w
∗
β(u)
−1 = x∗−β(−u
−1fu−1)
(2) h∗β(u)x
∗
β(f)h
∗
β(u)
−1 = x∗β(ufu)
Proof:
(1) w∗β(u)x
∗
β(f)w
∗
β(u)
−1 = w∗β(u)[h
∗
β(a), x
∗
β(bf)]w
∗
β(u)
−1
= [w∗β(u)h
∗
β(a)w
∗
β(u)
−1, w∗β(u)x
∗
β(bf)w
∗
β(u)
−1]
= [h∗−β(a), x
∗
−β(−bu
−1fu−1)] (by central trick)
= x∗−β(−u
−1fu−1).
(2) h∗β(u)x
∗
β(f)h
∗
β(u)
−1 = h∗β(u)[h
∗
β(a), x
∗
β(bf)]h
∗
β(u)
−1
= [h∗β(u)h
∗
β(a)h
∗
β(u)
−1, h∗β(u)x
∗
β(bf)h
∗
β(u)
−1]
= [h∗β(a), x
∗
β(bufu)] (by central trick)
= x∗β(ufu). 
We now define πβ,γ(f, g) for β, γ ∈ ∆ and f, g ∈ Dτ by
πβ,γ(f, g) =


[x∗β(f), x
∗
γ(g)]x
∗
β+γ(fg)
−1 if j = k,
[x∗β(f), x
∗
γ(g)]x
∗
β+γ(−gf)
−1 if i = l,
[x∗β(f), x
∗
γ(g)] otherwise,
where β = ǫi − ǫj , γ = ǫk − ǫl, i 6= j and k 6= l. We note πβ,γ(f, g) is central in
E∗. Then we can show the following (cf.[9]).
Lemma 6 Let β = ǫi − ǫj, γ = ǫk − ǫl ∈ ∆ and f, f ′, g, g′ ∈ Dτ . Then
(1) πβ,γ(f + f
′, g) = πβ,γ(f, g)πβ,γ(f
′, g),
(2) πβ,γ(f, g + g
′) = πβ,γ(f, g)πβ,γ(f, g
′),
(3) πβ,γ(f, g) = 1,
(4) x∗β(f)x
∗
β(g) = x
∗
β(f + g).
Proof: We will prove this lemma dividing into the three steps: we first check
(1), (2) and (3) only for j 6= k and i 6= l, and then show that (4) holds for all
β ∈ ∆, f, g ∈ Dτ . Finally, we check (1), (2) and (3) for the others.
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Step 1. Let j 6= k, i 6= l. Then, by definition of πβ,γ(f, g),
πβ,γ(f + f
′, g) = [x∗β(f + f
′), x∗γ(g)]
= [x∗β(f)x
∗
β(f
′), x∗γ(g)]
= x∗β(f)x
∗
β(f
′)x∗γ(g)x
∗
β(f
′)−1x∗β(f)
−1x∗γ(g)
−1
= x∗β(f)πβ,γ(f
′, g)x∗γ(g)x
∗
β(f)
−1x∗γ(g)
−1
= πβ,γ(f, g)πβ,γ(f
′, g).
πβ,γ(f, g + g
′) = [x∗β(f), x
∗
γ(g + g
′)]
= [x∗β(f), x
∗
γ(g)x
∗
γ(g
′)]
= x∗β(f)x
∗
γ(g)x
∗
γ(g
′)x∗β(f)
−1x∗γ(g
′)−1x∗γ(g)
−1
= x∗β(f)x
∗
γ(g)x
∗
β(f)
−1πβ,γ(f, g
′)x∗γ(g)
−1
= πβ,γ(f, g)πβ,γ(f, g
′).
If i 6= k and j 6= l, then
πβ,γ(bf, g) = h
∗
β(a)πβ,γ(bf, g)h
∗
β(a)
−1
= [h∗β(a)x
∗
β(bf)h
∗
β(a)
−1, h∗β(a)x
∗
γ(g)h
∗
β(a)
−1]
= [x∗β(a
2bf), x∗γ(g)] (by central trick and (R4))
= πβ,γ(a
2bf, g)
and
πβ,γ(f, g) = πβ,γ(a
2bf − bf, g)
= [x∗β(a
2bf)x∗β(bf)
−1, x∗γ(g)]
= x∗β(a
2bf)x∗β(bf)
−1πβ,γ(bf, g)
−1x∗β(bf)x
∗
γ(g)x
∗
β(a
2bf)−1x∗γ(g)
−1
= πβ,γ(a
2bf, g)πβ,γ(bf, g)
−1,
so we obtain πβ,γ(f, g) = 1.
If i = k and j 6= l, then
πβ,γ(f, g) = h
∗
β(d)πβ,γ(f, g)h
∗
β(d)
−1
= πβ,γ(d
2f, dg) (by central trick and (R4))
and
πβ,γ(f, g) = h
∗
β−γ(d)πβ,γ(f, g)h
∗
β−γ(d)
−1
= πβ,γ(df, d
−1g) (by central trick and (R4)),
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so we obtain πβ,γ(f, g) = πβ,γ(d
2f, dg) = πβ,γ(d
3f, g), hence πβ,γ((d
3−1)f, g) =
1. Therefore πβ,γ(f, g) = 1.
If i 6= k and j = l, then using the same way as the previous case, we see
πβ,γ((d
3 − 1)f, g) = 1.
Hence πβ,γ(f, g) = 1.
If i = k and j = l, then
πβ,β(f, g) = h
∗
β(c)πβ,β(f, g)h
∗
β(c)
−1 = [x∗β(c
2f), x∗β(c
2g)] = πβ,β(c
2f, c2g),
so we see
πβ,γ(f, g) = πβ,γ(cf + (1− c)f, g)
= πβ,γ(cf, g)πβ,γ((1− c)f, g)
= πβ,γ(f, g/c)πβ,γ(f, g/(1− c))
= πβ,γ(f, g/c+ g/(1− c))
= πβ,γ(f, g/c(1− c))
= πβ,γ(c(1− c)f, g),
hence πβ,γ((c
2−c+1)f, g) = 1. Therefore we obtain πβ,γ(f, g) = 1, in particular,
x∗β(f)x
∗
β(g) = x
∗
β(g)x
∗
β(f)
for all f, g ∈ Dτ .
Step 2. We now put (f, g) = x∗β(f)x
∗
β(g)x
∗
β(f + g)
−1. Then, by Step 1,
(bf, bg) = h∗β(a)(bf, bg)h
∗
β(a)
−1
= h∗β(a)x
∗
β(bf)x
∗
β(bg)x
∗
β(b(f + g))
−1h∗β(a)
−1
= [h∗β(a), x
∗
β(bf)]x
∗
β(bf)h
∗
β(a)x
∗
β(bg)x
∗
β(b(f + g))
−1h∗β(a)
−1
= [h∗β(a), x
∗
β(bf)]x
∗
β(bf)[h
∗
β(a), x
∗
β(bg)]x
∗
β(bg)
· [h∗β(a), x
∗
β(b(f + g))
−1]x∗β(b(f + g))
−1
= x∗β(f)x
∗
β(bf)x
∗
β(g)x
∗
β(bg)x
∗
β(f + g)
−1x∗β(b(f + g))
−1
= (f, g)(bf, bg).
Thus (f, g) = 1 for all f, g ∈ Dτ , hence x∗β(f)x
∗
β(g) = x
∗
β(f + g).
Step 3. Let j = k. Then, by Step 1 and Step 2,
πβ,γ(f + f
′, g) = [x∗β(f + f
′), x∗γ(g)]x
∗
β+γ(−(f + f
′)g)
= x∗β(f)x
∗
β(f
′)x∗γ(g)x
∗
β(−f
′)x∗β(−f)x
∗
γ(−g)x
∗
β+γ(−fg)x
∗
β+γ(−f
′g)
= x∗β(f)[x
∗
β(f
′), x∗γ(g)]x
∗
γ(g)x
∗
β(−f)x
∗
γ(−g)x
∗
β+γ(−fg)x
∗
β+γ(−f
′g)
= x∗β(f)πβ,γ(f
′, g)x∗β+γ(f
′g)x∗β(−f)πβ,γ(f, g)x
∗
β+γ(−f
′g)
= πβ,γ(f, g)πβ,γ(f
′, g)
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and we similarly obtain
πβ,γ(f, g + g
′) = [x∗β(f), x
∗
γ(g + g
′)]x∗β+γ(−f(g + g
′))
= x∗β(f)x
∗
γ(g)x
∗
γ(g
′)x∗β(−f)x
∗
γ(−g
′)x∗γ(−g)x
∗
β+γ(−fg)x
∗
β+γ(−fg
′)
= x∗β(f)x
∗
γ(g
′)x∗β(−f)[x
∗
β(f), x
∗
γ(g)]x
∗
γ(−g
′)x∗β+γ(−fg)x
∗
β+γ(−fg
′)
= πβ,γ(f, g
′)x∗β+γ(fg
′)πβ,γ(f, g)x
∗
γ(−g)x
∗
β+γ(−fg)x
∗
β+γ(−fg
′)
= πβ,γ(f, g)πβ,γ(f, g
′).
Also, we see
πβ,γ(f, g) = h
∗
β(d)πβ,γ(f, g)h
∗
β(d)
−1
= h∗β(d)[x
∗
β(f), x
∗
γ(g)]x
∗
β+γ(−fg)h
∗
β(d)
−1
= [x∗β(d
2f), x∗γ(d
−1g)]x∗β+γ(−dfg)
= πβ,γ(d
2f, d−1g)
and
πβ,γ(f, g) = h
∗
β+γ(d)πβ,γ(f, g)h
∗
β+γ(d)
−1
= [x∗β(df), x
∗
γ(dg)]x
∗
β+γ(−d
2fg)
= πβ,γ(df, dg).
Therefore we obtain πβ,γ((d
3 − 1)f, g) = 1, in particular, πβ,γ(f, g) = 1.
Let i = l. Then, using the similar way to the case j = k, we obtain
πβ,γ(f + f
′, g) = πβ,γ(f, g)πβ,γ(f
′, g),
πβ,γ(f, g + g
′) = πβ,γ(f, g)πβ,γ(f, g
′),
πβ,γ(f, g) = 1. 
From the above, we have the following (cf. [7, p.51]).
Theorem 5 If |Z(D)| ≥ 5 and |Z(D)| 6= 9, then φ is a universal central exten-
sion of E(n,Dτ ).
Proof: For any central extension φ∗, we can construct x∗β(f) for all β ∈
Φ and f ∈ Dτ as above. Then the relations give us a homomorphism φˆ∗ :
St(n,Dτ )→ E∗ defined by φˆ∗(eβ(f)) = x∗β(f). Thus we obtain φ = φ
∗ ◦ φˆ∗. 
Remark 1 If the cardinality of Z(D) is less than 5 or is 9, then there exist
counter examples which are written in [9].
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Remark 2 Let F be any field and xi (i ∈ Z) be countable indeterminates. We
put
K = F (xi)i∈Z =
{
f(xi1 , · · · , xir )
g(xj1 , . . . , xjs)
∣∣∣∣∣ f, g ∈ F [xi]i∈Z
}
.
We define an automorphism τ of K to be τ(xi) = xi+1. Furthermore let t
be a new indeterminate, and put
D = K((t)) =
{ ∑
−∞<<k<∞
akt
k
∣∣∣∣∣ ak ∈ K
}
.
Then, D can be viewed as a division ring, whose product is given by(∑
k
akt
k
)(∑
l
blt
l
)
=
∑
m
( ∑
k+l=m
akτ
k(bl)
)
tm.
In particular, for any field F there exists a division ring D such that Z(D) = F .
6 K1-groups
As a subgroup of GL(n,Dτ ), if we put H = {diag(u1, . . . , un)|ui ∈ D×τ }, then
GL(n,Dτ ) = 〈E(n,Dτ ), H〉 since Dτ is a euclidean ring (cf. [6],[8] Proposition
1.1.2). Put H1 = {diag(u, 1, . . . , 1)|u ∈ D×τ }, and we have
GL(n,Dτ ) = 〈E(n,Dτ ), H〉
= 〈E(n,Dτ ), H1〉
⊲ E(n,Dτ ).
Define our K1-group by K1(n,Dτ ) = GL(n,Dτ )/E(n,Dτ ) (cf. [4]). Then, we
have
K1(n,Dτ ) = GL(n,Dτ )/E(n,Dτ ) ∼= H1/(E(n,Dτ ) ∩H1).
In the following we will discuss the subgroup E(n,Dτ ) ∩H1.
Since E(n,Dτ ) has a Bruhat decomposition, we consider BwB ∩H1. From
Proposition 1, there exist w˙ ∈W and h = diag(tm1 , . . . , tmn) such that w = w˙h,
where mi ∈ Z with m1 + · · ·+mn = 0, and then
BwB ∩H1 = UT0wT0U ∩H1 = Uw˙hT0U ∩H1.
If we set
D≥0τ = D[t] and D
>0
τ = D[t]t,
then we see
U ⊂


1 +D>0τ D
≥0
τ · · · D
≥0
τ
D>0τ 1 +D
>0
τ
...
...
. . . D≥0τ
D>0τ · · · D
>0
τ 1 +D
>0
τ

 .
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Suppose BwB ∩H1 6= ∅. Then
BwB ∩H1 6= ∅ ⇒ Uw˙hT0U ∩H1 6= ∅
⇒ U ∩H1UT0h
−1w˙−1 6= ∅.
Therefore we can take d ∈ H1 of degree m, x+ ∈ U and h0 = diag(u1, . . . , un) ∈
T0 satisfying x = dx+h0h
−1w˙−1 ∈ U . Then we see
x ∈


tm−m1(1 +D>0τ ) t
m−m2D≥0τ · · · t
m−mnD≥0τ
t−m1D>0τ t
−m2(1 +D>0τ ) · · · t
−mnD≥0τ
...
...
. . .
...
t−m1D>0τ t
−m2D>0τ · · · t
−mn(1 +D>0τ )

 w˙−1.
If mi > 0 for some 2 ≤ i ≤ n, then x has an entry with a negative power of
t in a diagonal part. This is a contradiction, hence mi ≤ 0 for all 2 ≤ i ≤ n.
In particular we obtain m1 ≥ 0 from m1 + · · · +mn = 0. Suppose that w˙−1 is
a permutation sending jth column to the 1st one for some 2 ≤ j ≤ n. Then
2 ≤ w˙−1(k) ≤ n for all 2 ≤ k ≤ n without k = j. If w˙−1(i1) > w˙−1(i2)
for 2 ≤ i1 < i2 ≤ n except j, then we see t−mi1D>0τ ∩ D
≥0
τ = ∅. This is a
contradiction. Thus, we obtain w˙−1(k) = k for such k.
Hence, it suffices to check the two cases: When w˙−1 is a transposition of the
1st column and the jth column, and when w˙−1 is an identity. Suppose that w˙−1
is a transposition (1, j). Then we have tm−m1(1 +D>0τ ) ∩D
≥0
τ 6= ∅, and which
implies n −m1 ≥ 0. On the other hand, we see tm−mjD≥0τ ∩ (1 + D
>0
τ ) 6= ∅,
and which implies m−mj ≤ 0. If we consider m1 +mj = 0, we obtain
0 ≤ −mj ≤ m ≤ mj ≤ 0,
hence, m = m1 = mj = 0. However, the 1st column cannot be going to the jth
column from the fact (1 +D>0τ ) ∩D
>0
τ = ∅. Therefore w˙ = 1.
Thus, we obtain
E(n,Dτ ) ∩H1 = B ∩H1 = (U ⋊ T0) ∩H1
= T0 ∩H1
⊂ T ∩H1.
In the following, for β = ǫi − ǫj we denote the element hβ(s) in T by hij(s).
From the definition of T and the relation hij(s) = h1j(s)h1i(s
−1), we find that
T is generated by h1j(s) for all 2 ≤ j ≤ n and s ∈ D×τ . Thus every element h
in T ∩H1 can be of the form
h = h1,l1(s1)h1,l2(s2) · · ·h1,lk(sk),
where 2 ≤ l1, . . . , lk ≤ n and si ∈ D×τ . Here, we put Ij = {i|li = j} for
2 ≤ j ≤ n. Then we see {l1, . . . , lk} = I2 ∪ I3 ∪ · · · ∪ In. Using this notation we
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find
h =


∏k
i=1 si 0 · · · 0
0
∏
i∈I2
s−1i 0
...
. . .
0 0
∏
i∈In
s−1i

 ,
where
∏
i∈Ij
s−1i = 1 for all 2 ≤ j ≤ n. Therefore, if we put s =
∏k
i=1 si, we can
rewrite s as
s = s1 · · · sk = s1 · · · sks
−1
i1
. . . s−1ik ,
where {i1 . . . , ik} = {2, . . . , n}. If ir = 1, then putting v1 = s2 · · · sks
−1
i1
· · · s−1ir−1
we have
s = [s1, v1]v1s1s
−1
ir
· · · s−1ik
= [s1, v1]v1s
−1
ir+1
· · · s−1ik
= [s1, v1]s2 · · · sks
−1
i1
· · · s−1ir−1s
−1
ir+1
· · · s−1ik .
If ir′ = 2, then putting v2 = s3 · · · sks
−1
i1
· · · s−1ir′−1 we also have
s = [s1, v1][s2, v2]s3 · · · sks
−1
i1
· · · s−1ir′−1s
−1
ir′+1
· · · s−1ir−1s
−1
ir+1
· · · s−1ik .
Repeating this operation, we finally reach
s = [s1, v1][s2, v2] · · · [sk, vk].
Thus, we obtain
T ∩H1 ⊂


[D×τ , D
×
τ ] 0 · · · 0
0 1 0
...
. . .
0 0 1

 .
On the other hand, we see

[u, v] 0 · · · 0
0 1 0
...
. . .
0 0 1

 = h12(u)h12(v)h12(u−1v−1),
where u, v ∈ D×τ . We see deg([u, v]) = 0, hence,

[D×τ , D
×
τ ] 0 · · · 0
0 1 0
...
. . .
0 0 1

 ⊂ T0 ∩H1.
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These deduce
E(n,Dτ ) ∩H1 =


[D×τ , D
×
τ ] 0 · · · 0
0 1 0
...
. . .
0 0 1

 .
Therefore we obtain the following theorem.
Theorem 6 Notation is as above. Then, we have
K1(n,Dτ ) ∼= D
×
τ /[D
×
τ , D
×
τ ]. 
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