Three-dimensional surveys and inversion models are required to accurately resolve structures in areas with very complex geology where 2-D models might suffer from artifacts. Many 3-D surveys use a survey grid where the number of electrodes along one direction (x) is much greater than in the perpendicular direction (y). Frequently, due to limitations in the number of independent electrodes in the multi-electrode system, the surveys use a roll-along system with a small number of parallel survey lines aligned along the xdirection. The 'Compare R' array optimization method previously used for 2-D surveys is adapted for such 3-D surveys. Offset versions of the inline arrays used in 2-D surveys are included in the number of possible arrays (the comprehensive data set) to improve the sensitivity to structures in between the lines. By using PCs with modern graphics cards incorporating a fast Graphics Processing Unit (GPU) and using an improved single-precision 'Compare R' algorithm, the 3-D optimized arrays can be calculated within a reasonable time despite the comprehensive data set possibly have millions of arrays. A comparison with data sets using inline measurements made using conventional arrays show that structures located between the lines are much better resolved with the optimized arrays.
Introduction
Within the last 20 years, 2-D resistivity surveys have emerged as one of the main tools to map areas with moderately complex geology (Auken et al., 2006) . However, in areas with very complex geology, the models obtained from 2-D surveys can suffer from artifacts due to off-line structures. For such problems, 3-D surveys using a rectangular grid of electrodes provide the best solution (Gharibi and Bentley, 2005; Chambers et al., 2006) . In recent years, there has been significant progress in algorithms to automatically determine optimized arrays that will maximize the subsurface resolution of data from 2-D surveys (Wilkinson et al., 2012) . The 'Compare R' method that directly calculates the model resolution proved to be the best method (Wilkinson et al., 2006) . A fast version of this method using the microcomputer Graphics Processing Unit (GPU) was implemented by Loke et al. (2010) . However, 3-D surveys present new challenges due to the large number of possible arrays that can run into millions. To meet this challenge, a combination of improvements in the software algorithm, GPU hardware and innovative measurement techniques is used.
Method (a)
An improvement to the 'Compare R' method The smoothness-constrained least-squares optimization method is frequently used for 2-D and 3-D inversion of resistivity data (Loke et al., 2003) . The linearized least-squares equation that gives the relationship between the model parameters (r) and the data misfit (g) is given below.
 
The Jacobian matrix G contains the sensitivities of the (logarithms of the) apparent resistivities with respect to the model resistivity values, C contains the roughness filter constraint and  is a damping factor. The model resolution matrix R (Loke et al., 2010 ) is given by
The main diagonal elements of R give the model cells resolutions. The 'Compare R' method attempts to determine the set of arrays that maximizes the average resolution value for a homogeneous earth model. For a system with N electrodes, there are N(N-1)(N-2)(N-3)/8 independent four-electrode configurations. To reduce the number of possible arrays, arrays with the Wenner- type configuration and those large geometric factors are excluded (Stummer et al., 2004) . A local optimization procedure is used to select a subset of the viable configurations (the comprehensive data set) that will maximize the model resolution. A small base data set consisting of the dipole-dipole configurations with an 'a' spacing of 1 unit and 'n' values of 1 to 8 is initially selected. The change in the model resolution matrix R for each new array added to the base set is calculated. A specified number of configurations that give the largest increases in the model resolution is then added to the base set. This is repeated until the desired number of optimized array configurations is selected. The following formula is used to calculate the change in the resolution matrix ΔR when a new array is added to the base set.
, where y=Az, z=Bg and  = g.z.
(3) Loke et al. (2010) showed that carrying out the calculations using single-precision mathematics is about twice as fast as using double-precision. However, there was a small difference in the results (of less than 5%) obtained using single and double precision mathematics. In this paper, a small modification is made to the method used to calculate elements of the A matrix to greatly reduce the difference. The A matrix elements are calculated using the following relationship.
Each element is the sum of n values from the product of the Jacobian matrix elements. As n can be large, particularly for the comprehensive data set, it is calculated using double precision to reduce round-off errors. The elements are of the A matrix (stored in double precision) are used to calculate the model resolution in equation (2). However it leads to a small inconsistency if the calculation of R is carried out in single precision. To remove this inconsistency, the elements of the A matrix are Near Surface Geoscience 2013 -19 th European Meeting of Environmental and Engineering Geophysics Bochum, Germany, 9-11 September 2013 rounded down to single precision before calculating R. With this modification, the optimized arrays calculated using single precision are almost identical to those obtained using double precision. (b) Improvements in GPU hardware A very efficient method to calculate ΔR simultaneously for a large number of test arrays using the GPU is described in (Loke et al., 2010) . It was found that a major computational speed limitation was the rate at which data can be transferred between the main computer memory (RAM) and the graphics card memory (VRAM). One recent development is the PCI-E 3.0 graphics card bus system that is twice as fast as the older PCI-E 2.0 system. To illustrate the speed improvement, calculations were carried out on two PCs for optimized arrays for 2-D surveys lines ranging from 80 to 120 electrodes. The first PC has a Nvidia 560GTX PCI-E 2.0 graphics card, while the second has a Nvidia 670GTX PCI-E 3.0 graphics card. The newer graphics card system reduces the calculation time by about 40% ( Table 1) .
(c)
Creating the comprehensive data set for 3-D surveys The time taken by the 'Compare R' method is proportional to the number of arrays in the comprehensive data set (n c ). As n c is proportional to the fourth power of the number of electrode positions, it would appear that the 'Compare R' method is impractical for 3-D survey grids. However, many 3-D surveys use an arrangement where the number of electrodes along one ('x') direction is much larger than in the perpendicular ('y') direction. One example is shown in Figure 1 with 3 cables with 21 electrodes each (Dahlin et al., 2002) . A larger area can be surveyed by moving the setup in the y direction using a roll-along method, such as the 21 by 17 survey grid used by Dahlin et al. (2002) . Although the final survey grid has 357 electrodes, not all possible combinations of the electrodes can be used. The method used to generate the comprehensive data set for 2-D survey lines is modified for such an arrangement with several parallel lines. The comprehensive data set consists of arrays with the alpha and beta configurations, such as those shown in Figures 2a and 2f . For a given number of electrode positions along a survey line, all viable inline alpha and beta configurations can be easily generated. In addition to the inline array, an offset version of the array where the potential electrodes are shifted to the next line is also generated (Figure 2b) . A similar double offset version of the array is also generated (Figure 2c ). Figure 2d shows another possible variation where the electrodes are distributed on three different lines. Similarly for each inline beta array, offset versions (Figures 2g,h,i) versions are also generated. The same selected maximum geometric factor is used to select the viable offset arrays. The rationale for using the offset versions of the inline arrays is illustrated in Figure 3 in the form of the sensitivity patterns at a horizontal plane at a depth of 0.1 m. The highest positive and negative sensitivity values for the inline alpha array (Figure 3a) are concentrated near the array axis, and does not extend more than 1 meter in the y direction from the array axis. The sensitivity pattern for the alpha array with the single offset potential electrodes ( Figure  3b) shows much larger sensitivity values in the region between the two lines. Extending the offset to 2 meters increases the areas with the large sensitivity values between the y=0 and y=2 lines (Figure 3c ). The triple line alpha array configuration (Figure 3d ) has a similar sensitivity pattern to the inline array except the pattern is orientated in a diagonal direction between the lines. The different offset versions of the beta array configuration (Figure 3g,h,i) show a similar pattern with larger sensitivity values between the lines. For survey systems where the electrodes in 4 different lines can be used at the same time, a 'quadruple line' array type is included in the comprehensive data set (Figures 2e and 2j ). These configurations (Figures 3e,j) have high sensitivity values in a diagonal pattern between the 4 lines.
Results
We present the results for a synthetic test model. The model consists of three rectangular blocks with resistivity of 1000 ohm.m at different depths embedded in a homogeneous medium of 100 ohm.m (Figure 4) . The survey grid consists of 8 lines with 21 electrodes each. The inline electrode spacing is 1 meter while the distance between the lines is 2 meters. We first calculate the apparent resistivity values for the inline Wenner-Schlumberger and dipole-dipole arrays where the geometric factor is less than 2262 m. The second data set was created by the 'Compare R' array optimization method. Voltage dependent Gaussian random noise (Zhou and Dahlin, 2003) with an amplitude of 1 milli-ohm was added to the resistance values before they were converted into apparent resistivity values. The L1-norm method was used for both the data misfit and model roughness (Loke et al., 2003) inversion of this data. The L-curve method was used to estimate the optimum inversion damping factor. Figure 4 shows the inversion models for the conventional arrays (with 3152 data points) and the optimized data (3154 data points) sets. The optimized data set has slightly more points to maintain symmetry in the array configurations used. The top two blocks are poorly resolved by the conventional arrays data set (Figure 4a ) compared to the optimized data set (Figure 4b ). The width of the topmost block anomaly (Figure 4a ) is twice the actual size while its maximum resistivity is less than 240 ohm.m. In comparison, the optimized arrays inversion model has a maximum resistivity of about 640 ohm.m (Figure 4b ) and the correct width. The poor performance of the conventional arrays data set is due to the poor sensitivity in the region between the lines (Figures 3a,f) of the inline arrays. The offset arrays included in the optimized data set have much higher sensitivities in this region. The optimized arrays also achieve significantly higher resistivity values at the locations of the second and the third blocks. Note that although the data misfit for the optimized data set (0.66%) is slightly higher than that for the conventional data set (0.34%) due to the higher average geometric factor of the optimized arrays, the model resolution is better.
Conclusions
We show that by combining improvements to the software algorithm, new GPU hardware and an innovative method to generate the arrays in the comprehensive data set, the 'Compare R" method can be used to generate optimized arrays for 3-D surveys that perform better than conventional arrays. 
