A single-facility multi-product production planning model with time-variant capacity constraints is analyzed, in which known demands must be satisfied. In the model, in every production period the single facility produces a fixed number of distinct products each taking a prespecifIed part of the involved production activity (or input resource quantity). Concave production and inventory costs are assumed. Both the cases of nonbacklogging and backlogging are considered, and piecewise concave inventory costs are assumed for the case of backlogging.
Introduction
Wagner and Whitin [6] have analyzed a single-product single-facility production and inventory problem under the assumptions that demands for the products were known, and that the production and inventory cost functions were concave over a finite planning horizon of N periods. Zangwill [7] has considered a similar problem where backlogging is allowed. Florian and Klein [2] have also studied the problem under the assumption that there are perioddependent capacity-limits. They devised a dynamic programming, shortest-path algorithm only for the case of constant capacity. Love [4] has considered a somewhat more general model than that of Florian and Klein [2] . Recently, Sung [5] studied a single·-facility multi-product problem, for which no capacity constraint was involved.
In this paper, we consider a production planning model for a singlefacility multi-product problem with dynamic capacity constraints, where a single input resource is employed. In every production period, the facility manufactures a number of products each taking a fixed part of the involved 232 © 1986 The Operations Research Society of Japan production activity to satisfy its own known demands. The finite planning horizon is N periods.
Such a problem frequently occurs in two functionally-distinctive classes of manufacturing industries; one in the chemical industry and the other one in the machinery industry. Each of these cases is described in more detail.
In the first case, the involved input resource contains various components in a fixed quantity proportion which are distinctively converted into their corresponding commercial products in the fixed proportion. Therefore, all the products are distinctively variant in both quality and quantity. As an example, an oil refinery problem can be considered, where each unit of crude oil is refined to produce two distinctive products, say gasoline and a fine chemical resource, in the fixed quantity ratios, of a 1 >O and a 2 >O, respectively. As another example, consider a production system, for which each operation generates by-product in a fixed ratio, say a. In the other case, the employed facility (plant) with a certain number of distinctive suboperation lines attached operates to supply a resource (fixed) simultaneously to all the attached lines, each of which generates its own commercial products. Therefore, all the products are in the same quality but their quantities are distinctively dependent on the capacities (fixed) of the involved sub-operation lines. As an example, a steel processing system can be considered, where each unit of steel is processed to produce nail and wire simultaneously in a prespecified weight proportion.
We will analyze two cases, nonbacklogging and backlogging cases. In nonbacklogging case, both the production and inventory costs are assumed concave, while in the back logging case piecewise concave inventory costs are considered.
According to Florian, Lenstra and Rinnooy Kan [3] the problem that we consider here is NP-complete, making it doubtful that any good algorithm (in the worst case sense) exists. Baker, Dixon, Magazine and Silver [1] have exploited the special structure of the capacitated single-product singlefacility problem without backlogging to develop an optimal tree-search procedure more efficient than the usual dynamic programming approach.
The objective of this paper is to find a useful characterization of optimal plans. In both the nonbacklogging and backlogging cases, solutions consist of independent subplans, called "at-most-one partial sequence", in which each positive production level is at capacity, except for at most one period. Also, the inventory level is nonzero in every period except the last. This characterization is to be further specified in terms of the computational load reduction, so that the usual combinatorial approaches can be more efficiently applied for a solution search. Then, it is shown how the tree search procedure of Baker et al. [1] can be directly applied to our nonbacklogging case.
Model Formulation without Backlogging
Consider a M-product problem with each product i, (i=1,2, ... , M), taking a. > 0 of the production amount in every period. That is, the amount produced The problem is then to minimize th'= total costs of production and inventory, say To constraints of problem (A) define a closed bounded convex set. Since Z is concave, it attains its minimum at an extreme point of this set. Let D be the set of all extreme points of the solution set. A characterization of D will be made in the next section, which will facilitate finding an optimal production plan.
Characterization of Extreme Points
Let us introduce the concept of an "at-Ieast-one exact requirement" sequence that will form the basis for our characterization of D.
Definition. Period n is called an "at-least-one exact requirement point"
.. ,M}, and a production sequence (x 1
is called an "at-Ieast-one exact requirement" sequence if for every n(l~ll~N) n such that I .=0 for some id 1, Z, ..
Further, let L be called a "production sequence", which 
. mn Clearly, any feasible production plan can be decomposed into one or more production sequences, and since 10 = 0 = IN' at least one production sequence LON exists. Furthermore, all at-least-one exact requirement points of a feasible production plan X are shared by two other distinctive feasible plans which are specified in Lemma 1. Proof: Suppose that period s is any at-least-one exact requirement point of X and that the demand for product i is exactly satisfied in period share the at-least-one exact requirement point s. Otherwise, one of them is negative, and the associated plan is not feasible. This completes the proof. Now let us introduce a production sequence that will form the basis for our characterization of D. Denote by rr(m,n) the number of partial (positive but less than capacity) production periods between the two successive atleast-one exact requirement points m and n.
Definition. A production sequence L* is "at-most-one partial sequence" mn if the production level in at most one period d, (m+1~d~), is partial and all other production levels are either zero or at their capacities, i.e., This completes the proof.
L* mn
Theorem implies that the set, D, of the extreme points is identified with all the feasible solutions each consisting only of at-most-one partial sequences. Therefore, one of these feasible solutions has the minimum cost.
This is an optimal solution.
An Algorithm
Based on the results of Theorem 1, we devise a dynamic programming, shortest path algorithm similar to that of Florian and Klein [2] . It will be used in section 5 for the backlogging case. However, for large problems (i.e., N or M is large) the algorithm may be slow. In fact, according to
Florian et al. [3] , the problem considered here is in the class of NP-complete problems. Therefore, we will adapt the empirical, tree-search algorithm studied by Baker et al. [1] , which is for problems with constant production and inventory costs.
Baker et al. [1] have shown that in seeking an optimal solution to the single-product single-facility problem with capacity constraints it suffices to consider only plans in which the last production quantity is equal to capacity or to demand for the periods remaining in the problem. Similarly, we have the next Theorem (which can easily be proved by contradiction).
Theorem 2 (a) . If (xl' . .. ,xN) represents an optimal plan, then for every product k "I (k)=O" is required, so that it remains to determine the optimal t-1 plan for reaching period (t-l) with the final inventory level of "r(j) 
Production Planning with Backlogging
The model described in section 2 may be extended so that backlogging is permitted. We shall assume as in Zangwill [7] With backlogging, we assume that for each product j a penalty cost is charged on the amount backlogged in any period and the cost is concave, so that the total inventory cost is piecewise concave.
Although the objective function of (A) is piecewise concave rather than concave, all of the results obtained for the nonbacklogging case hold. Since the arguments are, with slight modifications, the same as for the nonbacklogging problems, we shall. not repeat them in detail.
Following Zangwill [7] , the set of all feasible solutions can be parti- Each sequence Q*nm is a subset of a feasible production vector X which satisfies the constraints of the extended problem, and it has at most one positive production at a level less than capacity and all other productions either at capacity or zero. This implies that the production sequence Q*nm results in the total quantity Q(n)-Q(m) , where Q(t) ({L(t), LS(t)} for each t(t=m,n) ,
Theorem 3. A feasible production plan X consists only of production
Proof: The proof can be completed easily by following the proof steps In fact, each d mn value can be computed by a tree-search procedure.
The result of Theorem 3 imply that given an optimal production plan over 
The recursion (5) indicates that the minimum cost for the first n periods comprises all the production and inventory costs over periods m+l •... ,n and the cost of adapting an otpimal policy over periods ° through m taken by themselves. Theorem 3 guarantees that at period n we shall find an otpimal plan of this type.
As discussed above, d
values needed for the dynamic programming recurmn sion (5) are associated with optimal at-most-one partial sequences Q* . mn However. finding optimal Q* 's is, in general, a tedious combinational mn problem.
We now illustrate the. algorithm with a 2-product 4-period problem having the production ratios of "02:02 = 2:3", and the associated backlog periods of "13 1 =1 and 13 2 =1". The production and inventory cost functions are given as follows: Thus, the sub-plan sequence (Q*03' Q*34) is identified as the optimal plan, for which X=(20, 0, 40/3, 50/3) and the associated total cost is 595.
Concluding Remarks
In this paper, we have found a useful description of the structure of optimal plans which consist of independent subplans. In each subplan, the positive production level is at capacity, except for at most one period in which it is less than capacity. This characterization has been shown to hold both for the model with nonbacklogging and for the case with backlogging. For problems where back logging is allowed, the characterization may be used to find an optimal solution efficiently for small problems.
We conclude that the results of this paper can be useful for a variety of managerial problems (e.g., system design, production planning, cash-flow control, etc.) with capacity constraints in manufacturing (or service)
industries, for which whenever a managerial decision on a single resource is implemented, a number of outcomes (products) are generated.
