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a b s t r a c t
Given a connected undirected graph, we associate a simplex with it such that two graphs
are isomorphic if and only if their corresponding simplices are congruent under an
isometric map. In the first part of the paper, we study the effectiveness of a dimensionality
reduction approach to Graph Automorphism. More precisely, we show that orthogonal
projections of the simplex onto a lower dimensional space preserves an automorphism if
and only if the space is an invariant subspace of the automorphism. This insight motivates
the study of invariant subspaces of an automorphism. We show the existence of some
interesting (possibly lower dimensional) invariant subspaces of an automorphism. As an
application of the correspondence between a graph and its simplex, we show that there
are roughly a quadratic number of invariants that uniquely characterize a connected
undirected graph up to isomorphism.
In the second part, we present an exponential sum formula for counting the number of
automorphisms of a graph and study the computation of this formula. As an application,
we show that for a fixed prime p and any graph G, we can count, modulo p, the number of
permutations that violate a multiple of p edges in G in polynomial time.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The graph isomorphism problem is to decide whether two graphs are isomorphic or not. It is a standard example of
a problem that is neither known to be NP-hard nor is known to have a polynomial time algorithm. On the other hand,
several special cases of this problem such as testing isomorphism of planar graphs, graphs with bounded degree, graphs
with bounded eigenvalue multiplicity are known to be solvable in polynomial time. For a nice introduction to the graph
isomorphism problem and the different approaches to it, see [15].
In the first part of the paper, weworkwith a geometric formulation of the problem.More precisely, with every undirected
graphwe associate a simplex such that two graphs are isomorphic if and only if their corresponding simplices are congruent
to each other; by congruence of simplices we mean that there exists an isometric map that takes one simplex to another.
This reduction gives us ameans to apply techniques from higher-dimensional geometry to the graph isomorphism problem.
In particular, we study the feasibility of applying dimensionality reduction techniques to the problem of deciding whether
a graph has a non-trivial automorphism, i.e., the Graph Automorphism problem (GA).
The straightforward algorithm for testing congruence between point sets takes time O(nn). However, using
dimensionality reduction techniques we can test congruence of point sets in O(n⌈
d
3 ⌉ log n), where n is the size of the point
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set and d is the dimension of the point set [7]. Given the reduction between GA and simplices, it is natural to ask whether a
similar speedup can be achieved for GA. Is it possible to use a Johnson–Lindenstrauss type projection to project the simplex
onto a smaller dimensional space and then run an algorithm to test approximate self-congruence of the projected simplex?
Are there low dimensional spaces that preserve an automorphism of the simplex? If so, can we find these spaces efficiently?
In the first part, we study these questions.
We observe that the Johnson–Lindenstrauss type projection, in general, cannot preserve all the automorphisms of the
simplex.We show that orthogonal projections of the simplex onto a lower dimensional space preserves an automorphism if
and only if the space is an invariant subspace of the automorphism. This insight motivates the study of invariant subspaces
of an automorphism. We show the existence of some interesting (possibly lower dimensional) invariant subspaces of an
automorphism.We also characterize the order two automorphisms of a graph in terms of their projections onto some special
invariant subspaces. Based upon these results, we show that there are n(n + 1) invariants that completely characterize a
graph up to isomorphism.
In the second part, we provide an exponential sum formula to count the number of automorphisms of a graph and study
its complexity. As a consequence of our result, we show that for any graph G and a fixed prime p, we can count, modulo p,
the number of permutations that violate a multiple of p edges in G, and the time is polynomial in the input. This is perhaps
the best that can be done, since it is known that counting the number of automorphisms modulo two is at least as hard as
GA, and also counting the exact number of automorphisms is at least as hard as graph isomorphism [1].
2. Dimensionality reduction
2.1. A simplex associated with a graph
Let G = (V , E) be a connected undirected graph containing n+ 1 vertices. The Laplacian Q (G) associated with G is the
matrix D − A, where A is the adjacency matrix of G and D is the degree matrix, i.e., the diagonal matrix whose ith entry is
the degree of the ith vertex. We have the following property.
Lemma 1. If G is a connected undirected graph on n+ 1 vertices, then Q (G) has rank n over R.
Proof. See Godsil and Royle [10], pages 279–280.
Let1(G) ⊆ Rn+1 be the convex hull of the n + 1 rows of Q (G). We denote the vector (1, . . . , 1) by 1. From Lemma 1 it
is clear that1(G) is contained in the hyperplane orthogonal to the vector 1. We claim that1(G) is also a simplex.
Lemma 2. If G is an undirected connected graph on n+ 1 vertices then1(G) forms an n-dimensional simplex whose centroid is
at the origin.
Proof. Let v1, . . . , vn+1 be the n+ 1 rows of Q (G). The result follows if we show that v1, . . . , vn+1 are affinely independent.
Suppose this is not the case, then we know that there are ais, not all zero, such that
∑n+1
i=1 aivi = 0, and
∑
i ai = 0. However,
we know from the property of Q (G), in particular since G is connected, that the unique linear combination of the vis that
vanishes is
∑
i vi = 0. Thus, all ais must be equal to zero, which gives us a contradiction. Thus, the n+ 1 rows of Q (G)must
be affinely independent, and hence1(G) forms an n-dimensional simplex. 
Note that since the sum of the rows Q (G) is zero, the centroid of 1(G) is at the origin. For defining the notion of
congruence of simplices, we need the notion of orthogonal transformations in Rn+1: A transformationM is an orthogonal
transformation if it preserves the inner-product ⟨·, ·⟩ for all vectors in Rn+1. An isometric map (also known as a distance
preserving map) is an affine transformation f (x) = Mx + b, where M is an orthogonal transformation. Two simplices are
congruent if there exists an isometric map that takes one simplex to the other. It is easy to verify that this is an equivalence
relation.
Using the fact that an isometric transformation f must induce a bijection between the vertices of the two simplices,
we deduce that it must preserve centroids; since the centroid of every Laplacian simplex is the origin, we infer that the
translation part of the isometric transformation f between two congruent Laplacian simplices is zero, i.e., f is just an
orthogonal map.
Similarly, for the simplex 1(G), that has its centroid as the origin, the set of all orthogonal transformations that map
1(G) to itself forms a group, which we call the automorphism group of 1(G), and each such transformation is called an
automorphism.
We will need the following standard result in linear algebra [13, p. 405]:
Lemma 3. Let A be a positive semi-definite matrix. There is a unique positive semi-definite matrix S such that S2 = A. More
precisely, S is the matrix with the same eigenvectors as A and with eigenvalues
√
λi for each eigenvalue λi of A.
Remark 1. Note that the eigenvectors of A form an orthonormal basis for the Euclidean space, i.e., A is unitarily diagonisable.
Theorem 1. Let G1 and G2 be undirected connected graphs on n+ 1 vertices. Then1(G1) is congruent to1(G2) if and only if G1
and G2 are isomorphic.
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Proof. (⇐) If G1 and G2 are isomorphic then there exists a permutation matrix σ of n + 1 elements such that Q (G2) =
σQ (G1)σ t = σ(σQ (G1))t . Since σ is an orthogonal map, we conclude that map σ is an isometric transformation that takes
the Laplacian simplex of G1 to the Laplacian simplex of G2. Hence,1(G1) and1(G2) are congruent.
(⇒) If1(G1) and1(G2) are congruent then there exists a permutation σ such that the Grammatrices ofQ (G1) andQ (G2)
satisfy Q (G2)Q (G2)t = σQ (G1)Q (G1)tσ t . Since Q (G1) and Q (G2) are symmetric matrices, we have
Q (G2)2 = (σQ (G1)σ t)(σQ (G1)σ t).
Now, observe that the LHS is a positive semi-definite symmetric matrix and that the matrices Q (G2) and σQ (G1)σ t are also
positive semidefinite. Hence, we can apply Lemma 3 to conclude that Q (G2) = σQ (G1)σ t . This shows that G1 and G2 are
isomorphic as desired. 
In fact, there is a family of simplices that have this property [20]2. Note that the adjacency relationships of the graph are
encoded in the Gram matrix as the inner-product. As a direct consequence of the theorem above we have the following:
Corollary 1. The automorphism group of G is isomorphic to the automorphism group of1(G).
Remark 2. Kaibel and Schwartz [14], and Akutsu [3] have also given geometric formulations of the graph isomorphism
problem. The latter has shown that deciding congruence of point sets is at least as hard as graph isomorphism, by associating
the following point set with a graph: each vertex is mapped to the one of the standard orthonormal vectors in Rn, and the
edge (v,w) is mapped to the midpoints of the vectors associated with v and w. For the more structured case of polytopes,
Kaibel and Schwartz show that deciding congruence of polytopes is at least as hard as graph isomorphism by associating
a simple n-polytope with a graph on n + 1 vertices. Clearly, the size of the geometric object associated with the graph
in both the cases is larger than the size of 1(G) (especially in the construction of Kaibel and Schwartz, where the simple
n-polytope can have O(n3) vertices in the worst case). Besides, certain geometric properties of 1(G) have graph theoretic
interpretations; for example, using the Matrix-Tree Theorem (Theorem 13.2.1, [10]) we can show that the volume of1(G)
is essentially (up to to a factor that depends on n) the number of spanning trees of G.
From now on in this paper, we will focus on the problem of Graph Automorphism (GA), that is deciding whether a
graph has a non-trivial automorphism. Clearly, the corollary above implies that checking GA is equivalent to checking
the existence of an automorphism for the simplex associated with the graph. A dimensionality reduction approach to
perform this check is the following: Project the simplex 1(G) using a low distortion projection (such as those used in the
Johnson–Lindenstrauss lemma [9]) onto a space of smaller dimension, say Rk; an automorphism of 1(G) transforms into
an approximate automorphism (that is, each point is mapped to some ϵ-neighborhood of another point) of a projected
simplex; we can then possibly enumerate all the approximate automorphisms in Rk and check if any of them yield an
automorphism. The obstruction to this approach is that thenumber of approximate automorphisms are boundedbyO(nO(k
2))
[8], whereas the potential number of automorphisms of1(G) can be n!. Thus, a dimensionality reduction based approach has
to necessarily drop automorphisms in the process. This observation, however, motivates the following question: Given an
automorphism M of1(G), what k-dimensional subspaces U ⊂ 1⊥ of Rn+1 ‘‘preserve’’ M?More precisely, let π : Rn+1 → Rn+1
be the orthogonal projector operator with respect to U , and suppose M takes the point vi of the simplex to the point vj
(i.e., vj = Mvi) then we say U preservesM if
π(vj) = π(M(π(vi))), (1)
as depicted in Fig. 1. To answer our question, we will need the following notion: A subspace V is an invariant subspace of
a linear mapM if for all w ∈ V ,Mw ∈ V . The theory of invariant subspaces is a rich one, and for more details we refer the
reader to [11,21].
The notion of U preservingM (i.e., (1)) can be rewritten stated as
π(M(vi))− π(M(π(vi))) = 0
or equivalently π(M(vi − π(vi))) = 0. Observe that vi − π(vi) ∈ U⊥, and hence if U⊥ is an invariant subspace of M then
U preservesM . Conversely, if U preservesM then we know that for i = 1, . . . , n+ 1,M(vi − π(vi)) ∈ U⊥; but clearly, the
n+ 1 vectors vi − π(vi) generate U⊥; thus,M fixes a basis for U⊥, and hence U⊥ is an invariant subspace ofM . Hence, we
have the following characterization:
Lemma 4. A subspace U in Rn+1 preserves M if and only if U⊥ is an invariant subspace of M.
For the special case of orthogonal transformations, we can replace U⊥ by U in the result above, because of the following
equivalence.
Lemma 5. For an orthogonal transformation M, if U is an invariant subspace of M then U⊥ is also an invariant subspace of M.
2 The results here were derived independently of the results in [20].
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Fig. 1. A projection π preserving an automorphismM .
Proof. Let v1, . . . , vk be a basis for the space U . SinceM is an orthogonal map and U is an invariant subspace ofM , we know
that Mv1, . . . ,Mvk forms a basis for U as well. For all vectors w ∈ U⊥ we know that ⟨w, vi⟩ = 0, i = 1, . . . , k. But as
M is inner-product preserving we know that ⟨Mw,Mvi⟩ = 0 as well, that is, Mw is orthogonal to a basis of U , and hence
Mw ∈ U⊥, which implies that U⊥ is an invariant subspace ofM . 
Another characterization of invariant subspaces of an orthogonal map is as follows.
Lemma 6. Let π be the orthogonal projection operator for a subspace U. Then U is an invariant subspace for an orthogonal map
M if and only if M and π commute with each other.
Proof. We will use the following result from [11, p. 23]: U is an invariant subspace ofM if and only if πMπ = Mπ .
Let us first show that if π and M commute then U is an invariant subspace of M . Since πM = Mπ , we get πMπ =
Mπ2 = Mπ using the idempotent property of π . For the converse, we know that both U and U⊥ are invariant subspaces of
M , sinceM is orthogonal. Applying the result mentioned above to π and I − π , we getMπ = πMπ = πM . 
We have thus reduced the question of checking an automorphism of a graph G to finding invariant subspaces, possibly of
low dimension, of an automorphism of1(G). This motivates our next section, where we study in more depth the invariant
subspaces of an automorphism of1(G).
2.2. The invariant subspaces of an automorphism of the simplex
An automorphismM of1(G) induces a permutation σ on the vertex set of the simplex, such that ifM takes vi to vj then
σ maps i to j. The reduced form of this permutation gives rise to a family of invariant subspaces ofM . To define these spaces,
we need the notion of an orbit of an automorphism: An orbitω ofM is a subset {v1, . . . , vk} of the vertex set of1(G), such
that v2 = Mv1, v3 = Mv2, . . . , vk = Mvk−1 and v1 = Mvk; thus the vectors in ω are those vectors whose indices come
from an orbit in the reduced form of the permutation σ an equivalent way of writing ω is the set {v,Mv, . . . ,Mk−1v}. By
the order of the orbitwe mean the number of vectors contained in it.
For a set of vectors S :={v1, . . . , vk}, let ⟨S⟩ or ⟨v1, . . . , vk⟩ denote the linear space (over the reals) generated by v1, . . . , vk.
Then we have the following.
Lemma 7. Let M be an automorphism of1(G).
1. If ω is an orbit of M then the subspace ⟨ω⟩ is an invariant subspace of M.
2. Let ω1, . . . , ωm be the m orbits of M, and ord(M) the order of the cyclic subgroup generated by M when considered as an
element of the automorphism group of1(G). Then LCM(|ω1|, . . . , |ωm|) = ord(M).
3. The invariant subspace spanned by an orbit ω of M contains an eigenvector corresponding to eigenvalue one. Let xω represent
this eigenvector.
4. The invariant subspace spanned by an even order orbit ω of M contains an eigenvector corresponding to eigenvalue negative
one. Let yω represent this eigenvector.
5. If a number ℓ divides the order of the orbit ω, then there exists an invariant subspace of dimension ℓ inside ⟨ω⟩.
6. All the eigenvectors of M corresponding to eigenvalue one are contained in the space spanned by xωi ’s, for i = 1, . . . ,m.
Similarly, all the eigenvectors of M corresponding to eigenvalue−1 are contained in the space spanned by yωis, where ωis are
the even order orbits of M.
Proof. 1. The first result follows from the definition of the orbit. In the theory of invariant spaces, such subspaces are called
cyclic invariant subspaces [11].
2. If v ∈ ω, then we know that M |ω|v = v. Since the m orbits partition the vertex set we know that the smallest integer ℓ
such that for all vertices v of the1(G),Mℓv = v is the LCM(|ω1|, . . . , |ωm|). But ℓ is also equal to ord(M), by definition.
3. The vector xω :=
∑
v∈ω v is mapped to itself byM , and hence is an eigenvector ofM corresponding to eigenvalue one.
M. Manjunath, V. Sharma / Theoretical Computer Science 412 (2011) 3639–3649 3643
4. Let ω = {v,Mv, . . . ,M2k−2v,M2k−1v}. Then the vector yω :=(v − Mv) + (M2v − M3v) + · · · + (M2k−2v − M2k−1v) is
mapped to its negation byM .
5. Let v1, . . . , vk be the vertices inω. Thenwe can partition the vertices into ℓ sets S0, S1, . . . , Sℓ−1, where the vertex vi goes
into the set Si (mod ℓ). Then it can be verified that the set−
v∈S0
v,
−
v∈S1
v, . . . ,
−
v∈Sℓ−1
v

generates a cyclic invariant subspace.
6. Let v1, . . . , vn+1 be the vertices of 1(G), and v be any vector in 1⊥ such that Mv = v. Then since vi’s are affinely
independent,we know that there is a unique representation of v in terms of vis, namely v =∑n+1i=1 αivi, where∑i αi = 0;
the second property, in general, should be
∑
i αi = 1, but since the vertices satisfy
∑
i vi = 0, we can subtract a suitable
scaling of this summation to get the property that
∑
i αi = 0. Let σ be the permutation induced byM . Then we have
Mv =
−
i
αivσ(i) =
−
i
ασ−1(i)vi.
Thus,Mv = v implies that−
i
(ασ−1(i) − αi)vi = 0.
There are two possibilities: first, for all i, ασ−1(i) − αi = 0, which implies that the αis are all the same for elements in
a given orbit; the second possibility is that ασ−1(i) − αi are all equal to some constant, but in this case we again claim
that this constant is zero because
∑
i ασ−1(i) =
∑
i αi = 0. Thus, v is a linear combination of the m eigenvectors xωi ,
i = 1, . . . ,m. Note that the vectors xωi are not linearly independent, since
∑n+1
i=1 vi = 0. A similar argument holds the
eigenvectors with eigenvalue−1 and the space spanned by yωi ’s; these vectors, however, are linearly independent. 
The invariant subspaces spanned by an orbitω, though interesting, are very ‘‘local’’ in nature. That is, if wewere to project
1(G) orthogonally onto ⟨ω⟩ and say G was mostly sparse, then most of the vertices not in ω will be mapped to the origin.
As an alternative, one can use the closure property of invariant spaces under direct sums (see [11, p. 31]) to construct more
‘‘global’’ spaces; however, the dimension of these spaces is large; if in the worst case we were to take the direct sum of
the invariant subspaces corresponding to all the orbits then we get an n-dimensional space. With dimensionality reduction
as our aim we want to find some low dimensional invariant subspaces that are also ‘‘global’’ in nature. One such family of
invariant subspaces is the Cross-Invariant Subspaces: Letω1, . . . , ωm be them orbits of an automorphism, vi be an element
in ωi, and a1, . . . , am bem real numbers. A cross-invariant subspace is the space generated by the vector v :=
∑m
i=1 aivi, i.e.,
the space

v,Mv,M2v, . . .

. Let us denote this space asHa, where a ∈ Rm.
Clearly, cross-invariant subspaces will preserve an automorphism M of the simplex on projection. However, to recover
the permutation corresponding toM from the permutation obtained by themap induced byM on a cross-invariant subspace
S, we need the subspace to be non-degenerate: A subspace S ⊆ Rn+1 is said to be non-degenerate for a simplex 1(G) if
the orthogonal projection of the simplex onto S maps all the vertices to distinct points in S, and no point is mapped to the
origin. Given the freedom in choosing ais in constructing cross-invariant subspaces, it is conceivable that non-degenerate
cross-invariant subspaces exist; since if S is degenerate, then a slight perturbation of S will restore non-degeneracy. The
following theorem gives a more formal proof; the idea of the proof is structurally similar to the proof technique used to
show that certain family of hashing functions are universal (see [19] for more details).
Theorem 2. An automorphism M of1(G) has non-degenerate cross-invariant subspacesHa, a ∈ Rm.
Proof. Letω1, . . . , ωm be the orbits ofM . SupposeHa is the cyclic invariant subspace generated by the vectorw :=
∑m
i=1 aiwi,
wherewi is some element inωi and the ais come from [0, . . . ,N], for sufficiently large natural numberN . A vertex v ∈ 1(G)
is mapped to the origin when projected into Ha if and only if it is orthogonal to the basis elements w,Mw,M2w . . .. We
know that there is an index i such that v andwi belong to the same orbit ωi, i.e., there is a k such thatMkwi = v.
Let us choose ai’s uniformly at random from [0, . . . ,N]. Then the probability that v is orthogonal to each ofw,Mw, . . . ,
is smaller than the probability that v is orthogonal toMkw, or equivalently that
ak = −
∑
j≠k aj⟨v,wj⟩
‖v‖2 .
Since the ais are chosen uniformly at random from [0, . . . ,N], the probability that ak takes this special value is 1/(N + 1).
Thus, the probability that a vertex in the simplex is projected to the origin inHa is smaller than 1/(N+ 1). We can similarly
argue that the probability that two vertices v, v′ ∈ 1(G) are mapped to the same vertex inHa (equivalently, that v − v′ is
orthogonal toHa) is smaller than the probability that
ak = −
∑
j≠k aj⟨v − v′, wj⟩
⟨v − v′, v⟩ ,
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where k is such that Mkwi = v; note that the denominator in the RHS is not zero because G is connected. Clearly, this
probability is at most 1/(N + 1).
Thus, the probability thatHa is non-degenerate is bounded by the sum of the probability that one of the points in1(G)
is mapped to origin, and that a pair of points in1(G) is mapped to a single point. From the arguments above we know that
this sum is smaller than
n+ 1+ n+12 
N + 1 .
Thus, by making N large enoughwe can ensure that in the space of cross-invariant subspaces there is a non-zero probability
of picking a non-degenerate cross-invariant subspaceHa. 
From now on, we use cross-invariant subspaces to implicitly imply that they are non-degenerate.
The results and concepts in this section, though developed only for orthogonal transformations, hold for general linear maps as
well, as we did not invoke the orthogonality of the map M . In particular, we know that for a general permutation σ on the
vertices of 1(G), there exists a linear map (not necessarily orthogonal) that maps 1(G) to itself. The results in this section
also apply to this linear map. In light of this similarity, we naturally ask the following question: What properties distinguish
the invariant subspaces of an automorphism of1(G) from the invariant subspaces of a general linear map that maps1(G)
to itself?
Given a permutation σ , let U−σ be the subspace spanned by the eigenvectors corresponding to eigenvalue−1, and U+σ the
space spanned by the eigenvectors corresponding to eigenvalue one. We start with characterizing order two permutations
first.
Theorem 3. Let σ be an order two permutation of G. Then σ is an automorphism of G if and only if U+σ is orthogonal to U−σ .
Proof. We first show that if σ is an automorphism of G then U+σ is orthogonal to U−σ . The result follows if we show that for
every element v in U−σ , and for i = 1, . . . , n+ 1, ⟨v, vi⟩ = −⟨v, vσ(i)⟩. LetMσ be the linear map associated with σ . SinceMσ
is inner-product preserving, we know that
⟨v, vi⟩ = ⟨Mσv,Mσvi⟩ = −⟨v, vσ(i)⟩.
For the converse, let v1, . . . , vk ∈ 1(G) be some elements from each of the k orbits of even order. For all i = 1, . . . , n+1,
define wji :=⟨vj − vσ(j), vi + vσ(i)⟩. Since U+σ and U−σ are orthogonal, wji = 0, for j = 1, . . . , k. We claim that wji = 0 for
all j = 1, . . . , n + 1; since wji = −wσ(j)i, it follows that wji = 0 for all j appearing in the orbits of even order; for orbits of
order one, wji is trivially zero, since vj = vσ(j). Thus, wji = 0, for i, j = 1, . . . , n + 1. Summing the two equalities wij = 0
andwji = 0 we obtain that
⟨vi, vj⟩ = ⟨vσ(i), vσ(j)⟩ = ⟨Mσvi,Mσvj⟩
for all i, j = 1, . . . , n+1. This implies that σ is inner-product preserving over a basis, we infer thatMσ must be an orthogonal
map and hence σ is an automorphism of G. 
A complete characterization of automorphisms in terms of their invariant subspaces is in [6]: A permutation σ is an
automorphism of the graph if and only if the eigenspaces of the adjacency matrix are invariant subspaces of σ . However,
the key difference in their approach and ours is that eigenspaces are not guaranteed to be non-degenerate, whereas we
are interested in finding non-degenerate invariant subspaces of the automorphism. A related question would be: Does
projecting onto a slight perturbation of the eigenspace (to guarantee non-degeneracy) and then using some approximate
congruence test (as in [2]) suffice?
The structure of the invariant subspaces inside an orbit. Given a map M (not necessarily orthogonal) such that Mk = I , we
want to study the space spanned by an orbit ω. As mentioned above, this space is a cyclic invariant subspace. An element
in this space can be represented as the evaluation of a matrix polynomial f (M), where f (x) ∈ R[x] is such that deg(f ) < k,
evaluated at some point of the orbit. Clearly, this space is homomorphic to the ring R[x]/(xk − 1). Moreover, the invariant
subspaces contained inside ω are homomorphic to the rings R[x]/(g(x)), where g(x) ∈ R[x] is a factor of the polynomial
xk − 1. We refer the reader to any standard algebra book to study the structure of this ring (e.g. [16]).
2.3. Applications
In this section, we describe two applications of the results obtained. In particular, we describe an algorithm that takes the
Laplacian simplex of a graph and a cross-invariant subspace of an automorphismM as its input and finds an automorphism
M ′ (not necessarily the same as M) in time O(nO(ord(M)2)). As a corollary we have: given a cross-invariant subspace of an
automorphismM of constant order, the algorithm constructs an automorphismM ′ in polynomial time.
Given1(G) and a cross-invariant subspaceHa for some automorphism of1(G), the algorithm proceeds as follows:
1. Project the vertices of1(G) orthogonally ontoHa to obtain a point set P .
2. Use the congruence algorithm in [2] to enumerate every linear map Q that takes P to itself.
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3. For every such linear map Q test if the permutation induced by Q on P is an automorphism of 1(G), until an
automorphismM ′ is found.
4. OutputM ′.
The correctness of the algorithm is clear from the fact that the map induced by M on the subspace Ha induces an
automorphism in 1(G). Hence, the congruence algorithm finds an automorphism of 1(G). The time complexity of the
algorithm can be analyzed as follows: The first step of the algorithm requires n + 1 (the number of vertices of 1(G))
matrix-vector multiplications and hence the time taken can be upper bounded by O(n3). Denote the dimension of Ha by
d = O(ord(M)). The second and third steps of the algorithm together require O(n2d2+2) time, see [2]. Hence, the time
complexity of the algorithm can be upper bounded by O(nO(d
2)), or O(nO(ord(M)
2)).
Theorem 4. Given a non-degenerate cross-invariant subspace of an automorphismM, it takes O(nO(ord(M)2)) time to compute an
automorphism of1(G) (not necessarily M).
Remark 3. Using the Sylow theorem in group theory [16], we know that for a prime p, there is an automorphism of order
p if and only if p divides the order of the automorphism group. Thus, if the order of the automorphism group is small
then there are automorphisms that have small order, and hence invariant subspaces of small dimension. Constructing
such invariant subspaces remains an open question. A possible approach for finding invariant subspaces of an order two
automorphism could be based upon Theorem 3: since we know that projecting onto eigenvector with eigenvalue −1
preserves the automorphism, we can choose a random vector in the sphere in n-dimensions and perhaps it is close to one
of the eigenvectors corresponding to some automorphism. This approach would have worked with high probability if the
union of suitable ϵ-neighborhoods of such eigenvectors for all automorphisms was of measure at least half, however, this is
not true (as the eigenvectors corresponding to non-automorphismsmight bemore denser) and so a purely randomapproach
fails (even in the sense of getting approximate congruence).
We now discuss a second application of our results. We apply Theorem 1 to obtain a set of complete set of invariants that
characterize a graph up to isomorphism. Consider the set of simplices in Rn and let Tn be the equivalence class of congruent
simplices in Rn. We know that Tn is a manifold and also a semi-algebraic set of dimension n(n + 1)/2 [18]. We can use
embedding theorems of manifolds, for example, Whitney’s Embedding Theorem to infer that there exists an embedding of
Tn into Rn(n+1)+1. Thus, there exists a sequence of n(n + 1) real invariants that completely characterize a point in Tn, and
using Theorem 1 we have:
Theorem 5. There exists a sequence of n(n + 1) + 1 invariants that uniquely characterize a connected undirected graph up to
isomorphism.
Remark 4. We finally note that it is possible to construct ‘‘trivial’’ invariants that uniquely characterize a graph up to
isomorphism in the following way: since there are a finite number of equivalence classes of graphs on n vertices up to
isomorphism, we assign a unique integer to each equivalence class. By construction these integers uniquely characterize a
graph on n-vertices up to isomorphism. But these invariants do not vary continuouslywith respect to themanifold Tn, unlike
the variants referred to in the theorem above.
A similar resultwas shown in [12], although themethod used for constructing the invariants is different fromourmethod.
3. An exponential sum formulation for counting the number of automorphisms
In this section, we provide an exponential sum formulation for counting the number of automorphisms of a graph and
show that the ‘‘constant order’’ terms of the exponential sum formulation can be computed in polynomial time. As an
application of our result, we show that for a fixed prime p, we can count, modulo p, the number of permutations that violate
a multiple of p edges in polynomial time. It is known that slightly more information such as the number of automorphisms
modulo two is GA-hard, see [1].
Given a graph G, we construct a function on the set of permutations with the following property: the function vanishes
for a permutation σ if and only if σ is an automorphism of G. The desired function is:
f (σ ) = 1
2
n+1−
i=1
n+1−
j=1
(ai,j − aσ(i),σ (j))2; (2)
where ai,j is an entry in the adjacency matrix of G. It follows that f (σ ) has the following property:
Lemma 8. If σ is an automorphism of G then the function f (σ ) = 0; otherwise f (σ ) counts the number of edges violated by the
permutation σ , i.e., the number of edges that are mapped to non-edges and vice-versa.
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Thus, we can interpret f (σ ) as an indicator function over the set of all permutations, Sn. Suppose f (σ )was equal to some c
for all non-automorphisms then the quantity
∑
σ∈Sn f (σ )/c will give us the number of non-automorphisms, and the number
of automorphisms can also be computed from this information. However, this assumption may not be true in general. To
salvage this approach, we use the following standard property of exponential sums: For an integerm and a prime pwe know
that
p−1
k=0
exp(2π ikm/p) =

p if p|m,
0 otherwise.
(3)
The proof is clear when p|m; otherwise, we observe that exp(2π ikm/p) are just the p roots of unity, and we know that their
sum is zero. Using this property we have the following desired result.
Theorem 6. For a sufficiently large prime p, the number of automorphisms NA, is equal to
1
p
−
σ∈Sn
p−1
k=0
exp(2π ikf (σ )/p). (4)
We can choose p to be larger thanmax f (σ ) over all σ ∈ Sn.
In number theory, the exponential sums studied are typically of the form
S :=
−
x∈Fp
exp(2π if (x)/p),
where f is a polynomial of degree d and with coefficients in Fp. The Weil character sum estimate states that under some
mild technical conditions on the polynomial f , the summation S is upper bounded by d
√
p; note that a trivial upper bound
for S is p. This result has applications in several other contexts, for example in derandomization. See [5] for an introduction
to exponential sums with some applications to theoretical computer science. Though it seems like these exponential sums
have the same flavor as the ones we consider, we are unaware of a more concrete connection between these two variants.
3.1. Computing the exponential sum
Let us assume that we can compute exp(·) exactly. Then the straightforward approach to compute the sum in (4) is to
do the two summations. We will start by showing that the summation to p is polynomially bounded in n, or equivalently p
is polynomially bounded. By Theorem 6, we require a prime p that satisfies the property that p|f (σ ) if and only if f (σ ) = 0.
This can be ensured if we choose p to be the smallest prime number greater than maxσ∈Sn f (σ ). By Lemma 8, we know that
maxσ∈Sn f (σ ) can be upper bounded by
n(n−1)
2 . Moreover, by Bertrand’s postulate [4], we know that there must be a prime
between max f (σ )+ 1 and 2max f (σ ). Hence, our choice of p is at most n(n− 1).
Now, let us look at the summation over Sn in (4). If it is done naively then it will clearly take exponential time, as |Sn| = n!.
In what follows, we will show that by interchanging the summations and expanding the exponential sum using the Taylor
expansionwe can compute lower order approximations toNA efficiently. More precisely, using this approachwe can rewrite
NA as
NA = 1p
p−1
k=0
−
σ∈Sn
∞−
ℓ=0
1
ℓ!

2π ikf (σ )
p
ℓ
= 1
p
∞−
ℓ=0
1
ℓ!
p−1
k=0
−
σ∈Sn

2π ikf (σ )
p
ℓ
.
Since we only need to consider the real part on the RHS, i.e. only the even values of ℓ, we obtain
NA = 1p
∞−
ℓ=0
(−1)ℓ
(2ℓ)!
p−1
k=0
−
σ∈Sn

2πkf (σ )
p
2ℓ
= 1
p
∞−
ℓ=0
(−4π2)ℓ
p2ℓ(2ℓ)!
p−1
k=0
k2ℓ
−
σ∈Sn
f (σ )2ℓ.
We now ask the following question: Till what value, L, of ℓ, do we need to expand the summation in ℓ to get a one-bit
absolute approximation to NA? We will show that O(p2 + n log n) terms suffice. If L is such that the absolute value of the
summation from L onwards is smaller than half then we are done, or if
∞−
ℓ=L
(4π2)ℓ
p2ℓ(2ℓ)!
p−1
k=0
k2ℓ
−
σ∈Sn
f (σ )2ℓ <
1
2
.
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Since p > f (σ ) for all σ ∈ Sn, the above inequality will hold if
∞−
ℓ=L
(4π2)ℓ
(2ℓ)!
p−1
k=0
k2ℓ|Sn| < 12 .
Moreover,
∑p−1
k=0 k2ℓ ≤ p2ℓ+1. Thus, the above inequality follows if
∞−
ℓ=L
(4π2)ℓ
(2ℓ)! p
2ℓ+1|Sn| < 12 . (5)
Let us choose L large enough such that for all ℓ ≥ L
(4π2)ℓ
(2ℓ)! p
2ℓ+1|Sn| ≤ 2−ℓ,
because then we could use the geometric sum to obtain the inequality (5). Using the fact that 2ℓ! > ℓℓ, this follows if
L > max(4π2p2, log(p|Sn|)), (6)
or L = O(p2+n log n), since |Sn| = n!. Moreover, p ≤ n(n−1), thus L is polynomially bounded in n. This boundmisleadingly
suggests that it is possible to compute NA in polynomial time. However, as we show next, this is not true in general. The
hard part in computing NA is in computing the summations
Σℓ :=
−
σ∈Sn
f (σ )ℓ, (7)
for ℓ even. In the rest of this section we give a method to computeΣℓ in time O(nℓ).
Let us recall the definition of f (σ ) from (2)
f (σ ) = 1
2
n+1−
i=1
n+1−
j=1
(ai,j − aσ(i),σ (j))2.
Let
wi,jσ :=(ai,j − aσ(i),σ (j))2. (8)
Then
Σℓ =
−
σ∈Sn

n+1−
i=1
n+1−
j=1
wi,jσ
ℓ
=
−
σ∈Sn

n+1−
i,j
wi,jσ
ℓ
.
LetWσ be the (n+ 1)2 dimensional vector of allwi,jσ ’s. Using the multinomial theorem we obtain
Σℓ =
−
σ∈Sn
−
I∈N(n+1)2 :|I|=ℓ

ℓ
I

W Iσ ,
where

ℓ
I

:= ℓ!/(I1,1!I1,2! · · · In+1,n+1!), and |I| is the sum of all the entries in I . Since the inner-summation does not depend
on σ , we can interchange the two summations to get
Σℓ =
−
I∈N(n+1)2 :|I|=ℓ

ℓ
I
−
σ∈Sn
W Iσ . (9)
For a givenmulti-index I , let S In be the subset of those permutations σ , σ
′ in Sn such thatW Iσ = W Iσ ′ . The following lemma
gives us a more precise detailed characterization of S In. For a multi-index I and a permutation σ , let us denote σ(I) as the
ℓ-dimensional vector I ′ that is obtained as follows: for each variableW σij appearing in themonomialW Iσ wehave (σ (i), σ (j))
as an entry in I ′; since there are ℓ entries in I , the dimension of I ′ is 2ℓ.
Lemma 9. For a given multi-index I, and σ , σ ′ in Sn, if σ(I) = σ ′(I) then W Iσ = W Iσ ′ .
Proof. The conditionW Iσ = W Iσ ′ holds if for all entries in I wehaveW σij = W σ
′
ij . Thiswould instead follow ifw
σ
ji = wσ ′ji . These
two equalities follow if σ(i) = σ ′(i), σ(j) = σ ′(j). Thus for each of the ℓ non-zero entries in I , we have two corresponding
values of i, j such that if σ and σ ′ are the same on these 2ℓ parameters thenW Iσ = W Iσ ′ . 
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We want to further simplify the term
∑
σ∈Sn W
I
σ . More precisely, we want to know, given a multi-index I , how many
permutationsσ can there be such that themonomialW Iσ attains the same value?Note that given I = [Ii,j], i, j = 1, . . . , n+1,
two permutations σ and σ ′ have the same weight W Iσ , if and only if for all non-zero entries Ii,j in I , σ(i) = σ ′(i) and
σ(j) = σ ′(j). Equivalently, ifN (I) is the set of distinct indices i, j appearing in the non-zero entries Ii,j in I then both σ and
σ ′ map N (I) to the same vector; note that the size of N (I) is at most 2ℓ as there can be at most ℓ non-zero entries Ii,j and
each can contribute two distinct values i, j to N (I). Let J ∈ {1, . . . , n + 1}2ℓ and NI,J be the number of permutations that
mapsN (I) to J , then we can rewrite−
σ∈Sn
W Iσ =
−
J∈{1,...,n+1}2ℓ
NI,JW IN (I)→J ,
whereW IN (I)→J is a generic way of writingW
I
σ , for any permutation σ that mapsN (I) to J .
Using this notation we can rewrite
Σℓ =
−
I∈NN :|I|=ℓ
−
J∈{1,...,n+1}2ℓ
NI,JW IN (I)→J .
Clearly, the number of terms in the second summation is (n+ 1)2ℓ. The number of terms in the first summation is (n+ 1)2ℓ,
because of the number of ways of choosing ℓ entries from a vector of dimension (n + 1)2. The crucial property of this
reformulation ofΣℓ is that the number of terms appearing in it is (n+1)4ℓ, whereas the formulation in (9) hasΩ(nn) terms.
Thus, for fixed values of ℓ, we can computeΣℓ efficiently, given NI,J can be computed efficiently.
Computing NI,J and W IN (I)→J . We first remark that the computation of NI,J is independent of the graph and depends only
on n and ℓ, and hence they can be precomputed based upon these parameters. More precisely, suppose we are given an
I ∈ N(n+1)2 and J ⊆ {1, . . . , n + 1}2ℓ and we want to count the number of permutations σ in Sn that map N (I) to J . This
latter equality imposes at most 2ℓ equalities on how σ behaves.
If there is a pair of equalities that is inconsistent, i.e., two equal elements map into different elements or two unequal
elements map into the same element then set NI,I ′ to zero. If an element i maps to j and j does not map to i, we have an
inconsistency and we set NI,I ′ to zero. Assume that the map I to I ′ is consistent, then the number of σ ’s that satisfy these
equalities is precisely (n+1−Nd(I))!, whereNd(I) is the number of distinct elements in I .We finally note that (n+1−Nd(I))!
can be computed in polynomial time.
If there is a pair of equalities that are inconsistent, i.e., violate the rules of a permutation, then set NI,J to zero. In general,
checkingwhether themap fromN (I) to J comes from a permutation can be done in time polynomial in ℓ. Once this has been
determined, it is straightforward to see that the number of permutations NI,J that satisfy the constraints imposed by N (I)
and J is (n+ 1− |N (I)|)!, which can be computed in polynomial time. Also, computingW IN (I)→J , a calculation that depends
on the adjacency matrix of the graph, takes at most O(ℓ) steps. Thus, we have the following key result of this section.
Theorem 7. Given ℓ ∈ N, the term∑σ∈Sn f (σ )ℓ, where the function f is defined in (2) for a graph G, can be computed in time
O(nO(ℓ))poly(ℓ). In particular, for a constant ℓ, the time is polynomial in n.
Based upon the theorem above, we can compute some interesting quantities.
Theorem 8. Given a prime p, we can compute, modulo p, the number of permutations that violate a multiple of p edges in time
O(nO(p))poly(p).
Proof. By the construction of f (σ ) (see (2)), we know that f (σ ) counts the number of edges that the permutation σ violates.
We compute the quantityΣp−1, which can be done in timeO(nO(p))poly(p). From Fermat’s little theoremwe know thatΣp−1
(mod p) counts the number of permutations σ such that f (σ ) is relatively prime to p. Hence, |Sn| − Σp−1 (mod p) counts
the number of permutations that violate a multiple of p edges. 
Wenote that a similar approach can be used to count the number, modulo p, of fixed-point free permutations that violate
a multiple of p edges in polynomial time. The above computation seems to be on the border of what we can compute
in polynomial time since we know that it is GA-hard to compute the number of automorphisms of a graph modulo two
(see [1]), and it is⊕P-hard to compute the number of fixed-point free automorphisms of order 2 of a graphmodulo two, see
[17, p. 16].
We conclude this section with a brief discussion on computing the number of automorphisms modulo a special prime
dependent on the graph.
Definition 1. A prime number p is a good prime if for all non-automorphisms σ , p does not divide the number of edges
violated by σ , i.e., p does not divide f (σ ).
Using the ideas in the preceding theorem, we obtain the following:
Lemma 10. For a good prime p,Σp−1 is congruent modulo p to the number of non-automorphisms.
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We note that there exists good primes that are at most 2maxσ∈Sn f (σ ). Hence, there exist good primes that are
polynomially bounded in n. But are there good primes upper bounded by a constant? It is unlikely that such small good
primes exist since using the above approach we can also compute the number of fixed-point-free automorphisms of order
two modulo a small prime p, but this problem is known to be #kP-complete for all k ≥ 2 [17, Cor. 2,p. 17].
4. Conclusion
In this paper, we develop a preliminary geometric approach to graph automorphism. The approach is based upon
associating a simplex with the graph such that isomorphism between graphs translates into congruence under isometric
transformations between corresponding simplices. Given this relation, we study the feasibility of using dimensionality
reduction techniques to graph automorphism. In particular, we show that if we project the simplex onto an invariant
subspace of dimension d of an automorphism then we can reconstruct the automorphism in time O(nO(d
2)). The invariant
subspaceswe use are called cross-invariant subspaceswhich are formed from the orbit decomposition of the automorphism.
If the order of the automorphism group is divisible by a small prime then there exist cross-invariant subspaces whose
dimension is smaller than this prime. The challenge is to construct these subspaces. We additionally want to ensure that
they are non-degenerate with respect to the simplex, i.e., no two points map to the same point and no point is mapped to
the origin; however, this can be obtained by perturbing the invariant subspace slightly and then testing for an approximate
congruence. Observe that an efficient algorithm for the construction of a low-dimensional invariant subspace would imply
that deciding whether the number of automorphisms is divisible by a fixed integer is in P, and hence GA is in P.
Independent of the above results, we provide an exponential sum formula for counting the number of automorphisms.
The approach is general enough and can be developed for any NP-hard problem. We show some interesting consequences
of computing the sum modulo a fixed prime p, namely, we can count modulo p the number of permutations that violate
a multiple of p edges in polynomial time. We think specializing this approach to exploit the group structure of the
automorphism group may be helpful in improving the enumerability of the number of automorphisms.
References
[1] V. Arvind, R. Beigel, A. Lozano, The complexity of modular graph automorphism, SIAM Journal on Computing 30 (2000) 1299–1320.
[2] Christoph Ambühl, Samarjit Chakraborty, Bernd Gärtner, Computing largest common point sets under approximate congruence, in: Algorithms— ESA
2000, in: Lecture Notes in Computer Science, vol. 1879/2000, Springer, Berlin/Heidelberg, 2000, pp. 52–64.
[3] Tatsuya Akutsu, On determining the congruence of point sets in d dimensions, Computational Geometry 9 (1998) 247–256.
[4] Martin Aigner, Günter M. Ziegler, Karl H. Hofmann, Proofs from THE BOOK, Springer, 2010.
[5] Làszlò Babai, Character sums, Weil’s estimates and paradoxical tournaments. http://people.cs.uchicago.edu/~laci/reu02.dir/paley.pdf.
[6] Làszlò Babai, D. Yu. Grigoryev, David M. Mount, Isomorphism of graphs with bounded eigenvalue multiplicity, in: Proceedings of the Fourteenth
Annual ACM Symposium on Theory of Computing, 1982, pp. 310–324.
[7] Peter Brass, Christian Knauer, Testing the congruence of d-dimensional point sets, in: Proceedings of the Sixteenth Annual Symposium on
Computational Geometry, 2000, pp. 310–314.
[8] Saugata Basu, Richard Pollack, Marie-Françoise Roy, Algorithms in Real Algebraic Geometry, 2nd edition, Springer, 2006.
[9] Sanjoy Dasgupta, Anupam Gupta, An elementary proof of a theorem of Johnson and Lindenstrauss, Random Structures & Algorithms 22 (1) (2003)
60–65.
[10] Chris Godsil, Gordon Royle, Algebraic Graph Theory, Springer-Verlag, 2001.
[11] Israel Gohberg, Peter Lancaster, Leiba Rodman, Invariant subspaces of matrices with applications, in: SIAM Classics in Applied Mathematics, SIAM,
2006.
[12] D. Yu. Grigor’ev, Two reductions of graph isomorphism to problems on polynomials, Journal of Mathematical Sciences 20 (4) (1982) 2296–2298.
[13] Roger A. Horn, Charles R. Johnson, Matrix Analysis, Cambridge University Press, 1985.
[14] Volker Kaibel, Alexander Schwartz, On the complexity of polytope isomorphism problems, Graphs and Combinatorics 19 (2) (2003) 215–230.
[15] J. Köbler, U. Schöning, J. Torán, The graph isomorphism problem: its structural complexity, in: Progress in Theoretical Computer Science, Birkhauser,
1993.
[16] Serge Lang, Algebra, Springer, 2002.
[17] Anna Lubiw, Some NP-complete problems similar to graph isomorphism, SIAM Journal of Computing (1981) 11–21.
[18] Bojan Mohar, Igor Rivin, Simplices and spectra of graphs, Discrete and Computational Geometry 43 (3) (2010) 516–521.
[19] Kurt Mehlhorn, Peter Sanders, Algorithms and Data Structures, Springer, 2008.
[20] V.Yu. Protasov, Graph isomorphism and equality of simplices, Mathematical Notes 85 (5) (2009) 724–732. Original Russian text published in
Mathematicheskie Zametki, 2009, Vol. 85, No. 5. pp. 758–767.
[21] Heydar Radjavi, Peter Rosenthal, Invariant Subspaces, Springer-Verlag, 1973.
