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1
Introduction
Processing large complex networks recently attracted considerable interest. Complex
graphs are useful in a wide range of applications from technological networks to bi-
ological systems like the human brain. Sometimes these networks are composed of
billions of entities that give rise to emerging properties and structures. Analyzing these
structures aids us in gaining new insights about our surroundings. As huge networks
become abundant, there is a need for scalable algorithms to perform analysis. A promi-
nent example is the PageRank algorithm, which is one of the measures used by web
search engines such as Google to rank web pages displayed to the user. In order to
find these patterns, massive amounts of data have to be acquired and processed. De-
signing and evaluating scalable graph algorithms to handle these datasets is a crucial
task on the road to understanding the underlying systems.
This thesis tackles a broad spectrum of scalable graph algorithms. In general, this
research is based on four pillars: multilevel algorithms, practical kernelization, paral-
lelization and memetic algorithms that are highly interconnected. Figure 1.1 gives an
overview. First, we look at multilevel algorithms for different graph problems. All of
these algorithms typically create a sequence of smaller graphs, compute a solution on the
smallest graph and lastly transfer the solution through the computed hierarchy improv-
ing it on every level by making small adjustments. In particular, we design algorithms
to partition complex networks, and then continue to look at structurally different prob-
lems, i.e. multilevel algorithms for DAG partitioning, the node separator problem, the
hypergraph partitioning problem, process mapping and graph drawing.
Next, we investigate practical kernelization. Many NP-hard graph problems have
been shown to be fixed-parameter tractable (FPT): large inputs can be solved efficiently
and provably optimally, as long as some problem parameter is small. Over the last
two decades, significant advances have been made in the design and analysis of FPT
algorithms for a wide variety of graph problems. This has resulted in a rich algorith-
mic toolbox that are by now well-established and are described in several textbooks and
surveys. However, these theoretical algorithmic ideas have received very little atten-
tion from the practical perspective. Few of the new techniques are implemented and
10 Chapter 1. Introduction
Scalable
Figure 1.1: Overview of the pillars and methodology used within this thesis.
tested on real datasets, and their practical potential is far from understood. By apply-
ing techniques from data reduction algorithms in nontrivial ways, we obtain algorithms
that perform surprisingly well on real-world instances for the independent set and the
minimum cut problem. In general, we follow the scheme of iteratively applying exact
and inexact reduction/kernelization rules to compute a much smaller problem kernel
on which the problem under consideration is solved.
A lot of the graph algorithms proposed in this thesis fall into the parallelization cat-
egory. For example, the multilevel algorithms for graph drawing, graph partitioning,
data reduction algorithms for the independent set problem or the minimum cut prob-
lem and some of the memetic algorithms that we propose are either shared-memory or
distributed-memory parallel. On the other hand, graph partitioning and process mapping
are a prerequisite to obtain scalable parallel graph algorithms. We extend the toolbox
of parallel graph algorithms with distributed-memory parallel algorithms that do not
directly fit into the other research pillars. This includes parallel graph generation algo-
rithms which are necessary to design and evaluate scalable graph algorithms on mas-
sively parallel machines as well as distributed edge partitioning algorithms.
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Lastly, we develop several memetic algorithms, i.e. for the node separator problem,
the hypergraph partitioning problem, the DAG partitioning problem, the territory design
problem, as well as the graph clustering problem. These methods make heavy use of
the already developed multilevel algorithms. However, we also develop a memetic algo-
rithms, i.e. for the independent set problem, which are not per se based on the multilevel
paradigm but make use of the proposed multilevel graph partitioning techniques.
Note the pillars overall are highly interconnected and the assignment of problems to
pillars is not one-to-one, i.e. some of the algorithms can be assigned to multiple pil-
lars. For example, the multilevel algorithm algorithms iteratively reduce the problem
size similar to kernelization algorithms with the difference that there is no guarantee to
obtain a optimum solution. On the other hand, applying exact data reduction rules to
obtain an irreducible problem kernel and then solving the problem on the kernel, can
also be viewed as a multilevel algorithm (without local search). Generally, as explained
above, we use parallelization everywhere possible. Lastly, the memetic algorithms are
based on the previously engineered multilevel algorithms and also partially use data re-
duction rules to speed up memetic algorithms in practice.
The main methodology used in this thesis is the algorithm engineering approach to
algorithmics. Traditionally, algorithms are designed and analyzed using simple models
of problems and machines. This often yields important performance guarantees for all
possible inputs in terms of running time or solution quality that an optimization algo-
rithm can achieve. Hence, algorithms are usable in many applications with predictable
performance for previously unknown inputs. In algorithm theory, however, taking up
and implementing an algorithm is part of the application development which has to
be done by the person that wants to use the algorithm. Unfortunately, this mode of
transferring results is a slow process and sometimes the theoretically best algorithms
perform poor in practice due to large constant factors that are typically hidden the anal-
ysis. There is also a growing gap between theory and practice: Realistic hardware with
its parallelism, memory hierarchies etc. is diverging from traditional machine models.
In contrast to algorithm theory, algorithm engineering uses an innovation cycle where
algorithm design based on realistic models, theoretical analysis, efficient implemen-
tation, and careful experimental evaluation using real-world inputs. This closes gaps
between theory and practice and leads to improved application codes and reusable soft-
ware libraries (see www.algorithm-engineering.de). This yields results that practi-
tioners can rely on for their specific application.
Within this thesis we engineer algorithms that improve known methods especially for
large instances. We released the techniques and algorithms that have been developed in
work that forms the base of this thesis as easy-to-use open source software. This includes
a widely used library of algorithms for graph partitioning [SS], graph drawing [MNS],
independent sets [LSS+], hypergraph partitioning [HHM+], graph clustering [BHSS],
graph generation [FLS+], minimum cuts [HNS] and process mapping [ST]. Hence,
the concrete outcome of this habilitation thesis are well-engineered, usable systems that
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are more robust, more flexible, produce better solutions, and scale to massively parallel
machines and instances much larger than previously possible. En passant, we arrived
at more scalable algorithms for a wide range of graph problems.
To give a couple of highlights: our parallel graph partitioning algorithms for complex
networks can compute a partition of graph with billions of edges in only a few seconds
while producing much better solutions than competing algorithms. The independent set
algorithms developed in this thesis [25, 13, 14, 19, 16, 18] find large independent sets
much faster than existing local search algorithms, are competitive with state-of-the-art
exact algorithms for smaller graphs, and allow us to compute large independent sets on
huge sparse graphs, with billions of edges. In addition, our new algorithm computes
an optimal independent set on all instances that the exact algorithm can solve. Our
graph clustering algorithm [30] is able to reproduce or improve previous all entries of the
10th DIMACS implementation challenge under consideration as well as results recently
reported in the literature in a short amount of time. Moreover, while the previous best
result for different instances has been computed by a variety of solvers, our algorithm can
now be used as a single tool to compute the result. The minimum cut algorithms [20, 17]
presented in this thesis are the fastest currently available for the problem beating the
previous fastest algorithm by an order of magnitude. As a last example: our parallel
graph generation algorithms [23, 21, 24] require no communication at all and hence
have perfect load balance on uniform nodes of a supercomputer. Hence, our algorithms
achieve almost perfect scalability. We generated a Petaedge graph in less than an hour
on 16 384 cores of the SuperMUC computer. This graph is 20 000 times larger than
the largest Barabasi-Albert graph we have seen reported.
2
Multilevel Algorithms
In the first pillar of research that we outline, we look at multilevel algorithms for dif-
ferent graph problems. All of these algorithms typically create a sequence of smaller
graphs, compute a solution on the smallest graph and lastly transfer the solution through
the computed hierarchy improving it on every level by making small adjustments. The
intuition of the multilevel scheme is that a good solution at one level of the hierarchy will
also be a good solution on the next finer level. Then local search has a more global view
on the problem on the coarse levels and a very fine-grained view on the fine levels of
the multilevel hierarchy. Hence, depending on the definition of the neighborhood, local
search algorithms are able to explore local solution spaces very effectively in this set-
ting. The section is structured as follows: we start with multilevel algorithms designed
to partition complex networks, and then continue to look at structurally different prob-
lems, i.e. multilevel algorithms for DAG partitioning and for the node separator as well
as the hypergraph partitioning problem. We finish this section by outlining multilevel
algorithms for process mapping and graph drawing.
2.1 Partitioning Highly Irregular Networks
This section is based on [1, 2, 3, 7, 10, 11] which are joint publications with
Yaroslav Akhremtsev, Henning Meyerhenke and Peter Sanders.
Graph partitioning (GP) is important for processing very large graphs, e.g. networks
stemming from finite element methods, route planning, social networks or web graphs.
Often the node set of such graphs needs to be partitioned such that there are few edges
between the blocks (node subsets, parts). In particular, when you process a graph in par-
allel on k PEs (processing elements), you often want to partition the graph into k blocks
of (about) equal size. Then each PE owns a roughly equally sized part of the graph.
In this paper we focus on a commonly used version of the problem that constrains the
maximum block size to (1+ ε) times the average block size and tries to minimize the
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Figure 2.1: (a) Sketch of multilevel graph partitioning, the predominant GP heuristic
framework in practice. (b) Contraction of a clustering. The clustering of the graph is
indicated by the colors. Each cluster of the graph left of the arrow corresponds to a node
(= supervertex) in the graph right of the arrow.
total cut size, i.e., the number of edges that run between blocks. Such edges are sup-
posed to model the communication at block boundaries between the corresponding PEs.
It is well-known that there are more realistic (but more complicated) objective functions
involving also the block that is worst and the number of its neighboring nodes [HK00],
but the cut size has been the predominant optimization criterion. The GP decision prob-
lem is NP-complete and there is no approximation algorithm with a constant factor for
general graphs [BJ92a]. Thus heuristic algorithms are used in practice.
Complex networks, such as social networks or web graphs, often feature a set of
clusters organized in a hierarchical fashion [LFK09]. Such graphs have become a fo-
cus of investigation [COJT+11] and target for graph partitioning. While partitioning
meshes is a mature field, the structure of complex networks poses new challenges to
graph partitioning methods. Complex networks are often scale-free (many low-degree
nodes, few high-degree nodes) and have the small-world property. Small world means
that the network has a small diameter, so that the whole graph is discovered within a
few hops from any source node. These two properties distinguish complex networks
from traditional meshes and make finding small cuts difficult with established tools. Yet,
to cope with massive network data sets in reasonable time, there is a need for paral-
lel algorithms. Their efficient execution requires the partitioning of such networks onto
different processing elements (PEs) with high quality.
In [1, 10] we present a new multilevel algorithm designed for partitioning complex
networks. Its rationale is to use aggressive cluster-based coarsening and simple, yet
effective local search. Our new Size-Constrained Label Propagation (SCLaP) algorithm
serves both purposes. During coarsening, we compute a graph clustering with size-
constrained clusters and contract each cluster to a supervertex, also see Figure 2.1b.
This contraction yields a new level in the multilevel hierarchy. During uncoarsening the
same algorithm can be used as a fast local search algorithm.
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To perform graph clustering with size constraints on the clusters, we propose a size-
constraint label propagation algorithm. The label propagation algorithm (LPA), origi-
nally proposed by Raghavan et al. [RAK07a], fulfills these requirements, with the ex-
ception that it does not constrain cluster sizes. It is a fast, near-linear time algorithm
that locally optimizes the number of edges cut. We outline the algorithm briefly. Ini-
tially, each node is in its own cluster, i.e. the initial cluster ID of a node is set to its
node ID. The algorithm then works in rounds. In each round, the nodes of the graph
are traversed in random order. When a node v is visited, it is moved to the block
that has the strongest connection to v, i.e. it is moved to the cluster Vi that maximizes
ω({(v,u) | u ∈ N(v)∩Vi}). Ties are broken randomly. The process is repeated for at
most ` iterations where ` is a tuning parameter.
Furthermore, we augment the basic SCLaP algorithm by several algorithmic com-
ponents that are supposed to improve speed and/or quality of the partitioning process.
These extensions include different orders of node traversals, combining several cluster-
ings into one, iterations of the multilevel approach, larger imbalance on coarser levels,
and the omission of nodes in the clustering process that are certain not to change their
cluster. Our experiments on various complex networks indicate that the presented al-
gorithm, more precisely its different configurations integrated into the partitioning tool
KaHIP, is clearly able to improve on the state of the art. Excellent partitioning quality is
obtained in a short amount of time. For example, a web graph with 3.3 billion edges can
be partitioned with sequential code in about ten minutes while cutting less than half of
the edges than the partitions computed by the established competitor kMetis.
Subsequently, we adapted the algorithm to the distributed-memory model [3, 11].
Our main contributions here are a scalable parallelization of the size-constrained la-
bel propagation algorithm and an integration into a multilevel framework that enables
us to partition large complex networks on a parallel machine. The parallel size-
constrained label propagation algorithm is used to compute a graph clustering. A clus-
tering of this kind is recursively contracted and recomputed on the coarser graph un-
til the coarsest graph is small enough. The coarsest graph is then partitioned by the
coarse-grained distributed evolutionary algorithm KaFFPaE [SS12]. During uncoars-
ening the size-constrained label propagation algorithm is used as a simple, yet effec-
tive, parallel local search algorithm.
Our parallel label propagation algorithm uses a parallel graph data structure such
that each processors holds a subgraph of the input. To parallelize the label propagation
algorithm, each PE performs the algorithm on its part of the graph. Recall, when we
visit a node v, it is moved to the block that has the strongest eligible connection. Note
that the cluster IDs of a node can be arbitrarily distributed in the range 0 ..n−1 so that
we use a hash map to identify the cluster with the strongest connection. Our algorithm
uses the following scheme to overlap communication and computation. The scheme is
organized in phases. We call a node interface node if it is adjacent to at least one ghost
node (i.e. a node that is in the subgraph of another processor). The PE associated with the
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ghost node is called adjacent PE. Each PE stores a separate send buffer for all adjacent
PEs. During each phase, we store the block ID of interface nodes that have changed into
the send buffer of each adjacent PE of this node. Communication is then implemented
asynchronously using non-blocking operations, i.e. while messages are routed through
the network, we compute new labels of the nodes of the next phase. In phase κ , we send
the current updates to the adjacent PEs and receive the updates of the adjacent PEs from
round κ−1, for κ > 1. Note that in case the label propagation algorithm has converged,
i.e. no node changes its block any more, the communication volume is really small.
The presented scheme speeds up the running time needed for partitioning and im-
proves solution quality on graphs that have a very irregular and often also hierarchically
clustered structure such as social networks or web graphs. On these graphs the strengths
of our new algorithm unfold in particular: average solution quality and running time
is much better than what is observed by using ParMetis [KK96]. A variant of our al-
gorithm is able to compute a partition of a web graph with billions of edges in only
a few seconds while producing much better solutions.
It turns out that the main idea is also feasible for the (semi)-external memory
model [2] and shared-memory parallel model [7]. The algorithm that runs in the semi-
external model [2] is able to partition and cluster huge complex networks with billions
of edges on cheap commodity machines. Moreover, we present the first fully exter-
nal graph clustering/partitioning algorithm that is able to deal with a size-constraint on
the blocks. Experiments demonstrate that the semi-external graph partitioning algo-
rithm is scalable and can compute high quality partitions in time that is comparable
to the running time of an efficient internal memory implementation. Lastly, we en-
gineered a high-quality shared-memory parallel algorithm which has a stronger focus
high solution quality [7]. We present an approach to multilevel shared-memory par-
allel graph partitioning that guarantees balanced solutions, shows high speed-ups for
a variety of large graphs and yields very good quality independently of the number
of cores used. For example, on 31 cores, our algorithm partitions our largest test in-
stance into 16 blocks cutting less than half edges than our main competitor when both
algorithms are given the same amount of time. Important ingredients include parallel
label propagation, parallel initial partitioning, a simple yet effective approach to paral-
lel localized local search, and cache-aware hash tables.
2.2 DAG Partitioning
This section is based on [9, 29] which are joint publications with Orlando Mor-
eira and Merten Popp.
The context of this research is the development of computer vision and imaging appli-
cations at Intel Corporation. These applications have high demands for computational
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power but often need to run on embedded devices with severely limited compute re-
sources and a tight thermal budget. Our target platform is a heterogeneous multiproces-
sor for advanced imaging and computer vision that is currently used in Intel processors.
It is designed for low power and has small local program and data memories. To cope
with memory constraints, the application developer currently has to manually break the
application, which is given as a directed data flow graph, into smaller blocks that are
executed one after another. The quality of this partitioning has a strong impact on com-
munication volume and performance. However, for large graphs this is a non-trivial
task that requires detailed knowledge of the hardware.
There are many existing heuristics for partitioning graphs into blocks of nodes of
roughly equal size. However, the platform at Intel has the requirement that there must
not be a cycle in the dependencies between the blocks because they have to be exe-
cuted one after another. The task can be identified as a graph partitioning problem.
The partitions that we are looking for have to satisfy two constraints: a balancing con-
straint and an acyclicity constraint. The balancing constraint demands that ∀i ∈ {1..k} :
c(Vi)≤ Lmax := (1+ ε)dc(V )k e for some imbalance parameter ε ≥ 0. The acyclicity con-
straint mandates that the quotient graph is acyclic. The objective is to minimize the total
cut ∑i, j w(Ei j) where Ei j:=
{
(u,v) ∈ E : u ∈Vi,v ∈Vj
}
. The directed graph partition-
ing problem with acyclic quotient graph (DGPAQ) is then defined as finding a partition
Π :=
{
V1, . . . ,Vk
}
that satisfies both constraints while minimizing the objective function.
In [9] we present a proof that the problem is NP-complete and hard to approximate,
as well as the implementation and evaluation of heuristics that address this problem.
Roughly speaking, we generate initial feasible solutions by exploiting topological order-
ings and later on improve solutions by using local search algorithms that do not create
cycles in the quotient graph. Our experiments show that our heuristics achieve a close
approximation of the optimal solution found by an exhaustive search for small prob-
lem instances and much better scalability for larger instances. Then we extend our idea
to a multilevel scheme [29]. In principle, we start with a feasible solution and mod-
ify the coarsening process to only contract edges that run entirely within a block. This
ensures that we can use the input solution as feasible initial solution on the coarsest
level and afterwards apply local search on every level of the graph hierarchy. Based
on the multilevel algorithms defined here, we contributed an memetic algorithm for the
problem (see Section 5). The resulting partitions have shown to have a positive im-
pact on the schedule of a real imaging application.
18 Chapter 2. Multilevel Algorithms
2.3 Node Separators
This section is based on [6, 27] which are joint publications with Peter Sanders,
Darren Strash and Robert Williger.
A node separator of a graph is a subset S of the nodes such that removing S and its inci-
dent edges divides the graph into two disconnected components of about equal size.
There are many algorithms that rely on small node separators. For example, small
balanced separators are a popular tool in divide-and-conquer strategies [LT80, Lei80,
BL84], are useful to speed up the computations of shortest paths [SWZ02, DHM+09,
DSW14] or are necessary in scientific computing to compute fill reducing orderings
with nested dissection algorithms [Geo73].
Finding a balanced node separator on general graphs is NP-hard even if the max-
imum node degree is three [BJ92b, GJ02]. Hence, one relies on heuristic and ap-
proximation algorithms to find small node separators in general graphs. Indeed, one
of the most commonly used method to tackle the node separator problem on large
graphs in practice is the multilevel approach.
In [6], we introduce novel multilevel algorithms to find small node separators in large
graphs. With focus on solution quality, we introduce novel flow-based local search
algorithms which are integrated in a multilevel framework. In addition, we transfer
techniques successfully used in the graph partitioning field. This includes the usage
of edge ratings tailored to our problem to guide the graph coarsening algorithm as
well as highly localized local search and iterated multilevel cycles to improve solu-
tion quality even further. The two most important ingredients here are highly local-
ized local search and flow-based local search.
The novel localized algorithm for the node separator problem starts local search only
from a couple of selected separator nodes. Our localized local search procedure is based
on the FM scheme. Before we explain our approach to localization, we present a com-
monly used FM-variant for completeness. For each of the two blocks V1, V2 under con-
sideration, a priority queue of separator nodes eligible to move is kept. The priority is
based on the gain concept, i.e. the decrease in the objective function value when the
separator node is moved into that block. More precisely, if a node v ∈ S would be moved
to V1, then the neighbors of v that are in V2 have to be moved into the separator. Hence,
in this case the gain of the node is the weight of v minus the weight of the nodes that
have to be added to the separator. The gain value in the other case (moving v into to
V2) is similar. After the algorithm computed both gain values it chooses the largest gain
value such that moving the node does not violate the balance constraint and performs
the movement. Each node is moved at most once out of the separator within a single
local search. The queues are initialized randomly with the separator nodes. After a node
is moved, newly added separator nodes become eligible for movement (and hence are
added to the priority queues). The moved node itself is not eligible for movement any-
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more and is removed from the priority queue. Note that the movement can change the
gain of current separator nodes. Hence, gains of adjacent nodes are updated.
Our approach to localization works as follows. Previous local search methods were
initialized with all separator nodes, i.e. all separator nodes are eligible for movement
at the beginning. In contrast, our method is repeatedly initialized only with a subset
of the separator nodes (the precise amount of nodes in the subset is a tuning param-
eter). Intuitively, this introduces a larger amount of diversification and boosts the al-
gorithms ability to climb out of local minima.
We now give intuition why localization of local search boosts the algorithms ability
to climb out of local minima. Consider a situation in which a node separator is locally
optimal in the sense that at least two node movements are necessary until moving a
node out of the separator with positive gain is possible. Recall that classical local search
is initialized with all separator nodes (in this case all of them have negative gain val-
ues). It then starts to move nodes with negative gain at multiple places of the graph.
When it finally moves nodes with positive gain the separator is already much worse than
the input node separator. Hence, the movement of these positive gain nodes does not
yield an improvement with respect to the given input partition. On the other hand, a
localized local search that starts close to the nodes with positive gain, can find the pos-
itive gain nodes by moving only a small number of nodes with negative gain. Since
it did not move as many negative gain nodes as the classical local search, it may still
finds an improvement with respect to the input.
The flow-based improvement methods work as follows; We define a node-capacitated
flow problem F = (VF ,EF ) that we solve to improve a given node separator as fol-
lows. First we introduce a few notations. Given a set of nodes A ⊂ V , we define its
border ∂A := {u ∈ A | ∃(u,v) ∈ E : v 6∈ A}. The set ∂1A := ∂A∩V1 is called left bor-
der of A and the set ∂2A := ∂A∩V2 is called right border of A. An A induced flow
problem F is the node induced subgraph G[A] with ∞ as edge-capacities and the node
weights of the graph as node-capacities. Additionally there are two nodes s, t that are
connected to the border of A. More precisely, s is connected to all left border nodes ∂1A
and all right border nodes ∂2A are connected to t. These new edges get capacity ∞. Note
that the additional edges are directed. F has the balance property if each (s,t)-flow in-
duces a balanced node separator in G, i.e. the blocks Vi fulfill the balancing constraint.
The basic idea is to construct a flow problem F having the balance property. Find-
ing the vertices for the flow problem can be done by running two breadth first search
starting from the separator (one for each block, where the breadth first search only ex-
pands into block Vi). An example is shown in Figure 2.2.
Experiments indicate that flow-based local search algorithms on its own in a multi-
level framework are already highly competitive in terms of separator quality. Adding
additional local search algorithms further improves solution quality. Our strongest con-
figuration almost always outperforms competing systems while on average comput-
ing 10% and 62% smaller separators than Metis and Scotch (the main competitors),
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Figure 2.2: The construction of an A induced flow problemF is shown. Two BFS are
started to define the area A – one into the block on the left hand side and one into the
block on the right hand side. A solution of the flow problem yields the smallest node
separator that can be found within the area. The area A is chosen so that each node
separator being found in it yields a feasible separator for the original problem.
respectively. Later on we developed algorithms for the k-way node separator prob-
lem [27]. Parts of the algorithms have already been integrated in the KaHIP frame-
work. Based on the multilevel algorithms defined here, we also contributed an memetic
algorithm for the problem (see Section 5).
2.4 Hypergraph Partitioning
This section is based on [5, 28] which are joint publications with Robin
Andre, Vitali Henne, Tobias Heuer, Henning Meyerhenke, Peter Sanders and
Sebastian Schlag.
Hypergraphs are a generalization of graphs, where each (hyper)edge can connect
more than two vertices. The k-way hypergraph partitioning problem is the general-
ization of the well-known graph partitioning problem: Partition the vertex set into k
disjoint blocks of bounded size (at most 1+ ε times the average block size), while min-
imizing the total cut size, i.e., the sum of the weights of those hyperedges that connect
multiple blocks. However, allowing hyperedges of arbitrary size makes the partition-
ing problem more difficult in practice [CJZM10, HC14].
Hypergraph partitioning (HGP) has a wide range of applications. Two prominent
areas are VLSI design and scientific computing (e.g. accelerating sparse matrix-vector
multiplications) [PM07]. While the former is an example of a field where small op-
timizations can lead to significant savings, the latter is an example where hypergraph-
based modeling is more flexible than graph-based approaches [HC14, CA99, HK00,
KHT09]. HGP also finds application as a preprocessing step in SAT solving, where it
is used to identify groups of connected variables [AMS04].
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State-of-the-art hypergraph partitioners use matching- or clustering-based algorithms
to find groups of highly-connected vertices that can be contracted together to create
the next level of the coarsening hierarchy [CA99, KAKS99, Tri06]. The rate at which
successively coarser hypergraphs are reduced determines the number of levels in the
multilevel hierarchy. As already noted in [AHK98], a larger number of levels poten-
tially improves the solution quality, because local search algorithms are used more often.
However, it also leads to larger running times and increased memory usage.
We develop a multilevel algorithm for hypergraph partitioning [5] that contracts the
vertices one at a time. Using several caching and lazy-evaluation techniques during
coarsening and refinement, we reduce the running time by up to two-orders of magni-
tude compared to a naive n-level algorithm that would be adequate for ordinary graph
partitioning. The overall performance is even better than the widely used hMetis hyper-
graph partitioner that uses a classical multilevel algorithm with few levels.
Roughly speaking our overall system to achieve very high quality works as follows:
A carefully chosen rating function evaluates how attractive it is to contract two vertices.
We present an effective strategy to limit the cost for reevaluating the rating function
and always contract the pair of vertices having the largest rating. When coarsening is
stopped, we run our initial partitioner. The initial partitioner is based on a large portfolio
of simple algorithms, each with some randomization aspect (fully random, BFS, label
propagation, and nine variants of greedy hypergraph growing). Since these partitioners
are very fast and only applied to a small core problem, we can afford to make a large
number of attempts taking the best partition as the basis for further processing. Lastly,
local improvement steps are expensive since many steps are needed and a naive imple-
mentation of the established techniques needs work proportional to the squares of the
net sizes. We integrate several techniques for reducing this bad behavior for large nets
and additionally develop a way to cache gain values to further reduce search overhead.
We assembled a large benchmark set with 310 hypergraphs stemming from appli-
cation areas such VLSI, SAT solving, social networks, and scientific computing. Av-
eraged over all instances, we achieve about 8% smaller cuts than hMetis and are at
the same time about twice as fast. Compared to the (much faster) partitioner PaToH,
we achieve cuts that are about 4% smaller. Considerably larger improvements are ob-
served for some instance classes like social networks and for bipartitioning. The al-
gorithm presented forms the basis of the hypergraph partitioning framework KaHyPar
(Karlsruhe Hypergraph Partitioning). Based on this we contributed an memetic algo-
rithm [28] for the problem (see Section 5).These algorithms have been released in the
KaHyPar [HHM+]– Karlsruhe Hypergraph Partitioning – framework.
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2.5 Process Mapping
This section is based on [8] which is joint work with Jesper Larsson Träff.
Process mapping is an important generalization of graph partitioning for massively
parallel computing: How to embed a (very) large graph into the network of a supercom-
puter so as to minimize communication costs. Although this problem has been consid-
ered by multiple researchers already, there is still a long way to go to find really ade-
quate solutions. Communication performance between processes in high-performance
systems depends on many factors. For example, communication is typically faster if
communicating processes are located on the same processor node compared to the cases
where processes reside on different nodes. This becomes even more pronounced for
large supercomputer systems where processors are hierarchically organized into, e.g.
islands, racks, nodes, processors, cores with corresponding communication links of sim-
ilar quality. Given the communication pattern between processes and a hardware topol-
ogy description that reflects the quality of the communication links, one hence seeks
to find a good mapping of processes onto processors such that pairs of processes ex-
changing large amounts of information are located closely.
We addressed the problem as quadratic assignment problem and present algorithms
to construct initial mappings of processes to processors as well as fast local search al-
gorithms to further improve the mappings [8]. By exploiting assumptions that typi-
cally hold for applications and modern supercomputer systems such as sparse com-
munication patterns and hierarchically organized communication systems, we arrive
at significantly more powerful algorithms for these special QAPs. We outline algo-
rithm to construct good mappings:
Intuitively, we want to identify subgraphs in the communication graph of processes
that have to communicate much with each other and then place such processes closely,
i.e. on the same node, same rack and so forth. In the following, we assume a homoge-
neous hierarchy of the supercomputer, but our algorithms can be extended to heteroge-
neous hierarchies in a straightforward way. LetS = a1,a2, ...,ak be a sequence describ-
ing the hierarchy of the supercomputer. The sequence should be interpreted as each pro-
cessor having a1 cores, each node a2 processors, each rack a3 nodes, . . . . Our algorithm,
called top down, splits the communication graph recursively along the system hierarchy.
The top down approach starts by computing a perfectly balanced partition of GC
into ak blocks each having n/ak vertices (processes). Here, GC is the graph describ-
ing the communication that takes place in the application where each vertex models
a task that has to be placed on a single processor and edge weights model communi-
cation volume between the tasks. The partitioning task is done using the techniques
provided by Sanders and Schulz [SS13] which provide high quality partitions and guar-
antee that each block of the output partition has the specified amount of vertices. In
principle, the nodes of each block will be assigned completely to one of the ak sys-
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tem entities. Each of the system entities provides precisely n/ak PEs. We then pro-
ceed recursively and partition each subgraph induced by a block into ak−1 blocks and
so forth. The recursion stops as soon as the subgraphs have only a1 vertices left. In
the base case, we assign processes to permutation ranks.
Experiments indicate that our algorithms find much better solutions and are much
more scalable than the state-of-the-art. The algorithms have already been integrated in
the KaHIP framework to map the blocks of a partition to processors as well as released
separately in the VieM [ST] (Vienna Mapping and Sparse Quadratic Assignment) frame-
work to make the mapping algorithm available in a more general context.
2.6 Graph Drawing
This section is based on [4, 12] which are joint publications with Henning
Meyerhenke and Martin Nöllenburg.
Drawing large networks (or graphs, we use both terms interchangeably) with hun-
dreds of thousands of vertices and edges has a variety of relevant applications. One
of them can be interactive visualization, which helps humans working on graph data
to gain insights about the properties of the data. If a very large high-end display is
not available for such purpose, a hierarchical approach allows the user to select an
appropriate zoom level [AvHK06] in the spirit of Shneiderman’s information seek-
ing mantra “Overview first, zoom and filter, then details-on-demand” [Shn96]. More-
over, drawings of large graphs can also be used as a preprocessing step in high-
performance applications [KR13].
One very promising class of layout algorithms in this context is based on the stress
of a graph, an error measure between true distances and desired target distances of ver-
tex pairs. Such algorithms can, for instance, be used for drawing graphs with given
distances between vertex pairs, provided a priori in a distance matrix [GKN05]. More
recently, Gansner et al. [GHN13] proposed a similar model that includes besides the
stress for some vertex pairs an additional entropy term to resolve the remaining de-
grees of freedom in the layout (hence its name maxent-stress). While still using shortest
path distances, this model often results in more satisfactory layouts for large networks.
The optimization problem can be cast as solving Laplacian linear systems successively.
Since each right-hand side in this succession depends on the previous solution, many
linear systems need to be solved until convergence.
Gansner et al. [GHN13] also suggested (but did not use) a simpler iterative refinement
procedure for solving their optimization problem. This Jacobi method would be slow
to converge if used unmodified. However, if designed and implemented appropriately,
it has the potential for fast convergence even on large graphs. Moreover, as already
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Figure 2.3: Drawings of bcsstk31. Left to right: PivotMDS [BP07], GHN [GHN13],
MulMent (new).
observed in [GHN13], it has high potential for parallelism and should work well on
dynamic graphs by profiting from previous solutions.
A successful (meta)heuristic for graph drawing (and other optimization problems on
large graphs) is the multilevel approach. We also employ this approach for maxent-stress
optimization for several other reasons: (i) Some graphs (such as road networks) feature
a hierarchical structure, which can be exploited to some extent by a multilevel approach,
(ii) the computed hierarchy may be useful later on for multiscale visualization, and (iii)
it resembles the multigrid method for solving linear equations.
We make the iterative local optimizer suggested by Gansner et al. [GHN13] usable
and fast in practice [4, 12]. We briefly sketch our algorithmic approach: The method for
creating the graph hierarchy is based on fast graph clustering with controllable cluster
sizes (we use size-constraint label propagation). Each cluster computed on one hierar-
chy level is contracted into a new supervertex for the next level. We denote vertices of
contracted graphs in the hierarchy as nodes to distinguish them from the original ver-
tices of the input graph G. After computing an initial layout on the coarsest hierarchy
level, we improve the drawing on each finer level by using an iterative equation. One
property of the local optimizer we exploit is its high degree of parallelism (which we
use). Additionally, this refinement process exploits the hierarchy and draws nodes that
are densely connected with each other (i.e. which are in the same cluster) close to each
other. Further acceleration is obtained by approximating long-range forces. To this end,
we use coarser representatives stored in the multilevel hierarchy.
Our experimental results show that force approximation rarely affects the layout qual-
ity significantly – in terms of maxent-stress values as well as visual quality, see also Fig-
ure 2.3. The parallel implementation of our multilevel algorithm (released as the open
source package KaDraw [MNS] – Karlsruhe Graph Drawing) with force approximation
is, however, on average 30 times faster than the reference implementation [GHN13] –
and even our sequential approximate algorithm is faster than the reference. A contribu-
tion besides higher speed is that, in contrast to [GHN13], our approach does not require
input coordinates to optimize the maxent-stress measure.
3
Practical Kernelization
There are many real-world optimization problems can be formulated as a graph problem.
Numerous of these problems are NP-hard: it is expected that no efficient (polynomial-
time) algorithm exists that always finds an optimal solution. However, many NP-hard
graph problems have been shown to be fixed-parameter tractable (FPT): large inputs
can be solved efficiently and provably optimally, as long as some problem parameter is
small. Here the parameter measures the ‘difficulty’ of the input in some mathematically
well-defined way, for example using the treewidth of the underlying graph. Over the
last two decades, significant advances have been made in the design and analysis of FPT
algorithms for a wide variety of graph problems. This has resulted in a rich algorith-
mic toolbox that are by now well-established and are described in several textbooks and
surveys. They lead to algorithms that are theoretically efficient: they allow problems of
size n with a parameter value of k to be solved in time f (k)nc for some (exponential)
function f and constant c, thereby restricting the exponential dependence of the running
time to the parameter k only. However, these theoretical algorithmic ideas have received
very little attention from the practical perspective. Few of the new techniques are imple-
mented and tested on real datasets, and their practical potential is far from understood.
The rich toolbox of parameterized algorithm theory offers a rich set of algorithmic ideas
that are challenging to implement and engineer in practical settings. By applying tech-
niques from FPT algorithms in nontrivial ways, algorithms can be obtained that perform
surprisingly well on real-world instances for NP-hard problems.
In this line of research, we started to investigate two problems in this context: the
independent set problem [25, 13, 14, 19, 16, 18] and the minimum cut problem [15,
20, 17]. In general, we follow the scheme of iteratively applying exact and inexact
reduction/kernelization rules to compute a much smaller problem kernel on which the
problem under consideration is solved. The distinction between exact and inexact here
is as follows: if we have an optimum solution on the problem kernel we can construct an
optimum solution on the input problem when only using exact reduction rules. This is
not the case for inexact reduction rules. In our research, the problem kernel is typically
solved using an exact algorithm or an heuristic algorithm.
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3.1 Independent Sets
This section is based on [25, 13, 14, 19, 16, 18] which are joint publications
with Jakob Dahlum, Demian Hespe, Sebastian Lamm, Peter Sanders, Darren
Strash, Renato F. Werneck, Robert Williger and Huashuo Zhang.
The maximum (weight) independent set problem is an NP-hard problem that has at-
tracted much attention in the combinatorial optimization community, due to its difficulty
and its importance in many fields. Given a graph G = (V,E,w) with weight function
w : V → R+, the goal of the maximum weight independent set problem is to compute a
set of vertices I ⊆ V with maximum total weight, such that no vertices in I are ad-
jacent to one another. Such a set is called a maximum weight independent set (MWIS).
The problem is called maximum independent set problem if one seeks to find the in-
dependent set with the largest cardinality, i.e. the weight function is identical to one.
The maximum (weight) independent set problem has applications spanning many disci-
plines, including signal transmission, information retrieval, and computer vision [BY86].
As a concrete example, weighted independent sets are vital in labeling strategies for
maps [GNR14, BNNS16], where the objective is to maximize the number of visible
non-overlapping labels on a map. Here, the maximum weight independent set problem
is solved in the label conflict graph, where any two overlapping labels are connected by
an edge and vertices have a weight proportional to the city’s population.
Similar to their unweighted counterparts, a maximum weight independent setI ⊆V
in G is a maximum weight clique in G (the complement of G), and V \I is a minimum
vertex cover of G [XKK16, CHLL18]. Since all of these problems are NP-hard [GJS74],
heuristic algorithms are often used in practice to efficiently compute solutions of high
quality on large graphs [Pul09, NPS18, LCH17, CHLL18].
We started to investigate the independent set problem by engineering an advanced
memetic algorithm [25]. The core innovations of the algorithm are very natural com-
bine operations based on graph partitioning and local search algorithms. More pre-
cisely, we employ a state-of-the-art graph partitioner to derive operations that enable us
to quickly exchange whole blocks of given independent sets. To enhance newly com-
puted offsprings we combine our operators with a local search algorithm (see Section 5
for more details). Since evolutionary computation can take some time, we combined
this with kernelization techniques in [13, 19]. The kernelization techniques have pre-
viously been used in branch-and-reduce frameworks to solve the problem to optimality.
More precisely, a recent exact algorithm by Akiba and Iwata [AI15] has shown that large
networks can be solved exactly by employing a branch-and-reduce technique that recur-
sively kernelizes the graph and performs branching. However, one major drawback of
their algorithm is that, for huge graphs, branching still can take exponential time. The
key idea of our approach is to apply the memetic algorithm on the problem kernel. Our
algorithm may be viewed as performing two functions simultaneously: (1) reduction
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rules are used to boost the performance of the memetic algorithm and (2) the memetic
algorithm opens up the opportunity for further reductions by selecting vertices that are
likely to be in large independent sets. In short, our method applies reduction rules to
form a kernel, then computes vertices to insert into the final solution and removes their
neighborhood (including the vertices themselves) from the graph so that further reduc-
tions can be applied. This process is repeated recursively, discovering large independent
sets as the recursion proceeds. We show that this technique finds large independent sets
much faster than existing local search algorithms, is competitive with state-of-the-art
exact algorithms for smaller graphs, and allows us to compute large independent sets on
huge sparse graphs, with billions of edges. In addition, our new algorithm computes an
optimal independent set on all instances that the exact algorithm can solve.
A major drawback of these algorithms is that they require significant preprocessing
overhead, and therefore cannot be used to find a high-quality independent set quickly.
We show in [14] that performing simple kernelization techniques in an online fash-
ion significantly boosts the performance of local search, and is much faster than pre-
computing a kernel using advanced techniques. More precisely, for some reduction rules
we can just mark vertices as removed and the local search algorithm does not have to
consider these vertices anymore. In addition, we show that cutting high-degree vertices
can boost local search performance even further, especially on huge (sparse) complex
networks. Our experiments show that we can drastically speed up the computation of
large independent sets compared to other state-of-the-art algorithms, while also produc-
ing results that are very close to the best known solutions.
As we noted already, it is of critical importance for these algorithms that kerneliza-
tion is fast and returns a small kernel. Hence, we give an efficient parallel kernelization
algorithm based on graph partitioning and parallel bipartite maximum matching [16].
We combine our parallelization techniques with two techniques to accelerate kerneliza-
tion further: dependency checking that prunes reductions when they will provably not
succeed, therefore significantly reducing the number of failed reduction, and reduction
tracking that allows us to stop kernelization when reductions become less fruitful. Note,
however, that this is a trade-off between size of the kernel and kernelization speed. Our
algorithm produces kernels that are orders of magnitude smaller than the fastest kernel-
ization methods, while having a similar execution time. Furthermore, our algorithm is
able to compute kernels with size comparable to the smallest known kernels, but up to
two orders of magnitude faster than previously possible. The project has been released
as the KaMIS [LSS+] (Karlsruhe Maximum Independent Sets) open source framework.
Lastly, we investigate the weighted independent set problem [18]. While kernelzia-
tion is known to be very effective in practice for the unweighted version of the prob-
lem, very little is known for weighted problem, in part due to a lack of known effec-
tive reductions. We develop a full suite of new reductions for the maximum weight
independent set problem and provide extensive experiments to show their effectiveness
in practice on real-world graphs of up to millions of vertices and edges. Our experi-
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ments indicate that our approach is able to far outperform existing state-of-the-art algo-
rithms, solving many instances that were previously infeasible. In particular, we show
that branch-and-reduce is able to solve a large number of real-world instances up to
two orders of magnitude faster than existing (inexact) local search algorithms—and
is able to solve the majority of instances within 15 minutes. For those instances re-
maining infeasible, we show that combining kernelization with local search produces
higher-quality solutions than local search alone.
3.2 Minimum Cuts
This section is based on [15, 20, 17] which are joint publications with Monika
Henzinger, Alexander Noe and Darren Strash.
The second problem that we tackled in this line of research is the minimum cut prob-
lem. Given an undirected graph with non-negative edge weights, the minimum cut prob-
lem is to partition the vertices into two sets so that the sum of edge weights between
the two sets is minimized. A minimum cut is often also referred to as the edge con-
nectivity of a graph [NI92, HRW17]. The problem has applications in many fields.
In particular, for network reliability [Kar01, RC87], assuming equal failure chance on
edges, the smallest edge cut in the network has the highest chance to disconnect the
network; in VLSI design [Kri84], a minimum cut can be used to minimize the num-
ber of connections between microprocessor blocks; and it is further used as a sub-
problem in the branch-and-cut algorithm for solving the Traveling Salesman Problem
and other combinatorial problems [PR91].
For minimum cut algorithms to be viable for these (and other) applications they must
be fast on small data sets and scale to large data sets. Thus, an algorithm should have
either linear or near-linear running time, or have an efficient parallelization. Note that all
existing exact algorithms have non-linear running time [HO92, HRW17, KS96], where
the fastest of these is the deterministic algorithm of Henzinger et al. [HRW17] with
running time O
(
m log2 n log log2 n
)
. Although this is arguably near-linear theoretical
running time, it is not known how the algorithm performs in practice. Even the ran-
domized algorithm of Karger and Stein [KS96] which finds a minimum cut only with
high probability, has O
(
n2 log3 n
)
running time, although this was later improved by
Karger [Kar00] to O
(
m log3 n
)
. There is a linear time approximation algorithm, namely
the (2+ ε)-approximation algorithm by Matula [Mat93]. However, the quality of Mat-
ula’s algorithm in practice is currently unknown—no experiments have been published,
although Chekuri et al. provide an implementation [CGK+97, SL].
We to give the first practical shared-memory parallel algorithm for the minimum cut
problem [15, 20]. Our first algorithm is heuristic (i.e. it does not give guarantees on
solution quality), randomized, and has running time O(n+m) when run sequentially.
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The algorithm works in a multilevel fashion: we repeatedly reduce the input graph size
with both heuristic and exact techniques, and then solve the smaller remaining problem
with exact methods. Our heuristic technique identifies edges that are unlikely to be in
a minimum cut using label propagation introduced by Raghavan et al. [RAK07b] and
contracts them in bulk. We further combine this technique with the exact reduction rou-
tines from Padberg and Rinaldi [PR90]. For example, given a bound on the minimum
cut λˆ , it is very obvious that one can contract every edge having weight larger than λˆ
without loosing optimality. We perform extensive experiments comparing our algorithm
with other heuristic algorithms as well as exact algorithms on real-world and generated
instances, which include graphs on up to 70 million vertices and 5 billion edges—the
largest graphs ever used for experiments for the minimum cut problem. Results indicate
that our algorithm finds optimal cuts on almost all instances and also that the empirically
observed error rate is lower than competing heuristic algorithms that come with guaran-
tees on the solution quality. At the same time, even when run sequentially, our algorithm
is significantly faster (up to a factor of 4.85) than other state-of-the-art algorithms.
Inspired by the good performance of this algorithm and the low error rate, we engineer
the fastest known exact minimum cut algorithm for the problem [17]. We do so by (1)
incorporating the proposed inexact methods and (2) by using better suited data structures
and other optimizations as well as (3) parallelization of exact methods. Our algorithm
achieves improvements in running time by a multitude of techniques. First, we use the
fast and parallel inexact minimum cut algorithm from above [15, 20] to obtain a better
approximate bound λˆ for the problem (recall that the algorithm almost always gave
the correct result). As known reduction techniques depend on this bound, the better
bound enables us to apply more reductions and to reduce the size of the graph much
faster. For example, edges whose incident vertices have a connectivity of at least λˆ ,
can be contracted without the contraction affecting the minimum cut. Nagamochi et al.
[NI92, NOI94] give reductions that use maximum spanning forests to find a non-empty
set of contractible edges. The intuition behind the algorithm is as follows: imagine you
have an unweighted graph with minimum cut value exactly one. Then any spanning tree
must contain at least one edge of each of the minimum cuts. Hence, after computing a
spanning tree, every remaining edge can be contracted without losing the minimum cut.
Nagamochi, Ono and Ibaraki extend this idea to the case where the graph can have edges
with positive weight as well as the case in which the minimum cut is bounded by λˆ and
show how edges are identified using one modified breadth first search.
Using better suited data structures as well as incorporating observations that help to
save a significantly amount of work in the contraction routine of Nagamochi, Ono and
Ibaraki [NOI94] further reduce the running time of our algorithm. Additionally, we give
a parallel variant of the contraction routines of Nagamochi, Ono and Ibaraki [NOI94].
We arrive at an exact algorithm (released as the open source package VieCut [HNS]
– Vienna Minimum Cuts) that outperforms the state-of-the-art by a factor of up to 2.5
already sequentially, and when run in parallel by a factor of up to 12.9 using 12 cores.
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4
Parallelization
Complex graphs, which are useful in a wide range of applications, can sometimes be
composed out of billions of entities that give rise to emerging properties and structures.
Analyzing these structures aids us in gaining new insights about our surroundings. With
the recent stagnation of Moore’s law, the primary method for gaining computing power
is to increase the number of available cores, processors, or networked machines (all of
which are generally referred to as processing elements (PEs)) and exploit parallel compu-
tation. Designing and evaluating algorithms to handle these datasets is a crucial task on
the road to understanding the underlying systems. Hence, scalable shared-memory and
distributed-memory parallel graph algorithms for parallel analysis that efficiently utilize
all cores of a machine or use many machines of a super computer are highly desirable.
For example, graph partitioning (GP) is a key prerequisite for efficient large-scale par-
allel graph algorithms. In many cases, a graph needs to be partitioned or clustered such
that there are few edges between the blocks (pieces). In particular, when you process a
graph in parallel on k PEs (processing elements), you often want to partition the graph
into k blocks of about equal size. In this paper we focus on a version of the problem that
constrains the maximum block size to (1+ ε) times the average block size and tries to
minimize the total cut size, i.e., the number of edges that run between blocks. In Sec-
tion 2.1, we have already seen our parallel approaches to graph partitioning [2, 3, 7, 11].
A lot more of the graph algorithms already proposed in this work fall into the par-
allelization category. In graph drawing [4, 12], we used shared-memory parallelism to
parallelize local optimization of drawings. We propose parallel reductions for the inde-
pendent set problem [16] where we our parallel graph partitioning algorithm and then
employed one thread per block to run reductions locally. Lastly, we proposed shared-
memory parallel minimum cut algorithms [15, 20, 17]. Here we used a shared-memory
parallel label propagation algorithms as well as parallel reduction routines. In Section 5,
we propose parallel memetic algorithms. We now extend this to distributed-memory par-
allel algorithms that do not directly fit into the other research pillars, i.e. parallel graph
generation [23, 21, 24] and distributed edge partitioning algorithms [22].
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4.1 Graph Generation
This section is based on [23, 21, 24] which are joint publications with Daniel
Funke, Sebastian Lamm, Ulrich Meyer, Peter Sanders, Darren Strash and
Moritz von Looz.
Building scalable graph algorithms is a challenging task that requires a careful anal-
ysis and an extensive evaluation. However, engineering such algorithms is often hin-
dered by the scarcity of publicly available datasets. Network generators serve as a tool
to alleviate this problem by providing synthetic instances with controllable parameters.
However, many network generators fail to provide instances on a massive scale due
to their sequential nature or resource constraints. Additionally, truly scalable network
generators are few and often limited in their realism.
Scale-free graphs with a power-law degree distribution seem to be ubiquitous in com-
plex network analysis. In order to study such networks and the algorithms to analyze
them, one needs simple models for generating complex networks with user-definable
parameters. In their seminal paper [BA99] Barabasi and Albert define the model that
is perhaps most widely used because of its simplicity and intuitive definition: We start
with an arbitrary seed network consisting of nodes 0..n0− 1 (a..b is used as a short-
hand for {a, . . . ,b} here). Nodes i ∈ n0..n− 1 are added one at a time. They randomly
connect to d neighbors using preferential attachment, i.e., the probability to connect
to node j ≤ i is chosen proportionally to the degree of j. The seed graph, n0, d, and
n are parameters defining the graph family.
We started this line of research by developing a scalable graph generator for the
Barabasi-Albert model [23]. Our starting point is the fast, simple, and elegant sequen-
tial algorithm by Batagelj and Brandes [BB05]. For simplicity of exposition, we use an
empty seed graph (n0 = 0). A generalization only requires a number of straight forward
index transformations. Brandes’ algorithm generates one edge at a time and writes it
into an edge array E[0..2dn−1] where positions 2i and 2i+1 store the node IDs of the
end points of edge i. We have E[2i] = bi/dc. The central observation is that one gets
the right probability distribution for the other end point by uniformly sampling edges
rather than sampling dynamically weighted nodes, i.e. E[2i+ 1] is simply set to E[x]
where x is chosen uniformly and (pseudo)randomly from 0..2i.
The idea behind the parallel algorithm [23] is very simple – compute edge i indepen-
dently of all other edges and without even accessing the array E. On the first glance, this
sounds paradoxical because there are dependencies and accessing E is the whole point
behind Brandes’ algorithm. This paradox is resolved by the idea to recompute any entry
of E that is needed for edge i using hash functions as pseudorandom number generator.
Hence, our parallel algorithm requires no communication at all and yields perfect
load balance on uniform nodes of a supercomputer. Hence, our algorithm achieves
perfect scalability. We generated a Petaedge graph in less than an hour on 16 384
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cores of the SuperMUC computer. This graph is 20 000 times larger than the largest
Barabasi-Albert graph we have seen reported.
Based on the idea to have distributed parallel algorithms that do not need to com-
municate [21, 24], we started to build more graph generators for a variety of net-
work models commonly found in practice. The models that we investigated are the
classic Erdo˝s-Rényi models G(n,m) and G(n, p) and different spatial network mod-
els including random geometric graphs (RGGs), random hyperbolic graphs (RHGs)
and random Delaunay graphs (RDGs). For each generator, we provide bounds for
their parallel (and sequential) running times. A key-component of our algorithms is
the clever use of pseudorandomization and divide-and-conquer strategies. These com-
ponents enable us to perform efficient recomputations in a distributed setting with-
out the need for communication.
To highlight the practical impact of our generators, we also present an extensive ex-
perimental evaluation. First, we show that our generators rival the current state-of-the-
art in terms of sequential and/or parallel running time. Second, we are able to show
that our generators have near optimal scaling behavior in terms of weak scaling (and
strong scaling). Finally, our experiments show that we are able to produce instances
of up to 243 vertices and 247 edges in less than 22 minutes. These instances are in
the same order of magnitude as those generated by R-MAT for the Graph 500 bench-
mark (http://www.graph500.org). Hence, our generators enable the underlying net-
work models to be used in massively distributed settings. The generators are available
in the open source KaGen [FLS+] – Karlsruhe Graph Generation – package.
4.2 Edge Partitioning
This section is based on [22] which is joint work Sebastian Schlag, Daniel
Seemaier and Darren Strash.
As already mentioned, one useful method to take advantage of parallelism is found in
graph partitioning which attempts to partition the vertices of a graph into roughly equal
disjoint sets (called blocks), while minimizing some objective function—for example
minimizing the number of edges crossing between blocks. This traditional (node-based)
graph partitioning has also been essential for making efficient distributed graph algo-
rithms in the Think Like a Vertex (TLAV) model of computation [MWM15]. In this
model, node-centric operations are performed in parallel, by mapping nodes to PEs and
executing node computations in parallel. Nearly all algorithms in this model require
information to be communicated between neighbors — which results in network com-
munication if stored on different PEs — and therefore high-quality graph partitioning
directly translates into less communication and faster overall running time. However,
node-centric computations have serious shortcomings on power law graphs — which
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have a skewed degree distribution. In such networks, the overall running time is neg-
atively affected by very high-degree nodes, which can result in more communication
steps. To combat these effects, Gonzalez et al. [GLG+12] introduced edge-centric com-
putations, which duplicates node-centric computations across edges to reduce commu-
nication overhead. In this model, edge partitioning—partitioning edges into roughly
equally sized blocks—must be used to reduce the overall running time.
Similar to (node-based) graph partitioning, the quality of the edge partitioning can
have a dramatic effect on parallelization [LGH+17, PBM10]. Noting that edge parti-
tioning can be solved directly with hypergraph partitioners Li et al. [LGH+17] showed
that these techniques give the highest quality partitionings; however, they are also slow.
Therefore, a balance of solution quality and speed must be taken into consideration.
This balance is struck well for the split-and-connect (SPAC) method introduced by
Li et al. [LGH+17]. In the SPAC method, vertices are duplicated and weighted so that
a (typically fast) standard node-based graph partitioner can be used to compute an edge
partitioning; however, this method was only studied in the sequential setting. How-
ever, distributed algorithms for the problem fare far worse [GLG+12, BLV14]. While
adding much computational power with many processing elements (PEs), edge parti-
tioners such as PowerGraph [GLG+12] and Ja-Be-Ja-VC [RPGH14], produce partition-
ings of significantly worse quality than those produced with hypergraph partitioners or
SPAC. Thus, there is no clear winning algorithm.
We give the first high-quality distributed-memory parallel edge partitioner [22]. Our
algorithm scales to networks with billions of edges, and runs efficiently on thousands
of PEs. Our technique is based on a fast parallelization of split-and-connect graph con-
struction and a use of advanced node partitioning algorithms.
More precisely, given an undirected, unweighted graph G = (V,E), the split-and-
connect graph G′ = (V ′,E ′,c′,ω ′) is constructed as follows: for each node v ∈V , create
a set of split nodes Sv := {v′1, . . . ,v′d(v)} that are connected to a cycle by auxiliary edges
with edge-weight one, i.e. edges {v′i,v′i+1} for i = 1, . . . ,d(v)−1 and {v′d(v),v′1}. In the
connect phase, split nodes are connected by edges, i.e. for each edge e = {u,v} in G,
a corresponding dominant edge {u′,v′} in G′ is created. This is done such that overall
both u′ ∈ Su and v′ ∈ Sv are connected to one and only one dominant edge. Those dom-
inant edges get assigned edge weight infinity. To partition the edges of G, a (parallel)
node-based partitioning algorithm is run on G′. Since the vertex cut is always smaller
than or equal to the edge cut, a good node partition of the split-and-connect graph in-
tuitively leads to a good edge partition of the input graph.
Our experiments show that while hypergraph partitioners outperform SPAC-based
graph partitioners in the sequential setting regarding both solution quality and running
time, our new algorithms compute significantly better solutions than the distributed-
memory hypergraph partitioner Zoltan [DBH+06] in shorter time. Moreover, our tech-
niques scale well to 2 560 PEs, allowing for efficient partitioning of graphs with billions
of edges within seconds. The techniques are integrated in the KaHIP framework.
5
Memetic Algorithms
The last pillar of this work is concerned with memetic algorithms. We develop several
memetic algorithms, i.e. for the node separator problem [27], the hypergraph partition-
ing problem [28], the DAG partitioning problem [29], the territory design problem [26],
as well as the graph clustering problem [30]. For most of these problems, we had al-
ready developed multilevel algorithms to tackle the problems (see Chapter 2). However,
we also developed a memetic algorithms, for the independent set problem, that are not
per se based on the multilevel paradigm [25, 13, 19].
5.1 Multilevel-based Memetic Algorithms
This section is based on [28, 29, 26, 27, 30] which is joint work Nitin Ahuja,
Robin Andre, Matthias Bender, Sonja Biedermann, Monika Henzinger, Orlando
Moreira, Merten Popp, Peter Sanders, Sebastian Schlag, Darren Strash,
Andreas Wagner, Robert Williger.
Recall, the intuition of the multilevel scheme is that a good solution at one level of
the hierarchy will also be a good solution on the next finer level. Hence, depending
on the definition of the neighborhood, local search algorithms are able to explore local
solution spaces very effectively in this setting. However, these methods are also prone
to get trapped in local optima. The multilevel scheme can help to some extent since
local search has a more global view on the problem on the coarse levels and a very
fine-grained view on the fine levels of the multilevel hierarchy. In addition, as with
many other randomized meta-heuristics, several repeated runs can be made in order to
improve the final result at the expense of running time. Still, even a large number of
repeated executions can only scratch the surface of the huge search space of possible
clusterings. In order to explore the global solution space extensively, we need more
sophisticated meta-heuristics. This is where memetic algorithms (MAs), i.e. genetic
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algorithms combined with local search, come into play. Memetic algorithms allow for
effective exploration (global search) and exploitation (local search) of the solution space.
All of the memetic algorithms in this section [28, 29, 26, 27, 30] go hand in hand
with the multilevel scheme, i.e. the scheme yields us a new effective way of combining
different solutions. Our algorithms use the following simple evolution scheme: we start
with a population of individuals (this depends on the problem under consideration) and
evolves the population into different populations over several rounds. In each round, the
EA uses a selection rule based on the fitness of the individuals (depends on the objective
of the considered problem) of the population to select good individuals and combine
them to obtain improved offspring. When an offspring is generated an elimination rule
is used to select a member of the population and replace it with the new offspring.
The core-innovations of our memetic algorithms are the recombination operators that
make use of the multilevel scheme of the respective problem. Typically, our recombina-
tion operators ensure that the offspring has an objective at least as good as the best of
both parents. Roughly speaking, the recombination operator does not contract any cut
(hyper-)edge of both inputs and is thus able to use the better of both inputs solutions on
the coarsest level of a multilevel scheme. To give an example, we focus on the graph
clustering case [30]: Let C1 and C2 be two individuals from the population (which in
this case are two different clusterings). Both individuals are used as input for the multi-
level method in the following sense. Let E be the set of edges run between two blocks
of the clusterings in either C1 or C2. All edges in E are blocked during the coarsening
phase, i.e. they are not contracted during the coarsening phase. In other words, these
edges cannot be contracted during the multilevel scheme. We stop contracting cluster-
ings when no contractable edge is left. Depending on the problem at hand, the definition
has to be adapted. For example, in the hypergraph partitioning case [28] we contract any
two pairs that are from the same block and in the node separator case [27], we disallow
edges leaving any of the input separators for contraction.
As typical local search algorithm ensure that solution quality is not worsened, the out-
put can potentially be improved during the uncoarsening phase of the multilevel scheme.
This is true for all problems mentioned in this section except the territory design prob-
lem (which uses a different objective function). Note however that although the general
scheme is in every case very similar, problem specific adaptions have to be made in
order to make the recombination operations work for any of the problems.
For DAG partitioning [29], territory design [26], the node separator problem [27] as
well as the graph clustering problem [30], we employ additional coarse-grained paral-
lelization. We now explain the island-based parallelization that we use. Each processing
element (PE) basically performs the same operations using different random seeds. First,
we estimate the population sizeS : each PE creates an individual and measures the time
t spent. We then chooseS such that the time for creatingS clusterings is approximately
ttotal/c where the fraction c is a tuning parameter and ttotal is the total running time that
the algorithm is given to produce a clustering of the graph. The minimum amount of
5.1. Multilevel-based Memetic Algorithms 37
individuals in the population is set to 3, the maximum amount of the individuals in the
population is set to 100. The lower bound on the population size is chosen to ensure a
certain minimum of diversity, while the upper bound is used to ensure convergence.
Each PE then builds its own population. Afterwards, the algorithm proceeds in rounds
as long as time is left. Either a mutation or recombination operation is performed. Our
communication protocol is similar to randomized rumor spreading which has shown to
be scalable in previous work [SS12]. Let p denote the number of PEs used. A com-
munication step is organized in rounds. In each round, a PE chooses a communication
partner and sends her the currently best individual C of the local population. The se-
lection of the communication partner is done uniformly at random among those PEs
to which C not already has been sent to. Afterwards, a PE checks if there are incom-
ing individuals and if so inserts them into the local population using the elimination
strategy described above. If the best local individual has changed, all PEs are again
eligible. This is repeated log p times. The algorithm is implemented completely asyn-
chronously, i.e. there is no need for a global synchronization.
We typically arrive at systems that are more effective than repeated executions of
the multilevel scheme and produce solutions with high solution quality. For exam-
ple, the clustering system [30] is able to reproduce or improve previous all entries of
the 10th DIMACS implementation challenge under consideration as well as results re-
cently reported in the literature in a short amount of time. Moreover, while the pre-
vious best result for different instances has been computed by a variety of solvers,
our algorithm can now be used as a single tool to compute the result. Hence, over-
all we consider our algorithm as a new state-of-the-art heuristic for solving the mod-
ularity clustering problem. The algorithms can be obtained in the VieClus [BHSS] –
Vienna Graph Clustering – open source package.
As another example, experiments indicate that our memetic hypergraph partitioning
algorithm [28] is able to compute partitions of very high quality, scales well to large
networks, and performs better than KaHyPar, which seems to be the current method
of choice among the available hypergraph partitioning tools unless speed is more im-
portant than quality [HS17]. In a setting where competing algorithms get the same
fairly large amount of time to compute a solution, our new algorithm computes the
best result on 597 out of the 630 benchmark instances. This is in contrast to previ-
ous non-multilevel evolutionary algorithms for the problem which are not considered
to be competitive with state-of-the-art tools [CKL03].
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5.2 Other Memetic Algorithms
This section is based on [25, 13, 19] which is joint work Sebastian Lamm, Peter
Sanders, Darren Strash, and Renato F. Werneck.
We also developed memetic algorithms for the independent set problem [25, 13, 19].
The core innovations of the algorithm are recombine operations based on graph parti-
tioning and local search algorithms [25]. More precisely, we employ a graph partitioner
to derive operations that enable us to quickly exchange whole blocks of given individ-
uals. We explain the most simple version of the recombine operations: In its simplest
form, the operator starts by computing a node separator V = V1 ∪V2 ∪ S of the input
graph (using our graph partitioning algorithms). The node separator has the property
that there are no edges running between V1 and V2. We then use the separator S as
a crossover point for our operation. The operator generates two offsprings from two
input independent sets I1,I2 (individuals from the population). More precisely, we
set O1 = (V1 ∩I1)∪ (V2 ∩I2) and O2 = (V1 ∩I2)∪ (V2 ∩I1). In other words, we
exchange whole parts of independent sets from the blocks V1 and V2 of the node sep-
arator. Note that the exchange can be implemented in time linear in the number of
nodes. Hence, the computed offsprings are independent sets, but may not be maximal
since separator nodes have been ignored and potentially some of them can be added to
the solution. We maximize the offsprings by using local search. In contrast to previ-
ous evolutionary algorithms, each computed offspring is valid. Hence, we only allow
valid solutions in our population and thus are able to use the cardinality of the indepen-
dent set as a fitness function. Since evolutionary computation can take some time, we
combined this with kernelization techniques in [13, 19]. The kernelization techniques
have previously been used in branch-and-reduce frameworks to solve the problem to
optimality. The key idea of our approach is to apply the memetic algorithm on the
problem kernel (see Section 3.1 for more details). Experiments indicate that our algo-
rithms outperform state-of-the-art algorithms on large variety of instances – some of
which are better than every reported in literature.
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