Abstract. We study first order linear partial differential equations that appear, for example, in the analysis of dimishing urn models with the help of the method of characteristics and formulate sufficient conditions for a central limit theorem.
Introduction and Main result
The purpose of this paper is to study solutions H(z, w) of special first order linear partial differential equations that appear in the analysis of dimishing urn models. In particular we follow the work of Kuba and Panholzer (2007) .
More precisely, we consider a Pólya-Eggenberger urn model with two kinds of balls and transition matrix M = a b c d . The process runs as follows. Suppose that the urn contains m balls of the first kind and n balls of the second kind -we can interprete this state as the point (m, n) on the integer lattice. Then with probability m/(n + m) we add a balls of the first kind and b balls of the second kind, whereas with probability n/(n + m) we add c balls of the first kind and d balls of the second kind. (Of course, adding a negative number of balls means taking away this number of balls.) An absorbing state S is a subset S ⊂ N × N, where the process stops when we arrive in S. In what follows we will only consider (special) dimishing urn-models, where the number of balls of the first kind eventually reaches zero, so that the y-axis S = {(0, n) : n ≥ 0} is a natural absorbing state. Suppose now that the process starts at (m, n) ∈ N × N with m ≥ 1 and let h n,m (v) = E[v Xn,m ] denote the probability generating function of the random variable X n,m that describes the position (0, n 0 ) of the absorbing state in S when the process starts at (m, n).
By definition the probability generating functions h n,m (v) satisfy the recurrence h n,m (v) = n n + m h n+a,m+c (v) + m n + m h n+c,m+d (v).
for (m, n) ∈ S. The boundary values at an absorbing state (m, n) ∈ S is h n,m (v) = v n . By setting
it follows that this generating function H(z, w; v) satisfies the partial differential equation
with some inhomogeneous part F (z, w) that is given by the boundary values which are partly unknown (for example H(0, w, v), see Kuba and Panholzer (2007) . We want to mention that first order linear partial differential equations related to urn models were first systematically discussed by Flajolet et al. (2005) , see also Morcrette (2012) , where a special case is detailly treated. On the other hand, it is possible to describe the probabilistic behavior of the development of urn models very precisely, sse Janson (2004 Janson ( , 2006 , even with absorbing states. Nevertheless the analysis of dimishing urns with the y-axis as the absorbing state is still quite special. Here we also refer to Kuba (2011) ; Kuba and Panholzer (2012) , where the analysis is based directly on the recurrence (1). Another interesting paper that is related to dimishing urn models and lines as absorbing states is Kuba et al. (2009) . There the authors observe several different kinds of limiting behaviors (with five phase changes).
It turns out that there are some special cases, where it is more convenient to study the generating function
that (also) satisfies a first order linear partial differential equation of the form
with analytic functions A(z, w), B(z, w), C(z, w), D(z, w; v) . (In the examples below A(z, w), B(z, w), and C(z, w) are polynomials.) For these particular cases it turns out that the unknown boundary conditions are not needed since they cancel in the equation. Nevertheless the methods that we are developing below are -although we do not work out the general case -suitable to deal with equations of the form (2). Note that by definition
Furthermore, if v = 1 then h n,m (1) = 1 so that
This means that D(z, w; 1) is determined by
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In the present context it is convenient to assume that the function
is a solution of the homogeneous differential equation A(z, w)H z + B(z, w)H w − C(z, w)H = 0 so that
and, thus,
We first state the following three examples from Kuba and Panholzer (2007) (that we present in a slightly modified way).
Example 1
The pill's problem (see Brennan and Prodinger (2003) ; Knuth and Mccarthy (1991) ) has transition matrix M = −1 0 1 −1 and absorbing state S = {(0, n) : n ≥ 0}, and the corresponding differential equation is given by
Here it follows that h n,m (v) is given by
Finally the corresponding random variable X n,m has limiting distribution
where X has density e −x , x ≥ 0, or
where (the beta distribution)
Example 2 A variant of the pill's problem has transition matrix M = −1 0 1 −2 and absorbing state
Due to the parity condition in m (that is, only even m occur), it is convenient to consider the generating function
Here we obtain an explicit solution of the form
which leads to the limiting behavior:
where R has density 2xe
Example 3 The cannibal urn (see Pittel (1987) ; Kuba (2011)) has transition matrix M = 0 −1 1 −2 and absorbing state S = {(0, n) : n ≥ 0} ∪ {(1, n) : n ≥ 0} and the generating function
satisfies the differential equation
The solution is explicitly given by
and we have a central limit theorem of the form
These three examples show that although the linear differential equations look very similar the limiting behavior of the encoded random variable X n,m seems to be far from being universal. The main purpose of the present paper is to shed some light on this phenomenon. In particular we detect a sufficient condition that ensures a central limit theorem. (4), where the coefficient functions A, B, C as well as the ratios A(z, w)/B(z, w), C(z, w)/B(z, w) are analytic in an open set that contains z, w with |z| + |w| ≤ 1 such that the ratio A(z, w)/B(z, w) is negative for non-negative z, w. Furthermore we assume that (6) is satisfied (which also implies (7)) and that D(z, w; v) can be represented as
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where the functions a, b are also in an open set that contains z, w with |z| + |w| ≤ 1. In particular in accordance with (6) we have a(z, w; 1) = −A(z, w) + (1 − z)C(z, w) and b(z, w; 1) = z.
Let f (c, s) be the solution of the differential equation 
with z 0 (ρ; 1) = ρ/(1 + ρ) and w 0 (ρ; 1)
for some positive α, β then X n,m satisfies a central limit theorem of the form
, where
This theorem does not provide a full answer to the problem. However, it is a first step that covers at least a part, where we obtain a central limit theorem. In future work we will provide a more complete picture, also covering the cases, where there is no central limit theorem. For example it is not clear whether it is possible to formulate conditions that refer directly to the entries of the transition matrix M = a b c d .
In particular it is an open question whether it is possible to adapt Theorem 1 so that all cases of (Kuba (2011) ) are covered. Nevertheless, we will discuss the three examples (from above) and another one in the next section. We also present a (short version of the) proof of Theorem 1 in the remaining parts of the paper.
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Discussion of Examples
We do not work out the details here but in Examples 1 and 2 several conditions of Theorem 1 are not satisfied, in particular we have µ(ρ) = 0.
The most interesting example is Example 3. Here we have A(z, w) = −z − w, B(z, w) = C(z, w) = 1, and D(z, w; v) = (1 + wv)v/(1 − vz)
2 , that is a(z, w; v) = (1 + wv)v and b(z, w; v) = vz. It is easy to check that the conditions of Theorem 1 are satisfied.
In particular it follows that f (c, s) = 1 − s − e −s (1 − c), Q(z, w) = 1 − e w (1 − z − w), and f (Q(z, w), s) = 1−s−e w−s (1−z−w). From that we obtain b(f (Q(z, w, 0), 0; v) = (1−e w (1−z−w))v. Hence the functions z = z 0 (ρ; v) and w = w 0 (ρ; v) satisfy the system of equations
from which we obtain (by implicit differentiation)
Thus, the central limit theorem follows automatically.
We add a new example in order to demonstrate the applicabilty of Theorem 1 (even if this example is not related to an urn model). By the way this example can be easily generalized. Suppose that H(z, w; z) satisfies the differential equation
Then again all assumptions of Theorem 1 are satisfied. The functions z = z 0 (ρ; v) and w = w 0 (ρ; v) satisfy the system of equations
Thus, the central limit theorem follows (again) automatically.
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3 The method of characteristics
The first step of the proof is to use the theory of characteristics to provide an integral representation (13) of the solution of the partial differential equation (4). We start with the inhomogeneous differential equation (4), where v is considered as a parameter. It is a standard procedure to transform (4) into a homogeneous equation. Let Q = Q(z, w, H; v) denote the solution of the linear differential equation
Then the solution H(z, w; v) of the original equation (4) satisfies the implicit equation
Thus, if we can solve (8) then we also get the solution of (4). The advantage of the equation (8) is that it can be handled with the method of characteristics (see Hellwig (1977) ). First we translate (8) into a system of first order ordinary differential equations:
where z = z(t), w = w(t), H = H(t) are functions in t. A characteristic of (10) is a function F (z, w, H) for which we have Q(z(t), w(t), H(t)) = const. Clearly, every characteristic Q is a solution of (8). It is well known that a system of three equations has two independent characteristics Q 1 , Q 2 as a basis and every characteristic Q can be expressed as Q = F (Q 1 , Q 2 ) for an arbitrary (differentiable) function F . In the present case we have to solve the equation (9) which simplifies the situation. More precisely we can rewrite (9) to an equation of the form
whereF is an arbitrary (differentiable) function. In order to calculate two independent characteristics it is convenient to eliminate t from the system (10) which gives rise to a simpler system of differential equation:
where z = z(w) and H = H(w) are now considered as functions is w. Let z = f (c 1 , w) be a one-parametric solution of the differential equation z,w) , where c 1 is, for example, the initial value c 1 = z(0). If we express c 1 from the expression z = f (c 1 , w) , that is, c 1 = Q 1 (z, w) then Q 1 is a characteristic of the system (10). Note that Q 1 does not depend on H and also not on v. Actually Q 1 just solves the equation A(z, w)Q z + B(z, w)Q w = 0. Nevertheless it is a non-trivial characteristic of (10).
In order to obtain a second characteristic we have to solve the second equation of (12) which is a first order linear differential equation. Note that we can substitute z = f (c 1 , w) and obtain as a solution
where c 2 is some constant. Again if we express c 2 explicitly (and eliminate c 1 with the help of c 1 = Q 1 (z, w)) we get another characteristic:
Now if we apply (11) we obtain the following representation for H:
In our context we will assume that (5) holds, that is, H(z, 0; v) = 0, which implies thatF (x) = 0.
Consequently we have
Singularity analysis
Next we assume that the assumptions of Theorem 1 are satisfied so that we can analyze the analytic properties of the solution function H(z, w; v) that is given by (13). Actually we will show that if v is close to 1 that the dominant singularity comes from a curve that is a pertubation of the curve z + w = 1. First we note that by assumption the function f (Q 1 (z, w), s) is regular as well as the fraction C(z, w)/B(z, w). Consequently the function
is analytic, too. Thus, it remains to consider the integral
First let us assume that v = 1. In this case we know by assumption that H(z, w; 1) = 1/(1 − z − w) − 1/(1 − z). Furthermore we have b(z, w; 1) = z. Thus the above integral simplifies to 9 where L(z, w, s) is a non-zero regular function. As long as f (Q 1 (z, w), s) = 1 for 0 ≤ s ≤ w then the integral represents a regular function in z and w. Hence, we have to detect s for which f (Q 1 (z, w), s) = 1. Let us first assume that z and w are real and positive. We also recall that by assumption ∂f ∂s = A(f, s)/B(f, s) < 0. Thus, if we start with z, w close to zero and increase them we observe that the first critical instance occurs when f (Q 1 (z, w), 0) = 1. Of course this has to coincide with the condition z + w = 1 and we have to recover the (known) singular behaviour 1/(1 − z − w).
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Actually we can use the following easy lemma (which follows from partial integration).
Lemma 1 
If we apply this lemma in our context it follows that w 0 L(z, w, s) (1 − f (Q 1 (z, w), s)) 2 ds =L 1 (z, w) 1 − f (Q 1 (z, w), 0)
+ O (log |1 − f (Q 1 (z, w), 0)|)
for positive real z, w with z + w → 1 (and a proper non-zero analytic functionL 1 (z, w)). Summing up we obtain for positive real z, w with z + w → 1 the asymptotic representation H(z, w; 1) =L 2 (z, w) 1 − f (Q 1 (z, w), 0) + O (log |1 − f (Q 1 (z, w), 0)|)
for some non-zero analytic functionL 2 (z, w). In particular it follows that 1 − f (Q 1 (z, w), 0) can be written as 1 − f (Q 1 (z, w), 0) =L 2 (z, w)(1 − z − w).
Of course the same kind of analysis applies if z and w are complex numbers close to the positive real line. Furthermore we observe that the integral representation for H(z, w; 1) will not get singular if z + w = 1. By continuity this also holds if v is close to 1 and |1 − z − w| ≥ δ for some δ > 0. Finally if v is close (but different) to 1 and z and w satisfy |1 − z − w| < δ then we just have to modify the above analysis slightly and observe that H(z, w; v) can be represented as 
determines the dominant singularity of H (z, w; v) . By the implicit function theorem it follows that there exists a solution of (14) of the form z = z 0 (w; v) with z 0 (w; 1) = 1 − w (if w is close to the positive real line segment [0, 1]).
