Abstract-Reduced ordered Binary Decision Diagrams (BDDs) are a data structure for efficient representation and manipulation of Boolean functions. They are frequently used in logic synthesis. The size of BDDs depends on a chosen variable ordering, i.e. the size may vary from linear to exponential, and the existence of a polynomial algorithm to approximate the optimal variable ordering of BDDs implies P = NP .
I. INTRODUCTION
Reduced ordered Binary Decision Diagrams (BDDs) were introduced in [1] and are well known from logic synthesis.
In the past, numerous research papers have addressed BDDbased approaches for the automated design or logic optimization of FPGAs or other multiplexor-based design styles (e.g., see [2] ). When mapping BDDs to circuits, a reduction in the number of BDD nodes directly transfers to a smaller chip area. Besides aiming at low area cost, more recent approaches account for other criteria as well (e.g., see [3] ). Still all these techniques must not ignore area cost while targeting their particular optimization objectives and therefore use combined criteria. Consequently, the problem of (exact or approximate) BDD node minimization is still crucial for all recent developments.
BDD minimization is not an easy task. It is well known that the size of BDDs is often very sensitive to a chosen variable ordering. In [1] an example has been given where the BDD size varies from linear to exponential dependent on the ordering of the variables. In fact it has been shown that it is NP-complete to decide whether the number of nodes of a given BDD can be improved by variable reordering, and that the existence of a polynomial algorithm to approximate the optimal variable ordering of BDDs implies P = NP [4] .
For this, in the past many heuristic approaches have been proposed that are based on structural information or on dynamic reordering of BDDs [5] . But all these methods cannot guarantee an optimal result. In [6] an instructive example has been given where a BDD minimized by sifting has twice the size of an optimal BDD. For the aforementioned applications, this is a significant drawback.
For this reason, exact algorithms have been suggested. The fastest method [7] uses the A * algorithm [8] . However, the run time of the method is still very high and further speed-ups are strongly desirable.
Approximate approaches guarantee a solution whose cost does not exceed the optimal cost by a factor greater than 1 + where > 0 is a small number. These methods aim at being faster than their exact counterparts. However, with the nonapproximability result of [4] , the run time of an approximate method to improve the variable ordering is expected to be still much higher than that of heuristics. In [9] , a first practical algorithm has been presented that is based on A * , an approximate modification of the A * algorithm. In this paper, weighted A * (WA * ) [10] is used for approximate BDD minimization. Like the previous method in [9] , the new method provides a parameter which can be utilized for a time/quality tradeoff. In contrast to the previous method in [9] , the tradeoff curve stays monotonically nondecreasing for a wider range of this parameter. Moreover, much higher speed-ups can be achieved while the resulting degradation of quality is smaller than for the previous method. A technical result is given which explains the improved behavior. Experimental results clearly demonstrate the efficiency of the proposed method.
II. BACKGROUND

A. A
* and Weighted A * Search
In this section, the framework of A * and weighted A * search is briefly reviewed.
A prominent goal-directed best-first search algorithm is the well-known A * algorithm [8] . Best-first search is a more general framework of algorithms. The search graph is explored by the use of a list OPEN containing the "open" frontier nodes that have been generated but not yet expanded. A second list CLOSED stores the "closed" inner, expanded nodes. A cost function maps every node to its cost value. A best-first search always expands a most promising open node of minimum cost. Expanding a node means to generate all its child nodes. They are inserted into OPEN, preserving an order based upon the cost values of the nodes (i.e., OPEN functions as a priority queue). The expanded node is inserted into CLOSED. At start, OPEN contains only the initial node and the search stops when a goal node is chosen for expansion. The vertices of the search graph represent the states of a problem state space. E.g. for the sliding-tile puzzle, a state q is represented by an ordered sequence of tiles. The edges of the search graph describe the possible transitions between the states.
Besides A * , other examples for special cases of best-first search are breadth-first search and Dijkstra's single-source shortest path algorithm. The different instances of best-first search differ only in their cost functions. For A * , the cost of a state q is f (q) = g(q) + h(q). Hereby, two components of information are used with every state q: one is g(q), which is the information about the cost of the path already covered. The other is the heuristic function value h(q), an estimate of the least cost of the remaining part of the path to a goal state. The estimate h(q) has to be a lower bound on the cost of an optimal path from q to a goal state. In this case, h is called admissible and A * is called an admissible algorithm since the theory guarantees that A * terminates and always finds a minimum cost path [8] . For a goal state t, it must be h(t) = 0. The f -value of t equals the cost of the minimum path p * (t) which is denoted f * (t) (or C * , if t is not of interest). Another property of h, the so-called consistency, ensures that the sequence of f -values along every path from the initial state to a goal state is monotonic non-decreasing. It can be shown that A * never reopens expanded nodes if h is consistent. This is important for the efficiency of A * . Noteworthy, consistency implies admissibility.
Besides exact A * , several performance-accelerated extensions are known that sacrifice exactness to gain in run time. A method that still guarantees a bounded suboptimality, can be found in [10] : here, the constant inflation of the heuristic function h by a fixed factor
. Even if h is admissible, that would not always hold for the inflated heuristic. The admissibility condition of A * is relaxed to direct the search quicker into a more promising direction. Given, that h is admissible, it can be shown that WA * is -admissible, i.e. it always finds a solution whose cost does not exceed the optimal cost by more than a factor of 1 + .
If the inflated heuristic is not admissible, it must also be inconsistent. Therefore states to expanded nodes might be reopened and performance can be degraded. In [11] , it has been suggested to modify WA * such that expanded nodes are never reopened again. A proof given in [11] shows that the modified method (called NRWA * ) still is -admissible.
B. BDDs
BDDs are well known from logic synthesis. They are a graph-based data structure for the representation of multioutput Boolean functions f : {0, 1} n → {0, 1} m . A BDD is a directed acyclic graph where a Shannon decomposition
into two cofactors in x i is carried out with each node. This yields a "then-successor" via a 1-edge and an "else-successor" via a 0-edge, representing the two possible assignments of x i . An assignment of all input variables corresponds to a path from one of the so-called output nodes to a sink node. The sinks are labeled with the function value for this assignment, i.e. with 0 or 1. The Boolean variables are from the set X n = {x 1 , . . . , x n }. They are encountered at most once and in the same order (the "variable ordering") on every path from an output node to a sink node. Note that reduced diagrams are considered, derived by removing redundant nodes and merging isomorphic subgraphs. Examples are given in Fig. 1 : here, solid (dashed) lines are used for 1-edges (0-edges), and edges to the 0-sink are replaced by dotted edges (so-called Complement Edges or CEs, e.g. see [12] ) to the 1-sink. For more details see [1] .
III. PREVIOUS WORK A. Exact BDD minimization by A *
In this paper, approximate BDD minimization is achieved by weighted A * . This approach is based on a previous work [7] which describes exact BDD minimization as a problem of finding a minimum cost path that is solved by A * . To keep the paper self-contained, the basic concept of this work is briefly reviewed in this section. The problem of exact BDD minimization is the problem of finding an optimal variable ordering, i.e. one that leads to a minimum number of BDD nodes. In [7] , this problem is expressed as the problem of finding a minimum cost path from the initial state ∅ to the goal state X n in the state space 2 Xn .
Sets of variables q ⊆ X n are successively growing from ∅ to X n : q is extended at each transition by a variable
The algorithm starts in the initial state ∅ and progresses until the goal state X n is reached. As described before in Section II-A, A * finds a path p * (X n ) from ∅ to X n with minimal cost. The optimal path p * (X n ) is an optimal sequence of transitions. Consequently, there must exist a permutation σ of the numbers 1, . . . , n (i.e., σ: {1, . . . , n} → {1, . . . , n} is a bijection) such that the aforementioned minimal cost is the accumulated transition cost for the transitions
The sequence of variables occurring on this path obviously defines a variable ordering.
The basic idea of the approach is the following: the above ordering annotated along the minimum cost path is intended to be optimal. This means, f * (X n ) is intended to be the number of nodes in the BDD with the ordering x σ(1) , x σ(2) , . . . , x σ(n) . Given, that this already holds, the sequence of variables along p * (X n ) must be an optimal variable ordering, yielding the minimum BDD size.
To achieve this, an appropriate cost function is chosen. A sequence of variables occurring along the transitions from ∅ to a non-goal state has the semantics of a prefix of a variable ordering. That is, a path of length k defines the positions of the first k variables in a variable ordering. The key idea of [7] is to define the cost function such that the number of nodes in the first k levels of a BDD is taken as the cost of the corresponding path of length k. In this, the method does not perform variable transpositions (as in local search approaches) but incrementally generates the ordering by adding one variable after the other. An example of a run of the A * -based approach of [7] is given in Figure 2 Fig. 2 . A * applied to a BDD for a four-input "Achilles heel" function with a bad initial ordering.
in Figure 1 (a), which represents the function f : {0, 1} 4 → {0, 1}; (x 0 , x 1 , y 0 , y 1 ) → x 0 · x 1 + y 0 · y 1 , an instance of the "Achilles heel" function given in [1] . This function is very sensitive to the ordering. In Figure 2 , states are sets of variables which constitute the nodes of the search graph. The g-value and the h-value are annotated at each state. Edges depict state transitions which are always from the top to the bottom. The transition costs (edge costs) are annotated at the edges. At a state q, the heuristic function h counts the number of direct references from the upper nodes in the first |q| BDD levels to the nodes in the lower part of the BDD.
The initial state is the empty set which is expanded to the four successors {x 0 } , {y 0 } , {x 1 } , {y 1 }. The edges leading to them all have costs of 1 because for every successor one root node is established at the first BDD level. Since g− and h−values are identical for the first four open nodes, a secondorder tie-breaking rule (which, in this case, is motivated by efficiency aspects) selects the state {y 1 }. During the next steps, ties in the value f = g + h are resolved (by the first-order tiebreaking rule) in favor of the state with the lower h-value where possible.
The expansion of state {y 1 } generates the successors {y 1 , x 1 }, {y 1 , y 0 }, and {y 1 , x 0 }. The order of elements in the set notation gives the path taken from ∅ to the state (this saves space in the illustration). The successor state {y 1 , x 1 } has a g-value of three. This reflects the total of three nodes in the first two levels of a BDD for the example function given that variable y 1 is situated at the root and variable x 1 resides at the second level. Notice that the structure of the first two (or, in general: k) levels holds regardless of the variable ordering in the part of the BDD below the second (or, in general: kth) level. Due to the partial symmetry of the example function, the BDDs with an ordering y 1 , x 0 , . . . have the same g-value of three. In the next step, state {y 1 , y 0 } is expanded since it has the lowest h-value in the set of open states with minimal f -value of four. Again, for reasons of partial symmetry, the BDDs with the orderings y 1 , y 0 , x 0 , . . . and y 1 , y 0 , x 1 , . . . have identical g-value of three (and the same h-value of one). From the set of open states with the minimal f -value four, the two states {y 1 , y 0 , x 0 } and {y 1 , y 0 , x 1 } have the lowest hvalue and therefore are selected by the first-order tie-breaking rule. The second-order tie-breaking rule then selects the state {y 1 , y 0 , x 1 } for expansion. This results in the optimal ordering y 1 , y 0 , x 1 , x 0 and a BDD with only four nodes (see 1(b)).
B. Approximate BDD minimization by A *
In [9] , the framework of exact BDD minimization outlined in Section III-A was used for an approximate method for BDD minimization. The method is called NRA * 1 and is a variant of A * [13] that, like NRWA * , never reopens expanded states. A * equips A * with the capability of terminating earlier with a suboptimal but otherwise perfectly acceptable solution path. This is achieved by adding a second queue FOCAL which maintains a subset of the states on OPEN. This subset is the set of those states whose cost does not deviate from the minimal cost of a state on OPEN by a factor greater than 1 + . More precisely,
The operation of A * is identical to that of A * except that A * selects a state q from FOCAL with minimal value h F (q). The function h F is a second heuristic estimating the computational effort required to complete the search. By this the nature of h F differs significantly from that of h since h estimates the solution cost of the remaining path whereas h F estimates the remaining time needed to find this solution. It can be shown that A * is -admissible, i.e. it always finds a solution whose cost does not exceed the optimal cost by more than a factor of 1 + .
IV. EFFECTS OF RELAXATION
This section gives a new technical result, providing a formal argument in favor of WA * over A * . Later, in Section V, the result is confirmed by the experiments.
Relaxing some of the conditions of A * has certain effects, some of which oppose each other. In [13] it is stated that possibly some states q satisfying the condition C * < f(q) ≤ (1 + ) · C * are expanded by A * , but not by A * . This effect can exceed the savings of a more focused search and is more likely to be observed for a higher parameter .
Next, a new result shows that for WA * , the aforementioned negative effect can be much weaker, if often states with equal or similar h-values and/or depth are expanded in a series of consecutive expansions.
Theorem 1: For a snapshot of the progress of WA * with parameter > 0, consider an optimal path s, . . . , q where s is the initial state and q is the first state that also appears on OPEN. For all states q expanded, either f (q) ≤ C * holds or we have f (q) > C * and f (q) ≤ UB where
To derive the stated upper bounds, it now suffices to separate f (q) on the left side of Equation ( ). The upper bounds range within the stated intervals since the term h(q ) can be bounded by h * (q ) because of the admissibility of h, and since an optimal path is considered, we have g(q ) = g * (q ) and finally f * (q ) ≤ C * . Similar results hold for the non-reopening variants NRWA * and NRA * . Both has been omitted due to space limitations.
V. EXPERIMENTAL RESULTS All experimental results have been carried out on a machine with a Xeon processor running at 3.2 GHz, with a main memory of 4 GByte and a run time limit of 3,600 CPU seconds. Within this limit, BDDs have been built and minimized for a total of 28 benchmark functions from LGSynth93. The implementation of the new algorithm NRWA * is based on the implementation of the A * -based approach of [7] . To put up a testing environment, all algorithms have been integrated into F. Somenzi's well-known CUDD package. By this it is guaranteed that they run in the same system environment.
In a series of experiments, A * and NRA * have been compared to NRWA * . The results are depicted in Figure 3 . The plot resulting from the experiments with the method NRA * is very similar to a monotonic decreasing hyperbola within the range of 0% up to 30%. The total run time increases again for a degree larger than 30%. Similar results have been observed in [13] where the Traveling Salesman Problem (TSP) has been used as a test vehicle for A * : there, as with our application, the number of states expanded often is not a monotonic decreasing function. The reason is that there might be states q satisfying the condition (1 + ) · C * ≥ f (q) > C * that are expanded by A * , but not by the original A * algorithm. As Theorem 1 states, this negative effect is much weaker for WA * , given that often states with equal or similar h-values and/or depth are expanded in a series of consecutive expansions. But exactly this is the case for BDD minimization. The result of Theorem 1 is confirmed by the experiments: in contrast to the behavior of NRA * , the run time of NRWA * is monotonic decreasing. For NRWA * , the degradation of solution quality first increases slowly (e.g., for ∈ [0, 0.5]) and later ascends more steeply with increasing . When operating NRWA * at the turning point of the time/quality tradeoff curve, i.e. with = 0.5, the total number of BDD nodes was 3420. Compared to the optimal result of 3388 BDD nodes for A * , the degradation of quality is below one percent. In contrast, at the turning point of the tradeoff curve for NRA * , i.e. for = 0.3, the highest reduction in run time is observed. The obtained total number of BDD nodes then is 3552. Compared to A * , the quality is degraded by almost five percent. In this, NRWA * yields a better quality of the results than NRA * . The improvement is up to almost 19% (e.g., see tcon in Table I ). When comparing the aforementioned two cradle points in the tradeoff curves of NRA * ( = 0.3) and NRWA * ( = 0.5), NRWA * has a total run time which is almost 27% smaller than that of NRA * . The gain is up to more than 60% (e.g., see sct in Table I ).
If higher reductions in quality can be accepted, NRWA * can be used with higher degrees of relaxation. When comparing NRWA * with = 3 to A * , the loss in quality stays below 10% and a reduction in run time of 94% on average is achieved. 
