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Abstract
Let g be a complex semisimple Lie algebra, G a simply connected and connected Lie group with
Lie algebra g and V a finite dimensional representation. We prove that the zero locus of quadrics
containing G.y is an irreducible variety in PV .
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Introduction.
The following work was originated by a question raised in the exercise [5, 15.44 Hard Exer-
cise]. Let V = Cn be the standard representation of sln(C) and consider the following decompo-
sition
S 2(∧kV) =
⊕
i≥0
Θ2i,
where Θ2i is an irreducible representation of sln(C). Let Cp(Grk(V)) be the p-restricted chordal
variety of the Grassmannian of subspaces of dimension n − k: that is, the union of lines LM
joining pair of planes meeting in a subspace of dimension at least k − 2p + 1. In the exercise the
reader must prove that the ideal in degree two of Cp(Grk(V)) is
I(Cp(Grk(V)))2 =
⊕
i≥p
Θ2i,
and the authors asked about the actual zero locus of these quadrics. In the present paper we
generalize this problem and give the following result:
Let g be a semisimple Lie algebra and let G be the simply connected and connected Lie group
with Lie algebra g, let V be a finite dimensional representation and G.y ⊆ PV be the closure of
an orbit in the projective space PV . Our main result is
Theorem. The zero locus of quadrics in I(G.y)2 is an irreducible variety.
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As an application of this result, we prove that there exists y ∈ Cp(Grk(V)) such that
I(Cp(Grk(V)))2 = I(G.y)2
and then, the zero locus of I(Cp(Grk(V)))2 is an irreducible variety. This gives an answer to the
question in [5, 15.44 Hard Exercise].
In the article [1], the authors considered a semisimple Lie group G, and the closure of an
orbit, X. They studied the zero locus of cubics that contain X and they proved that this variety is
not irreducible. Then, our result does not generalizes to degree 3.
Let us present our notations. Let g be a complex semisimple Lie algebra, V a finite dimen-
sional representation and G a simply connected and connected Lie group with Lie algebra g. For
each y ∈ PV consider the orbit G.y ⊆ PV and the zero locus of quadrics that contain G.y,
My = {x ∈ PV | q(x) = 0∀q ∈ I(G.y)2}.
In this article we prove that My is irreducible. If the closure of the orbit G.y is defined by quadrics,
the variety My is obviously irreducible. It is equal to G.y. Also, if the vector y corresponds to a
maximal weight vector of V , then the orbit is automatically closed, [5, p.388, Claim 23.52], for
example, the Veronese variety, the Grassmannian and partial frags varieties [4, §9.3]. In these
cases, the variety My is irreducible by trivial reasons (it is an orbit).
This article is divided into three sections. The goal of Section 1 is to prove Theorem 4. It
gives a characterization of Q · yy ∈ S 2(V), where Q is an element of the universal enveloping
algebra of g. This characterization is fundamental to prove the irreducibility of My. In Section 2
we prove that My is an irreducible variety (see Theorem 6). First we construct a vector space W =
W(y) of dimension ℓ generated by some multihomogeneous polynomials of a fixed multidegree.
Then we define D ⊆ P(W2) the variety of squares f 2, where f ∈ W. We prove that the (ℓ − 1)-
secant variety of D, denoted σℓ−1(D), is a hypersurface and then we take Q the dual variety of
σℓ−1(D). The irreducible variety Q parameterizes My.
Finally, in Section 3, we give some applications. Given a G-variety defined by quadrics, X,
we relate the number of simple submodules in I(X)2 to the number of irreducible components of
X.
1. Preliminaries.
Let g be a complex semisimple Lie algebra. Let Ug be its universal enveloping algebra.
Ug =
⊕
n≥0
g⊗n
 /I, I = 〈D ⊗ E − E ⊗ D − [D, E]〉.
Elements of Ug are the classes of non-commutative polynomials in g.
Lemma 1. Let (D1, . . . , Dr) ∈ gr and n ∈ Nr. Then
Dn11 . . .D
nr
r (yy)
n1! . . .nr!
=
∑
i1+ j1=n1
. . .
∑
ir+ jr=nr
Di11 . . .D
ir
r y
i1! . . . ir!
D j11 . . .D
jr
r y
j1! . . . jr! .
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Proof. Given Dr ∈ g and k ∈ N,
Dkr (ab)
k! =
∑
p+q=k
Dpr a
p!
Dqr b
q!
.
The result follows by induction on r.
For each positive root β of the complex semisimple Lie algebra g, let Xβ ∈ gβ, Yβ ∈ g−β and
Hβ ∈ h be such that [Xβ, Yβ] = Hβ, where h is a Cartan subalgebra of g. From a result in [6, p.57]
we know that if W is irreducible and has a maximal weight vector w, then {Ym1
β1
. . .Ymk
βk
w}m1,...,mk≥0
generate W as a vector space. In the next lemma we prove that there is a similar result without
the hypothesis on w.
Lemma 2. Let V be a finite dimensional representation. Given y ∈ V, there exist r ∈ N and
(D1, . . . , Dr) ∈ gr,
Di ∈ {Xβ1 , Yβ1 , . . . , Xβk , Yβk }, i = 1, . . . , r,
such that the vector spaces generated by {Dm11 . . .D
mr
r (yy)}m1,...,mr≥0 and {Dm11 . . .Dmrr y}m1,...,mr≥0
are equal to Ug(yy) ⊆ S 2(V) and Ug(y) ⊆ V, respectively.
Proof. Let p1, . . . , ps ∈ Ug(yy) be the maximal weight vectors of the representation Ug(yy) and
let ps+1, . . . , pn be the maximal weight vectors of the representation Ug(y). Let P1, . . . , Pn ∈ Ug
be the non-commutative polynomials such that Pi(yy) = pi, for 1 ≤ i ≤ s, and Pi(y) = pi, for
s + 1 ≤ i ≤ n.
Let us consider the set of generators of g obtained by the root decomposition,
{Xβ1 , Yβ1 , Hβ1 , . . . , Xβk , Yβk , Hβk }.
Given that Hβ = [Xβ, Yβ] = XβYβ − YβXβ in Ug we may suppose that Hβ does not appear in the
monomials of Pi, where β ∈ {β1, . . . , βk} and 1 ≤ i ≤ n.
Let D1 = Yβ1 , . . . , Dk = Yβk . Let us define Dk+1, . . . , Dr.
Fix a representative of P1 and sort the monomials, P1 = γ1 + . . .+γt. Repeating the variables
of γl if necessary, we may assume that every variable in γl has exponent equal to one. Assume
that γl has ul variables counted with repetitions, 1 ≤ l ≤ t.
Let Dk+ j be the variable number j in γ1, 1 ≤ j ≤ u1. In general, Let Dk+u1+...+ul−1+ j be the
variable number j in γl for 1 ≤ j ≤ ul and 1 ≤ l ≤ t. Repeat this process with the remaining
polynomials P2, . . . , Pn. Note that Dr is the last variable of the last monomial of Pn.
In the vector space generated by {Dm11 . . .D
mr
r (yy)}m1,...,mr≥0 we obtain the polynomials
Ym1
β1
. . .Ymk
βk
Pi(yy) = Ym1β1 . . .Y
mk
βk
pi, 1 ≤ i ≤ s.
They generate, as a vector space, the whole representation Ugpi, 1 ≤ i ≤ s. Same result for the
set {Dm11 . . .D
mr
r y}m1,...,mr≥0.
Lemma 3. Let V be a finite dimensional representation, r ∈ N and (D1, . . . , Dr) ∈ gr,
Di ∈ {Xβ1 , Yβ1 , . . . , Xβk , Yβk }, i = 1, . . . , r.
Given y ∈ V, there exists N = (N1, . . . , Nr) ∈ Nr such that
DN1+k11 D
N2+k2
2 . . .D
Nr+kr
r y = 0, ∀k1, . . . , kr ≥ 0.
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Proof. Assume first that y has a particular weight µ, that is, y ∈ Vµ. If Dr = Xβ, then Dmr y ∈
Vµ+mβ, else if Dr = Yβ, then Dmr y ∈ Vµ−mβ. Given that V is finite dimensional it has a finite
amount of weights. Then there exists ℓ ∈ N such that Dℓry = 0.
Assume now that y =
∑
yi is a general vector of V , where each yi has weight µi. From the
previous paragraph we know that for each i there exists ℓi such that Dℓir yi = 0. Let ℓ ∈ N be the
maximum of {ℓi}. Then Dℓry = 0.
Finally, let us see that there exists (N1, . . . , Nr) ∈ Nr such that
DN1+k11 D
N2+k2
2 . . .D
Nr+kr
r y = 0, ∀k1, . . . , kr ≥ 0.
Let Nr be such that DNrr y = 0. Let Nr−1 ∈ N be the maximum of {ℓi}, where ℓi is such that
Dℓi
r−1(Diry) = 0 for 0 ≤ i ≤ Nr. In general, let Ns ∈ N be such that DNss (Dis+1s+1 . . .Dirr y) = 0 for all
0 ≤ i j ≤ N j and s + 1 ≤ j ≤ r.
Theorem 4. Let y ∈ V. Then there exist r ∈ N, (D1, . . . , Dr) ∈ gr and N = (N1, . . . , Nr) ∈ Nr
such that for every Q ∈ Ug, we have
Q(yy) =
N1∑
i1, j1=0
. . .
Nr∑
ir , jr=0
b(i1+ j1,...,ir+ jr)
Di11 . . .D
ir
r y
i1! . . . ir!
D j11 . . .D
jr
r y
j1! . . . jr! .
The coefficients {b(i1+ j1,...,ir+ jr)} depend on Q(yy).
Even more, the vector space generated by {Di11 . . .D
ir
r y}0≤i1≤N1,...,0≤ir≤Nr is equal to Ug(y).
Proof. Let us use a multi-index notation. We denote Dk := Dk11 . . .D
kr
r and k! := k1!k2! . . . kr!.
From Lemma 2 there exist r ∈ N and (D1, . . . , Dr) ∈ gr such that {Dn(yy)}n≥0 generate Ug(yy)
and {Dn(y)}n≥0 generate Ug(y). From Lemma 3 there exists N big enough such that {Dn(yy)}2Nn=0
still generate Ug(yy) and also DN+ky = 0 for every k ∈ Nr0. Finally,
Q(yy) =
2N∑
n=0
bn
Dn(yy)
n! =
2N∑
n=0
∑
i+ j=n
bn
Diy
i!
D jy
j! =
N∑
i, j=0
bi+ j
Diy
i!
D jy
j! .
The first equality follows because {Dn(yy)}2N
n=0 generate Ug(yy) as a vector space, the second
equality follows from Lemma 1 and the last equality follows from the fact that DN+ky = 0 for
every k ∈ Nr0.
2. The irreducibility of My.
Let V be a finite dimensional representation of a complex semisimple Lie algebra g. Let G
be a simply connected and connected Lie group with Lie algebra g and let y ∈ V . Recall the
definition of My,
My = {〈x〉 ∈ PV | q(x) = 0∀q ∈ I(G.y)2}.
Lemma 5. The variety My may be defined as
My = {〈x〉 ∈ PV | xx ∈ Ug(yy)},
where Ug(yy) is the smallest g-module that contains yy ∈ S 2(V). In other words, My is isomor-
phic to a specific linear section of the Veronese variety V = {〈xx〉 ∈ PS 2(V) | 〈x〉 ∈ PV},
My  PUg(yy) ∩V.
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Proof. Consider the vector space generated by the elements of the form g.yy ∈ S 2(V),
S = 〈g · yy | g ∈ G〉 ⊆ S 2(V).
The vector space S is the smallest G-module that contains yy. Using the G-isomorphism φ :
S 2(V∨) → S 2(V)∨ we can identify a polynomial q ∈ I(G.y)2 with a linear functional φq such that
φq(xx) = q(x). In fact we have the following
S ◦ := {φ ∈ S 2(V)∨ | φ(s) = 0∀s ∈ S } =
{φ ∈ S 2(V)∨ | φ((gy)2) = 0∀g ∈ G} 
{q ∈ S 2(V∨) | q(gy) = 0∀g ∈ G} = I(G.y)2.
Given that S is the smallest G-module that contains yy, it is equal to the g-module Ug(yy). Then
My = {〈x〉 ∈ PV | q(x) = 0∀q ∈ I(G.y)2} = {〈x〉 ∈ PV | φq(xx) = 0∀q ∈ I(G.y)2} =
{〈x〉 ∈ PV | φ(xx) = 0∀φ ∈ S ◦} = {〈x〉 ∈ PV | xx ∈ S } = {〈x〉 ∈ PV | xx ∈ Ug(yy)}.
As before, let V be a finite dimensional representation of a complex semisimple Lie algebra
g. Let G be a simply connected and connected Lie group with Lie algebra g and let y ∈ V .
Theorem 6. The variety My is irreducible. Recall that My ⊆ PV is the zero locus of quadrics
that contain the orbit G.y.
Proof. The strategy of the proof is the following: we will construct an irreducible projective
variety D and a surjective rational map
Φ : Tσℓ−1(D) =
∐
u∈σℓ−1(D)
Tuσℓ−1(D) 99K PUg(yy) ∩V,
where σℓ−1(D) is a secant variety of D and Tσℓ−1(D) is the tangent bundle of σℓ−1(D). This
implies that My  PUg(yy) ∩ V is irreducible as claimed. For the definition of D and other
claims, see below. The proof is divided into 5 steps. In steps 1 and 2, we define the surjective
map Φ over a subset, X. In step 3 we define the secant variety σℓ−1(D) and we prove, in step
4, that it is a hypersurface. Finally, in step 5, we prove that X is dense, hence a generic tangent
space of σℓ−1(D) determines a point in My.
Let us use a multi-index notation as in the proof of Theorem 4. Let ℓ be the dimension of
Ug(y). Let r ∈ N, (D1, . . . , Dr) ∈ gr and N = (N1, . . . , Nr) ∈ Nr as in Theorem 4.
Step 1. Definition of W:
Fix a basis for Ug(y), {vk}ℓk=1. We can write the element Diy/i! as
Di11 . . .D
ir
r y
i1! . . . ir!
=
ℓ∑
k=1
aikvk, i = (i1, . . . , ir) ∈ Nr0.
By Theorem 4 the elements {Di/i!y}Ni=0 generate Ug(y) and
Q(yy) =
N∑
i, j=0
bi+ j
Diy
i!
D jy
j! =
ℓ∑
k,l=1

N∑
i, j=0
bi+ jaika jl
 vkvl.
5
Let x ∈ V be such that xx = Q(yy). Then xx ∈ S 2(Ug(y)). This implies that x ∈ Ug(y) and x may
be written as x = ∑ℓk=1 λkvk for some coefficients λ1, . . . , λℓ ∈ C.
The element Q(yy) is equal to xx, where x = ∑ℓk=1 λkvk, if and only if,
ℓ∑
k=1
λkvk


ℓ∑
l=1
λlvl
 = Q(yy) ⇐⇒
N∑
i, j=0
bi+ jaika jl = λkλl, 1 ≤ k, l ≤ ℓ.
Let us work with the space PN of multihomogeneous polynomials in (P1)r of multidegree
N = (N1, . . . , Nr). Let W ⊆ PN be the vector space generated by {g1, . . . , gℓ}, where gk is the
following multihomogeneous polynomial in (P1)r,
gk(s1, t1, . . . , sr, tr) =
N1∑
i1=0
. . .
Nr∑
ir=0
aiks
itN−i, k = 1, . . . , ℓ.
Given that the elements {Di/i!y}Ni=0 generate Ug(y), the dimension of W is also equal to ℓ.
Step 2. Definition of Φ and X:
Consider first the following short exact sequence,
0 → ker(µ) → S 2(PN) → P2N → 0, µ( f ⊗ g) = f g,
where
ker(µ) = 〈sitN−i ⊗ s jtN− j − si′ tN−i′ ⊗ s j′ tN− j′ 〉, ∀i + j = i′ + j′ = 2N.
Any quadric q : S 2(PN) → C such that q|ker(µ) ≡ 0 factors as a linear form b : P2N → C. Hence
q is equal to
∑v
u=1 cuevpu , where evp is the evaluation at p, c1, . . . , cv ∈ C and p1, . . . , pv ∈ (P1)r.
Analogously, given b there exists q such that for every monomials sitN−i, s jtN− j ∈ PN we have
bi+ j = q(sitN−i ⊗ s jtN− j) = q(si+ jt2N−i− j) =
v∑
u=1
cu(si+ jt2N−i− j)(pu) =
v∑
u=1
cus
i+ j
u t
2N−i− j
u .
In particular,
q(gkgl) =
v∑
u=1
cugk(pu)gl(pu) =
N∑
i, j=0
 v∑
u=1
cus
i+ j
u t
2N−i− j
u
 aikail = N∑
i, j=0
bi+ jaikail, 1 ≤ k, l ≤ ℓ.
Let 〈x〉 ∈ My. Then x =
∑
λkvk satisfies xx = Q(yy) for some Q ∈ Ug. The coefficients
{b0, . . . , b2N} of Q determine a quadric q = ∑ cuevpu such that q(gkgl) = λkλl. Let ω : W → C be
a linear functional such that ω(gk) = λk, 1 ≤ k ≤ ℓ. Let H ⊆ W be the kernel of ω. Let { f1, . . . , fℓ}
be a basis for W such that { f2, . . . , fℓ} is a basis for H. Then q( fk fl) = 0 for all (k, l) , (1, 1),
equivalently, q : W2 → C satisfies ker(q) = HW, where W2 and HW are vector subspaces of
P2N ,
W2 = 〈 f g | f , g ∈ W〉, HW = 〈 f g | f ∈ H, g ∈ W〉 ⊆ W2.
Finally, any 〈x〉 ∈ My determines a linear form q : W2 → C such that ker(q) = HW for some
hyperplane H ⊆ W. Then the following map is surjective,
Φ : X −→ PUg(yy) ∩V, Φ(q) =
ℓ∑
k,l=1
q(gkgl)vkvl,
X =
{
〈q〉 ∈ P(W2)∨ | ker(q) = HW, dim(H) = ℓ − 1, H ⊆ W
}
.
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Recall from Lemma 5 that My  PUg(yy) ∩ V, where V = {〈xx〉 ∈ PS 2(V) | 〈x〉 ∈ PV}. Let
us see that Φ is well defined. Let q ∈ (W2)∨ be such that ker(q) = HW and dim(H) = ℓ − 1.
Let { f1, . . . , fℓ} be a basis for W such that { f2, . . . , fℓ} is a basis for H. Then q( fk fl) = 0 for all
(k, l) , (1, 1). This implies that the matrix (q(gkgl))kl has rank one,
q(gkgl) = q(
ℓ∑
s=1
αks fs
ℓ∑
t=1
αlt ft) =
ℓ∑
s,t=1
αksαltq( fs ft) = αk1αl1, gk =
ℓ∑
s=1
αks fs, 1 ≤ k, l ≤ ℓ.
Then Φ(q) = ∑kl q(gkgl)vkvl ∈ V.
Now, given that q ∈ (W2)∨, there exists q̂ ∈ P∨2N such that q = q̂|W2 . Let bn = q̂(snt2N−n) and
let Q = ∑n≥0 bnDn/n!. Then
Q(yy) =
ℓ∑
k,l=1

N∑
i, j=0
bi+ jaika jl
 vkvl =
ℓ∑
k,l=1
q̂(gkgl)vkvl =
ℓ∑
k,l=1
q(gkgl)vkvl = Φ(q) ∈ Ug(yy).
Then Φ is well defined.
Consider the following isomorphism,
X 
{
HW ⊆ W2 | codim(HW) = 1, dim(H) = ℓ − 1, H ⊆ W
}
, 〈q〉 → ker(q).
Our goal is to parameterize all hyperplanes HW ⊆ W2 such that dim(H) = ℓ − 1 and H ⊆ W.
We will see that every hyperplane HW appears as a tangent space of σℓ−1(D). Even more, any
tangent space Tuσℓ−1(D) is of the form HW. See below for the definitions and claims.
Step 3. Definition of σℓ−1(D):
Let D ⊆ PW2 be the variety of squares,
D = {〈 f 2〉 ∈ PW2 | 〈 f 〉 ∈ PW}.
The (affine) tangent space at a point 〈 f 2〉 ∈ D is equal to
T f 2D = 〈 f g | g ∈ W〉 = f W.
Given that the dimension of f W is equal to ℓ, D is a smooth projective variety of dimension ℓ−1.
Let σℓ−1(D) be the (ℓ − 1)-secant variety of D,
σℓ−1(D) =
{
〈u〉 ∈ PW2 | ∃ 〈 f 22 〉, . . . , 〈 f 2ℓ 〉 ∈ D, u ∈ 〈 f 22 , . . . , f 2ℓ 〉, f 22 ∧ . . . ∧ f 2ℓ , 0
}
.
The (ℓ − 1)-secant variety is the image of a projection, σℓ−1(D) = π(Σ),
Σ =
{(
〈u〉, 〈 f 22 〉, . . . , 〈 f 2ℓ 〉
)
| u ∈ 〈 f 22 , . . . , f 2ℓ 〉, f 22 ∧ . . . ∧ f 2ℓ , 0
}
⊆ P(W2) × Dℓ−1,
π : P(W2) ×Dℓ−1 → P(W2), π(〈u〉, 〈 f 22 〉, . . . , 〈 f 2ℓ 〉) = 〈u〉.
Step 4. The variety σℓ−1(D) is a hypersurface:
Consider the open subset U ⊆ Σ,
U =
{
(〈u〉, 〈 f 22 〉, . . . , 〈 f 2ℓ 〉) ∈ Σ | f2 ∧ . . . ∧ fℓ , 0
}
.
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Let us see that U is non-empty. This implies that U is dense in Σ and also that π(U) is dense
in σℓ−1(D).
Let X1 ⊆ (P1)r be the zero locus of W,
X1 = {p ∈ (P1)r | f (p) = 0∀ f ∈ W}.
Let p1 ∈ (P1)r be such that p1 < X1. Then the map evp1 : W → C is non-zero. Let H1 be the
kernel of evp1 and let f1 ∈ W be such that f1(p1) , 0. Now, let X2 be the zero locus of H1 and
let p2 < X2. Let H2 = ker(evp2 ) ⊆ H1 and let f2 ∈ H1 be such that f2(p2) , 0. In general we
have points p1, . . . , pℓ and elements of W, { f1, . . . , fℓ}, such that fk(pk) , 0 and fk(pl) = 0 for
all k ≥ l. Let us see that { f1, . . . , fℓ} is a basis and that { f 21 , . . . , f 2ℓ } is linearly independent. If∑ℓ
k=1 αk fk = 0, then evaluating at p1 we obtain α1 = 0. Evaluating, in order, at p2, . . . , pℓ, we
obtain α2 = . . . = αℓ = 0. Same for a linear combination of { f 21 , . . . , f 2ℓ }.
A generic point u ∈ 〈 f 22 , . . . , f 2ℓ 〉 determines 〈u〉 ∈ σℓ−1(D) such that π−1(u)∩U is non-empty.
Then π(U) is a dense subset of σℓ−1(D).
Using Terracini’s Lemma, [8], we can compute the (affine) tangent space at 〈u〉,
Tuσℓ−1(D) = T f 22 D + . . . + T f 2ℓ D = f2W + . . . + fℓW = HW, H = 〈 f2, . . . , fℓ〉.
Note that f 21 is linearly independent from HW,
f 21 =
∑
(k,l),(1,1)
αkl fk fl =⇒ 0 , f1(p1)2 =
∑
(k,l),(1,1)
αkl fk(p1) fl(p1) = 0.
Given that π(U) is dense, a generic tangent space may be written as HW, where dim(H) =
ℓ − 1. It is clear that if dim(H) = ℓ − 1 then codim(HW) ≤ 1. Given that there exists u with
codimension one tangent space, we deduce that σℓ−1(D) is a hypersurface in PW2.
Step 5. The set X is dense in the family of tangent spaces of σℓ−1(D):
Finally, let HW ⊆ W2 be a hyperplane such that dim(H) = ℓ − 1, H ⊆ W. Let us see that
there exists a point 〈u〉 ∈ σℓ−1(D) such that Tuσℓ−1(D) = HW. Specifically, the intersection
P(HW) ∩ D has dimension ℓ − 2 and it is parameterized by PH, 〈 f 〉 → 〈 f 2〉. Using a similar
argument as before (for H instead of W), we can construct a basis for H, { f2, . . . , fℓ} such that
{ f 22 , . . . , f 2ℓ } is linearly independent. Then a generic point u ∈ 〈 f 22 , . . . , f 2ℓ 〉 satisfies the require-
ment Tuσℓ−1(D) = HW.
Let Q be the dual variety of σℓ−1(D). It is irreducible. A generic point of Q corresponds to a
linear form q : W2 → C such that ker(q) = HW, dim(H) = ℓ − 1 and H ⊆ W. Then
Q = σℓ−1(D)∨ = X.
This implies that the image of Φ is irreducible, hence My is irreducible.
Remark 7. The previous argument does not hold in degree d > 2. Basically, this is because
T f dD = f d−1W instead of f Wd−1. Then it is false that the tangent space at a generic point of
σℓ−1(D) is of the form HWd−1.
The variety of interest in degree d is the variety of hyperplanes HWd−1 ⊆ Wd such that
dim(H) = ℓ − 1. We proved, for d = 2, that this variety is irreducible.
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3. Application. Bound to the number of irreducible components.
Corollary 8. Let V be a finite dimensional representation of a complex semisimple Lie algebra
g. Let G be a simply connected and connected Lie group with Lie algebra g and let X ⊆ PV be
a G-variety with a dense orbit G.y. Then My is the intersection of quadrics that contain X, My is
an irreducible variety and I(X)2 = I(My)2.
Proof. It follows from the fact that the smallest g-module that contains yy ∈ S 2(V) is the same
as the smallest G-module that contains yy ∈ S 2(V), that is, Ug(yy) = 〈G.yy〉. Then
I(X)2 = {q | q(x) = 0, x ∈ X} = {q | q(g.y) = 0, g ∈ G} =
{q | q(〈G.yy〉) = 0} = {q | q(Ug(yy)) = 0} = Ug(yy)◦ = I(My)2.
Recall that My is generated in degree two. It may be non-reduced.
Remark 9. In [2, 1.3.29] there is a sufficient condition for a variety to have a dense orbit. It says
that when the action of G in V has a finite number of orbits, any irreducible G-variety X ⊆ PV is
the closure of an orbit G.y.
In Theorem 11 we give another result that ensures that the base-locus of quadrics containing
a variety is irreducible. The hypothesis is over the module V independently of the variety. First
we need a lemma:
Lemma 10. Let W be a g-module and let w = w1 + . . .+wk ∈ W, with wi ∈ Wi, wi , 0 and Wi a
simple submodule of W (1 ≤ i ≤ k). Suppose that Wi ≇ W j for i , j. Then
Ugw = W1 ⊕ . . . ⊕ Wk
Proof. Let pi be a maximal weight vector of Wi of weight ωi (1 ≤ i ≤ k). Given that Wi ≇ W j
the weights ωi ∈ h∨ are all different ([6, p.58]).
Case one: Assume that w = p1 + . . . + pk is a sum of maximal weight vectors. Given that
they are all different, there exists P ∈ Ug such that Pw = Ppi , 0 for some 1 ≤ i ≤ k. On the
other hand, given that Ppi , 0, it generates the whole submodule Wi. Then there exists Q ∈ Ug
such that QPw = pi. Finally we proceed by induction in k for w − pi.
Case two: If w = w1 + . . . + wk, then there exists P ∈ Ug such that Pw is a sum of maximal
weight vectors. Then apply case one.
Theorem 11. Let V be a finite dimensional representation of G such that S 2(V) = W1⊕ . . .⊕Wk,
Wi ≇ W j. Let X ⊆ PV be an irreducible G-variety. Then there exists a generic y ∈ X such that
My = {〈x〉 ∈ PV | q(x) = 0∀q ∈ I(X)2}.
In other words, the intersection of the quadrics that contain X is an irreducible variety.
Proof. Let C ⊆ V be the irreducible cone associated to X ⊆ PV . Let S X be the smallest submod-
ule of S 2(V) that contains {cc | c ∈ C}. Given Wi ⊆ S X , let πi : S 2(V) → Wi be the projection to
Wi and
Hi := {πi = 0} = ker(πi).
Note that S X * Hi and given that Hi is a module, we have {cc | c ∈ C} * Hi.
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Let H :=
⋃
i Hi. Then {cc | c ∈ C} \ H is a non-empty Zariski dense subset of {cc | c ∈ C}.
Then there exists a generic yy < H such that y ∈ C.
yy =
∑
aiwi ai = πi(yy) , 0 =⇒ Ug(yy) = S X .
The last implication follows from Lemma 10. Finally I(X)2 = S ◦X = Ug(yy)◦ = I(My)2.
Remark 12. With this theorem we can answer the question in [5, 15.44 Hard Exercise] (see the
Introduction of this paper). Using the fact that S 2(∧kV) has a decomposition into non-isomorphic
simple submodules,
S 2(∧kV) =
⊕
i≥0
Θ2i,
and the fact that the p-restricted chordal variety, Cp(Grk(V)), is irreducible we can say that the
intersection of all the quadrics that contain Cp(Grk(V)) is an irreducible variety.
Corollary 13. Let V be a finite dimensional representation of G such that S 2(V) = W1⊕ . . .⊕Wk,
Wi ≇ W j. Let X ⊆ PV be a G-variety defined by quadrics. Let X = X1∪. . .∪Xs be the irreducible
decomposition of X. Then there exist x1, . . . , xs ∈ X such that
r(Xi) = r(Mxi), 1 ≤ i ≤ s,
where r(Y) is the reduced variety associated to the scheme Y. In particular, the submodule
I(Xi)2 ⊆ S 2(V∨) determines the component Xi, 1 ≤ i ≤ s.
Proof. Let x1 ∈ X1 be a generic element and consider the irreducible variety Mx1 defined by
I(X1)2. Then X1 ⊆ Mx1 and
I(Mx1)2 = I(X1)2 ⊇ I(X)2.
Given that Mx1 and X are defined by quadrics, Mx1 ⊆ X. Being Mx1 irreducible, we have r(Mx1 ) =
r(X1). Repeat this for the remaining components Xi, 2 ≤ i ≤ s.
Corollary 14. Let V be a finite dimensional representation of G such that S 2(V∨) = W1⊕. . .⊕Wk,
Wi ≇ W j. Let X ⊆ PV be a G-variety defined by
I(X)2 = W2 ⊕ . . . ⊕ Wk.
Then X is irreducible. Even more, if the ideal in degree two is
I(X)2 = Ws+1 ⊕ . . . ⊕ Wk,
then X has at most (
s
⌊ s2 ⌋
)
irreducible components (it could be irreducible like in Remark 12, or even empty). For 1 ≤ s ≤
10 the sequence is 1, 2, 3, 6, 10, 20, 35, 70, 126, 252.
Proof. First note that S 2(V∨) has all the simple submodules non-isomorphic if and only if S 2(V)
has all the simple submodules non-isomorphic.
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Case one: I(X)2 = W2 ⊕ . . . ⊕ Wk. The ideal in degree two of an irreducible component X1
contains I(X)2,
I(X)2 ⊆ I(X1)2.
Then the simple module W1 is in I(X1)2 or not. In both cases X is irreducible.
Case two: I(X)2 = Wk+1 ⊕ . . . ⊕ Wk. Let X = X1 ∪ . . . ∪ Xt be the irreducible decomposition
of X. The simple submodules of I(Xi)2 that are not contained in I(X)2 determine a subset S i ⊆
{1, . . . , s}. Note that Xi * X j if and only if S i * S j. By Sperner’s Theorem (see [3], [7]) the
maximum number t, of subsets {S i}, is bounded by the binomial
(
s
⌊ s2 ⌋
)
.
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