Abstract Naming is a powerful cognitive tool that facilitates categorization by forming an association between words and their referents. There is evidence in child development literature that strong links exist between early word-learning and conceptual development. A growing view is also emerging that language is a cultural product created and acquired through social interactions. Inspired by these studies, this paper presents a novel learning architecture for category formation and vocabulary acquisition in robots through active interaction with humans.
Introduction
Words are at the core of the language understanding and acquisition processes. Before infants are able to grasp the rules associated with their native languages, they are already accumulating lexicon at a gradually increasing rate. Vocabulary in children starts with about 10 words in the first year and reaches to almost 300 words by the end of the second year (Bates et al. 1992; Bloom 2000; Crystal 1987; Fenson et al. 1994) . However, the process of vocabulary acquisition (and thus language acquisition) has its foundation at an even earlier age. There is mounting evidence that the process of language acquisition begins when infants start learning the sounds of words (language specific phonemes) and are able to distinguish these sounds from the auditory stream (Jusczyk 1993; Yeung and Werker 2009) . By the age of 9-12 months, infants are able to individuate familiar words from speech and begin building a lexicon (Jusczyk and Aslin 1995; Waxman 2008) . This paper views vocabulary acquisition in robots from the perspective of these studies.
As a baseline, this paper only assumes that the robot is already at a stage where it can detect the phonemes in a spoken word (6 months of age in human time scale). This stands in contrast to more conventional approaches that do not take the sounds of words into account. These approaches either use words directly transmitted in text (e.g., Cangelosi and Harnad 2000; Chauhan and Seabra Lopes 2010; Seabra Lopes and Chauhan 2008) or process spoken words using speech recognition tools but ignore the respective recognition uncertainty (e.g., Gold et al. 2009; Krunic et al. 2009; Levinson et al. 2005; Skočaj et al. 2007) There are, however, some notable exceptions. Yu and Ballard (2003 , 2004 , 2007 ) treat a phoneme sequence as a string and use a string matching algorithm (using string changing operations, such as insertion and deletion) to measure the amount of difference between two phoneme sequences. Roy and Pentland (2002, 2003) generate a Hidden-Markov Model (HMM) from the phoneme sequence predicted for a given speech segment, where each phoneme is assigned an HMM state. The HMM state transitions are strictly left-to-right and the transition probabilities are given by the phoneme models previously trained on a context-independent dataset. To compare two speech segments, they proposed a distance metric which computes the likelihood of producing one speech segment given the HMM of the other speech segment.
In this paper, the approach to word representation is based on two sets of features extracted from the word utterance: the sequence of predicted phonemes; and the Mel-frequency cepstrum (MFC) set. The raw speech signal (spoken word) is represented by the sequence of predicted phonemes, where each phoneme is coupled to a set of Mel-frequency cepstral coefficients (MFCC) computed over the same time-frame for which the phoneme was predicted. To measure the similarity between two word representations, we use a greedy search algorithm to find a locally optimal alignment between them. The feature extraction process, the word representation, and the similarity measures are detailed in section ''Learning and classification''.
In itself, a word does not contain a meaning. Its meaning lies in its association with the entity of the world it refers to Barsalou (1999) , Harnad (1990) . The problem of associating a word (or a symbol) to its referent is known as the symbol grounding problem (Harnad 1990) . Robotic simulations of language origins, evolution, and transfer have provided powerful evidence that language is grounded socially (Roy and Pentland 2002; Loreto and Steels 2007; Steels 2008; Steels and Kaplan 2002) . These studies bring new insights into language emergence and acquisition in humans. A new view among linguists is also gaining strength which considers language a cultural product which is transmitted and grounded via social interactions (Cowley 2007; Love 2004) . Studies on child language development have also pointed out that naming has a powerful influence on conceptual organization and categorization (Waxman 2008; Yoshida and Smith 2005) . Naming reinforces children's learning of the links between perceptual cues (e.g., shape) and category formation (Yoshida and Smith 2005) .
Inspired by these studies, an approach to grounding vocabulary through social transfer is presented, where a human, acting as an instructor, teaches a robotic agent the names of the objects present in their visually shared environment. It is deemed essential that, if robots and humans are to share a common language, humans must act as instructors/mediators (Seabra Lopes and Chauhan 2008; Steels and Kaplan 2002; Thomaz and Breazeal 2008; Thomaz et al. 2006) .
In standard approaches to grounding vocabulary in artificial agents, object category formation is taken as a supervised learning task that assists in vocabulary grounding (Chauhan and Seabra Lopes 2010; Seabra Lopes and Chauhan 2008; Gold et al. 2009; Krunic et al. 2009; Skočaj et al. 2007; Steels and Kaplan 2002; . This approach makes sense when words are communicated reliably, e.g., as text. However, when words are communicated via speech, with all constraints usually associated to speech communication (speaker voice, accent, environment noise, etc.), different utterances of the same word display some amount of variation, leading to possible confusion between utterances of different words. Thus, on the listener's side, interpreting a spoken word involves, firstly, to recognize the word itself, i.e., to map the word to a previously known category of spoken words (a word category). The next interpretation step is semantic interpretation, or grounding, understood as the association of a meaning to the heard word. Roy and Pentland (2002, 2003) developed a system (CELL) that discovers relevant linguistic units in speech input as well as relevant visual categories. Co-occurring visual categories and linguistic units are paired together to form the so-called AV events (audio-visual events) . AV events are consolidated in memory through clustering leading to lexical items. Yu and Ballard (2003 , 2004 , 2007 have developed a system that also identifies ''word-like units'' in an utterance and co-occurring meanings in a visual scene. Pairing of words and meanings is achieved through the ExpectationMaximization algorithm.
This paper presents a novel learning and categorization approach to spoken word grounding for artificial cognitive agents. The learning approach is open-ended in that there is no set of words and meanings defined in advance, and new words and meanings are acquired incrementally through interaction with a human instructor. The open-ended nature of the approach was already present in our previous work (Chauhan and Seabra Lopes 2010; Chauhan 2007, 2008) . However, that previous work focused on grounding textually communicated words. The approach was now extended to support spoken word grounding, as described in this paper. In this new work, we assume that most word categories are reasonably homogeneous when compared to object categories (meanings). This has led us to explore mechanisms that use word categories to dynamically form and reorganize object categories, while word categories themselves are formed and reorganized through clustering of word instances.
The early lexicon in children (till the age of 3) consists mainly of common nouns that name concrete objects in the children's environment (e.g., toys, food items, geometric shapes, animal categories) and to a lesser extent routine social words, proper nouns, animal sounds, and observable verbs (Bloom 2001; Messer 1994) . The overwhelming bias toward learning names of concrete object categories is a direct consequence of the early conceptual development process in infants. Studies have shown that infants at a very young age start showing an attentional bias toward categories that have clearly defined shapes (Bomba and Siqueland 1983; Landau et al. 1988; Smith and Samuelson 2006) . This makes grounding the names of visually concrete referents an easier task and their early existence prevalent in comparison to other words (Gillette et al. 1999) .
The words taught to the robotic agent presented in this paper also refer to concrete objects normally present in children's environments. Other computational models for studying the word-learning process have also followed similar inspiration. For example, several researchers teach the names of children's toys (Levinson et al. 2005; Roy and Pentland 2002; Steels and Kaplan 2002) , others teach the names of office objects (Seabra or toys, cutlery, and office objects (Seabra Lopes and Chauhan 2008) .
Our approach is implemented and tested on an embodied agent with physical components to help interact with its users and its environment, namely a camera, a microphone, and a robotic arm. Its action capabilities range from linguistic and visual responses to the manipulation of objects by the robotic arm. The types of features used to describe objects, the visual feature extraction process and the methods for classification of object categories are taken from our previous works (Chauhan and Seabra Lopes 2010; Seabra Lopes and Chauhan 2008; ).
Rest of the paper is organized as follows: Next section describes the paradigm for human-robot interaction, which was designed to facilitate language transfer from a human user to the robot. Two sections that follow, detail the signal representation and representation strategy, and the learning and categorization model of the robot, consecutively. A set of experiments based on a simple teaching protocol is reported and the results are discussed in ''Experimental evalution''. The final section summarizes the approach and concludes the paper.
Human-robot communication interface
As a cognitive tool, the primary purpose of a language is to communicate about the entities of the world. Meaning formation, on the other hand, is a cognitive task of representing these entities in an individual's brain. Although linked, language (as a communication tool) and the formation of meaning are two separate cognitive tasks. This distinction is extremely important because it demonstrates that any two individuals share a language when they have the same words grounded to the same entities, regardless of their respective processes of meaning formation. This is exploited here for teaching a human language to a robotic agent through human assistance. Meaning formation for a robot cannot be directly compared with that for humans (Steels 2008) . Still, robots can learn a human language if they can ground human language symbols (words) in their perception of the world.
In this work, a human instructor uses speech to teach the words (language transfer) in her/his own language (English in this case) to a robot that has its own perception mechanism. The human instructor teaches the robot the names of the objects present in a visually shared dynamic environment. This environment is basically a black table top, where the black color was chosen to simplify object detection and extraction. The scene is captured through a camera placed over the table. Object names are then grounded by the robot in sensor-based object descriptions, leading to a vocabulary shared with its instructor. Shared attention is deemed essential if words are to be correctly grounded. In the described work, shared attention is achieved when the human user, by mouse-clicking, selects an object from the robot's visual scene (camera frame).
Once shared attention is established, the instructor can interact with the robot by performing the following actions (selected from a menu):
1. Teach: teach the category name of the selected object (simultaneous visual and vocal input); 2. Ask: ask the category name of the selected object, which the agent will predict based on previously learned knowledge (visual input); and 3. Correct: if the category predicted in the previous case is incorrect, the user can teach the correct category (vocal input).
By recording and reproducing the audio information given through teach and correct actions (recordings of Cogn Process (2011) 12:341-354 343 words), the robot is able to respond to ask actions from the human interlocutor.
Signal perception and representation
The robotic agent is embodied with a cheap off-the-shelf microphone and an IEEE1394 compliant firewire camera, respectively for auditory and visual perceptions. The raw signals are processed to extract auditory and visual representations which will then be used for learning and classification.
Scene images
When the user points the mouse to an object in the current scene image, an edge-based counterpart of the whole image is generated. From this edges image, the edges of the object are extracted, taking into account the user-pointed position, and assuming that different objects do not occlude each other in the image. Finally, given the edges of the object, an image of the object is extracted from the original scene image (segmented object) (see Fig. 1 ). From the segmented object and its edges, different representations are extracted. The visual feature extraction and representation module has been borrowed directly from our previous work (Seabra Lopes and Chauhan 2008 ). An object is represented in multiple feature spaces. Most of them are designed to capture shape information. Different feature spaces capture different aspects of a particular object and are possibly complementary to each other. In total, 7 feature spaces are used:
-Five feature spaces extracted from the edge-based counterpart of the object image. These features spaces are obtained by segmenting the smallest circle enclosing the edges image of the object and centered in its geometric center. For different feature spaces, such a circle is segmented either into a number of slices or a number of concentric layers. These feature spaces are translation, rotation, and scale invariant. -One feature space is composed of a single feature, the area, defined as the total number of pixels of the object in the image. This is the only scale-dependent feature. -One feature space is used to describe objects in terms of their main colors (HSV color space is used) (Seabra ).
Vocal sounds
Vocal signals are collected in time slots of fixed duration. One of the reasons for setting a limit on the length of the spoken word is that the software (SoX 1 ) used for capturing the audio signal from the microphone, requires either an explicit input from the user (Ctl?C signal from the keyboard) to stop recording, or a time-frame can be defined after which SoX halts the recording. We chose the second method to maintain the autonomy of the agent. After crude testing, the time-frame for word utterances has been set to two seconds in the current implementation. This limit allows a user, unfamiliar with the agent, to conveniently speak a single word within the time limit. A serious drawback of this approach is that, for the same word, different recordings can be out of synchronization. But our hypothesis is that the measure used to compute the similarity between two word representations (see ''Learning and classification'') will be invariant to small unsynchronizations.
From the raw audio signal, two sets of features are extracted: the phoneme sequence; and the Mel-frequency cepstrum (MFC) set. MFC provides a good approximation to the response of the human auditory system to a sound stream. This set is obtained using the wave2feat tool provided with Sphinx3 2 speech recognition engine. Using this tool with the standard settings, the 2s speech signal is divided into 199 equal sized speech segments. For each of these segments, MFC is calculated, and the 10 most significant initial amplitude values (i.e.,. the first 10 Melfrequency cepstral coefficients, or MFCC) are stored.
To extract the phoneme sequence, allphone mode of Sphinx3 3 is used. This mode predicts:
-the most probable sequence of phonemes for a given speech signal; -the elements of the MFC set associated with each predicted phoneme.
Once the sound features have been extracted, a word W is represented as:
where n is the number of predicted phonemes, ph i is the ith phoneme in the sequence, and m i is the set of all MFCC vectors in the time period for which ph i was predicted (thus, m i is a subset of the 199 MFCC vectors initially computed).
To maintain speaker independence, the Sphinx3 speech recognition engine was not trained on any particular individual or for any specific vocabulary. However, this has a drawback that the predicted phoneme sequence for any spoken word contains a fairly high amount of noise. Therefore, the word representation approach described above uses both the predicted phonemes and the associated MFCC vectors. The underlying assumption is that, in case the phonemes predicted are unreliable, the corresponding MFCC vectors will provide complementary information which can compensate for the incorrect phoneme prediction.
Category representations
Instance-based representations are adopted both for spoken word categories and visual object categories. That is, each spoken word category is described by a set of representations of known word instances. Likewise, object categories are described by sets of representations of known instances. Each word category and the corresponding object category are coupled together such that each instance in the object category is associated to a word instance in the respective word category. For clarity of understanding, Fig. 2 summarizes the signal perception and representation scheme.
Learning and classification
This section introduces a novel strategy, which has been designed to facilitate object category formation by taking the association between names and their meanings into account. This strategy uses the information contained in the names (word categories) for dynamic formation of meanings (object categories). Before discussing the meaning formation process, it is important to present the word similarity measure as well as the word classification process.
Word similarity and classification
For the purposes of classification, a novel similarity measure has been developed for comparing any two word representations. Given two words, In an ideal condition, for two words in the same category, the sequences of phonemes (and respective MFCC sets) should be exactly the same. This is exemplified in the case of DTW(W, W), where each diagonal element will be zero. The diagonal path provides an approximation of the match between the sequences of phonemes from two different words. The summation of diagonal values of the DTW matrix is one possible distance measure for comparing words. However, in real time applications, such measure will lead to a very weak performance. In alternative, a local greedy search algorithm has been designed to find a locally optimal path in the DTW matrix such that the sum of all the elements lead to locally optimal minimum. The objective is to reduce the total cost while maintaining proximity to the diagonal path.
Given two words W p and W q , this cost is given by: is the cost function, which returns the distance between a diagonal element in W p and its closest neighbor in a local search window around the corresponding element in W q . In the special case of an exact phoneme match, it returns zero. This way, C(W p , W q ) will be zero in several relevant special cases, namely when the sequences of phonemes are identical. That wouldn't be the case if c i would be computed based on DTW distances only. It is essential to note that the cost function C(W p , W q ) is not symmetric and thus not a true distance measure. Thus, the final similarity measure between two words is calculated based on the minimum cost as follows:
A classifier based on the nearest-neighbor (NN) approach has been developed for classifying words.
Given an input ''word'' to be classified, it is compared with all the word representations stored in memory. The word category containing the instance most similar to the input word is predicted to be the category of that word.
Dynamic category formation and organization
Although the objects belonging to a certain category can be very different from each other and different object categories can share a single name, different instances in a word category will often be very similar to each other. In this work, we assume that most word categories are reasonably homogeneous and therefore should not contain more than one easily recognizable cluster of instances. Given this assumption, the presence of two or more clusters suggests that the word category actually contains instances of two or more words. Based on this, a novel methodology has been designed that uses word clustering to dynamically form/organize not only word categories, but also object categories.
The cluster identification approach involves locating the nearest-neighbor (using the S_word metric) of each instance, and the word category is represented as a directed graph, in which edges connect instances to their respective nearest-neighbors. One or more weakly connected components (i.e., maximal connected subgraphs computed while ignoring edge directions) will be identified in the graph. The instances in each of these components will form a different cluster (see Fig 3) . For each cluster, the instance with more edges pointing to it in the graph is defined as its ''key word'', or w key . Fig. 3 Extracting clusters from a set of 7 words representing a category name (the nearest-neighbor of an instance is pointed by the head of the arrow originating from that instance); key words are the representations with the highest number of nearest-neighbor links in a given cluster
In the case where two or more clusters are identified for a given word category, W i , each of them is checked if it should form a completely new word category, or if it should be merged to any of the other existing word categories. A given cluster in W i will form a completely new word category if all instances from all other word categories are less similar to the keyword of that cluster, W key , than the nearest-neighbor of W key in that cluster. Otherwise, the cluster will be merged to the category W m , m = i, containing the closest instance to W key . At the same time, the associated object descriptions are moved to the corresponding object category. The complete procedure is described in Algorithm 1.
This procedure is called each time there is a teach or a correct action performed by the human user. In these situations, the user provides the category name of a selected object. This word instance (the name) is added to the word category (W i ) as predicted using the classification method described in ''Word similarity and classification'' and the object instance is added to the object category (O i ) coupled with that word category.
Object classification
As mentioned earlier, an instance-based approach is used for object category representation, where categories are represented by sets of known instances. New instances are stored only when there is an explicit teaching action or a corrective feedback.
The strategy for classification, adopted from our previous works (Chauhan and A metacognitive component (Seabra Lopes and Chauhan 2008) maintains updated success statistics for all the classifiers and, based on these statistics, reconfigures classifier combinations. The final category prediction result for a given object is taken from the current most successful classifier.
The base classifiers are designed such that the categorization of a previously unseen instance involves ranking the known categories according to the measures of membership of that instance to each of the categories.
All membership measures used in base classifiers are normalizations of a similarity measure, according to the following generic formula:
where O i is the i-th object category, i ¼ 1; . . .; N; N is the number of categories, S(y, O) is a measure of the similarity between an object y and a given object category, O. The membership values M(y, O i ) sum to 1.0, allowing their use as evidence in Dempster-Shafer classifier combinations. In the color-based classifier, S(y, O) is specific of that classifier and the details are omitted here (see ).
In the case of NN classifiers, given an object to be classified, it is compared with all the instances stored in memory. The category containing the instance most similar to the input object is predicted as its category. Thus, in this In the case of NC classifiers, categories are organized into clusters. Clustering involves locating the nearestneighbor of each instance in an object category and bringing together the instances that are connected to each other through their nearest-neighbors (the method is similar to the one used for clustering words, as explained in ''Dynamic category formation and organization''). When classifying a new object, average similarity measures are computed between the object and the instances in each cluster. For each category, the cluster with the highest average similarity to the target object will provide the membership score of the category. Thus, in this case, the similarity S(y, O) is the maximum average similarity between y and the objects in the different clusters, u 2 O: Sðy; OÞ ¼ max u2O ðaverage x2u Sðy; xÞÞ ð5Þ
For the NN and NC classifiers based on the Pyramid Match Score (Seabra Chauhan 2008, Grauman and Darrell 2007) , the similarity between two objects x and y, S(x, y), is directly given by the Pyramid Match Score. In the other classifiers, based on Euclidean Distance, S(x, y) is given by the inverse of Euclidean Distance.
Experimental evaluation

Global evaluation
The performance of the learning model was evaluated on vocabulary acquisition. The human instructor follows the ''teaching protocol'' proposed in Seabra Chauhan (2007, 2008) . As dictated by the protocol, the user . This protocol is exhaustive, generic and applicable to any online, incremental, and open-ended category learning system. Using this protocol, the learning behavior can be followed at each step of its evolution. Classification precision is used as the primary measure. This is an external measure used to control the application of the teaching protocol. For clarity of presentation, the key aspects of the protocol are directly taken from (Seabra Lopes and Chauhan 2008) and repeated here:
For every new category, the instructor introduces, the average precision of the whole system is calculated by performing classification with all known categories. To that end, the instructor repeatedly shows instances of the known categories, checks the agent's predictions and sends corrections when necessary (this is referred below as a ''question/correction iteration''). Average precision is calculated over the last 3n classification results (n being the number of categories that have already been introduced). The precision of a single classification is either one (correct category) or zero (wrong category). When the number of classification results since the last time a new category was introduced, k, is greater or equal to n but less than 3n, the average of all results is used. The criterion that indicates that the system is ready to accept a new object category is based on the precision threshold.
The classification precision measure is used to analyze the impact of the introduction of a new category on the learning system, from a possible initial instability to recovery. According to the protocol, a new category is introduced when the precision measure reaches a value above a certain threshold (67% in the present implementation) and at least one instance of each category has been tested. Once an experiment is finished, learning performance is evaluated using two measures: global precision and average classification precision. Global precision is the percentage of correct predictions made during the whole experiment. Average classification precision is the average of all classification precision values computed over all the question/correction iterations.
Although the system is designed to be open-ended, for the reported experiments, the number of categories taught to the robot was set to 13 (8 toys, 3 regular cutlery, and 2 office objects). Two experiments were carried out in which categories were introduced in different sequences. The robot began with zero knowledge and gradually built its vocabulary. In the first experiment, categories were introduced in the following sequence:
cup-4 different objects in this category star-a star shaped toy jeep-a toy jeep scissor-a toy scissor car-a toy car horse-a toy horse fork-2 different objects stapler-2 different objects knife-1 object train-a toy train bike-a toy bike boy-a toy in the shape of a small boy screwdriver-2 different objects For the second experiment, categories were introduced in the following sequence: cup, star, jeep, horse, car, bike, fork, knife, stapler, screwdriver, scissor, boy, train.
It is important to note that there was no control over how the user chose to show objects to the robot. To give the reader an idea of how various objects were shown, Fig. 4 provides an illustration. The visual features from the same object can vary significantly depending on how the user decides to demonstrate that object to the robot. In a similar manner, different objects belonging to the same category also lead to very different visual features. However, the learning model of the robot is designed such that the 
p precision in last 3n question/correction iterations until ((p [ precision threshold and k C n) or (user sees no improvement in precision)) until (user sees no improvement in precision) spoken words guide object category formation. The varying visual features will aggregate together to form a single object category description if the agent identifies that they share the same name (word category).
The agent was able to learn the 13 names and respective meanings in both experiments. Figure 5 presents the evolution of classification precision and Table 1 provides a summary of these experiments. The introduction of a new category normally led to deterioration in classification precision, followed by a period of gradual recovery. In general, the introduction of a new category causes confusion in the prediction of existing categories, hence reducing the classification precision of the system. Each incorrect prediction will lead the user to send a correction. This process is continued till the classification precision reaches the precision threshold (unless it is already above the threshold).The points where the values in the graph are either 100 or 0 are an indicator that after the introduction of a new category (following the teaching protocol), the first category prediction was either correct or incorrect. Although in both experiments the robot was able to ground the word categories in their respective object categories, as the number of categories taught to the robot increased it became harder for the agent to successfully associate word categories to object categories. This can be noticed for both experiments, where, toward the end of their respective graphs, the interval between the introduction of new categories increases. The length of such interval is an indicator of the amount of effort spent by the agent in reorganizing its categories.
Comparing the two experiments, it is visible that in the second experiment the agent spent much more time in the recovery process. The number of question/correction iterations required to learn 13 categories in the second experiment was 245, which is almost twice as that for the first experiment. In the second experiment, after the introduction of the second category, the agent begins to show difficulty in forming correct category descriptions. The same pattern can be noticed after the introduction of the third, fourth, twelfth, and thirteenth category.
Since the global precision and the average classification precision measures are computed as an average over all the iterations, they reflect the learning performance over a complete experiment. Since the agent had more difficulties in learning categories in the second experiment, the values of these measures for the second experiment are lower. On the other hand, for the first experiment, over all the iterations, classification precision remained mostly above the precision threshold. Therefore, both evaluation measures are higher for the first experiment than those for the second experiment (see Table 1 ).
The main reason behind the difference in the performances of these experiments is linked to the incremental nature of the learning algorithm. For incremental machine learning algorithms, the order in which new data gets introduced has a great impact on the evolution of the learning performance. For both experiments, there were no constraints over how the user introduced new visual and vocal signals to the agent. The only external control was the order in which new categories can be introduced and the rules of the teaching protocol. We believe, the sequence in which the learning agent received the visual and vocal signals in the first experiment helped the agent in making better word and object category descriptions, early on. However, it is evident from both experiments that the agent was able to learn incrementally and reach the precision threshold for each of the introduced categories.
Overall, global precision in both experiments is fairly low. This implies that, although the agent shows learning, in the current state its discrimination capability is limited.
A comparative analysis can be made to understand the reason for poor system performance. As mentioned earlier, the visual object classification method used in the present system is derived from our previous work (Chauhan and Seabra Lopes 2010; Seabra Lopes and Chauhan 2008) . Our approach to vocabulary grounding involved incrementally teaching meanings of object names typed directly into the computer (it was possible to learn up to a total of 69 object categories). Category name prediction was achieved by direct classification of objects. In the present scenario, the use of spoken words adds extra complexity to the vocabulary grounding problem. As a perceptual input, a spoken word (audio signal) is uncertain. Classifying a spoken word as belonging to a word category relies on the measure of similarity (S_word) presented in ''Word similarity and classification''. A key component in computing this measure is the predicted phoneme sequence for a spoken utterance. However, the phoneme sequences predicted for the spoken utterances of the same word can vary a lot (see Fig. 6 ). Such predictions add a significant amount of noise to a word representation and, more generally, to word categories.
Evaluation of the word similarity measure
To perform an independent evaluation of the similarity measure, we created a dataset of isolated spoken words. The words chosen for the evaluation were the ones used in the previous two experiments. This dataset was collected with the help of 8 volunteers (5 men and 3 women), none of whom had English as their first language. Age of the participants ranged between 28 and 33. A small software program was developed which flashed the name of the word to be spoken and the participants were given a 2 seconds time-frame to speak each word. In total, 5 utterances per word per person were recorded. This led to a collection of 520 (5 9 13 9 8) isolated spoken words. Simultaneously, a text file was generated which contained the name (in text) and the location of each of the stored audio files. We used 10-fold cross-validation to evaluate the similarity measure nearest-neighbor classification scenario. The dataset was evenly divided into 10 subsets of equal size, such that each subset contained equal number of instances of each of the 13 words. For each validation step, one of the subsets was taken out as the test/validation set and the word categories were represented by all the remaining instances. In each validation step, each instance in the test set was classified according to the nearest-neighbor algorithm. An average classification precision of 74.81% (±6.81) was achieved.
The similarity measure was compared with a standard distance metric (Levenshtein distance), normally used in string matching algorithms (Navarro 2001) . Using this metric, the distance between two strings is computed as the minimum number of edit operations (insertion, deletion, and substitution actions) required to transform one string into another. To use this metric, we only used the phoneme sequence to represent a word, discarding the MFC set. Using 10-fold cross-validation, the average classification precision of 80.96% (±6.81) was achieved.
These results indicate that, for comparing word representations, finding the cheapest path (Levenshtein distance) gives a better performance than following the path centered around the diagonal elements (our method). Although the difference in performances is not huge, considering that Levenshtein distance did not use any extra information (e.g., the MFC set), it can be a cheaper and most likely a better alternative to our method. In the future, we plan to qualitatively investigate different types of word representations and distance metrics within the framework of the learning architecture presented in this paper.
Discussion and conclusions
In this paper, we presented a novel strategy for dynamic category formation in artificial cognitive agents, where spoken words assist in building object categories. This strategy has its inspiration in early child language development literature, where studies have shown a strong influence of naming on conceptual development. The key assumption here is that word categories (especially common nouns) are homogeneous in comparison to their corresponding object categories. The objective of the approach outlined here was to exploit the homogeneity in utterances, to gradually form new or improve existing word categories as new word instances become available. A word category has one-to-one correspondence with its corresponding object category and all the changes to word category descriptions get transmitted to their corresponding object categories as well.
We developed a physically embodied agent with a camera and a microphone for visual and auditory perception. A social language grounding scenario was designed, where a human instructor taught the agent the names of the objects present in their shared visual environment.
The MFC set and the phoneme sequence were used to describe a word. A simple instance-based approach was used for word category representation, where a set of words describes the word category. Similarly, an object category is described by a set of representations of instances of that category. A word category is grounded in its object category such that each word in the word category is coupled with an instance in the corresponding object category.
A new membership measure based on DTW and a local greedy search algorithm was developed for categorization of the speech input. For two word representations being compared, this algorithm finds a locally optimal path which is centered around the diagonal elements of the DTW matrix.
An approach was also developed for clustering instances in a word category, leading to either transfer of clusters between categories or creation of new categories. The clustering approach is critical for the methodology developed for object category formation and organization, which takes the word category representations into account for dynamically organizing object categories. This is a key contribution of the paper. Another contribution of the paper, is the open-ended nature of the language acquisition process. For each teach or correct action from the human user, this algorithm is called and relevant object category representations are modified/updated/reorganized, so as to provide better categorization.
To evaluate the system on the task of vocabulary acquisition, two experiments were conducted using a clearly defined protocol. Although the learning architecture of the agent is open-ended, for these experiments, a limit of 13 words was set on the vocabulary to be taught. The results are encouraging and, we believe, the approach is both interesting and viable, but further improvements are required.
To perform an independent evaluation of our word similarity measure, we collected a dataset of 520 word utterances. We compared the metric proposed in this paper with Levenshtein distance. The results lead to the conclusion that locating the cheapest path (Levenshtein distance) gives a better performance than following the path centered around the diagonal elements (our method).
In the approach described in this paper, one form of perceptual input (spoken words) guides the organization of another form of perceptual input (visual) to build object categories. Does that mean that the inverse is also possible? Using the same approach, could visual input guide the formation of word categories? As mentioned earlier, the key assumption of our work is that word categories are homogeneous. This homogeneity is exploited to cluster the most similar word instances and form/reorganize word categories (and modify the associated object categories). For object categories, this type of homogeneity is not very common. For example, the word bottle refers to an object category whose instances can vary greatly from one object to another. In this example, the lack of homogeneity in the visual domain would lead to the formation of separate clusters. These clusters would form separate object categories and their associated word instances would form separate word categories. In other words, instances of the same word would be spread through multiple visual categories, leading to confusion.
As a final note, it is important to state here that object categories can be (and are) learned without the need of a language. But there is a mounting evidence, in humans, language (especially words) plays a big role in facilitating conceptual development. The presented architecture is designed to test whether, only using the information contained in vocal symbols, visual categories can be learned by a robotic agent. The results reported here lead to the conclusion that spoken words can be successfully used for learning visual object categories.
