Prior to ANN modelling, PCA was used to identify patterns and highlight similarities and differences in data of the individual set of the experiment. The goal of PCA is to extract important information from the data table and to express this information as a set of new orthogonal variables called principal components or factors (PCs or Fs). We conducted PCA of raw spectra using the Unscrambler X 10.4 software (CAMO software, Norway). Data were divided into ANN model training, test, and validation datasets at a 70:15:15 ratio using the first five PCs. ANNs were calibrated using model training data, and evaluated using model test and model validation datasets for their ability to predict: i) the amount of added adultering substance in honey, ii) water content, iii) conductivity and iv) colour of the adulterated honey. Multiple layer perception (MLP) networks were developed in Statistica v.10.0 software (StatSoft, Tulsa, USA). Back error propagation algorithm available in Statistica v.10.0 was applied for the model training. Model performance was evaluated using R and root mean squared error (RMSE) values for model training, test, and validation datasets. 
