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Abstract
A function f : {0, ..., q−1}n → {0, ..., q−1} invertible in each argument is called
a latin hypercube. A collection (pi0, pi1, ..., pin) of permutations of {0, ..., q − 1} is
called an autotopism of a latin hypercube f if pi0f(x1, ..., xn) = f(pi1x1, ..., pinxn)
for all x1, ..., xn. We call a latin hypercube isotopically transitive (topolinear) if its
group of autotopisms acts transitively (regularly) on all qn collections of argument
values. We prove that the number of nonequivalent topolinear latin hypercubes
growths exponentially with respect to
√
n if q is even and exponentially with respect
to n2 if q is divisible by a square. We show a connection of the class of isotopically
transitive latin squares with the class of G-loops, known in noncommutative algebra,
and establish the existence of a topolinear latin square that is not a group isotope.
We characterize the class of isotopically transitive latin hypercubes of orders q = 4
and q = 5.
Keywords: transitive code, propelinear code, latin square, latin hypercube,
autotopism, G-loop.
We consider the latin hypercubes such that the group of autotopisms of the latin hy-
percube acts transitively (or even regularly) on its elements. We call them the isotopically
transitive (topolinear, respectively) latin hypercubes. The study of highly symmetrical
objects, such as the objects from the considered class, is a natural direction in the enumer-
ative combinatorics. On the other hand, latin hypercubes are also very natural research
objects, which are studied in different areas of mathematics. For example, in coding
theory, equivalent objects are known as the distance-2 MDS codes; in noncommutative
algebra, the n-ary quasigroups. In this paper, we mainly concentrated on the number of
nonequivalent isotopically transitive latin hypercubes, proving that this number is expo-
nential with respect to the dimension, for some fixed orders. However, some additional
interesting characterization results are obtained for isotopically transitive latin squares
and isotopically transitive latin hypercubes of order 4.
In Section 1, we give definitions and some preliminary results. In Section 2, Theorem 1,
we prove a connection (in some sense, one-to-one correspondence) between the isotopically
transitive latin squares and the algebraic structures known as G-loops. In Section 3, we
consider examples of G-loops, which are utilized in Section 4 to construct an exponential
(in
√
n) number of nonequivalent topolinear latin n-cubes, for every even order ≥ 4
(Theorems 2 and 3, Corollary 2). Additionally, in Section 3 we show that there are
1
topolinear latin squares that are not isotopic to a group operation (Corollary 1). In
Section 5, we consider a direct construction, using quadratic functions, which gives an
exponential (in n2) number of nonequivalent topolinear latin n-cubes, for every order
divisible by a square (Corollary 3). In Sections 6 and 7, we characterize the class of
isotopically transitive latin hypercubes of orders 4 and 5 (Theorem 5 and 6, respectively).
In the concluding section, we consider some open problems.
1. Preliminaries
1.1. Transitive and propelinear sets
Let Σ = Σq be a finite set of cardinality q; for convenience, we choose some element of
Σ and denote it 0. The set Σn of n-tuples from Σn with the Hamming distance is called
a q-ary n-dimensional Hamming space (recall that the Hamming distance between two
n-tuples is the number of positions in which they differ). An isotopism τ = (τ0, . . . , τn−1)
is a transform x 7→ τx, where x = (x0, . . . , xn−1) ∈ Σn, τx = (τ0x0, . . . , τn−1xn−1), and τ0,
. . . , τn−1 are permutations of Σ. For a set A ⊆ Σn, denote τA = {τx | x ∈ A}. Define
the group of autotopisms Ist(A) = {τ | τA = A}, which consists of isotopisms that map
A ⊆ Σn to itself. It is well known (see, e.g., [3, Theorem 9.2.1]) that every isometry of
Σn can be represented as the composition of an isotopism and a coordinate permutation.
The subgroup of the isometry group of Σn that maps A ⊆ Σn to itself will be denoted
Aut(A). We will say that two subsets A and B of Σn are equivalent (isotopic) if B is the
image of A under some isometry of the space (isotopism, respectively).
A set A ⊆ Σn is called transitive if for every two vertices x, y from A there exists
an element α of Aut(A) such that α(x) = y; i.e., the group Aut(A) acts transitively on
A. We call a set A ⊆ Σn isotopically transitive if Ist(A) acts transitively on A. In what
follows we assume that the all-zero tuple 0 belongs to A. Note that to make sure that
A ⊆ Σn is (isotopically) transitive, it is readily sufficient to check that the condition of
the definition holds for some x ∈ A, say x = 0, and all y, or for some y and all x.
Remark. For |Σ| = 2, the isotopically transitive sets are exactly the affine subspaces of
Σn, considered as a vector space over the field GF(2).
A set A ⊆ Σn is called propelinear [16] if Aut(A) includes a regular subgroup, i.e., a
subgroup of Aut(A) of cardinality |A| that acts transitively on A. We call a set A ⊆ Σn
topolinear if Ist(A) includes a regular subgroup GA.
Let A be a subset of Σn. By a subcode R of A, we will mean a subset Σm, m ≤ n,
obtained from A by “fixing” n − m coordinates. We explain this by difining a subcode
recursively. Define an (n − 1)-subcode of A as the set {(x0, . . . , xj−1, xj+1, . . . , xn−1) |
(x0, . . . , xj−1, a, xj+1, . . . , xn−1) ∈ A} for some j ∈ {0, . . . , n− 1} and a ∈ Σ; then, for
m < n, an m-subcode (or simply a subcode) of A is defined as ((m+ 1)− 1)-subcode of
an (m+ 1)-subcode of A (the set A itself is an n-subcode).
Proposition 1. 1) The subcodes of an isotopically transitive set are isotopically transitive.
2) The subcodes of a topolinear set are topolinear.
Proof. 1) Let A ⊆ Σn be an isotopically transitive set, and let R be an m-subcode of
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A. Without loss of generality we can assume that
R = {(x0, . . . , xm−1) | (x0, . . . , xm−1, 0, . . . , 0) ∈ A} ∋ (0, . . . , 0).
For given (x0, . . . , xm−1) ∈ R, there is τ = (τ0, . . . , τn−1) ∈ Ist(A) such that τ0 =
(x0, . . . , xm−1, 0, . . . , 0). Then τm(0) = . . . = τn−1(0) = 0; hence, τ ′ = (τ0, . . . , τm−1)
is an autotopism of R that sends (0, . . . , 0) to (x0, . . . , xm−1).
2) If Ist(A) has a subgroup G that acts regularly on A, then for every (x0, . . . , xm−1) ∈
R the choice of τ ∈ G unique, and the corresponding autotopisms τ ′ form a group of
cardinality |R| that acts transitively on R. N
For two sets A ⊆ Σn and B ⊆ Θn, their Cartesian product A × B ⊆ (Σ × Θ)n is
defined as A × B = {([a0, b0], . . . , [an−1, bn−1]) | (a0, . . . , an−1) ∈ A, (b0, . . . , bn−1) ∈ B}.
The following statement is straightforward.
Proposition 2. Let A ⊆ Σn and B ⊆ Θn are isotopically transitive (topolinear) sets.
Then the set A× B ⊆ (Σ×Θ)n is isotopically transitive (topolinear).
Remark. For the transitive sets in general, the statements similar to Propositions 1 and 2
do not hold. For example, the set {001, 011, 010, 110, 100, 101} ⊂ Σ3 = {0, 1}3 is propelin-
ear, while all its 2-subcodes (e.g., {01, 11, 10}) are not transitive. The sets {001, 010, 100}
and {000, 001} are propelinear, while their Cartesian product is not transitive.
1.2. MDS codes, latin hypercubes
A set M ⊂ Σn is called an MDS code (with code distance 2) of length n if |M | = qn−1 and
the distance between any two different code vertices is at least 2. A function f : Σn → Σ
is called a latin n-cube (a latin hypercube; in the case n = 2, a latin square) of order q
if f(x) 6= f(y) holds for every two neighbor (d(x, y) = 1) vertices x, y ∈ Σn. (The terms
“square”, “cube”, “hypercube” come from the intuitive representation of the corresponding
functions by their tables of values.) It is not difficult to see that every MDS code M ⊂
Σn+1 is the graph {(f(x), x) | x ∈ Σn} of some latin n-cube f and vice versa, the graph
of every latin n-cube is an MDS code of length n. We call a latin hypercube transitive
(topolinear) if its graph is a transitive (topolinear) MDS code. Two latin hypercubes are
equivalent (isotopic) if their graphs are equivalent (isotopic, respectively). Clearly, two
equivalent latin hypercubes are or are not transitive (topolinear) simultaneously. By the
isotopism group Ist(f) of a latin hypercube we will mean the group of isotopisms of its
graph.
It is easy to see that the operation ⋆ of every finite group (Σ, ⋆) is a topolinear latin
square. If f : Σ2 → Σ is a latin square and there exists an element o ∈ Σ such that
f(x, o) = f(o, x) = x for every x ∈ Σ, then the algebraic system (Σ, f) is called a loop
and o is called an identity element. Trivially, a loop has only one identity element; if it is
0, then the corresponding latin square is called reduced.
Two loops (Σ, f) and (Σ, g) are called isotopic to each other if f(x, y) = ϕ−1g(ξx, ψy)
for some isotopism (ϕ, ξ, ψ); if, additionally, ϕ = ξ = ψ, then the loops (Σ, f) and (Σ, g)
are called isomorphic. A loop (Σ, f) is called a G-loop if every loop isotopic to (Σ, f) is
isomorphic to (Σ, f).
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2. A connection between the isotopically transitive latin
squares and the G-loops
Theorem 1. A reduced latin square f : Σ2 → Σ is isotopically transitive if and only if
(Σ, f) is a G-loop.
Proof. Let (Σ, f) be a G-loop, where the identity element is 0. Consider arbitrary a,
b ∈ Σ. To find an autotopism that sends (0, 0, 0) to (f(a, b), a, b), we will firstly choose an
isotopism from f to a reduced latin square f ′′ such that (0, 0, 0) is mapped to (f(a, b), a, b);
and then, we will apply an isomorphism from f ′′ to f .
Take arbitrary permutations ξ and ψ of Σ that send 0 to a and, respectively, to b;
and take an arbitrary permutation ϕ that sends f(a, b) to 0. To be definite, let ξ, ψ,
ϕ be the transpositions that interchange 0 and a, 0 and b, f(a, b) and 0, respectively.
Denote f ′(x, y) = ϕf(ξx, ψy); define the permutations ξ0 and ψ0 as ξ0x = f ′(x, 0) and
ψ0y = f
′(0, y). Then f ′′(x, y) = f ′(ξ−10 x, ψ
−1
0 y) is a reduced latin square. By the definition
of a G-loop, we have f(x, y) ≡ τ−1f ′′(τx, τy) for some τ . Since τ must send the identity
element of f to the identity element of f ′′, it fixes 0. Finally, f(x, y) ≡ f(ξξ−10 τx, ψψ−10 τy),
where ξξ−10 τ0 = a, ψψ
−1
0 τ0 = b. So, we have found an autotopism, (ϕ
−1τ, ξξ−10 τ, ψψ
−1
0 τ),
that sends (0, 0, 0) to (f(a, b), a, b); hence, f is isotopically transitive.
Now assume that f is an isotopically transitive reduced latin square. Consider an
arbitrary isotopism τ such that (Σ, τf) is a loop. Without loss of generality we may
assume that its identity element is 0 (otherwise we consider an isomorphic loop satisfying
this condition). Denote by (c = f(a, b), a, b) the preimage of (0, 0, 0) under τ . By the
definition of isotopical transitivity, there is an autotopism π of f that sends (0, 0, 0) to
(c, a, b). Then, ϕ = τπ is an isotopism of f to τf that fixes (0, 0, 0). Since 0 is an identity
element of both f and τf , such isotopism must be an isomorphism (indeed, y ≡ f(y, 0)
and x ≡ ϕ−10 f(ϕ1x, 0) imply x ≡ ϕ−10 ϕ1x; i.e., ϕ1 = ϕ0; similarly, ϕ2 = ϕ0). Hence, (Σ, f)
is a G-loop. N
As shown in [17], if q is prime, then every G-loop of prime order is a cyclic group; a
similar result for order 3p, where p > 3 is prime, was established in [10]. On the other
hand, non-group G-loops are known to exist for all even orders larger than 5 and all orders
divisible by p2 for some p > 2 [6].
3. G-loops: examples
Let us consider some examples of groups and G-loops of order 2p, which will be used in
the construction in the next section. We set Σ = {00, 10, . . . , (p−1)0, 01, 11, . . . , (p−1)1}.
1. The group Zp × Z2 with the operation xζ • yξ = (x+ y)(ζ⊕ξ).
2. The dihedral group D2p with the operation xζ ◦ yξ = ((−1)ξx+ y)(ζ⊕ξ).
3. The loop C2p with the operation xζ ∗ yξ = ((−1)ξx+ y + ζξ)(ζ⊕ξ) [18].
Here + is the modulo p addition, ⊕ is the modulo 2 addition.
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◦ 00 10 20 30 40 01 41 31 21 11
00 00 10 20 30 40 01 11 21 31 41
10 10 20 30 40 00 41 01 11 21 31
20 20 30 40 00 10 31 41 01 11 21
30 30 40 00 10 20 21 31 41 01 11
40 40 00 10 20 30 11 21 31 41 01
01 01 11 21 31 41 00 10 20 30 40
11 11 21 31 41 01 40 00 10 20 30
21 21 31 41 01 11 30 40 00 10 20
31 31 41 01 11 21 20 30 40 00 10
41 41 01 11 21 31 10 20 30 40 00
∗ 00 10 20 30 40 01 41 31 21 11
00 00 10 20 30 40 01 11 21 31 41
10 10 20 30 40 00 41 01 11 21 31
20 20 30 40 00 10 31 41 01 11 21
30 30 40 00 10 20 21 31 41 01 11
40 40 00 10 20 30 11 21 31 41 01
01 01 11 21 31 41 10 20 30 40 00
11 11 21 31 41 01 00 10 20 30 40
21 21 31 41 01 11 40 00 10 20 30
31 31 41 01 11 21 30 40 00 10 20
41 41 01 11 21 31 20 30 40 00 10
Figure 1: The value tables of the dihedral group D10 = (Σ, ◦) and the G-loop C10 = (Σ, ∗)
Proposition 3. The loop C2p, where p is odd, is topolinear.
Proof. The transitivity is a direct consequence of Theorem 1 and the fact that C2p is
a G-loop [18], but we will give explicit formulas. Consider four autotopisms of the MDS
code M = {(zψ, xζ , yξ) | zψ = xζ ∗ yξ}:
β : zη → (z − 12 + η)η⊕1, xζ → (−x)ζ , yξ → (y + ξ − 12)ξ⊕1;
πa : zη → (z + (−1)ηa)η, xζ → (x+ (−1)ζa)ζ, yξ → yξ;
α : zη → (−z + 1− η)η, xζ → xζ⊕1, yξ → (−y)ξ⊕1;
ρb : zη → (z + b)η xζ ,→ xζ , yξ → (y + b)ξ
(1)
(1/2 is treated as (p + 1)/2, modulo p). To prove that the transformations above are
autotopisms, it is sufficient to check the following: if (zη, xζ , yξ) satisfies xζ ∗ yξ = zη then
β(zη, xζ , yξ), πa(zη, xζ , yξ), α(zη, xζ , yξ), ρb(zη, xζ, yξ) also satisfy the similar equations. For
πa and ρb, the equations readily hold. For β, we have
(−x)ζ ∗ (y + ξ − 1/2)ξ⊕1 =
(
(−1)ξ⊕1(−x) + y + ξ − 1/2 + ζ(ξ ⊕ 1)
)
ζ⊕ξ⊕1
=
(
(−1)ξx+ y + ζξ − 1/2 + (ζ ⊕ ξ)
)
ζ⊕ξ⊕1
= (z − 1/2 + η)η⊕1
(it is convenient to treat ⊕ using the identity u⊕ v = u+ v − 2uv). For α, we have
xζ⊕1 ∗ (−y)ξ⊕1 =
(
(−1)ξ⊕1x+ (−y) + (ζ ⊕ 1)(ξ ⊕ 1)
)
ζ⊕1⊕ξ⊕1
=
(
−(−1)ξx− y − ζξ + 1− (ζ ⊕ ξ)
)
ζ⊕ξ
= (−z + 1− η)η.
It is easy to see that using the autotopisms from (1) we can send (00, 00, 00) to any
(z′η′ , x
′
ζ′, y
′
ξ′) where z
′
η′ = x
′
ζ′ ∗ y′ξ′: if ζ ′ = 1, then we apply α; if ζ ′ ⊕ ξ′ = 1, then we apply
β; next, we apply πa to set the x-component (explicitly, a = (−1)ζ′x′); and finally, ρb to
set y-component (explicitly, b = y′ − (ξ′ − 1/2)(ζ ′ ⊕ ξ′)). So, M is isotopically transitive.
For the topolinearity, it remains to check that the order of the group generated by the
autotopisms β, π1, α, ρ1 equals |M | = (2p)2. At first, we can see that the group generated
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by β and π1 is isomorphic to the Dihedral group D2p (see the action on the x-component).
At second, the group generated by α and ρ1 is also isomorphic to the Dihedral group D2p
(see the y-component). Next, each of β and π1 commutate with each of α and ρ1. We
conclude that the total group is isomorphic to the direct product D2p×D2p of order (2p)2.
N
The group generated by the autotopisms α, β, π1, and ρ1 (1), will be denoted by IC2p.
Corollary 1. There is a topolinear latin square that is not isotopic to a group operation.
Proof. By Proposition 3, the operation of the loop C2p, p odd, is an example of a
topolinear latin squares that is not a group operation. It remains to note that by Albert’s
theorem [1, Theorem 2], a loop that is not a group is not isotopic to a group. N
4. Composition
If (Σ, ⋆) is a group, then the system (Σ, f) where f(x1, . . . , xn) = x1 ⋆ . . . ⋆ xn is known as
an iterated group.
Proposition 4. The operation of an iterated group is a topolinear latin hypercube.
Proof. Assume (Σ, ⋆) is a group with the identity element 0. To each y¯ = (y0, y1, . . . , yn)
satisfying y0 = y1 ⋆ · · · ⋆ yn, we define the isotopism
ϕy¯(x0, x1, . . . , xn) = (y0⋆x0, y1⋆· · ·⋆yn⋆x1⋆y−1n ⋆· · ·⋆y−12 , y2⋆· · ·⋆yn⋆x2⋆y−1n ⋆· · ·⋆y−13 , . . . , yn⋆xn).
It is not difficult to check that 1) ϕy¯ is an autotopism of the iterated group; 2) ϕy¯ sends
0 to y¯; 3) ϕy¯ϕz¯ = ϕϕy¯(z¯). N
Proposition 5. Let h be the operation of an n-ary iterated group. Then for every
b ∈ Σn satisfying h(b) = 0, there exists an autotopism θ = (Id, θ1, . . . , θn) of h such that
θ(0, b) = 0.
Proof. Take θ = ϕ−1
(0,b¯)
, where ϕ(0,b¯) is defined in the proof of Proposition 4. N
Consider a group (Σ, ⋆). Define M(⋆) = {(x0, x1, x2) : x0 = x1 ⋆ x2} and Ai(⋆) =
{τi | (τ0, τ1, τ2) ∈ Ist(M(⋆)) for some τi+1 mod 3, τi+2 mod 3}, i = 0, 1, 2.
Proposition 6. For a group (Σ, ⋆), the set Ai(⋆) does not depend on i and form a
subgroup of the group of permutations of Σ.
Proof. If (τ0, τ1, τ2), (π0, π1, π2) ∈ Ist(M(⋆)), then τ0π0 ∈ A0(⋆). Hence, A0(⋆) is a
subgroup of the group of permutations of Σ.
Assume that (τ0, τ1, τ2) ∈ Ist(⋆). Let us show that (τ1, τ0, ιτ2ι) ∈ Ist(⋆), where ι is the
permutation that interchange the elements with their inverses. Consider the following
sequence of equivalent equations. We start with
τ1z = τ0x ⋆ ιτ2ιy.
Multiplying the both parts by (ιτ2ιy)
−1 = τ2ιy in the right, we have
τ1z ⋆ τ2ιy = τ0x.
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Since (τ0, τ1, τ2) is an autotopism of ⋆, the last is equivalent to
z ⋆ ιy = x.
Then, multiplying by y = (ιy)−1, we get
z = x ⋆ y.
We see that (τ1, τ0, ιτ2ι) also belongs to Ist(⋆), which means that A
0(⋆) = A1(⋆). Similarly,
A0(⋆) = A2(⋆). N
Proposition 7. Let (Σ, h) be the iterated group of (Σ, ⋆). Let σ ∈ A0(⋆). Then there is
an autotopism (σ, τ ) of h.
Proof. We proceed by induction on the number n of arguments of h = hn. For n = 2,
the statement is straightforward from the definition of A0(⋆). If n > 2, then
σhn(x1, . . . , xn) ≡ σ(hn−1(x1, . . . , xn−1) ⋆ xn) ≡ πhn−1(x1, . . . , xn−1) ⋆ τnxn (2)
for some permutations π and τn (whose existence follows from the definition of A
0(⋆)).
By Proposition 6, we have π ∈ A0(⋆). Then, by the induction hypothesis,
πhn−1(x1, . . . , xn−1) ≡ hn−1(τ1x1, . . . , τn−1xn−1) (3)
for some τ1, . . . , τn−1. Substituting (3) into (2), we find the required autotopism. N
Proposition 8. For every (σ0, σ1, σ2) ∈ IC2p, the permutations σ0, σ1, and σ2 belong to
A0(D2p), where D2p = (Σ, ◦) is the dihedral group, uε ◦ vκ = ((−1)κu+ v)ε⊕κ.
Proof. We have to prove that for all (σ0, σ1, σ2) ∈ IC2p and for σ = σ0, σ = σ1, or
σ = σ2, there are τ1 and τ2 such that σ(uε ◦ vκ) = τ1uε ◦ τ2vκ. It is sufficient to prove
this for the generators (1) of the group IC2p. In the table, we suggest τ1 and τ2 for each
possible σ that comes from (1).
σwω = τ1uε = τ2vκ = σ(uε ◦ vκ) = τ1uε ◦ τ2vκ
wω⊕1 uε⊕1 vκ
((−1)κu+ v)ε⊕κ⊕1
= ((−1)κu+ v)ε⊕1⊕κ
(−w)ω (−u)ε (−v)κ (−((−1)
κu+ v))ε⊕κ
= ((−1)κ(−u)− v)ε⊕κ
(−w)ω⊕1 (−u)ε⊕1 (−v)κ (−((−1)
κu+ v))ε⊕κ⊕1
= ((−1)κ(−u)− v)ε⊕1⊕κ
(w + (−1)ωa)ω (u+ (−1)εa)ε vκ ((−1)
κu+ v + (−1)ε⊕κa)ε⊕κ
= ((−1)κ(u+ (−1)εa) + v)ε⊕κ
(w + b)ω uε (v + b)κ
((−1)κu+ v + b)ε⊕κ
= ((−1)κu+ v + b)ε⊕κ
(−w + 1− ω)ω (−u− ε)ε (−v − κ+ 1)κ (−(−1)
κu− v + 1− ε⊕ κ)ε⊕κ
= ((−1)κ(−u− ε)− v − κ + 1)ε⊕κ
(w − 1
2
+ ω)ω⊕1 (u+ ε)ε⊕1 (v + κ− 12)κ
(
(−1)κu+ v − 1
2
+ ε⊕ κ)
ε⊕κ⊕1(
(−1)κ(u+ ε) + v + κ− 1
2
)
ε⊕1⊕κ
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In each case, the identity σ(uε ◦ vκ) = τ1uε ◦ τ2vκ is straightforward to check, see the right
column (in the last two cases, the identity ζ ⊕ ξ = (−1)ξζ + ξ is useful). N
The following lemma generalizes [14, Proposition 8].
Lemma 1. Let f be a latin n-cube, and let Gf be a group of autotopisms of f that
acts transitively on its graph (so, f is isotopically transitive). Let for every i from 1
to n, hi be the mi-ary operation of an iterated group (Σ, ⋆). Assume that for every
(σ0, σ1, . . . , σn) from Gf , all σi, i = 1, . . . , n, lie in A
0(⋆). Then the m-ary quasigroup
f(h1(z1), . . . , hn(zn)), where m = m1 + . . .+mn, is isotopically transitive.
Proof. Consider an arbitrary tuple b0, b1, . . . , bn satisfying f(h1(b1), . . . , hn(bn)) = b0.
There exists an isotopism σ ∈ Gf such that σ0b0 = 0 and σihi(bi) = 0 for all i ∈ {1, . . . , n}.
By Proposition 7 there exist τ 1, . . . , τn such that
σ0f(h1(τ 1z1), . . . , hn(τnzn)) ≡ σ0f(σ1h1(z1), . . . , σnhn(zn)) ≡ f(h1(z1), . . . , hn(zn)).
So, we have got an isotopism that sends (b0, b1, . . . , bn) to (0, τ1b1, . . . , τnbn).
By Proposition 5, for every i ∈ {1, . . . , n} there exists an isotopism θi such that
θiτ ibi = 0 and hi(θizi) ≡ hi(zi). So, we have got an isotopism that sends (0, τ 1b1, . . . , τnbn)
to 0. N
Now, we are ready to construct two series of isotopically transitive latin hypercubes,
which are nonequivalent to an iterated group.
Theorem 2. Let ∗ be the operation of the loop C2p, defined in Section 3. Let hi, i = 1, 2,
be the mi-ary operation of the iterated dihedral group D2p. Then the latin hypercube g,
g = h1(z1) ∗ h2(z2), is isotopically transitive.
Proof. The hypothesis of Lemma 1 is satisfied by Propositions 3 and 8 with Gf = IC2p.
N
In the next theorem, we also use composition to construct isotopically transitive latin
hypercubes. Moreover, can say that the resulting objects will be topolinear. The following
statement is convenient in establishing the topolinearity.
Proposition 9. Let M ⊆ Σn be an isotopically transitive MDS code. Let G < Ist(M) be
an isotopism group that acts transitively on M , and let for some i from 0 to n− 1 every
σ = (σ0, . . . , σn−1) from G such that σ(0) = 0 satisfies σi = id. Then M is topolinear
with regular group G.
Proof. Assume that σ(0) = 0; by the hypothesis, σi = id. Assume without loss of
generality that i = 0. Let us show that σ1 = id. For every b ∈ Σ, there exists a ∈ Σ such
that b = (a, b, 0 . . . , 0) ∈M . Then, σ(b) = (a, σ1(b), 0 . . . , 0) ∈M . By the definition of an
MDS code, we have σ1(b) = b. Similarly, we have σj = id for all j from 1 to n−1. Hence,
the only isotopism that fixes 0 is the identity isotopism. It follows that the subgroup G
is regular. N
Theorem 3. Let f be the n-ary operation of the iterated group Zp × Z2 = (Σ, •). Let
hi, i ∈ {1, . . . , n}, be the mi-ary operation of the iterated dihedral group D2p. Then the
latin hypercube g, g = f(h1(z1), . . . , hn(zn)), is topolinear.
Proof. By Proposition 4, h1, . . . , hn, and f are topolinear latin hypercubes. Then,
the hypothesis of Lemma 1 is satisfied with Gf being the translation group {σ¯(b0,b1,...,bn) |
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b0 = b1 • · · · • bn, σ¯(b0,b1,...,bn)(v0, v1, . . . , vn) = (b0 • v0, b1 • v1, . . . , bn • vn)} (indeed, any
permutation σ of form σ(vi) = bi • vi is a combination of the permutations considered
in the proof of Proposition 8, see the first and the fifth rows of the table). Hence, g is
isotopically transitive.
Consider the autotopism group G obtained accordingly to Lemma 1 and acting tran-
sitively on the graph M of g. For every (σ0, σ1, . . .) ∈ G, we have σ0(v0) = b0 • v0. So, the
conjecture of Propositions 9 is satisfied for the first coordinate of M (which corresponds
to the value of g). Hence, g is topolinear. N
Corollary 2. For every integer p ≥ 2, the number of mutually nonequivalent topolinear
latin N -cubes of order 2p growths at least as 1
4N
√
3
epi
√
2N/3(1 + o(1)).
Proof. As follows from the theorem on canonical decomposition of an n-ary quasigroup
[4], two MDS codes M , M ′ obtained from different sets {m1, . . . , mn}, {m′1, . . . , m′n′}
as in Theorem 3 are nonequivalent. So, (permutably) nonequivalent partitions N =
m1 + . . . + mn lead to nonequivalent codes. The number of nonequivalent partitions is
known to be 1
4N
√
3
epi
√
2N/3(1 + o(1)) [2]. N
5. Topolinear latin hypercubes from quadratic functions
In this section, we consider the construction of topolinear latin hypercubes based on
quadratic functions. Let q = pk, where p is prime. We will assume that Σq is equipped
with the structure of the field GF (pk) and that Σq2 = Σq × Σq consists of the pairs [a, b]
of elements of Σq.
Theorem 4. Assume that the latin n-cube f over Σnq2 is defined by
f
(
[x1, y1], . . . , [xn, yn]
)
=
[
−
n∑
i=1
xi, −
n∑
i=1
yi − r(x1, . . . , xn)
]
,
where
r(x1, . . . , xn) =
n∑
i,j=1
αijxixj (4)
with αij being some constants, i, j ∈ {1, . . . , n}. Then f is a topolinear latin square.
Proof. We will firstly prove that the graph M of f is an MDS code. It is sufficient to
show that arbitrarily fixing n− 1 coordinates uniquely defines the remaining coordinate
[xi, yi] of a vertex from M . Indeed, the formula for the first component of f defines the
remaining xi; for the second component, yi.
Now establish the isotopical transitivity of M . Let ([a0, b0], . . . , [an, bn]) ∈ M . Then
the isotopism
(
[x0, y0], . . . , [xn, yn]
) → ([σ0(x0), τ0(y0)], . . . , [σn(xn), τn(yn)]
)
:
σi(xi) = xi − ai,
τi(yi) = yi + xi
n∑
j=1
αijaj + xi
n∑
j=1
αjiaj −
n∑
j=1
αijajai
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(we define α0j = 0) belongs to the group Ist(M) and sends ([a0, b0], . . . , [an, bn]) ∈ M to
([0, τ0b0], . . . , [0, τnbn]) ∈ M . The isotopism σ′i(xi) = xi, τ ′i(yi) = yi − ci is contained in
Ist(M) and sends ([0, c1], . . . , [0, cn]) ∈ M to ([0, 0], . . . , [0, 0]) . By Propositions 9 and 5,
M is topolinear. N
Corollary 3. Let q = pk, where p is prime, and let s ≥ 1. Then there are at least
q
n2
2
(1+o(1)) nonequivalent topolinear latin n-cubes of order q2s.
Proof. At first, consider the case s = 1. Choosing different coefficients αi,j, 1 ≤
i ≤ j ≤ n, we obtain q n22 (1+o(1)) different functions r, see (4), and, by Theorem 4, the
same number of different topolinear latin n-cubes. Dividing this number by the number
(q2!)n+1(n+1)! = qO(n lnn) of different isometries of Σn+1q2 , we get the lower bound q
n2
2
(1+o(1))
on the number of nonequivalent topolinear latin n-cubes.
As follows from Proposition 2, from each topolinear MDS code M in Σnq2 , we can
construct a topolinear MDS code M × S in Σnq2s, where S is the graph of an iterated
group of order s. This argument expands the result to arbitrary s. N
In [9, Theorem 2], the upper bounds exp(O(n2 ln2 n)) and exp(O(n2 lnn)) on the
number of transitive and, respectively, propelinear codes were derived. As we see, by the
order of the logarithm, the lower bound from Corollary 3 is rather close to the known
upper bounds.
6. A characterization of the set of isotopically transitive
latin hypercubes of order 4
Now consider the case q = 2. An a latin n-cube over Σ22 (as well as the corresponding
MDS code in Σn+122 ) is called semilinear if it is isotopic to a latin n-cube f defined by
f
(
[x1, y1], . . . , [xn, yn]
)
=
[ n∑
i=1
xi,
n∑
i=1
yi + r(x1, . . . , xn)
]
(5)
with an arbitrary Boolean function r (here and in what follows, + means the addition
modulo 2). A latin n-cube (and its graph) is called linear if it is isotopic to a code (5)
with r(. . .) ≡ 0. It is easy to see that every subcode of a linear MDS code is linear and
each subcode of a semilinear MDS code is semilinear.
Proposition 10 ([19, Theorem 8.8]). If all 4-subcodes of an MDS code M ⊂ Σn+122
(n ≥ 3) are linear, then M is linear itself.
Below, we will prove the similar statement for the semilinear MDS codes.
A set D ⊂ Σn+122 is called a linearization if its characteristic function χD can be
represented as
χD(z0, . . . , zn) = χD0(z0) + . . .+ χDn(zn) + γ (6)
where Di (i ∈ {0, . . . , n}) are cardinality-2 subsets of {[0, 1], [1, 0], [1, 1]} For each lin-
earization, the representation (6) is unique.
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Proposition 11. Assume that an MDS codes M ⊂ Σn+122 is a subset of two different
linearizations D and E, where D satisfies (6) and E satisfies the similar equation with
the components E0, . . . , En. Then Di 6= Ei for every i from 0 to n.
Proof. Since D and E are different, we have |Dj ∩ Ej | = 1 for some j. Seeking a
contradiction, assume Di = Ei for some i. Without loss of generality, i = 0 and j = 1.
The two linearizations
D0,1 = {(z0, z1) | (z0, z1, [0, 0], . . . , [0, 0]) ∈ D}, E0,1 = {(z0, z1) | (z0, z1, [0, 0], . . . , [0, 0]) ∈ E}
include the same 2-subcode of M . But it is straightforward that D0,1 ∩ E0,1 has no
MDS-code subsets:
• •
• •
• •
• •
∩
• •
• •
• •
• •
=
•
•
•
•
We have found a contradiction. Hence, Di 6= Ei for all i from 0 to n. N
Proposition 12. 1) [7, Proposition 2.6] An MDS code M ⊂ Σn+122 is semilinear if and
only if there exists a linearization D ⊂ Σn+122 such that M ⊂ D.
2) [15, Assertion 15(d)] A semilinear MDS code M ⊂ Σn+122 is not linear if and only if
such a code D is unique.
Proof. 1) “Only if”. If f is defined by (5), then its graph M is a subset of the
linearization
D = {([x0, y0], . . . , [xn, yn] | x0 + . . .+ xn = 0}. (7)
For every isotopism τ , we have τM ⊂ τD.
“If”. Assume without loss of generality that M ⊂ D, where D is from (7). For every
(x0, . . . , xn) satisfying x0+. . .+xn = 0, the set {(y0, . . . , yn) | ([x0, y0], . . . , [xn, yn]) ∈M} is
an MDS code in Σn+12 . It is one of {(y0, . . . , yn) | y0+. . .+yn = 0}, {(y0, . . . , yn) | y0+. . .+
yn = 1}. In the former case we define r(x1, . . . , xn) = 0; in the latter, r(x1, . . . , xn) = 1.
Then, M is the graph of (5); consequently, it is semilinear.
2) Assume that an MDS code M is a subset of two different linearizations D and E,
where D satisfies (6) and E satisfies the similar equation with the components E0, . . . ,
En. By Proposition 11, |Di∩Ei| for each i. Considering an appropriate isotopism, we can
assume without loss of generality that Di = {[1, 0], [1, 1]} and Ei = {[0, 1], [1, 1]}. Also,
we can assume that the constants is the representations (6) for D and E are ones. Then,
M is the graph of (5) with r(x1, . . . , xn) ≡ 0. N
The paper [7] contains a characterization of the MDS codes in Σn4 . In particular, the
following is true [20].
Proposition 13. There are 5 equivalence classes of MDS codes of length 4. Four of them
are semilinear, with representatives corresponding to the Boolean functions
r1(x1, x2, x3) ≡ 0,
r2(x1, x2, x3) ≡ x1x3 + x2x3,
r3(x1, x2, x3) ≡ x1x2 + x1x3 + x2x3,
r4(x1, x2, x3) ≡ (x1 + 1)x2x3. (8)
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Any non-semilinear MDS code in Σ422 is equivalent to
H = {(z0, z1, z2, z3) | z0 = z1 ⋆ (z2 ⋄ z3)}, (9)
where ⋆ and ⋄ are group operations isotopic to Z4 with the same identity element but
different elements of order 2.
The following propositions can be checked directly.
Proposition 14. If M ⊂ Σ422 is one of the three semilinear MDS codes corresponding to
the functions r2, r3, r4 (8). Then the 3-subcodes
T a = {(z0, z2, z3) | (z0, a, z2, z3) ∈M},
T b = {(z0, z2, z3) | (z0, b, z2, z3) ∈M},
T c = {(z0, z1, z3) | (z0, z1, c, z3) ∈M},
where a = [0, 0], b = [0, 1], c = [1, 0] are nonlinear; moreover, T a ∪ T b is a linearization.
Proposition 15. The non-semilinear MDS code H , see (9), and the semilinear MDS code
S4 with the function r4, see (8), are not isotopically transitive.
Lemma 2. If every n-subcode of an MDS code M ⊂ Σn+122 , n ≥ 4, is semilinear, then M
is semilinear too.
Proof. If M does not have nonlinear 4-subcodes, then M is linear by Proposition 10.
In the other case, by Proposition 14, we can assume without loss of generality we assume
that for some distinct a, b, and d from Σ22 the MDS codes
T a = {(z2, z3, z4) | (a, c, z2, z3, z4, c, . . . , c) ∈M},
T b = {(z2, z3, z4) | (b, c, z2, z3, z4, c, . . . , c) ∈M},
T d = {(z0, z3, z4) | (z0, c, d, z3, z4, c, . . . , c) ∈ M}
are nonlinear and, moreover, T a ∪ T b is a linearization. Denote
Ma = {(z1, z2, . . . , zn) | (a, z1, z2, . . . , zn) ∈M},
M b = {(z1, z2, . . . , zn) | (b, z1, z2, . . . , zn) ∈M},
Md = {(z0, z1, z3, . . . , zn) | (z0, z1, d, z3 . . . , zn) ∈M}, and
M c = {(z0, z2, . . . , zn) | (z0, c, z2, . . . , zn) ∈ M}.
By the hypothesis of the lemma and Proposition 12(1), each of Ma, M b, M c, Md is
included in a unique linearization, say Da, Db, Dc, Dd, respectively. Let
χDa(z1, . . . , zn) = α1(z1) + . . .+ αn(zn) + α,
χDb(z1, . . . , zn) = α
′
1(z1) + . . .+ α
′
n(zn) + α
′,
χDd(z0, z1, z3, . . . , zn) = γ0(z0) + γ1(z1) + γ3(z3) + . . .+ γn(zn) + γ,
χDc(z0, z2, . . . , zn) = δ0(z0) + δ2(z2) + . . .+ δn(zn) + δ,
where α, α′, γ, δ are constants from {0, 1} and αi, α′i, γi, δi are the characteristic functions
of cardinality-2 subsets of {[0, 1], [1, 0], [1, 1]} (such functions and constants are defined
uniquely for each linearization).
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Consider the subcode
Ma,c = {(z2, . . . , zn) | (a, c, z2, . . . , zn) ∈M}.
It is nonlinear, as the subcode T a is nonlinear, and semilinear by the hypothesis of the
lemma. By Proposition 12(2), Ma,c is a subset of a unique linearization Da,c. Since
χDa(c, z2, . . . , zn) = χDa,c(z2, . . . , zn) = χDc(a, z2, . . . , zn), we see that αi = δi for i ≥ 2.
Similarly, α′i = δi for i ≥ 2.
Similarly, considering the nonlinear semilinear subcode
M c,d = {(z0, z3 . . . , zn) | (z0, c, d, z3, . . . , zn) ∈M},
we establish δi = γi for i ≥ 3.
Next, consider
Ma,d = {(z1, z3 . . . , zn) | (a, z1, d, z3, . . . , zn) ∈M}.
We cannot state that it is not linear and is covered by a unique linearization. However,
we state that the linearizations
Da,d = {(z1, z3, . . . , zn) | (z1, d, z3, . . . , zn) ∈ Da}, and
Dd,a = {(z1, z3, . . . , zn) | (a, z1, z3, . . . , zn) ∈ Dd},
which both include Ma,d, coincide. Indeed, we have
χDa,d(z1, z3, . . . , zn) = α1(z1) + α2(d) + α3(z3) + . . .+ αn(zn) + α,
χDd,a(z1, z3, . . . , zn) = γ0(a) + γ1(z1) + γ3(z3) + . . .+ γn(zn) + γ,
and we already know that α3 = δ3 = γ3. By Proposition 11, this implies D
a,d = Dd,a
and, in particular α1 = γ1. Analogously, α
′
1 = γ1. Together with previous results, we
have α′i = αi for i ≥ 1, which also means that α′ = α (indeed, χDa(c, z2, z3, z4, c, . . . , c) =
χTa∪T b(z2, z3, z4) = χDa(c, z2, z3, z4, c, . . . , c)).
Finally, we find that M ⊂ D, where
χD(z0, z1, . . . , zn) = χ{c,d}(z0) + α1(z1) + . . .+ αn(zn) + α.
By Proposition 12(1), the MDS code M is semilinear. N
Theorem 5. A latin hypercube g : Σn22 → Σ22 is isotopically transitive if and only if it is
isotopic to a latin hypercube (5) where r is a Boolean function of degree at most 2.
Proof. The “if” part is straightforward from Theorem 4. Let us show that there are
no other isotopically transitive latin hypercubes of order 4. Denote by M the graph of g.
1) As follows by induction from Lemma 2, every non-semilinear MDS codeM contains
a non-semilinear 4-subcode, which is not isotopically transitive by Proposition 15. By
Proposition 1, M is not isotopically transitive either.
2) Assume that g is a semilinear latin hypercube with a function r of degree at least
3. Considering the polynomial representation of r, we see that r has a subfunction in
three arguments of the degree 3. The corresponding 4-subcode of M is isotopic to the
the semilinear MDS code with the function r4, see (8). As mentioned in Proposition 15,
the last MDS code is not isotopically transitive. By Proposition 1, M is not isotopically
transitive either. N
Corollary 4. Every isotopically transitive latin hypercube of order 4 is topolinear.
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7. An isotopically transitive latin n-cube of order 5 is
unique.
Theorem 6. Any isotopically transitive latin n-cube of order 5 is isotopic to the iterated
group Z5.
Proof. There are 15 equivalence classes of latin 3-cube of order 5, see [12]; representa-
tives can be found in [11], together with the orders of the autotopism groups. One can see
that only one latin 3-cube, up to equivalence, has at least 53 = 125 isotopisms, and thus
can be isotopically transitive. Of course, it is the iterated group. For an arbitrary n, the
result follows from Theorem 8.8 in [19], which states (we give here a weakened version, in
terms of MDS codes) that if every 4-subcode of an MDS code is a graph of an iterated
group, then the MDS code is itself a graph of an iterated group. N
8. Conclusion: open problems
It occurs that the isotopically transitive latin hypercubes considered in this paper are
topolinear in most cases. In particular, it follows from the characterization in Subsection 6
that all isotopically transitive latin hypercubes of order 4 are topolinear. However, we
did not establish the topolinearity of the latin hypercubes constructed in Theorem 2 (the
minimal example is the latin 3-cube of order 6 obtained as the composition of the loops
C6 and D6). In general, the following questions arise: Does there exist a non-topolinear
isotopically transitive latin hypercubes? In particular, does there exist a non-topolinear
isotopically transitive latin square? The existence of nonpropelinear transitive codes with
given parameters is not a simple problem in general; however, there are some positive
results in this topic, for example, for perfect binary codes [13].
Another natural problem is the characterization of isotopically transitive latin hyper-
cubes of some given small order q > 5, say, q = 6, 7, 8, 9, which does not seem to be
impossible. It is also interesting to consider isotopically transitive latin hypercubes of all
prime orders. Hypothetically, they are equivalent to iterated cyclic groups. Note that any
isotopically transitive latin hypercube of prime order has the following property: every
3-subcode of its graph is equivalent to the graph of the cyclic group. All latin hypercubes
of orders 5 and 7 satisfying this property were considered in [8], where they are called
sublinear. In particular it is known Corollary 2 in that paper states that every latin
n-cube of order 7 is a composition of n− 1 latin squares.
From the connection between the isotopically transitive latin squares and the G-loops
established in Section 2 arises a question about the possibility to generalize this fact to
more than two dimensions. An n-ary loop is an algebraic system (Σ, f), where f is a latin
n-cube satisfying f(x, o, . . . , o) = f(o, x, o, . . . , o) = . . . = f(o, . . . , o, x) = x for every x
and some o, called an identity element. Similarly to the binary case, an n-ary loop L can
be called an n-ary G-loop if every n-ary loop isotopic to L is isomorphic to L. Then, the
“only if” statement of Theorem 1 will be still valid, with the same proof (in particular, all
constructions considered in the current paper give n-ary G-loops). However, the proof of
the “if” part does not work for n ≥ 3. The reason is that an n-ary loop can have more
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than one identity element, and it is not clear at the moment if different identity elements
necessarily generate the same orbit under the isotopisms group. The existence of n-ary
G-loops that are not isotopically transitive remains an open question.
The last open problem we mention here is the construction of nonlinear transitive
MDS codes of distance more than 2. Such objects are equivalent to systems of orthogonal
latin hypercubes, with a specially defined orthogonality, see e.g. [5].
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