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vABSTRACT
Machine learning as a popular computer science area has been promoted and developed
for more than two decades. It has been applied in many fields in our life, like domestic
products such as Alexa from Amazon, photographic products such as Mavic from Dji and so
many other areas. This report represents an interesting way to apply machine learning and
deep learning technologies on the stock market. We explore multiple approaches, including
Long Short-Term Memory (LSTM), a type of Artificial Recurrent Neural Networks (RNN)
architectures, and Random Forests (RF), a type of ensemble learning methods. The goal
of this report is to use real historical data from the stock market to train our models, and
to show reports about the prediction of future returns for picked stocks.
Keywords: machine learning, deep learning, artificial neural network, long short-term
memory, random forests, ensemble learning.
1CHAPTER 1. INTRODUCTION
1.1 Background
Since the development of Artificial Intelligence (AI) technology during recent decades,
Artificial Intelligence has been deployed on many areas, such as computer vision algorithms,
natural language understanding, and so on. Stock forecasting is also one hot topic. Making
stock transaction decisions is a generally an experiential process. This makes the prediction
on future stock prices difficult when using traditional statistics technology, because of the
non-linearity and non-stationary characteristics of the stock market [32]. As a result, many
researchers began to use machine learning technologies on the prediction of the financial
market to improve the accuracy of results. Using machine learning to mimic the process of
making investment decisions is novel and advanced. This usage is designed to simulate the
thought process of the human mind [31]. Machine learning is an application of AI, which
can grant machines the ability to access data and learn from it. Nowadays, there are many
algorithms in machine learning, including Bayesian algorithm, Decision Trees algorithm,
Artificial Neural Networks algorithm and so on.
These algorithms are designed for many different leaning directions. For example, Ar-
tificial Neural Networks are especially efficient in solving complex problems that cannot
be reduced to straightforward decision rules [31]. Artificial Neural Networks belong to a
sub-field of machine learning, known as deep learning. Artificial Neural Networks have had
a massive growth in recent years. Artificial Neural Networks are built similar to the human
brain because it is constructed by multiple layers of neurons and data are transferred from
layer to layer, which works like a biological neural network. This is the reason why we call
2this algorithm Artificial Neural Networks.
1.2 Related Work
There have been many researchers who have tried to apply machine learning techniques
to problems in the financial domain. The use of soft computing techniques such as Neural
Networks without getting into complex statistical issues of technical analysis enables us
to achieve daily buy and sell signals with a higher speed and an acceptable accuracy [22].
Financial portfolio management is one hot topic. Portfolio management is the decision-
making process of continuously reallocating an amount of funds into a number of different
financial investment products, aiming to maximize the return while restraining the risk
[13]. Portfolio management influences multiple markets. In general, people separate port-
folio management strategies into four methods: “Follow-the-Winner”, “Follow-the-Loser”,
“Pattern-Matching” and “Meta-Learning” [20]. It is easy to understand the first two meth-
ods. For the third method, using some pattern matching algorithms, like Artificial Neural
Networks, to predict the market distribution in the next period depending on the histori-
cal data is an efficient way to solve the portfolio management problem. The last method
tries to combine all other methods together to achieve better performance. Zhengyao Jiang
and Jinjun Liang [12] have published their research on cryptocurrency portfolio manage-
ment with deep reinforcement learning in 2017. They used Convolutional Neural Networks
(CNN) as a model and fed it by using historical cryptocurrency price data.
Compared with the portfolio management direction, financial time series forecasting is
another popular field. The financial market is a complex, evolutionary, and non-linear dy-
namical system [11][19]. Stock market prediction is usually considered as one of the most
challenging issues among time series predictions [1]. When we are forecasting the time series
trend of the financial market, the data used is full of noise, which makes the prediction less
accurate. Some researchers believe that it is impossible to predict the value of financial
assets. The efficient market hypothesis (EMH) suggests that the task of predicting future
3prices based on financial assets’ past behavior cannot achieve abnormal returns [23]. The
reason for this is that the distribution function of a financial time series denotes a Brow-
nian motion, which has random, independent, and Gaussian distribution characteristics
[23]. However, some researchers disagree with EMH, and they think there exists a long
term pattern, which can help us to predict the future value [4]. In the past decades, more
and more machine learning models started to be applied on financial time series forecast-
ing, like Artificial Neural Networks (ANN) and Support Vector Machines (SVM) [9][25].
These applications of machine learning models improve the accuracy of financial time series
forecasting. There are three major ways to realize the time series forecasting. They are
Convolutional Neural Networks [17], deep belief networks [10] and stacked autoencoders
[2]. Bao Wei [1] has published his work on forecasting of stock market by using ANN and
Wavelet Transforms (WT).
1.3 My Work
In this report, I explored both the portfolio management and the time series forecasting
by building different machine learning models depending on the strength and weakness of
these two directions. For the portfolio management problem, the base method is using
Decision Trees. The reason for this is that portfolio management is an experiential issue.
It heavily depends on personal experience and knowledge and how the trader thinks before
making the management decision. To mimic the process of these human thoughts, I chose
the Decision Trees method. Because it is tree structure, like Figure 1.1, it has some simi-
larities to the process when human beings making decisions [3]. However, this model may
cause over-fit problems when training data. To fix the over-fit problems, I used Random
Forests algorithm to predict the returns for different stocks and pick corresponding stable
stocks with high returns to form the portfolio. Random Forests are formed by multiple
Decision Trees. The machine will learn which trees are high influence and set weights on
each feature point.
4Figure 1.1 Decision Trees
The other model is used for time series forecasting on stock prices. Artificial Neural
Networks was our first choice in the beginning. However, we should consider different
influences of previous stock prices on the future price prediction. For example, the stock
prices may be more influenced by recent news and price fluctuation. There exists one model
called Long Short-term Memory, which can adjust the short-term and long-term influences
on the future prediction. I used this method to train and predict the time series pattern on
many particular stocks and to improve the predictable accuracy.
5CHAPTER 2. DATA PREPROCESSING
2.1 Time Series Forecasting
For the time series forecasting model, I used the Neural Networks structure. The most
important data for a Neural Network is historical data. It is easy to download historical
stock data from the internet [8]. In this report, I used data from the Yahoo Finance website.
The stock dataset used by the time series forecasting model included NASDAQ index (one
year and ten years), APPL (one year and ten years) and MSFT (Microsoft Inc one year
and ten years). For each stock dataset, there are seven columns. They are date, open price,
highest price, lowest price, close price, adjusted close price and transaction volume. The
dataset is shown as Figure 2.1. Two major parts of information used for the Neural Network
model is date and close price. The model should be fed with the close price and date.
2.2 Portfolio Forecasting
For portfolio forecasting, we not only need the time series price data, but also need
financial statistics data, like the Income Statement, Balance Sheet, Dividends info and so
on. The reason financial statistics data is necessary is that for the Decision Trees method,
the model needs some feature data as decision points. To realize the classification, we need
these feature data. You can find those fundamentals data from Quandl.com. However,
many data on this website are not free to download. I alternatively use data captured from
Yahoo Finance website. There are many statistics data like Figure 2.2. we should have
corresponding fundamentals info for each stock following the time series.
6Figure 2.1 NASDAQ Index Dataset
Algorithm 1: How to pre-process stock statistics data
Result: Return .csv file like Figure 2.3
Repeat for every stock;
while In the same stock do
feature array = {P/E ratio, Enterprise Value, ...} //Store all features;
if current feature == element in feature array then
Write to csv(row, col, current value);
else
Continue;
end
end
7Figure 2.2 Statistics Data Sample
These fundamentals data are just the first step for the model, because they are not
usable for training a model as a .csv file yet. The second step is transferring these key
features into a .csv file. The corresponding code is shown as Algorithm 1. The model
should memorize every feature related to every stock, and also compute the price changes
in this period. the price change values are used for validation during the training process.
Besides that, only looking at a single stock price change is not enough. The model also
stores the S&P 500 index changes during the same time period. The model used index
changes to filtrate those stocks who perform worse than S&P 500 index performance. this
produces a .csv file looks like Figure 2.3.
In the dataset of Figure 2.3, We fed our model with features after column 7. Then the
model would pick up valuable features and validate the difference between prediction results
and real results shown in the price column.
8Figure 2.3 Statistics Data Table
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3.1 Time Series Forecasting Model
To create the time series forecasting model, I used an Artificial Neural Networks (ANN)
algorithm. In the past few years, many researchers have used ANNs to analyze traditional
classification and regression prediction problems in accounting and finance [5]. Many re-
searchers have already proved ANN is an efficient algorithm to predict non-linear paths.
ANN also has been proved that it performs very well in feature extraction from raw data [6].
In this report, I used a particular method called Long Short-term Memory (LSTM). LSTM
is a type of Recurrent Neural Networks (RNN), and RNN is a type of ANN. ANN has one
input layer, one or multiple hidden layers and one output layer, as shown in Figure 3.1.
We can see that each input neuron is connecting to each hidden neuron and each hidden
neuron is also connecting to the output neurons. There is no connection among neurons in
the same layer. Every connection has its own weight which can be learned and adjusted
from the training process.
Compared with ANN, RNN adds recurring connections shown in Figure 3.2. Recurrent
neural networks (RNNs) are able to process input sequences of arbitrary length via the
recursive application of a transition function on a hidden state vector. At each time stamp
t, the hidden state ht is resulted from a function of the input vector xt at time t and its
previous hidden state ht−1. For example, the input vector xt could be a vector representation
of the t-th word in the body of text [30] [27]. As a result, recurrent networks can recirculate
previous outputs back to the inputs, similar to the concept of using lagged variables in
forecasting [5]. Because RNN can learn the result from the previous round, this gives RNN
10
Figure 3.1 Artificial Neural Networks [18]
a time series context. However, RNN can only read the results from the previous round.
For stock price data, there are thousands of points of data. Therefor, only remembering
the previous round result is not enough, because the stock price might also be influenced
by the price weeks ago or months ago. LSTM is introduced into this report because LSTM
can address this problem.
The LSTM architecture fixes the lack of ability to learn long-term dependencies by
introducing a memory cell that is able to preserve states over long periods of time [30], as
shown in Figure 3.3. There are two horizontal chains, the upper chain contains memory
cells, which store the long-term results from previous training known as ct−1, ct, ct+1 and so
on. The basic architecture to realize long-term memory capability is by using three gates,
input gate, forget gate and output gate. The memorization of the earlier trend of the data
11
Figure 3.2 Recurrent Neural Networks [24]
is possible through these gates along with a memory line incorporated in a typical LSTM
[29][28].
The first step of LSTM is deciding which information should be thrown away by the
forget gate. All information kept will be stored into a memory cell ct−1 for the next process.
The next step is deciding what information included in the input gate. There are two parts:
it = σ(Wi ∗ [Xt, ht−1] + bi) (3.1)
C¯t = tanh(Wc ∗ [Xt, ht−1] + bc) (3.2)
In Equation 3.1 and 3.2. Wi and Wc means the weight, Xt means the input data at
time t, ht−1 means the hidden state at time t− 1. Equation 3.1 uses sigmoid function to let
input gate decide which information should be kept, and Equation 3.2 uses tanh function
to creates a vector of new value C¯t, which will combined with it to store into a memory
cell. The current cell state Ct will be calculated as:
Ct = ft ∗ Ct−1 + it ∗ C¯t (3.3)
Ot = σ(Wo ∗ [Xt, ht−1] + bo) (3.4)
ht = Ot ∗ tanh(Ct) (3.5)
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In Equation 3.3, ft means the result from forget gate, which is 0 or 1. Then use Ct and
Ot to compute the new hidden state ht, which could be an input of a next time stamp or
be the result as shown in Equation 3.4 and 3.5.
Figure 3.3 LSTM [14]
3.2 Portfolio Forecasting Model
For this prediction model, I used Random Forests, which is a type of ensemble learning
method. Random Forests is constructed by multiple Decision Trees during training process
and output the mode or mean of individual Decision Trees. Decision Trees are a useful
machine learning algorithm. Normally there are four steps. First, begin with the dataset
which should have multiple features. Second, find the best features in the dataset. Third,
split the data into sub-data, which contains the possible values with the best features. Last,
recursively split the sub-data from step 3 by finding possible suitable features [16]. Decision
Trees can be used for various machine learning applications, but trees, that are grown really
deep to learn highly irregular patterns, tend to over-fit the training sets. A slight noise in
the data may cause the tree to grow in a completely different manner [15][21]. Random
Forests perform well on removing the over-fit problem caused by Decision Trees.
13
CHAPTER 4. RESULT AND PERFORMANCE
4.1 Time Series Forecasting Results
4.1.1 Linear Regression Results
As Figure 4.1, 4.2 and 4.3 show, they are the prediction results by using linear regression
model from scikit-learn library in python. Figure 4.1 shows the index graph of NASDAQ
in 2019. Figure 4.2 shows the index graph of NASDAQ in 2015 and Figure 4.3 shows the
last ten year’s NASDAQ index. The first 80% data is the real data used for training set.
The last 20% data leaves for prediction and comparison. We can tell that none of three
predictions shows a strong performance, compared with the LSTM model predictions in
Figure 4.7, 4.8 and 4.9.
4.1.2 K-Nearest Neighbours Results
As Figure 4.4, 4.5 and 4.6 show, they are the prediction results by using KNN model.
Figure 4.4 shows the Microsoft Inc stock index in 2019. Figure 4.5 shows the Microsoft Inc
stock index in recent five years. Figure 4.6 shows the Microsoft Inc stock index in recent ten
years. In the same, they are using first 80% data as training set and last 20% as validation
set. We can tell that KNN model’s prediction provide huge vibrations, which is hard to be
used as a persuasive prediction.
4.1.3 LSTM Results
As Figure 4.7, 4.8, 4.9 shows, I predicted NASDAQ index on three different datasets.
For the ten year dataset, there are 2516 transaction days in total. The head 2100 days are
14
Figure 4.1 NASDAQ for 2019 Figure 4.2 NASDAQ for 2015-2016
Figure 4.3 NASDAQ for recent 10 year
used as training set and the left days are used for validation. For the other two one year
test, both of them have 252 transaction days in dataset. I use head 210 days as training set
and left days are used for validation. We can tell from the figure that LSTM is doing much
better in the test with ten year dataset than the test with one year dataset.
The reason I did both 2015 to 2016 and 2018 to 2019 tests is because that the trade war
exploded in 2018, which may cause abnormal trend in stock market. As a result, I also test
the prediction performance for 2015 to 2016 to check if there exists any apparent differences
between these two tests.
As Figure 4.10, 4.11, 4.12 shows, compared with the NASDAQ index, this time I picked
a single company stock, Microsoft Inc. These figures shows 1 year, 5 year and 10 year price
change and prediction. For 1 year test, there are 251 days in total. I use head 210 as
training data and the left days for the validation. For the 5 year test, there are 1258 days
in total, I use head 1000 as training data and the left days for the validation. For 10 year
15
Figure 4.4 Microsoft Inc for 1 year Figure 4.5 Microsoft Inc for 5 year
Figure 4.6 Microsoft Inc for 10 year
test, there are 2768 days in total, I use head 2100 as training data and the left days for the
validation. From the figures, we can tell that the longer time period makes LSTM model
doing better.
4.2 Portfolio Prediction Model Results
To do the Random Forests model, we need to preprocess the dataset. First, we need
a benchmark, which can show us the average market performance. Here we use S&P 500
index as the benchmark. Compared with the time series forecasting model, portfolio model
need a bunch of stocks data. We also need the price change for each stock and each time
period, so we can consider 10 transaction days. So for every 10 transaction days, we consider
the key features contained in Figure 2.2. We feed these features into Random Forests model
and get the following results.
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Figure 4.7 NASDAQ for 2019 Figure 4.8 NASDAQ for 2015-2016
Figure 4.9 NASDAQ for recent 10 year
As Table 4.1 shows, the whole database includes 3384 stocks. Insides, 2707 stocks are
used to train our Random Forests model with the stock features. The left 677 stocks are
used for validation. Among these 677 stocks, there are 217 stocks have more than 10% more
return than the market return (S&P 500 index increase), and 460 stocks do not hit 10%
threshold. After the training process, we get 195 stocks, whose return is higher than the
threshold (10%), and 482 stocks that do not hit the threshold. The model accuracy reaches
82%. Figure 4.13 shows part of the stocks, which are defined as positive by the model. In
other words, they are all considered as they can perform better than the threshold by our
models. We can tell that most of stocks have a good performance, but there still exist a
few stocks with bad performance like cce and ppg. Their increases are even slower than
market return. Also there exist a few stocks that grow faster than market return, but still
below the threshold, like goog (Google Inc).
17
Figure 4.10 Microsoft Inc for 1 year Figure 4.11 Microsoft Inc for 5 year
Figure 4.12 Microsoft Inc for 10 year
Stocks Return Result
Total stocks 3384
Train stocks 2707
Test stocks 677
Number of stocks hit 10% return (actual) 217
Number of stocks missed 10% return (actual) 460
Number of stocks hit 10% return (predict) 195
Number of stocks missed 10% return (predict) 482
Model Accuracy 82%
Table 4.1 Random Forests result
18
Figure 4.13 Table of stock returns
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CHAPTER 5. Conclusion
Some researchers believe that predicting the stock market return is impossible because
stock market is random and closely correlated with real time events. No one can forecast
what will happen in the future. This report aims to point out and practice the possible way
to try to predict and use it as an assistant way to human decision making. From the tests
in this report, we can tell that the predictions cannot achieve a very high precision, but see
from a long-term angle, the prediction results indicate general correct direction. We can use
these results cooperated with human experiential knowledge to make financial decisions.
There are also some potential ways to extend this project. For example, in the Random
Forests model, we can add sentimental characteristics in the training set. Rui Ren [26]
and Ronen Feldman [7] have published some interesting ways that explore the sentimental
analysis. Their model analyzed the most recent related articles to consider if common
medias conceive positive or negative opinions. By using sentimental as new feature with
relatively high weight in Random Forests model, it may improve the accuracy significantly.
20
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