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5Introduction
Ce document est une introduction au filtre optimal de Kalman applique´ aux
syste`mes line´aires. On suppose connues la the´orie des asservissements line´aires et du
filtrage fre´quentiel (continu et discret) ainsi que les notions d’e´tats pour repre´senter
les syste`mes dynamiques line´aires.
D’une fac¸on ge´ne´rale, la fonction de filtrage consiste a` estimer une information
(signal) utile qui est pollue´e par un bruit. Alors que le filtrage fre´quentiel suppose
qu’il existe une se´paration entre les re´ponses fre´quentielles du signal utile et du bruit
et consiste a` trouver une fonction de transfert satisfaisant un gabarit sur le gain de
sa re´ponse fre´quentielle (et beaucoup plus rarement sur la courbe de phase), le filtre
de Kalman vise a` estimer de fac¸on ”optimale” l’e´tat du syste`me line´aire (cet e´tat
correspond donc a` l’information utile). Avant de de´finir le crite`re d’optimalite´ qui
permettra de calculer le filtre de Kalman (et qui est en fait un crite`re stochastique),
il est ne´cessaire de faire quelques rappels sur les signaux ale´atoires.
Dans la premier chapitre de ce document, nous rappelons comment on car-
acte´rise mathe´matiquement un signal ale´atoire et nous e´tudierons la re´ponse d’un
syste`me line´aire a` un signal ale´atoire de fac¸on tout a` fait comple´mentaire a` la re´ponse
d’un syste`me line´aire a` un signal de´terministe (e´chelon, rampe, ...). Dans le sec-
ond chapitre nous donnerons tous les e´le´ments de´finissant la structure du filtre de
Kalman. Le lecteur de´sirant s’informer sur la me´thodologie ge´ne´rale de re´glage
d’un filtre de Kalman pourra directement aller au chapitre 2. Par contre la lecture
du chapitre 1, certes plus lourd sur le plan the´orique, sera incontournable a` celui
qui voudra comprendre les principes de base utilise´s dans le traitement des signaux
ale´atoires et sur lesquels est fonde´ le filtre de Kalman.
Les applications du filtre de Kalman sont nombreuses dans les me´tiers de
l’inge´nieur. Le filtre de Kalman permettant de donner un estime´ de l’e´tat de
syste`me a` partir d’une information a priori sur l’e´volution de cet e´tat (mode`le) et
de mesures re´elles, il sera utilise´ pour estimer des conditions initiales inconnues
(balistique), pre´dire des trajectoires de mobiles (trajectographie), localiser un
engin (navigation, radar,...) et e´galement pour implanter des lois de commande
fonde´es sur un estimateur de l’e´tat et un retour d’e´tat (Commande Line´aire
Quadratique Gaussienne). Les bases de traitement de signal sur lesquelles re-
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6 Introduction
pose le filtre de Kalman seront e´galement utiles a` tout inge´nieur confronte´ a`
des proble`mes de de´finition de protocoles d’essais, de de´pouillements d’essais et
e´galement d‘identification parame´trique, c’est-a`-dire la de´termination expe´ri-
mentale de certains parame`tres du mode`le.
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7Chapter 1
Signaux ale´atoires et syste`mes
line´aires
1.1 Position du proble`me
Conside´rons le mode`le d’e´tat d’un syste`me suppose´ line´aire et stationnaire :{
x˙(t) = Ax(t) +Bu(t) +Mw(t) (e´quation d’e´tat)
y(t) = Cx(t) +Du(t) + v(t) (e´quation de mesure)
(1.1)
ou` :
• x(t) ∈ Rn est le vecteur d’e´tat du syste`me,
• u(t) ∈ Rm est le vecteur des entre´es de´terministes et connues (commandes,...),
• w(t) ∈ Rq est le vecteur des signaux ale´atoires inconnus qui viennent per-
turber directement l’e´quation d’e´tat du syste`me a` travers une matrice d’entre´e
Mn×q (on note wx =Mw le bruit d’e´tat),
• y(t) ∈ Rp est le vecteur des mesures,
• v(t) ∈ Rp est le vecteur des signaux ale´atoires (bruit de mesure) qui polluent
les mesures y(t) (on suppose qu’il y a autant de bruits que de mesures).
Exemple 1.1 Le mode`le dit ”quart de ve´hicule” utilise´ pour e´tudier une suspension
active de voiture est repre´sente´ sur le figure 1.1. L’organe de commande permet
d’appliquer des efforts u entre la roue (de masse m repe´re´e par sa position verticale
z) et la caisse du ve´hicule (de masse M repe´re´e par sa position verticale Z). On
de´signe par K et f la raideur et le frottement visqueux de la suspension passive, par
k la raideur du pneu entre la roue et la route. Enfin, on note w la position verticale
du point de contact pneu/sol sollicite´e par les irre´gularite´s de la route (bruit de
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roulement). On mesure l’acce´le´ration de la caisse avec un acce´le´rome`tre sensible a`
la gravite´ (g = −9.81m/s2) et on note v le bruit de mesure de ce capteur.
M
m
w
u
Z
z
k
K f
ground
g
Figure 1.1: Mode`le 1/4 de ve´hicule.
On note δz et δZ les variations de z et Z autour d’une position d’e´quilibre z0 et Z0
(obtenue en supposant que w = 0, u = 0 et que la gravite´ est entie`rement compense´e
par l’e´crasement des 2 raideurs K et k). En appliquant le principe fondamental de
la dynamique sur les 2 masses M et m (calcul aux variations), on obtient :
Mδ¨Z = K(δz − δZ) + f(δ˙z − ˙δZ) + u
mδ¨z = −K(δz − δZ)− f(δ˙z − ˙δZ)− u− k(δz − w) .
En choisissant x = [δZ, δz, ˙δZ, δ˙z]T comme vecteur d’e´tat, on obtient la repre´sentation
d’e´tat suivante :
x˙ =

0 0 1 0
0 0 0 1
−K/M K/M −f/M f/M
K/m −(K + k)/m f/m −f/m
x+

0 0
0 0
1/M 0
−1/m 0
[ ug
]
+

0
0
0
1/k
w
y =
[ −K/M K/M −f/M f/M ]x+ [1/M − 1] [ u
g
]
+ v .
(1.2)
On obtient donc un mode`le du type de (1.1) avec n = 4, m = 2, q = 1 et p = 1.
2
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On reconnaˆıt dans les matrices (A, B, C, D) du mode`le (1.1) la repre´sentation
d’e´tat ”classique” du transfert entre l’entre´e u et la sortie y : 1 :
F (s) = D + C(sI − A)−1B .
La re´ponse de ce mode`le a` des entre´es de´terministes u(t) sur un horizon t ∈ [t0, t]
et a` des conditions initiales x(t0) s’e´crit :
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−τ)Bu(τ) dτ (1.3)
y(t) = Cx(t) +Du(t) (1.4)
De´monstration: voir annexe A dans la quelle figure e´galement un exercice d’application.
Qu’en est-il de la re´ponse du mode`le (1.1) a` un signal ale´atoire w(t) ?
Pour re´pondre a` cette question, nous allons :
• d’abord rappeler comment on caracte´rise mathe´matiquement (ou stochastique-
ment) les signaux ale´atoires (ou processus stochastiques),
• e´noncer quelques hypothe`ses sur les caracte´ristiques stochastiques des bruits
w(t)et v(t) (bruits blanc gaussiens) pour faciliter le calcul de la re´ponse du
mode`le (1.1),
• calculer les caracte´ristiques stochastiques de cette re´ponse (x(t) et y(t)).
Les diffe´rentes de´finitions et rappels donne´s ci-dessous sont extraits de la re´fe´rence
[4] (chapitre II et annexe A.I).
1.2 Rappels et de´finitions
1.2.1 Caracte´risation d’une variable ale´atoire scalaire
Soit X une variable ale´atoire scalaire prenant ses valeurs dans R. La fonction de
re´partition F (x) associe a` tout re´el x la probabilite´ de l’e´ve´nement X < x. On
note:
F (x) = P [X < x] .
Proprie´te´s:
• ∀x1 < x2, P [x1 ≤ X < x2] = F (x2)− F (x1),
• limx→+∞ F (x) = 1; limx→−∞ F (x) = 0.
1s de´signe la variable de Laplace.
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• F (x) est monotone, non de´croissante, et peut eˆtre continue ou discontinue
selon que X prenne des valeurs continues ou discre`tes.
Si F (x) est de´rivable, alors sa de´rive´e est appele´e densite´ de probabilite´ et note´e
p(x):
p(x) =
dF (x)
dx
soit : p(x)dx = P [x ≤ X < x+ dx] .
Pour caracte´riser et manipuler mathe´matiquement une variable ale´atoire X , on
utilise e´galement les moments de cette variable. Le moment d’ordre 1 est plus
connu sous le nom demoyenne ou espe´rance mathe´matique. Le moment centre´
d’ordre 2 est appele´ variance que l’on note varx = σ
2
x; σx de´signe l’e´cart type.
Soit :
• l’espe´rance mathe´matique ou moyenne:
E[X ] =
∫ +∞
−∞
x p(x) dx =
∫ +∞
−∞
x dF (x) , (1.5)
• le moment d’ordre k:
E[X k] =
∫ +∞
−∞
xk p(x) dx , (1.6)
• le moment centre´ d’ordre k: 2
E[(X − E[X ])k] =
∫ +∞
−∞
(x− E[X ])k p(x) dx .
Les moments d’ordre supe´rieur ou e´gal a` 3 sont tre`s peu utilise´s car ils se
preˆtent mal au calcul the´orique. L’inte´reˆt (mathe´matique) des variables ale´atoires
gaussiennes est qu’elles sont entie`rement caracte´rise´es par leurs moments d’ordre
1 et 2. Soit X une variable ale´atoire gaussienne de moyenne m et d’e´cart type σ,
alors:
p(x) =
1√
2piσ
e−
(x−m)2
2σ2 , E[x] = m, E[(x−m)2] = σ2 .
Exemple 1.2 (Loi uniforme) La variable ale´atoire X est e´quire´partie entre deux
valeurs a et b avec b > a.
E[X ] =
∫ b
a
x
b− a dx =
1
b− a
[
1
2
x2
]b
a
=
1
2
b2 − a2
b− a =
a+ b
2
varx = E[(X − E[X ])2] = 1
b− a
∫ b
a
(
x− a+ b
2
)2
dx =
1
b− a
[
1
3
(
x− a+ b
2
)3]b
a
2Rappel: varx = E[X 2]− E[X ]2.
Introduction au filtre de Kalman Page 10/74
1.2 Rappels et de´finitions 11
x
F(x)
a
1
0 b a 0 b x
1/(b−a)
p(x)
Figure 1.2: Fonction de re´partition et densite´ de probabilite´ de la loi uniforme.
⇒ varx = 1
3
1
b− a
(
b− a
2
)3
=
(b− a)2
12
.
2
Variable ale´atoire discre`te: si la variable ale´atoire X prends ses valeurs dans
un ensemble discret de N valeurs xi, i = 1, · · · , N alors on ne parle plus de densite´
de probabilite´ et on de´fini directement la ”probabilite´ que X = xi” que l’on note
P (X = xi). La calcul des moments fais alors intervenir une somme discre`te :
E[X k] =
N∑
i=1
xki P (X = xi) .
Exemple 1.3 La variable ale´atoire X correspondante au lance´ d’un de´:
P (X = i) = 1
6
, ∀ i = 1, · · · , 6 ; E[X ] = 21
6
; varx =
35
12
.
2
1.2.2 Caracte´risation d’une variable ale´atoire a` plusieurs di-
mensions
Soit X = [X1, · · · ,Xq]T une variable ale´atoire a` q dimensions prenant ses valeurs
dans Rq.
Fonction de re´partition
F (x1, · · · , xq) = P (X1 < x1 et X2 < x2 et · · · et Xq < xq) .
Densite´ de probabilite´
p(x1, · · · , xq) = ∂
qF (x1, · · · , xq)
∂x1 · · · ∂xq .
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Moments
On note: x = [x1, · · · , xq]T et on ne s’inte´ressera qu’au vecteur des moments d’ordre
1 (c’est-a`-dire le vecteur moyen) et a` la matrice des moments d’ordre 2 centre´s (c’est
a` dire la matrice de covariance).
• Moyenne: E[X ] = [E[X1], · · · , E[Xq]]T .
• Covariance: Covx = E[(X − E[X ])(X − E[X ])T ]. L’e´le´ment Covx(i, j) de la
ligne i et colonne j de cette matrice de covariance ve´rifie:
Covx(i, j) =
∫
R2
(xi − E[Xi])(xj − E[Xj]) dF (xi, xj) .
La matrice de covariance est de´finie, positive et syme´trique.
Vecteur ale´atoire gaussien de moyenne m et de covariance ∆
p(x) =
1
(2pi)q/2
√
det∆
e−
1
2
(x−m)T∆−1(x−m) .
Le vecteur ale´atoire gaussien de moyenne m et de covariance ∆ peut eˆtre ge´ne´re´
a` partir du vecteur gaussien normalise´ N (c’est-a`-dire de moyenne nulle et de
covariance unite´) de la fac¸on suivante:
X = m+GN
ou` G est une matrice ve´rifiant: GGT = ∆.
Inde´pendance
Deux variables ale´atoires X1 et X2 sont inde´pendantes si et seulement si:
F (x1, x2) = F (x1)F (x2) .
Une condition ne´cessaire d’inde´pendance s’e´crit :
E[X1X2] = E[X1]E[X2] . (1.7)
Exercice 1.1 On conside`re 2 variables ale´atoires X1 et X2 uniforme´ment re´parties
entre −1 et 1 et inde´pendantes. On de´finit la variable ale´atoire Y = X1+X2
2
.
Calculer E[Y ], vary et covx1,y la matrice de covariance du vecteur: (X1, Y)T .
Correction : D’apre`s ce qui pre´ce`de (lois uniformes), on peut e´crire:
E[X1] = E[X2] = 0; varx1 = varx2 =
1
3
.
Introduction au filtre de Kalman Page 12/74
1.2 Rappels et de´finitions 13
Par de´finition: Y = (1/2 1/2)
( X1
X2
)
. On en de´duit :
E[Y ] = (1/2 1/2)E
[( X1
X2
)]
= 0 ,
vary = (1/2 1/2)E
[( X1
X2
)
(X1 X2)
](
1/2
1/2
)
= (1/2 1/2)covx1,x2
(
1/2
1/2
)
Du fait de l’inde´pendance de X1 et X2: covx1,x2 =
(
1/3 0
0 1/3
)
⇒ vary = 1
6
.
On montre e´galement que:
covx1,y = Gcovx1,x2G
T , avec : G =
(
1 0
1/2 1/2
)
=
(
1/3 1/6
1/6 1/6
) .
Remarque : on aurait pu e´galement, au prix de calculs bien plus laborieux, car-
acte´riser (comple`tement) la variable ale´atoire Y par sa fonction de re´partition F (y)
et de densite´ de probabilite´ p(y) pour en de´duire les moments d’ordre 1 et 2 :
F (y) = P
(X1 + X2
2
< y
)
= P (X1 < 2y −X2) =
∫
Dx2
P (X1 < 2y − x2)p(x2)dx2 .
Pour une valeur donne´e de y, on peut e´crire (voir figure 1.2):
P (X1 < 2y − x2) = 0 ∀ x2 / 2y − x2 < −1 ⇒ ∀ x2 > 2y + 1,
P (X1 < 2y − x2) = 2y − x2 + 1
2
∀ x2 / − 1 ≤ 2y − x2 < 1 ⇒ ∀ x2 / 2y − 1 < x2 ≤ 2y + 1,
P (X1 < 2y − x2) = 1 ∀ x2 / 2y − x2 ≥ 1 ⇒ ∀ x2 ≤ 2y − 1.
Et p(x2) = 1/2 si −1 ≤ x2 < 1, p(x2) = 0 sinon. Donc 3:
• si y < 0 F (y) =
∫ 1
2y+1
0
1
2
dx2 +
∫ 2y+1
−1
2y − x2 + 1
4
dx2 + 0 =
(y + 1)2
2
,
3En utilisant les probabilite´s conditionnelles, on peut e´galement e´crire:
F (y) =
∫
Dx2
0 p(x2|x2 > 2y + 1)dx2 +
∫
Dx2
2y − x2 + 1
2
p(x2|2y − 1 < x2 ≤ 2y + 1)dx2
+
∫
Dx2
1 p(x2|x2 ≤ 2y − 1)dx2 .
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• si y ≥ 0 F (y) = 0 +
∫ 1
2y−1
2y − x2 + 1
4
dx2 +
∫ 2y−1
−1
1
2
dx2 =
−y2 + 2y + 1
2
.
On en de´duit :
p(y) = y + 1 ∀y ∈ [−1, 0],
p(y) = −y + 1 ∀y ∈ [0, 1],
E[Y ] = ∫ 1−1 y p(y)dy = ∫ 0−1 y(y + 1)dy + ∫ 10 y(−y + 1)dy = 0,
vary =
∫ 1
−1 y
2p(y)dy =
∫ 0
−1 y
2(y + 1)dy +
∫ 1
0
y2(−y + 1)dy = 1
6
.
1−1 0
1
y
F(y)
−1 0
1
1 y
p(y)
Figure 1.3: Fonction de re´partition et densite´ de probabilite´ de Y .
2
Dans ce qui suit, on parle de variable (resp. signal) ale´atoire qu’il s’agisse d’une
variable (resp. signal) scalaire (q = 1) ou vectorielle a` q composantes.
1.2.3 Signal ale´atoire (processus stochastique)
E´tant donne´ une variable ale´atoire X , le signal ale´atoire ou processus stochas-
tique x(t) est un signal fonction du temps t tel que pour tout t fixe´, x(t) corresponde
a` une valeur de la variable ale´atoire X .
1.2.4 Moments d’un signal ale´atoire
Lemoment d’ordre 2 d’un signal ale´atoire est appele´ la fonction d’auto-corre´lation.
Soit w(t) un signal ale´atoire, alors:
moment d’ordre 1: m(t) = E[w(t)] (1.8)
moment d’ordre 2: φww(t, τ) = E[w(t)w(t+ τ)
T ] . (1.9)
Remarque 1.1 Si w(t) est un signal vectoriel a` q composantes alors φww(t, τ) est
une matrice de taille q × q de´finie positive pour chaque valeur de t et de τ . Les
termes de la diagonales sont les fonctions scalaires d’auto-corre´lation de chaque com-
posantes et les termes hors-diagonaux sont les fonctions scalaires d’inter-corre´lation
entre composantes.
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Un signal ale´atoire gaussien centre´, c’est-a`-dire a` moyenne nulle, est donc
entie`rement de´fini par sa fonction d’auto-corre´lation.
1.2.5 Stationnarite´
Un signal ale´atoire est dit stationnaire a` l’ordre 2 si sa moyenne est constante
(m(t) = m) et si sa fonction d’auto-corre´lation ne de´pend que de τ (φww(t, τ) =
φww(τ)).
La moyenne quadratique ou variance 4 d’un signal ale´atoire centre´ stationnaire
est la valeur de la fonction d’auto-corre´lation a` l’origine:
σ2w = φww(τ)|τ=0
Exemple 1.4 Un signal ale´atoire b(t) est ge´ne´re´ de la fac¸on suivante: a` partir de
l’instant initial t0 = 0, on bloque le signal b(t) toutes les dt secondes sur la valeur
d’une variable ale´atoire gaussienne centre´e X d’e´cart type σ; tous les tirages xi de la
variable X sont inde´pendants les uns des autres. Soit: b(t) = xi ∀t ∈ [idt, (i+1)dt[
(voir figure 1.4).
b(t) 
0 
σ 
2 σ 
95 % de chance
que le signal soit
compris entre ces
2 limites 
t 
dt 
−2 σ 
− σ 
0 10 dt 20 dt .... 
Figure 1.4: Re´ponse temporelle d’une re´alisation du signal b(t).
• Calculer la moyenne m(t) et la fonction d’auto-corre´lation φbb(t, τ) du signal
b(t). b(t) est-il stationnaire a` l’ordre 2?.
4ou covariance s’il s’agit d’un signal ale´atoire vectoriel.
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• Reprendre les questions pre´ce´dentes en supposant maintenant que l’instant
initial est une variable ale´atoire uniforme´ment re´partie entre 0 et dt.
E´le´ments de solution:
• m(t) = E[b(t)] = E[X ] = 0, ∀t,
• φbb(t, τ) = E[b(t)b(t + τ)] = σ2 si t et t + τ sont dans le meˆme intervalle de
temps dt; 0 sinon (car les tirages sont inde´pendants et centre´s).
• La fonction d’auto-corre´lation de´pend de t et τ ; le signal b(t) n’est donc pas
stationnaire a` l’ordre 2. Par exemple, pour t = i dt + ε (∀i, ∀² ∈ [0, dt[) , la
re´ponse de φbb(t, τ) est donne´e sur la figure 1.5.
0
Figure 1.5: Fonction d’autocorre´lation du signal b(t).
0−dt dt
Figure 1.6: Fonction d’autocorre´lation du signal b′(t).
• si l’instant initial t0 est maintenant ale´atoire uniforme´ment re´parti entre 0 et
dt (on notera b′(t) ce nouveau signal ale´atoire) alors cela revient a` conside´rer
que, dans le calcul pre´ce´dent, ε est uniforme´ment re´parti entre 0 et dt:
φb′b′(t, τ) =
1
dt
∫ dt
0
φbb(i dt+ ε, τ)dε
– pour dt > τ ≥ 0, φbb(i dt+ ε, τ) = σ2 ssi 0 < ε < dt− τ , 0 sinon. Soit
φb′b′(t, τ) =
σ2
dt
∫ dt−τ
0
dε =
σ2
dt
(dt− τ) ∀τ / 0 ≤ τ < dt .
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– pour −dt < τ < 0, φbb(i dt+ ε, τ) = σ2 ssi −τ < ε < dt, 0 sinon. Soit :
φb′b′(t, τ) =
σ2
dt
∫ dt
−τ
dε =
σ2
dt
(dt+ τ) ∀τ / − dt < τ < 0 .
On a donc φb′b′(t, τ) = σ
2(1 − |τ |
dt
) ∀τ ∈ [−dt dt], 0 sinon (voir figure 1.6)
qui ne de´pend plus que de τ , le signal est maintenant stationnaire a` l’ordre 2.
2
1.2.6 Spectre complexe
On peut e´galement caracte´riser les signaux ale´atoires, s’ils sont stationnaires, par
leurs re´ponses fre´quentielles qu’on appelle densite´ spectrale de puissance ou leurs
spectres complexes (on passe de l’un a` l’autre en remplac¸ant s par jω). On parle
alors d’analyse harmonique. Le spectre complexe d’un signal ale´atoire station-
naire est la transforme´e de Laplace bilate´rale de sa fonction d’auto-corre´lation 5.
Φww(s) = LII [φww(τ)] =
∫ ∞
−∞
φww(τ)e
−τsdτ . (1.10)
Densite´ spectrale de puissance (DSP): Φww(ω) = Φww(s)|s=jω.
Remarque 1.2 :
Φww(s) =
∫ ∞
0
φww(τ)e
−τsdτ +
∫ ∞
0
φww(−u)eusdu
= Φ+ww(s) + Φ
−
ww(−s)
avec :
Φ+ww(s) = L[φ+ww(τ)] et φ+ww(τ) = φww(τ) si τ ≥ 0, φ+ww(τ) = 0 sinon ,
Φ−ww(s) = L[φ−ww(τ)] et φ−ww(τ) = φww(−τ) si τ ≥ 0, φ−ww(τ) = 0 sinon .
Si la fonction φww(τ) est paire alors Φ
+
ww = Φ
−
ww et la spectre complexe Φww(s) est
une fonction bicarre´e en s.
Le the´ore`me de la valeur initiale de la transforme´e de Laplace (mono-late´rale)
permet alors de calculer la variance directement a` partir du spectre complexe :
σ2w = φww(τ)|τ=0 = lim
s→∞
sΦ+ww(s) .
5La transforme´e de Laplace bilate´rale inverse s’e´crit :
φww(τ) = L−1II Φww(s) =
1
2pi j
∫ +j∞
−j∞
Φww(s)esτds
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2
Remarque 1.3 : A partir de la DSP on peut alors e´crire :
φww(τ) =
1
2pi
∫ +∞
−∞
Φww(ω)e
jωτdω et σ2w =
1
2pi
∫ +∞
−∞
Φww(ω)dω .
La variance du bruit w est, a` 2pi pre`s, l’inte´grale de sa DSP.
2
Exemple 1.5 On reconside`re le signal b′(t) de la section 1.4 dont la fonction d’autocorre´lation
s’e´crit : φb′b′(t, τ) = σ
2(1 − |τ |
dt
) (fonction paire). Le spectre complexe de ce signal
est :
Φb′b′(s) =
∫ ∞
−∞
σ2(1− |τ |
dt
)e−τsdτ = Φ+b′b′(s) + Φ
+
b′b′(−s) avec:
Φ+b′b′(s) =
∫ dt
0
σ2(1− τ
dt
)e−τsdτ
=
σ2
dt
{[
dt− τ
−s e
−τs
]dt
0
− 1
s
∫ dt
0
e−τsdτ
}
(inte´gration par parties)
=
σ2
dt
{
dt
s
+
[
e−τ s
s2
]dt
0
}
=
σ2
dt s2
(
s dt+ e−s dt − 1) .
Φb′b′(s) =
σ2
dt s2
(
e−s dt + es dt − 2) .
La densite´ spectrale de puissance est donc :
Φb′b′(ω) = − σ
2
dt ω2
(
e−jω dt + ejω dt − 2) = 2σ2
dt ω2
(1− cos(ω dt)) = 4σ
2
dt ω2
sin2(
ω dt
2
)
Φb′b′(ω) = σ
2 dt
sin2(ω dt
2
)
(ω dt
2
)2
.
La caracte´ristique de Φb′b′(ω) est pre´sente´e figure 1.7
6. D’un point de vue pratique,
on pre´fe´rera la caracte´ristique en e´chelle logarithmique pre´sente´e figure 1.8 qui met
en e´vidence que la densite´ spectrale de puissance peut-eˆtre conside´re´e comme con-
stante pour des pulsations tre`s infe´rieures a` la pulsation d’e´chantillonnage 2pi/dt.
Ce signal pourra donc eˆtre utilise´ comme une source de bruit blanc de
densite´ spectrale R dans une plage de pulsations donne´e si l’on choisi
2 pi/dt tre`s grand par rapport a` cette plage de pulsations et si l’on choisi
σ2 = R/dt (voir section suivante).
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0 −2pi/dt −4pi/dt 4pi/dt 2pi/dt ω 
Φb’b’(ω) 
σ2 dt 
Figure 1.7: Densite´ spectrale de puissance du signal b′(t).
2pi/dt 
4pi/dt ω
0 
Φb’b’(ω) |dB
−∞ 
20 log
10
(σ2 dt) 
Figure 1.8: Densite´ spectrale de puissance du signal b′(t) (e´chelles logarithmiques).
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2
Cette repre´sentation fre´quentielle des signaux ale´atoires est particulie`rement
utile pour e´tudier la transmission des signaux ale´atoires a` travers les syste`mes
line´aires stationnaires (voir section 1.3.2).
1.2.7 Bruit blanc
Enfin, un bruit blanc est un signal ale´atoire de variance infinie dont la fonction
d’auto-corre´lation est proportionnelle a` un dirac (c’est-a`-dire un spectre complexe
constant sur toute la plage des fre´quences). Cela traduit que les valeurs du signal
pris a` deux instants, meˆme tre`s proches, ne sont pas du tout corre´le´es.
Les bruits blancs gaussiens centre´s w(t) et v(t) que nous allons utilise´s dans le
cadre du filtre de Kalman sont donc entie`rement de´finis par leur densite´s spec-
trales respectives W (t) et V (t):
E[w(t)w(t+ τ)T ] = W (t)δ(τ), E[v(t)v(t+ τ)T ] = V (t)δ(τ) (1.11)
Les matrices W (t) et V (t) deviennent constantes dans le cas de bruits blancs sta-
tionnaires. Le bruit blanc gaussien normalise´ est tel que W (t) = Iq×q (q: nombre de
composantes dans le bruit).
Remarque 1.4 En pratique, on ne sait pas simuler sur un calculateur nume´rique
un bruit blanc continu de densite´ spectrale finie R (mais de variance et de puissance
infinies). On utilisera l’approximation pre´sente´e dans l’exemple 1.4 (voir figure 1.8)
qui consiste a` bloquer sur une pe´riode dt (que l’on choisira tre`s petite par rapport
aux constantes de temps du syste`me que l’on veut simuler) une variable ale´atoire
gaussienne de variance σ2 = R/dt (c’est cela meˆme qui est fait dans le bloc ”Band-
limited white-noise” de Simulink).
1.3 Passage d’un signal ale´atoire dans un syste`me
line´aire
1.3.1 Approche temporelle
Sous l’hypothe`se d’un syste`me line´aire (e´quation 1.1) et d’un bruit w gaussien, nous
pouvons affirmer que l’e´tat x et la sortie y sont e´galement des signaux (vectoriels)
gaussiens qui sont donc entie`rement caracte´rise´s par leurs moments d’ordre 1 et 2.
Le the´ore`me suivant va nous permettre de calculer ces caracte´ristiques stochastiques.
Nous supposons dans ce qui suit que l’entre´e de´terministe est nulle (u(t) = 0).
6On rappelle que limx→0( sin xx ) = 1
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The´ore`me 1.1 Soit le syste`me line´aire:
˙x(t) = Ax(t) +Mw(t) . (1.12)
w(t) est un bruit blanc gaussien stationnaire centre´ de densite´ spectrale de puissance
W . On note m(t0) et P (t0) la moyenne et la covariance de l’e´tat initial x(t0) (lui
aussi ale´atoire). Alors x(t) est un signal ale´atoire gaussien :
• de moyenne:
m(t) = E[x(t)] = eA(t−t0)m(t0)
• de covariance P (t) = E[(x(t)−m(t))(x(t)−m(t))T ] ve´rifiant l’e´quation diffe´rentielle :
˙P (t) = AP (t) + P (t)AT +MWMT . (1.13)
Si le syste`me est stable (toutes les valeurs propres de A sont a` partie re´elle
ne´gative) on tend vers un re´gime permanent (stationnaire) : P˙ = 0 et P (t) =
P ve´rifie alors l’e´quation de Lyapunov continue :
AP + PAT +MWMT = 0 . (1.14)
De´monstration: (voir annexe B.2).
Remarque 1.5 Si l’on conside`re l’e´quation de sortie y(t) = Cx(t) alors la matrice
de covariance Py(t) de y(t) ve´rifie :
Py(t) = CP (t)C
T
(si l’on conside`re un bruit blanc de mesure, alors cette covariance est infinie).
1.3.2 Approche fre´quentielle (spectrale)
Nous nous inte´ressons ici uniquement au re´gime permanent.
The´ore`me 1.2 (Passage d’un bruit dans un syste`me line´aire) La sortie y d’un
syste`me line´aire stable de´fini par la matrice de transfert G(s)p×q et attaque´ par un
signal ale´atoire w de spectre complexe Φww(s)q×q est un signal ale´atoire de spectre
complexe
Φyy(s)p×p = G(−s)Φww(s)GT (s) .
De´monstration: (voir annexe B.3).
Dans le cas d’un transfert G mono-entre´e, mono sortie (SISO), cette relation
est de´crite par la figure 1.9.
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G(s)
Figure 1.9: Cas SISO.
Re´ciproquement : conside´rons un signal ale´atoire w(t) de spectre complexe
donne´ Φww(s) re´el (c’est-a`-dire qui ne fait apparaˆıtre que des puissances paires de s;
ce qui implique que le fonction d’auto-corre´lation associe´e φww(τ) est paire); alors
la de´composition 7 :
Φww(s) = G(−s)GT (s)
ou` G(s) est le transfert qui regroupe tous les poˆles stables de Φww(s), permet de don-
ner une repre´sentation markovienne du signal w(t), c’est-a`-dire une repre´sentation
d’e´tat de G(s) note´e (on supposera G(s) strictement propre).{
˙xG(t) = AGxG(t) +BGb(t)
w(t) = CGxG(t)
ou` b(t) est un bruit blanc normalise´ Φbb(s) = Iq×q.
Exemple 1.6 0n reprend l’exemple 1.1 relatif au mode`le 1/4 de ve´hicule. Des essais
en condition re´elle de roulement ont montre´ que la densite´ spectrale de puissance
du bruit de roulement pour un ve´hicule roulant a` 90 km/h sur une de´partementale
pouvait eˆtre approche´e par la fonction suivante:
Φww(ω) =
ω2 + 104
ω4 − 1.75 104 ω2 + 108
a) Donner le spectre complexe du bruit w(t).
b) Donner une repre´sentation markovienne de w(t).
c) Quel est la variance du signal w(t) (on suppose le signal centre´)?
Solution :
a) Par de´finition: Φww(s) =
−s2+104
s4+1.75 104 s2+108
.
b) Une de´composition Φww(s) = G(−s)G(s) s’e´crit :
Φww(s) =
(
102 + s
s2 − 50s+ 104
)(
102 − s
s2 + 50s+ 104
)
.
7Une telle de´composition n’est pas unique comme le montre l’exemple 1.6.
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Il faut regrouper dans G(s) tous les poˆles stables de Φww(s), ce qui permet
de fixer le de´nominateur de G(s) mais il n’y a aucune condition sur la ”sta-
bilite´” des ze´ros de G(s). Il y a donc 2 filtres stables qui permettent, lorsqu’il
sont attaque´s par un bruit blanc normalise´ b(t), de ge´ne´rer un bruit de spectre
Φww(s):
G(s) =
102 − s
s2 + 50s+ 104
et G′(s) =
102 + s
s2 + 50s+ 104
Si l’on choisi G(s) alors une repre´sentation markovienne de w(t) s’e´crit (on
choisit par exemple une forme compagne horizontale) : ˙xG(t) =
[
0 1
−104 −50
]
xG(t) +
[
0
1
]
b(t)
w(t) = [102 − 1]xG(t)
. (1.15)
c) La variance peut eˆtre calcule´e de 2 fac¸ons :
– a` partir du spectre complexe et du the´ore`me de la valeur initiale (voir
Remarque 1.2) :
Φww(s) =
1/50 s+ 1/2
s2 + 50s+ 104
+
−1/50 s+ 1/2
s2 − 50s+ 104 = Φ
+
ww(s) + Φ
−
ww(−s)
σ2w = φww(τ)|τ=0 = lim
s→∞
sΦ+ww(s) = 1/50.
– a` partir de la repre´sentation markovienne et du the´ore`me 1.1 : en re´gime
permanent, la matrice de covariance P du vecteur d’e´tat xG de la repre´sentation
1.15 ve´rifie l’e´quation de Lyapunov :[
0 1
−104 −50
]
P + P
[
0 −104
1 −50
]
+
[
0 0
0 1
]
=
[
0 0
0 0
]
⇒ P =
[
10−6 0
0 10−2
]
⇒ σ2w = [102 − 1]
[
10−6 0
0 10−2
] [
102
−1
]
= 1/50 .
2
1.4 Illustration sous Matlab
Le fichier bruit.m donne´ ci-dessous permet d’illustrer l’utilisation de macro-fonc-
tions Matlab pour re´soudre l’exemple 1.6. Il montre e´galement comment simuler
sur un calculateur nume´rique un tel bruit colore´ a` partir d’un bruit pseudo-blanc
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e´chantillonne´-bloque´ a` la cadence dt et permet donc de valider les re´sultats des exem-
ples 1.4 et 1.5. Il utilise pour cela le fichier Simulink simule_bruit.mdl repre´sente´
sur la figure 1.10 8. Les re´ponses du bruit pseudo-blanc b(t) et du bruit de roule-
ment w(t) pre´sente´es respectivement figures 1.11 et 1.12 mettent en e´vidence que la
variance de w(t) est inde´pendante de dt (du moment que dt est rapide par rapport
a` la dynamique du filtre G(s)) alors que la variance de b(t) est e´gale a` 1/dt: on
retrouve que cette variance tend vers l’infini si dt tend vers 0 tout comme la vari-
ance d’un bruit blanc continu est infinie (par contre la densite´ spectrale de b(t) est
inde´pendante de dt et vaut 1).
L’exemple B.1 en annexe comple`te cette illustration par une analyse de la vari-
ance du bruit w en temps discret (a` la cadence dt).
%=============================================================
clear all close all
% De´finition du filtre:
G=tf([-1 100],[1 50 10000])
% Calcul d’une re´alisation:
[A,B,C,D]=ssdata(G);
% Calcul de la variance par l’e´quation de Lyapunov:
P=lyap(A,B*B’); var_w=C*P*C’
% ==> On retrouve bien le re´sultat espe´re´: variance=1/50.
% (e´cart type: sigma=0.14)
% Validation en simulation: voir fichier SIMULINK: simule_bruit.mdl
% Choix d’un pas d’e´chantillonnage rapide par rapport a`
% la dynamique du filtre (100 rd/s):
dt=0.0001;
% Simulation:
sim(’simule_bruit’);
% Trace´ des re´sultats:
plot(b.time,b.signals.values,’k’);
% Calcul nume´rique de la variance de b(t):
var(b.signals.values) % On retrouve var_b=1/dt=10000.
figure
plot(w.time,w.signals.values,’k’)
% Calcul nume´rique de la variance de w(t):
var(w.signals.values) % On retrouve var_w=1/50 (a` peu pre´s)
8Merci d’envoyer un mail a` alazard@supaero.fr avec ”Introduction Kalman”” pour sujet si
vous de´sirez une copie des 2 fichiers bruit.m et simule bruit.mdl.
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% On multiplie le pas d’e´chantillonnage par 10:
dt=0.001;
sim(’simule_bruit’);
figure(1) hold on
plot(b.time,b.signals.values,’g-’);
var(b.signals.values) % On retrouve var_b=1/dt=1000.
figure(2) hold on
plot(w.time,w.signals.values,’g-’)
var(w.signals.values) % On retrouve var_w=1/50 (a` peu pre´s).
%=============================================================
b(t) w(t)
b
To Workspace1
w
To Workspace
−s+100
s  +50s+100002
G(s)Band−Limited
White Noise:
Noise power =1
Sample time=dt
Figure 1.10: Fichier SIMULINK simule bruit.mdl pour la simulation du bruit de
roulement.
0 0.5 1 1.5 2
−400
−300
−200
−100
0
100
200
300
400
Temps (s)
b(
t)
Figure 1.11: Re´ponse du bruit blanc normalise´ b(t) (avec dt = 0.0001 s: noir; avec
dt = 0.001 s: gris).
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0 0.5 1 1.5 2
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−0.4
−0.3
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0.1
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w
(t
)
2σ
w
=0.28
Figure 1.12: Re´ponse du bruit de roulement w(t) (avec dt = 0.0001 s: noir; avec
dt = 0.001 s: gris).
1.5 Conclusion
Ce chapitre a permis de pre´senter les outils mathe´matiques utilise´s pour analyser
les signaux ale´atoires continus et leurs transmission dans les syste`mes dynamiques
line´aires. Il a e´galement permis d’introduire la notion de bruit gaussien centre´
(hypothe`se requise dans le mode`le de Kalman pre´sente´ dans le chapitre suivant)
qui a l’avantage d’eˆtre entie`rement caracte´rise´ par sa fonction d’autocorre´lation (ou
son spectre complexe s’il est stationnaire).
Le lecteur trouvera en annexe B des comple´ments pour l’analyse des signaux
ale´atoires discrets.
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Chapter 2
Le filtre de Kalman
2.1 Principe du filtre de Kalman
2.1.1 Le mode`le de Kalman
Nous reprenons le mode`le pre´sente´ au de´but du chapitre 1 qui fait apparaˆıtre des
entre´es de´terministes u(t) et ale´atoires w(t) et v(t). Nous supposerons donc que notre
syste`me perturbe´ peut eˆtre mode´lise´ par le mode`le d’e´tat suivant appele´ mode`le
de Kalman :{
˙x(t) = Ax(t) +Bu(t) +Mw(t) e´quation d’e´tat, x ∈ Rn, u ∈ Rm, w ∈ Rq
y(t) = Cx(t) +Du(t) + v(t) e´quation de mesure, y ∈ Rp, v ∈ Rp
(2.1)
auquel nous adjoindrons les hypothe`ses suivantes.
2.1.2 Hypothe`ses
Nous supposerons que :
H1: La paire (A, C) est de´tectable, c’est-a`-dire qu’il n’y a pas de mode instable et
inobservable dans le syste`me,
H2: les signaux w(t) et v(t) sont des bruits blancs gaussiens centre´s deDensite´
Spectrale de Puissance (DSP) W et V respectivement, c’est-a`-dire :
– E[w(t)w(t+ τ)T ] = W δ(τ),
– E[v(t) v(t+ τ)T ] = V δ(τ)
– E[w(t) v(t + τ)T ] = 0 (cette dernie`re relation traduit l’inde´pendance
stochastique des bruits w(t) et v(t) : cette hypothe`se est introduite pour
alle´ger les calculs qui vont suivre mais n’est pas ne´cessaire. On trouvera
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dans la re´fe´rence [4] les formules qui prennent en compte une corre´lation
entre les bruits d’e´tat et de mesure).
H3: V est inversible (il y a autant de sources de bruits blancs inde´pendantes que
de mesures dans l’e´quation de mesure) 1.
Quelques remarques:
• Bien que toute la the´orie du filtre Kalman soit valable dans le cas non-
stationnaire, nous supposerons que le syste`me et les bruits sont stationnaires:
les matrices A, B,M , C, D,W et V sont suppose´s ici inde´pendantes du temps.
• La moyenne d’un signal ale´atoire, que l’on appelle aussi biais, est conside´re´e
comme de´terministe et doit eˆtre, le cas e´che´ant, extraite du signal w(t) pour
que celui-ci satisfasse l’hypothe`se de signal centre´ (hypothe`se H2). Par ex-
emple si le signal ale´atoire w(t) qui perturbe le syste`me line´aire de´fini par
(2.1) est biaise´ et si ce biais E[w(t)] est connu alors on appliquera le filtre de
Kalman sur le mode`le suivant: ˙x(t) = Ax(t) + [B M ]
[
u(t)
E[w(t)]
]
+M(w(t)− E[w(t)])
y(t) = Cx(t) +Du(t) + v(t)
.
Le bruit d’e´tat w¯(t) = w(t)−E[w(t)] est maintenant centre´. Si le biais E[w(t)]
est inconnu alors on pourra le mode´liser comme une condition initiale sur une
variable d’e´tat supple´mentaire et le filtre de Kalman permettra d’estimer ce
biais (voir exemple de la section 2.3).
• Si les bruits sont des bruits colore´s et caracte´rise´s par des spectres complexes
alors les re´sultats de la section 1.3.2 permettront de prendre en compte la
”couleur” (ou re´ponse fre´quentielle) de ces bruits par un mode`le de Kalman
augmente´ de la repre´sentation Markovienne des bruits. Par exemple:
si on connaˆıt le spectre complexe Φww(s) du signal ale´atoire w(t) centre´ et
colore´ qui intervient dans l’e´quation d’e´tat (2.1), la de´composition Φww(s) =
G(−s)GT (s) permettra de de´terminer une repre´sentation Markovienne du
signal ale´atoire w(t) c’est-a`-dire une repre´sentation d’e´tat de G(s) (voir exem-
ple 1.6) : {
˙xG(t) = AGxG(t) +BGb(t)
w(t) = CGxG(t)
ou` b(t) est maintenant un signal ale´atoire de spectre complexe unitaire
Φbb(s) = Iq×q (c’est-a`-dire un bruit blanc normalise´).
1V est donc une matrice de´finie positive et W est une matrice semi-de´finie positive.
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Le mode`le augmente´:
[
˙x(t)
˙xG(t)
]
=
[
A MCG
0 AG
] [
x(t)
xG(t)
]
+
[
B
0
]
u(t) +
[
0
BG
]
b(t)
y(t) = [C 0]
[
x(t)
xG(t)
]
satisfait maintenant les hypothe`ses du mode`le de Kalman.
En fait toute l’information de´terministe que l’on peut connaˆıtre du syste`me doit eˆtre
regroupe´e dans le mode`le (soit x˙ = Ax+Bu, y = Cx+Du et la matrice M); toute
l’information ale´atoire doit eˆtre regroupe´e dans les bruits w(t) et v(t). Le bruit
d’e´tat wx = Mw repre´sente les perturbations exte´rieures (le vent dans le cas d’un
avion, les irre´gularite´s de la route dans le cas d’une voiture, ...) et/ou e´galement
les erreurs de mode´lisation (e´cart entre le mode`le tangent et le mode`le non-line´aire
qui apparaˆıt lors de la line´arisation, phe´nome`nes dynamiques ne´glige´s,...): wx est un
majorant de tout ce qui fait que l’e´tat n’e´volue pas exactement comme le pre´dit le
mode`le de´terministe x˙ = Ax+Bu.
2.1.3 Structure d’un estimateur non biaise´
Un filtre de Kalman est un syste`me dynamique avec 2 entre´es (vectorielles): la
commande de´terministe u et la mesure y, c’est-a`-dire tous les signaux connus du
syste`me. L’e´tat x̂ (ou la sortie) de ce filtre est un estime´ de l’e´tat x du syste`me.
Soit :
˙̂x(t) = Af x̂(t) + [Bf Kf ]
[
u(t)
y(t)
]
(2.2)
= Af x̂(t) + Bfu(t) +Kfy(t) (2.3)
la repre´sentation d’e´tat de ce filtre. Bien entendu il faut initialiser ce filtre avec
x̂(t0): l’estime´ de l’e´tat du syste`me a` l’instant initial t0.
On note ε(t) = x(t)− x̂(t) l’erreur d’estimation de l’e´tat du syste`me et ε(t0) =
x(t0)− x̂(t0) l’erreur d’initialisation.
En retranchant l’e´quation (2.3) de l’e´quation d’e´tat (2.1) et en utilisant l’e´quation
de mesure, nous pouvons e´crire :
ε˙ = Ax+Bu+Mw −Af x̂−Bfu−Kf (Cx+Du+ v)
= (A−KfC)x−Af x̂+ (B −Bf −KfD)u+Mw −Kfv
= (A−KfC)ε+ (A−KfC −Af )x̂+ (B −KfD −Bf )u+Mw −Kfv . (2.4)
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Etant donne´ que les bruits w et v sont gaussiens et le syste`me est line´aire, on
peut affirmer que ε(t) est une variable ale´atoire gaussienne. Nous allons maintenant
nous inte´resser a` l’espe´rance mathe´matique (moyenne) de ε(t).
Estimateur non biaise´: avant tout, on souhaite que l’estimateur soit non biaise´,
c’est-a`-dire que:
• quel que soit le profil de commande u(τ) applique´ sur l’horizon τ ∈ [t0, t],
• quel que soit l’initialisation x̂(t0),
on souhaite que la moyenne de l’erreur d’estimation tende vers 0 lorsque t tend vers
l’infini.
Les bruits w et v e´tant centre´s, nous pouvons e´crire :
˙E[ε(t)] = E[ε˙(t)] = (A−KfC)E[ε(t)]+(A−KfC−Af )E[x̂(t)]+(B−KfD−Bf )u(t)
et limt→∞E[ε(t)] = 0, ∀ u(t), ∀ E[x̂(t)], si et seulement si :
Af = A−KfC, Bf = B −KfD (2.5)
et A−KfC est stable. (2.6)
En effet, d’apre`s le the´ore`me 1.1 (page 21), on a alors :
E[ε(t)] = e(A−KfC)(t−t0)ε(t0) et lim
t→∞
E[ε(t)] = 0 .
Si l’on reporte (2.5) dans (2.3), l’e´quation du filtre de Kalman s’e´crit:
˙̂x = (Ax̂+Bu) +Kf (y − Cx̂−Du) . (2.7)
On reconnaˆıt dans le premier terme du second membre de cette e´quation, le mode`le
du syste`me (Ax̂+Bu) qui est exploite´ pour pre´dire l’e´volution de l’e´tat du syste`me a`
partir de l’estimation courante x̂. Cette pre´diction est en fait une simulation en ligne
du mode`le du syste`me. Le mode`le e´tant faux, la pre´diction est recale´e en fonction
de l’erreur entre la mesure y et la mesure pre´dite ŷ = Cx̂+Du et du gain du filtre
Kf . Le signal d’erreur y− ŷ est aussi appele´ l’innovation. Le sche´ma correspondant
(dans le cas ou` D = 0) est repre´sente´ sur la figure 2.1. Cette structure garantit que
l’estimateur est non biaise´ quel que soient les matrices A, B, C, D du syste`me et le
gain Kf tel que A−KfC soit stable (cela justifie en fait l’hypothe`se H1: la pre´sence
d’un mode instable et inobservable ne permet pas de trouver de gain Kf stabilisant
et donc de construire un estimateur non-biaise´).
Introduction au filtre de Kalman Page 30/74
2.2 Estimateur a` variance minimale 31
A
C
Z
+
B
+
+
+
K
f
−
x
u
x
^
y
^
Kalman filter
Plant
Figure 2.1: Sche´ma fonctionnel du filtre de Kalman (cas D = 0).
2.2 Estimateur a` variance minimale
Le gainKf est calcule´ en fonction de la confiance que l’on a dans le mode`le (exprime´e
par la densite´ spectrale W ) relativement a` la confiance que l’on a dans la mesure
(exprime´e par la densite´ spectrale V ). Si le mode`le est tre`s bon (W tre`s ”petit”) et
la mesure tre`s bruite´e (V tre`s ”grand”) alors le gain Kf devra eˆtre tre`s petit. En fait
parmi tous les gains Kf satisfaisant la contrainte (2.6), nous allons choisir celui qui
minimise la variance de l’erreur d’estimation de l’e´tat du syste`me ε(t) (∀t). Nous
rappelons (voir section pre´ce´dente) que ε(t) = x(t)− x̂(t) est une variable ale´atoire
vectorielle (a` n composantes) centre´e (non-biaise´e) gaussienne. Le caracte`re gaussien
de cette variable permet d’affirmer que si la variance de l’erreur d’estimation est
effectivement minimise´e, alors x̂(t) est vraiment le meilleur estime´ de x(t).
2.2.1 Solution ge´ne´rale
On cherche donc Kf qui minimise :
J(t) =
n∑
i=1
E[εi(t)
2] = E[εT (t)ε(t)] (2.8)
= traceE[ε(t)εT (t)] (2.9)
= traceP (t) . (2.10)
P (t) = E[(x(t)− x̂(t))(x(t)− x̂(t))T ]: matrice de covariance de l’erreur d’estimation.
En reportant (2.5) dans (2.4), l’e´volution de ε(t) est de´crite par l’e´quation
d’e´tat :
ε˙(t) = (A−KfC)ε(t) + [M −K]
[
w(t)
v(t)
]
, (2.11)
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avec :
E
[[
w(t)
v(t)
]
[wT (t+ τ) vT (t+ τ)]
]
=
[
Wq×q 0q×p
0p×q Vp×p
]
δ(τ) .
On peut donc appliquer le the´ore`me 1.1 (page 21) et conclure que la covariance de
l’erreur d’estimation P (t) obe´it a` l’e´quation diffe´rentielle :
P˙ (t) = (A−KfC)P (t) + P (t)(A−KfC)T + [M −Kf ]
[
W 0
0 V
] [
MT
−KTf
]
= (A−KfC)P (t) + P (t)(A−KfC)T +MWMT +KfV KTf . (2.12)
Pour minimiser traceP (t), il suffit de minimiser trace ˙P (t) :
∂(trace ˙P (t))
∂Kf
= −P (t)CT − P (t)CT + 2KfV
⇒ Kf (t) = P (t)CTV −1 . (2.13)
En reportant (2.13) dans (2.12), nous obtenons :
P˙ (t) = AP (t) + P (t)AT − P (t)CTV −1CP (t) +MWMT . (2.14)
Cette e´quation diffe´rentielle de Riccati doit eˆtre inte´grer et initialiser avec P (t0)
qui traduit la confiance que l’on a dans l’initialisation du filtre avec x̂(t0):
P (t0) = E[(x(t0)− x̂(t0))(x(t0)− x̂(t0))T ] .
On obtient alors le gain Kf (t) a` partir de P (t) et de l’e´quation (2.13). Le filtre de
Kalman est donc non-stationnaire.
Les e´quations (2.7), (2.13) et (2.14) constituent les e´quations du filtre deKalman
continu qu’il faut inte´grer a` partir de l’initialisation x̂(t0) et P (t0). L’inte´gration de
(2.14) et le calcul de Kf (t) (2.13) peuvent eˆtre effectue´s en ligne ou hors ligne.
Dans ce dernier cas, il faudra stocker dans le calculateur la loi Kf (t). En pratique,
l’implantation du filtre de Kalman se fera sur un calculateur nume´rique et donc en
temps discret. On peut alors discre´tiser l’e´quation d’e´tat (2.7) du filtre de Kalman
(inte´gration par la formule des rectangles ou des trape`zes, utilisation la transfor-
mation biline´aire si l’on ne s’inte´resse qu’au re´gime permanent, ...). On peut aussi
choisir de faire la synthe`se d’un filtre de Kalman directement en discret (voir sec-
tion 2.4.2). Enfin, les e´quations du filtre sont entie`rement de´finies par les donne´es
du proble`me, c’est-a`-dire les matrices A, B, M , C, D, W et V .
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2.2.2 Re´gime permanent du filtre de Kalman
En re´gime permanent, une fois passe´ le re´gime transitoire duˆ aux erreurs d’initialisation,
l’erreur d’estimation devient un signal ale´atoire stationnaire (cela est vrai pour tous
les signaux qui ”circulent” dans le sche´ma de la figure 2.1). On donc :
P˙ (t) = 0 .
P , matrice constante de´finie positive qui repre´sente la covariance de l’erreur d’estimation
en re´gime permanent, est la solution positive de l’e´quation alge´brique de Riccati :
AP + PAT − PCTV −1CP +MWMT = 0 (2.15)
Le gain du filtre Kf = PC
TV −1 devient e´galement constant.
On peut ve´rifier que la positivite´ de P implique la stabilite´ du filtre, c’est-a`-dire
que toutes les valeurs propres de la matrice A −KfC sont a` partie re´elle ne´gative
(d’apre`s le re´gime permanent de l’e´quation de Lyapunov (2.12)).
On trouvera dans [1], une me´thode ge´ne´rale pour trouver la solution positive
d’une e´quation de Riccati. Sur la plan pratique, il faut savoir que tels solveurs sont
disponibles dans les logiciels de CAO d’automatique : fonction lqe sous Matlab
ou Scilab qui fournit directement P et Kf (voir aussi les fonctions care et kalman
sous Matlab).
2.2.3 Re´glage du filtre de Kalman
Pour un mode`le donne´ (matrices A, B, M , C, D), le gain du filtre Kf et son
e´volution en fonction du temps ne de´pendent que de :
• W : la confiance que l’on a dans l’e´quation d’e´tat,
• V : la confiance que l’on a dans la mesure,
• P (t0): la confiance que l’on a dans l’initialisation.
En re´gime permanent si le syste`me et les bruits sont stationnaires, le gain de
Kalman Kf est constant et sa valeur ne de´pend plus que de W et V .
Le gain Kf et la re´ponse de l’erreur d’estimation ε(t) de´pendent du poids relatif
de P (t0) par rapport a` V (en re´gime transitoire) et du poids relatif deW par rapport
a` V (en re´gime permanent). Il est en effet aise´ de ve´rifier que le gain Kf (et donc
le filtre) ne change pas si l’on multiplie les trois matrices W , V et P (t0) par une
constante α. Par contre la covariance de l’erreur d’estimation P sera e´galement
multiplie´e par α. Par conse´quent il faudra ve´rifier que ces 3 matrices sont re´alistes
si l’on souhaite analyser P pour juger de la qualite´ de l’estimation et conclure par
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exemple: la probabilite´ est de 95 % pour que la ie`me composante de l’e´tat xi(t)
soit comprise entre x̂i(t)− 2
√
P(i,i)(t) et x̂i(t) + 2
√
P(i,i)(t) (proprie´te´ des variables
gaussiennes) . En pratique, il est donc ne´cessaire de valider le filtre de Kalman sur
un mode`le de validation qui prend en compte des bruits de mesure re´alistes et
surtout une mode´lisation la plus fine possible des perturbations (non-line´arite´s,...)
que l’on a majore´es par un bruit d’e´tat dans le mode`le de Kalman.
Quel que soit le re´glage, on peut ve´rifier que la variance de l’erreur d’estimation
P (t) est toujours infe´rieure a` la variance du bruit d’e´tat propage´ dans l’e´quation
d’e´tat (donne´e par P˙ = AP+PAT+MWMT ) et la variance de l’erreur d’estimation
de la sortie non bruite´e yp = Cx+Du, c’est-a`-dire : CP (t)C
T , est toujours infe´rieure
a` la variance du bruit de mesure (qui est infinie en continu !! mais cette remarque
reste vrai et e´galement plus pertinente en discret, voir section 2.4). Il vaut mieux
donc utiliser ŷp = Cx̂+Du plutoˆt que la mesure brute y pour estimer la sortie re´elle
du syste`me yp.
On pourra s’appuyer sur les compromis suivants pour re´gler qualitativement la
re´ponse de l’erreur d’estimation.
Influence de P (t0) ./. V : en re´gime transitoire l’erreur d’estimation initiale ε0
sera d’autant plus vite recale´e (et la gain de Kalman sera d’autant plus grand) que
P (t0) est grand rapport a` V . Mais l’estime´ sera alors pollue´ par le bruit de mesure
dans laquelle on accorde beaucoup de confiance.
Influence de W ./. V en re´gime permanent, le gain Kf sera tre`s faible et
l’estimation tre`s lisse si W est tre`s faible par rapport a` V (on fait confiance au
mode`le). Par contre, si le mode`le est soumis a` une perturbation que l’on a sous es-
time´e en re´duisant trop W , l’estime´ ne suivra pas ou ”mettra beaucoup de temps” a`
se recaler, la variance de l’erreur d’estimation P ne sera pas non plus repre´sentative
de ce phe´nome`ne.
Ces comportements sont illustre´s sur l’exemple suivant qui, bien qu’e´tant tre`s
simple (mode`le du premier ordre), permet de de´gager des conclusions qui restent
valables sur des cas plus complexes (continus ou discrets).
2.3 Exercices corrige´s
2.3.1 Syste`me du premier ordre
E´nonce´: on conside`re un syste`me stable du premier ordre
G(s) =
1
s− a avec a < 0 .
La mesure y de la sortie de ce syste`me est pollue´e par un bruit blanc v(t) de densite´
spectrale unitaire. L’entre´e de ce syste`me est soumise a` un retard de transmission
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de dure´e T inconnue et variable. Pour la synthe`se du filtre de Kalman que l’on
souhaite e´laborer pour estimer la sortie de ce syste`me, on propose de mode´liser (tre`s
grossie`rement) cette perturbation de mode`le comme un bruit blanc w(t), de densite´
spectrale W et inde´pendant de v, agissant directement sur le signal d’entre´e selon
la figure 2.2.
+
+ s − a
1 +
+
u x y
vw
Figure 2.2: Mode`le de synthe`se pour le filtre de Kalman.
a) Donner le mode`le de Kalman et calculer le filtre de Kalman permettant
d’estimer la sortie x du syste`me en fonction de a, W et P0 (la variance de
l’erreur d’initialisation: ε = x0 − x̂0). E´tudier le comportement asymptotique
du gain du filtre pour W tendant vers 0.
b) Construire un simulateur sous Matlab/Simulink afin de ve´rifier l’influence
des parame`tres W et P0 sur la re´ponse de l’erreur d’estimation ε(t) et sur sa
variance P (t).
Application nume´rique:
– a = −1, x0 = 20, x̂0 = 0,
– T = 0, 0.1, 0.5, 1(s) (on essaiera ces diverses valeurs),
– u(t): cre´neau d’amplitude 10 et de pe´riode 5 s,
– dt = 0.01 s (pas d’inte´gration du simulateur).
c) Que proposeriez vous de faire pour ame´liorer la qualite´ de l’estime´ dans le cas
d’un retard T important et connu (T = 1 s) ?
Correction: Question a): le mode`le de Kalman est imme´diat :{
x˙(t) = ax(t) + u(t) + w(t)
y(t) = x(t) + v(t)
(n = 1;m = 1; p = 1),
avec E[w(t)w(t+ τ)] = Wδ(τ), E[v(t)v(t+ τ)] = δ(τ) et E[v(t)v(t+ τ)] = 0.
Le premie`re e´tape dans le calcul du filtre de Kalman consiste a` re´soudre
l’e´quation diffe´rentielle de Riccati (2.14) qui est ici scalaire :
P˙ (t) = 2aP (t)− P (t)2 +W
On trouvera dans les formulaires de mathe´matiques ([6]) une me´thode ge´ne´rale de
re´solution d’une telle e´quation diffe´rentielle scalaire. Cette me´thode consiste a` :
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• chercher une solution particulie`re constante (car les coefficients de l’e´quation
diffe´rentielle ne de´pendent pas du temps) qui correspond en fait a` la solution
en re´gime permanent p = p∞ qui ve´rifie :
P 2∞ − 2aP∞ −W = 0 .
La seule solution positive est P∞ = a+
√
a2 +W ,
• chercher une solution ge´ne´rale du type:
P (t) = P∞ +
1
z(t)
.
Apre`s de´veloppement de P˙ (t) on trouve :
z˙(t) = 2
√
a2 +Wz(t) + 1 .
L’inte´gration de cette e´quation diffe´rentielle par la me´thode de la variation de
la constante donne :
z(t) =
1
2
√
a2 +W
[
e2
√
a2+W (t−t0) − 1
]
+ e2
√
a2+W (t−t0)z0
ou` t0 est l’instant initial et z0 = z(t0) est la condition initiale sur z(t) :
z0 =
1
P0 − P∞
avec P0 condition initiale sur P (t). En notant k = 2
√
a2 +W , il vient :
P (t) = P∞ +
k(P0 − P∞)
(P0 − P∞)(ek(t−t0) − 1) + kek(t−t0)
= P∞ +
k(P0 − P∞)
ek(t−t0)(P0 − P∞ + k) + P∞ − P0 .
Enfin: Kf (t) = P (t).
Si W = 0 alors P∞ = a+ |a| = 0 si a < 0 (syste`me stable)
⇒ lim
t→∞
Kf = 0 .
Une fois recale´e l’erreur d’initialisation, on utilise plus que le mode`le pour estimer
x. Ceci est logique puisque l’on a suppose´ le mode`le parfait (W = 0). Cela suppose
e´galement que le mode`le soit stable. En effet si le mode`le est instable (a > 0) alors :
⇒ lim
t→∞
Kf = 2a .
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C’est la valeur du gain qui permet de stabiliser la dynamique du filtre (A −KfC)
tout en minimisant l’effet du bruit de mesure sur la variance de l’erreur d’estimation
de x.
Question b): Le simulateur de´veloppe´ sous Matlab Simulink est repre´sente´ sur
la figure 2.3. Les diffe´rents parame`tres d’entre´e utilise´s par ce fichier Simulink
(simuKalman.mdl) sont mentionne´s a` meˆme le sche´ma. La fonction Matlab Kf_t.m
utilise´e pour implanter le gain Kf non stationnaire est donne´e en annexe C ainsi que
le fichier demoKalman.m de´finissant les diffe´rents parame`tres et permettant le trace´
des re´sultats 2. Diffe´rents re´sultats de simulation sont pre´sente´s sur les figures 2.4 a`
2.8 :
• Figure 2.4 : La confiance P0 dans l’initialisation n’est pas du tout repre´sentative
de l’erreur d’estimation initiale qui est en fait tre`s importante (ε0 = x0 −
x̂0 = 20). Le transitoire de recalage de cette erreur initiale est donc long et
l’estimation de x a` ±2σ (avec σ(t) =√P (t)) ne permet pas de cadrer la valeur
re´elle de x durent le re´gime transitoire.
• Figure 2.5 : Si l’on de´grade cette confiance dans l’initialisation (P0 = 100),
ce transitoire devient plus rapide car le filtre exploite davantage les mesures.
L’estime´ est donc un peu plus bruite´ durant ce transitoire. En re´gime per-
manent, l’estime´ redevient plus lisse car on fait confiance au mode`le W = 1
(faible bruit d’e´tat). On peut constater que l’estime´ est non biaise´. Enfin
l’estimation est bonne car pour cette simulation le mode`le de validation (avec
T = 0) correspond effectivement au mode`le de synthe`se du filtre de Kalman.
• Figure 2.6 : Si maintenant on prends en compte un retard de 1 s dans le mode`le
de validation, la (bonne) confiance que l’on a dans le mode`le (W = 1) ne
permet pas de repre´senter les erreurs re´elles de mode`les; le filtre fait confiance
au mode`le (qui est faux), re´agi tre`s lentement et exploite mal les mesures.
• Figure 2.7 : Si l’on spe´cifie maintenant que le mode`le n’est pas bon (W = 100),
le filtre fait davantage confiance aux mesures : l’estime´ devient plus sensible
au bruit de mesure.
• Figure 2.8 (re´ponse a` la question c)) : si l’on sait effectivement qu’il y un
retard de 1 s, on peut en tenir compte dans le mode`le de Kalman soit en
propageant directement ce retard dans la pre´diction soit, ce qui est propose´
ici, en prenant compte d’un filtre de Pade en se´rie avec le mode`le du syste`me
(voir fichier demoKalman.m).
2Merci d’envoyer un mail a` alazard@supaero.fr avec ”Introduction Kalman”” pour sujet si
vous de´sirez une copie de ces fichiers.
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v
u x
y
Start time: 0s  Stop time: 10s
SIMULATION PARAMETERS
Solver: ode4 (Runge Kutta)
Fixed step=dt
Transport Delay 
Time Delay=T
output
To Workspace
StructureWithTime
Signal
Generator
Scope
MATLAB
FunctionKf_t
1
s
Integrator
Initial Condition=0
c
a
b
Clock
Band−Limited
White Noise:
Noise power=V;
Sample Time=dt;
x’ = Ax+Bu
 y = Cx+Du
1/(s+1)
A=−1;B=1;C=1;
D=0;X0
Figure 2.3: Fichier SIMULINK simuKalman.mdl pour la simulation du filtre de
Kalman.
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Figure 2.4: Simulation avec P0 = 1, W = 1, T = 0.
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Figure 2.5: Simulation avec P0 = 100, W = 1, T = 0 (zoom autour du transitoire) .
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Figure 2.6: Simulation avec P0 = 100, W = 1, T = 1.
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Figure 2.7: Simulation avec P0 = 100, W = 100, T = 1.
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Figure 2.8: Simulation du filtre de Kalman stationnaire calcule´ sur un mode`le ten-
ant compte d’une approximation de Pade a` l’ordre 2 du retard (W = 1,
T = 1 s).
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2.3.2 Estimation d’un biais
E´nonce´: un mobile se de´place le long d’un axe Ox. On mesure la vitesse x˙ et la
position x de ce mobile et on note vm et xm ces mesures.
La mesure xm est entache´e d’un bruit blanc gaussien centre´ v(t) de densite´ spectrale
unitaire V = 1 (m2/Hz) : xm(t) = x(t) + v(t).
La mesure vm est biaise´e par un signal b(t) mode´lise´ comme un e´chelon d’amplitude
b0 inconnue : vm(t) = ˙x(t) + b(t).
A partir des 2 mesures vm et xm, on de´sire construire un filtre de Kalman perme-
ttant d’estimer la position x(t) et le biais b(t).
1) Donnez les e´quations d’e´tat du mode`le de Kalman avec x et b comme variable
d’e´tat, vm comme variable d’entre´e, xm comme variable de sortie.
2) Interpre´ter ce re´sultat a` l’aide d’un sche´ma fonctionnel.
En fait le biais b(t) est susceptible de de´river avec le temps. Pour tenir compte de
ces variations e´ventuelles, on suppose que la de´rive´e du biais est pollue´e par un bruit
blanc w(t) de densite´ spectrale W = q2 inde´pendant de v(t) :
˙b(t) = w(t) .
3) Donnez les nouvelles e´quations du mode`le de Kalman, calculez le gain de
Kalman en re´gime permanent (en fonction de q) et donner la repre´sentation
d’e´tat du filtre permettant de calculer les estime´s x̂ et b̂ a` partir de xm et de
vm.
4) Comment proce´deriez vous pour estimer la vitesse du mobile ̂˙x?
5) Calculer la matrice de transfert F (s) du filtre :[
X̂(s)̂˙X(s)
]
= F (s)
[
Xm(s)
Vm(s)
]
.
6) Commentez ce transfert (notamment ̂˙X(s)/Vm(s)) en fonction q. Montrer que
ce filtre F (s) donne des estime´s parfaits si les mesures sont parfaites.
Correction: Question 1. On peut directement e´crire :{
vm(t) = x˙(t) + b(t)
xm(t) = x(t) + v(t)
soit:
{
x˙ = −b+ vm
xm = x+ v
.
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Le biais est mode´lise´ comme un e´tat inte´gral (b˙ = 0) avec une condition initiale b0.
On a donc : 
[
x˙
b˙
]
=
[
0 −1
0 0
] [
x
b
]
+
[
1
0
]
vm
xm = [ 1 0 ]
[
x
b
]
+ v
(2.16)
avec E[v(t)vT (t+ τ)] = δ(τ).
Question 2. Le sche´ma fonctionnel du mode`le de Kalman est repre´sente´ sur la
figure 2.9
b
−
+ +
+x
.
mx
0
s
vm
x
v
Figure 2.9: Sche´ma fonctionnel du mode`le.
Question 3. Si l’on calcule le filtre de Kalman sur le mode`le 2.16, on trouvera un
gain nul en re´giment permanent car l’e´quation d’e´tat n’est pas bruite´e: une fois le
biais initial estime´, le filtre ne sera plus capable de de´tecter une de´rive e´ventuelle de
ce biais. Pour pallier a` ce proble`me on introduit un bruit w sur b˙(t) pour spe´cifier
que ce biais n’est pas constant. Le mode`le s’e´crit alors :
[
x˙
b˙
]
=
[
0 −1
0 0
] [
x
b
]
+
[
1
0
]
vm +
[
0
1
]
w
xm = [ 1 0 ]
[
x
b
]
+ v
(2.17)
avec E[w(t)wT (t + τ)] = q2δ(τ). On a bien un mode`le de la forme de (2.1) et on
peut identifier les matrices A, B, C, M .
La solution en re´gime permanent s’e´crit : Kf = PC
TV −1 avec P =
[
p1 p12
p12 p2
]
solution positive de l’e´quation alge´brique de Riccati:[
0 −1
0 0
] [
p1 p12
p12 p2
]
+
[
p1 p12
p12 p2
] [
0 0
−1 0
]
−
[
p1 p12
p12 p2
] [
1 0
0 0
] [
p1 p12
p12 p2
]
+
[
0 0
0 q2
]
=
[
0 0
0 0
]
soit : 
2p12 + p
2
1 = 0
p2 + p1p12 = 0
p212 = q
2
.
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la solution positive s’e´crit:
P =
[ √
2q −q
−q q√2q
]
⇒ Kf =
[ √
2q
−q
]
.
L’e´quation d’e´tat du filtre s’e´crit (d’apre`s (2.7)) :[
˙̂x
˙̂
b
]
= A
[
x̂
b̂
]
+Bvm+Kf
(
xm − C
[
x̂
b̂
])
= (A−KfC)
[
x̂
b̂
]
+[Kf B]
[
xm
vm
]
,
soit :
[
˙̂x
˙̂
b
]
=
[ −√2q −1
q 0
] [
x̂
b̂
]
+
[ √
2q 1
−q 0
] [
xm
vm
]
.
Question 4. On a directement un estime´ non-biaise´ de la vitesse en retranchant
l’estime´ du biais b̂ de la mesure de vitesse vm: ̂˙x = vm − b̂.
Question 5. La repre´sentation d’e´tat du transfert recherche´ s’e´crit :
[
˙̂x
˙̂
b
]
=
[ −√2q −1
q 0
] [
x̂
b̂
]
+
[ √
2q 1
−q 0
] [
xm
vm
]
[
x̂̂˙x
]
=
[
1 0
0 −1
] [
x̂
b̂
]
+
[
0 0
0 1
] [
xm
vm
]
La matrice de transfert F (s) correspondante s’e´crit donc :
F (s) =
[
0 0
0 1
]
+
[
1 0
0 −1
]([
s 0
0 s
]
−
[ −√2q −1
q 0
])−1 [ √
2q 1
−q 0
]
.
On en de´duit :
[
X̂(s)̂˙X(s)
]
=
[ √
2qs+ q s
qs s2 +
√
2qs
]
s2 +
√
2qs+ q
[
Xm(s)
Vm(s)
]
. (2.18)
Question 6. ̂˙X
Vm
(s) =
s2 +
√
2qs
s2 +
√
2qs+ q
.
C’est un filtre passe haut du second ordre de pulsation
√
q (rd/s) et d’amortissement√
2/2 (∀q) qui a un gain statique nul (on filtre les composantes continues). La
fre´quence de coupure est d’autant plus grande que q est grand, c’est-a`-dire que le
biais est susceptible de de´river.
Si les mesures sont parfaites alors xm = x et vm = x˙. On a donc:
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• Xm(s) = X(s) et Vm(s) = sX(s). En reportant cela dans la premie`re ligne de
(2.18), on obtient:
X̂(s) =
(
√
2qs+ q)X(s) + s2X(s)
s2 +
√
2qs+ q
⇒ X̂(s) = X(s) .
• Vm(s) = X˙(s) et Xm(s) = 1/s X˙(s). En reportant cela dans la seconde ligne
de (2.18), on obtient:
̂˙X(s) = X˙(s) + (s2 +√2qs)X˙(s)
s2 +
√
2qs+ q
⇒ ̂˙X(s) = X˙(s) .
Le filtre n’entraˆınent donc aucune de´gradation de la qualite´ de la mesure. On appelle
un tel filtre un filtre comple´mentaire.
2
2.4 Le filtre de Kalman discret
2.4.1 Le mode`le de Kalman discret
Par analogie directe avec le cas continu le mode`le de Kalman discret s’e´crit :{
x(k + 1) = Adx(k) +Bdu(k) +Mdwd(k) e´quation d’e´tat, x ∈ Rn, u ∈ Rm, wd ∈ Rq
y(k) = Cdx(k) +Du(k) + vd(k) e´quation de mesure, y ∈ Rp, vd ∈ Rp
(2.19)
Hypothe`ses : nous supposerons que :
H1: La paire (Ad, Cd) est de´tectable,
H2: les signaux wd(k) et vd(k) sont des bruits pseudo-blancs gaussiens centre´s
de matrices de covariance Wd et Vd respectivement, c’est-a`-dire :
– E[wd(k)wd(k + l)
T ] = Wd δ(l),
– E[vd(k) vd(k + l)
T ] = Vd δ(l)
– E[wd(k) vd(k + l)
T ] = 0 (avec δ(l) = 1 si l = 0; 0 sinon).
H3: Vd est inversible.
Remarque 2.1 : Alors que dans le cas continu, les bruits blancs du mode`le de
Kalman sont de´finis par des matrices de densite´ spectrale de puissance (DSP) W
et V (les variances sont infinies), les bruits du mode`le de Kalman discret sont
de´finis par leurs matrices de covariances Wd et Vd (les variances sont finies). Les
densite´s spectrales de puissance de ces bruits sont constantes (et e´gales a` Wd et Vd)
mais sur une plage limite´e de la pulsation re´duite θ ∈ [−pi pi] (voir annexe B.1);
d’ou` le qualificatif de bruit pseudo-blanc.
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oB (s) PLANT
u(t)dt
w(t)
v(t)
y(t) dt y(k)u(k)
Figure 2.10: Syste`me continu avec commande e´chantillonne´e-bloque´e et observation
discre`te.
u(k)
k
1O 43 5 6
2 t
u(t)
0 dt
Bloqueur
d’ordre 0
u(k) u(t)dt
Figure 2.11: Le bloqueur d’ordre 0: Bo(s).
Remarque 2.2 : comme dans le cas continu, si le bruit wd est colore´ de spectre
complexe Φww(z) la de´composition Φww(z) = G(z
−1)GT (z) (voir section B.3.2) per-
met de trouver une repre´sentation markovienne de wd que l’on pourra prendre en
compte dans un mode`le de Kalman augmente´.
2.4.2 Cas particulier d’un syste`me continu e´chantillonne´
Comme nous l’avons de´ja` mentionne´, l’implantation pratique des filtres deKalman,
meˆme pour les syste`mes continus, ce fait en re`gle ge´ne´rale sur un calculateur nume´rique.
Nous allons donc conside´rer que la sortie du mode`le continu (1.1) est e´chantillonne´e
a` la cadence dt (observation discre`te) et nous supposerons que des bloqueurs d’ordre
0 sont place´s sur les signaux de´terministes u (voir figures 2.10 et 2.11) et nous allons
chercher une repre´sentation d’e´tat discre`te de ce mode`le.
On note x(k dt) = x(k). D’apre`s la solution ge´ne´rale (1.3), l’inte´gration de
l’e´quation d’e´tat entre l’instant t0 = k dt et t = (k + 1) dt s’e´crit :
x(k+1) = eAdtx(k)+
(∫ (k+1)dt
k dt
eA((k+1)dt−τ)Bdτ
)
u(k)+
∫ (k+1)dt
k dt
eA((k+1)dt−τ)Mw(τ)dτ .
Le changement de variable : (k + 1)dt− τ = v conduit au re´sultat :
x(k + 1) = eAdtx(k) +
(∫ dt
0
eAvBdv
)
u(k) +
∫ dt
0
eAvMw((k + 1)dt− v)dv .
L’e´quation de sortie aux instants d’e´chantillonnage s’e´crit :
y(k) = Cx(k) +Du(k) + v(k)
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Φ
vv
(ω) 
ω −pi/dt pi/dt 0 
V 
Figure 2.12: Limitation en fre´quence du bruit de mesure continu.
L’e´quation d’e´tat discre`te est donc bien de la forme (2.19) avec :
Ad = e
Adt, Bd =
∫ dt
0
eAvBdv, Md = In, Cd = C, (2.20)
Les bruits d’e´tats et de mesure discrets s’e´crivent :
wd(k) =
∫ dt
0
eAvMw((k + 1)dt− v)dv, vd(k) = v(kdt) ,
il faut les caracte´riser par leur matrices de covariances respectives.
Du fait de l’e´chantillonnage, la matrice de covariance du bruit de mesure discret
devient :
Vd = V/dt . (2.21)
Justification: l’e´quation de mesure continue y(t) = Cx(t) + Du(t) + v(t) fait
intervenir un bruit blanc v(t) de variance infinie et de DSP finie V . L’e´chantillonnage
de la mesure a` ma cadence dt fournira donc une suite nume´rique y(k) de variance
infinie et rendra singulier le calcul du filtre deKalman. On doit limiter entre −pi/dt
et pi/dt la re´ponse fre´quentielle ou la DSP du bruit v(t) pour pouvoir e´chantillonner
la mesure y(t) correctement. On retrouve, de fac¸on analogue a` la condition de
Shannon pour les signaux de´terministes, que l’e´chantillonnage ne peut pas restituer
les composantes du signal de pulsation supe´rieure a` pi/dt. La DSP du bruit de mesure
continu limite´ en fre´quence est repre´sente´ sur la figure 2.4.2. La variance de ce signal
est maintenant finie et vaut (voir remarque 1.3) :
σ2v =
1
2pi
∫ +∞
−∞
Φvv(ω)dω =
V
2pi
∫ pi
dt
− pi
dt
dω =
V
dt
.
L’e´chantillonnage d’un signal ne change pas sa variance donc l’e´chantillonnage de la
mesure s’e´crit : y(k) = Cx(k) +Du(k) + vd(k) avec E[vd(k) vd(k + l)
T ] = V
dt
δ(l).
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2
Calculons maintenant la matrice de covariance Wd du bruit d’e´tat wd(k) :
Wd = E[wd(k)w
T
d (k)] = E
[∫ dt
0
eAvMw((k + 1)dt− v)dv
∫ dt
0
wT ((k + 1)dt− τ)MT eAT τdτ
]
=
∫ ∫ dt
0
eAvME[w((k + 1)dt− v)wT ((k + 1)dt− τ)]MT eAT τdvdτ
=
∫ ∫ dt
0
eAvMWδ(τ − v)MT eAT τdvdτ
Wd =
∫ dt
0
eAvMWMT eA
T vdv . (2.22)
Remarque 2.3 : on indique en annexe B (voir remarque B.2, e´quation (B.13))
comment calculer Wd mais on peut aussi utiliser l’approximation Wd ≈ dtMWMT
si dt est petit par rapport au temps de re´ponse du syste`me. Enfin on retiendra les
macro-functions Matlab lqed ou kalmd qui englobent tous ces calculs et qui permet-
tent d’obtenir le filtre de Kalman discret en re´gime permanent directement a` partir
des donne´es continues (A, B, C, D, M , W et V ) et d’une cadence d’e´chantillonnage
dt (voir illustration Matlab en annexe C.3). Cette approche ne supporte pas des
bruits d’e´tat w et de mesure v corre´le´s.
2.4.3 Les e´quations re´currentes du filtre de Kalman
Le principe du filtre de Kalman discret est le meˆme qu’en continu. Il utilise une
pre´diction qui s’appuie sur le mode`le de´terministe et un recalage qui s’appuie sur
l’innovation (diffe´rence entre la mesure et la sortie pre´dite) mais en discret on dis-
tinguera :
• l’e´tat pre´dit a` l’instant k+1 connaissant toutes les mesures jusqu’a` l’instant
k que l’on note x̂(k + 1|k) et auquel on associe la matrice de covariance de
l’erreur de pre´diction note´e :
P (k + 1|k) = E
[(
x(k + 1)− x̂(k + 1|k)
)(
x(k + 1)− x̂(k + 1|k)
)T]
.
• l’e´tat estime´ connaissant la mesure a` l’instant k + 1 (apre`s le recalage) que
l’on note x̂(k+1|k+1) auquel on associe la matrice de covariance de l’erreur
d’estimation note´e :
P (k+1|k+1) = E
[(
x(k+1)− x̂(k+1|k+1)
)(
x(k+1)− x̂(k+1|k+1)
)T]
.
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Pre´diction: a` l’instant k, on connaˆıt x̂(k|k), on pre´dit l’e´tat a` l’instant k + 1
en utilisant le mode`le de´terministe:
x̂(k + 1|k) = Adx̂(k|k) + Bdu(k) . (2.23)
A l’instant k, l’erreur d’estimation e´tait caracte´rise´ par P (k|k). Le mode`le de
pre´diction e´tant faux, l’erreur ne peut que croˆıtre et l’erreur de pre´diction a` l’instant
k + 1 sera caracte´rise´e par (voir annexe the´ore`me B.1) :
P (k + 1|k) = AdP (k|k)ATd +MdWdMTd (2.24)
Recalage: a` l’instant k+1, on recale la pre´diction avec l’innovation via le gain
du filtre:
x̂(k + 1|k + 1) = x̂(k + 1|k) +Kf (k + 1)
(
y(k + 1)− Cdx̂(k + 1|k)−Du(k + 1)
)
.
(2.25)
En utilisant l’e´quation de mesure du mode`le (2.19), on peut e´crire :
x(k+1)−x̂(k+1|k+1) =
(
In−Kf (k+1)Cd
)
(x(k+1)−x̂(k+1|k))−Kf (k+1)vd(k+1) et :
P (k + 1|k + 1) =
(
In −Kf (k + 1)Cd
)
P (k + 1|k)
(
In −Kf (k + 1)Cd
)T
+Kf (k + 1)VdK
T
f (k + 1)
= P (k + 1|k)−Kf (k + 1)CdP (k + 1|k)− P (k + 1|k)CTd KTf (k + 1) · · ·
· · ·+Kf (k + 1)
(
CdP (k + 1|k)CTd + Vd
)
KTf (k + 1) . (2.26)
Comme dans le cas continu, on cherche Kf (k+1) qui minimise trace(P (k+1|k+1)) :
∂trace(P (k + 1|k + 1))
∂Kf (k + 1)
= −2P (k + 1|k)CTd + 2Kf (k + 1)
(
CdP (k + 1|k)CTd + Vd
)
.
On en de´duit :
Kf (k + 1) = P (k + 1|k)CTd
(
CdP (k + 1|k)CTd + Vd
)−1
. (2.27)
En reportant cette expression dans 2.26, on obtient :
P (k + 1|k + 1) =
(
In −Kf (k + 1)Cd
)
P (k + 1|k) . (2.28)
Les e´quations (2.23), (2.24), (2.25), (2.27) et (2.28) constituent les e´quations du
filtre de Kalman discret. On initialise (2.23) et (2.25) avec x̂(0|0), l’estime´ initial
et on initialise (2.24), (2.27) et (2.28) avec P (0|0), la confiance que l’on a dans
l’initialisation.
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Si le mode`le et les bruits sont stationnaires, on peut inte´grer (2.24), (2.27) et
(2.28) hors ligne. En reportant (2.27) et(2.28) dans (2.24), on trouve une e´quation
re´currente de Riccati en la covariance de l’erreur de pre´diction :
P (k+1|k) = AdP (k|k−1)ATd−AdP (k|k−1)CTd
(
CdP (k|k−1)CTd +Vd
)−1
CdP (k|k−1)ATd+MdWdMTd .
(2.29)
Enfin, en re´gime permanent, Kf (k + 1) = Kf (k) = Kf , mais on distingue :
• Pp = P (k + 1|k) = P (k|k − 1) = · · ·: la matrice de covariance de l’erreur de
pre´diction en re´gime permanent qui ve´rifie l’e´quation alge´brique discre`te de
Riccati :
Pp = AdPpA
T
d − AdPpCTd (CdPpCTd + Vd)−1CdPpATd +MdWdMTd . (2.30)
• Pe = P (k + 1|k + 1) = P (k|k) = · · ·: la matrice de covariance de l’erreur
d’estimation en re´gime permanent qui ve´rifie :
Pe = (I −KfCd)Pp .
La repre´sentation d’e´tat du filtre de Kalman stationnaire en re´gime permanent
s’e´crit alors (il suffit de reporter (2.25) dans (2.23)) :
x̂(k + 1|k) = Ad(I −KfCd)x̂(k|k − 1) +[AdKf Bd − AdKfD]
[
y(k)
u(k)
]
x̂(k|k) = (I −KfCd)x̂(k|k − 1) +[Kf −KfD]
[
y(k)
u(k)
]
(2.31)
L’e´tat de cette repre´sentation correspond a` l’e´tat pre´dit, la sortie correspond a` l’e´tat
estime´.
Remarque 2.4 :
• On a toujours 0 < Pe < Pp. En effet en reportant (2.27) dans (2.28), on
obtient :
Pe = Pp − PpCTd (CdPpCTd + Vd)−1CdPp .
Le second terme du membre de droite est toujours positif donc : Pe < Pp,
c’est-a`-dire que la variance de l’erreur d’estimation et toujours infe´rieur a` la
variance de l’erreur de pre´diction (ou la variance du bruit d’e´tat propage´ dans
l’e´quation d’e´tat).
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• Enfin on peut estimer la sortie yp(k) = Cdx(k)+Du(k) par ŷp(k) = Cdx̂(k|k)+
Du(k). La covariance de l’erreur d’estimation de cette sortie (non-bruite´e)
est :
CdPeC
T
d = CdPpC
T
d −CdPpCTd (CdPpCTd +Vd)−1CdPpCTd = CdPpCTd (CdPpCTd +Vd)−1Vd .
D’ou`:
CdPeC
T
d −Vd =
(
CdPpC
T
d (CdPpC
T
d +Vd)
−1−I
)
Vd = −Vd(CdPpCTd +Vd)−1Vd < 0 .
On a donc toujours CdPeC
T
d < Vd c’est-a`-dire que ŷp(k) est un meilleur estime´
de yp que la mesure directe.
• Nous ne de´taillerons pas les techniques de re´solution de l’e´quation de Riccati
discrete (DARE: Discrete Algebraic Riccati Equation). Des macro-functions
(lqe sous Scilab ou dlqe, dare, kalman sous Matlab) permettent de re´soudre
de telles e´quations, de calculer le gain Kf et de fournir la repre´sentation d’e´tat
(2.31) du filtre en re´gime permanent. L’utilisation de ces fonctions est illustre´e
dans la session Matlab pre´sente´e en annexe C.3.
Exercice 2.1 De´montrer que dans le cas d’un syste`me continu e´chantillonne´ a` la
cadence dt, le filtre de Kalman continu synthe´tise´ a` partir des donne´es continues
(A, B, M , C, W , V ) puis discre´tise´ a` la cadence dt par la me´thode d’Euler et
le filtre de Kalman discret synthe´tise´ a` partir des donne´es des e´quations (2.20),
(2.21) et (2.22) tendent vers la meˆme solution lorsque dt tend vers 0 (calcul au
premier ordre en dt).
Solution : Le filtre de Kalman continu est de´fini par les e´quations (2.7), (2.13)
et (2.14). La me´thode d’Euler consiste a` remplacer ˙x(t) et x(t) par x(k+1)−x(k)
dt
et
x(k) respectivement. En reportant (2.13) dans (2.7), ce premier filtre discret est
entie`rement de´fini par : P (k + 1) = P (k) + dt
(
AP (k) + P (k)AT − P (k)CTV −1C(k)P +MWMT
)
x̂(k + 1) = x̂(k) + dt
(
Ax̂(k) +Bu(k) + P (k)CTV −1
(
y(k)− Cx̂(k)−Du(k)
))
(2.32)
La covariance de l’erreur de pre´diction du filtre de Kalman discret est de´finie par
l’e´quation (2.29), en notant P (k|k − 1) = P (k), en utilisant les relations (2.20),
(2.21) et (2.22) et en remarquant qu’au premier ordre Wd ≈ dtMWMT , on obtient :
P (k+1) ≈ eAdtP (k)eAT dt−eAdtP (k)CT
(
CP (k)CT+V/dt
)−1
CP (k)eA
T dt+dtMWMT .
Soit en de´veloppant au premier ordre :
P (k + 1) ≈ (I + Adt)P (k)(I + ATdt) + dtMWMT
−dt(I + Adt)P (k)CT
(
I − dtV −1CP (k)CT
)
V −1CP (k)(I + ATdt)
≈ P (k) + dt
(
AP (k) + P (k)AT − P (k)CTV −1CP (k) +MWMT
)
+ dt2(· · ·) .
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On voit donc qu’au premier ordre on retrouve la premie`re e´quation de (2.32). Le
gain Kf devient :
Kf (k) = P (k)C
T
(
CP (k)CTV −1dt+ I
)−1
V −1dt ≈ P (k)CTV −1dt,
et l’e´quation d’e´tat du filtre (e´quation (2.31)) devient (on note x̂(k|k− 1) = x̂(k) et
on remarque que Bd ≈ dtB au premier ordre) :
x̂(k + 1) = eAdt
(
I − dtP (k)CTV −1C
)
x̂(k) + dteAdtP (k)CTV −1y(k)
+
(
Bd − dt eAdtP (k)CTV −1D
)
u(k)
≈ (I − Adt)
(
I − dtP (k)CTV −1C
)
x̂(k) + dt(I − Adt)P (k)CTV −1y(k)
+
(
Bd − dt(I − Adt)P (k)CTV −1D
)
u(k)
≈ x̂(k) + dt
(
Ax̂(k) +Bu(k) + P (k)CTV −1
(
y(k)− Cx̂(k)−Du(k)
))
+ dt2(· · ·) .
Au premier ordre, on retrouve la seconde e´quation de (2.32). Les 2 filtres discrets
sont donc e´quivalents lorsque dt tend vers 0.
2.4.4 Exemple
On reprend l’exercice 2.3.2 sur l’estimation d’un biais. On souhaite implanter le
filtre sur un calculateur nume´rique, les deux mesures vm et xm e´tant e´chantillonne´es
a` la cadence dt.
• Donner les e´quations d’e´tat du mode`le de Kalman discret avec [x(k), b(k)]T
comme vecteur d’e´tat.
• Calculer sous Matlab le gain Kf et la covariance de l’erreur d’estimation en
re´gime permanent. Application nume´rique: dt = 0.01 s, V = 1, q = 1.
Correction : Le calcul du mode`le d’e´tat discret consiste a` appliquer les formules de
discre´tisation (2.20), (2.21) et (2.22) au mode`le continu de´fini par l’e´quation (2.17).
On suppose la mesure de vitesse vm(k) constante sur une pe´riode d’e´chantillonnage;
ce qui correspond bien a` l’introduction d’un bloqueur d’ordre 0. On a donc :
Ad = e
 0 −dt
0 0

=
[
1 0
0 1
]
+
[
0 −dt
0 0
]
+
[
0 0
0 0
]
+ · · · =
[
1 −dt
0 1
]
,
Bd =
∫ dt
0
[
1 −v
0 1
] [
1
0
]
dv =
[
dt
0
]
,
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Cd = [1 0] , Vd =
1
dt
,
Wd =
∫ dt
0
[
1 −v
0 1
] [
0 0
0 q2
] [
1 0
−v 1
]
dv =
∫ dt
0
[
q2v2 −q2v
−q2v q2
]
dv
⇒ Wd =
[
1
3
q2 dt3 −1
2
q2 dt2
−1
2
q2 dt2 q2 dt
](
≈
[
0 0
0 q2 dt
])
.
Le mode`le de Kalman discret s’e´crit donc :
[
x(k + 1)
b(k + 1)
]
=
[
1 −dt
0 1
] [
x(k)
b(k)
]
+
[
dt
0
]
vm(k) + wd(k)
xm(k) = [ 1 0 ]
[
x
b
]
+ vd(k)
(2.33)
On trouvera en annexe C.3 le fichier Matlab demoKalmand permettant de calculer
ces diffe´rents parame`tres du mode`le et de de´terminer le gain Kf et la covariance de
l’erreur d’estimation en re´gime permanent a` partir de la fonction dlqe. On montre
e´galement comment utiliser la fonction lqed directement a` partir des donne´es du
mode`le continu.
2
2.5 Exercices
2.5.1 Syste`me du second ordre:
Une masse m se de´place le long d’un axe Ox sous l’effet d’une commande en force
u(t). Une force perturbatrice w(t) agit e´galement sur cette masse. w(t) est mode´lise´
comme un bruit blanc gaussien centre´ de densite´ spectraleW . On mesure la position
x(t) de cette masse. On note xm(t) cette mesure. La mesure xm(t) est entache´e d’un
bruit blanc gaussien centre´ v(t) de densite´ spectrale V .
A.N.: m = 1 (Kg); W = 1 (N2/Hz); V = ρ2 (m2/Hz) .
A partir de la mesure xm et de la commande u, on de´sire construire un filtre
de Kalman permettant d’estimer la position x(t) et la vitesse ˙x(t) de cette masse.
On note x̂(t) et ̂˙x(t) ces estime´s.
1) Donnez les e´quations d’e´tat du mode`le de Kalman.
2) Calculez le gain de Kalman en re´gime permanent (en fonction de ρ).
3) Calculez la matrice de transfert F (s) du filtre :[
X̂(s)̂˙X(s)
]
= F (s)
[
Xm(s)
U(s)
]
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4) Commentez ce transfert (re´ponses fre´quentielles des diffe´rentes composantes,
e´volution en fonction de ρ).
5) On souhaite implanter le filtre sur un calculateur nume´rique a` la cadence
d’e´chantillonnage dt. Donner les e´quations d’e´tat du mode`le discret et les
e´quations re´currentes du filtre deKalman discret. On note x̂0 et ̂˙x0 l’estimation
initiale et P0 la covariance de l’erreur d’estimation initiale.
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Chapter 3
A propos des unite´s physiques
Il est important de donner des unite´s physiques aux diffe´rentes caracte´ristiques des
signaux ale´atoires que l’on a a` utiliser ou a` simuler. Le but de ce chapitre est de
clarifier ce point.
On rappelle avant tout que si on de´signe par u l’unite´ physique d’une variable
ale´atoire X , alors sa fonction de re´partition F (x) est sans unite´ et sa densite´ de
probabilite´ f(x) a pour dimension u−1.
Si on de´signe par u l’unite´ physique d’un signal ale´atoire continu w(t) alors
les unite´s physiques des diffe´rentes caracte´ristiques stochastiques sont rappele´es
dans le tableau 3.1 (on rappelle e´galement les e´quations qui permettent de ve´rifier
l’homoge´ne´ite´ des dimensions).
Variable Notation Unite´ physique Equations
signal w(t) u
espe´rance E[w(t)] u (1.8) et (1.5)
auto-corre´lation (variance) φww(t, τ) u
2 (1.9) et (1.6)
spectre complexe (et DSP) Φww(s) u
2 s ou (u2/Hz) (1.10)
Table 3.1: Unite´s physiques des caracte´ristiques d’un signal ale´atoire continu.
Dans le cas d’un signal ale´atoire discret, on se reportera au tableau 3.2 (voir
annexe B.1).
On constate donc un facteur temps entre le spectre complexe d’un signal con-
tinu et celui d’un signal discret ou e´chantillonne´. L’e´quation (2.21), utilise´e lors
de la discre´tisation de l’e´quation de mesure d’un syste`me continu, respecte cette
homoge´ne´ite´. Pour caracte´riser un bruit continu sur une grandeur u, on spe´cifie
parfois e´galement la racine carre´e de la DSP qui s’exprime donc en u/
√
Hz (et que
l’on apparente abusivement a` un e´cart type) .
Si l’on conside`re maintenant le mode`le de Kalman continu (2.1) et si l’on note
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Variable Notation Unite´ physique
signal w(n) u
espe´rance E[w(n)] u
auto-corre´lation (variance) φww(n, k) u
2
spectre complexe (et DSP) Φww(z) u
2
Table 3.2: Unite´s physiques des caracte´ristiques d’un signal ale´atoire discret.
u l’unite´ physique de la variable d’e´tat x(t), alors l’unite´ physique du bruit d’e´tat
wx(t) =Mw(t) est en u/s et sa DSP Wx =MWM
T s’exprime en u2/s.
Dans le cas du mode`le de Kalman discret (2.19), si l’on note u l’unite´ physique
de la variable d’e´tat x(k) (et donc de x(k + 1)) alors Mdwd(k) s’exprime e´galement
en u et la DSP du bruit d’e´tat MdWdM
T
d s’exprime en u
2. L’e´quation (2.22) utilise´e
pour discre´tiser un bruit d’e´tat continu ou son approximation Wd = W dt respecte
e´galement cette homoge´ne´ite´.
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Appendix A
Inte´gration de l’e´quation l’e´tat
A.1 Cas continu
Conside´rons le mode`le d’e´tat continu :{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(A.1)
La re´ponse de ce mode`le a` des entre´es de´terministes u(t) sur un horizon t ∈ [t0, t]
et a` des conditions initiales x(t0) s’e´crit :
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−τ)Bu(τ) dτ (A.2)
y(t) = Cx(t) +Du(t) (A.3)
De´monstration: la solution ge´ne´rale de l’e´quation d’e´tat dite ”sans second mem-
bre” x˙(t)− Ax(t) = 0 s’e´crit:
x(t) = eAtK .
La recherche d’une solution particulie`re de l’e´quation d’e´tat par la me´thode de la
variation de la constante (K → K(t)) entraˆıne :
AeAtK(t) + eAtK˙(t) = AeAtK(t) +Bu(t) (A.4)
K˙(t) = e−AtBu(t) (A.5)
K(t) =
∫ t
t0
e−AτBu(τ) dτ +K0 (A.6)
⇒ x(t) = eAtK0 +
∫ t
t0
eA(t−τ)Bu(τ) dτ . (A.7)
La prise en compte de la condition initiale a` t = t0 entraˆıne K0 = e
−At0x(t0) et
permet de trouver la solution particulie`re (A.2). Enfin, on a la relation statique :
y(t) = Cx(t) +Du(t).
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2
Remarque A.1 En appliquant (A.2) avec t0=0, x0 = 0 et u(t) = δ(t) (le Dirac),
la re´ponse impulsionnelle ge´ne´rale du syste`me de´fini par le quadruplet (A, B, C, D)
s’e´crit donc:
f(t) = CeAtB +Dδ(t) ∀t ≥ 0 (f(t) = 0 si t < 0) .
La transforme´e de Laplace: F (s) =
∫ +∞
0
f(τ)e−τsd τ permet de retrouver le re´sultat :
F (s) =
∫ +∞
0
(CeAτB+Dδ(τ))e−τsd τ = C(sI−A)−1B+D (∀s ∈ domaine de convergence).
(A.8)
Exemple A.1 On conside`re le syste`me du second ordre: Y (s)
U(s)
= 1
(s+1)2
.
• a) calculer la re´ponse impulsionnelle du syste`me,
• b) calculer la re´ponse du syste`me a` des conditions initiales y(0) = y0 et y˙(0) =
y˙0 (on suppose t0 = 0).
Correction: si l’utilisation des tables de transforme´es de Laplace permet de
re´pondre directement a` la question a): y(t) = te−t, il est recommande´ d’utiliser
une repre´sentation d’e´tat et l’e´quation (A.2) pour re´pondre a` la question b). Con-
side´rons une repre´sentation sous forme de Jordan du syste`me : x˙ =
[ −1 1
0 −1
]
x+
[
0
1
]
u
y = [ 1 0 ] x
. (A.9)
La matrice dynamique A n’e´tant pas diagonalisable (une valeur propre double), le
calcul de l’exponentielle de matrice eAt peut eˆtre effectue´ par son de´veloppement
limite´ :
eAt = I + At+
A2t2
2!
+
A3t3
3!
+
A4t4
4!
+ · · · .
On obtient alors :
e
 −t t
0 −t

=
[
1− t+ t2
2!
− t3
3!
+ · · · t− t2 + t3
2!
− t4
3!
+ · · ·
0 1− t+ t2
2!
− t3
3!
+ · · ·
]
=
[
e−t te−t
0 e−t
]
.
Re´ponse impulsionnelle: avec t0 = 0, x(t0) = 0 et u(t) = δ(t) (impulsion de Dirac),
l’e´quation (A.2) devient :
x(t) =
∫ t
0
[
(t− τ)eτ−t
eτ−t
]
δ(τ)dτ =
[
te−t
e−t
]
et y(t) = [1 0]x(t) = te−t .
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Re´ponse a` des conditions initiales (u(t) = 0): il faut maintenant e´tablir la relation
entre le vecteur d’e´tat x = [x1, x2]
T de la repre´sentation (A.9) et le vecteur constitue´
de la sortie y et de sa de´rive´e y˙ sur lesquelles sont spe´cifie´es les conditions initiales.
L’e´quation de mesure et sa de´rivation nous permet d’e´crire :[
y
y˙
]
=
[
1 0
−1 1
]
x ⇒ x(t0) =
[
1 0
1 1
] [
y0
y˙0
]
.
On en de´duit que :
y(t) = CeAtx(t0) = [1 0]
[
e−t te−t
0 e−t
] [
1 0
1 1
] [
y0
y˙0
]
= e−t(1 + t)y0 + te−ty˙0 .
Remarque: nous aurions pu e´galement conside´rer une repre´sentation sous forme
compagne horizontale qui fait directement apparaˆıtre dans le vecteur d’e´tat la sortie
et sa de´rive´e : [
y˙
y¨
]
=
[
0 1
−1 −2
] [
y
y˙
]
+
[
0
1
]
u . (A.10)
Le calcul de l’exponentielle de matrice donne alors :
e
 0 t−t −2t

=
[
e−t(1 + t) te−t
−te−t e−t(1− t)
]
.
2
A.2 Cas discret
Conside´rons le mode`le d’e´tat discret :{
x(k + 1) = Adx(k) + Bdu(k)
y(k) = Cdx(k) +Du(k)
(A.11)
La re´ponse de ce mode`le a` des entre´es de´terministes u(.) sur un horizon [k0, k] et a`
des conditions initiales x(k0) = x0 s’e´crit :
x(k) = Ak−k0d x0 +
k−1∑
i=k0
Ai−k0d Bdu(k − 1− i+ k0) (A.12)
y(k) = Cdx(k) +Du(k) (A.13)
la de´monstration est imme´diate en re´solvant la re´currence sur l’e´quation d’e´tat :
x(k) = Adx(k − 1) +Bdu(k − 1)
= A2dx(k − 2) + AdBdu(k − 2) +Bdu(k − 1)
= · · ·
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Remarque A.2 En appliquant (A.12) avec n0=0, x0 = 0 et u(i) = δ(i) (le Dirac
en discret: δ(0) = 1; δ(i) = 0 si i 6= 0), la re´ponse impulsionnelle ge´ne´rale du
syste`me de´fini par le quadruplet (Ad, Bd, Cd, D) s’e´crit donc:
f(0) = D, f(i) = CdA
i−1
d Bd ∀i ≥ 1 (f(i) = 0 si i < 0) .
La transforme´e en Z: F (z) =∑∞i=0 f(i)z−i permet de retrouver le re´sultat :
F (z) =
∞∑
i=1
CdA
i−1
d Bdz
−i+D = Cd(zI−Ad)−1Bd+D (∀z ∈ domaine de convergence).
(A.14)
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Appendix B
Passage d’un bruit dans un
syste`me line´aire
Les de´monstrations qui suivent sont extraites de la re´fe´rence [4] et adapte´es aux
notations de ce document.
B.1 Comple´ment: caracte´risation des signaux ale´atoires
discrets
On e´tend ici au cas discret les notions introduites au chapitre 1.
Soit w(n) une suite de variables ale´atoires.
• Espe´rance mathe´matique (moyenne) : m(n) = E[w(n)].
• Fonction d’autocorre´lation : φww(n, k) = E[w(n)wT (n+ k)].
• Stationnarite´ a` l’ordre 2 : m(n) = m; φww(n, k) = φww(k) ∀n .
• Variance : σ2w = φww(k)|k=0 .
• Spectre complexe :
Φww(z) =
∞∑
k=−∞
φww(k)z
−k , et inversement :
φww(k) =
1
2pij
∫
cercle unite´
Φww(z)z
k−1dz =
1
2pi
∫ pi
−pi
Φww(e
jθ)ejθkdθ .
• Densite´ spectrale de puissance : cette fonction de la pulsation ω suppose que
l’on introduise une e´chelle de temps. On introduit donc la pe´riode d’e´chantillonnage
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dt entre les e´ve´nements 1 w(n).
Φww(ω) = Φww(z)|z=ejωdt
On a alors :
φww(k) =
dt
2pi
∫ pi/dt
−pi/dt
Φww(ω)e
jω dt kdω et σ2w =
dt
2pi
∫ pi/dt
−pi/dt
Φww(ω)dω .
La variance est a` dt/2/pi pre´s, l’inte´grale de la densite´ spectrale de puissance
entre −pi/dt et pi/dt.
B.2 Approche temporelle
B.2.1 Cas continu
The´ore`me 1.1 (rappel de la page 21). Soit le syste`me line´aire continu:
˙x(t) = Ax(t) +Mw(t) . (B.1)
w(t) est un bruit blanc gaussien centre´ de densite´ spectrale de puissanceW . On note
m(t0) et P (t0) la moyenne et la covariance de l’e´tat initial x(t0) (lui aussi ale´atoire
gaussien mais inde´pendant de w(t)). On montre que x(t) est un signal ale´atoire
gaussien :
• de moyenne:
m(t) = E[x(t)] = eA(t−t0)m(t0)
• de covariance P (t) = E[(x(t)−m(t))(x(t)−m(t))T ] ve´rifiant l’e´quation diffe´rentielle
de Lyapunov :
˙P (t) = AP (t) + P (t)AT +MWMT . (B.2)
Si le syste`me est stable (toutes les valeurs propres de A sont a` partie re´elle
ne´gative) on tend vers un re´gime permanent: P˙ = 0 et P (t) = P ve´rifie alors
l’e´quation de Lyapunov continue :
AP + PAT +MWMT = 0 . (B.3)
De´monstration: l’inte´gration de l’e´quation (B.1) entre l’instant initial t0 et le
l’instant courant t s’e´crit :
x(t) = eA(t−t0)x(t0) +
∫ t
t0
eA(t−τ)Mw(τ)dτ
x(t) est donc une combinaison line´aire de signaux ale´atoires gaussiens (x(t0) et
w(τ)), x(t) est donc e´galement un signal ale´atoire gaussien. Calculons sa moyenne
m(t) = E(x(t)] et sa matrice de covariance P (t) = E[(x(t)−m(t))(x(t)−m(t))T ].
1On note θ = ωdt la pulsation re´duite.
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Moyenne m(t):
m(t) = eA(t−t0)E[x(t0)] +
∫ t
t0
eA(t−τ)M E[w(τ)]dτ ,
or E[w(τ)] = 0 (bruit centre´) et E[x(t0)] = m(t0) donc:
m(t) = eA(t−t0)m(t0) .
Covariance P (t):
x(t)−m(t) = eA(t−t0)
(
x(t0)−m(t0)
)
+
∫ t
t0
eA(t−τ)Mw(τ)dτ
= eA(t−t0)
(
x(t0)−m(t0) +
∫ t
t0
eA(t0−τ)Mw(τ)dτ
)
. (B.4)
(
x(t)−m(t)
)(
x(t)−m(t)
)T
= eA(t−t0)
((
x(t0)−m(t0)
)(
x(t0)−m(t0)
)T
+
+
∫ t
t0
eA(t0−τ)Mw(τ)
(
x(t0)−m(t0)
)T
dτ +
+
∫ t
t0
(
x(t0)−m(t0)
)
wT (τ)MT eA
T (t0−τ)dτ +
+
∫∫ t
t0
eA(t0−τ)Mw(τ)wT (u)MT eA
T (t0−u)dτdu
)
eA
T (t−t0) . (B.5)
P (t) = eA(t−t0)
(
P (t0) +
∫ t
t0
eA(t0−τ)M E
[
w(τ)
(
x(t0)−m(t0)
)T]
dτ+
+
∫ t
t0
E
[(
x(t0)−m(t0)
)
wT (τ)
]
MT eA
T (t0−τ)dτ +
+
∫∫ t
t0
eA(t0−τ)M E
[
w(τ)wT (u)
]
MT eA
T (t0−u)dτdu
)
eA
T (t−t0) . (B.6)
Du fait des hypothe`ses (x(t0) et w(τ) sont inde´pendants ∀ τ > t0 et w(t) est un
bruit blanc centre´), on peut affirmer:
• E
[
w(τ)
(
x(t0)−m(t0)
)T]
= 0
• E
[
w(τ)wT (u)
]
= Wδ(τ − u).
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On a donc:
P (t) = eA(t−t0)
(
P (t0) +
∫ t
t0
eA(t0−τ)MW MT eA
T (t0−τ)dτ
)
eA
T (t−t0) . (B.7)
et
˙P (t) =
dP (t)
dt
= AeA(t−t0)
(
P (t0) + · · ·
)
eA
T (t−t0) + eA(t−t0)
(
P (t0) + · · ·
)
eA
T (t−t0)AT
+eA(t−t0)
(
eA(t0−t)MW MT eA
T (t0−t)
)
eA
T (t−t0) . (B.8)
Soit:
˙P (t) = AP (t) + P (t)AT +MW MT . (B.9)
Remarque B.1 En re´gime permanent, la solution ge´ne´rale de l’e´quation
AP + PAT +MWMT = 0 s’e´crit :
P =
∫ ∞
0
eAtMWMT eA
T tdt .
En effet:
AP + PAT =
∫ ∞
0
AeAtMWMT eA
T t + eAtMWMT eA
T tATdt
=
∫ ∞
0
d[eAtMWMT eA
T t]
dt
dt
= [eAtMWMT eA
T t]∞0 = 0−MWMT (ssi A est stable) .
Si l’on note h(t) = eAtB, ∀t ≥ 0 la re´ponse impulsionnelle des e´tats x du syste`me,
on peut alors e´crire :
P =
∫ ∞
0
h(t)WhT (t)dt =
1
2pi
∫ ∞
∞
H(−jω)WHT (jω)dω (e´galite´ de Parseval)
= [L−1II Φxx(s)]s=0 avec: Φxx(s) = H(−s)WHT (s) .
Ces dernie`res e´galite´s permettent de faire le lien avec l’approche fre´quentielle qui
suit (the´ore`me 1.2) et de montrer que la variance est e´gale (a` 2pi pre`s) a` l’inte´grale
du carre´ de la re´ponse fre´quentielle du bruit.
B.2.2 Cas discret
The´ore`me B.1 Soit le syste`me line´aire discret:
x(k + 1) = Adx(k) +Mdwd(k) . (B.10)
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wd(k) est un bruit pseudo-blanc gaussien centre´ de densite´ spectrale Wd (c’est-a`-dire
E[wd(k)wd(k + j)
T ] = Wdδ(j)) . On note m(0) et P (0) la moyenne et la covari-
ance de l’e´tat initial x(k0) = x(0) (lui aussi ale´atoire gaussien mais inde´pendant de
wd(k)). On montre que x(k) est un signal ale´atoire gaussien :
• de moyenne:
m(k) = E[x(k)] = Ak−k0d m(0)
• de covariance P (k) = E[(x(k) − m(k))(x(k) − m(k))T ] ve´rifiant l’e´quation
re´currente de Lyapunov :
P (k + 1) = AdP (k)A
T
d +MdWdM
T
d . (B.11)
Si le syste`me est stable (toutes les valeurs propres de Ad sont de module
infe´rieur a` 1) on tend vers un re´gime permanent: P (k + 1) = P (k) = P
ve´rifie alors l’e´quation de Lyapunov discre`te:
P = AdPA
T
d +MdWdM
T
d . (B.12)
De´monstration: (elle est en fait beaucoup plus simple que dans le cas continu).
L’e´quation (A.12), qui fait apparaˆıtre x(k) comme une combinaison line´aire de vari-
ables ale´atoires gaussiennes, permet de conclure que x(k) est effectivement une vari-
able ale´atoire gaussienne. wd(k) e´tant centre´ (∀k), on peut conclure que E[x(k)] =
Ak−k0d m(0).
Enfin, on peut remarquer que x(k+1)−m(k+1) = Ad(x(k)−m(k))+Mdwd(k).
L’inde´pendance, a` tout instant k, des variables centre´es x(k) − m(k) et wd(k)
permet de conclure que P (k + 1) = AdP (k)A
T
d +MdWdM
T
d .
Remarque B.2 A partir de l’e´quation B.7 on retrouve l’e´quation de Lyapunov
discre`te dans le cas d’un syste`me continu e´chantillonne´ a` la cadence dt. Il suffit de
prendre t0 = n dt et t = (n + 1) dt ou` dt de´signe la pe´riode d’e´chantillonnage. On
note alors P (t) = P (n+ 1) et P (t0) = P (n), on obtient:
P (n+ 1) = eAdtP (n)eA
T dt +
∫ dt
0
eAuMWMT eA
Tudu
On note :
• eAdt = Ad: la matrice dynamique discre`te,
• ∫ dt
0
eAuMWMT eA
Tudu = Wd la matrice de covariance du bruit inte´gre´ sur une
pe´riode d’e´chantillonnage,
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pour obtenir:
Pn+1 = Ad PnA
T
d +Wd
(dont le re´gime permanent s’e´crit: Pn = Ad PnA
T
d+Wd). On retrouve bien l’e´quation
(B.11) avec Md = I.
On peut ve´rifier que :
• si A est inversible, Wd ve´rifie l’e´quation de Lyapunov:
AWd +WdA
T +MWMT − eAdtMWMT eAT dt = 0, (B.13)
• Wd ≈ dtMWMT si dt est petit par rapport au temps de re´ponse du syste`me.
Exemple B.1 (Illustration sous Matlab) On reprend l’exercice 1.6 que l’on comple`te
sous Matlab par une analyse de la variance du bruit w en temps discret :
% De´finition du filtre:
G=tf([-1 100],[1 50 10000])
% Calcul d’une re´alisation:
[A,B,C,D]=ssdata(G);
% Calcul de la variance par l’e´quation de Lyapunov continue:
P=lyap(A,B*B’); var_w=C*P*C’ % ==> var_w=1/50.
% Analyse en discret:
dt=0.001; A_d=expm(A*dt);
Wd=lyap(A,B*B’-A_d*B*B’*A_d’); %Dans cet exemple: W=I; M=B.
Pd=dlyap(A_d,Wd);var_wd=C*Pd*C’
% ==> on retrouve exactement la variance de w(t): var_w=1/50.
% Calcul aproximatif: Wd=dt*B*B’
Pdp=dlyap(A_d,dt*B*B’);var_wdp=C*Pdp*C’
% ==> cela ne marche pas trop mal.
2
B.3 Approche fre´quentielle
B.3.1 Cas continu
The´ore`me 1.2 (rappel). La sortie y d’un syste`me line´aire, continu et stable de´fini
par la matrice de transfert G(s)p×q et attaque´ par un signal ale´atoire stationnaire
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w de spectre complexe Φww(s)q×q est un signal ale´atoire stationnaire de spectre
complexe
Φyy(s)p×p = G(−s)Φww(s)GT (s) .
De´monstration: sans perte de ge´ne´ralite´ la de´monstration est faite dans le cas
d’un syste`me strictement propre (pas de transmission directe). On note (A, M , C)
la re´alisation du transfert G(s), c’est-a`-dire : G(s) = C(sI − A)−1M .
Par de´finition :
Φyy(s) =
∫ ∞
−∞
φyy(τ)e
−τ sdτ =
∫ ∞
−∞
E
[
y(t)yT (t+ τ)
]
e−τ sdτ (B.14)
Pour calculer y(t) nous allons utiliser la formule (A.2) dans la quelle nous choisirons
x(t0) = 0 et t0 = −∞ car on ne s’inte´resse qu’au re´gime permanent (re´gime station-
naire) :
y(t) =
∫ t
−∞
CeA(t−u)Mw(u)du =
∫ ∞
0
CeAvMw(t−v)dv (changement de variable: t− u = v) .
Φyy(s) =
∫ +∞
−∞
E
[∫ ∞
0
CeAvMw(t− v)dv
∫ ∞
0
wT (t+ τ − u)MT eATuCTdu
]
e−τsdτ
=
∫ +∞
−∞
{∫ ∫ ∞
0
CeAvME
[
w(t− v)wT (t+ τ − u)]MT eATuCT du dv} e−τsdτ
=
∫ +∞
−∞
{∫ ∫ ∞
0
CeAvMev sφww(τ + v − u)e−(τ+v−u)sMT eATuCT e−us du dv
}
dτ
=
∫ ∞
0
CeAvMev s dv
∫ +∞
−∞
φww(τ + v − u)e−(τ+v−u)s dτ
∫ ∞
0
MT eA
TuCT e−us du
= G(−s)Φww(s)GT (s) d’apre`s (A.8) et (B.14) .
B.3.2 Cas discret
The´ore`me B.2 (Passage d’un bruit dans un syste`me line´aire discret) La sor-
tie y d’un syste`me line´aire, discret et stable de´fini par la matrice de transfert
G(z)p×q et attaque´ par un signal ale´atoire w stationnaire de spectre Φww(z)q×q est
un signal ale´atoire stationnaire de spectre
Φyy(z)p×p = G(z−1)Φww(z)GT (z) .
De´monstration: sans perte de ge´ne´ralite´ la de´monstration est faite dans le cas
d’un syste`me strictement propre (pas de transmission directe). On note (Ad, Md,
Cd) la re´alisation du transfert G(z), c’est-a`-dire : G(s) = Cd(zI − Ad)−1Md.
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Par de´finition :
Φyy(z) =
+∞∑
i=−∞
φyy(i)z
−i =
+∞∑
i=−∞
E
[
y(k)yT (k + i)
]
z−i (B.15)
Pour calculer y(k) nous allons utiliser la formule (A.12) dans la quelle nous choisirons
x0 = 0 et k0 = −∞ car on ne s’inte´resse qu’au re´gime permanent (re´gime station-
naire) :
y(k) =
k−1∑
j=−∞
CdA
j−k0
d Mdw(k−1−j+k0) =
+∞∑
j=0
CdA
j
dMdw(k−1−j) (j ← j − k0) .
Φyy(z) =
+∞∑
i=−∞
E
[
+∞∑
j=0
CdA
j
dMdw(k − 1− j)
+∞∑
l=0
wT (k + i− 1− l)MTd AT
l
d C
T
d
]
z−i
=
+∞∑
i=−∞
{
+∞∑
j=0
+∞∑
l=0
CdA
j
dMdE
[
w(k − 1− j)wT (k + i− 1− l)]MTd AT ld CTd
}
z−i
=
+∞∑
i=−∞
+∞∑
j=0
+∞∑
l=0
CdA
j
dMdz
j+1φww(i− l + j)z−(i−l+j)MTd AT
l
d C
T
d z
−l−1
=
+∞∑
j=1
CdA
j−1
d Mdz
j
+∞∑
k=−∞
φww(k)z
−k
+∞∑
l=1
MTd A
T l−1
d C
T
d z
−l (k = i− l + j)
= G(z−1)Φww(z)GT (z) d’apre`s (A.14) et (B.15) .
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Appendix C
Code source Matlab des fichiers de
de´monstration
C.1 Fonction Kf t.m
function y=Kf_t(u)
% y=Kf_t(u)
% input:
% * u(1): time (t),
% * u(2:length(u)): innovation (y(t)-yhat(t))
% output:
% * y = Kf(t)*(y(t)-yhat(t))
global a c W P0
% Compute P(t):
Pinf=a+sqrt(a^2+W);
k=2*sqrt(a^2+W);
P=Pinf+k*(P0-Pinf)./(exp(k*u(1))*(P0-Pinf+k)+Pinf-P0);
% Compute Kf(t):
Kf=P*c’;
% Output
y=Kf*u(2:length(u));
C.2 Fichier demoKalman.m
% Global Variable declaration
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global a c W P0
% Kalman model data:
a=-1; % state space date
b=1;
c=1;
W=1; % Process noise spectral density
V=1;
P0=1; % Initial estimation error variance
X0=20; % Initial condition for the process output
% Simulation data
dt=0.01; % Integration sampling period
T=0; % Time delay in the validation model
% Start simulation:
sim(’simuKalman’);
% Output plots:
figure plot(output.time,output.signals.values(:,1),’g-’) hold on
plot(output.time,output.signals.values(:,2),’k-’,’LineWidth’,2)
plot(output.time,output.signals.values(:,3),’k-’)
plot(output.time,output.signals.values(:,4),’r-’,’LineWidth’,2)
% Compute state estimation error variance as a function of time:
t=output.time;
Pinf=a+sqrt(a^2+W);
k=2*sqrt(a^2+W);
Pdet=Pinf+k*(P0-Pinf)./(exp(k*t)*(P0-Pinf+k)+Pinf-P0);
% plot estimation+2*sigma:
plot(output.time,output.signals.values(:,4)+2*sqrt(Pdet),’r-’)
% plot estimation-2*sigma:
plot(output.time,output.signals.values(:,4)-2*sqrt(Pdet),’r-’)
legend(’y(t)’,’x(t)’,’u(t)’,’xhat(t)’,...
’xhat(t)+2\sigma’,’xhat(t)-2 \sigma’)
return
% Solution with a 2nd order Pade approximation of a 1 second delay
% taken into account in the Kalman filter:
T=1; sys=ss(a,b,c,0);
[num,den]=pade(T,2);
ret=tf(num,den);
sysret=sys*ret;
Introduction au filtre de Kalman Page 72/74
C.3 Fichier demoKalmand.m 73
[a,b,c,d]=ssdata(sysret);
W=1;
[Kf,P]=lqe(a,b,c,W,1);
% Output estimation error variance:
var=c*P*c’;
% Start simulation only in steady state behavior:
X0=0;
sim(’simuKalman_p’); % same as simuKalman.mdl but
% the matlab Function Kf_t is
% replaced by a static Gain
% Output plots:
figure plot(output.time,output.signals.values(:,1),’g-’) hold on
plot(output.time,output.signals.values(:,2),’k-’,’LineWidth’,2)
plot(output.time,output.signals.values(:,3),’k-’)
plot(output.time,output.signals.values(:,4),’r-’,’LineWidth’,2)
% plot estimation+2*sigma:
plot(output.time,output.signals.values(:,4)+2*sqrt(var),’r-’)
% plot estimation-2*sigma:
plot(output.time,output.signals.values(:,4)-2*sqrt(var),’r-’)
legend(’y(t)’,’x(t)’,’u(t)’,’xhat(t)’,...
’xhat(t)+2\sigma’,’xhat(t)-2 \sigma’)
C.3 Fichier demoKalmand.m
% Continuous-time model data:
A=[0 -1;0 0];
B=[1;0];
M=[0;1];
C=[1 0];
D=0;
sysc=ss(A,B,C,D);
V=1;
q=1; W=q^2;
% Continuous-time Kalman filter:
[Kf,P]=lqe(A,M,C,W,V)
dt=0.01;
% Compute Discrete-time model:
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sysd=c2d(sysc,dt,’zoh’);
[A_d,B_d,C_d,D]=ssdata(sysd)
Vd=V/dt
Wd=[1/3*q^2*dt^3 -1/2*q^2*dt^2;-1/2*q^2*dt^2 q^2*dt] % Wd can not
% be computed by a Lyapunov equation (equation B.13) since A
% is not invertible !! (see how Wd can be computed in LQED)
% Discrete-time Kalman filter using dlqe:
[Kfd1,Pd1]=dlqe(A_d,eye(2),C_d,Wd,Vd)
% Discrete-time Kalman filter using lqed (from continuous-time data):
[Kfd2,Pd2]=lqed(A,M,C,W,V,dt) %==> same solution !
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