Abstract-Performance tracking, consisting of system state identification, fault detection, and propagation prediction, is critical to system operation optimization and maintenance scheduling. It is typical that dynamic systems degrade in a nonlinear manner, often times accompanied by abrupt fault occurrences, before and after which the degradation rate varies. Commonly used state estimation techniques for uncertainty evaluation, such as extended or unscented Kalman filter and particle filter (PF), are suited for nonlinear system state tracking without abrupt transient phenomena. To address this challenge, an integrated performance tracking technique is developed. It consists of a local search PF, which can dynamically adjust its resampling operation to avoid sample impoverishment as is commonly seen in conventional PFs, and a total variation filter, which can detect transient changes in the system states due to abrupt fault occurrence. The developed technique is evaluated for fault detection and performance tracking of a heat exchanger, which is a key component in the heating, ventilation, and air conditioning system. The performance of the developed technique is first evaluated using a finite element model of a heat exchanger, under both normal and faulty conditions. Subsequently, evaluation using experimental data provided by the American Society of Heating, Refrigeration, and AC Engineering was performed. The results have confirmed the accuracy and reliability of the developed technique in fault detection and performance degradation tracking involving complex fault propagation scenarios.
I. INTRODUCTION

S
YSTEM performance tracking, as an integral element in performance health monitoring and prerequisite for remaining service life prognosis, provides the basis for operation optimization and preventative maintenance scheduling. The effectiveness of performance tracking lies in the accurate inference of system states through identification of variations in the health indicators that are reflective of the system states, extracted from sensor measurement. In the context of heating, ventilation, and air conditioning (HVAC) system, which typically consists of a chiller, an air handling unit, and multiple variable air volume terminal units, performance tracking of the chiller subsystem is critically important, given that it contributes to over 30% in energy consumption and accounts for around 50% faults occurrence in HVAC systems [1] . Within the chiller subsystem, condenser and evaporator perform the function of heat removal from the cooling liquid, providing the physical basis for heat exchangers. To characterize performance degradation of a heat exchanger, the following tasks need to be performed: 1) establishing a reference model relating health indicators to control policies (e.g., maintaining evaporator outlet water temperature) so as to obtain reference values for health indicators corresponding to nominal situations; 2) identifying fault type(s) by analyzing residuals of the health indicators obtained in the subsequent operation with respect to the reference values; 3) tracking perform degradation by trending variations in the residuals. A flowchart of these tasks is shown in Fig. 1 . Given that physics-based causal relationships between the health indicators and control parameters of a HVAC system may be difficult to establish quantitatively, numerical techniques are generally investigated as reported in the literature. A polynomial regression model [2] and a radial basis function (RBF) model [3] have been developed to express chiller health indicators as a function of the cooling load, chiller water supply temperature, and condenser inlet water temperature. Principal component analysis (PCA) has also been investigated to obtain a reference model, by first extracting principal components (PCs) from the control parameters as model inputs and then deriving a relationship between the PCs and health indicators [4] . A common limitation is that these methods consider only the pattern of data variation in the inputs to the model, neglecting the similarities that may exist between the inputs and outputs. In the case of PCA, such limitation can lead to the problem that the PCs extracted from the model inputs may not sufficiently describe the variations in the outputs, thus affecting the accuracy of the regression model. To improve modeling accuracy, a kernel-based partial least square (KPLS) method is investigated in this paper, which demonstrated improved ability in revealing the underlying connections between model inputs and outputs.
With the system model established, reference values of the health indicators can be determined when the system performs under nominal conditions. Residuals as a result of subsequent operation can then be obtained by comparing the subsequently calculated health indicators with the reference values. Variations (increase or decrease) in these residuals can be interpreted to characterize the type of fault(s). By observing the progression of the residuals, system performance degradation can be tracked.
Techniques for system tracking are commonly classified into two categories: data-driven and model-based. Data-driven methods rely on machine learning techniques (e.g., neural network [5] , support vector machine [6] , extreme learning machine [7] , etc.) to establish models for system characterization, using sensor data only. While this approach is straightforward to implement, its effectiveness is affected by the treatment of uncertainties due to variability in the environmental and operational conditions [8] . A model-based approach, in comparison, is initially established with physical or empirical knowledge, and subsequently updated through Bayesian inference to account for the stochasticity associated with the process and/or measurement [9] . Representative techniques include Kalman filter (KF) [10] and particle filter (PF) [11] . As degradation in dynamic systems may exhibit strong nonlinearity, PF has been found to be better suited than KF, because it performs system estimation by a set of randomly sampled particles, thereby not limited to linear systems [12] .
A common weakness associated with KF and PF is that they may be inadequate to accurately estimate system performance with time-varying degradation rates. In addition, the presence of abrupt faults in the system states and timevarying degradation rates pose challenges. To address these challenges, a total variation (TV) filter integrated with an enhanced PF, termed local search PF (LSPF), is developed. The TV filter detects transient occurrence, while the LSPF tracks gradual degradation with time-varying rates. In the LSPF, particles are not resampled within the same sample set, as is the case of the conventional PF [13] . Instead, the algorithm automatically adjusts the exploration neighborhood of the prior probability density function (pdf) according to the estimation obtained in the prior iterations, thus improving the reliability in tracking system variations.
The above-described algorithm is applied to fault type characterization and performance degradation tracking in heat exchangers (i.e., condenser and evaporator) in the chiller subsystem. Integrated with the KPLS technique, this paper contributes to the literature by the following: 1) proposing a series of health indicators to comprehensively represent and differentiate the health status of a heat exchanger; 2) investigating the KPLS algorithm for improving accuracy in modeling the relationships between health indicators and control parameters, as compared to prior work; 3) demonstrating an improved PF resampling method that is integrated with a TV filter, for improved robustness in heat exchanger performance degradation tracking. The rest of this paper is constructed as follows. In Section II, pertinent physical indicators for the heat exchanger's operation state and its modeling are discussed, followed by the derivation of the proposed LSPF integrated with TV in Section III. A finite element (FE) simulation model of the heat exchanger investigated in this study is presented in Section IV. Experimental evaluation of the numerical study is presented in Section V, to validate the effectiveness of the developed algorithms.
II. HEAT EXCHANGER MODELING
The major components of the chiller subsystem are illustrated in Fig. 2 , together with available observations (e.g., temperature of cooling water at the inlet and outlet of the condenser and hot/chilled water temperature at the evaporator, measured by sensors), for chiller performance monitoring. The condenser and evaporator perform the function of heat exchange, and are the subject of study in this paper. 
A. Health Indicators
A series of health indicators has been derived from the steady state of the heat transfer process, based on physical laws such as thermodynamics, to provide a system-level characterization of the heat exchanger's performance. These health indicators are time invariant under certain control policies, but change with the heat exchanger's system state and types of fault(s) occurred. Accordingly, variations in the indicators can be utilized for fault detection and fault type identification. In this paper, four commonly seen fault types have been investigated: 1) condenser fouling; 2) refrigerant leakage; 3) noncondensables; and 4) reduced water flow rate. Causal relationships between faults and health indicators are analyzed and summarized in the following.
Using condenser as a representative heat exchanger, the heat transfer process can be summarized as [2] 
and
The symbols Q, U , and A denote the heat transfer rate, heat transfer coefficient, and the surface area for heat exchange, T 0 and T N (K) are the temperature differences between the two streams of liquid (hot refrigerant and cooling water) measured at the condenser inlet and outlet, T WCI and T WCO (K) denote the inlet and outlet temperature of the cooling water, T RC (K) denotes the saturated temperature of the condenser, andṁ(kg/s) and c(J/kg·K) denote the mass flow rate and specific heat of water stream, respectively. Equation (1) is derived from the steady-state heat transfer regarding the two different media (refrigerant and water), and (2) considers the total heat absorption for the cooling water stream. If no energy loss occurs during the heat exchange process, then the heat transfer rate Q in (1) and (2) would be equal. Combining (1) and (2) results in
In (3), U A, as a proposed health indicator, represents the heat transfer efficiency, which varies with different fault types. For example, if fouling is present, the heat transfer area will decrease, leading to a decrease in the heat transfer efficiency. Similarly, refrigerant leakage and noncondensables cause a drop in the condenser pressure and saturated temperature, which in turn leads to decrease in the heat transfer efficiency [14] . Furthermore, from (3), another health indicator called logarithmic mean temperature difference of the condenser, which drives the heat transfer process, is proposed to evaluate the heat exchanger's performance
A phenomenon called subcooling occurs when the refrigerant is cooled below its saturated temperature, enabled by certain specific condenser structure. This is a useful indicator for characterizing the efficiency of the condenser, especially when refrigerant leakage and noncondensables faults are involved. The efficiency of subcooling is defined as
where T sub represents the subcooling temperature. Equation (5) characterizes the subcooling degree by normalizing the magnitude of sub-cooling temperature in the context of absolute temperature change in the condenser. For performance monitoring of the chiller system, the coefficient of performance (COP) is considered a significant parameter [15] , defined as
In (6), the numerator denotes the heat rejection rate by the chilled water in the evaporator and the denominator denotes the consumed electricity. Equation (6) reveals the percentage of useful work done by the chiller to cool down water from the environment being cooled relative to the entire work. Table I summarizes the association between variations in these four health indicators and different types of faults, based on the physical laws. The symbols "↑" and "↓" refer to an increase or decrease in the health indicators caused by a specific type of fault, respectively [2] . This provides the basis for fault type identification.
B. Reference Models for Fault Detection and Tracking
To detect variations in the health indicators, a reference model needs to be established first with respect to the control policy (i.e., maintaining preset control parameters) in order to obtain a reference base for the health indicators corresponding to the nominal situation. Health indicators calculated in subsequent usage of the heat exchangers are then compared with the reference base, to identify differences or residuals, which reflect upon performance change of the system and serve as the basis for fault detection and performance degradation tracking.
In this paper, the reference model that describes the nonlinear relationships between the health indicators (in Table I ) and control parameters (e.g., evaporator inlet water temperature, condenser inlet water temperature, and evaporator outlet water temperature) is established through KPLS method, when explicit physical knowledge about the system is not available [16] . 
For nonlinear system modeling, KPLS first maps the input y into a lifted-dimensional space, and PCs are extracted from y to describe variations in x. As a result, modeling of the original nonlinear relationships between x and y is transformed to the modeling of linear relationships between x and the extracted PCs. Specifically for this purpose, an RBF kernel, expressed as
transforms the input y from the original m-dimensional space (m is the number of control parameters) toŷ in an N-dimensional space (N is the sample size). Next, the first PC ofŷ t 1 is obtained by solving the optimization function that maximizes the correlation between the PC fromŷ and x [16] maximize
The weight vector w denotes contribution from the original data samples inŷ to the extracted first PC. Equation (9) can be solved by a Lagrange multiplier method. By subtracting the obtained first PC from the original input data, the remaining PCs can be obtained iteratively in the same way by solving (9). y and x can then be represented using the obtained PCs aŝ
Matrix T represents the PC space ∈ [t 1 , t 2 , …] extracted fromŷ. The elements of the matrix T have a decreasing order of correlation with the model output x. x can then be reconstructed in the PC space. The matrices R and Q denote the projection of model inputs and outputs in the PC space, respectively. E denotes the residual matrix. Substituting the representation of T byŷ in (9), the predicted system outputx is then given byx
The symbol W represents an extension of the weight vector w in (9) from one PC to multiple PCs. represents linear coefficients relating system input (observations after kernel mapping) to output (health indicators). In future usage of the heat exchanger under given operational conditions, prediction of reference values of health indicators can be obtained through a kernel-based mapping (from y toŷ) and linear regression via (fromŷ tox). The residuals of the calculated health indicators using (3)- (6), when compared with the reference values from (11) , are then used for fault detection and performance degradation tracking, as expressed bỹ
C. Performance Degradation Modeling
With the residuals of the health indicatorsx Cal calculated from (12) , fault detection and performance degradation tracking are performed, based on their increase or decrease as depicted in Table I . The physics underlying performance degradation is fault progression, which induces certain patterns of the health indicators' residualsx. Trending the patterns ofx, fault progression can be tracked and predicted. In this sense, x can be regarded as a representation ofx Cal without the effect of measurement noise and disturbance.
Performance degradation of a heat exchanger falls under two categories: gradual deterioration (e.g., due to fouling) and transient change (due to, e.g., sudden rupture of several tubes). Modeling of the latter typically uses a step function, whereas for the former, an exponential function is widely adopted in [17] . Its evolution model is assumed to have the form
The symbol A k−1 represents the scaling factor and B k−1 is the time-varying factor that determines the degradation rate at the sample time k − 1. Uncertainty in the process is expressed by m. The symbol τ represents the constant sampling interval. As a result, trending of performance degradation becomes a step-by-step estimation of the two parameters {A, B}. Prior knowledge about the distribution ranges of A and B is assumed to be known. It should be mentioned that for elements inx, the factors A and B may change with the degradation rate. Therefore, they should be recursively updated using the LSPF algorithm as described in the following.
III. PARTICLE FILTERING-BASED
PERFORMANCE TRACKING Degradation tracking through recursive estimation of the health indicators' residuals and the two parameters A and B in (13) is realized by means of integration of PF with TV filtering.
A. Local Search Particle Filter
The temporal behavior of a dynamical system can be estimated through Bayesian inference with a state evolution model and a measurement model. The state evolution model describes the progress of the system's states (e.g., residuals of the health indicators,x) over time, as shown in (13), which is conditionally based on the parameters θ [A and B in (13)] and process noise m. The measurement model describes the mapping from system statesx to noisy health indicators' residual that are directly˜x Cal calculated from sensor datã
In (14), k denotes the discrete time and n k represents measurement noise. Estimation ofx k givenx Cal,k at time k, known as a denoising process, can be achieved through calculating the posterior pdf p(x k |x Cal,k ) via Bayesian inference in two steps: prediction and update. These are illustrated in
where
Equations (15) and (16) translate the problem of posterior pdf estimation into the calculation of likelihood function
It should be noted that exact solution for (15) and (17) is usually intractable, due to difficulty in calculating the integral. PF employs a set of random samples or particles {x (15) is approximated as the summation of weighted random numbers
Equation (18) indicates that estimation of the posterior pdf depends on a predefined prior pdf p(x k , θ k |x k−1 , θ k−1 ), where particles are sampled initially. As exemplified in Fig. 3(a) , the circle and its size denote the particle and weight, respectively. Mapping from the prior pdf to the posterior pdf is regulated by the weights of particles. Adjustment of the weights is based upon new measurement (newx Cal ), by calculating the likelihood
An inherent problem of the conventional PF algorithm is particle degeneracy, meaning that after several iterations, most of the computational load is expended on the updating of particles with negligible contribution to the state update. A commonly adopted solution is importance resampling, which removes particles with small weights and retains particles with large weights, by comparing the normalized weight with a predefined number within 0∼1) [13] . A drawback is that this process introduces a particle impoverishment problem, reducing the number of unique particles significantly. These two problems are caused by the fact that the positions of particles sampled from the initial prior distribution are fixed throughout the estimation process, as illustrated in Fig. 3(b) . This limitation prevents the conventional PF algorithm from effective application to system degradation tracking with varying degradation rates.
Solution to this problem requires that the resampling strategy be refined to seek a balance between keeping particle diversity and ensuring particles' tracking performance. This can be achieved by enabling particles in the resampling process to explore a wider neighborhood beyond the initially sampled positions, based on their estimation performance from the previous iteration, instead of repeating themselves as they are located. This is illustrated in Fig. 3(c) , and realized by the following equations [18] : (20) where P represent the variance of particles
In (21), the expression r (l) :
indicates that the lth particle from iteration k is selected to enter into the estimation process at iteration step k + 1 as the i th particle. This particle is added by a perturbation to explore a wider neighborhood before entering into step k + 1. This perturbation is generated from a normal distribution, the variance of which is actually dominated by the difference between this particle' estimation result and the mean of all particles' estimation results 1/N N i=1 w i k θ i k (regarded as the optimal estimation at iteration k). The symbol h denotes the shrinkage coefficient, which decreases through the iteration process, to ensure particles gradually concentrates on an optimal exploration range.
Among all particles that are selected to enter into the next iteration, a particle that is closer to the optimal estimation will be assigned with a smaller exploration range, as the normal distribution that is used to generate the perturbation has a smaller variance. Otherwise, particles will be assigned with a larger exploration range. Dispersing samples not only increases the number of individual particles but also causes particles in the subsequent iterations to continuously move toward an optimal solution. Hence, the effect of initial sampling can be minimized in the final estimation result. The decreasing shrinkage coefficient ensures that samples will gradually converge at the optimal location, to help narrow down the confidence interval and provide accurate prediction. Iterative resampling performed as such can be regarded as approximation of continuous sampling, to break through the restriction on estimation accuracy due to limited and discrete particles. In Algorithm 1, a step-by-step description of the developed LSPF algorithm is presented.
B. Total Variation Filter
The TV filter is implemented by minimizing a nonquadratic cost function to preserve the edge (i.e., transient changes) information [19] . Given a time series of data q, the outputq is obtained by minimizing arg min
The first term in (23) 
where The cost function (24) is convex so that the TV filter can have guaranteed convergence. Numerous algorithms have been developed to use TV filter for solving the cost function (24). These algorithms have different convergence properties and computational requirements. Among them, an iterative algorithm, called alternating direction method of multipliers (ADMM), has been investigated to develop a fast algorithm, for which the cost function in (24) becomes [20] By separating the items u 0 and u 1 in (26), the optimization problem can be written as two cost functions ⎧ ⎨ ⎩ arg min
arg min
An optimized value of u 0 and u 1 can be determined by iteratively optimizing (27).
C. LSPF + TV
LSPF is able to track gradual deterioration of the system performance, expressed as an exponential function, but unable to detect abrupt fault occurrence. This is because transient changes in the health indicator's residualx cause LSPF to deviate from the true trajectory ofx. To track a degrading system with transient changes and/or varying degradation rates, a joint LSPF and TV method has been developed. For this purpose,x is divided into two parts,x P F andx T V , corresponding to gradual degradation (estimated by LSPF) and transient/step change (detected by TV), respectively. The algorithm of LSPF integrated with TV is depicted in Fig. 4 .
In Table II , the inputs and outputs associated with the three techniques investigated in this paper-KPLS, LSPF, and TV-are summarized.
LSPF as a step-by-step estimation is executed upon available new measurement result, while TV filter is a batch estimation process that requires a data series with a certain number L of data points. As a result, TV filter is performed upon the estimation results from LSPF. If a step change occurs in the temporal data series, the step change detected by TV would be inaccurate initially. This is because LSPF assumes that there is no transient change taking place in the time series, and therefore the estimated parameters are inaccurate, leading to the fact that the input to TV is not accurate. This means that the detected step change needs to be corrected by PF, with weights (28) and (29) as the weight update function -Add mean (x T V ) to allx P F obtained at k = 9
• for k > 10 & = integer times of 10 -perform weight update and resample as in k < 10 end for
• for k at integer times of 10 -perform transient change detection as in k = 10 end for
• End Algorithm 2 of particles updated upon [21] 
instead of using the likelihood function shown in (19) . As a result, each particle in the algorithm contains three elements:
In case the parameters vary before and after the transient changes, the corrected step change (mean value of the particles'x T V values) is then routed to LSPF to update parameters θ after transient change and (19) becomes
It should be noted that initialization of the data length L is critical: the larger the L estimated by the TV filter each time, the larger the accumulating estimation error. On the other hand, the data series is not enough to detect transient changes by the TV filter. The selection of L varies with specific application scenario, and can be determined through trial and error (e.g., L = 10). A step-by-step description of LSPF+TV filter is presented in Algorithm 2. 
IV. SIMULATION STUDY
To evaluate the performance of the developed LSPF and TV filter algorithm, an FE model of a scaled industrial shelltube heat exchanger is established in COMSOL to simulate both nominal and faulty cases. Specifically, the FE model simulates gradual degradation (i.e., fouling) through adding fouling layers on to the tube inner wall, while the fouling layer (calcium carbonate) and tube wall (structure steel) have different thermal conductivities. In this paper, the fouling layer thickness is gradually increasing from 0.07 to 1.44 mm (diameter of the tube: 15 mm), to simulate the degree of fouling up to 28.4%. Meanwhile, abrupt fault case were simulated by blocking the tubes completely. Fig. 5 illustrates the meshing plot for a shell-tube heat exchanger with the fouling degree of 26.3%, where 4 out of 37 tubes are blocked and fouling layer thickness for the rest of the tubes is chosen to be 1.3 mm. Process parameters, including the mass flow rate and inlet temperatures, are initialized as 7.85 kg/s and 5°C for the cooling water, and 74 g/s and 30°C for the hot air. Other boundary conditions include zero flow pressure at outlets and zero heat exchange (i.e., thermal insulation) at the shell wall, which are set according to the experiment setup in American Society of Heating, Refrigeration, and AC Engineering (ASHRAE) project 1043-RP [23] . The parameters for setting up the COMSOL model are listed in Table III . 6 illustrates the effect of the degree of fouling on the outlet temperature difference T N between water and refrigerant streams. Simulated performance degradation, denoted by the red line, includes one abrupt fault (four tubes blocked at the 16th month, equal to an increase of 9% in the fouling degree) and two stages of gradual fouling with different fouling rates (0.9% and 0.45% per month). Under the same mass flow rate, it is assumed that the deposition rate of dust and fouling rate decrease, since the heat exchange volume decreases and the stream flow velocity increases [22] . The hot air stream would have enough time to undergo sufficient heat transfer with the cold water stream to cool down its temperature to the level of the cold stream (i.e., saturation temperature), when there is no fouling and the mass flow rate is low. As the fouling degree and/or mass flow rate increase, the stream flow velocity would increase and the time for heat transfer decreases, leading to the increase in the outlet temperature of the air stream.
The unknown parameters A and B in (13) are initially modeled as probability distributions (e.g., even distribution) according to prior information. The parameters can then be continuously updated based on new measurements according to (15) - (19) . Fig. 7 shows heat exchanger performance tracking based on the integrated LSPF and TV filter, with U A in (3) as the system state.
The result indicates that the developed filter can track both gradual degradation and transient change accurately. It should be mentioned that the median of the estimation and estimation paths are plotted, given the last update of parameters during each degradation stage. For example, for stage 1 before the 16th month, the estimated states are calculated based on the updated parameters at the 16th month. This is also the reason why the confidence limits would increase over time. For the purpose of comparison, tracking by extended KF (EKF) and third-order polynomial regression are performed. It can be seen in Fig. 7 that LSPF+TV outperforms other methods in tracking accuracy, given as the root-mean-square error (RMSE), with the values for LSPF+TV, EKF, and polynomial regression shown in Table IV . Fig. 8 shows the evolution of the estimated parameters A and B, with the red lines as median estimations and blue lines as 90% confidence limits of the estimations. It is seen that the distributions of the estimated parameters continuously narrowed down, which as a result leads to more accurate parameter and system state estimation and tracking. This is because the particles continuously adjusted their exploration neighborhood according to the estimation performance demonstrated in the previous iterations. In addition, adjusting exploration neighborhood has also helped the particles detect and track changes in the degradation rate (before and after the 16th month).
As explained before, TV filtering is performed with input from the LSPF estimation. Hence, if LSPF assumes no transient change in the data series and therefore estimated parameters inaccurately, the step change estimated by TV will also be inaccurate. Correction by PF will thus be needed. As a result, convergence of the joint LSPF and TV filtering method can be characterized by convergence of the LSPF's step change correction. Fig. 9 illustrates the correction result through 140-iteration LSPF estimation. The result indicates the median of corrected step change (denoted by the red solid line) reaches a steady value starting from approximately the 50th iteration. The 90% confidence interval (denoted by Experimental chiller fault data provided by ASHRAE project 1043-RP have been utilized to evaluate the effectiveness of the developed performance tracking method. Data from four fault scenarios, including condenser fouling, refrigerant leakage, noncondensables, and reduced condenser water flow rate at different levels of severity were used in this paper for heat exchanger fault detection, fault type characterization, and performance degradation tracking [23] . The ASHRAE data were obtained under the control policy of maintaining the inlet and outlet water temperature at the evaporator and inlet water temperature at the condenser.
In the provided data set, condenser fouling was created by artificially blocking certain number of tubes in the condenser to simulate fault severity variation from 10% to 45%. Refrigerant leakage was created by reducing refrigerant from the system, and noncondensables data were obtained by adding nitrogen into refrigerant. Each fault type was generated for four levels of severity, and 27 independent tests were conducted for each severity level, resulting in 108 fault tests for each fault type.
B. Performance Tracking
As explained in Section II, a reference model was first established through the KPLS algorithm by relating the four health Variations in residuals of two health indicators (LMTD and heat transfer efficiency) under refrigerant leakage, and performance tracking by LSPF + TV.
indicators in Table I to three control parameters specified in the data set from ASHRAE: evaporator water inlet and outlet temperature and condenser water inlet temperature. In the ASHRAE data, values associated with nominal conditions were first used to train the KPLS reference model. This model is then evaluated by comparing the values predicted by the reference model to the values calculated directly from the sensor data, under nominal condition. As shown in Fig. 10 , The developed reference modeling method has shown to outperform previous approaches reported in the literature. The result of comparison is summarized in Table V .
Next, the reference model was used to predict the four health indicators under each of the four fault types. The residuals were then calculated by comparing the calculated values (directly from the sensor data) to the model-predicted reference values. By trending the residuals, performance degradation of the chiller system for the four types of fault was tracked by the developed LSPF+TV method. In Figs. 11-14 , tracking of the representative residuals (from two out of the four health indicators) is shown, for the four fault types.
From Figs. 11-14, it is seen that variations in the residuals associated with the corresponding health indicators vary for different fault types. The results indicate that the trend of variations in the residuals can be tracked using the state evolution model described in (13) , with the parameters A and B estimated by LSPF.
The occurrence of abrupt change of the LMTD residuals in Fig. 13 is caused by the fact that four levels of noncondensables fault severity were simulated by adding by 0.10, 0.16, 0.22, and 0.54 lb Nitrogen into the refrigerant, respectively. Between severity levels 3 and 4, there is a significant jump. The result confirmed that such a significant jump could be reliably detected by the developed LSPF + TV algorithm, using real-world data provided by ASHRAE.
VI. CONCLUSION This paper contributes to the literature of heat exchanger fault diagnosis and performance tracking by proposing a series of health indicators that comprehensively characterize the health status of heat exchangers, introducing a KPLS method for improving the accuracy in reference modeling of health indicators, and presenting an advanced PF resampling algorithm integrated with TV filter for system performance degradation tracking. Specifically for track performance degradation with time-varying rates, a local search strategy has been developed to refine the resampling process in the conventional PF filter to overcome the sample impoverishment problem with the following benefits: 1) automatically adjusting the exploration region to track the state and parameter variation and 2) narrowing down the confidence interval and providing more accurate information support for predictive control or maintenance. To detect transient changes of the system states caused by abrupt fault occurrence, a TV filter that can detect sharp edges (abrupt change in information) is investigated. In the simulation study performed using an FE model of a shell-tube heat exchanger, the results indicate that the developed method can track the fouling process with varying rates and abrupt fault accurately. This has further been confirmed using experimental data provided by ASHRAE. The developed method has shown to outperform other methods reported in the literature, and can be expanded to performance degradation tracking of other cyber physical systems, such as vehicle traffic regulation or tool wear in manufacturing machines, where trending of complex gradual and abrupt changes is required.
