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10 Inversion des matrices de Toeplitz dont le symbole admet un
ze´ro d’ordre fractionnaire positif, valeur propre minimale.
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Re´sume´
Inversion des matrices de Toeplitz dont le symbole admet un ze´ro d’ordre
fractionnaire positif, valeur propre minimale et ope´rateur diffe´rentiel assoc´ıe´.
Cet article pre´sente trois re´sultats distincts. Dans une premie`re partie nous donnons
l’asymptotique quand N tend vers l’infini des coefficients des polynoˆmes orthogonaux
de degre´ N associe´s au poids ϕα(θ) = |1− eiθ|2αf1(eiθ), ou` f1 est une fonction strictement
positive suffisamment re´gulie`re et α > 1
2
, α ∈ R \N . Nous en de´duisons l’asymptotique
des e´le´ments de l’inverse de la matrice de Toeplitz TN (ϕα) au moyen d’un noyau inte´gral
Gα. Nous prolongeons ensuite un re´sultat de A. Bo¨ttcher et H. Windom relatif a` l’asymp-
totique de la valeur propre minimale des matrices de Toepliz de symbole ϕα. On sait que
dans ce cas la plus petite valeur propre de cette matrice admet une asymptotique, quand
N tend vers l’nfini, de la forme cα
N2α
f1(1). Pour α ∈ N∗ A. Bo¨ttcher et H. Windom ob-
tiennent une asymptotique de cα quand α tend vers l’infini, et un encadrement de cα dans
les autres cas. Nous obtenons ici le meˆme type de re´sultat, mais pour α re´el positif.
Abstract
Inversion of Toeplitz matrices with singular symbol. Minimal eigenvalues.
Three results are stated in this paper. The first one is devoted to the study of the orthogonal
polynomial with respect of the weight ϕα(θ) = |1−eiθ|2αf1(eiθ), with α > 12 and α ∈ R\N,
and f1 a regular function. We obtain an asymptotic expansion of the coefficients of these
polynomials, and we deduce an asymptotic of the entries of (TN(ϕα))
−1
where TN (ϕα) is
a Toeplitz matrix with symbol ϕα. Then we extend a result of A. Bo¨ttcher and H. Widom
result related to the minimal eigenvalue of the Toeplitz matrix TN (ϕα). For N goes to the
infinity it is well known that this minimal eigenvalue admit as asymptotic cα
N2α
f1(1). When
α ∈ N the previous authors obtain an asymptotic of cα for α going to the infinity, and
they have the bounds of cα for the other cases. Here we obtain the same type of results
but for α a positive real.
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1 Introduction
Rappelons que si f est une fonction de L1(T) on appelle matrice de Toeplitz d’ordre N
de symbole f et on note TN (f) la matrice (N + 1) × (N + 1) telle que (TN (f))k+1,l+1 =
fˆ(l− k) ∀ k, l 0 ≤ k, l ≤ N , en notant hˆ(j) le coefficient de Fourier d’ordre j d’une fonction
h (voir [3]). Ici nous nous inte´ressons plus pre´cise´ment aux matrices de Toeplitz de symbole
f = |1−χ|2αf1 ou` f1 est une fonction de L1(T) strictement positive sur le tore et ou` α est un
re´el strictement supe´rieur a` −12 .
Le but de cet article est, dans une premie`re partie, de comple´ter les re´sultats de [16] et de
[17]. C’est a` dire de donner une expression asymptotique des termes (TN (f))
−1
k,l et des termes
(TN (f))
−1
k,1 avec k = [Nx] et l = [Ny]. Autrement dit nous nous inte´ressons aux e´le´ments
du ”coeur” de l’inverse de la matrice TN (f) et au ”coeur” de l’ensemble des coefficients du
polynoˆme orthogonal de degre´ N associe´ au symbole f . Nous avons fourni ces re´sultats pour
α ∈] − 12 , 12 ] dans [17] et pour α entier positif dans [16] (voir aussi, bien suˆr, [22], et [1]). Le
re´sultat pour α = 1 est duˆ a` Spitzer-Stone ([19]) et aussi a` Courant, Friedrichs, et Lewy ([6]).
Ici nous donnons l’expression de ces asymptotiques pour α non entier supe´rieur a` 12 ( voir
les the´ore`mes 1 et 2). On remarque que ces asymptotiques sont donne´s par des noyaux dont
l’expression est toujours la meˆme dans le cas des coefficients (TN (f))
−1
k,1. De plus les noyaux
Gα donnant l’asymptotique de (TN (f))
−1
k,l sont de la meˆme forme pour tous les α dans ]0,+∞[.
Un autre proble`me classique lie´ aux matrices de Toeplitz est celui de leurs valeurs propres et
particulie`rement de leurs valeurs propres extre´males ( [8],[23], [21], [22], [20]) et notamment
de la plus petite. Si λα de´signe la valeur propre minimale de TN (f) avec f = |1−χ|2αf1, avec
f1 fonction re´gulie`re, on sait que dans le cas ou` l’exposant α est un entier naturel strictement
positif ([4], [5], ) il existe une constante cα telle que pour N tendant vers l’infini
λα ∼ f1(1) cα
N2α
.
Kac, Murder et Szego¨ ont montre´ dans [9] que c1 existe et vaut = π
2 , et Parter a obtenu dans
[13] que l’existence de c2 et c2 = 500, 5467. Dans [15] et [14] Parter a montrer l’existence de cα
dans le cas ge´ne´ral pour des exposants entiers. C’est donc un proble`me ancien que d’e´valuer
ou au moins d’encadrer le re´el cα et aussi de chercher un asymptotique de cette constante
quand α tend vers l’infini. Dans [4] Bo¨ttcher et Widom re´pondent a` cette question pour α
entier. Nous reprenons ici ce proble`me pour des exposants α qui sont des re´els positifs non
entiers (the´ore`me 3). Dans le the´ore`me 3 nous montrons l’existence des constantes cα et nous
donnons une expression formelle de cα pour tout α positif. Nous en de´duisons ensuite des
encadrements des constantes cα pour les valeurs de α non entie`res situe´es dans les intervalles
]0, 12 [, [
1
2 , 1[ et ]1,+∞[ (corollaire 2). Enfin nous retrouvons dans le cas ou` α est un re´el positif
l’asymptotique de cα donne´ par Bo¨ttcher et Widom dans le cas entier (the´ore`me 5).
Dans le cas d’exposants re´els ne´gatifs, α ∈]− 12 , 0[ on pourra consulter [2]
2 Inverse des matrices de Toeplitz de symbole |1− eiθ|2αf1.
Nous conside´rons maintenant les matrices de Toeplitz TN (|1 − eiθ|2αf1) ou` α strictement
supe´rieur a` 12 , la fonction f1 e´tant re´gulie`re, appartenant a` l’ensemble A(T, 3/2) avec A(T, ν) =
{c ∈ L2(T)/∑n∈Z nν|cˆ(n)| <∞}, si l’on appelle cˆ(n) le coefficient de Fourier d’ordre n d’une
2
fonction c. Pour de telles fonctions f et f1 nous savons (voir [20]) qu’il existe des fonctions g et
g1 dans H
+
2 = {c ∈ L2(T)/cˆ(n) = 0 ⇐⇒ n < 0} telles que |1− eiθ|2αf1 = gg¯, f1 = g1g¯1 (avec
g = (1 − eiθ)g1). Dans la suite nous notons β(α)0 = (̂1/g)(0) et χ(θ) = eiθ . Le but de cette
section est d’e´tablir comple`tement les deux the´ore`mes qui suivent. Il faut noter que pour α
entier naturel strictement supe´rieur a` 1 ces the´ore`mes ont e´te´ comple`tement e´tablis dans [16],
et dans le cas ou` α est un re´el contenu dans l’intervalle ]−12 ,
1
2 ] ils ont e´te´ de´montre´s dans [17].
Ici nous en donnons les de´monstrations pour α > 12 . On peut remarquer que dans le cas ou` α
est ne´gatif le noyau intervenant dans l’expression des coefficients de l’inverse est diffe´rent de
celui que nous donnons ici. Il est par contre identique dans le cas ou` α ∈]0, 12 ] et pour α ∈ N.
The´ore`me 1 Si α > 12 , nous obtenons pour 0 < x < 1,
g1(1)
(
TN (|1− χ|2αf1)
)−1
[Nx]+1,1
= β
(α)
0 N
α−1 1
Γ(α)
xα−1(1− x)α + o(Nα−1),
uniforme´ment pour x dans [δ1, δ2], 0 < δ1 < δ2 < 1.
The´ore`me 2 Pour 0 < x, y < 1 et pour α > 12 nous obtenons
f1(1)
(
TN (|1− χ|2αf1)
)−1
[Nx]+1,[Ny]+1
= N2α−1
1
Γ2(α)
(
Gα(x, y)
)
+ o(N2α−1)
uniforme´ment en (x, y) pour 0 < δ1 ≤ x, y ≤ δ2 < 1 avec
Gα(x, y) = x
αyα
∫ 1
max(x,y)
(t− x)α−1(t− y)α−1
t2α
dt.
Rappelons que pour α = 1 cet e´nonce´ est connu depuis tre´s longtemps : c’est le the´ore`me de
Spitzer-Stone [19].
Corollaire 1 Si α > 12 on a, avec les meˆmes hypothe`ses que pour le the´ore`me 2,
f1(1)Tr
((
TN (|1− χ|2αf1
)−1)
= N2α
B(2α, 2α)
Γ2(α)(2α − 1) + o(N
2α).
Le re´sultat pour α ∈ N a e´te´ obtenu par A. Bo¨ttcher dans [1]. On obtient
f1(1)Tr
((
TN (|1− χ|2αf1
)−1)
= N2α
(2α − 1)!(2α − 2)!
(4α− 1)![(α − 1)!]2 + o(N
2α).
3 Valeurs propres minimales.
Remarque 1 Pour α > 12 nous pouvons prolonger la fonction Gα a` x = y. Ce n’est e´videmment
pas possible pour α ∈ [0, 12 ]. Nous pouvons ne´anmoins e´crire le the´ore`me ( 3), en faisant un
passage a` la limite dans le cas ou` α < 12 .
Rappelons tout d’abord la de´finition suivante
3
De´finition 1 Si f est une fonction de L2([0, 1]× [0, 1]) et n un entier naturel, nous noterons :
∗nf la fonction de´finie sur [0, 1] × [0, 1] par
∗nf(x, y) =
∫ 1
0
∫ 1
0
f(x, x1)
∫ 1
0
f(x1, x2) · · ·
∫ 1
0
f(xn−1, xn)f(xn, y)dxndxn−1 · · · dx2dx1
The´ore`me 3 Si f1 ∈ A(T, 3/2) et si λmin
(
TN (|1− χ|2αf1)
)
de´signe la valeur propre mini-
male de TN (|1 − χ|2αf1) avec λmin
(
TN (|1 − χ|2αf1)
) ∼ cα
N2α
f1(1) on a pour tout re´el α > 0
diffe´rent de 12 ,
f1(1)
N2α
(
lim
s→+∞
(∫ 1
0
∗sGα(t, t)dt
)1/s)
=
1
cα
(1 + o(1)) .
Corollaire 2 En gardant les meˆmes notations et hypothe`ses que pour le the´ore`me pre´ce´dent
on a les encadrements suivants pour la constante cα.
1. Si 0 < α < 12 alors
Γ(1− α)
Γ(1− 2α)
Γ(α)
Kα
≤ cα ≤ Γ(α)(4α + 1)Γ(1− a)
Γ(1− 2α)
avec
Kα =
(
1
2α
+
Γ2(2α)
Γ(4α)
+
Γ(1− 2α)Γ(α)
Γ(1− α)
)
2. Si 12 < α < 1 alors
Γ(4α)Γ2(α)(2α − 1)
Γ2(2α)
≤ cα ≤ Γ2(α)(2α + 1)(2α + 2)(2α + 3)
2
.
3. Si α ∈]1,+∞[\N∗ alors
Γ2(α)Γ(4α)
Γ(2α− 1)Γ(2α + 1) ≤ cα ≤
Γ2(α)
2
(2α − 1)(4α − 1)(24α−1).
Parmi les encadrements possibles de cα nous avons essaye´ de donner les encadrements les
meilleurs. Pour α entier supe´rieur ou e´gal a` 1 Bo¨ttcher et Widom obtiennent dans [4] l‘’encadrement
Γ2(α)Γ(4α)
Γ(2α − 1)Γ(2α + 1) ≤ cα ≤
4α + 1
2α + 1
Γ(4α+ 1)Γ2(α+ 1)
Γ2(2α + 1)
.
Nous ne pouvons pas re´cupe´rer le majorant dans le cas ou` α est un re´el positif non entier,
les arguments utilise´s e´tant spe´cifiques aux entiers. Ne´anmoins notre majorant est d’ ordre
comparable.
La valeur propre minimale est beaucoup plus difficile a` e´valuer dans le cas α = 12 .
Ne´anmoins en utilisant le corollaire 3 de [17] que nous rappelons ici
The´ore`me 4 Si f1 est une fonction re´gulie`re dans A(T,
3
2 ) on a
f1(1)Tr
(
TN (|1− χ|f1))−1
)
=
1
π
N lnN + o(N lnN).
4
nous obtenons imme´diatement la proprie´te´
Proprie´te´ 1 Si α = 12 on a
λmin
(
TN (|1− χ|2αf1)
) ≥ π
N lnN
.
Enfin de la meˆme manie`re que Bo¨ttcher et Widom dans [17]nous obtenons l’asymptotique de
cα lorsque α tend vers l’infini.
The´ore`me 5 Avec les hypothe`ses du corollaire pre´ce´dent nous pouvons e´crire, pour α tendant
vers plus l’infini
cα =
√
8πα
(
4α
e
)2α (
1 +O(1/
√
α)
)
.
4 De´monstration du the´ore´me 1. Cas ou` α > 1
2
.
4.1 Position du proble`me
Dans cette partie nous conside´rerons un symbole de la forme f = |1− χ|2αf1 avec f1 une
fonction re´gulie`re qui s’e´crit f1 = g1g¯1 et ou` α est un re´el strictement supe´rieur a`
1
2 . dans la
suite de la de´monstration nous supposerons, pour simplifier les notations, que g1(1) ∈ R. Pour
de tels α nous posons g = (1−χ)αg1 et 1g =
+∞∑
u=0
β(α)u χ
u. Nous avons ainsi β
(α)
0 =
1
2π
∫ π
−π
1
g(eiθ)
dθ.
Rappelons que les the´ore`mes 1 et 2 ont e´te´ e´tablis dans [17] pour α ∈] − 12 , 12 ] et dans [16]
pour α ∈ N∗. On pourra aussi consulter [18]. On peut noter que dans le cas particulier α = 1
le the´ore`me 2 correspond au ce´le`bre the´ore`me de Spitzer-Stone (voir [19]). Nous utiliserons
pour cela d’une manie`re de´terminante la proprie´te´ fondamentale des polynoˆmes pre´dicteurs
dont les coefficients sont obtenus en normalisant les termes de la premie`re colonne de l’inverse
deTN (f) par (TN (f))
1/2
1,1 (voir [11]).
Rappelons ici cette proprie´te´ ainsi que la formule de Gohberg-Semencul [7].
Proprie´te´ 2 Si PN de´signe le polynoˆme pre´dicteur du symbole h alors
∀s −N ≤ s ≤ N ĥ(s) =
(̂
1
PN
)
(s),
si ĥ(s) de´signe le coefficient de Fourier d’indice s de la fonction h. On a alors
TN (h) = TN
(
1
PN
)
. (1)
Proprie´te´ 3 (Goberg-Semencul) Si PN+1 =
N+1∑
u=0
βuχ
u un polynoˆme trigonome´trique de degre´
infe´rieur ou e´gal a` N + 1 on a , si k ≤ l
TN (
1
|PN+1|2 )
−1
k+1,l+1 =
k∑
u=0
β¯k−uβl−u −
N+k−l∑
N−l
βuβ¯u+l−k.
5
On remarque que la formule de Gohberg-Semencul et aussi la proprie´te´ 2 permettent de
calculer, en toute ge´ne´ralite´, les coefficients
(TN (f))
−1
h+1,l+1 , 0 ≤ h ≤ N, 0 ≤ l ≤ N quand on connaˆıt les coefficients (TN (f))−1k+1,1
0 ≤ k ≤ N. La de´marche naturelle est donc de d’obtenir d’abord le the´ore`me 1 et d’en de´duire
le the´ore`me 2.
Dans le cas ou` α > 12 la proprie´te´ fondamentale des polynoˆmes pre´dicteurs et la formule
de re´cursion 4 ci-dessous permettent de de´terminer les termes
(
TN (|1 − χ|2αf1)
)−1
k+1,1
pour
0 ≤ k ≤ N en fonction des termes (TN (|1− χ|2α−2f1))−1u+1,1 0 ≤ u ≤ N. Il est donc naturel
d’utiliser un raisonnement par re´currence pour obtenir les coefficients
(
TN (|1− χ|2αf1)
)−1
u+1,1
,
0 ≤ u ≤ N, pour tous les re´els α > 12 , α 6∈ N a` partir des e´le´ments
(
TN (|1− χ|2α−2f1)
)−1
k+1,1
,
0 ≤ k ≤ N . Dans le cas ou` −12 < α ≤ 12 ces coefficients sont connus explicitement ( voir [17]),
nous pouvons donc initialiser sans proble`me la re´currence. Plus pre´cise´ment pour un entier
positif p et si α est un re´el appartenant a` l’ensemble ]p+ 12 , p+
3
2 ] \ {p} nous allons de´duire, a`
l’aide de la formule 4, les coefficients de la premie`re colonne de
(
TN (|1− χ|2αf1)
)−1
de ceux
de
(
TN (|1 − χ|2α−2f1)
)−1
que nous supposerons connus.
4.2 Formules pre´liminaires.
Citons tout d’abord le re´sultat suivant e´tabli, comme nous l’avons de´ja` dit, dans [17].
The´ore`me 6 Si −12 < α <
1
2 et 0 < x < 1
g1(1)
(
TN (|1− χ|2αf1)
)−1
[Nx]+1,1
= β
(α)
0
Nα−1
Γ(α)
xα−1(1− x)α + o(Nα−1)
uniforme´ment par rapport a` x, sur tout intervalle [δ1, δ2], 0 < δ1 < δ2 < 1.
The´ore`me 7 Avec les meˆmes hypothe`ses que dans le the´ore`me pre´ce´dent nous avons, pour
tout k ∈ N tel que lim
N→∞
k
N
= 0, les relations suivantes
1. (
TN (|1− χ|2αf1)
)−1
k+1,1
= β
(α)
0
(
β
(α)
k −
α2
N
β
(α+1)
k
)
(1 + o(1)) , N →∞ (2)
2. (
TN (|1− χ|2αf1)
)−1
N+1−k,1
= β
(α)
0
(
g(1))
g¯1(1)
β
(α+1)
k
)
α
N
(1 + o(1)) , N →∞, (3)
les deux formules e´tant uniformes en k pour k ∈ [0, [Nǫ]], ǫ e´tant un entier suffisamment petit.
(On pourra consulter [10] pour la de´monstration de ce dernier the´ore`me).
Dans la suite de la de´monstration nous allons utiliser la formule de re´cursion suivante
permettant de calculer pour tout polynoˆme de degre´ N +1 les termes
(
TN,|1−χ|2/|PN+1|2
)−1
k+1,1
en fonction des coefficients de PN+1. Cette formule a e´te´ e´tablie dans [16]. Comme nous l’avons
montre´ dans ce meˆme article, elle permet de calculer le polynoˆme pre´dicteur de |1 − χ|2h en
fonction de celui de h. Si PN+1 =
∑N+1
u=0 βuχ
u cette formule s’e´crit :
(
TN,|1−χ|2/|PN+1|2
)−1
k+1,1
= β¯0
k∑
u=0
β¯k−u +
1
N + 1 +A(PN+1)
β¯0AN,k (4)
6
avec :
1. AN,k =
(
Q˜′2,k(1)PN+1(1)/P¯N+1(1)− (Q′1,k)(1) +
k∑
u=0
βu
)
,
2. A(PN+1) = −2ℜ(P¯ ′N+1(1)PN+1(1))/|PN+1(1)|2
3. Q˜2,k(r) =
N+1∑
u=N+2−k
β¯ur
u−(N+1)+k Q1,k(r) =
k∑
u=0
βur
k−u+2.
Enfin nous noterons par 1N+2+A(PN+1,α) ou` PN+1,α le polynoˆme pre´dicteur de |1− χ|2αf1,
et nous poserons :
PN+1,α =
N+1∑
u=0
γ(α)u χ
u.
Il est facile de se convaincre que pour pouvoir utiliser la formule (4) pour passer de la connais-
sance de
(
TN (|1− χ|2αf1)
)−1
k+1,1
a` celle de
(
TN (|1− χ|2α+2f1)
)−1
k+1,1
nous avons besoin de
connaˆıtre les quantite´s
– (
TN (|1− χ|2αf1)
)−1
k+1,1
quand lim
N→+∞
k/N = 0
– (
TN (|1− χ|2αf1)
)−1
k+1,1
quand lim
N→+∞
k/N = x, 0 < x < 1
– (
TN (|1− χ|2αf1)
)−1
N−k+1,1
quand lim
N→+∞
k/N = 1
–
PN+1,α(1) et P
′
N+1,α(1).
Pour α ∈]− 12 , 12 ] nous connaissons les trois premie`res quantite´s. Il nous faut obtenir les deux
dernie`res. Ces valeurs peuvent facilement se de´duire des re´sultats par un passage a` la limite
dans le the´ore`me 1.4 de l’article [12].
Nous sommes finalement conduits a` e´tablir l’hypothe`se de re´currence suivante, qui doit
eˆtre ve´rifie´e pour tout entier naturel p.
Hypothe`se de re´currence Pour tout entier p ∈ N et tout re´el α ∈]p − 12 , p + 12 ] \ {p} nous
avons les asymptotiques suivantes
1. (
TN (|1 − χ|2αf1)
)−1
k+1,1
= β
(α)
0 β
(α)
k (1 + o(1)) pour limN→+∞
k/N = 0
Si lim
N→+∞
k/N = x, 0 < x < 1 nous avons
2. (
TN (|1 − χ|2αf1)
)−1
k+1,1
= β
(α)
0
Nα−1
Γ(α)g1(1)
xα−1(1− x)α + o(Nα−1)
3. (
TN (|1− χ|2αf1)
)−1
N−k+1,1
= O
(
max(Nα−1),
1
N
)
pour lim
N→+∞
k/N = 0
7
4.
PN+1,α(1) =
Nα
g1(1)
Γ(α+ 1)
Γ(2α+ 1)
+ o(Nα), P ′N+1,α(1) =
Nα+1
g1(1)
Γ2(α+ 1)
Γ(2α+ 2)Γ(α)
+ o(Nα+1).
Pour p = 0 ( c’est a` dire α ∈] − 12 , 12 [) ces points sont e´tablis : ce sont les the´ore`mes 6 et
7 pour les points 1. 2. et 3. et un passage a` la limite dans [12]. Il nous faut maintenant les
e´tablir pour l’entier p+1 en les supposant vrais pour p. Cependant certains calculs demandent
un traitement diffe´rent selon que le re´el α est positif ou ne´gatif. Nous serons donc amene´s a`
distinguer parfois ces deux cas dans nos de´monstrations. Remarquons enfin que l’uniformite´
de l’expression asymptotique passe de α a` α′ = α+ 1 graˆce a` la relation (4).
4.3 Calcul de l’asymptotique de (TN (|1− χ|2αf1))−1k+1,1 quand limN→+∞ k/N = 0
Dans un premier temps il est facile de ve´rifier que l’hypothe`se de re´currence, jointe a` la
formule 4 et a` la normalisation du polynoˆme pre´dicteur, donne, pour tout α > 0, γ
(α+1)
0 =
γ
(α)
0 = β
(α)
0 +O(
1
N ).
Si maintenant kN → 0 quand N tend vers l’infini, la formule (4) devient
(
TN (|1− χ|2/|PN+1|)
)−1
k+1,1
=
k∑
u=0
γ(α)u +
2α + 1
N
(
−(k + 1)
k∑
u=0
γ(α)u +
k∑
u=0
uγ(α)u
)
(1 + o(1)) .
si k prend une valeur fixe suffisamment petite (k = 0, 1, 2 · · · ), le re´sultat est obtenu imme´diatement
pour α+ 1. Si ce n’est pas le cas nous pouvons remarquer que
k∑
u=0
β(α)u = β
(α+1)
k et
k∑
u=0
uβ(α)u ∼ αβ(α+2)k−1 ∼ αβ(α+1)k
k
(α+ 1)
. Nous pouvons alors e´crire
(
TN (|1− χ|2/|PN+1|)
)−1
k+1,1
=
= β
(α)
0
(
β
(α+1)
k +
2α+ 1
N
(
− (k + 1)β(α+1)k + αβ
(α+1)
k
k
α+ 1
))
(1 + o(1)) .
C’est a` dire que quand kN → 0 quand N tend vers l’infini nous avons(
TN (|1 − χ|2/|PN+1|)
)−1
k+1,1
= β
(α)
0 β
(α+1)
k (1 + o(1)) ,
ce qui s‘’e´crit encore(
TN (|1− χ|2(α+1)f1
)−1
k+1,1
= β
(α+1)
0 β
(α+1)
k (1 + o(1)) .
Nous avons donc de´montre´ le point 1. de la re´currence.
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4.4 Calcul de l’asymptotique de (TN (|1− χ|2αf1))−1N−k+1,1 quand
lim
N→+∞
k/N = 1
L’hypothe`se de re´currence et la formule de re´cursion (4) permettent d’e´crire, en utilisant
l’hypothe`se g1(1) ∈ R(
TN (|1− χ|2/|PN+1|)
)−1
k+1,1
∼ PN+1(1) +
+
2α+ 1
N
(
P ′N+1(1)− o(N)PN+1(1) +
g1(1)
g¯1(1)
(
P ′N+1(1)−NPN+1(1)
))
∼ O(Nα) = O
(
(max(Nα
′
,
1
N
)
)
.
L’e´galite´ O(Nα) = O
(
(max(Nα
′−1, 1N )
)
e´tant une conse´quence de p ≥ 0 nous obtenons ainsi
l’e´galite´ annonce´e, c’est a` dire le point 3. de l’hypothe`se de re´currence. Dans les paragraphes
qui suivent nous allons maintenant e´tablir le point 2. de cette hypothe`se.
4.5 Calcul de l’asymptotique de (TN (|1− χ|2αf1))−1N−k+1,1 quand
lim
N→+∞
k/N = x, 0 < x < 1.
Dans ce cas nous pouvons e´crire la formule 4 de la manie`re suivante(
TN (|1 − χ|2/|PN+1|)
)−1
k+1,1
= (5)
= γ¯
(α)
0
(
k∑
u=0
γ
(α)
k−u +
1
N + 1 +A(PN+1)
× (6)
×
(
N1∑
u=N+2−k
γ
(α)
u (u− (N + 1) + k) PN+1(1)
PN+1(1)
−
k∑
u=0
γ(α)u (k − u+ 1)
))
(1 +O(1/N))
Calcul de la somme
k∑
u=0
γ
(α)
k−u.
Cas α < 0.
Ecrivons
k∑
u=0
γ
(α)
k−u = S1 + S2 avec S1 =
[Nǫ]∑
u=0
γ(α)u et S2 =
k∑
[Nǫ]+1
γ(α)u , avec ǫ un re´el positif qui
tend vers ze´ro. On trouve
S1 =
1
Γ(α+ 1)g1(1)
[Nǫ]α + o(Nα),
et
S2 =
1
Γ(α)g1(1)
Nα
(∫ x
[Nǫ]+1)/N
tα−1 ((1− t)α − 1) dt+
∫ x
[Nǫ]+1)/N
tα−1
)
+ o(Nα)
=
1
Γ(α)g1(1)
Nα
(∫ x
[Nǫ]+1)/N
tα−1 ((1− t)α − 1) dt+ x
α
α
− [Nǫ]
α
α
)
+ o(Nα).
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Ce qui donne finalement
k∑
u=0
γ
(α)
k−u =
1
Γ(α)g1(1)
Nα
(∫ x
[Nǫ]+1)/N
tα−1 ((1− t)α − 1) dt+ x
α
α
)
+ o(Nα).
Cas α > 0.
La formule d’Euler Mac-Laurin donne imme´diatement
k∑
u=0
γ
(α)
k−u =
1
Γ(α)g1(1)
Nα
∫ x
0
tα−1(1− t)αdt+ o(Nα).
Calcul de la somme
N+1∑
u=N+2−k
uγ(α)u .
La` aussi la formule d’Euler Mac-Laurin donne imme´diatement dans tous les cas
N+1∑
u=N+2−k
uγ(α)u =
Nα+1
Γ(α)g1(1)
∫ 1
1−x
tα(1− t)αdt+ o(Nα+1).
Calcul de la somme
N+1∑
u=N+2−k
γ(α)u .
On obtient de meˆme, en utilisant les points 1 et 3 de l’hypothe`se de re´currence
N+1∑
u=N+2−k
γ(α)u (k −N − 1) = Nα(k −N − 1)
∫ x
1−x
tα−1(1− t)αdt+ o(Nα+1) + o(Nα+1).
Le dernier point de l’hypothe`se de re´currence permet d’autre part d’affirmer que, nous avons,
dans tous les cas
A(PN+1,α) = − 2α
2α+ 1
N + o(N).
Fin de la de´monstration point 2. Nous avons obtenu :
– si α < 0 (
TN
(
|1− χ|2(α+1)
|PN+1|2
))−1
k+1,1
= Nα
β¯α0
Γ(α)g1(1)
kα,1(x) + o(N
α−1),
avec
kα,1(x) =
∫ x
0
tα−1 ((1− t)α − 1) dt+ x
α
α
+
+ (2α + 1)
(∫ 1
1−x
tα−1(1 − t)α(t+ x− 1)dt +
∫ x
0
tα(1− t)αdt
− x
α+1
α
− x
∫ x
0
tα−1 ((1− t)α − 1) dt
)
,
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– si α > 0 (
TN
(
|1− χ|2(α+1)
|PN+1|2
))−1
k+1,1
= Nα
β¯α0
Γ(α)g1(1)
kα,2(x) + o(N
α−1),
avec
kα,2(x) =
∫ x
0
tα−1(1− t)αdt++(2α+ 1)
(∫ 1
1−x
tα−1(1− t)α(t+ x− 1)dt
+
∫ x
0
tα(1− t)αdt− x
∫ x
0
tα−1(1− t)αdt
)
.
On ve´rifie par un calcul imme´diat que
d2
dx2
kα,1(x) =
d2
dx2
kα,2(x) =
1
α
d2
dx2
(
xα(1− x)α+1) .
Puisque le de´veloppement en se´rie entie`re de ces trois fonctions est une somme de termes en
tα+j , j ∈ N∗ ces fonctions ne peuvent diffe´rer d’un polynoˆme de degre´ un. Elles sont donc
e´gales, ce qui ache`ve de prouver le point 2 de la re´currence.
4.6 Calcul de PN+1,α(1) et de P
′
N+1,α(1)
Ces quantite´s sont e´tablis pour α ∈]− 12 , 12 [. Le calcul dans le cas ge´ne´ral est une simple
application des points 1. 2. 3. de la re´currence et de la formule d’Euler et Mac-Laurin.
5 De´monstration du the´ore`me 2 et du corollaire 1
5.1 De´monstration du the´ore`me 2
Le the´ore`me a e´te´ de´montre´ pour α ∈]− 12 , 12 ] dans [17], et pour le cas ou` α est un entier
dans N dans [16]. Ici nous le de´montrons pour α ∈]p− 12 , p+ 12 [.Pour cela nous allons bien suˆr
utiliser les re´sultats du the´ore`me 1.
La formule de Gohberg-Semencul donne, pour k ≤ l,
(
TN (|1− χ|2α−2f1)
)−1
k+1,l+1
=
k∑
u=0
γ¯
(α)
k−uγ
(α)
l−u −
N+k−l∑
u=N−l
γ(α)v γ¯
(α)
v+l−k,
avec toujours, si k = [Nx], 0 < x < 1
γ(α)u =
Nα−1
Γ(α)g1(1)
xα−1(1− x)α + o(Nα−1).
Posons k = [Nx], l = [Ny], 0 < x ≤ y < 1. On peut dans un premier temps e´crire, en posant
k0 = [Nǫ], ǫ > 0
k∑
u=0
γ¯
(α)
k−uγ
(α)
l−u =
k−k0∑
u=0
γ¯
(α)
k−uγ
(α)
l−u +
k∑
u=k−k0+1
γ¯
(α)
k−uγ
(α)
l−u.
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On a clairement
k∑
u=k−k0+1
γ¯
(α)
k−uγ
(α)
l−u = o(N
2α−1).
D’autre part
k−k0∑
u=0
γ¯
(α)
k−uγ
(α)
l−u =
=
N2α−2
Γ2(α)f1(1)
k−k0∑
u=0
((k − u
N
)α−1(
1− k − u
N
)α( l − u
N
)α−1(
1− l − u
N
)α
+ o(1)
)
=
N2α−1
Γ2(α)f1(1)
∫ x
0
(x− t)α−1(1− x+ t)α(y − t)α−1(1− y + t)αdt+ o(N2α−1).
Si J1 =
∫ x
0 (x− t)α−1(1−x+ t)α(y− t)α−1(1−y+ t)αdt, nous pouvons e´crire, en posant u = tx ,
puis w = 1− u, on a
J1 = x
α
∫ 1
0
(1− u)α−1 (1− x(1− u)) (y − ux)α−1(1− y + xt)αdt
J1 = x
α
∫ 1
0
wα−1(1− xw)α (y − (1− w)x)α−1 (1− y + x(1− w))α dw.
Enfin en posant v = wx il vient
J1 =
∫ x
0
vα−1(1− v)α(y − x+ v)α−1(1− y + x− v)αdv.
Nous avons de meˆme
N+k−l∑
u=N−l
γ(α)v γ¯
(α)
v+l−k =
k∑
v=0
γ
(α)
v+N−lγ¯
(α)
v+N−k =
N2α−2
Γ2(α)f1(1)
Sα,k,N
avec
Sα,k,N =
( k∑
v=0
(
v +N − k
N
)α−1(
1− v +N − k
N
)α(v +N − l
N
)α−1(
1− v +N − l
N
)α
+ o(1)
)
=
N2α−1
Γ2(α)f1(1)
∫ x
0
(1 + t− x)α−1(x− t)α(1 + t− y)α−1(y − t)αdt+ o(N2α−1)
Si l’on pose
J ′ =
∫ x
0
(1 + t− x)α−1(x− t)α(1 + t− y)α−1(y − t)αdt
le changement de variables u = tx donne
J ′ = xα+1
∫ 1
0
(1− x(1− u))α−1 (1− u)α(1− y + ux)α−1(y − ux)αdu.
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L’on pose alors successivement w = 1− u et v = xw. Cela donne d’abord
J ′ = xα+1
∫ 1
0
(1− xw)α−1 wα(1− y + x− wx)α−1(y − x+ wx)αdu,
puis
J ′ =
∫ x
0
(1− v)α−1 vα(1− y + x− v)α−1(y − x+ v)αdv.
Nous devons maintenant e´valuer J − J ′. Nous obtenons tous calculs faits
J1 − J ′ =
∫ x
0
vα−1(1− v)α−1(y − x+ v)α−1(1− y + x− v)α−1(1− y + x− 2v)dv
=
∫ x
0
(v − vy + vx− v2)α−1(y − x+ v − vy + vx− v2)α−1(1− y + x− 2v)dv
Effectuons maintenant le changement de variables v1 = v − vy + vx − v2. L’inte´grale J − J ′
devient
J1 − J ′ =
∫ x−xy
0
vα−11 (y − x+ v1)α−1dv1.
Ce qui devient, en posant v2 = x− v1
J1 − J ′ =
∫ x
xy
(x− v2)α−1(y − v2)α−1dv2
ou encore avec v3 =
v2
xy
J1 − J ′ = xαyα
∫ 1/y
1
(1− xv3)α−1(1− yv3)α−1dv3;
En posant pour finir z = 1v3 on obtient le re´sultat attendu, c’est a` dire
J − J ′ = xαyα
∫ 1
1/y
(z − x)α−1(z − y)α−1
z2α
dz.
5.2 Calcul de la trace quand α > 1
2
Le the´ore`me 2 et la proprie´te´ d’uniformite´ e´nonce´e dans ce the´ore`me permettent d’e´crire,
si ǫ est un re´el qui tend vers ze´ro,
Tr
(
TN (|1− χ|2αf1)
)−1
=
N−Nǫ∑
v=Nǫ
N2α−1
(2α− 1)Γ2(α) (
k
N
− 1)2α−1( k
N
)2α−1 + o(N2α)
=
N2α
(2α− 1)Γ2(α)
∫ 1
0
x2α−1(x− 1)2α−1dx+ o(N2α)
=
N2α
(2α− 1)Γ2(α)B(2α, 2α) + o(N
2α)
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6 De´monstration du the`ore`me 3
6.1 Cas ou` l’exposant α est supe´rieur a` 1
2
Le re´el α e´tant fixe´ nous introduisons la notation ϕα = |1 − χ|2αf1. De´montrons d’abord
le lemme
Lemme 1 Posons ϕα = |1− χ|2αf1 avec α > 12 . Alors si kN tend vers 0, et 0 ≤ l ≤ N on a
(TN (ϕα))
−1
k+1,l+1 = o(N
2α−1)
(TN (ϕα))
−1
N−k+1,l+1 = o(N
2α−1).
De meˆme si lN tend vers 0, et 0 ≤ k ≤ N on a
(TN (ϕα))
−1
k+1,l+1 = o(N
2α−1)
(TN (ϕα))
−1
k+1,N−l+1 = o(N
2α−1),
les quatre formules ci-dessus e´tant uniformes sur [0, [Nǫ]]× [0, N ] ou sur [0, N ]× [0, [Nǫ]] pour
ǫ assez petit.
Preuve : Avec les meˆmes notations que pre´ce´demment nous avons toujours
(TN (ϕα))
−1
k+1,l+1 =
min(k,l)∑
u=0
γ¯αk−uγ
α
l−u −
N−max(k,l)+min(k,l)∑
u=N−max(k,l)
γ¯αu γ
α
u−max(k,l)+min(k,l).
En utilisant les points 1,2,3, de l’hypothe`se de re´currence on obtient facilement que si kN ou
l
N dans [0, Nǫ] avec ǫ → 0 les deux sommes intervenant de l’e´galite´ ci-dessus sont d’ordre
o(N2α−1).
De meˆme si kN = x > 0 et
l
N = 1 − ǫ on a, en re´utilisant les calculs de la de´monstration du
the´ore`me (2) :
k∑
u=0
γ¯αk−uγ
α
l−u =
=
N2α−1
Γ2f1(1)
∫ x
0
(x− t)α−1(1− x+ t)α(1− t)α−1tαdt+ o(N2α−1)
et
N−l+k∑
u=N−l
γαu γ¯
α
u−l+k =
=
N2α−1
Γ2f1(1)
∫ x
0
(1 + t− x)α−1(x− t)αtα−1(1− t)αdt+ o(N2α−1).
Les meˆmes changements de variables que ceux effectue´s dans la de´monstration du the´ore`me 2
donnent alors
(TN (ϕα))
−1
k+1,l+1 = o(N
2α−1).
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✷De´montrons maintenant le the´ore`me proprement dit dans le cas α supe´rieur a` 12 . Nous avons
bien e´videmment, pour tout entier naturel s et pour tout entier k, 0 ≤ k ≤ N
(
(TN (ϕα))
−1
)s
k+1,k+1
=
N∑
hs−1=0
(TN (ϕα))
−1
k+1,hs−1+1
 N∑
hs−2=0
(TN (ϕα))
−1
hs−1+1,hs−2+1
· · ·
N∑
h1=0
(TN (ϕα))
−1
h1+1,k+1

Graˆce au the´ore`me 2 et au lemme (1) nous pouvons e´crire, si N suffisamment grand
(
(TN (ϕα))
−1
)s
k+1,k+1
=
N2sα−s
Γ(α)2sf1(1)
s
×
N∑
hs−1=0
Gα(k/N, hs−1/N)
×
 N∑
hs−2=0
Gα(hs−1/N, hs−2/N) · · ·
N∑
h1=0
Gα(h1/N, k/N)
 + o(N2sα−s).
En appliquant s fois la formule d’Euler Mac-Laurin il vient(
(TN (ϕα))
−1
)s
k+1,k+1
=
N2sα
Γ(α)2sf1(1)
s
×
∫ 1
0
· · ·
∫ 1
0
Gα(k/N, ts−1)Gα(ts−1, ts−2) · · ·Gα(t1, k/N)dtn−1dtn−2 · · · dt1 + o(N2sα).
C’est a` dire que, en utilisant les notations de l’introduction nous pouvons e´crire que(
(TN (ϕα))
−1
)s
k+1,k+1
=
N2sα
Γ(α)2sf1(1)
s ∗s Gα(k/N, k/N) + o(N2sα)
ou encore
Tr
((
(TN (ϕα))
−1
))s
=
∫ 1
0
N2sα+1
Γ(α)2sf1(1)
s ∗s Gα(t, t)dt+ o(N2sα)
La fonction Gα e´tant continue sur [0, 1] × [0, 1] on peut passer a` la limite sur s et e´crire
lim
s→+∞
(
Tr
(
(TN (ϕα))
−1
)s)1/s
=
=
N2α
Γ2f1(1)
lim
s→+∞
(∫ 1
0
∗sGα(t, t)dt
)1/s
+ o(N2α).
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6.2 Cas ou` l’exposant α ∈]0, 1
2
[
Remarquons que comme pour α < 12 nous avons le lemme suivant qui correspond au lemme
(1).
Lemme 2 Posons ϕα = |1− χ|2αf1 avec α ∈]0, 12 [. Alors si kN tend vers 0, et lN → y > 0 on
a
(TN (ϕα))
−1
k+1,l+1 = o(N
2α−1),
si, d’autre part, lN → y < 1 on a
(TN (ϕα))
−1
N−k+1,l+1 = o(N
2α−1).
De meˆme si lN tend vers 0, et
k
N → x > 0 on a
(TN (ϕα))
−1
k+1,l+1 = o(N
2α−1)
si, d’autre part, kN → x < 1 on a
(TN (ϕα))
−1
k+1,N−l+1 = o(N
2α−1),
les quatre formules ci-dessus e´tant uniformes sur [0, [Nǫ]]× [0, N ] ou sur [0, N ]× [0, [Nǫ]] pour
ǫ assez petit.
Pour pouvoir reprendre la de´monstration du cas α > 12 nous devons e´tablir les trois lemmes
suivants.
Lemme 3 Si 0 < α < 12 et 0 < x 6= y < 1 on a
Gα(x, y) ≤ Γ(1− 2α)Γ(α)
Γ(1− α) (max(x, y)−min(x, y))
2α−1 .
Preuve : Pour la de´monstration de ce lemme nous supposerons 0 < x < y < 1. Il est alors
clair que ∫ 1
y
(t− x)α−1(t− y)α−1
t2α
dt ≤ 1
y2α
∫ 1
y
(t− x)α−1(t− y)α−1dt.
Nous allons nous concentrer sur l’inte´grale
∫ 1
y (t− x)α−1(t− y)α−1dt. En utilisant des change-
ments de variables successifs nous obtenons∫ 1
y
(t− x)α−1(t− y)α−1dt =
∫ 1−x
y−x
hα−1(
h
y − x − 1)
α−1dh (y − x)α−1
=
∫ (1−x)/(y−x)
1
uα−1(u− 1)α−1du (y − x)2α−1
=
∫ 1
(y−x)/(1−x)
v−2α(1− v)α−1dv (y − x)2α−1
Nous savons d’autre part que∫ 1
0
v−2α(1− v)α−1dv = Γ(1− 2α)Γ(α)
Γ(1− α) .
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Ce qui permet finalement de conclure
Gα(x, y) ≤ x
α
yα
Γ(1− 2α)Γ(α)
Γ(1− α) (y − x)
2α−1,
et finalement, puisque α est positif
Gα(x, y) ≤ Γ(1− 2α)Γ(α)
Γ(1− α) (y − x)
2α−1.
✷
Lemme 4 En posant tα(x, y) = (max(x, y)−min(x, y))2α−1 on a, si 0 < y 6= z < 1∫ 1
0
tα(y, x)tα(x, z)dt ≤ Kαtα(y, z).
avec Kα =
(
1
2α +
Γ2(2α)
Γ(4α) +
Γ(1−2α)Γ(α)
Γ(1−α)
)
.
Preuve : Supposons 0 < y < z < 1. Posons∫ 1
0
tα(y, x)tα(x, z)dx =
∫ y
0
tα(y, x)tα(x, z)dx +
+
∫ z
y
tα(y, x)tα(x, z)dx +
∫ 1
z
tα(y, x)tα(x, z)dx.
Avec des changements de variables du meˆme style que ceux utilise´s pre´ce´demment nous obte-
nons les e´galite´s∫ y
0
tα(y, x)tα(x, z)dx =
∫ z
z−y
u2α−1(y − z + u)2α−1du
=
∫ z
z−y
u2α−1
(
u
z − y − 1
)2α−1
du(z − y)2α−1
=
∫ z/(z−y)
1
v2α−1(v − 1)2α−1dv(z − y)4α−1.
On peut remarquer que∫ z/(z−y)
1
v2α−1(v − 1)2α−1dv ≤
∫ z/(z−y)
1
(v − 1)2α−1dv.
Et puisque ∫ z/(z−y)
1
(v − 1)2α−1dv = 1
2α
y2α
(z − y)2α ,
nous pouvons finalement conclure∫ y
0
tα(y, x)tα(x, z)dx ≤ 1
2α
tα(y, z).
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Nous obtenons de meˆme∫ z
y
tα(y, x)tα(x, z)dx =
∫ z−y
0
(z − y − u)2α−1u2α−1du
=
∫ z−y
0
(
1− u
z − y
)2α−1
u2α−1du(z − y)2α−1
= (z − y)4α−1
∫ 1
0
(1− v)2α−1v2α−1dv = Γ
2(2α)
Γ(4α)
(z − y)4α−1.
Puisque α > 0 nous pouvons conclure∫ z
y
tα(y, x)tα(x, z)dx ≤ Γ
2(2α)
Γ(4α)
tα(y, z).
Enfin l’inte´grale
∫ 1
z tα(y, x)tα(x, z)dx a de´ja e´te´ e´tudie´e pre´ce´demment. ✷
Le lemme suivant donne une expression asymptotique de
(
TN
(|1− χ|2αf1)−1)
k+1,l+1
pour
α ∈]0, 12 [ qui est plus complique´e que la pre´ce´dente mais qui a l’inte´reˆt d’eˆtre de´finie pour
x = y sous l’hypothe`se α < 12 .
Lemme 5 Soient α ∈]0, 12 [ et x, y deux re´els tels que 0 < x, y < 1. On a, en posant f =
|1− χ|2αf1, et µα(x, y, t) = (max(x, y)−min(x, y) + t)
(TN (ϕα))
−1
[Nx]+1,[Ny]+1 =
1̂
ϕα
(
max([Nx], [Ny]) −min([Nx], [Ny])
)
+
+
N2α−1
Γ2(α)f1(1)
hα(x, y) + o(N
2α−1),
avec :
hα(x, y) =
∫ min(x,y)
0
tα−1(µα(x, y, t))
α−1
(
2(1 − t)α(1− µα(x, y, t))α − (1− t)α − (1− µα)α
)
dt
−
∫ 1
1−min(x,y)
tα−1(1− t)α
(
2t− µα(x, y, t)
)α−1(
1− µα(x, y, t)
)α
dt
−
∫ +∞
min(x,y)
tα−1 (µα(x, y, t))
α−1 dt
Preuve : Dans cette de´monstration nous supposerons que x < y. Nous allons de nouveau
utiliser la formule de Gohberg-Semencul, mais nous allons regrouper les termes dans un ordre
diffe´rent de ce qui a e´te´ fait dans la de´monstration du the´ore`me 2. On a, toujours avec les
notations introduites au cours de l’article, et en posant, pour alle´ger les notations, [Nx] = k,
[Ny] = l,
(TN )
−1
k+1,l+1 =
(
γ¯α0 γ
(α)
l−k + · · ·+ γ¯(α)k γ(α)l
)
−
(
γ¯
(α)
N−kγ
(α)
N−l + · · · γ¯(α)N γ(α)N−k+l
)
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Nous remarquons qu’en normalisant par |β(α)0 |2 il vient
k∑
u=0
γ¯αu γ
α
l−k+u =
k∑
u=0
β¯(α)u β
(α)
l−k+u +
+
k∑
u=0
β¯(α)u (γ
(α)
l−k+u − β
(α)
l−k+u) +
+
k∑
u=0
(γ
(α)
u − β(α)u )γ(α)l−k+u +
+
k∑
u=0
(γ
(α)
u − β(α)u )(γ(α)l−k+u − β(α)l−k+u).
Nous obtenons dans un premier temps
k∑
u=0
β¯(α)u β
(α)
l−k+u =
+∞∑
u=0
β¯(α)u β
(α)
l−k+u −
+∞∑
u=k+1
β¯(α)u β
(α)
l−k+u
=
1̂
ϕα
(l − k)− N
2α−1
Γ2(α)f1(1)
I1,α(x, y) + o(N
2α−1),
puis
k∑
u=0
β¯(α)u (γ
(α)
l−k+u − β(α)l−k+u) =
N2α−1
Γ2(α)f1(1)
I2α(x, y) + o(N
2α−1)
k∑
u=0
(γ
(α)
u − β(α)u )γ(α)l−k+u =
N2α−1
Γ2(α)f1(1)
I3α(x, y) + o(N
2α−1)
k∑
u=0
(γ
(α)
u − β(α)u )(γ(α)l−k+u − β(α)l−k+u) =
N2α−1
Γ2(α)f1(1)
I4α(x, y) + o(N
2α−1)
avec
I1α(x, y) =
∫ +∞
x
tα−1(y − x+ t)α−1dt
I2α(x, y) =
∫ x
0
tα−1(y − x+ t)α−1 ((1− y + x− t)α − 1) dt
I3α(x, y) =
∫ x
0
(y − x+ t)α−1(1− y + x− t)αtα−1 ((1− t)α − 1) dt
I4α(x, y) =
∫ x
0
tα−1(y − x+ t)α−1 ((1− t)α − 1) ((1− y + x− t)α − 1) dt.
Nous avons d’autre part e´tabli dans un pre´ce´dent travail ([17] ) que
k∑
u=0
γ
(α)
N−k+uγ¯
(α)
N−l+u =
N2α−1
Γ2(α)f1(1)
I5,α(x, y) + o(N
2α−1),
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avec
I5,α(x, y) =
∫ 1
1−x
tα−1(1− t)α(t− y + x)α−1(1− t+ y − x)αdt.
Tout ceci donne finalement comme annonce´
(TN (f))
−1
k+1,l+1 =
1̂
f
(l − k)) + N
2α−1
Γ2(α)f1(1)
hα(x, y) + o(N
2α−1),
avec
hα(x, y) = I2,α(x, y) + I3,α(x, y) + I4,α(x, y)− I1,α(x, y)− I5,α(x, y).
En remplac¸ant les inte´grales par leur valeur on obtient l’expression de hα(x, y) e´nonce´e dans
le lemme. ✷
Nous allons maintenant passer a` la de´monstration du the´ore`me proprement dit.
Nous pouvons bien suˆr e´crire
Tr
((
(TN (ϕα))
−1
)s)
=
∑
0≤k1≤N
(
(TN (ϕα))
−1
)
k1+1,k2+1
∑
0≤k2≤N
(
(TN (ϕα))
−1
)
k2+1,k3+1
(7)
· · ·
∑
0≤ks≤N
(
(TN (ϕα))
−1
)
ks−1+1,ks+1
(
(TN (ϕα))
−1
)
ks+1,k1+1
.
En utilisant le lemme (5) et le lemme (2) nous obtenons,si ǫ de´signe un re´el positif,∑
0≤ks≤N
(
(TN (ϕα))
−1
)
ks−1+1,ks+1
(
(TN (ϕα))
−1
)
ks+1,k1+1
=
=
N4α−1
Γ4(α)f21 (1)
(∫
ts∈([0,1]\∆ǫ,1,s)
Gα(ks−1/N, ts)Gα(ts, k1/N) dts +
+
∫
ts∈∆ǫ,1,s
hα(ks−1/N, ts)hα(ts, k1/N) dts+
+
∑
ks∈Dǫ,1,s
1̂
ϕα
(max(ks−1, ks)−min(ks−1, ks)) 1̂
ϕα
(max(k1, ks)−min(k1, ks))
+
+ o(N4α−1)
ou` ∆ǫ,1,s = [
k1
N − ǫ, k1N + ǫ]
⋃
[ks−1N − ǫ, ks−1N + ǫ]
et D[Nǫ],1,s−1 = {k ∈ N/ks−1 − [Nǫ] ≤ k ≤ ks−1 + [Nǫ], k1 − [Nǫ] ≤ k ≤ k1 + [Nǫ]}, ou` [t]
de´signe la partie entie`re d’un re´el t.
En remarquant que si y, z ∈ [0, 1] la fonction x → Gα(y, x)Gα(x, z) est inte´grable sur [0, 1]
(lemme (4)), on obtient, en faisant tendre ǫ vers ze´ro∑
0≤ks≤N
(
(TN (ϕα))
−1
)
ks−1+1,ks+1
(
(TN (ϕα))
−1
)
ks+1,k1+1
=
=
N4α−1
Γ4(α)f21 (1)
∫ 1
0
Gα(ks−1/N, ts)Gα(ts, k1/N) dts + o(N
4α−1)
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si α > 14 et, dans le cas contraire∑
0≤ks≤N
(
(TN (ϕα))
−1
)
ks−1+1,ks+1
(
(TN (ϕα))
−1
)
ks+1,k1+1
=
=
N4α−1
Γ4(α)f21 (1)
∫ 1
0
Gα(ks−1/N, ts)Gα(ts, k1/N) dts +
+
∑
ks∈Dn0,1,s−1
1̂
ϕα
(max(ks−1, ks)−min(ks−1, ks)) 1̂
ϕα
(max(k1, ks)−min(k1, ks)) +
+ o(N4α−1)
si n0 est un entier tel que si |m| > n0 on peut remplacer ϕˆα(m) par son asymptotique. Puisque
α est un re´el positif on obtient, pour un entier i suffisamment grand en re´pe´tant a` chaque e´tape
le meˆme de´coupage,
Tr
((
(TN (ϕα))
−1
)s)
=
∑
0≤k1≤N
(
(TN (ϕα))
−1
)
k1+1,k2+1
∑
0≤k2≤N
(
(TN (ϕα))
−1
)
k2+1,k3+1
· · ·
∑
0≤ki−1≤N
(
(TN (ϕα))
−1
)
ki−1+1,ki
(N2α(i+2)−1
(Γ2(α)f1(1))
i+1
∫ 1
0
Gα(ki−1/N, ti)dti · · ·
· · · N
4α−1
Γ4(α)f21 (1)
∫ 1
0
Gα(ts−1, ts)Gα(ts, k1/N)dts (1 + o(1)) ,
En re´pe´tant cette me´thode on peut de meˆme obtenir pour tout entier i 1 ≤ i ≤ s − 1, le
passage de l’expression ci-dessus a` l’expression
Tr
((
(TN (ϕα))
−1
)s)
=
N2sα−1
Γ2s(α)f2s1 (1)
∫ 1
0
∗sGα(t1, t1)dt1 (1 + o(1)) .
7 De´monstration du corollaire 2
7.1 Cas ou` l’exposant α est dans ]0, 1
2
[
Nous allons d’abord encadrer Λα,N la plus grande valeur propre de (TN (ϕα))
−1. Pour cela
nous allons encadrer Tr
((
(TN (ϕα))
−1
)s)
.
Majoration de Λα,N avec α ∈]0, 12 [
Une majoration est imme´diatement fournie par les lemmes 3 4. Cette majoration est
Tr
((
(TN (ϕα))
−1
)s)
≤ N2αs
(
Γ(1− 2α)Γ(α)
Γ(1− α)
)s
Ksα
(
1
Γ2(α)f21 (1)
)s ∫ 1
0
∫ 1
0
tα(t1, t2)dt1dt2.
Soit encore
Tr
((
(TN (ϕα))
−1
)s)
≤ N2αsΓ(1− 2α)Γ(α)
Γ(1− α) K
s
α
(
1
Γ2(α)f21 (1)
)s 1
α(2α + 1)
.
21
Puisque nous avons
Λα,N = lim
s→+∞
(
Tr
((
(TN (ϕα))
−1
)s))1/s
,
nous obtenons la majoration
Λα,N ≤ N2αKα 1
Γ2(α)f21 (1)
Γ(1− 2α)Γ(α)
Γ(1− α)
qui s’e´crit aussi, en remplac¸ant Kα par sa valeur,
3Λα,N ≤ N2α
(
1
2α
,
Γ2(2α)
Γ(4α)
,
Γ(1− 2α)Γ(α)
Γ(1− α)
)
1
Γ(α)f21 (1)
Γ(1− 2α)
Γ(1− α)
Minoration de Λα,N avec α ∈]0, 12 [.
Supposons ici que 0 < x < y < 1. Nous avons
Gα(x, y) ≥ xαyα
∫ 1
y
(t− x)α−1(t− y)α−1dt,
soit en reprenant l’expression obtenue dans la de´monstration du lemme 3 :
Gα(x, y) ≥ Γ(1− 2α)Γ(α)
Γ(1− α) x
αyα(y − x)2α−1
≥ Γ(1− 2α)Γ(α)
Γ(1− α) x
2α(y − x)2α−1
≥ Γ(1− 2α)Γ(α)
Γ(1− α) x
2αy2α−1
≥ Γ(1− 2α)Γ(α)
Γ(1− α) x
2αy2α.
Ce qui donne
Tr
((
(TN (ϕα))
−1
)s)
≥ N
2sα
(Γ2(α)f1(1))s
(
Γ(1− 2α)Γ(α)
Γ(1− α)
)s(∫ 1
0
t4αdt
)s
.
Ce qui nous donne finalement
Λα,N ≥ N
2α
f1(1)
Γ(1− 2α)
Γ(1− α)Γ(α)(4α + 1) .
7.2 Cas ou` l’exposant α est dans ]1
2
, 1[
La` aussi nous allons chercher a` encadrer Λα,N .
Majoration de Λα,N avec α ∈]12 , 1[.
En utilisant la formule de trace obtenue plus haut nous obtenons facilement
Λα,N ≤ N2α B(2α, 2α)
Γ2(α)(2α − 1) + o(N
2α).
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Minoration de Λα,N avec α ∈]12 , 1[.
Pour simplifier les notations nous supposerons dans ce paragraphe que 0 < x < y < 1.
Remarquons que nous avons
Gα(x, y) = x
αyα
∫ 1
y
(t− x)α−1(t− y)α−1
t2α
dt
≥ xαyα
∫ 1
y
(t− x)α−1dt
≥ xαyα
(
(1− x)α − (y − x)α
α
)
.
D’autre part d’apre`s le the´ore`me des accroissements finis il existe un re´el c, y < c < 1 tel que
(1− x)α − (y − x)α = α(1− y)(c− x)α−1. Puisque (c− x)α−1 > (1− x)α−1 > (1− x) (α < 1)
nous pouvons e´crire les ine´galite´s
Gα(x, y) ≥ xαyα(1− y)(c− x)α−1
≥ xαyα(1− y)(1 − x)α−1
≥ xαyα(1− y)(1 − x)
En remarquant que∫ 1
0
· · ·
∫ 1
0
g(x1)f(x2)g(x2)f(x3) · · · g(xn)f(x1)dxndxn−1 · · · dxn−1 =
(∫ 1
0
g(x)f(x)dx
)s
(8)
nous pouvons conclure que
Tr
((
(TN (ϕα))
−1
)s)
≥ N
2sα
(Γ2(α)f1(1))s
(∫ 1
0
x2α(1− x)2dx
)s
.
Soit
Λα,N ≥ N2α 1
Γ2(α)f1(1)
∫ 1
0
x2α(1− x)2dx.
Ce qui donne, tous calculs faits
Λα,N ≥ N2α 2
(2α+ 1)(2α + 2)(2α + 3)
1
Γ2(α)f1(1)
.
7.3 Cas ou` l’exposant α est dans ]1,+∞[
Majoration de Λalpha,N avec α ∈]1,+∞[.
Notre calcul s’inspire de celui effectue´ dans le cas d’un exposant entier par Bo¨ttcher et Widom
dans [4]. Dans l’e´criture
Tr
(
(TN (ϕα))
−1
)s
=
N2αs
(Γ2(α)f1(1))
s× (9)
×
∫ 1
0
∫ 1
0
Gα(t1, t2)
∫ 1
0
Gα(t2, t3) · · ·
∫ 1
0
Gα(ts−1, ts)
∫ 1
0
Gα(ts, t1)dt1 · · · dts
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nous posons le changement de variable
t1 =
1 + x1
2
t1 =
1 + x2
2
· · · ts = 1 + xs
2
.
Nous obtenons alors
Tr
(
(TN (ϕα))
−1
)s
=
N2αs
(Γ2(α)f1(1))
s
1
2s
∫ 1
−1
∫ 1
−1
Gα(
1 + x1
2
,
1 + x2
2
)×
×
∫ 1
−1
Gα(
1 + x2
2
,
1 + x3
2
) · · ·
∫ 1
−1
Gα(
1 + xs−1
2
,
1 + xs
2
)× (10)
×
∫ 1
−1
Gα(
1 + xs
2
,
1 + x1
2
)dx1 · · · dxs
Nous pouvons alors remarquer que
Gα(
1 + x1
2
,
1 + x2
2
) =
(
1 + x1
2
)α(1 + x2
2
)α
∫ 1
max((1+x1)/2,(1+x2)/2)
(
t− 1+x12
)α−1 (
t− 1+x22
)α−1
t2α
dt
=
(1 + x1)
α(1 + x2)
α
4α
∫ 1
max(x1,x2)
(
t′−x1
2
)α−1 (
t′−x2
2
)α−1
(
1+t′
2
)2α dt′2
=
2
42α
(1 + x1)
α(1 + x2)
α
∫ 1
max(x1,x2)
(t′ − x1)α−1 (t′ − x2)α−1(
1+t′
2
)2α dt′.
D’autre part la de´rive´e logarithmique de la fonction t→ (t−x1)(t−x2)
( 1+t2 )
2 est
(2+x1+x2)t−x1−x2−2x1x2
(1+t)(t−x1)(t−x2)
qui est positive sur [max(x1, x2), 1]. Nous pouvons donc e´crire
Gα(
1 + x1
2
,
1 + x2
2
) ≤ 2
42α
(1 + x1)
α(1 + x2)
α
∫ 1
max(x1,x2)
(1− x1)α−1(1− x2)α−1(
1+t
2
)2 dt
≤ 4
42α
(1 + x1)(1 + x2)(1− x21)α−1(1− x22)α−1
L’e´galite´ 9 fournit alors
lim
s→+∞
(
Tr
((
(TN (ϕα))
−1
))s)1/s
= Λα,N
et la majoration
Λα,N ≤
∫ 1
−1
(1 + x)2(1− x)2α−2dx 1
Γ2(α)f1(1)
2
42α
.
Soit
Λα,N ≤ 1
f1(1)
Γ(2α + 1)Γ(2α − 1)
Γ(4α)Γ2(α)
.
Ce qui donne une minoration de cα e´quivalente a` celle donne´e dans l’article [4] pour le cas
entier.
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Minoration de Λα,N avec α ∈]1,+∞[.
Cette fois-ci encore nous supposerons 0 < x < y < 1. Nous pouvons alors e´crire
Gα(x, y) ≥ xαyα
∫ 1
y
(t− y)2α−2
t2α
dt
≥ xαyα
∫ 1
y
1
(1− uy)2α−2du
≥ xαyα (1− y)
2α−1
y(2α − 1) ≥ x
2α−1 (1− y)2α−1
2α− 1 .
C’est a` dire que nous avons dans ce cas
Gα(x, y) ≥ (min(x, y))
2α−1 (1−max(x, y))2α−1
2α − 1 . (11)
En utilisant la remarque t ≤ 1− t si et seulement si t ≤ 12 nous pouvons e´crire,
si
1
2
≥ max(x, y) > 0 alors Gα(x, y) ≥ x
2α−1y2α−1
2α− 1 (12)
si 1 > min(x, y) ≥ 1
2
alors Gα(x, y) ≥ (1− x)
2α−1(1− y)2α−1
2α − 1 . (13)
La de´monstration du the´ore`me 3 nous dit d’autre part que(
Tr (TN (ϕα))
−1
)s
=
N2αs−1
(Γ2(α)f1(1))s
∫ 1
0
Gα(t1, t2)
∫ 1
0
Gα(t2, t3) · · ·
∫ 1
0
Gα(ts−1, ts)Gα(ts, t1)dts · · · dt1.
En de´composant chacune des inte´grales ci dessus en une somme de deux inte´grales, l’une ou`
la variable appartient a` l’intervalle [0, 12 ] l’autre ou` la variable appartient a` l’intervalle [
1
2 , 1]
on peut e´crire
(
Tr (TN (ϕα))
−1
)s
comme la somme de 2s termes de la forme∫
I1
Gα(t1, t2)
∫
I2
Gα(t2, t3) · · ·
∫
Is
Gα(ts−1, ts)Gα(ts, t1)dts · · · dt1
ou` Ij est ou e´gal a` l’intervalle [0
1
2 ] ou e´gal a` l’intervalle [
1
2 , 1]. Alors les minorations 11, 12, 13,
permettent d’obtenir(
Tr
(
(TN (ϕα))
−1
))s
≥ 2
s
(2α − 1)s
1
(Γ2(α)f1(1))
s
1
(24α−1(4α − 1))sN
2αs,
ce qui nous donne la minoration
Λα,N ≥ 2
2α− 1
1
Γ2(α)f1(1)
1
24α−1(4α − 1)N
2α.
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8 De´monstration du the´oreme 5
En fait le the´ore`me 5 a e´te´ de´montre´e pour les α ∈ N tendant vers l’infini par Widom et
Bo¨ttcher dans l’article [4]. Lorsque cet article a e´te´ e´crit le noyau Gα n’e´tait e´tabli que pour
α ∈ N. Ne´anmoins nous allons pouvoir re´utiliser ici certains des arguments de cette preuve
qui sont toujours valables si on imagine que α est un re´el qui tend vers l’infini et non plus un
entier.
Nous avons de´ja` vu que
G˜α(x, y) =
1
2
Gα
(
1 + x
2
,
1 + y
2
)
=
1
42α
1
Γ2(α)
Hα(x, y). (14)
avec
Hα(x, y) = (1 + x)
α(1 + y)α
∫ 1
max(x,y)
(t− x)α−1(t− y)α−1
(1 + t)/2)2α
dt. (15)
En calculant la de´rive´e logarithmique de la fonction t → (t−x)(t−y)
((1+t)/2)2
on montre que la
fonction
(x, y, t)→ (t− x)(t− y)
((1 + t)/2)2
atteint son maximum au seul point t = 1, x = 0, y = 0. C’est a` dire que si δ est un re´el fixe´
entre 0 et 1 on sait qu’en dehors d’un ensemble |t − 1| ≤ ǫ, |x| ≤ ǫ, |y| ≤ ǫ, ou` 0 < ǫ < 12 un
re´el bien choisi on a
(t− x)(t− y)
((1 + t)/2)2
< 1− δ.
Puisque α tend vers plus l’infini on peut supposer α > 1 et donc e´crire(
(t− x)(t− y)
((1 + t)/2)2
)α−1
< 1− δα−1
ce qui donne
Hα(x, y) = (1 + x)
α(1 + y)α1ǫ(x)1ǫ(y)
∫ 1
1−ǫ
(t− x)α−1(t− y)α−1
((1 + t)/2)2α
dt+O ((1− δ)α) ,
ou` 1ǫ est la fonction caracte´ristique de l’intervalle [−ǫ, ǫ]. Avec le changement de variable
t = 1− τ on obtient
Hα(x, y) = (1− x2)α(1− y2)α1ǫ(x)1ǫ(y)× (16)
×
∫ ǫ
0
((
1− τ
1− x
)(
1− τ
1− y
)
/
(
1− τ
2
)2)α dτ(
1− τ1−x
)(
1− τ1−y
) +O ((1− δ)α) .
L’objectif est alors de mettre la partie principale deHα sous la forme fg et d’utiliser une
proprie´te´ identique a` la formule 8 En reprenant les calculs de [4] on obtient
Hα(x, y) =
1
α
(1− x2)α(1− y2)α (1 +O(x) +O(y)) +O( 1
α2
) (17)
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toujours uniforme´ment en x et y pour (x, y) ∈ [−1, 1] × [−1, 1].
Si M2 et M3, de´signent les ope´rateurs inte´graux de noyaux respectif
O(x)(1− x2)α(1− y2)α, O(y)(1− x2)α(1− y2)α.
On a
‖M2‖2 =
∫ 1
−1
O(x2)(1− x2)2αdx
∫ 1
−1
(1− y2)2αdy = O
(
1
4α
√
π
2α
)√
π
2α
= O
(
1
α2
)
.
On obtient de meˆme ‖M3‖2 = O
(
1
α2
)
. Nous pouvons alors e´crire, comme dans la de´monstration
du corollaire 2
Tr
(
(TN (ϕα))
−1
)s
=
N2αs
(Γ2(α)f1(1))
s (
1
42α
)s
∫ 1
−1
∫ 1
−1
Hα(
1 + x1
2
,
1 + x2
2
)×
×
∫ 1
−1
Hα(
1 + x2
2
,
1 + x3
2
) · · ·
∫ 1
−1
Hα(
1 + xs−1
2
,
1 + xs
2
)× (18)
×
∫ 1
−1
Hα(
1 + xs
2
,
1 + x1
2
)dx1 · · · dxs.
En utilisant 17 et les re´sultats
‖M2‖2 = ‖M3‖2 = O
(
1
α2
)
.
On peut e´crire, a` partir de 18
Tr
(
(TN (ϕα))
−1
)s
=
N2αs
(Γ2(α)f1(1))
s (
1
42α
)s
1
αs
(∫ 1
−1
∫ 1
−1
(1− x1)α (1− x2)α×
×
∫ 1
−1
(1− x2)α(1− x3)α · · ·
∫ 1
−1
(1− xs−1)α, (1− xs)α× (19)
×
∫ 1
−1
(1− xs)α, (1 − x1)αdx1 · · · dxs.
)
×
× (1 +O(1))
Nous avons d’autre part ∫ 1
−1
(1− x2)2αdx =
√
π
2α
(
1 +O(
1
α
)
)
.
L’e´galite´ 19 permet donc d’e´crire, avec toujours la meˆme notation pour la plus grande valeur
propre
Λα,N =
N2α
f1(1)
1
αΓ2(α)42α
(√
π
2α
+O
(
1
α
))
,
ou encore
Λα,N =
N2α
f1(1)
( e
4α
)2α 1√
8πα
(
1 +O
(
1√
α
))
.
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