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Abstract
We introduce the k-peg Hanoi automorphisms and Hanoi self-similar
groups, a generalization of the Hanoi Towers groups, and give conditions
for them to be contractive. We analyze the limit spaces of a particu-
lar family of contracting Hanoi groups, H
(k)
c , and show that these are
the unique maximal contracting Hanoi groups under a suitable symmetry
condition. Finally, we provide partial results on the contraction of Hanoi
groups with weaker symmetry.
1 Introduction
The Hanoi Towers game consists of n graduated disks on k pegs. The object
of the game is to move all n disks from one peg to another by moving one disk
at a time so that no disk is on top of a smaller disk at any step. For the 3-peg
∗Authors supported in part by the National Science Foundation through grant DMS-
0505622.
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case, it is well known that the optimal solution is given recursively; for this and
other known results about the game, see [6].
This paper examines the Hanoi Towers game from two perspectives. The
first is the theory of self-similar groups—groups with a self-similar action by
automorphism on regular rooted trees—a branch of geometric group theory
developed in the last few decades. Any contracting self-similar group has an
associated limit space with fractal-like properties that capture the group’s self-
similarity. The standard reference on self-similar groups is [16]. The other is
analysis on fractals, which has developed analytic structures such as measures,
metrics, and Laplacians on postcritically finite (p.c.f. for short) fractals (see [12,
19]) as well as the wider classes of finitely ramified and even infinitely ramified
fractals, for example in [2, 11, 1]. A p.c.f. fractal obtained as a limit space is
thus equipped with both algebraic and analytic structures, an interplay that
has driven considerable recent developments (see [17] and references therein).
The recursive nature of the Hanoi Towers game allows us to model it using
self-similar groups. In [9] and [10], Grigorchuk and Sˇun´ık introduced the Hanoi
Towers groups—self-similar groups whose generators correspond to the game’s
legal moves—and derived some analytic results on their limit spaces. This paper
aims to extend this development to modifications of the Hanoi Towers game.
After a brief introduction to self-similar groups in Section 2, we define the k-
peg Hanoi Towers groups, H(k), in Section 3 as the self-similar group generated
by automorphisms {aij , 0 ≤ i < j ≤ k − 1} each of which corresponds to
a legal move between pegs i and j under the identification of the rooted tree
with the legal states of the k-peg game. Though H(3), corresponding to the
standard 3-peg game, are contracting, we find that H(k) for k > 3, and in fact
any interesting group generated by these automorphisms, is not contracting.
We will define what we mean by “interesting” after Lemma 3.4. As these non-
contracting groups have no known association to fractal or self-similar limit
spaces, we are led to introduce a larger class of automorphisms in Section 4 called
the Hanoi automorphisms from which to take generators of possibly contracting
self-similar groups. We define Hanoi groups as self-similar groups with subsets
of these automorphisms as generators. The rest of the section develops sufficient
conditions for these groups to be contracting; in particular, Theorem 4.2 reduces
determining whether or not a Hanoi group is contracting to a finite calculation.
Section 5 studies a particular family H
(k)
c of contracting Hanoi groups and
their limit spaces, denoted by J (k). We show that there exist compact sets K(k)
in Rk+1 defined by an iterated function system that are homeomorphic to J (k),
and that this self-similar structure is p.c.f. Following the standard theory for
p.c.f. self-similar sets [12], we solve the renormalization problem for J (k) and
equip K(k) with a self-similar energy and effective resistance metric. From this,
we calculate the Hausdorff and spectral dimensions of K(k).
To reflect the symmetry of pegs in the original Hanoi Towers game, we
introduce a symmetry condition on the generating set of the Hanoi groups in
Section 6. Under strong enough conditions, we show that H
(k)
c is the unique
maximal contracting k-peg Hanoi group, all other contracting Hanoi groups are
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subgroups of H
(k)
c . Finally, we present partial results on contracting Hanoi
groups that arise when these symmetry conditions are relaxed.
The Appendix deals with Hanoi Networks, HN3 and HN4, introduced in [3],
which are partially inspired by the Hanoi Towers game and also possess self-
similar qualities. Though they are primarily of interest in the physics literature
for their small world properties which give rise to anomalous diffusion, there are
some connections to the automata which arise from a different construction.
Acknowledgements
The authors thank Alexander Teplyaev, Volodymyr Nekrashevych, Luke Rogers,
Matt Begue´, Levi DeValve, and David Miller.
2 Self-Similar Groups
In this section we review the necessary background on self-similar groups. For
more details, see [16] and [17].
Let X be a finite set, called the alphabet. Write Xn for the set of words
of length n over X, w = xn . . . x1, where xi ∈ X. The length of w is denoted
|w|. The union of all finite words, including the empty word ∅, is denoted
X
∗ =
⋃∞
n=0X
n.
The free monoid, X∗, has a rooted tree structure with root ∅ and an edge
between w and xw for every word w and every x ∈ X. An automorphism of X∗
is a permutation that fixes ∅ and preserves adjacency; we write AutX∗ for the
group of these automorphisms under composition. Any automorphism acts as
a permutation of the vertices of Xn for each n ≥ 0.
Let g ∈ AutX∗. Identifying X1 with X, the restriction of g to X1 becomes a
permutation of X. This is called the root permutation of g, denoted σg. For each
x ∈ X, g is an adjacency-preserving bijection from xX∗ to σg(x)X∗. Identifying
both subtrees with X∗, g restricted to xX∗ becomes another automorphism of
X
∗, called the section of g at x and denoted g|x. That is, we have
g(xw) = σg(x)g|x(w) (2.1)
for all x ∈ X and w ∈ X∗. For w = xn . . . x1 ∈ X
n, n ≥ 2, we define the section
at a word inductively by g|w = (g|xn)|xn−1...x1 .
The action of g on X1 is determined by σg. Thereafter, the action on X
n+1 is
given by the action on Xn by (2.1). The root permutation and the set of length-
one sections uniquely determine an automorphism. Fixing X = {0, . . . , k − 1},
we use “wreath recursion” notation to express this dependence:
g = σg(g|0, g|1, . . . , g|k−1).
This allows us to compute compositions. Given g, h ∈ AutX∗,
gh(xw) = g(σh(x)h|x(w)) = σgσh(x)g|σh(x)h|x(w)
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for all x ∈ X and w ∈ X∗. Therefore,
gh = σgσh(g|σh(1)h|1, . . . , g|σh(k−1)h|k−1).
We obtain the following lemma by applying (gh)|j = g|σh(j)h|j repeatedly
to
(· · · ((amam−1)am−2) · · · a2)a1.
Lemma 2.1. Let ai ∈ Aut(X−ω) with root permutation σi. Then for any j ∈ X,
(am · · · a2a1)|j = am|jm · · ·a2|j2a1|j1 ,
where j1 = j and jl = σl−1 · · ·σ2σ1(j) for l ≥ 2.
Definition 2.2. A self-similar group (G,X) is a group G together with a faithful
action of G by automorphisms on X∗ such that, for every g ∈ G and every x ∈ X,
there exists some h ∈ G such that
g(xw) = g(x)h(w)
for every w ∈ X∗. We identify G with its image in AutX∗. As with tree
automorphisms, we define the root permutation of g and its section at x by
σg = g|X and g|x = h. Where there is no risk of confusion, we write G for the
self-similar group.
The following property plays a central role in the theory of self-similar
groups.
Definition 2.3. A self-similar group (G,X) is contracting if there exists a finite
set N ⊂ G such that for every g ∈ G there exists k ∈ N such that g|v ∈ N for
all v ∈ X∗ with |v| ≥ k. The smallest such N is called the nucleus of G.
Note that if (G,X) is contracting with nucleus N , then in particular N
contains any g ∈ G where g|i = g for some i ∈ X.
Definition 2.4. An automaton A over X is given by
1. the set of states, also denoted A
2. a map τ : A× X→ X× A.
An automaton is finite if its set of states is finite.
An automaton A is represented by its Moore diagram, a digraph with vertex
set A. For each (g, x) ∈ A×X, there is an edge from g to h labeled (x, y), where
h and y are defined by τ(g, x) = (y, h).
The nucleus N of a contracting group can be viewed as a finite automaton
with states N and τ(g, x) = (σg(x), g|x). In the Moore diagram, the edge from
g to g|x is labeled (x, g(x)).
A set S ⊂ AutX∗ of automorphisms is said to be state-closed if every section
of g ∈ S is also in S. Consider a group G generated by a state-closed set,S, of
automorphisms with finite order. Then every element of G can be written as a
product of generators, without using inverses. Then by Lemma 2.1, G is also
state-closed and hence is a self-similar group.
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Example 2.5. The 3-peg Hanoi Towers group (H(3), {0, 1, 2}) is the self-similar
group generated by
S = {1} ∪


a01 = (0 1)(1, 1, a01)
a02 = (0 2)(1, a02, 1)
a12 = (1 2)(a12, 1, 1)

 .
(2,1)(1,2)
(0,0)
(0,2)
(2,0) (1,0)
(0,1)
(1,1) (2,2)
a01
a12
a02
id
Figure 1: Moore diagram for the nucleus of H(3)
Here and elsewhere, we write 1 for the identity automorphism. Note that
a201 = a
2
02 = a
2
12 and that, since 1 is included, S is state-closed. We will later
show that H(3) is contracting with nucleus S. Figure 1 shows the Moore diagram
of S. The three self-loops of the identity automorphism, at the center, are not
shown.
Contracting self-similar groups have an associated topological space, called
their limit space, this is often also self-similar. It is this space that connects the
theory of self-similar groups to fractal analysis.
Definition 2.6. Let (G,X) be a contracting self-similar group. We write X−ω
for the set of left-infinite sequences . . . x2x1, xi ∈ X, and give it the product
topology, where each copy of X has the discrete topology. Two left-infinite se-
quences . . . x2x1, . . . y2y1 ∈ X−ω are said to be asymptotically equivalent if
there exists a sequence gk ∈ G, taking only finitely many different values, such
that gk(xk . . . x2x1) = yk . . . y2y1 for all k ≥ 1. The quotient of X−ω by the
asymptotic equivalence relation is called the limit space of G and is denoted
JG.
The next proposition allows us to read off asymptotically equivalent se-
quences from the Moore diagram of the nucleus.
Proposition 2.7. (part of Theorem 3.6.3 in [16]) Two sequences . . . x2x1, and
. . . y2y1 are asymptotically equivalent if and only if there exists a left-infinite
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path . . . e2e1 in the Moore diagram of the nucleus such that the edge ei is labeled
by (xi, yi).
For example, from Figure 1, we see that pairs of asymptotically equivalent
sequences for H(3) have the form (. . . llli, . . . lllj), where i, j, l ∈ {0, 1, 2} are all
distinct. We can also associate a sequence of finite graphs to any self-similar
group with a fixed generated set.
Definition 2.8. Let (G,X) be a self-similar group generated by S. The n-th
level Schreier graph of G with respect to S, denoted Γn, is the graph with vertices
identified with Xn and whose vertices w, v are connected if s(w) = v for some
automorphism s ∈ S ∪ S−1.
When G is contracting, it is known that {Γn} limits to JG in an appropriate
sense (see Section 3.6.3 in [16]).
3 Hanoi Towers Groups
The Hanoi Towers groups, {H(k) | k ≥ 3}, are self-similar groups introduced in
[9] to model the k-peg Hanoi Towers game. Fix the alphabet Xk = {0, 1, . . . , k−
1}, and identify it with the k pegs. Consider a game with n-disks labeled 1
through n from largest to smallest. The word xnxn−1 . . . x1 uniquely determines
a legal n-disk configuration where disk i is on peg xi. For each n ≥ 1, Xnk is
identified with the legal states of the n-disk game.
Recall a01 = (0 1)(1, 1, a01) from (H
(3),X3) in Example 2.5. We have
a01(xnxn−1 . . . x1) = a01(xn)a01|xn(xn−1 . . . x1).
If xn = 0 or 1, a01 replaces it with the other letter, and the remaining word is
unchanged; if xn = 2, then xn remains unchanged, and a01 acts on xn−1 . . . x1.
Thus a01 looks for the leftmost occurrence of either 0 or 1 and replaces it
according to its root permutation. In the context of the game, a01 ignores
all disks on peg 2 and moves the smallest disk on either peg 0 or peg 1 to the
other. This is the legal move between pegs 0 and 1.
In general, for k ≥ 3, we define aij , 0 ≤ i < j < k, as the automorphism of
X
∗
k with root permutation (i j) and
aij |l =
{
1 if l = i, j
aij otherwise.
As with a01, aij corresponds to the legal move between pegs i and j. This
motivates the following definition from [9].
Definition 3.1. The k-peg Hanoi Towers Group (H(k),Xk), k ≥ 3, is the self-
similar group generated by {aij | 0 ≤ i < j < k}.
Definition 3.2. Given a group G with a fixed generating set, S, a representa-
tion of g ∈ G is any expression g = sn . . . s2s1, where si ∈ S ∪ S−1. Then n is
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called the length of the representation. A minimal representation is a represen-
tation of shortest length. The length of g, denoted l(g), is 0 if g is the identity
element, and otherwise is the length of a minimal representation.
Theorem 3.1 (Theorem 2.1 in [9]). The 3-peg Hanoi Towers group, (H(3),X3),
is contracting.
Proof. Let N = {1, a01, a02, a12} ⊂ H(3). We induct on l(g) to show that
l(g|i) < l(g) for any g ∈ H(3) with l(g) ≥ 2 and any i ∈ X3.
First consider the base case l(g) = 2. Since each aij has order 2, it suffices
without loss of generality to consider a01a12 = (1 2 0)(a12, a01, 1) all of whose
sections have length less than two. Now consider g ∈ H(3) with l(g) = n + 1,
n ≥ 2. Without loss of generality, g = g′a01 for some g′ ∈ G with l(g′) = n.
Then
g = g′a01 = σg′(0 1)(g
′|1, g
′|0, g
′|2a01).
Assuming the claim for n, we have l(g′|1) < n and l(g′|0) < n and l(g′|2a01) <
n+ 1, which proves the n+ 1 case.
Since N is state-closed, this shows that for any g ∈ G with l(g) = n, we
have g|v ∈ N for all v ∈ X∗ with |v| ≥ n− 1. Thus H(3) is contracting.
It happens that H(k) is not contracting for any k > 3. In fact, we can make
a stronger statement.
Proposition 3.3. Any self-similar group (G,Xk), k > 3, that contains the
automorphisms aij and ajl for i, j, and l all distinct is not contracting.
We first give a lemma that provides a sufficient condition for a group to not
be contracting.
Lemma 3.4. Let (G,X) be a self-similar group. Suppose some g ∈ G satisfies
the following conditions:
1. σg is nontrivial with order n > 1
2. There exists i ∈ X fixed by σg such that g|i = g.
3. There exists j ∈ X such that gn|j = g
m for some integer m, 0 < |m| < n.
Then G is not contracting.
Proof. Note that if g ∈ G satisfies these conditions then so does g−1 with the
same data. Suppose G is contracting with nucleus N and that these conditions
hold for some g ∈ G. The second condition implies that gl|i = gl, so gl ∈ N for
all positive integers l. Since N is finite, we can take l to be the smallest positive
integer for which gl = 1. Then l = nl′ for some integer l′, since otherwise gl has
a nontrivial root permutation. But by the third condition, gnl
′
|j = gml
′
= 1,
contrary to the minimality of l.
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Proof of Proposition 3.3. Without loss of generality, we may assume that the
two elements are a = a01 and b = a12. That is,
a = (0 1)(1, 1, a, a, . . . , a) b = (1 2)(b, 1, 1, b, . . . , b).
Then ab = (0 1 2)(b, a, 1, ab, . . . , ab) and (ab)3|0 = ab, (ab)3|3 = (ab)3, so Lemma
3.4 applies with g = ab, i = 3, and j = 0.
This means that any contracting self-similar group (G,Xk), k > 3, with
generators aij represents an uninteresting game, such as a 4-peg game with two
legal moves: between pegs 0 and 1 and between pegs 2 and 3. In order to obtain
modifications of the Hanoi Towers groups that are contracting, we are led to
consider a larger class of possible generators.
4 Hanoi Automorphisms and Groups
In this section a class of automorphisms is defined that generalize the generators
aij that were used in the previous section.
Definition 4.1. An automorphism a ∈ AutX−ωk is called a k-peg Hanoi auto-
morphism if there are disjoint subsets of Xk, Pa and Qa, such that
1. Pa ∪Qa = Xk;
2. for each i ∈ Pa, a|i = 1;
3. for each j ∈ Qa, a|j = a;
4. σa fixes each element of Qa.
For a 6= 1, Pa and Qa, if they exist, are uniquely determined; we call them the
sets of active and inactive pegs of a, respectively. The set of inactive pegs of
the identity automorphism is defined to be Xk.
Write Sk,q for the set of automorphisms, a, of Xk that have q inactive pegs,
and Sk =
⋃
q Sk,q. The root permutation of an automorphism, a, is naturally
regarded as a permutation of both Xk and of Pa.
In terms of the game, a ∈ Sk,q corresponds to ignoring some set Qa of q
pegs and moving the smallest disk among the remaining pegs, Pa, according
to σa. For example, the 5-peg Hanoi automorphism a = (0 1 2)(1, 1, 1, a, a) ∈
S5,2 ⊂ S5 ignores pegs 3 and 4 and applies (0 1 2) to the smallest disk among
pegs 0, 1, and 2. A k-peg Hanoi automorphism a is thus determined by Qa and
σa ∈ Sym(Xk \ Qa). Note that b = (0 1)(1, 1, 1, b, b) ∈ S5,2 ⊂ S5 also has two
inactive pegs 3 and 4, even though peg 2 is also fixed by (0 1). If the smallest
disk among pegs 0, 1, and 2 is on peg 2, then b does nothing.
Definition 4.2. A k-peg Hanoi group (G,Xk) is a group together with a fixed,
state-closed generating set S ⊂ Sk with 1 ∈ S. The corresponding Hanoi game
is the k-peg game whose legal moves correspond to the non-identity generators.
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Moreover, the order of a Hanoi automorphism is the order of its root permuta-
tion; in particular this order is finite. Hence every Hanoi group is a self-similar
group.
For example, H(k) is the Hanoi group generated by Sk,k−2. The remainder
of this section studies when Hanoi groups are contracting or non-contracting.
Lemma 4.3. Let G be a Hanoi group. Consider g ∈ G with representation
g = sn · · · s2s1. Since the inverse of a Hanoi automorphism is another Hanoi
automorphism (with the same inactive pegs and with the inverse root permuta-
tion), we can define Qi to be the set of inactive pegs of si. Define the essential
set of this representation to be Q =
⋂n
i=1Qi. If g 6= 1, then
1. g|j = g when j ∈ Q and
2. g = sn · · · s2s1 is a minimal representation when for j /∈ Q l(g|j) < n.
Proof. Write σi for the root permutation of si.
1. By Lemma 2.1 for a given j ∈ Q we have g|j = sn|js2|j · · · sn|j = g.
2. Induct on n. Clearly n = 1 holds since j /∈ Q1 implies s1|j = 1. Assuming
the claim for n− 1, consider g = sn · · · s2s1, n ≥ 2, and j /∈ Q. If j /∈ Q1,
then
g|j = (sn · · · s2)|σ1(j)s1|j = (sn · · · s2)|σ1(j).
By Lemma 2.1, this is a product of sections of the si, so l(g|j) < n. Now
suppose j ∈ Q1, so g|j = (sn · · · s2)|js1. If sn · · · s2 = 1, then l(g|j) = 1.
Otherwise, since j /∈ Q2 ∩ · · · ∩Qn, we have l((sn . . . s2)|j) ≤ n− 2 by the
n− 1 case, and so again l(g|j) < n.
Proposition 4.4. The following conditions are equivalent for an element g of
a Hanoi group (G,Xk):
1. g|j = g for some j ∈ Xk,
2. The essential set Q is nonempty for some representation of g,
3. The essential set Q is nonempty for all minimal representations of g.
The set of all g satisfying these conditions is called the prenucleus of G, and is
state-closed.
Proof. The three conditions clearly holds for the identity automorphism, so
assume g 6= 1. Then 3 ⇒ 2 is trivial, 2 ⇒ 1 is part 1 of Lemma 4.3, and the
contrapositive of 1 ⇒ 3 follows from part 2 of the same lemma.
It remains to show that the prenucleus is state-closed. Suppose g = sm · · · s2s1
satisfies the three conditions, and j ∈ Xk. Taking the section of g at j gives
g|j = sm|jm · · · s2|j2s1|j1
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with j1 = j (see Lemma 2.1 for the notation). The sections of the generators
are equal to either the identity automorphism or themselves and so the essential
set of the representation of g|j contains the essential set of the representation
of g and is thus non-empty. Hence g|j is in the prenucleus for any j ∈ Xk and
g in the prenucleus.
Theorem 4.1. A Hanoi group G is contracting if and only if its prenucleus,
N , is finite. In this case, N is the nucleus of G.
Proof. If G is contracting, its nucleus containsN by characterization 1 in Propo-
sition 4.4. So if N is infinite, G cannot be contracting.
Suppose N is finite, and consider g ∈ G of length n. We show that any
length-n section g|xnxn−1...x1 is in N . Assume otherwise, then since N is state-
closed, none of the sections g|xn , g|xnxn−1, . . ., g|xnxn−1...x1 can be in N . By
characterization 3 in Proposition 4.4, each of these has a minimal representation
with empty essential set. Thus by part 2 of Lemma 4.3, the length decreases
from one section to the next, and so l(g|xnxn−1...x1) ≤ 0, a contradiction since
1 ∈ N and N must be finite.
Thus N meets the condition for the finite set in the definition of the con-
traction property. We already noted that the nucleus contains N . Since the
nucleus is the smallest such set, it must equal N .
Definition 4.5. Let G be a Hanoi group with prenucleus N . By the second
characterization in Proposition 4.4, every g ∈ N has a representation with a
nonempty essential set. Define d(g) as the least number of distinct generators
among all such representations of g.
Definition 4.6. Let (G,Xk) be a k-peg Hanoi group generated by S. For a
subset T ⊂ S with fixed indexing T = {si}
M
i=1, write Qi for the set of inactive
pegs of si, and σi for the root permutation of si. The essential set of T is defined
to be Q =
⋂M
i=1Qi.
The subgroup of Sym(Xk) generated by {σi}Mi=1 acts by permutation on Xk.
Write Fix(T ) for the set of elements of Xk that are fixed by every σi, and OrbT (j)
for the orbit of j ∈ Xk under this action.
Note that the essential set of a representation (see Lemma 4.3) coincides
with the essential set of the set of generators it uses.
Theorem 4.2. Let (G,Xk) be a k-peg Hanoi group generated by S. Then G is
contracting if and only if the following condition holds:
(∗) For any T = {si}Mi=1 ⊂ S with nonempty essential set and any j /∈ Fix(T ),
there exists some i such that OrbT (j) ∩Qi = ∅.
We use this lemma in the proof of the theorem.
Lemma 4.7. Assume a Hanoi group G satisfies condition (∗). Suppose g ∈ G
has a representation g = am . . . a1, with a nonempty essential set Q, using M
distinct generators T = {si}
M
i=1. Then for any j ∈ Xk, either g|j = g or
d(g|j) < M .
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Proof. If j ∈ Fix(T ), then g|j = am|j · · · a2|ja1|j by Lemma 2.1. If si|j = 1
for any i then this representation does not use si, so d(g|j) < N . Otherwise,
si|j = si for every i and g|j = g.
Now suppose j /∈ Fix(T ). By Lemma 2.1, g|j = am|jm · · · a2|j2a1|j1 , where
jl ∈ OrbT (j) for all l, m ≥ l ≥ 1. Using (∗) to choose i so that OrbT (j) Again
the essential set is nonempty, so d(g|j) < M .
Proof of Theorem 4.2. First suppose condition (∗) holds. Let N be the prenu-
cleus of G, and NM = {g ∈ N | d(g) ≤ M}. We induct on M to show that
every NM is finite. Clearly, N1 is finite. For g ∈ NM , M ≥ 2, by Lemma 4.7,
every section of g either is g or is in NM−1. Because wreath recursion defines
g recursively, g depends only on σg and its sections that are not g. If NM−1 is
finite, then there are only finitely many such distinguishing choices, and so NM
is also finite. Hence N = N|S| is finite, and G is contracting by Theorem 4.1.
Now suppose (∗) does not hold. That is, for some subset T = {si}
N
i=1 of S
with nonempty essential set Q and some j /∈ Fix(T ), we have OrbT (j)∩Qi 6= ∅
for every i, 1 ≤ i ≤M . It suffices to show that H = 〈T 〉 ≤ G is infinite; indeed,
since the prenucleus of G contains H by characterization 1 in Proposition 4.4,
this would imply by Theorem 4.1 that G is not contracting.
We follow the idea in the proof of infinite cardinality of the Grigorchuk group
(original proof in Russian in [8]; see Theorem 1.6.1 in [16] for an exposition
in English). With j ∈ Xk chosen as above, let Hj ≤ H be the subgroup of
automorphisms whose root permutation fixes j. Then φ : Hj → H defined by
φ(g) = g|j is a homomorphism. Since j /∈ Fix(T ), Hj is a proper subgroup of
H . For each generator si of H , we construct below some hi ∈ Hj such that
φ(hi) = hi|j = si, which shows that φ is a surjection. Then H must be infinite
since a proper subgroup Hj < H maps onto H .
Fix i, 1 ≤ i ≤M . By the assumption, OrbT (j)∩Qi 6= ∅, so there exists some
snL . . . sn2sn1 ∈ H with root permutation satisfying σnL . . . σn2σn1(j) ∈ Qi. Let
j1 = j and, for l, L ≥ l ≥ 1, let jl+1 = σnl(jl). Let j1 = j and let jl+1 = σnl(jl)
for 1 ≤ l ≤ L. This implies snl |jl = snl|jl+1 = 1 for all l, L ≥ l ≥ 1.
Take
hi = (snL · · · sn2sn1)
−1si(snL · · · sn2sn1)
= (s−1n1 s
−1
n2
· · · s−1nL)si(snL · · · sn2sn1)
with root permutation (σ−1n1 σ
−1
n2
· · ·σ−1nL )σi(σnL · · ·σn2σn1). Since σi fixes
σnL · · ·σn2σn1(j) = jL+1 ∈ Qi,
σnl · · ·σn2σn1(j) = jl+1 for L ≥ l ≥ 1
σiσnL · · ·σn2σn1(j) = jL+1
σlσnl+1 · · ·σnLσiσnL · · ·σn2σn1(j) = jl for 2 ≤ l ≤ L
σn1σn2 · · ·σnLσiσnL · · ·σn2σn1(j) = jl−1.
The last equation shows hi ∈ Hj . Using the remaining equations in Lemma 2.1,
hi|j =
(
s−1n1 |j2s
−1
n2
|j3 · · · s
−1
nl
|jl+1
)
si|jl+1 (snl |jl · · · sn2 |j2sn1 |j1) = si,
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as we wanted.
Given S ⊂ Sk, checking (∗) is a finite computation. Moreover, since T1 ⊂
T2 ⊂ S implies Fix(T2) ⊂ Fix(T1) and OrbT1(j) ⊂ OrbT2(j), it suffices to check
the maximal sets among subsets T ⊂ S with nonempty essential set.
5 Contracting Hanoi Groups and Their Limit
Spaces
In view of Theorems 4.1 and 4.2, H(k) is noncontracting for k ≥ 4 because two
generators had distinct but overlapping sets of inactive pegs (common inactive
peg 3 in the proof of Proposition 3.3). This is avoided if only one peg is inactive,
which leads us to the following definition.
Definition 5.1. H
(k)
c is the k-peg Hanoi group generated by Sk,1.
Corollary 5.2. H
(k)
c is contracting for every k ≥ 3.
Proof. Since the prenucleus of H
(k)
c is Sk,1, the result is immediate from Theo-
rem 4.1.
Alternatively, this follows since H
(k)
c is contained in the group of bounded
automorphisms of X∗k (see [5] and Theorem 3.9.12 in [16]). In Section 6, we will
use Theorem 4.2 in a case where this result is not applicable.
For k = 3, S3,1 = {1, a01, a12, a02}, and H(3) = H
(3)
c . We can thus view
H
(k)
c as higher-peg analogues that preserve contraction. In the Hanoi game
corresponding to H
(k)
c , the n-th smallest disk can be moved only when the n−1
smallest disks are on the same peg. As a result, for any number of pegs, the
optimal move count hn for moving n disks from one peg to another satisfies the
same recurrence hn = 2hn−1 + 1 as for three pegs (see [6]). Additional pegs,
while providing more solution paths, do not make the game any shorter.
Because these groups are contracting we have a well-defined limit space to
analyze as was done in [10] for H(3). By construction Sk,1 is the nucleus of H
(k)
c
so by Proposition 2.7 asymptotically equivalent pairs of left-infinite sequences
have the form (. . . llliv, . . . llljv), where i, j, l ∈ Xk are all distinct and v ∈ X∗k.
For simplicity’s sake abbreviate J
H
(k)
c
as J (k) for the limit space of H
(k)
c . We
will show for each k ≥ 3 that J (k) can be obtained as a self-similar set K(k)
in Rk−1. We first, however, need some basic definitions and results about self-
similar sets.
Definition 5.3. (Definitions 1.2.1 and 1.3.1 in [12]) For a finite set S =
{si}Ni=1, the shift space Σ(S) = S
−ω is the set of all left-infinite sequences
of elements of S, with the product topology where S has the discrete topology.
For each si ∈ S, define si : Σ(S)→ Σ(S) by si(. . . x3x2x1) = . . . x3x2x1si.
Let K be a compact metric space. For each si ∈ S, let Fi be a continuous
injection from K to itself. Then (K,S, {Fi}si∈S) is called a self-similar structure
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if there exists a continuous surjection pi : Σ(S) → K such that pi ◦ si = Fi ◦ pi
for any si ∈ S. We call K a self-similar set.
Theorem 5.1. (Theorems 1.1.4 and 1.2.3 in [12]) Let (X, d) be a complete
metric space and S = {s1, s2, . . . , sN}. For each si ∈ S, let Fi : X → X be a
contraction. For any A ⊂ X, define F (A) =
⋃N
i=1 Fi(A). Then there exists a
unique nonempty compact set K satisfying F (K) = K.
For w = xm . . . x2x1, xi ∈ S, set Fw = Fxm ◦· · ·◦Fx2 ◦Fx1 and Kw = Fw(K).
Each Kw, |w| = m, is called an m-cell. Then for any w = . . . x2x1 ∈ Σ(S),⋂
m≥1Kxm...x2x1 contains only one point. The map pi : Σ(S) → K defined by
taking pi(w) as this unique point is a continuous surjection. Moreover, pi ◦ si =
Fi ◦ pi for all si ∈ S.
Fix k ≥ 3. Let {pi | i ∈ Xk} be the vertices of a regular k-simplex in Rk−1.
For each i, the points {pj | j 6= i} form the vertices of a regular (k− 1)-simplex;
let qi be its centroid. Define Fi, i ∈ Xk, as the unique affine map satisfying
Fi(pj) =
{
pj if i = j
qj otherwise.
Since each Fi is a contraction with respect to the Euclidean metric, by Theorem
5.1 there is a unique nonempty compact set K(k) with F (K(k)) = K(k), and
(K(k),Xk, {Fi}i∈Xk) is a self-similar structure.
Before proving that K(k) is homeomorphic to J (k), we need an observation.
p
p
p
p
3
2
1
0
p
q
q
q
q
p
p
p
1
2
0
3
3
1
2
0
Figure 2: E(4) and F (E(4)) in R3
Lemma 5.4. Let E(k) be the k-simplex with vertices {pi | 0 ≤ i ≤ k−1}. Then
for i 6= j,
Fi(F (E
(k))) ∩ Fj(F (E
(k))) = {ql | l 6= i, j}.
Since K ⊂ F (E(k)), it follows that Fi(K) ∩ Fj(K) = {ql | l 6= i, j}.
Proof. Without loss of generality, assume i = 0 and j = 1. It is clear that
F0(F (E
(k))) ∩ F1(F (E(k))) ⊃ {ql | l ≥ 2}, so we show the reverse inclusion.
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The convex hull of a finite set of points X = {xi}Ni=1, denoted Conv(X), is
the set of points
∑N
i=1 αixi, where αi are nonnegative reals satisfying
∑N
i=1 αi =
1. Given such a representation, we call αi the coefficient of xi
E = Conv({pi | 0 ≤ i ≤ k − 1}). For a simplex, it is easily shown that
(α0, . . . , αk−1) gives a unique representation of every point in E. Since the Fi
are affine maps,
f0(E) = Conv({p0, q1} ∪ {qi | i ≥ 2})
f1(E) = Conv({p1, q0} ∪ {qi | i ≥ 2}).
Since qj is a weighted average of {pi | i 6= j}, αi > 0 for every i 6= j. Thus
for points of F0(E), α0 > α1 if the coefficient of either p0 or q1 is nonzero.
Similarly, for points of F1(E), α1 > α0 if the coefficient of either p1 or q0 is
nonzero. Hence F0(E) ∩ F1(E) ⊂ Conv({qi | i ≥ 2}), and since F (E(k)) ⊂ E,
F0(F (E
(k))) ∩ F1(F (E
(k))) ⊂ Conv({qi | i ≥ 2}). (5.1)
For any qj , at least one of α0 and α1 is positive. Then pi is the only element of
Fi(F (E)) that can possibly lie in Conv({pj | j ≥ 2}). Since F (E(k)) =
⋃
Fi(E),
we have F (E(k)) ∩ Conv({pj | j ≥ 2}) ⊂ {pi | j ≥ 2}. Applying Fi, i ∈ {0, 1},
to both sides and taking their intersection,
[F0(F (E
(k))) ∩ F1(F (E
(k)))] ∩ Conv({qj | j ≥ 2}) = {qj | j ≥ 2}.
The result follows by this and (5.1).
Proposition 5.5. For all k ≥ 3, K(k) is homeomorphic to J (k).
Proof. Let pi : X−ωk → K
(k) be as in Proposition 5.1, and suppose pi(. . . x3x2i) =
pi(. . . y3y2j) = p with i 6= j. Then p ∈ Fi(K)∩Fj(K) ⊂ {ql | l 6= i, j} by Lemma
5.4. It is easy to see that p = ql if and only if xn = yn = l for all n ≥ 2. Since
the Fi are injective, by Proposition 1.2.5 in [12], pi(w) = pi(τ) for w 6= τ if and
only if (w, τ) = (. . . lliv, . . . lljv) for i, j, l ∈ Xk all distinct and v ∈ X∗k.
Since this is the asymptotic equivalence relation in J (k), pi induces a contin-
uous bijection p : J (k) → K(k). The limit space, J (k), is compact by Theorem
3.6.3 in [16], and K(k) is Hausdorff; hence p is a homeomorphism.
It is known that K(3) is the Sierpin´ski gasket. Unlike in the usual construc-
tion, each Fi here involves a reflection as well as a contraction. This reflects
some of the self-similarity of the Hanoi Towers game (see Section A.1.1).
Except for when k = 3, Fi is not a similitude since Fi(E
(k)) is not a regular k-
simplex; that is, there is no constant r for which |Fi(x)−Fi(y)| = r|x−y|. While
the Fi become similitudes if qi is taken outside E
(k), the resulting invariant set
is not homeomorphic to J (k). Since the available theory is limited for sets
invariant under affine contractions, the Euclidean metric on K(k) is of limited
use. However, analytic structures such as energy, measure, and Laplacians
have been constructed on the following special class of self-similar structures,
independent of an Euclidean embedding [12].
14
Definition 5.6. For a self-similar structure (K,S, {Fs}s∈S), define the critical
set C and the post critical set P by C = pi−1(∪i,j∈S,i6=j(Fi(K) ∩ Fj(K))) and
P = ∪n≥1σn(CL). If P is finite, the self-similar structure is said to be post
critically finite (p.c.f. for short).
Proposition 5.7. The self-similar structure (K(k),Xk, {Fi}i∈Xk) is p.c.f.
Proof. By Lemma 5.4, C = {. . . lli | i 6= l} and hence P = {. . . ll | l ∈ Xk}.
Analysis can thus be developed on K(k) following the standard theory of
p.c.f. self-similar sets (see [12]), and moreover, we expect the high symmetry
of K(k) to simplify computations. As examples, in the rest of this section we
compute the Hausdorff and spectral dimensions of K(k). We provide only a
sketch of the theory; for details see [12] and Chapter 4 of [19].
Let V0 = pi(P) = {pi | i ∈ Xk}, and let Γ0 be the complete graph on V0.
Inductively define Vm+1 = F (Vm) and Γm+1, a graph on Vm+1, where x and y
are connected in Γm+1 if x = Fi(x
′), y = Fi(y
′) for some Fi and x
′, y′ ∈ Vm
connected in Γm. Given positive weights {cij | i, j ∈ Xk, i < j}, define an energy
form on V0 by
E0(u) =
∑
i<j
cij(u(pi)− u(pj))
2
for any function u on V0. We wish to construct graph energies Em on Γm subject
to two conditions.
(E1) For some fixed renormalization factors {ri}
k−1
i=0 ,
Em(u) =
k−1∑
i=0
r−1i Em−1(u ◦ Fi).
(E2) Given u on Vm−1, then an extension u
′ of u to Vm is a function on Vm
such that u′|Vm−1 = u. Let u˜ be the extension of u that minimizes Em.
Then
Em(u˜) = Em−1(u).
Finding {cij} and {ri} satisfying these conditions for a given self-similar struc-
ture, called the renormalization problem, is in general highly nontrivial. Below,
we find a solution for K(k) that is invariant under the full symmetry of V0.
Theorem 5.2. The weights cij = 1, i < j, and renormalization factor ri = r =
k(k−2)
k2−k−1 are a solution to the renormalization problem for (K
(k),Xk, {Fi}i∈Xk).
Proof. Let pi ∈ V0, qi ∈ V1 \ V0. Take cij = 1 and, for now, ri = 1. For a
function u on V0 define u(pi) = ai,
E0(u) =
∑
i<j
(ai − aj)
2.
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For a function u on V0 defined by u(pi) = ai, an extension u
′ of u to V1 is
determined by its values on V1 \ V0 = {qi}; let u′(qi) = xi. Each edge of Γ1
connecting qi and pj , i 6= j, appears in one of the k subgraphs Fl(Γ0) of Γ1,
while each edge connecting qi and qj , i 6= j, appears in k − 2 of them. Thus by
(E1),
E1(u
′) = (k − 2)
∑
i<j
(xi − xj)
2 +
∑
i<j
(xi − aj)
2.
The values of xi minimizing this determine u˜ on Vm. If E1(u˜)/E0(u) = λ for all
u, then replacing ri by ri/λ makes (E2) hold for m = 1.
Setting 12
∂E1
∂xi
= 0 yields
(k − 2)
∑
j:j 6=i
(xi − xj) +
∑
j:j 6=i
(xi − aj) = 0
[(k − 2)(k − 1) + (k − 1)]xi = (k − 2)
∑
j:j 6=i
xj +
∑
j:j 6=i
aj
for each i. Summing k such equations, one for each i ∈ Xk, we get (k − 1)2X =
(k − 1)(k − 2)X + (k − 1)X or X = A, where X =
∑
xi and A =
∑
ai. So
adding (k − 2)xi to both sides to the previous equation gives
[(k − 2)(k − 1) + (k − 1) + (k − 2)]xi = (k − 2)X + A− ai
(k2 − k − 1)xi = (k − 1)X − ai.
Then ai − aj = (k2 − k − 1)(xj − xi), so
E0(u) =
∑
i<j
(ai − aj)
2 = (k2 − k − 1)2
∑
i<j
(xi − xj)
2.
Using ai = (k−1)X− (k2−k−1)xi to write E1(u˜) in terms of k and symmetric
sums
∑
i x
2
i and
∑
i<j xixj , we arrive at
E1(u˜) = k(k − 2)(k
2 − k − 1)
∑
i<j
(xi − xj)
2
⇒ λ =
E1(u˜)
E0(u)
=
k2 − k − 1
k(k − 2)
.
Hence (E2) holds for m = 1 with ri =
k(k−2)
k2−k−1 .
For the extension from Em−1 to Em, note that each point in Vm \Vm−1 lies in
a unique m-cell, and that within each m-cell the minimization problem is what
we just solved. Since Em is the sum of the energy contribution from each cell,
(E1) and (E2) hold for any m.
Because Em is nondecreasing by (E2), we define E(u) = limn→∞ Em(u),
allowing values of +∞. The effective resistance R is then defined on V∗ =⋃
m≥0 Vm by
R(x, y)−1 = min{E(u) : u(x) = 0 and u(y) = 1}.
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This is independent of m. By construction V∗ is dense in K and R(x, y) is
uniformly continuous in x and y, so R extends to K ×K as a metric on K.
Proposition 5.8. Let R be the effective resistance metric on K(k), and r =
k(k−2)
k2−k−1 as in Theorem 5.2. There exist constants c
′
1, c
′
2 such that
(a) if x and y are in the same or adjacent m-cell, then R(x, y) ≤ c′1r
m;
(b) otherwise R(x, y) ≥ c′2r
m.
Proof. Lemma 1.6.1 in [19] proves this for the Sierpin´ski gasket. Section 4.4 of
the same reference argues why this holds for any p.c.f. self-similar set.
For self-similar Euclidean sets generated by contractive similitudes of ratio
ri, the Hausdorff dimension dH under the Euclidean metric satisfies Moran’s
formula [15],
∑k−1
i=0 r
dH
i = 1. The above Proposition says that the contrac-
tion maps have ratio roughly r. Here, we need a generalization from Kigami
(Theorem 1.5.7 in [12]). We use a special case.
Theorem 5.3. (Corollary 1.3 in [13]) Let (X, d) be a complete metric space,
and let K be the self-similar invariant set defined by contractions {fi}i∈S. Sup-
pose there exist constants 0 < r < 1, 0 < c1, c2 and M > 0 such that
(1) for all w ∈ Xn,
diam(Kw) ≤ c1r
n;
(2) for all x ∈ K and n ≥ 0,
#{w : w ∈ Xn, d(x,Kw) ≤ c2r
n} ≤M.
Then the Hausdorff dimension of K with respect to d is − log |S|/ log r.
Corollary 5.9. The space K(k) has Hausdorff dimension log klog (k2−k−1)−log (k(k−2))
with respect to the effective resistance metric.
Proof. Let c′1 and c
′
2 be as in Proposition 5.8, and take c1 = c
′
1, c2 = c
′
2r,
M = k+1. By (a) in the same proposition, diam(Kw) ≤ c1r
n for w ∈ Xn. Take
any x ∈ K = K(k) and n ≥ 0, and consider w ∈ Xnk . If Kw is not one of the
M = k + 1 n-cells that either contain x or is adjacent to the n-cell containing
x, then by (b), R(x,Kw) ≥ c′2r
n > c2r
n. Hence Theorem 5.3 applies.
The renormalization problem is often stated through the terminology of har-
monic structure. Write l(V0) for the space of functions on V0. The quadratic
form −E0 can be written −E0(u) = uTDu for some symmetric linear opera-
tor D : l(V0) → l(V0). For E0, constructed above, D has the k-by-k matrix
representation
D =


−(k − 1) 1 · · · 1
1 −(k − 1) · · · 1
...
...
. . .
...
1 1 · · · −(k − 1)


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with respect to the standard function basis. Given {ri}i∈Xk , define linear oper-
ators Hm : l(Vm)→ l(Vm) inductively by H0 = D and
Hm =
∑
i∈Xk
r−1i R
−1
i Hm−1Ri,
where Ri : l(Vm) → l(Vm−1) is the natural restriction defined by Ri(u) =
u ◦Fi. Then condition (E2) for energy together with −E0 = u
TDu implies that
−Em(u) = uTHmu for all m ≥ 0. Decompose H1 as
H1 =
(
T JT
J X
)
,
where T acts on l(V0) and X acts on l(V1 \ V0). In the terminology of [14],
(D, {ri}i∈Xk), with suitable additional conditions on D, is called a harmonic
structure on (K(k),Xk, {Fi}i∈Xk) if
D = λ(T − JTX−1J) (5.2)
for some constant λ. A harmonic structure is said to be regular if λ > ri for all
i ∈ Xk.
Corollary 5.10. The pair (D, {r, . . . , r}) for D defined above and r = k(k−2)
k2−k−1
is a regular harmonic structure on (K(k),Xk, {Fi}i∈Xk) with λ = 1.
Proof. Minimizing E1(u˜) = u˜TH1u˜ as in the proof of Theorem 5.2 shows that
(5.2) is equivalent to E1(u˜) = λE0(u). Recall that in Theorem 5.2 we replaced ri
by ri/λ to satisfy condition (E2), which is just the above condition with λ = 1.
Here we instead leave λ apart from {ri}. Therefore, finding D, {ri}, and λ under
these conditions is an equivalent reformulation of the renormalization problem,
differing merely in the choice of the fundamental analytic structure (harmonic
structure instead of a self-similar energy form). Hence the result of Theorem
5.2 carries over. The harmonic structure is regular since λ = 1 > ri.
By further specifying the standard Bernoulli (self-similar) measure on K(k),
the standard Laplacian on K(k) can be defined as the limit of the operators Hm
on Γm. The spectral dimension of the harmonic structure describes the spectral
asymptotics of this Laplacian.
Theorem 5.4. The spectral dimension dS of K
(k) with the harmonic structure
(D, {r, . . . , r}) defined above is 2 log klog(k2−k−1)−log(k−2) .
Proof. By Theorem A.2 in [14],
k−1∑
i=0
γdSi = 1,
where γi =
√
riµi
λ
, with µi =
1
k
for the standard Bernoulli measure. We omit
the computation.
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As a remark, since this self-similar structure is fully symmetric on V0, by
Proposition 3.1 in [2], the spectral decimation method allows the explicit com-
putation of the spectrum of the associated Laplacian to this energy form with
multiplicities.
6 Symmetric Contracting Hanoi Groups
The pegs of the original Hanoi Towers game are indistinguishable in the sense
that the same type of legal move exists between any two pegs. By placing sym-
metry conditions on the Hanoi groups, we obtain corresponding Hanoi games
that preserve this aspect of the game.
The permutation group on Xk, Sym(Xk), has a natural action on Sk; for
φ ∈ Sym(Xk) and a ∈ Sk, define φ · a as the Hanoi automorphism with inactive
pegs φ(Qa) and root permutation φσaφ
−1 on the active pegs φ(Xk \Qa). In the
game, this corresponds to rerepresenting the same move by relabeling each peg
i as φ(i).
Definition 6.1. A k-peg Hanoi group G with generating set S is said to be fully
symmetric if S is closed under Sym(Xk); that is, φ ·S ⊂ S for all φ ∈ Sym(Xk).
In fact, since S is finite and the action faithful, φ ·S = S. More concretely, if
g ∈ S, then S contains every k-peg Hanoi automorphism with the same number
of inactive pegs and the same cycle type of the root permutation as g.
Theorem 6.1. For any k ≥ 3, every fully symmetric and contracting k-peg
Hanoi group is a subgroup of H
(k)
c .
Proof. The claim is trivial for k = 3 since H
(3)
c is the only fully symmetric
nontrivial 3-peg Hanoi group. Assume k ≥ 4, and let G be a fully symmetric
k-peg Hanoi group generated by S that is not a subgroup of H
(k)
c . Then S
contains some a ∈ Sk with two or more inactive pegs and nontrivial σa. We will
show that G is not contracting.
Let p = |Pa|. Relabel the pegs so that Qa = {p, p+ 1, . . . , k − 1}. Further
relable pegs within Pa so that σa has the form (0 1 · · · m)c2 . . . cn, a product
of disjoint cycles. That is,
a = (0 1 · · · m)c2 . . . cn(1, 1, · · · , 1, a, a, · · · , a),
where a|i = a for i ≥ p. Take b = (0 p) · a, which is in S by the symmetry
assumption. Since each ci, 2 ≤ i ≤ n, is disjoint from (0 p),
b = (p 1 2 . . . m)c2 . . . cn(b, 1, . . . , 1, 1, b, . . . , b)
b−1 = (m . . . 2 1 p)c−1n . . . c
−1
2 (b
−1, 1, . . . , 1, 1, b−1, . . . , b−1),
where b−1|i = b−1 for i ∈ (0 p)Qa = {0, p+ 1, . . . , k − 1}. Then G contains
ab−1 = (0 1 p)(b−1, a, 1, . . . , 1, 1, ab−1, . . . , ab−1),
where ab−1|i = ab
−1 for i ≥ p+1. Then (ab−1)3|p+1 = (ab
−1)3 and (ab−1)3|0 =
ab−1, so Lemma 3.4 applies.
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Under weaker symmetry conditions, we obtain more contracting Hanoi groups.
Identifying Xk with the vertices of a regular k-gon in the order 0 through k− 1,
we say that a Hanoi group is rotationally or dihedrally symmetric if its generat-
ing set is closed under the action of the corresponding symmetry group of Xk.
We do not have analogues of Theorem 6.1 for these symmetries. We state one
partial result.
Definition 6.2. Let Rk,n ⊂ Sk, 2n + 1 ≤ k, be the union of the identity
automorphism and all automorphisms a ∈ Sk for which
1. Qa ⊂ {m+ 1,m+ 2, . . . ,m+ n} for some m, and
2. whenever i ∈ Qa, σa also fixes every element of {i−1, i−2, . . . , i−(n−1)},
where all computations are performed modulo k.
In the cyclic arrangement, each peg has an increasing and a decreasing side.
Condition 1 of Definition 6.2 says that the set of inactive pegs lie among n
adjacent pegs. Condition 2 says that σa fixes the n − 1 adjacent pegs on the
decreasing side of each inactive peg.
Proposition 6.3. Every Hanoi group (G,Xk) generated by S ⊂ Rk,n is con-
tracting.
Proof. We verify condition (∗) from Theorem 4.2. Take an arbitrary subset
T = {si}Mi=1 of S with nonempty essential set Q, and consider any j /∈ Fix(T ).
As usual, let σi and Qi be the root permutation and the set of inactive pegs,
respectively, of si.
Without loss of generality, assume n−1 ∈ Q. Then by the first condition on
elements of Rn,k, Qi ⊂ [0, 2n−2] for each i. LetMi be the largest element of Qi,
and choose smin so that Mmin ≤Mi for all i. Note that n− 1 ≤Mmin ≤Mi ≤
2n− 2. Then Mi+1 ∈ Qi and Mi+1− (n− 1)≤ n, so by the second condition
on elements of Rn,k each σi fixes every element of [n,Mmin]. Furthermore, since
n− 1 ∈ Qi, each σi fixes every element of [0, n− 1].
Since j /∈ Fix(T ), by the above we have j ∈ [Mmin + 1, k − 1] and so
OrbT (j) ⊂ [Mmin + 1, k − 1]. Thus OrbT (j) ∩Qmin = ∅, as desired.
Define Rk,n by replacing the set in the second condition of Definition 6.2 by
{i+ 1, i+ 2, i+ (n− 1)}. The overline indicates that we now take the adjacent
pegs on the increasing side. The analogue of Proposition 6.3 also holds with
Rk,n instead of Rk,n.
For example, Hanoi groups generated by the following sets are contracting
by Proposition 6.3:
{1} ∪


a = (0 1)(1, 1, 1, a, a) d = (3 4)(1, d, d, 1, 1)
b = (1 2)(b, 1, 1, 1, b) e = (4 0)(1, 1, e, e, 1)
c = (2 3)(c, c, 1, 1, 1)


{1} ∪


a = (0 1)(1, 1, 1, a, a, 1) d = (3 4)(d, d, 1, 1, 1, 1)
b = (1 2)(1, 1, 1, 1, b, b) e = (4 5)(1, e, e, 1, 1, 1)
c = (2 3)(c, 1, 1, 1, 1, c) f = (5 0)(1, 1, f, f, 1, 1)

 .
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The first is a contracting 5-peg Hanoi group with rotational symmetry, while the
second is a contracting 6-peg Hanoi group with dihedral symmetry. Moreover,
unlike contracting k-peg Hanoi groups generated by subsets of Sk,k−2, k > 3
(recall Proposition 3.3), these groups correspond to meaningful Hanoi games in
the following sense.
Proposition 6.4. Let G be a k-peg Hanoi group generated by S. The group
generated by the set of all root permutations of the generators acts by permu-
tation on Xk. The Schreier graphs Γn, n ≥ 1 are connected if and only if the
action of G on Xk is transitive.
Proof. Vertices x, y ∈ Γn are connected if and only if sm . . . s2s1(x) = y for
some si ∈ S ∪ S−1. Since each si has finite order, we can write this product
without inverses. Thus Γn is connected if and only if the legal moves of the
associated Hanoi game allow us to change any legal n-disk configuration into
any other legal n-disk configuration.
Suppose the action is not transitive, so that there exist i, j ∈ Xk such
that no product σ = σm · · ·σ2σ1 of root permutations satisfies σ(i) = j. Then
any configuration with the smallest disk on peg j cannot be reached from any
configuration with the smallest disk on peg i.
Now assume the action is transitive. The case n = 1 is immediate. Assume
the claim for n−1, and consider any two legal n-disk configurations. Suppose the
largest disk needs to move from peg i to peg j. By transitivity, σm . . . σ2σ1(i) = j
for some product of root permutations. Let si be some generator with root
permutation σi. Repeat the following for 1 ≤ i ≤ m: Use the n − 1 case to
move the n − 1 smaller disks onto an inactive peg of si. Then use si to move
the largest disk. After the m-th step, the largest disk will be on peg j. We then
use the n− 1 case to move the smaller disks to their desired pegs.
We end with several open questions and thoughts.
• Theorem 6.1 holds with the alternating group on Xk; since (0 p p+1) ·a =
(0 p) · a, the proof only requires 3-cycles. Is there a weaker or more
natural set of constraints under which H
(k)
c remains the unique maximal
contracting group?
• There are non-Hanoi automorphisms that may still be interpreted in terms
of the Hanoi Towers game. For example, consider
a = (0 1 2)(1, 1, 1, b) b = (0 2 1)(1, 1, 1, a).
Then ab = (1, 1, 1, ba) and ba = (1, 1, 1, ab), so ab = 1. In terms of the
game, both a and b start from the smallest disk and keep track of parity
the number of disks on peg 3 until it encounters a disk on pegs 0, 1, or 2.
If the parity is odd, a applies (0 1 2); if even, (0 2 1). b does the same with
the permutations exchanged. How can we characterize all automorphisms
that correspond to legal moves of the game in some reasonably defined
sense? Which groups with such generators are contracting?
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• Can we apply similar symmetry conditions to other self-similar groups to
obtain criteria on their contraction or non-contraction?
A Appendix
This paper began by examining existing variations of the Hanoi Towers game.
Two such modifications were the Hanoi Networks, HN3 and HN4, which were
introduced in the physics literature [4] as examples of regular networks with
small-world properties. For more on networks with this small-world property,
see [3], [18], and [20]. We will show that while HN3 can be related peripherally
to the automaton representing the Hanoi Towers game, these networks have no
direct connection to the original Hanoi Towers game.
A.1 Construction of HN3/HN4
The construction of both networks is only partially inspired by the traditional
3-peg Hanoi Tower game.
Definition A.1. Define Sn as the sequence of disks moved in the optimal so-
lution of the n-disk game, where disks numbered 1 through n from smallest to
largest. That is if you move disk1 on the first move, the first element in the
sequence is 1.
For example, the optimal solution for the 1-disk game simply moves disk 1
to the desired peg, so that
S1 = (1).
For two disks, we first move disk 1 to the third peg, disk 2 to the goal peg, then
disk 1 above disk 2:
S2 = (1, 2, 1).
It is well known (see, for example, [6]) that the optimal solution is given
recursively; to move n disks from peg 1 to peg 2, we first move the n−1 smaller
disks to peg 3, move disk n to peg 2, and finally move the n − 1 smaller disks
from peg 3 to peg 2. This means that Sn+1 is obtained by concatenating two
copies of Sn, with a n + 1 term between them. We can therefore define the
following:
Definition A.2. Define S as the unique infinite sequence having each Sn as a
prefix:
S = (1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1, 5, . . .)
A network is a graph with a length assigned to each edge. Vertices of a
network are called nodes. We use S to construct two networks that incorporate
this model of the Hanoi Towers game and also have small world properties.
Definition A.3. The HN3 network has nodes that are identified with the pos-
itive integers. Nodes corresponding to adjacent integers are connected; these
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edges form the backbone of this network. Label node n by the n-th element of
S, called the disk number of the node. Nodes with the same disk number i are
connected if and only if there exists a node labeled i + 1 in between and there
does not exist a node labeled j, where j ≥ i+ 2, in between. We call these
connections long-distance jumps. An edge connecting nodes n and m is given
length |n−m|. See Figure 3 for consistency with Definition A.4.
Each node is thus connected at least to its adjacent nodes on the backbone by
edges of length 1. In addition, certain nodes with disk number i are connected
by long-distance jumps of length 2i. For example, nodes 1 and 3, the first two
nodes with disk number 1, are connected, as are 5 and 7, 9 and 11, etc; among
nodes with disk number 2, nodes 2 and 6 are connected, then 10 and 14, etc.;
and so on for every disk number.
Definition A.4. The network HN4 is the network HN3 with additional con-
nections made between a node labeled i and the first nodes labeled i to its left
and to its right. In addition, the backbone is extended to all integers, and the
network is made symmetric over 0. The special point 0 is connected to itself by
a loop. See Figure 3.
For example, for disk number 1, HN4 retains all the long-distance jumps in
HN3, and in addition connects n = 3 to n = 5, n = 7 to n = 9, etc. to create a
4-regular network. In both HN3 and HN4, the metric is given by the distance
along the backbone (not using any long-distance jumps).
A.1.1 Hanoi Tower Automata
The game also gives rise to a series of finite networks corresponding to the finite
state automata of the n-disk game.
Definition A.5. The network Hn is constructed to represent the n-disk game so
that each vertex of the automaton is associated to an n-letter word x1x2x3 . . . xn,
xi ∈ {0, 1, 2}. This word indicates the peg number of each disk, starting from
the smallest disk. Two vertices are connected by an edge if a legal move allows
the player to move between the corresponding states. Every edge is given the
same length, chosen so that the shortest path between 0n and 1n has length 1.
For notational simplicity, we write in for the n-letter word i . . . ii.
Note that the vertices ofHn correspond to the possible states of the game, i.e.
the configuration of n disks. While each Hn has a natural metric independent
of the ambient space, it is useful to have an embedding of these networks, both
as a visualization and in order to obtain some limiting object. We find that a
particular recursive construction allows us to embed each Hn in the plane so
that every edge has the same length.
The network H1 has three states: 0, 1, and 2. We arrange these in an equal
triangle; to fix ideas, place 0 at the bottom left, 1 at the bottom right, and 2 at
the top. Every Hn will contain a triangle with vertices 0
n, 1n, and 2n in this
same orientation. For the n-disk game represented by Hn, n ≥ 2, ignoring the
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n = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
1 2 1 3 1 2 1 4 1 2 1 3 1 2 1 5 1 2 1 3 1 2
0 1 2 1 3 1 2 1 4 1 2 1 3 1 2 1 5 1 2 1 3 1
n = 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Figure 3: The networks HN3 and HN4
largest disk results in the Hanoi Tower game for the n − 1 smaller disks. As
a result, Hn contains three transformed copies of Hn−1, each representing the
(n−1)-disk game with the largest disk on one of the three pegs. The three copies
are transformed in the following way. For the copy ofHn−1 corresponding to the
largest disk being on peg i, where i = 0, 1, 2, reflect Hn−1 with its labels across
the line through in−1 and the pidpoint of the other two vertices, and append i to
each label. Now, translate these three copies apart so that the new labels 0n, 1n,
and 2n form the vertices of a larger triangle. The only missing edges of Hn are
those that correspond to moving the largest disk. This is only possible when the
n− 1 smaller disks are on the same peg, different from the one with the largest
disk. It easily follows that there are three more edges: between 1n−12 and
1n−10; 2n−10 and 2n−11; 0n−11 and 0n−12. With appropriate translations of
the smaller networks, these three edges connect the three triangles to complete
the outer edge of the larger triangle. Moreover, their lengths can be chosen to
be the same as the edges in each copy of Hn−1, giving the desired embedding
of Hn. Compare this with Figure 4.
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2 0 2
0 0 0 1 0 0 1 20 2 20 2 21 0 21 0 1 1 1 1 1
2 0 0 0 20 1 21 21 1
2 1 0 0 1 0 1 0 1 20 1
1 1 0 0 0 1
1 1 2
2 1 2
0 0 2
0 1 2 1 0 2
0 22 1 22
2 22
Figure 4: H3
A.2 Relation between HN3 and Hanoi Tower Automaton
In the definitions of HN3 and HN4 the long-distance jumps were added to create
a small-world property and as such have no direct relation to the Hanoi Tower
game, there is no reason to expect a connection between these and Hn. How-
ever, the recursive nature of HN3 allows us to obtain it as a subnetwork of the
automaton network.
Theorem A.1. Let HN3n be the subnetwork of HN3 consisting of the first |Sn|
vertices and edges connecting them. Then HN3n can be obtained as a graph
minor H ′n of Hn.
Proof. For n = 1, set H ′1 = H1. Then HN31 is clearly isomorphic to H
′
1 as
graphs. We develop the isomorphism between HN3n and H
′
n inductively so
that the middle node of HN3n, with disk number n + 1, corresponds to 2
n in
Hn, and the end nodes with disk number 1 correspond to 0
n and 1n.
Fix n ≥ 2. Analogous to the way Sn is obtained from two copies of Sn−1,
HN3n can be obtained from two copies of HN3n−1, an extra node of disk number
n, and three new edges: two edges to join the backbone of each copy of HN3n−1
to the new node, and a long-distance jump connecting the two nodes of disk
number n−1 at the center of each copy of HN3n−1. To constructH ′n, we proceed
as in the recursive construction of Hn, but create only two transformed copies of
H ′n−1, say for i = 0 and 1, using the reflections and label appending explained
in A.1.1. These correspond to the two copies of HN3n−1. In place of the third
copy of H ′n−1, H
′
n has the single node 2
n, corresponding to the added middle
node in HN3n of disk number n. The nodes 1
n−10 and 0n−11 are connected to
the node 2n, corresponding to the two new edges that complete the backbone
of HN3n−1. The nodes 2
n−10 and 2n−11 are also connected, corresponding to
the added long-distance jump in HN3n.
These correspondences show that the isomorphism of HN3n−1 and H
′
n−1
implies the isomorphism of HN3n and H
′
n, so by induction, HN3n = H
′
n for all
n ≥ 1. By construction, H ′n can be regarded as a subgraph of Hn in a natural
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way. Figures 5 and 6 show the first three levels of HN3n and H
′
n, respectively,
with the backbone of HN3n and the corresponding edges in H
′
n thickened.
1 2 11111 22
1 12 2141213 112 3
3
1
Figure 5: The first three levels of HN3n
In this correspondence, every long-distance jump in HN3 receives one edge-
length in any H ′n. All edges of the backbone of HN3 connect a node of disk
number 1 to another node, say of disk number k. These edges receive k−1 edge-
lengths in anyH ′n. As a result, the ratio of distortion of the metric is unbounded,
but only as disk number also goes to infinity. Since higher disk numbers appear
further away from the origin in HN3, the distortion is controlled for any finite
section of the networks. However, because of difference in metric, it is impossible
to extend the correspondence to the limiting space. More precisely, we have the
following theorem:
Theorem A.2. There exists a Lipschitz embedding of HN3n into Hn that is
not uniformly bi-Lipschitz in n.
Proof. The subnetwork H ′n is an embedding of HN3n into Hn that is Lipschitz
since all edges in Hn have length less than 1 and all distances in HN3n are
greater than or equal to 1. However, the lower Lipschitz bound is smaller than
2−n. Thus the embedding is bi-Lipschitz for each n, but not uniformly.
The network H ′n has an interpretation as an automaton for its own game.
Start with the same labeling 0, 1, and 2 for H ′1. At each iteration, follow the
usual labeling rule for the two copies of H ′n−1, but give the label 2 to the extra
node. Then each label in H ′n is, read from right to left, a binary number which
ends after n digits or at the first appearance of 2. In terms of the Hanoi Towers
game, this corresponds to ignoring disks smaller than the largest disk at peg
2, if there are any. All states in the Hanoi Towers game that agree from the
largest disk to the largest disk at peg 2 represent the same state in H ′n, just as
we collapsed the copy of H ′n−1 with the largest disk on peg 2 to a single vertex
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1 1
2
1 2 2 1
11
3
1 1 3 3 1 1
2
2
1
11
1
2
2
4
Figure 6: The first three level of H ′n. The darkened lines correspond to the
backbone of HN3n while the lighter lines correspond to the long-distance jumps.
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in the recursive construction. It also follows that the disk number derived from
HN3n has a natural interpretation: a node in H
′
n with disk number 1 represents
a single state in Hn, and a node with disk number k > 1 represents the result
of collapsing 3k−2 states in Hn.
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