Action Quality Assessment Across Multiple Actions by Parmar, Paritosh & Morris, Brendan Tran
Action Quality Assessment Across Multiple Actions
Paritosh Parmar Brendan Tran Morris
University of Nevada, Las Vegas
parmap1@unlv.nevada.edu, brendan.morris@unlv.edu
Abstract
Can learning to measure the quality of an action help in
measuring the quality of other actions? If so, can consoli-
dated samples from multiple actions help improve the per-
formance of current approaches? In this paper, we carry
out experiments to see if knowledge transfer is possible in
the action quality assessment (AQA) setting. Experiments
are carried out on our newly released AQA dataset (http:
//rtis.oit.unlv.edu/datasets.html) consist-
ing of 1106 action samples from seven actions with qual-
ity as measured by expert human judges. Our experimental
results show that there is utility in learning a single model
across multiple actions.
1. Introduction
Action quality assessment (AQA) is the process of quan-
tifying how well an action was performed or computing a
score representing the execution quality of an action. Au-
tomatic AQA, in particular, can be an important compo-
nent of many practical applications. For e.g., AQA can
be employed in low-cost at-home physiotherapy to man-
age diseases like cerebral palsy [15, 27]. High quality
AQA can be incorporated into medical training to assess
the surgical skills of a student [28, 5]. AQA systems can
be used to mimic Olympic judges during sports training
[17, 16, 23, 28]; or provide a second opinion in light of
recent judging scandals [3, 24]. Despite having numerous
potential applications, automatic AQA and skill assessment
have received little attention in literature. Consequently,
there is a dearth of available datasets.
Current AQA systems/frameworks [17, 16, 23, 5] are
concerned with measuring the quality of a single action. As
such, the models are trained on examples of that particular
action. However, existing AQA datasets are typically very
small, consisting of only a few samples since the collection
of training data requires the use of a domain expert (signif-
icant effort by comparison with action recognition). Due to
this data limit, current AQA approaches may not be reach-
ing their full performance potential.
Pre-training helps with almost every computer vision
task. For e.g., object detection [7] is aided by pre-training
on ImageNet [4], performance of the C3D network [22] was
boosted by pre-training on I380K [22] and then finetuning
Sports-1M [11], UCF-101 [19] action classification perfor-
mance was enhanced when the network is pre-trained on
Sports-1M [11], etc. Transfer learning is particularly help-
ful when target datasets are small. Inspired by several in-
stances where pre-training has helped, we pose the follow-
ing questions: are there common action quality elements
(see Sec. 3.2) among different actions? If so, would it
be helpful to train/pre-train a model across various actions
(instead of following current approach of training on one
particular action)? Can a model trained on various actions
measure the quality of an unseen action?
The remaining of the paper is as follows. First, related
work in AQA is reviewed in Sec. 2. Then, a new AQA
dataset (the largest to date) is introduced, and notion of
common action quality elements is discussed in Sec. 3. Fol-
lowing which, we answer previously stated questions and
introduce a different approach of using all-action model, a
model that learns to measure the quality of multiple actions.
In Sec. 5, we discuss the experiments and results, which
provide us the evidence that there is a utility in learning an
all-action model over single-action model.
2. Related work
The first major work in the area of AQA was by Pirsi-
avash et al. [17], which used pose (of divers and skaters)
as features and learned a SVR to map those features to a
quality score. By focusing on Olympic sports, they were
able to use professionals to provide an objective measure
of quality through the judged score. Venkataraman et al.
[23] extended this work by modifying the feature repre-
sentation using concatenated approximate entropy of poses
rather than DCT of pose. This better encoding resulted in
a 4% improvement in performance. Inspired by the success
of deep-learning on the task of action recognition, Parmar
and Morris [16] hypothesized and verified that spatiotempo-
ral features from C3D[22] capture the quality aspect of the
actions well. Furthermore, they compared different video
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Figure 1: Preview of our dataset. To see the videos play, please download the manuscript and view in an Adobe Reader.
feature aggregation schemes, such as averaging clip-level
features, and LSTM, to get sample-level features; and re-
gression schemes, SVR, and fully connected layer.
A unique concept from AQA is feedback for perfor-
mance improvement. Pirsiavash et al. [17] were able to
suggest minor pose tweaks would could have been adopted
in order to improve scores. The LSTM-based approaches
by Parmar and Morris [16] did not offer such detailed feed-
back, but could identify action segments (video clips) where
an error might have been made. These types of error de-
tection mechanisms are important for coaching and faster
analysis of athlete performance.
Steering away from sports, Zia et al. [28] proposed
an approach to measure the surgical skills in an au-
tomated fashion. In this work, a classifier is trained
on frequency-domain transformed spatiotemporal interest
points. Doughty et al. [5] also address the problem of surgi-
cal skill assessment as well as the use of chopsticks, dough-
rolling, and drawing. Outside of surgery task, quality was
assessed not with a score but based on pairwise comparison
of skill in a “which is better” framework. While other qual-
ity or skills assessment works do exist, they tend to measure
specific characteristics of the task which are not easily gen-
eralizable. An example is the basketball skills assessment
work by Bertasius et al. [2], wherein they present an ap-
proach to measure a person’s basketball skills from analyz-
ing the video captured by the camera worn by the person.
Firstly, atomic basketball events are detected, which are
then passed through a Gaussian mixtures to obtain a features
which would be representative of player’s skills. A skill
assessment model is finally learnt on these features to as-
sess basketball skills. Also, it should be noted that skills as-
sessed in [2] are subjective to evaluator’s preference, since
annotation was based on a single basketball coach’s assess-
ment. In contrast, our approach would not be biased to-
wards any one judge, since our annotated scores are aver-
ages of scores from individual judges (usually 5-7 judges).
All of these works use one model each for every action
class. Single-acion models or action-specific models don’t
exploit the fact that there are some common, shared action
quality concepts/elements among actions (refer to Sec. 3.2).
Transfer learning is not new and has been used effectively in
the literature[18, 21, 13, 14, 20, 25, 26]. In a recent work by
Abramovich and Pensky [1], it was seen that having many
classes may be a blessing and not a curse for a classifica-
tion purposes suggesting that similar result could be true
for AQA. In this work, we evaluate to see if there are shared
action quality concepts, and if we can exploit them by learn-
ing a single model on datapoints from all actions.
3. AQA-7 Dataset
To the best of our knowledge, there are only two publicly
available AQA datasets [17, 16] and they have limited num-
ber of samples for each individual activity. This is partly
due to the extra effort required to collect samples as com-
pared to an action recognition dataset. In case of action
recognition dataset compilation, an annotator might go to
video hosting website such as YouTube and run a search
query on names of actions. While in compiling an AQA
dataset, annotator has to mark starting and ending frames of
a sample, and note down execution score, difficulty level,
final score, etc. Additionally, field experts are required to
evaluate and score AQA data samples which can be quite
difficult in many domains. These factors limit dataset size.
Furthermore, for action recognition, many more mean-
ingful short samples can be produced from one original
longer video. By meaningful sample, we mean that, even
if you clip an action recognition video, you would still have
the action class concept captured – it has been shown that
action classification task maybe performed using as little as
a single frame [11]. Unlike action recognition, in case of
AQA, a full action sequence must be examined because an
error in execution can be made at any time during the ac-
tion sequence. Leaving out frames where the error occurred
would result in predicted scores that are not indicative of the
true quality. This limits data augmentation tricks for more
effective sample utilization.
To fill this data void, we introduce Action Quality
Assessment 7 (AQA-7) dataset (Fig. 1), comprising
samples from seven actions: {singles diving-10m platform,
gymnastic vault, big air skiing, big air snowboarding,
synchronous diving-3m springboard, synchronous diving-
10m platform, and trampoline} captured during Summer
and Winter Olympics. Scoring rules change from time
to time; however, we made sure that rules were same for
the samples that we collected. A summary of the AQA-7
dataset characteristics are given in Table 1.
3.1. Description of Actions
Diving: Individual diving has been a Summer Olympic
sport since the early 1900s and synchronized diving was in-
troduced in 2000. Divers perform acrobatic stunts such as
somersaults and twists either from a platform or a spring-
board. The score is based on the difficulty of and the qual-
ity of execution of the dive. AQA-7 contains three different
events – the 10m platform (Diving in first row of Fig. 1),
synchronized 10m platform (Sync Dive 10m in sixth row
of Fig. 1), and 3m springboard (Sync Dive 3m in fifth row
of Fig. 1). The three diving events have negligible view
variation as they are all shot from a consistent angle for all
samples. The synchronized dives have two athletes partic-
ipating and their synchronization, which is given more im-
portance than execution, is also a measure of quality of the
action. The singles diving-10m platform class is an exten-
sion of the 159 samples originally from Pirsiavash et al. [17]
to 370 dives.
Gymnastic vault: Gymvault is a gymnastic event from
the Summer Olympics where the athlete runs down a run-
way and uses a springboard to launch themselves over the
vault and perform aerial tricks. The gymvault dataset was
collected from various international events in addition to
Olympics. Like diving, the quality of gymvault is assessed
based on the difficulty and the quality of execution. Exam-
ples tend to have large view variation both over the course
of a single vault attempt (running, planting on vault, spin-
ning in air, and landing) as well as due to differences broad-
cast camera placement at different events (see second row
of Fig. 1).
Big Air: The Ski (BigSki) and Snowboard (BigSnow) Big
Air events were new events in the 2018 Winter Olympics.
Samples were obtained from previous X-Games since it is
the premiere venue for the event. Big Air has significant
view variation between events and within an example due to
camera location (rows 3 and 4 of Fig. 1). Scoring is based
on four components – difficulty, execution, amplitude, and
progression and landing – a more complicated formula than
the other actions especially since there is a qualitative com-
ponent of pushing Big Air forward by doing tricks that no-
body else is doing. Note that for Snowboard Big Air the
pixel coverage size of the person is similar to that of the
snowboard.
Trampoline: The Trampoline event was added to the
Olympics in 2000. It is judged based on difficulty, execu-
tion, and time of (in air) flight. Like for diving, the camera
is in a consistent side-view position but also moves up and
down to follow the athlete for minimal view variation. Un-
like all the other sports which consist of a single “action”
performed in less than five seconds, a trampoline sample
will contain multiple (10) action phases, where the athlete
twists and turns, over its 20 seconds.
Sport Avg. Seq. Len. # Samples Score Range # Participants View Variation
Single Diving 10m platform 97 370 21.60 - 102.60 1 negligible
Gymnastic vault 87 176 12.30 - 16.87 1 large
Big Air Skiing 132 175 8 - 50 1 large
Big Air Snowboarding 122 206 8 - 50 1 large
Sync. Diving 3m springboard 156 88 46.20 - 104.88 2 negligible
Sync. Diving 10m platform 105 91 49.80 - 99.36 2 negligible
Trampoline 634 83 6.72 - 62.99 1 small
Table 1: Characteristics of AQA-7 dataset.
3.2. Common Action Quality Elements
The AQA-7 sports have similar action elements which
include flipping and twisting (Fig. 1). As such, the quality
of actions are assessed in similar fashion. For e.g. in Diving
and Gymvault, judges expect athletes to have legs perfectly
straight in pike position (execution quality aspect) and de-
gree of difficulty is directly proportional to the number of
twists and somersaults. Similarly, in ski and snowboard Big
Air events, the difficulty is related to the number of vertical
and horizontal spins. In all sports there is a expectation of
a perfect landing with high impact on final score (an entry
with minimal splash or ‘ripping’ is the diving equivalent).
The reason behind these similarities is that having to
complete more number of somersaults, twists, or spins (dif-
ficulty aspect) while keeping legs straight, and having the
body in tight tuck or pike position (execution quality as-
pect) in the limited time from take-off to landing makes
it harder to achieve and, therefore, worthy of more points
from judges (equivalently, higher quality). The final score
is a function of execution quality aspect and the degree of
difficulty. In some cases, like Diving, it will be the product
function, in another case, like Gymault, it will be the sum-
mation, while other actions (BigAir events) may use a more
holistic combination approach. Given the similarities in ac-
tions, it is believed that knowledge of what aspects to value
in one action can help in measuring the quality in another.
4. Our Approach
Although, in general, action quality may be highly de-
pendent on the action, we hypothesize that actions do have
commonalities (Sec. 3.2) that can be exploited despite in-
dividual differences such as judging criteria. However, it
may be that each action is unique and do not have common
quality elements and our hypothesis is wrong, and hence it
would not be possible to share knowledge or learn a consis-
tent model that can measure quality across multiple actions.
In order to test if our hypothesis is correct, and see if
we can transfer action quality knowledge across actions, we
propose to use the C3D-LSTM framework [16], illustrated
in Fig. 2. This network consists of a smaller version of C3D
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Figure 2: C3D-LSTM network
network [22] followed by a single 256-dimensional LSTM
[8] layer and a fully-connected (fc) layer, which outputs
the final AQA score. A video is processed in clips of 16
frames to generate C3D features at the fc6 layer which is
connected to the LSTM layer for temporal feature aggre-
gation. The C3D network is kept frozen during training so
only the LSTM and final fc layer parameters are tuned.
Euclidean distance between the predicted scores and true
scores is used as the loss function to be minimized. The
main difference in this work is rather than building an in-
dividual model for each action (we refer to these as action-
specific or single-action models), a single model is learned
by training with samples from all/multiple actions (we refer
to our model as all-action or multi-action models).
To answer our fundamental questions regarding quality
elements shared across actions, three different experiments
are designed: 1) to check if it is possible to learn an all-
action, and if so, compare the performance of our proposed
all-action model against action-specific model (Sec. 5.1),
2) to evaluate how well can an all-action model quantify the
quality of unseen action classes (Sec. 5.2), and 3) to eval-
uate the generalization of all-action model to novel action
classes (Sec. 5.3).
Diving Gymvault Skiing Snowb-oarding
Sync.
Dive 3m
Sync.
Dive 10m
Avg.
Corr.
Pose+DCT [17] 0.5300 - - - - - -
Single-action
C3D-SVR[16]
0.7902 0.6824 0.5209 0.4006 0.5937 0.9120 0.6937
Single-action
C3D-LSTM[16]
0.6047 0.5636 0.4593 0.5029 0.7912 0.6927 0.6165
Ours All-action
C3D-LSTM
0.6177 0.6746 0.4955 0.3648 0.8410 0.7343 0.6478
Table 2: All-Action vs. Single-Action models. Performance evaluation of single-action and all-action models in terms of
action-wise and average Spearman’s rank correlation (higher is better). First two frameworks simply average features to
aggregate them and use SVR as the regression module. The bottom two frameworks use LSTM to aggregate features and
use a fully-connected layer as the regression module. Our approach can be directly compared with single-action C3D-LSTM
[16], since both have the same architecture.
Training
action class
Unseen action
class Diving Gym-vault Skiing
Snow-
board
Sync-
Dive 3m
Sync-
Dive 10m
Avg.
Corr.
Random Wts./Ini. 0.0590 0.0280 -0.0602 -0.0703 -0.0146 -0.0729 -0.0218
Diving 0.6997 -0.0162 0.0425 0.0172 0.2337 0.0221 0.0599
Gymvault 0.0906 0.8472 0.0517 0.0418 -0.1642 -0.3200 -0.0600
Skiing 0.2653 -0.1856 0.6711 0.1807 0.1195 0.2858 0.1331
Snowboard 0.2115 -0.2154 0.3314 0.6294 0.0945 0.1818 0.1208
Sync. Dive 3m 0.1500 -0.0066 -0.0494 -0.1102 0.8084 0.0428 0.0053
Sync. Dive 10m 0.0767 -0.1842 0.0679 0.0360 0.4374 0.7397 0.0868
Multi-action 0.2258 0.0538 0.0139 0.2259 0.3517 0.3512 0.2037
Table 3: Zero-shot AQA. Performance comparison of randomly-initialized model, single-action models (for e.g., first row
shows the results of training on diving action measuring the quality of the remaining (unseen) action classes), and multi-
action model (all-action model trained on five action classes) on unseen action classes. In multi-action class, the model is
trained on five action classes and tested on the remaining action class (column-wise). In single-action model rows, diagonal
entries show results of training and testing on the same action. Avg. Corr. shows the result of average (using Fisher’s z-score)
correlation across all columns.
5. Experiments
Three different experiments are performed to test
whether it is advisable to learn a joint action quality model
rather than individual model. To be consistent with exist-
ing literature, Spearman’s rank correlation (higher is better)
is used as the performance metric. When presenting ag-
gregated results, the average Spearman’s rank correlation
is computed from individual per action correlations using
Fisher’s z-value as described in [6].
Data Preparation: Since different actions have differ-
ent ranges for scores, as shown in Table 1, we divide the
raw scores of all the actions by the training standard devia-
tion of the corresponding action. At test time, we multiply
the predicted scores by the standard deviation of the appro-
priate action to get the final judged value. Experiments were
only conducted on six of the action classes since they are of
similar short length. All videos are normalized to a fixed
size of 103 frames by zero-padding the first frames where
needed. Trampoline is excluded from the experiments since
the average length of 650 frames is much longer and com-
posed of multiple “tricks.” The model is trained using 803
videos, and tested on the remaining 303 videos. During
training, temporal data augmentation is used to have six dif-
ferent copies of the same video sample with one frame start
difference (effectively 4818 training samples).
Implementation details: Caffe[10] was used to imple-
ment our model on a Titan-X GPU. The C3D network was
pretrained on UCF-101 [19] for 100k iterations with an ini-
tial learning rate of 0.001 and annealed by a factor of 10
after every 40k iterations, momentum of 0.9, and a weight
(a) Diving - 25 (b) Diving - 75 (c) Diving - 125 (d) Gymv - 25 (e) Gymv - 75 (f) Gymv - 125
(g) Ski - 25 (h) Ski - 75 (i) Ski - 125 (j) Snowb - 25 (k) Snowb - 75 (l) Snowb - 125
(m) S.D 3m - 15 (n) S.D 3m - 25 (o) S.D 3m - 35 (p) S.D 10m - 15 (q) S.D 10m - 25 (r) S.D 10m - 35
Figure 3: Finetuning from scratch vs. finetuning from pre-trained multi-action model. Plot of Spearman’s rank correla-
tion against every hundred iterations for different number of training samples. Blue and red curves represent multi-action and
randomly initialized models, respectively. The gap in the initial iterations suggest that good initialization of LSTM weights
was achieved by training on multiple actions. In most of the cases, multi-action model has better performance than randomly
initialized model on test samples throughout all the iterations.
Test action Diving Gymvault Skiing
# samples 25 75 125 25 75 125 25 75 125
RI 0.5633 0.5952 0.6935 0.3197 0.4231 0.5278 0.0955 0.5050 0.5862
AA 0.5937 0.6742 0.7443 0.4509 0.5350 0.5894 0.1279 0.5778 0.5991
Snowboard Sync. Dive 3m Sync. Dive 10m
25 75 125 15 25 35 15 25 35
0.1813 0.4507 0.4751 0.2659 0.3382 0.4268 0.3511 0.4913 0.6305
0.1978 0.3347 0.4437 0.5235 0.5980 0.7429 0.4500 0.7900 0.8123
Table 4: Finetuning from scratch vs. finetuning from pre-trained multi-action model. Experimental results (Spearman’s
rank correlation) of finetuning a randomly-initialized (RI) model and an all-action (AA) model pre-trained on five action
classes. The numbers represent the best results from all the iterations.
decay of 0.005. After pre-training, C3D is frozen and used
as a feature extractor.
For the LSTM layer, the ADAM solver [12] is used with
an initial learning rate of 0.001 and annealed by a factor of
2 after every 3K iterations. Optimization was carried out
for 20K iterations after the LSTM layer was initialized with
Gauassian noise with standard deviation of 0.1. Using a
stride of 16 frames, the C3D network “sees” a whole action
sequence in 6 LSTM steps. We use a batch size of 90 clips
(15 full video samples).
5.1. All-Action vs. Single-Action Models
In the first experiment, rather than learning a model using
only samples from a single action, our All-action model is
learned using diverse and larger dataset with samples from
across six actions. A comparison of the all-action model
with other state-of-the-art approaches is given in Table 2.
Pirsiavash et al. [17] optimized their pose estimator for
each action (diving, figure-skating) and therefore cannot be
compared with actions other than diving fairly, so we pro-
vide their results only on diving. The two other compar-
isons, C3D-SVR and C3D-LSTM, are the state-of-the-art
single-action (action-specific) results from Parmar and Mor-
ris [16]. Pose+DCT [17] and C3D-SVR [16] use SVR as
regression module. The baseline for the All-action model is
the single-action C3D-LSTM since both use same feature
aggregation method (LSTM) and regression module (fc
layer).
It is clear that the use of spatio-temporal features (C3D
net, fc6 layer activations) improves over Pose+DCT. The
proposed all-action model outperforms the single-action
model for five of the six actions – all but for Snowboard-
ing which was less by 0.14. On average across the actions,
the all-action model improves Spearman’s rank correlation
performance by 0.03 without changing the network and in-
stead leveraging data samples from all actions.
The 0.6478 correlation value from all-action model is
competitive even with action-specific C3D-SVR’s 0.6937
(six different C3D-SVR’s are used, one for each action).
This is noteworthy since C3D-SVR was the best perform-
ing AQA system in [16] and, as they mentioned, LSTM ag-
gregation is preferred for its ability to temporally localize
action quality drops (error identification).
Note that our strategy to train a single model using data-
points from all the actions is complementary to the existing
approaches and employing it may help improve their per-
formance.
5.2. Zero-Shot AQA
One open question for AQA is whether the learned con-
cept of quality can generalize. If action quality concepts are
shared among actions, then the knowledge of how to mea-
sure the quality of a group of actions, is likely to help in
measuring the quality of other, unseen action/s.
5.2.1 Random-initialization vs. Multi-action pre-
training
While the previous experiment showed that all-action C3D-
LSTM model performed better than the single-action coun-
terpart, it did not necessarily indicate that learning one ac-
tion helped to learn another action. To address this issue,
a zero-shot AQA experiment is designed. In the zero-shot
setting, a model is trained on five actions and tested on
the remaining unseen sixth action. The baseline for com-
parison is the same network with random LSTM weights
(C3D weights remain same for all models). Comparing
multi-action model with randomly-initialized weights may
not seem very fair, but interestingly, a hierarchy of random,
untrained convolution filters have been shown to perform
almost as well as learned filter weights in a work by Jarrett
et al. [9]. It is assumed that if innate quality concepts were
not learned, then the resulting multi-action model (an all-
action model trained using five action classes) would have
similar performance to random initialization. If instead the
multi-action model is much better than random initializa-
tion on the zero-shot AQA task then it indicates that there
are common quality elements across actions and that there
is utility in pre-training a model across multiple actions.
A summary of AQA performance on an unseen action
is detailed in Table 3. With random initialization the AQA
system is not able to perform with any reliability, as indi-
cated by Spearman’s rank correlation close to zero value. In
contrast, the all-action version shows some positive corre-
lation. We believe that the reason for better performance of
the all-action model is that the use of multiple actions pro-
vides a good initialization since there are common/shared
action quality elements. In addition, with all-action model
there is an advantage of having access to more training
videos from which to learn. Although, our all-action works
better than random-initialization across four actions, there
are two actions - Gymvault, and Skiing - that seem to be
providing very weak indication. So, we explore further (re-
fer Sec. 5.3) in order to be sure that our proposed all-action
actually attains a good initialization, in general.
5.2.2 Single-Action vs. Multi-Action Transfer
To further examine knowledge transfer, a sub-experiment
is conducted to assess the performance of a single-action
model on the unseen action classes. The results are com-
piled in middle six rows of Table 3. Note: single-action
pre-training is actually a special case of our proposed multi-
action pre-training.
When examining the single-action results, note they re-
semble a confusion matrix with high diagonal elements
(matched training and testing data) but with low off-
diagonals (mismatched test classes to training class). The
single-action models tend to perform well on very similar
actions e.g. Diving on Sync. Dive 3m/10m, or vice-versa,
or Snowboarding on Skiing, and vice-versa. This result is
intuitive since similar actions have more shared concepts.
However, non-intuitive relationships are apparent as well.
An example is the Skiing model tested on Diving, which
have quite different judging criteria yet still manages sig-
nificant rank correlation. While no one single-action model
is strong across all classes it does support the idea of shared
quality concepts across actions.
On average, the All-action model greatly outperforms
any single-action model. With more action classes included
in training, more quality concepts/elements are shared and
there are more datapoints from which to learn each of the
elements of quality resulting in better learning of the con-
cepts. Also, the ratio of the overall number of quality con-
cepts to the total number of datapoints is reduced due to
more sharing of elements. In other words, as we increase
our action bank, by including more actions, chances of shar-
ing quality elements with an unseen action increase.
5.3. Fine-tuning to a Novel Action Class
In the final experiment, fine-tuning is used to adjust a
pre-trained model for a new unseen action. The experiment
considers the situation where there are limited number of
samples in the dataset of a newly considered action to learn
with (i.e. it is difficult to obtain many labeled samples as
might be the case for an obscure action).
In particular, the all-action model is pre-trained on five
actions and fine-tuned on the remaining unseen action with
minimal datapoints. For the more data rich actions (Div-
ing, Gymvault, Skiing, and Snowboarding) {25, 75, 125}
training samples are used, while for data poor (Sync. Dive
3m/10m) only {15, 25, 35} training samples are used for
fine-tuning. Testing is performed on 50 of the remaining
samples for all actions. The settings are the same for this
experiment except the hyperparameters are directly propor-
tional to the training set size – a very simple rule. The learn-
ing rate step size is adjusted as {100, 300, 500} and training
iterations of {500, 1200, 2000} for the training set size of
{25, 75, 125} respectively. Similar scaling was performed
for the {15, 35} training sizes as well.
Figure 3 shows Spearman’s rank correlation perfor-
mance at every hundred training iterations on the test set
for each of the different training set sizes for all the actions.
Finetuning from multi-action pretrained model is shown by
blue-colored curves while red curves represent the result of
finetuning from scratch (i.e. random initialization). Overall,
the blue curve is above the red in most situations. Further,
the all-action blue curve quickly reaches a high value after
only a few tens of iterations. The random-initialization red
curve takes longer to gradually update weights and climb
from a low starting value. Table 4 provides the the best
performance during training where we see that all-action is
better in 16 of the 18 cases.
Note that even in the case of Gymvault and Skiing which
seemed to have poor all-action initialization (from the zero-
shot AQA experiment in Table 3) the performance quickly
climbs during fine-tuning. Deep networks don’t typically
have smooth error surfaces. So, it could be the case that
there are valleys near good solution in cases of Gymvault
and Skiing; and during finetuning, a good solution was
reached because relatively higher initial learning rate of
0.001 helped in escaping local minima. Individually set-
ting hyperparameters for each individual action may further
enhance performance but is outside the scope of this work.
Instead the emphasis here is on the ability to learn general-
izable quality concepts by pre-training on multiple actions
and providing a better initialization for fine-tuning.
5.4. Discussion
The key outcome of this experimental evaluation was
that learning AQA models by learning from multiple actions
is advisable. The experiments showed that there are quality
concepts shared among actions that can be learned. In ad-
dition, another advantage of using the multi-action training
procedure is enhanced scalability. We also followed a sim-
ple rule to set the hyperparameters. Moreover, pre-training
with datapoints from all actions provides a better initializa-
tion point for faster convergence with the need for fewer
training samples when fine-tuning for a new action. One
experiment that was not performed is using the all-action
model for pre-training and fine-tuning for a single action.
However, this is not advisable since the data has already
been incorporated into the all-action model and may lead to
over-fitting.
Actions that we have considered in this work, although
from different sports, have common action elements which
is a condition necessary for the transfer to work. We have
not yet explored transferring or sharing knowledge among
actions from different domains. For e.g., our approach is not
intended to share knowledge between a surgery task and a
completely different task like gymnastic vault. To be able
to apply our approach, tasks should be from same domains.
In the surgery skills domain, one should consider sharing
knowledge between tasks like Knot-tying, Needle-passing
and Suturing. We are looking forward to exploring cross-
domain knowledge sharing in future works.
6. Conclusion
This work demonstrates that like many other computer
vision tasks, such as object classification or action recog-
nition, action quality assessment (AQA) can benefit from
knowledge transfer/sharing by training a shared model
across samples from multiple actions. We experimentally
demonstrated this on our newly introduced dataset, AQA-7.
The experiments showed: 1) that by considering multiple
actions, limited per-action data is better leveraged for im-
proved per action performance (leveraging data more effi-
ciently), 2) multi-action pre-training provides better initial-
ization for novel actions, hinting at an underlying consis-
tency in the notion of quality in actions (demonstrating that
all-action model is generalizable than single-action mod-
els). The results hint at the potential to extend AQA beyond
sports scenarios into more general actions.
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