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The Wireless Sensor Network research field has been growing and becoming more mature during the last 
decade since novel technologies and research lines have emerged targeting its usability under different real 
scenarios. One of the key topics to assure the efficiency and effectiveness of these technologies in final appli-
cations is the quality of the service and the reliability of the whole system, which strongly depends on the 
communication/topology capabilities as well as routing strategies within the WSN. In this context, it is essen-
tial to evaluate the implementation of routing algorithms and network connectivity in actual deployments, 
as a support to theoretical simulation models that cannot predict certain constraints and limitations in the 
system behavior. These are the main reasons why a real implementation of a flexible AODV-based routing 
protocol using a modular HW-SW node platform is proposed in this work, in addition to its practical assess-
ment under real conditions by using a novel in-situ WSN performance evaluation tool. This tool has been 
created as a support for users during the in-field deployment analysis and diagnosis in real environments, in 
order to correlate theoretical results with the operation of the network beyond the typical study of routing 
performance with WSN simulators. 
1. Introduction and related work 
During the last decade the Wireless Sensor Networks (WSNs) have 
emerged as a key and challenging topic for the research community 
due to the inherent integration of a wide range of different hardware 
and software technologies, protocols and new algorithms in order 
to maximize their performance and feasibility in final applications. 
One of the most relevant aspects to be considered to assure the ef-
ficiency and effectiveness of these technologies in real scenarios is 
not only the quality of the service of the whole implemented system, 
but also the robustness and reliability of the network performance, 
which strongly depends on the communication capabilities as well 
as topologies and routing strategies within the WSN. In this context, 
routing problems in WSNs have been studied from different perspec-
tives, depending on the target application, topologies needed for spe-
cific scenarios and environments, network mobility and scalability, 
and data aggregation [1 ]. 
On one hand, from the point of view of the network structure to 
be adopted, three major groups of routing algorithms can be distin-
guished. The first one is the flat-based routing protocols [2], in which 
nodes have the same role in order to collaborate in achieving the 
goal of the wireless deployment in a reliable way. Flexibility is a key 
aspect covered in these types of protocols due to the possibility of 
having different alternatives to disseminate the sensor information, 
which is important in unstable environments where the quality of the 
links are prone to be affected. The second group is the hierarchical-
based routing protocols, in which two main types of roles are defined. 
Sensor nodes are used to gather the target measurements whereas 
cluster nodes retransmit these data to the base station. Such config-
uration aims to reduce the power consumption of the sensor nodes, 
since they do not need to include routing capabilities and then special 
sleep modes can be adopted for the former type of device [3]. How-
ever, these routing protocols are mainly intended to be used in sta-
ble environments where the probability of communication failures 
is lower, and the redundancy criteria are not a critical network re-
quirement. The third group is focused on location-based protocols, in 
which nodes find the routing alternatives by knowing their location 
(using signal-strength-based algorithms or adding GPS-based hard-
ware to the sensor implementation) with respect to the surrounding 
neighbor nodes [4]. 
On the other hand, considering how routes are discovered and cre-
ated, routing algorithms can also be classified in proactive, in which 
the mechanism periodically or continuously attempts to determine 
the routes even if they are not used, so that the corresponding path is 
already available whenever a node needs to send a packet to a desti-
nation point [5]. Although this schema reduces the time delay when a 
packet has to be transmitted, it has poor performance in unstable en-
vironments where the routes are prone to be changed or in network 
mobility, in which the frequency of the connectivity reconfiguration 
is much greater, in addition to its high energy and resource consump-
tion to maintain the routes. In order to cope with these limitations, a 
second classification is included, the reactive protocols, in which the 
route determination is performed on demand [5]. This means that 
the first time a source node needs to send a packet to a destination 
node the route mechanism will attempt to discover a connection path 
and then keep such route for subsequent transmissions. Although this 
schema may increase the delay of the transmission process due to 
the route request procedure, it is more flexible and less resource con-
suming in those environments where the connectivity can be more 
unstable. 
Most of the aforementioned mechanisms and the state-of-the-art 
routing protocols have been evaluated by using simulation tools and 
modeling process, or some of them by controlled testbeds, which give 
to some extent an idea of what the functionality of the mechanism 
will be. However, fewer works focus on implementing and integrat-
ing routing protocols in real hardware platforms and tested in actual 
scenarios in order to analyze the performance and the efficiency of 
those implementations under real and operational conditions of the 
deployment, as well as dealing with the resource limitations of sen-
sor nodes. In this context, it is essential to evaluate and validate the 
implementation of routing algorithms and network connectivity in 
real deployments, as a support to theoretical simulation models that 
cannot predict certain constraints and limitations in the behavior of 
the system. These are the main reasons and motivations why a real 
implementation of a flexible AODV-based (Ad hoc On-Demand Dis-
tance Vector) routing protocol using a modular HW-SW platform has 
been deeply studied and is proposed in this work, as a support of the 
Cookie nodes [6] and their integration with an IEEE 802.15.4 based 
communication layer. AODV is a flat-based routing protocol, which 
provides Cookies with a greater flexibility that allows the use of any 
required topology by the target application. It is also within the reac-
tive protocol classification, which is more suitable for reconfigurable 
and Ad-hoc network topologies, being one of the main targets to be 
covered by Cookie implementations. The proposed implementation, 
called CB-AODV (Cookie-Based AODV), aims to help developers to an-
alyze different aspects, constrains and requirements in the use of re-
active routing protocols in real WSN application scenarios. 
Such an approach brings another important issue for the success 
of the implementation of routing algorithms along with the network 
operation. Nowadays there is a lack of well-defined practical tools to 
analyze and evaluate the implementation of routing protocols and 
communication topologies in WSNs within their real operational en-
vironments and final application scenarios. Most previous works re-
garding the optimization process of WSN deployments targeted sim-
ulation and modeling techniques at the planning stage [7,8], so that 
the output models serve as a starting point for experts to carry out 
the commissioning activities following pre-deployment guidelines, 
which has been studied from a simulation perspective and consid-
ering some assumptions at system low-level implementation. 
Furthermore, the behavior of routing protocols running in actual 
hardware platforms might be far from the expected simulation 
results or even from the testbed scenarios with respect to the final 
operability of the system, specially in terms of communication 
performance, due to limitations concerning the core and memory 
architecture on which routing algorithms are to be implemented, 
as well as computational and processing limitations that are not 
taken into account during the modeling process. In this work, a 
practical assessment of routing protocols (and specially for the 
CB-AODV implementation) under real conditions is also proposed 
as another major contribution, by means of creating a novel in-situ 
WSN evaluation tool (I-DPEs, In-situ Diagnosis & Performance Eval-
uation System). This tool is proposed to support users during the 
in-field deployment configuration, analysis and diagnosis in order to 
correlate theoretical results with the operation of the network in real 
environments and under actual conditions, beyond the typical study 
of routing performance through WSN simulators. Moreover, the aim 
of this support tool is to provide deployers with the possibility of 
considering and analyzing in runtime different abstraction levels of 
the target system implementation to enrich the on-site analysis and 
assessment. There are works focused on coping with the evaluation 
of routing protocols from a simulation perspective, such as the 
framework presented in [8], or the performance analysis of Ad Hoc 
networks proposed in [9]. However, fewer proposals try to address 
practical assessment of network connectivity and in-field analysis 
of routing mechanisms, such as the work presented in [10], or 
general approaches for evaluating node functionalities [11]. In [12], 
authors proposed a toolkit for evaluating collection tree protocols 
from a simulation perspective as well as translating their TinyOS 
implementation to a controlled testbed, where nodes are connected 
to PCs to gather data and statistics, which is more focused on a labo-
ratory approach for pre-deployment analysis, similar to the approach 
proposed in [13], where the network testing information is collected 
through a sink node which then retransmits the data to a remote per-
formance analysis system, by means of using a wired connection or 
Wi-Fi. Yet, these types of implementations are more focused on pre-
deployment infrastructures where a controlled/rigid network is used, 
specially targeting the remote analysis of applications' behavior. 
The rest of the paper is organized as follows, starting with the CB-
AODV implementation and its integration with the HW-SW platform 
in Section 2. In Section 3 a discussion regarding the proposed in-situ 
Evaluation Tool together with its main designed capabilities are pre-
sented, whereas in Section 4 experimental results and comparisons 
are analyzed in detail. Finally, conclusions and contributions are pro-
vided. 
2. CB-AODV design and development 
As previously remarked, routing protocols in WSNs are a funda-
mental part to assure the success and the effectiveness of the target 
application as well as the quality of the provided service. Since the 
IEEE 802.15.4 standard [14] (which is the most common communi-
cation standard used in WSNs) only includes the PHY and MAC lay-
ers and not the upper levels, it is necessary to implement a routing 
protocol that allows using different network topologies and not only 
the star topology (where the coordinator has full coverage with the 
rest of the nodes, and the communication is only possible between 
a node and the coordinator). Therefore, the routing protocol allows 
multihop-based networks where the messages hop between differ-
ent intermediate nodes until they arrive at the final destination. 
In this way, the modularity of the Cookie platform [6] allows an 
easy integration of different communication modules to establish the 
wireless connection among the deployed nodes, such as the already 
implemented Bluetooth and ZigBee layers. Thus, in order to deeply 
analyze network connectivity issues in WSNs from different abstrac-
tion levels and specially targeting the study of real implementations 
of routing protocols, a new communication layer has been designed 
and implemented based on the IEEE 802.15.4 standard, taking advan-
tage of the ease of prototyping in the Cookie platform, as shown in 
Fig. 1. The selected module is the well-known CC2420 from Texas In-
struments [15], which has been widely used in different node plat-
forms. 
This communication layer has been designed to be managed from 
the processing layers of the Cookie platform, which means that the 
main processing element (the 8051-based microcontroller) hosts the 
controllers of the module (such as the RAM managing and configura-
tion command), and the co-processor (the FPGA) allows hardware de-
bugging issues and power mode's triggering. These controllers have 
been implemented following the HW-SW integration framework [16] 
Fig 1. IEEE 802.15.4-based Cookie communication layer. 
that defines the low level libraries to efficiently handle the modular 
platform capabilities, as shown in Fig. 2, where the new module man-
ager and its internal functionalities are highlighted together with the 
rest of the controllers. 
As studied in the previous section, there are various routing proto-
col strategies that can be adopted depending on the requirements of 
the WSN deployment as well as the application/scenario constraints 
to be tackled. Due to the inherent instability nature of the WSN com-
munications, a dynamic mechanism to discover the multi-hop data 
path between two remote points is a prior decision when implement-
ing a particular routing technique. Moreover, there are design re-
quirements that might determine how nodes shall disseminate data 
throughout the deployment, such as centralized traffic models, where 
one or more coordinators serve as sink elements of the data flow; dif-
ferences in processing, memory and energy constraints according to 
the sensor features; cooperative models where distributed process-
ing and path redundancy are key aspects to be considered; and mo-
bility or volatile interconnections in which the routing paths are vari-
ants during different operational stages. 
In Fig. 3, based on the analysis of the main types of categories of 
routing techniques, different proposals can be distinguished, such as 
GAF (Geographic Adaptive Fidelity) [17], which uses location informa-
tion to establish coherent association with surrounding nodes, so that 
they can determine which of them can sleep while the others route 
packets; LEACH (Low Energy Adaptive Clustering Hierarchy) [18] in 
which sensor nodes transmit information to cluster heads that then 
distribute the data in a compressed fashion to the base stations, so the 
energy consumption is balanced trying to extend the network life-
time; OLSR (Optimized Link State Routing) [19], that tries to minimize 
rerouting latencies by maintaining and rediscovering paths so that 
they can be available even if they have not been demanded, which 
increases the overhead of the network; RPL (Routing Protocol for Low 
power and Lossy Networks) [20], that forms a tree topology where 
each node has its corresponding parent through which it transmits 
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Fig. 3. Routing protocol classification based on the type of strategies. 
packets to a root node; and ZRP (Zone Routing Protocol) [21], that 
combines the advantages of a reactive mechanism among neigh-
bors while applying a proactive technique among neighborhoods. The 
well known CTP (Collection Tree Protocol) [22] implemented under 
TinyOS can be classified as a data-center-based protocol, where the 
directionality of the data flow is defined from sensor devices to co-
ordinator nodes by using a tree schema based on the quality of the 
interconnections. Another popular mechanism is the Dynamic Source 
Routing (DSR) [23], which is a reactive protocol where the entire path 
between two nodes is stored in the information/control headers of 
the packets. 
Based on the inherent flexibility of the Cookie nodes to be adapted 
to different WSN application contexts, and also according to the state-
of-the-art analysis of the previous section, the AODV-based routing 
protocol [24] has been selected as the most suitable algorithm to be 
integrated into the HW-SW platform, due to its adaptability to differ-
ent network environments, as well as its reconfigurability in ad-hoc 
network topologies. Taking advantage of the benefits of this routing 
protocol, a modified version is proposed to be adapted and imple-
mented in a real HW-SW node platform (named CB-AODV), specially 
targeting large-scale and unstable environments, where a versatile 
routing mechanism has to be adopted, as described in the following 
subsections. 
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2.Í. Basic operation of the protocol 
The AODV protocol uses 4 different types of control messages to 
create and maintain the routes of the network. These messages are 
named RREQ (route request message), RREP (route reply message), 
RERR (route error message) and HELLO. Moreover, every node of the 
network keeps a routing table with different fields that include infor-
mation for the maintenance of the routes. When a node decides to 
send an application packet to another remote node of the network, 
the first step is to check if it has the route to the destination point 
in its own routing table. If so, the message is then sent to the next 
node of the route. This is repeated along the whole path until the 
packet reaches the final destination. In case that the node does not 
have information of the route, it will store the packet and start the 
route request process by broadcasting a RREQ. message. The devices 
that receive this message will rebroadcast it until one of the nodes has 
information of the route, or the destination itself is the one that re-
ceives such request message. In both cases the node will send a RREP 
to the previous node until it reaches the source node that requested 
the route, and then the application packet previously stored is finally 
sent through the discovered path. 
In this way, with the propagation of the RREQ, the nodes update 
their corresponding routing table with the information of the source 
node, thus creating what is called the inverse route. In addition to 
this, nodes also create a route table entry with the information of 
the node from which they received the RREQ, hence creating routes 
to their neighbor nodes. With the propagation of the RREP, a direct 
route is created, which implies that the different nodes where the 
RREP hops create a route to the destination point. In Fig. 4, the process 
of discovering a route from node 1 to node 6 is shown, as well as 
the different messages that are sent to carry out the aforementioned 
procedure. 
The computed routes are only valid during a limited period 
of time, and once they are not used within this timeout they are 
marked as invalid, and therefore they are no longer available for use. 
The original routing protocol defines the HELLO messages that are 
broadcasted periodically by all the nodes of the network in order 
to maintain the routes. However, as presented in the following sub-
sections, these types of messages are not included in the modified 
implementation, aiming to have a more efficient performance in 
terms of power and resource consumption by reducing the network 
overhead. Whenever a route changes its state from active to inactive 
due to not being used in a period of time or due to a link failure in 
the propagation of a data packet (no acknowledge received in any of 
the attempts to send a packet to the next hop), the node that detects 
the failure sends a RERR to all of its precursors nodes, i.e., those 
nodes that use the former node as their next hop. The precursors will 
then repeat the same process until the nodes that used the fail route 
eliminate it from their routing table. 
In this overall behavior, in order to effectively perform the routing 
mechanism, the main information that has to be kept by every node 
is as follows: 
• Destination address. 
• Sequence number of the destination node. 
• Sequence number state. 
• Route state. 
• Number of hops. 
• Next hop. 
• Precursor lists. 
• Lifetime of the route. 
2.2. CB-AODV - HW-SW adaptation 
The AODV routing protocol was initially implemented to be used 
in MANET networks (mobile ad-hoc networks). Despite all the simi-
larities with respect to the WSNs, the wireless nodes have less pro-
cessing capabilities and the battery autonomy has to be taken into 
account in order to enhance the overall lifetime of the deployment. 
Because of that, it is necessary to adapt the protocol to the WSN char-
acteristics and especially targeting the architecture of the Cookie HW-
SW platform and its usage in real application scenarios. 
Therefore, the proposed adaptation is focused on adding new 
functionalities to the original protocol to make the dynamic be-
havior of the mechanism more efficient, and not including some 
others aiming to improve and optimize the overall performance of 
the algorithm for the purpose of the Cookie node connectivity, and 
thus reducing the resource consumption in this system architecture. 
The CB-AODV implementation has been fully developed in line with 
the specific resources of the Cookie hardware platform, so that the 
memory scheme is highlighted to take full advantage of the archi-
tecture. 
First of all, there are basic adaptations that have been adopted to 
guarantee an efficient implementation in terms of power consump-
tion and resource handling, as follows: 
Reduction of the control message headers and the routing tables: This 
is one of the most suitable optimizations because many of the fields 
of the message frames are not used and some of them can be reduced 
for most of the applications. The most important fields to be con-
sidered are the ID bytes of the messages, involved nodes and their 
sequence numbers. Additional flags and mask bytes are not needed 
for the target implementation. Moreover, for those Cookie-based ap-
plications where the deployment is partitioned in <255 nodes, the 
identification fields are optimized to single bytes, so that both the 
control packets as well as the indexed tables are considerably reduced 
in terms of memory usage and data access process. 
Elimination of the time to live of the routes and suppression of HELLO 
messages: With this optimization it is possible to reduce overhead 
of the network (messages are not sent periodically for route main-
tenance). Moreover, since the dynamics of a WSN is based on hav-
ing duty cycles in which sensors remain in stand-by, there is no 
need of expending additional resources to check if the routes have 
been used for a period of time, thus reducing the implementation 
size. In any case, even if the deployment requires higher data traf-
fic, routes are maintained by combining three elements: ACK packets 
during data transmissions (MAC layer), RERR messages, and a new 
type of dissemination integrity process that is introduced later on 
in this section. Therefore, the maintenance of the routing paths is 
checked/performed in a reactive fashion as well (only when needed), 
thus avoiding wasting energy and simplifying the implementation. 
Expanding Ring Search algorithm removed: This algorithm is based 
on searching the routes by using RREQmessages with a low TTL (time 
to live, i.e., maximum number of hops that the message can do dur-
ing the discovery process). If no RREP is received, then the RREQ is 
rebroadcasted and the TTL is increased until the route is discovered 
or the TTL has reached its maximum value. This algorithm is used to 
avoid flooding the network in crowded topologies, at the expense of 
increasing the latency. 
In addition to the aforementioned modifications, new features 
and additional properties have also been included in the CB-AODV 
in order to increase its performance without penalizing the memory 
and processing resources of the architecture. These important char-
acteristics are classified as follows. 
Implementation of different types of metrics: The discovery metric 
is a fundamental parameter used to compare the different route al-
ternatives that can be obtained during a route discovery process. In 
terms of processing and implementation, the easiest way to make 
a decision is just register the first path found during the discovery 
mechanism (no buffers of control messages have to be used to han-
dle different alternatives). However, within the context of dynamic 
communications of WSN deployments, this approach is not enough to 
assure the effectiveness of the remote interconnections and the qual-
ity of the data transactions. On the other hand, the metric applied in 
the AODV protocol is the number of hops (i.e., as less number of hops 
as possible to determine what route is the best), which has poor per-
formance in unstable and "crowded" WSN application environments. 
This approach could reduce the latency during the packet delivery, 
but actually, if the different links along the path are unstable in terms 
of the quality of the connection, transmissions attempts could con-
siderably increase, thus penalizing the time and energy consumption 
of the involved nodes during the communication transactions. 
Therefore, it is fundamental to consider other types of metrics 
that can discover the best routes in terms of the quality of the in-
terconnections among the wireless nodes. For this purpose, metrics 
that use a parameter called LDR (Link Delivery Ratio) for measuring 
the percentage of messages that will be successfully sent between 2 
nodes are considered. The main idea is to study the reliability of two 
remote points in terms of data delivery by calculating the quality of 
the transaction between every pair of nodes along the route path, 
which can be directly calculated by triggering a determined amount 
of packets between them. Of course, this method cannot be afforded 
in a real WSN because it is energy and bandwidth consuming, so 
there are studies in the state of the art [25] in which the main efforts 
are focused on how to correlate the LDR with the most common data 
quality indicators, which are provided by the IEEE 802.15.4 layer: LQI 
(Link Quality Indicator) and RSSI (Radio Signal Strength Indicator). 
In the Cookies implementation, a correlation between the LQI and 
the LDR for the CC2420 radio transceiver has been studied based on 
the work proposed in [25], but also adding the RSSI parameter to the 
estimation so that a more complete model can be used. The main tar-
get is to obtain a real correlation of both parameters for the Cookie 
platform by applying an experimental setup with the designed com-
munication layer, so that the prediction model of the data delivery is 
more adapted to the hardware platform. 
Based on this approach, the experiments were configured in a 
free-space scenario at the ETSII-UPM, considering two Cookie nodes 
with the same position at the same height (1 m from the ground) and 
distance samples starting from 1 m up to 35 m. Moreover, the range 
of the TX power configuration of the radio modules is swept from 
0 dBm to -25 dBm, so two levels of interactions are fully considered 
to guarantee a higher amount of experimental data to be correlated, 
obtaining up to 4236 test/measurement cases during the testing pro-
cess in the in-field testbed scenario. As a result, the comparisons and 
main contributions for the in-field modeling of the communication 
and quality metrics are presented in the experimental analysis sec-
tion. 
Based on these results as well as considering the analysis pro-
posed in [25], the inclusion of different types of quality-based metrics 
is taken into account, so that the CB-AODV can be evaluated under 
several routing discovery decisions, as follows: 
• PATH-DR (Path Delivery Ratio) metric: this metric calculates the 
percentage of messages that theoretically will be successfully sent 
in a route. It is based on the LDR parameter. 
• ETX (Expected Transmission Count) metric: tries to minimize the 
number of hops by taking into account the possibility of link fail-
ures due to the quality of the LDR parameter. 
• Number of hops: as explained before, it is the original metric used 
in the protocol, which consumes less memory resources due to its 
ease of calculation and implementation. 
It is important to highlight that the modularity of the implemen-
tation allows changing the corresponding metric depending on the 
target application and the conditions/requirements of the scenario. 
On the other hand, in this work a new type of metric is also intro-
duced: E-aDM (Energy-efficient and adaptable Delivery Metric) tar-
geting the enhancement of the network lifetime, by considering en-
ergy and resource factors in every computed node calculation. The 
main idea is to bring the possibility of reconfiguring the influence of 
every particular node along the path depending not only on the es-
timation of the LDR, but also on other factors that could affect the 
performance of specific nodes or neighborhoods during their opera-
tional behavior. 
The calculation of the metric is obtained on the basis of the PATH-
DR mechanism, in which every node computes and incorporates its 
LDR parameter in the control packet during the discovery process. 
However, before indexing such indicator, the node first penalizes its 
value by applying the following expression as a multiplier (1), which 
includes the elements that could influence its performance in long 
term operation: 
5 = 1 - K (1) 
where y is 
V = (CplWPl + CbcWbc + C*bwib)/{wp, + wbc + wib) (2) 
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Cpi is a neighborhood factor representing the number of precur-
sors that use the node as their next hop, so it can indicate the de-
gree of saturation with respect to other nodes along the path or in 
the distribution of the routing tasks. The Cbc is the energy consump-
tion factor, which expresses the amount of battery level that has been 
used from the beginning of the node's operation. It is computed as 
the maximum voltage value of the connected battery minus its run-
time measured value. This node's consumption is also correlated with 
the TX power configuration of the radio communication module to 
be used, as well as the estimation of the long-term autonomy based 
on its operational/computational cycle. C¡¡, is a firmware implementa-
tion indicator which considers the number of effective functional and 
processing blocks that have been integrated in addition to the gen-
eral controllers of the SW support platform to perform application-
dependent tasks, so it measures the processing load that the node 
has in order to carry out its functions. wp(, wbc and wib represent the 
weights of every condition according to how critical they are consid-
ered for a particular node or deployment. They go from 1 to 5 (1 for 
those topologies where rely nodes are more critical along the rout-
ing path, thus less redundancy; and 5 for those nodes which have 
higher computational load in terms of processing capabilities within 
the wireless deployment) and can be reconfigured depending on the 
target requirements/constraints and the type of deployment plan. 
It can be seen that, the greater this factor is (the conditional el-
ements are higher, i.e., the number of precursor nodes, the number 
of implement blocks and the consumed power), the worse the mea-
sured metric would be for a particular node. With this schema, a 
trade-off between performance and energy efficiency is taken into 
account, so that energy and routing balance throughout the deploy-
ment can be achieved. Moreover, regarding network diagnosis ca-
pabilities, the balance of these factors speeds up the detection and 
debugging of possible non-functional nodes in terms of power con-
sumption anomalies, by means of correlating the number of imple-
mented blocks, the lists of precursor nodes and the power mode con-
figuration with the actual in-field energy spent per node. 
New type of message: in addition to the included features, in this 
work a novel type of message has been implemented for the CB-AODV 
protocol, called DATA_ERR. The aim of this new control message is to 
enhance the dissemination capabilities of fragmented information by 
supporting integrity verification of the data flow, in addition to the 
local repair and rediscovery processes. 
Whenever an intermediate node discovers a link failure when 
transmitting a data packet, after sending the RERR (to its precursor 
list) it will also send the originate message to the source node indi-
cating that it is a DATA_ERR message. When the originator of the mes-
sage receives the DATA_ERR, it will store the data packet and then try 
to discover an alternative path to send the message, so that an infor-
mation checking process is performed in order to avoid losing criti-
cal data in unstable WSN application environments. This is especially 
useful when splitting an information stream that targets the reconfig-
uration of specific functional blocks of the HW-SW platform, where 
several data packets have to be efficiently sent to assure the correct 
configuration mechanism, or in cooperative networks where the ef-
ficiency in data distribution is enhanced. The structure of the control 
packet is similar to the already defined ones, as shown in Fig. 5. 
There are also other types of protocol adaptations proposed in 
the state of the art [26] to reduce the need of memory and pro-
cessing capabilities as well as the complexity of the protocol by not 
incorporating some of the functionalities of the technique in such 
implementations. However, those modifications are not included 
in CB-AODV (although the modularity of the implementation al-
lows "plug-in/out" several functionalities to be included in the target 
node, aiming to create a more compressed integration when needed), 
because they also reduce the performance of the protocol implemen-
tation and were no necessary reductions within the Cookie platform 
context, in which a trade-off between performance efficiency and 
resource constraints is adopted to assure its flexibility in different 
application scenarios. Those features are described as follows: 
Suppression of the Local Repair mechanism: The Local Repair is a 
functionality in which an intermediate node discovers a link failure 
when sending a message and, instead of sending a RERR message, it 
will try to find an alternative route without the need of notifying such 
event to the packet source. If the Local Repair mechanism is deleted it 
is possible to reduce the consumed memory because an output queue 
is no longer needed when trying to rediscover a new route in order 
to keep the pending data. However, it decreases the protocol perfor-
mance, since the dynamic capabilities of fixing localized problems is 
restricted to the originator of the messages, so that more discovery 
actions have to be disseminated and wasted. Hence, the Local Repair 
Mechanism is indeed included in CB-AODV. 
Precursor list: As explained before, when a node detects that a 
route is no longer valid because a failure and no alternatives were 
found during the local repair mechanism, the RERR messages are sent 
to the precursor nodes of the route that has failed. This means that, 
from the implementation point of view, it is necessary to include a 
record of precursors for every routing table entry, which increases 
the memory usage. However, this is an important aspect to be consid-
ered for a better performance of the protocol, since if precursor lists 
are not implemented, the propagation of the RERR messages is then 
carried out as the propagation of RREO messages is, which may flood 
the network and they might cause the suppression of routes that did 
not need to be eliminated. Therefore, in CB-AODV, this feature is fully 
supported to obtain a better dynamic behavior of the protocol. 
Metric implementation: As previously explained, there is a possi-
bility of omitting the inclusion of metrics for selecting more efficient 
routes when discovering them. In this way, the node only generates 
a RREP for the first received RREO and not for the rest that it might 
receive during the discovery process (even if they are better routes). 
This option allows reduced memory in the routing tables and the size 
of the control message frames, but decreases the effectiveness and 
robustness of the protocol. Moreover, by appropriately applying met-
rics, a correct balance of the energy consumption of the nodes with 
respect to communication tasks can be achieved. As described before, 
in the CB-AODV implementation it is possible to select and customize 
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Fig. 6. General overview of CB-AODV with the main functional blocks. 
this metric capability by changing the configuration of the discovery 
mechanism according to the application constraints. 
Only the final destination is capable of generating RREP messages: 
This has the advantage that no loops (circular paths in which the 
message continuously hops never reaching the destination) are made 
because the intermediate nodes cannot generate RREP. The sequence 
number is a field in the routing table and in the control messages 
created to avoid the generation of loops, so if no loops can be created, 
then sequence numbers are no longer needed. However, this type of 
mechanism aims to reduce the amount to retransmission packets that 
can be avoided without wasting energy and processing resources on 
them. Therefore, the sequence numbers are fully supported in CB-
AODV to allow intermediate nodes to generate RREP messages during 
the discovery procedure. 
Elimination ofRERR messages: In a very compact implementation, 
the inclusion ofRERR messages can be omitted to decrease the com-
plexity of the protocol, but it can lead to have a quite poor handling 
of errors especially in unstable scenarios where links are frequently 
prone to fail. 
2.3. Integration of CB-AODV in the Cookies HW-SW platform 
The design and integration of CB-AODV has been carried out based 
on the resources and the modular HW-SW architecture of the Cookie 
nodes, and on the basis of the developed communication layer. In this 
way, the libraries that handle the proposed features are included on 
top of the IEEE 802.15.4 controller that was created to manage the 
hardware implementation. This set of lightweight libraries, which 
has been coded in C language for 8051-based architectures, is de-
fined to support the Cookie architecture in an efficient and resource-
optimized fashion, unlike other implementations that have been de-
fined to be used over operating systems such as TinyOS. 
In summary, the implementation is mainly composed of 3 blocks 
of libraries, as shown in Fig. 6, where CB-AODV is integrated within 
the context of the Cookie SW support platform and data process-
ing. The main block (CB_AODV) is in charge of performing the main 
functionalities and the dynamics of the routing mechanism regarding 
control message coding/decoding and protocol information manage-
ment, based on the packet frames coming up from the MAC layer han-
dler. CB_AODV_Table is in charge of handling the routing tables as well 
as the reserved memory for this purpose, making use of low-level 
memory controllers for optimizing the access and management of 
the routing information entries. On the other hand, CB_AODV_Queue 
controls the input/output buffers as well as the RREO registers to 
handle the protocol information in terms of discovery and dissemi-
nation processes. The type of implementation to be downloaded is 
controlled by using parameters definition that allows making a more 
compact mechanism (based on the basic behavior of the protocol) or 
a full/high performance implementation with all the designed capa-
bilities. 
It can be also seen that the implementation makes use of differ-
ent peripheral controllers of the architecture to modularize the data 
handling, so that the debugging process and the internal usability of 
the system is highlighted. Besides, as expected, the protocol imple-
mentation has been carried out in such a modular way that, from the 
point of view of the platform users, the application abstraction layer 
is provided with simple functions for sending packets to and receiv-
ing from remote destination points in a transparent way. 
2.4. Comparison of AODV implementations and proposals 
In Table 1, a comparison among different AODV implementations 
and proposals is shown in detail (based on the comparative analysis 
proposed in [26]), in which CB-AODV is included. It is important to 
highlight that there are many proposals in the state of the art that 
have been analyzed and implemented in simulation, unlike the one 
presented in this work which has been completely integrated in a 
new WSN HW-SW platform to be used in industrial applications and 
real deployments. 
The CB-AODV implementation has similar features compared to 
the NST-AODV, which is one of the most popular AODV implementa-
tions for TinyOS, being in this comparison the ones with more char-
acteristics from the original AODV protocol as defined in the RFC and, 
therefore, the ones that will theoretically have better performance. 
The main difference between CB-AODV and NST-AODV is that the for-
mer one incorporates the precursor lists allowing the protocol to have 
better efficiency in the propagation of the RERR messages as well as 
the implicit detection of critical points along the routing path; the 
inclusion of the DATA_ERR message that targets a more efficient data 
dissemination process in critical and unstable scenarios; and the pro-
posal of energy-efficient based metrics to enhance the dynamic rout-
ing mechanism taking into account the real conditions of every node 
in the target scenario, thus increasing the performance of the imple-
mentation. 
As it can be seen in the table, the inclusion of the precursor list has 
not been added in some of the implementations or proposals. This is 
because of the additional memory resources that are needed for its 
inclusion. In CB-AODV, this feature has been added because there is 
an available internal EEPROM in the core architecture of the Cookie 
platform, so this free memory space was efficiently used to keep the 
routing tables. Moreover, as previously explained, another important 
optimization is also proposed in terms of memory usage. For those 
applications in which the size of the network is less than 255 nodes, 
the control message frames can be reduced by means of using a 1-
byte-based address field. In this case, the available memory space of 
the CB-AODV architecture for the routing tables can be also reduced 
and fixed. This option aims to increase the performance of the proto-
col since the latency due to routing table entry searching is reduced 
(memory access) by assigning a predefined position in the table en-
tries for every node, hence speeding up the internal transaction of 
data processing elements. 
2.5. Loop problems 
Another key aspect that has been taken into account for the suc-
cess of the CB-AODV implementation is the possible generation of 
loops. As explained before, the AODV protocol includes the sequence 
numbers to avoid this problem. However, the RFC 3561 has some am-
biguities and some of the interpretations can yield loops, as detailed 
Table 1 
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in [27]. According to such study, every ambiguity has its correspond-
ing interpretations (e.g. 2a and 2b and 2c for the ambiguity 2 in the 
study) that might end up causing loops. Based on this analysis, there 
are 4 different interpretations that can cause the generation of loops. 
In the proposed CB-AODV implementation, the selected options 
are the followings: 
Ambiguity 1: Updating the unknown (invalid) sequence number in 
response to a route reply 
• The option lb has been followed in the implementation, since the 
routing table will be never updated when the sequence number is 
lower than the one already registered. 
Ambiguity 2: Updating with the unknown sequence number 
• The option 2c has been followed in the implementation, which 
avoids the generation of loops while keeping the best route. In 
this way, if there is a better route to a destination node but the 
sequence number is unknown (which can happen when receiving 
RREQor RREP packets from neighbors that did not originate them, 
or when receiving RERR messages), the route is changed in the 
entry table without modifying its sequence number. 
Ambiguity 3: Allowing the creation of self-entries in response to a 
route reply 
• The option 3d has been followed in the implementation, thus 
avoiding the creation of self-entries but without discarding the 
reply message. 
Ambiguity 4: Invalidating routing table entries in response to a route 
error message 
• The option 4c has been followed in the implementation, which 
does not generate loops since self-entries are not allowed, as ex-
plained before. 
3. I-DPEs: in-situ diagnosis and performance evaluation system 
The performance of routing protocols under realistic conditions 
is essential to assure the effectiveness and the reliability of the fi-
nal application where wireless nodes are being used. However, as 
previously explained, there is a lack of well-defined practical tools 
to analyze and evaluate the implementation of routing protocols 
and communication topologies in WSNs under real conditions and 
final deployments, beyond the simulation/emulation of the mod-
eled algorithms and metrics, since realistic environments include un-
predictable situations that cannot be covered in simulation mod-
els. Moreover, the behavior of routing protocols running in actual 
hardware platforms might be far from the expected simulation re-
sults, due to limitations concerning the core and memory architec-
ture where routing algorithms are to be implemented as well as com-
putational and processing constraints that are not taken into account 
during the modeling process, or even during controlled testbed con-
ditions. Therefore, it is crucial to establish an in-field based support 
mechanism to test and assess a WSN in terms of connectivity and 
routing capabilities in real deployment scenarios, thus allowing de-
velopers to analyze and compare functionalities from different ab-
straction levels within their implementations in runtime, so that an 
on-site enhancement of the deployment performance and its opera-
tional lifetime can be achieved. 
Based on this approach and aiming to test the implemented CB-
AODV routing protocol in final application contexts, in this work an 
evaluation and diagnosis support tool for in-field deployment activi-
ties is proposed. The idea is not to fully replace the use of simulators 
to analyze models and algorithms. Instead, the main target is to pro-
vide users with a set of functionalities to compare the behavior of 
the real deployment with what is expected from the simulation re-
sults. A general overview of the proposed architecture is shown in 
Fig. 7, in which a combination of hardware and software components 
is integrated in a unique and novel in-field evaluation platform. The 
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Fig. 7. General view of the I-DPEs architecture. 
kernel of the tool is composed of a mobile device which contains the 
top level application and with which users can move in the target 
field in order to analyze specific deployment areas. The integration of 
a commercial AndroidOS-based Tablet connected to a Cookie-based 
platform that implements the corresponding WSN communication 
protocol is the basis of the aforementioned architecture. This config-
uration aims not only to experiment with IEEE 802.15.4 and protocols 
on top of it (such as CB-AODV, which is the main target) but also to 
take advantage of the modularity of the Cookie platform by replac-
ing the communication module with other stacks, such as ZigBee or 
6LowPAN. The second important part of the implementation is the in-
clusion of a diagnosis component into the wireless nodes in order to 
gather information of the deployment from the evaluation tool. This 
component is able to extract information of the HW-SW implemen-
tation for different abstraction levels and forward it to the evaluation 
tool. Hence, real data can be analyzed in runtime in order to compare 
the performance of the simulated models with the behavior of the 
network. 
In order to carry out this comparison, available data regarding net-
work/node configurations and simulated parameters have to be taken 
into account during the commissioning and diagnosis stages of the 
WSN deployment. As a result of this requirement, a third aspect is in-
cluded within the scope of the proposed platform, the capabilities of 
downloading configuration files containing deployment information 
and network modeling, generated by simulations and planning tools 
as a pre-deployment stage. With this toolset schema, users are able 
to analyze theoretical and practical data in order to perform changes 
and reconfigurations of the network in-field, i.e., during the real de-
ployment and network evaluation. As a result of this analysis, the 
evaluation tool is capable of generating correlation reports to be up-
loaded to a remote server in order to refine simulation models in case 
of needed. 
Therefore, the proposed evaluation tool covers two major issues: 
routing protocol analysis of the implemented CB-AODV as well as net-
work connectivity and performance evaluation of in-field WSN de-
ployments under real conditions, compared to simulation models. 
The idea is not only to verify the effectiveness of the routing proto-
col, but also to study those factors that can affect the performance of 
the network connectivity and node's coverage, which can thus help 
users to integrate or customize different metrics depending on the 
type of network to be finally deployed. 
3.1. System implementation - considerations and features 
As shown in Fig. 7, one of the main aspects to be highlighted is the 
integration of a commercial mobile device with the Cookie platform, 
in order to take advantage of the Android-OS capabilities and the 
modularity of the Cookie nodes. This integration is made by means of 
using a serial-interface-based connection, through the available USB 
of the mobile device. With both platforms, a mobile device that sup-
ports WSN communication protocols is then obtained, especially tar-
geting IEEE 802.15.4 based networks. This configuration schema aims 
to guide users during the deployment and validation stages of the 
network, by providing a mobile device that indicates and triggers the 
actions to be performed in-situ. 
The basic element that establishes the interactions between the 
analysis tool and the in-field WSN is a network/deployment model 
definition, which is a modular input representation of the functional 
blocks that are implemented in every node, as well as the simula-
tion schema of the network connectivity. Along with the definition 
of an over-the-air debugging interface between the analysis models 
and the HW-SW performance of the nodes, the on-site evaluation ca-
pabilities are built. These two main aspects are described in detail as 
follows. 
3.Í.Í. Network/deployment model 
This model definition integrates the main functional blocks that 
are included in every single node to be installed, so it establishes the 
deployment rules to be followed based on a well-defined structural 
schema as expressed in Fig. 8. The implementation models are split in 
four main definition criteria: sensor/actuators, configuration blocks, 
property blocks and behavioral blocks. From the point of the network 
definition, the theoretical correlation between low-level connected 
points is described by including the MAC-level bidirectional simula-
tion of pair of nodes considering quality indicator parameters, trans-
mission power configurations and data representation of the physical 
location and installation of the nodes, which are the key elements 
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that can be obtained as an output of a WSN planning stage (Net-
work/connectivity model). 
This model definition is materialized by including a JSON object 
as an input of the diagnosis tool, comprising the aforementioned de-
ployment elements. It is important to highlight that this JSON object 
can be included either off-line during the pre-deployment stage or 
on-site by using web-service-based connection to a remote server 
that provides the downloading methods for the defined JSON files. 
Hence, whenever a modification in the planning stage is performed 
to optimize a specific functionality of the system, the diagnosis tool 
can update the deployment model in runtime, so that the new fea-
tures can be tested, analyzed and verified in-situ. 
3.1.2. Over-the-air interface 
On the other hand, in order to carry out the node evaluation tasks 
in runtime, a set of software support libraries for network diagnosis 
is proposed, which is included in the HW-SW platform of the Cookie 
nodes. These components have been created in order to gather rel-
evant data of the deployed nodes by accessing different parameters 
and configurations of the node implementation in an independent 
fashion, which means that the evaluation tool can extract/modify in-
formation of specific node functionalities while the WSN application 
is running, thus without interfering in the node operation. In order 
to do that, the proposed components are implemented on top of the 
PHY-MAC layers of the IEEE 802.15.4, so that the evaluation system 
does not affect the behavior of the routing protocol since the com-
munication from the tool to the nodes is done from a lower abstrac-
tion level. This configuration implies that the main requirement to 
be addressed in order to perform a node evaluation is the capability 
of being within the radio coverage of the target or, in case of carry-
ing out a diagnosis task that includes more than one node, it is nec-
essary to have coverage with at least one node of the target group. 
Hence, the main idea is to be as less intrusive as possible during the 
performance evaluation. Based on this, a set of Java-based abstraction 
layers has been defined to decode/encode the debugging frames com-
ing from and going to the connected node that serves as the integra-
tion element between the diagnosis toolset and the node's debugging 
blocks. 
The representation of the designed diagnosis packet framework 
is reflected in Fig. 9. Three levels of transactions are defined in this 
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schema. First of all, low-level connectivity actions targeting the in-
field bidirectional evaluation of nodes' correlation, as well as quality 
models of the interconnections; second, actions that target routing 
protocol implementation, specially regarding entry table description 
and metrics' implementation, and rediscovery evaluation; third, ac-
tions according to the model definition criteria, that is, specific im-
plementation blocks depending on the application scenario. The di-
agnosis mechanism of a particular node can be exemplified in Fig. 10. 
3.13. ¡n-situ performance capabilities 
In this sense, the main parameters that are considered for the in-
situ performance evaluation of the routing protocols and network 
connectivity can be seen from different abstraction levels and de-
scribed as follows: 
Quality of the interconnections and coverage of nodes. A complete 
network connectivity schema is generated based on an iterative pro-
cess in which every node gathers bidirectional information related to 
their corresponding neighbors/pairs-of-points in terms of quality of 
the link and radio signal strength. A routing map is also generated 
based on the path discovery between remote pairs of points. This in-
formation can be compared and correlated with simulation models 
in order to detect possible mismatches between actual and modeled 
links/paths. Moreover, the routing map can be compared with the 
connectivity/MAC level in order to evaluate the performance of the 
routing protocol in terms of efficiency on the metric usage, asymme-
try on the remote-pair-points, node isolation, congestion, and loops 
avoidance. This runtime automatic correlation process can lead de-
ployers to decide whether specific routing and network configura-
tion criteria shall be adopted based on the dynamics of the system 
behavior. 
Metrics. As previously explained in the routing protocol imple-
mentation, several metrics have been included for the discovery pro-
cess. The performance of these metrics in specific application scenar-
ios can be gathered, modified and evaluated based on the comparison 
of the runtime routing/network map generation and their theoretical 
calculation. 
Sent/received packet ratio, packet loss rate (PLR). A packet delivery 
test is proposed to evaluate the performance of the routing capabili-
ties as well as parameters regarding path discovery/rediscovery and 
route latency. The evaluation tool can launch this test by configuring 
the remote pairs of points to be assessed (having coverage with at 
least one of them), the number of packets to be transmitted and the 
data/parameter setups according to the specific test to be carried out. 
The diagnosis components of the related nodes calculate the PLR and 
the result is then presented and stored in the corresponding database 
of the diagnosis tool I-DPEs. 
Route Rediscovery Rate (RDR) - link failure. Every node computes 
the number of rediscoveries by storing the information of the next 
hop with which a failure comes out (note that each node only stores 
coverage information of their neighbor list). This process can help 
users to detect possible link problems and critical points in specific 
deployment zones, as well as analyze the impact of the selected met-
ric configuration to avoid the creation of overhead areas. 
Power consumption. The power consumption is measured in order 
to monitor the behavior of the nodes in terms of energy usage, so that 
battery levels and the consumed current can be analyzed to establish 
their impact and relationship with the communication performance 
of the nodes, as well as analyze and estimate the overall lifetime of 
the deployed nodes to take corrective actions accordingly. Moreover, 
this functionality is correlated to the analysis of the energy-based 
metric efficiency so that a better understanding on the behavior of 
the routing path selection can be carried out. 
PHY-MAC layer assessment. This approach gives an important fea-
ture to the evaluation tool usage, which is to act as an in-situ "snif-
fer" device or packet analyzer, by gathering protocol frames regard-
ing exchanged information among the nodes. Therefore, a MAC frame 
decoder is also included in the proposed functionalities, in order to 
obtain the interaction of the nodes in a non-intrusive way, contain-
ing a format configuration as well as a network/application packet 
classification. By using the sniffer/packet analyzer capabilities, low-
level frames can be monitored in order to evaluate the genera-
tion/reception of the packets from a lower abstraction level, so that 
problems regarding medium access and frame configuration can be 
detected. 
Sensor measurements, RF configuration, node configuration. Key pa-
rameters regarding communication and internal peripheral configu-
rations can also be obtained and reconfigured by using the evalua-
tion tool, in order to study the correlation of particular setups with 
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Fig. 11. Output models automatically generated based on the on-site activities. 
the behavior of the deployed devices, according to the network/node 
definition of the input model. 
3.1.4. Output models 
As a result of the on-site commissioning activities, the toolset au-
tomatically generates output reports which contain information of 
the network performance as well as the result of the comparative 
analysis of the simulation models with the real behavior of the wire-
less nodes (see Fig. 11), so that the planning strategies can be fed 
back. Hence, these data help developers to refine the pre-deployment 
stages regarding nodes' connectivity correlation and system configu-
ration, targeting a more accurate development toolset. Based on this, 
the reports are automatically generated in line with the system func-
tional flow, and they are the followings (the output models follow the 
modular structure of the input model): 
• Location and coordinates: specify whether there were changes on 
the node's installation and their positions according to the plan-
ning stage, and how these modifications can highlight the deploy-
ment. 
• Node's implementation: includes information regarding the im-
plementation details of the nodes, specially regarding sen-
sor/actuator performance, as well as the behavior of processing 
blocks. 
• Neighbor maps: generate the correlation between the theoreti-
cal calculations of the connectivity links at MAC level with the 
real in-field communication of the nodes. Comparisons in terms 
of quality metrics are highlighted. 
• Routing maps: provide the whole picture of the remote intercon-
nections based on the routing protocol mechanism, including the 
routing table entries as well as the different paths that have been 
created in order to satisfy the requirements of the applications. 
Routing metrics and their analysis are highlighted. 
• Critical points: reflect the specific areas of the network that could 
affect the performance of the deployment, by specifying isolated 
nodes and bottle necks. 
• Path assessment: provides an analysis of the routes by performing 
remote packet tests so that the network interconnections can be 
studied. 
• General assessment: includes a general view of the main activi-
ties performed on-site, in addition to an overall evaluation of the 
commissioning stage. 
It is also important to highlight that, although the feedback pro-
cess can be performed in runtime, all the deployment activities and 
the actions carried out automatically by the diagnosis tool or config-
urations/analysis done by the deployer, are registered and stored in-
ternally in the smart device, so that an offline study process can also 
be carried out to obtain additional details about the performance of 
the target deployment. 
3.2. System functional flow 
From the deployer interaction point of view, the basic applica-
tion flow of I-DPEs is as follows. First, the configuration file gener-
ated from the pre-deployment stage can be downloaded, which con-
tains information regarding network simulations, node connectivity, 
deployment localization, nodes' implementation and initial config-
uration. As previously described, the main target of this stage is to 
compare the simulation models of the planning side with the real de-
ployment of the network, in order to modify/validate the location of 
specific nodes depending on the coverage and link parameters. The 
relative position of the device in terms of radio coverage is generated 
based on an in-field node scanning, so that the area of interest is eval-
uated in order to detect the surrounding nodes upon which it can act 
on. The node's connectivity correlation is then built based on gener-
ating a neighbor detection list per node, which contains the bidirec-
tional information of pairs of points regarding link quality and signal 
strength. This information is compared and correlated with the sim-
ulation model in order to detect possible mismatches between actual 
and modeled links. In this context, two reports can be generated, the 
first one containing information of the modification of node position 
to improve the connectivity to their neighbors, and the second one 
highlighting the differences found in the correlation process with the 
current node positions. 
Specific pair-points can then be evaluated from the point of view 
of the routing protocol, by performing a packet delivery test between 
remote nodes, so that the ratio of loss packets and rediscovery paths 
Fig. 12. General view of I-DPEs user interfaces for in-field comparative analysis of the WSN deployment. 
can be obtained. A network routing map is subsequently generated 
and updated according to the iterative process of the packet delivery 
tests. The parameters related to the routing tables are saved in the 
network routing map, aiming to detect bottle necks, critical points, 
disjointed sectors and possible errors during the route discovery pro-
cess, so that the routing performance can be analyzed, verified in 
runtime, also considering the designed metrics for the system as-
sessment. Afterward, the network routing map (routing level) can be 
compared with the network connectivity map (MAC level) in order 
to evaluate the performance of the routing protocol in terms of ef-
ficiency on the metric usage, asymmetry on the remote-pair-points, 
node isolation/congestion, and loops avoidance (Fig. 12). The gener-
ated network map is then encoded in the corresponding report for-
mat in order to be sent to the server repository, so that planning tools 
can analyze/modify the simulation models with respect to the real 
data. 
4. Experimental results and analysis 
The proposed CB-AODV routing protocol has been tested and ana-
lyzed in real WSN deployments at the Center of Industrial Electronics 
by means of using the capabilities of the I-DPEs, in order to validate 
the designed functionalities and components under the Cookie HW-
SW architecture. The implementation of the CB-AODV routing proto-
col has been carried out based on the Cookie support platform [16] by 
integrating the software components as shown in Fig. 13. In terms of 
memory usage, the CB-AODV was included in the Cookie processing 
layer that incorporates an ADuC841 microcontroller from Analog De-
vices [28], which provides up to 64 KB of flash/program memory as 
well as 4 KB of data storage. The final implementation fits in 8 KB of 
program memory and less than 2 KB of data memory (including the 
support software components for the diagnosis capabilities), which 
gives enough free memory space for Cookie-based application pro-
posals. 
Form the point of view of the Performance Evaluation Tool I-DPEs, 
the implementation has been carried out by using an Asus Trans-
former Tablet that includes the Android Ice Cream operating system 
connected to a Cookie node through the USB socket, so that all the 
diagnosis capabilities and GUIs were designed using the Java-based 
coding features of such OS. This configuration schema also provides 
COOKIE SOFTWARE IMPLEMENTATION 
Fig. 13. General overview of CB-AODV integrated in the Cookie support platform. 
the possibility of easily porting the implementation to other Android-
based devices. 
Three main different scenarios were used to analyze and evaluate 
not only the performance of CB-AODV, but also the designed capabil-
ities of I-DPEs, in addition to the study of metric correlations by per-
forming in-field experimental analysis, as described in the following 
subsections. 
4.1. Scenario A: routing protocol verification 
This WSN scenario was carried out to analyze and verify the 
internal implementation of the CB-AODV and its related functional 
libraries that generate the different stages of the routing mechanism. 
Two of the topologies used in this scenario to test the CB-AODV are 
shown in Figs. 14 and 15 (left-side). The experiments were set up 
based on three main configurations executed by I-DPEs. First of all, 
in order to verify the expected behavior of the routing protocol and 
its robustness throughout a period of time, nodes were configured 
to send packets every second to a random address. The packet loss 
rate and the network/routing map were then computed by the 
evaluation tool in order to obtain the degree of success during the 
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Fig. 14. First topology of the experimental test case and the main comparative results. 
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Fig. 15. Second topology of the experimental test case and the main comparative results. 
transmission/reception process as well as the routing discovery 
procedure in such conditions. The TX power of the radio transceivers 
was also configured to modify the node coverage, so that the routing 
capabilities are evaluated by creating paths with the maximum 
amount of hops as possible (with the minimum transmission power 
configuration), which helps developers to assess the performance 
of the integrated metrics. This random propagation was triggered 
during five consecutive hours without experimenting problems with 
particular nodes' implementation. 
In this way, as a second test case, one of the nodes was configured 
by the I-DPEs to send 100 packets with a frequency of one message 
per second (these parameters can be reconfigured by the tool) to its 
farthest node, i.e., a data exchange from the two most distant points 
of the network (nodes 1 and 9 in the figure). The main goal was to 
analyze the performance of both the PLR and the included metrics, 
specially the PATH-DR, E-aDM and the ETX, which depend on the 
link quality parameter. Furthermore, a third test case was also car-
ried out in this scenario, in which a "crowded environment" was set 
up by configuring the rest of the nodes to send packets to random 
addresses, while the two distant nodes continued exchanging data 
between each other. In this traffic scenario, every node was defined 
to send packets to a different remote node every second, so that three 
main capabilities can be tested: first, the discovery process of the 
source node to the destination point in combination with the support 
of the discovery actions triggered by the rest of the nodes; the rout-
ing table information handling by the nodes according to the packet 
exchange to the request points (all the nodes are creating new routes, 
supporting the creation of them by other nodes and establishing 
the corresponding table correlations/updates based on the request-
check-reply actions); the information processing by analyzing how 
the management of the routing resources in the HW-SW platform can 
affect the normal operation of the application itself or even loose data 
during the transaction between two remote points in such situation. 
Apart from the MAC and routing frames of the protocol, the trans-
mitted packets are composed of application information related to 
sensor measurements, battery level and energy consumption factors, 
data processing indicators and execution status. Metrics and the test 
configurations were launched by using the evaluation tool, and an it-
erative execution was done three times per configuration in order to 
obtain as much information of the network behavior as possible. 
In Figs. 14 and 15 (right-side), the main results regarding the pro-
posed scenario are classified according to the applied metric and the 
differences in traffic conditions, in addition to the computed rout-
ing paths, which can be analyzed by means of gathering nodes' in-
formation with the tool. The percentage of received packets is very 
close to 100%, being slightly inferior in the case of traffic conditions. 
As a result of comparing the metric performances, the ETX has fewer 
hops than the PATH-DR, as expected (because ETX penalizes the num-
ber of hops). However, the percentage of messages that the final 
node receives is not higher in case of the PATH-DR than with the 
ETX, as it would be expected. Moreover, in case of the designed E-
aDM metric, node 5 was configured to include a higher weight re-
garding the implemented functional blocks as well as the precursor 
list factor, so that a redistribution on the network routing rediscov-
ery was obtained in the crowded environment, where packets from 
node 1 to node 9 follow a slightly different sequence compared to the 
PATH-DR, as shown in the results, thus verifying the influence of en-
ergy conservation based approach and a balanced distribution of the 
packets. 
In addition to the described test cases, scenarios B and C (pre-
sented in the subsequent subsections) are also conceived to an-
alyze the behavior of the implemented metrics by using I-DPEs 
based on providing different network topologies and application con-
straints, so that the influence of the communication performance 
can be evaluated through the experimental comparison of the metric 
results. 
4.2. Metric's correlations and experimental characterizations 
As described in Section 2, experimental tests were carried out to 
establish correlations of the quality metrics to be used in CB-AODV 
and I-DPEs, in addition to the ones already included in the routing 
implementation. Two Cookie nodes were configured and positioned 
in an outdoor environment at the same height (1 m from the ground) 
and distance samples starting from 1 m up to 35 m. Moreover, the 
range of the TX power configuration of the radio modules is swept 
from 0 dBm to -25 dBm. 
The first model aims to establish an experimental correlation be-
tween the RSSI and LQI parameter in order to include it in the sim-
ulation chain of I-DPEs so that complete connectivity estimations in 
terms of RSSI, LQI and LDR can be subsequently generated, analyzed 
in-field and compared with the real behavior of the deployment. 
Based on this, in Fig. 16 the main results of the experimental tests are 
presented including the combination of values in terms of distance 
" RSSI vs LDR" 
RSSI vs LQI 
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Fig. 16. Experimental correlation of RSSI and LQI obtained and to be included in the 
in-field comparative studies. 
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Fig. 17. Experimental correlation of the RSSI and LDR parameters. 
plus transmission power configuration, so that a defined correlation 
pattern between both parameters can be distinguished. 
Considering this experimental correlation, a simpler approxima-
tion model can be obtained to be included in the in-field simulation 
of the connectivity map to analyze the real values of the network with 
what is theoretically expected from the application scenario. Such 
correlation is expressed in Eq. (3): 
y = p l*a 3 + p2*a2 + p3*a + C (3) 
where pi, p2, p3 are the coefficients of the expressions and respec-
tively defined as 1.1856, -2.7009 and 0.6305, C is the independent 
factor defined as 106.9160, a is the measured RSSI value (with a typ-
ical offset of-40 dBm), and finally y is the resulting LQI. 
Based on this experimental setup and testing process, another im-
portant correlation has been established between the RSSI and the 
LDR parameter to define a threshold value under which the connec-
tion between two pairs of nodes can be considered as unstable or crit-
ical, so that from the point of view of I-DPEs' estimations those links 
that are below this value might be marked as unconnected, while 
from the nodes' implementation point of view the detection of such 
low values represent a critical connection to be avoided when cal-
culating routing paths. As shown in Fig. 17, the computed threshold 
value is -85 dBm. 
4.3. Scenario B 
In this experimental test case the main target is to compare the 
simulation results of pair-point connectivity metrics with the real 
values gathered from the in-field deployment by using I-DPEs. The 
WSN is composed of 16 Cookie nodes deployed at ETSII-UPM in an 
outdoor environment, by combining in the same deployment a het-
erogeneous distribution of the nodes in terms of connectivity schema. 
Based on a simulation model, the input connectivity map of the de-
ployment has been built as shown in Fig. 18 (bottom-left side). Ac-
cording to the experimental results regarding the reliability of the 
links by defining a minimum RSSI to assure a stable connection 
between two points (-85 dBm), I-DPEs establishes the correlation 
points where a connection shall be obtained (in white color). The pur-
ple connections directly affected by obstacles are highlighted, so that 
no links shall be expected in those pairs of points. In red are the val-
ues above the defined RSSI threshold, which defines the limit below 
which the connectivity is not assured. 
Based on this, the real connectivity map is built in-field to be com-
pared with the simulated one. Both in simulation and real deploy-
ment, the nodes have been configured with a homogeneous trans-
mission power o f -5 dBm. In Fig. 18 (upper-right side), the main av-
erage experimental results are reflected by computing 4 consecutive 
tests per link (bidirectional connections) and the comparison with 
the theoretical calculation are generated and analyzed. Highlighted 
in white are the real and simulated values between pairs of nodes, 
In-field Testing 
D 
£ 
1 
I 
3 
4 
5 
6 
7 
s 
9 
w 
11 
12 
13 
14 
15 
H 
1 
•79, i 
•82,2 
-83,9 
-Mb .9 
-se.z 
-89,9 
-87.8 
87,1 
•89,! 
-90.0 
91 . J 
91,6 
•91.1 
2 
-80.0 
-79.8 
-84,6 
-8/ .4 
-88.8 
-90.3 
-89.2 
-77.0 
S i X 
-81.9 
-87,1 
-86,4 
-89.7 
-90,0 
•97.0 
3 
-30.5 
-30,1 
-«6,3 
-38 J 
-87. S 
-31 , J 
4 4 . 1 
-30,6 
-35,9 
-36,7 
-38.9 
•39.7 
-91.6 
4 
-78,3 
-78,4 
-82,1 
-35,4 
-33.9 
-36.0 
4 7 . 6 
- » • > 1 
-38,2 
-38.2 
-90.4 
-91.2 
-92.7 
5 
-89.0 
-75.3 
-81.5 
-82.0 
-83,2 
-89.1 
-87,4 
-89.0 
-S8,5 
-90.8 
- 9 3 8 
-93,0 
6 
-84,0 
-81.7 
-77.4 
-SO. i 
89,5 
•90.1 
88.3 
-90,1 
-89,5 
-91.5 
92,5 
-93,5 
7 
-77.9 
-82,8 
90,8 
-91.i 
-90.1 
-90,9 
-90.1 
-92.0 
•93.1 
-93.3 
8 
-86.3 
-68,5 
-90.2 
•91,3 
-90.0 
-91,5 
-91,2 
-92.9 
-93.6 
-94,6 
9 
-84,5 
-80,5 
-79,9 
-78.3 
4 5 , 1 
-37,2 
-38.4 
38,4 
-91,0 
10 11 
-79.0 -79.1 
-83.8 
-80,6 
-76 . / 
••¿«t> 
•84,6 
-81,0 
-81. 3 
-81.6 
-84,3 
-85.5 -86.4 
-85.4 -87 0 
-83,9 -89,8 
12 
-78.0 
-78.1 
-80.4 
13 14 
•IS X -83.S 
•79 2 
-80.4 
82 7 34 5 
-86,6 -86.7 
-81,8 
-31.5 
-79.0 
-32.4 
15 16 
-76.9 -82 3 
•73.1 
-81,5 
Fig. 18. Comparative analysis of the in-held connectivity with the simulation model. (For interpretation of the references to color in the text, the reader is referred to the web 
version of this article.) 
Fig. 19. In-held connectivity performance of the deployed nodes. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.) 
whereas in blue are the connections that were not expected from the 
simulation but in the real implementation such pairs of nodes did 
connect. In orange those connections that were not established are 
represented. 
In such cases (connection mismatches), the real values are very 
close to the defined quality limit, so the estimation is pretty much 
accurate to predict those links that are prone to suffer instability and, 
therefore, to be marked as unconnected points. The rest of the sim-
ulated pair-points that produce stable connections were indeed vali-
dated in the real implementation when establishing the comparison 
with I-DPEs. 
As a result of the diagnosis tool, the average error of the com-
parative analysis in terms of the simulated and real metrics is 4%, 
having maximum deviations (12%) in those communications where 
unexpected/not-considered obstacles have influenced the perfor-
mance of the connections. 
These types of on-site study can be also carried out by graphically 
comparing the connectivity performance of every pair of points as 
represented in Fig. 19 for this particular outdoor scenario, in which 
the orange lines indicate the simulation results while the green 
ones correspond to the real gathered data. The thickness of the 
lines matches with the quality and stability of the interconnections 
Table 2 
Experimental results of the routing strategies by using ETX and E-aDM in the comparative analysis. 
ID 8 -» ID 13 Test Number of Received Sample sent messages messages Last route 
ETX 
Metric 
100 
100 
100 
100 
98 
100 
8-»6-»5-»3-»ll-»13 
3-»6^5^4-»3-»ll-> 
13 
8-»6-»5-»3-»ll-»13 
E-aDM 
Metric 
1 100 
2 100 
3 100 
100 
100 
99 
8-»6-»5-»3-»2-»ll-»l 
2-» 13 
8-»6-»5-»4-»3-»2-»ll 
-M2-M3 
8-»6-»5-»3-»2-»ll-»l 
2-» 13 
between pairs of nodes. This provides users with the possibility 
of directly analyzing in runtime how reconfigurations in terms of 
communication capabilities (consumption modes and transmission 
power) and location' changes might influence the surrounding 
neighborhood or even the whole deployment. 
Regarding the performance of the routing capabilities based on 
this real connectivity map, packet delivery tests were triggered to 
mainly compare the behavior of CB-AODV by including ETX and E-
aDM in the study, both targeting quality of the interconnections but 
the former one penalizing the number of hops and the last one bal-
ancing the distribution of the paths. Under these outdoor conditions, 
tests were launched from different deployment areas, and consider-
ing nodes 8 and 13 as pairs of points to show the result analysis, in 
Table 2 the comparison of the routing metrics for a total of 100 pack-
ets per test is represented. It can be seen the effect of hop penaliza-
tion in ETX, whereas with E-aDM the routing load balance has been 
distributed among nodes 2, 9 and 11 to guarantee that the creation of 
critical points is avoided as much as the deployment topology allows 
such optimization. 
The use of the ETX metric may be suitable for those applications 
in which transmission and processing delays (based on the hop re-
duction) are a key factor for the performance of the required service, 
whereas E-aDM provides a more balanced link correlation among 
remote points in terms of energy conservation in addition to re-
source/processing constraint awareness in specific nodes of the de-
ployment. E-aDM allows a more precise tuning of the path selection 
targeting energy and processing equilibrium among the deployed 
nodes, although for more directional topologies in with the routing 
capabilities are more concentrated in specific rely points of the net-
work, ETX can provide good results without specific parametrization. 
One of the advantages of the proposed evaluation tool is that by using 
1-DPEs deployers can analyze in real time what metrics can be more 
adapted and suitable depending of the specific requirements and be-
havior of the in-field target application. 
Fig. 20. Network topology of the deployment scenario and connectivity map. 
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Fig. 21. Evaluation of the routing rediscovery when detecting errors in route entries. 
4.4. Scenario C 
In this experimental scenario the main target is to carry out 
the deployment diagnosis regarding the connectivity evaluation and 
routing performance along with the validation of the node's im-
plementation in terms the sensor/application functional blocks. The 
planning configuration is based on an outdoor scenario comprising 
9 nodes with a mesh topology, as shown in Fig. 20, and with the in-
clusion of environmental sensors in the input model: temperature, 
humidity and light intensity. Based on the comparative analysis of 
the simulation model with the in-situ connectivity map generation 
provided by I-DPEs, the computed average error is 4.1% with a max-
imum deviation of 10.9%, for a transmission power configuration of 
-lOdBm. 
Regarding the performance of CB-AODV, computations of packets 
delivery tests were performed between nodes 1 and 9 with such in-
termediate TX power and applying E-aDM by penalizing the node 5 
in terms of blocks processing (w3 = 4), and the results generated 
the creation of a route passing through nodes W 6 ^ 9 with a met-
ric = 99%. Moreover, subsequent delivery tests have been performed 
to analyze the impact of insolating part of the nodes along the paths 
in order to verify the dynamic reconfigurability of CB-AODV in such 
conditions, as the one shown in Fig. 21, where the rediscovery mech-
anism produces a new route (from node 1 to node 3) of W 4 ^ 5 ^ 3 
and with an average delivery ratio of 98% for the total amount of tests 
(more than 900 in-field test verifications automatically handled by 
the diagnosis tool). 
5. Conclusions and contributions 
In this work, two major approaches for the applicability and effi-
ciency of WSN deployments under real applications have been pro-
posed and implemented focused on studying, analyzing and evaluat-
ing the performance of routing protocols and network connectivity in 
realistic environments. A modified AODV-based routing protocol (CB-
AODV) for a reactive and flexible Ad-hoc network configuration has 
been fully implemented and tested into a modular HW-SW platform, 
which copes with the limitation of resource constraints and mem-
ory budget during the design and implementation stages, including 
an energy-based optimization mechanism for efficiently distributing 
the routing discovery process. A complete In-situ Diagnosis and Per-
formance Evaluation System (I-DPEs) was also proposed as a major 
contribution not only for the CB-AODV assessment, but also to pro-
vide users with an on-site network analysis tool for optimizing and 
validating protocol implementations and node functionalities under 
real application conditions. 
More than a simulation tool, this work presents a clear alternative 
for developers to address and study the effectiveness of network de-
ployments by comparing generated models with the real behavior of 
Ad Hoc and multi-hop WSNs, hence obtaining key parameters of the 
network configuration in runtime and in-field. The real implementa-
tion of both novel approaches has been put into context under real 
deployment scenarios to analyze the main elements and properties 
that may affect the behavior and the efficiency of the whole systems, 
by also detecting specific areas where in-field optimizations could be 
performed at runtime, so that a more appropriate feedback to the 
planning tasks can be provided to refine the design and development 
of the target WSN-based applications. 
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