This paper focuses on the estimation of the number of speakers for diarization in the context of the DIHARD Challenge at InterSpeech 2018. This evaluation seeks the improvement of the diarization task in challenging corpora (Youtube videos, meetings, court audios, etc), containing an undetermined number of speakers with different relevance in terms of speech contributions. Our proposal for the challenge is a system based on the ivector PLDA paradigm: Given some initial segmentation of the input audio we extract i-vector representations for each acoustic fragment. These i-vectors are clustered with a Fully Bayesian PLDA. This model, a generative model with latent variables as speaker labels, produces the diarization labels by means of Variational Bayes iterations. The number of speakers is decided by comparing multiple hypotheses according to different information criteria. These criteria are developed around the Evidence Lower Bound (ELBO) provided by our PLDA.
Introduction
Diarization is the task of properly labeling some input audio according to the active speaker. These labels are just required to distinguish between the different speakers rather than providing a unique label per speaker (i.e. speaker identity). The recent growth of audiovisual resources has increased the necessity of these kind of systems for indexation purposes. For this reason, diarization has moved from the telephone channel environment to a wider range of scenarios, such as broadcast, meetings, etc.
Many solutions have been proposed for the diarization task. A popular solution is the bottom-up strategy, which consists of dividing the input audio into segments with only one speaker active and its posterior clustering. More detailed information is available in reviews such as [1] [2] . A conceptual analysis let us divide the clustering task into three main subtasks or blocks: the segment representation, a similarity metric scoring and a clustering policy. The first two blocks have been deeply analyzed in the speaker identification state-of-the-art (JFA [3] , i-vectors [4] , PLDA [5] , neural networks [6] ). Regarding the clustering policy, many ideas have been proposed, such as BIC [7] [8], Variational Bayes [9] , PCA [10] , Mean-Shift [11] or Variational Bayes PLDA clustering [12] .
Generally speaking, the diarization task does not assume the number of speakers to be known. To deal with this uncertainty diarization systems can generate several hypotheses, This work has been supported by the Spanish Ministry of Economy and Competitiveness and the European Social Fund through the 2015 FPI fellowship, the project TIN2014-54288-C4-2-R and by the European Union FP7 Marie Curie action, IAPP under grant agreement no. 610986. choosing the one which best fits the data. The impact of this choice in the diarization results is large. If this estimation is not correct, a significant loss in performance can be obtained, even if perfect labels were hypothesized too. Unfortunately, as described in [13] , the total amount of possible hypotheses is too large to analyze all of them. Therefore, some sort of selection is needed, limiting the diarization performance to be as good as the best chosen hypothesis. Both decisions, with a noticeable influence in the diarization performance, become considerably more difficult when several scenarios are taken into consideration. This is because their criteria can differ from one scenario to each other.
The DIHARD Diarization Challenge is one of the latest evaluations about the diarization task. This evaluation seeks the application of the diarization technology to scenarios with high complexity, in which this task does not behave properly yet. Some of these scenarios include Youtube videos, meetings, court recordings, medical interviews, etc. In order to increase the complexity of the problem, no prior information about the scenarios is provided. Therefore, the development set is not guaranteed to be representative of the evaluation set. The evaluation includes two different modalities for the same audio. Track 1 considers manually annotated Voice Activity Detection (VAD) labels, distributed by the organization. Track 2 assumes that no VAD labels were released with the data, so it is up to the participants to obtain them.
In this work we have constructed our system around the standard i-vector PLDA architecture from speaker verification, including a Variational Bayes clustering for diarization purposes. After some initial segmentation an i-vector representation is extracted from each acoustic fragment and clustered by means of Variational Bayes Fully Bayesian PLDA [14] [15] . Unsupervised model adaptation [15] is considered to mitigate domain mismatch between training and evaluation scenarios.
The paper is organized as follows. ViVoLab diarization system is introduced in Section 2. Section 3 describes our Voice Activity Detection approach. In section 4 the Variational Bayes clustering technique is explained in detail. The obtained results are presented in Section 5. Finally, Section 6 contains the conclusions.
System Description
The proposed system is an evolution of our diarization research in broadcast data [14] [15] . A graphical representation is available in Fig. 1 .
This approach combines a bottom-up approach with the speaker identification i-vector PLDA framework, state-of-theart in speaker identification tasks. Given an audio, a feature extraction front-end is applied and a VAD estimation is obtained. Both types of information are taken into consideration to per- form the segmentation stage. This segmentation is performed by means of BIC [7] , in which a sliding window analysis is carried out. A set of i-vectors is extracted from the obtained segments, assuming that a single speaker is present in each segment. The i-vector extraction includes centering, whitening and length normalization [16] to maximize its discriminative properties. The clustering step is performed by means of the Fully Bayesian PLDA and its Variational Bayes solution [12] [14] . The clustering stage can be preceded by in-domain unsupervised adaptation [15] stage, applied to the PLDA model. This block is included to better fit the PLDA model to the evaluation audio conditions.
Voice Activity Detection
The proposed diarization system makes use of some VAD labels to perform the segmentation step. Whereas DIHARD track 1 includes perfect segmentation information provided by the organization, DIHARD track 2 does not, being up to each team the estimation of this information. In consequence, in track2 VAD becomes a new source of degradation, affecting the diarization performance.
The considered VAD solution is based on Recurrent Neural Networks (RNNs). This kind of neural network is specially designed to model sequential information, such as human speech. A popular RNN is the Long Short Term Memory (LSTM) [17] , a RNN architecture which introduces the concept of memory cell. This cell is able to learn, retain and forget information along long sequences. This capability becomes very useful to carry out a long-term and short-term analysis simultaneously. LSTMs have been improved with the creation of Bidirectional LSTMs (BLSTMs or BiLSTMs). This network combines two LSTM networks processing the same sequence, but with opposite directions: one makes the forward analysis while the other performs the backward one. Therefore the network is capable of modeling causal and anti-causal dependencies for the same sequence.
The neural architecture proposed is shown in Fig. 2 : the main component is a single layer Bidirectional Long Short Term Memory (BLTSM) with 128 neurons. Each output of the BLSTM layer is independently classified by a linear perceptron, which shares its values (weights and bias) for all time steps. Both the training and evaluation are performed with limitedlength sequences (3 seconds, 300 frames), limiting the delay of dependencies to take into account.
The features for the neural network consist of a 32-component Mel filter bank and the log-energy. Features are computed using a window of 25 ms. length and an advance of 10 ms. Feature Mean and Variance Normalization is applied for each file in the database. The neural network has been trained with the DIHARD development dataset with Track 1 labels, assuming it is representative enough for the evaluation set. 
Clustering
The clustering step is performed with the Fully Bayesian PLDA, originally described in [12] . This model, based on some initialization labels, is able to construct diarization hypotheses at segment level. These initialization hypotheses are obtained by means of pairwise log-likelihood ratio score as similarity metric. Different approaches have been tested to obtain the widest variety of hypotheses. For this purpose, we have tested Agglomerative Hierarchical Clustering and some processing with respect to the score matrix.
Unfortunately, these initialization methods do not include any selection criteria, that is, how to decide which hypothesis is more likely to properly represent the data. In the variational approach this problem is relevant due to the high dependency of its performance with respect to the initial labels. For this reason, our variational solution simultaneously analyzes multiple initializations, estimating multiple candidate labels and a quality metric, the Evidence Lower Bound (ELBO). This information feeds a model comparison stage, which chooses the best candidate as the final diarization labeling. The schematic of this system is represented in Fig. 3 
Initialization with Image Processing
As described before, the initialization step must provide the widest range of initializations. The more different the initializations are, the more likely the global minimum error is reachable.
Despite the fact the original system [14] [15] works with the Agglomerative Hierarchical Clustering (AHC), its hierarchical strategy becomes its main weakness. For an audio with N segments to cluster, only N possible initializations can be considered, and these hypotheses are very correlated. Besides, any mistaken decision committed during the hierarchical clustering is propagated along the posterior decisions. Our proposal is to identify some relational structure in a similarity matrix among the clustered elements, i. e., pairwise log-likelihood ratio score matrix. The relationships are obtained by assuming the score matrix to be an image, and applying basic image processing techniques. The image processing algorithm is inspired by [18] , which also processes a score matrix to perform diarization. The algorithm, illustrated step by step in Fig. 4 is:
1. Construction of the score matrix. PLDA Pairwise loglikelihood ratio between all the segments is considered. For each row we substitute the element in the diagonal by the maximum of the remaining values in the row.
2. Gaussian blur of the image to mitigate erratic values.
Percentage value thresholding.
Computed the histogram of the image, those values belonging to a threshold percentile are put to one and zero otherwise.
Conversion of the binary images to initialization speaker labels
This approach offers various advantages. The first one is independence among hypotheses, because hypotheses only depend on their specific percentile value. The other is the amount of combinations. While AHC with N elements is limited to N possible hypotheses, the image approach can provide as many hypotheses as desired, just by adjusting the percentile threshold.
Fully Bayesian PLDA
Originally described in [12] , this model is a modification of PLDA [5] in which each i-vector φj is produced by an unknown speaker i in a set of M possible candidates (i = 1..M ), each one modeled by a hidden variable yi. This uncertainty about the speaker is modeled by substituting the fixed speaker label by a latent variable θ as follows:
The speaker latent variable θ follows a multinomial distribution with a Dirichlet prior π θ .
Finally, in order to gain more robustness, the model parameters (µ, V and W and their prior α) are also considered to be latent variables rather than point estimates.
The high complexity of the proposed model makes its maximum likelihood solution unfeasible, so a Variational Bayes solution is proposed. The factor decomposition is:
The presented decomposition provides a useful tool q * (θ), which describes how the i-vectors of each segment are distributed among M possible clusters or speakers.
In-domain Unsupervised Adaptation
DIHARD data is known to contain multiple scenarios or environments from which we have limited or unavailable data. Making use of in-domain unsupervised adaptation [15] we are able to adapt the PLDA model to the evaluation audio in absence of further in-domain information.
By simple techniques with no speaker knowledge we infer from scratch some pseudo-speaker labels, adapting the PLDA model afterwards. The PLDA model adaptation with the pseudo-speaker labels also takes advantage of the Fully Bayesian PLDA.
The employed technique is Mean-shift [19] , using cosine distance as similarity metric [11] .
Hypotheses comparison
The clustering by means of the Variational Bayes PLDA solution has already reported great results, significantly improving simpler clustering solutions such as Agglomerative Hierarchical Clustering. However, the fixing capabilities of the variational approach are limited by the initial state of the speaker labels,i. e., some mistakes can be too severe in the initialization to be fixed by the model.
To mitigate this effect, we can compare different hypotheses, generated with different initializations (i.e. different levels of the initial Agglomerative Hierarchical Clustering). The variational approach provides the Evidence Lower Bound (ELBO), a metric which represents how well the variational solution represents the data. However, direct comparison of ELBO metrics do not take into account the different complexity for each hypothesis, specially when a different number of speakers is assumed.
The proposed solution is a penalized score, inspired by the Bayesian Information Criterion (BIC) score [20] . This score, designed to compare how well some models fit some data, also includes a penalty term to compensate the different modeling capabilities or complexity. Consequently, the diarization labels Θ diar are those which maximize the penalized ELBO like:
where, for each hypothesis i, we have its speaker labels Θi, its model parameters and latent variable expectations Mi. The penalty term 1 2 λ log (Υ(i)) represents the extra modeling capabilities of the model for the hypothesis i, weighted by λ. In our work two different points of view have been applied: While in the first mode (Mode A), Υ(i) represents the number of total modeled speakers, in the second point of view (Mode B) Υ(i) represents the total number of free parameters the model uses.
Results
DIHARD challenge has moved forward in terms of diarization evaluation. Apart from the traditional Diarization Error Rate • Baseline. This system applies unsupervised domain adaptation, AHC initialization and ELBO metric is penalized with mode A. Its main goal is the maximization of the new metric, the Mutual Information.
• System 1. This system includes unsupervised domain adaptation AHC initialization and considers Mode B as penalty term during hypothesis selection. This system is designed to compensate the errors of the baseline while maximizing Mutual Information.
• System 2. This system uses out-of-domain models without in-domain adaptation. Initialization with AHC. The hypothesis selection is done with speaker-penalized ELBO. This system is prepared to minimize DER metric.
• System 3. This system make use of non-adapted models. AHC Initialization is considered. Maximization of ELBO penalized in terms of the free parameters. This system is designed to fix error in System 2 while minimizing DER.
• System 4. This system make use of out-of-domain models. Initialization with Image Processing. The penalty term in the hypothesis selection depends on the number of speakers. This system is prepared to minimize DER. Their results with DIHARD data with both development and evaluation set is included in Table 1 .
The first detail we have come across is the high correlation between development and evaluation results, even though no common scenarios are guaranteed to be seen on each set.
The Baseline system has obtained the best results for Mutual Information with all configurations, suffering from a strong degradation in terms of DER. This degradation is fixed with System 1, significantly improving the baseline DER marks but obtaining the lowest MI results. Regarding System 2, 3 their performance is quite similar, improving the results of System 1 for both DER and MI, but they are surpassed by System 4. This last configuration leads the results in terms of DER (around 4% relative improvement) and obtains the second mark in terms of MI, with a 2% relative degradation compared with the best result. An especial mention for the BLSTM-based VAD, which has reported very good performance, just degrading an absolute 12% in terms of DER compared with the oracle VAD. 
Conclusions
All the systems have obtained satisfactory results, in terms of DER and MI, achieving their goals. Moreover, a better tradeoff between DER and Mutual Information has been obtained when attempting to minimize DER. System 4, tuned to minimize DER, leads our results in terms of DER and has the second best Mutual Information score. Regarding our contributions, the penalty term in terms of the number of free parameters has a larger impact compared with the number of speakers (Baseline vs system 1). Nevertheless, its larger value makes the number of speakers penalty much more suitable for finetuning. Besides, the new initialization with image processing has provided an extra improvement compared with AHC. Further work can obtain more robust structured relationships leading to a more oriented initializations.
