Abstract
Introduction
Response time and content freshness are essential to ecommerce Web sites. Slow response times and down times can be devastating for e-commerce sites as reported in a study by Zona Research[1] on the relationship between Web page download time and user abandonment rate. The study shows that 30% of users will leave a Web site (i.e. abandonment rate) if the download time is around 7 seconds and the abandonment rate can reach 70% as download times exceed 12 seconds. This study clearly establishes the importance of fast response times to an e-commerce Web site to retain its customers.
For many e-commerce applications, Web pages are created dynamically based on the current state of a business, such as product prices and inventory, stored in database systems. This characteristic requires e-commerce Web sites to deploy and integrate Web servers, application servers, and database systems at the backend. A basic system architecture of database-driven Web sites consists of the following components: (1) a Web server (WS) which receives user requests and delivers the dynamically generated Web pages; (2) an application server (AS) that incorporates all the necessary rules and business logic to interpret the data and information stored in the database. AS receives user requests for HTML pages and depending upon the nature of a request may need to access the DBMS to generate the dynamic components of the HTML page; and (3) a database management system (DBMS) to store, maintain, and retrieve all the necessary data and information to model a business.
When the Web server receives a request for dynamic content, it forwards the request to the application server along with its request parameters (typically included in the URL string). The Web server communicates with the application server using URL strings and cookie information, which is used for customization, and the application server communicates with the database using queries. When the application server receives such a request from the Web server, it processes it and it may access the underlying databases to extract the relevant information needed to dynamically generate the requested page.
To improve the response time, one option is to deploy network-wide caches so that a large fraction of requests can be served remotely rather than all of them being served from the origin Web site. Applying caching solutions for Web applications and content distribution has received a lot of attention in the Web and database communities [2, 3, 4, 5, 6, 7, 8, 9, 10] . These provide various solutions to accelerate content delivery as well as techniques to assure the freshness of the cached pages. Note that since Web content is delivered through the Internet, the content freshness can only be assured rather than being guaranteed.
For the Web sites that are dynamic content caching enabled, by caching more dynamic contents in edge cache servers, response time can be improved through the benefit of higher cache hit rates and low network latency. However, in a database-driven Web site, databases must be monitored so that the cached pages which are impacted by database content changes can be invalidated or refreshed in a timely manner. As a result, caching a large number of Web pages at edge cache servers to yield fast response time are achieved at the expense of longer invalidation cycles. Thus, it requires more computational resources and time to complete invalidation checking. On the other hand, when an invalidation cycle is long, the freshness of cached pages can not be maintained at a desirable level.
In this paper, we focus on the issue of how to maintain the best content freshness that can be assured for a given set of user request rate and database update rate. We propose an adaptive dynamic content caching technique that monitors response time and invalidation cycle as a feedback for dynamic adjustment of caching policy. By considering the trade-off of invalidation cycle and response time, the proposed technique maintains the best content freshness to the users.
The rest of this paper is organized as follows. In Section 2, we give an overview of our proposed solution. In Section 3 we describe the dynamic content invalidation schemes used in NEC's CachePortal. In Section 4, we describe dependency between user request response time and invalidation cycles. In Section 5 we propose a caching policy for balancing response time and invalidation cycles for maintaining freshness. We also present experimental results to demonstrate the effectiveness of our proposed technique for ensuring content freshness. Section 6 summarizes related work and section 7 concludes the paper.
Problem Statement and Solution Overview
In this section, we present the problem formulation and give an overview of our proposed solution. We start with the description of an e-commerce Web site system architecture that is dynamic content caching enabled. Figure 1 shows the architecture and data flows of a database-driven e-commerce Web site where NEC's CachePortal technology [2, 3, 10] is deployed. The architecture is very similar to that of typical e-commerce web sites, except for the two CachePortal components, Sniffer and Invalidator. The CachePortal technology enables dynamic content caching by utilizing Sniffer to derive ÉÙ ÖÝ Å Ô Ô Ò , the relationships between cached pages and the database contents that are used to generate these pages. The Invalidator is responsible for monitoring database changes by scanning database update log. The database changes are monitored periodically by the invalidator and then it performs invalidation checking process to identify the cached pages which are impacted by the database changes during the current period.
In this configuration, user requests are directed to the edge cache that is close to the requesting users. If there is a cache hit, the requested content will be delivered to the users from the cache. Otherwise requests are forwarded to the origin Web server. Note that in our implementation, edge caches behave as both reverse proxies (if there is a hit) and proxies (if there is a miss so that the requests are forwarded). We assume that the proxy servers are close to the users so that the network latency between the cache servers and the users can be disregarded compared with the network latency between the cache servers and the origin Web sites.
Let us define the main three terms that have impact on the freshness of delivered contents as follows:
Response time at the edge cache servers: This is the round trip time for requests that are served at the edge cache servers (as a result of a cache hit). The response time from edge caches is expected to be extremely fast.
Response time at the origin Web sites: This is the round trip time for requests that are served at the origin Web servers (as a result of a cache miss). The invalidation cycle is impacted by the following factors: (1) the update rates in database systems; (2) the number of pages in the cache servers; and (3) the correlation between the pages in the cache servers (in term of the query statements used to generate these pages).
For Web sites that do not deploy any dynamic content caching solution, all pages need to be dynamically generated at the origin Web site. The content freshness such system can assure is the response time at the Web sites. For example, if the response time for a request at a Web site is 10 seconds on the average the Web page can be fresh, but since the database content can change after the Web page is generated, the assured freshness of the page (i.e. age) is 10 seconds! For Web sites that deploy dynamic content caching solutions, some pages are dynamically generated at the origin Web site but majority of the pages are delivered from the cache server. Since the database content changes need to be reflected to the pages in the cache server, invalidation check needs to be performed periodically or on demand to ensure content freshness. In these Web sites, the content freshness that can be assured is the maximum of (1) the response time from origin Web sites, (2) the response time from edge caches, and (3) the length of the invalidation cycle. Note that since the response time from edge caches is much faster than the response time from either the Web sites or the length of invalidation cycles, the content freshness that can be assured is the larger of the response time from origin Web sites and the length of the invalidation cycle.
Depending on the caching policy, traffic patterns, cache hit rates, server load, and database update rates, sometimes the response time at origin Web sites can be much longer than the invalidation cycle time. In Figure 2 (b), we show a system configuration that caches few pages. As a consequence, it is expected to have a short invalidation cycle; at the expense of slow response time when there is a cache miss since the Web site is carrying a heavy load. On the other hand, the system configuration in Figure 2 (c) has a different caching policy and caches a large number of Web pages at its edge caches. This configuration provides fast response time for all requests. When there is a cache hit, the response time is naturally very fast. When there is a cache miss, the response is still fast as the Web site has a lighter work load since most of the requests are served directly from the edge cache servers. However, this configuration and its caching policy has potentially low content freshness since it will take much longer time to complete the necessary invalidation check for all the pages in the cache servers.
The configuration in Figure 2 (d), on the other hand, has a caching policy tuned so that the response time at the origin Web site is very close to the length of the invalidation cycle. This configuration has several advantages. First, it allows the best content freshness among these system architectures; with or without dynamic content caching solutions. Second, it also yields fast response times. Note that the configuration in Figure 2 (d) does not choose to provide lower response times, by caching additional pages to increase the cache hit rate and consequently improve the response time. However caching additional pages would lead to longer invalidation cycles and consequently reduce the level of content freshness.
From this above example, we can see that the freshness of requested pages can be ensured at the highest level when the hit rate is tuned to a point where the response time from the origin site and invalidation cycle for the cached pages are the same. In this paper, we propose a freshness-driven adaptive dynamic content caching technique. The proposed technique aims at maintaining the best content freshness that a system configuration can support and assure. Our technique does not attempt to maintain the lowest average response time nor average content freshness. Instead it assures good content freshness: the delivered content is either fresh or not older than a threshold (i.e. the assured content freshness) given by the system .
Invalidation Checking Process
In this section, we describe the invalidation scheme used in the proposed system architecture. Assume that the database has the following two tables: Car(maker, model, price) and Mileage(model, EPA). Say that the following query ÉÙ ÖÝ½ has been issued to produce a Web page, Í Ê Ä ½: If the result of ÉÙ ÖÝ¾ is non-empty, the query result for ÉÙ ÖÝ¾ needs to be invalidated. The queries, such as ÉÙ ÖÝ¿, that are issued to determine if certain query results need to be invalidated are referred as polling queries.
Next, assume that we observe the following queries, ÉÙ ÖÝ¿ and ÉÙ ÖÝ , in the URL/database query map to generate user requested pages: select maker, model, price from Car where maker = "Honda"; select maker, model, price from Car where maker = "Ford";
we
Therefore, multiple query instances can have the same bound query type; and, multiple bound query types may have the same query type. We can create a temporary table ÉÙ ÖÝ Ì Ý Ô ½ Á Ò × Ø to represent the above two query instances as follows:
Let us also assume that the following four tuples are inserted to the database (refer to this table as Ð Ø ):
(Acura, TL, $30,000) (Honda, Accord, $20,000) (Lexus, LS430, $54,000)
We can consolidate a number of invalidation checks into a more "compact" form through a transformation. For example, a single polling query, ÉÙ ÖÝ , can be issued as follows:
select Query_Type.QUERY_ID from Car, Query_Type1_Inst, Delta where Delta.Maker = Query_Type1_Inst.QUERY_INSTANCE; ÉÙ ÖÝ Ì Ý Ô ½ Á Ò × Ø É Í Ê Á is a list of query results that need to be invalidated. In this example, ÉÙ ÖÝ¿ will be invalidated. We summarize important characteristics of the consolidated invalidation checking scheme as follows: (1) the invalidation cycle is mainly impacted by the number of cached query types since that it determines the number of polling queries executed for invalidation checking; and (2) database update rates and the number of query instance per cached query type would have relatively lower impact on the invalidation cycle since they only increase query processing cost.
Dependency between Response Time and Invalidation Cycle
In this section, we examine the dependency between the response time and the invalidation cycle length. We have conducted experiments to verify this dependency. We first describe the general experiment setup that consists of databases, application servers, and network infrastructure that are used in the experiments.
General Experimental Setting
The experimental setting of our evaluations is as follows: 
tal.com (referred to as CP). Users and cache servers (edge caches in this setting) are located in CCRL while the Web server, application server, and DBMS are located in CP. The average number of hubs between CCRL and CP is 15. The average throughput measured for CCRL-CP, CP-CP, and CCRL-CCRL connections are 84.7, 682.4 Kilobytes/second, and 482.4 Kilobytes/second respectively. The average round trip time on CCRL-CP, CP-CP, and CCRL-CCRL connections are 321ms, 1ms, and 2ms respectively. To summarize, connectivity within the same network is substantially better than that across the Internet and there is network latency between two networks.
Oracle 9i is used as the DBMS and is on a dedicated machine. The database contains 7 tables with 1,000,000 rows each. The database update rate can be set as 5,000, 10,000, and 15,000 rows per table per minutes.
The maximum number of pages that can be cached is 2,000,000 pages. These pages are generated by queries that can be categorized into 200 query types. Assuming uniform distribution, there are 10,000 pages (query instances) per query type.
BEA WebLogic 6.1 is used for the WAS, and Apache is used as the edge cache server and they are located on dedicated machines. Each machine is a Pentium III 700Mhz single CPU PC running Redhat Linux 7.2 with 1GB of memory.
The invalidation mode is set as "continuous". In the continuous invalidation mode, the invalidator will fetch a new block of database update log to start processing immediately after it completes an invalidation check cycle.
Correlation between Number of Query Types and Cache Hit Rates
The problem of cache replacement has been extensively studied. Many algorithms have been proposed for general purpose caching, such as LRU and LFU. Some variations of these are designed specifically for cache replacement of Web pages. However, in the scope of dynamic caching for a Web site, cache invalidation rate is an important factor since a high invalidation rate will lead to a potentially high cache miss rate in the future. As a result of the high miss rate, the WAS and DBMS have to handle a higher load to generate Web pages. We have developed a dynamic content cache where « is the temporal decay factor whose value is between 0 and 1. The intuition behind this formula is that it estimates the average number of accesses for a page between any two successive invalidations. The higher this number the larger the benefit to keep this page in the cache. After we calculate the caching priority for each page, we then calculate the caching priority of each query type in a similar way: we calculate their caching priority by aggregating the access rate and invalidation rate for all pages generated by the same query type.
Consequently, we are able to select and cache only a small number of query types and pages generated by these query types, but maintain a high hit rate at the caches. Figure 3 shows the correlation between the number of cached query types and the cache hit rates. As we can see in the figure, when we select and cache 20 query types (10% of all query types), the cache hit rate is close to 30%. And, when we select and cache 100 query types (50% of all query types), the cache hit rate is close to 80%.
Effects of Request Rates and Numbers of Query Types on Invalidation Cycles
As the summary in Section 3 states, the number of cached query types has the major impact to the invalidation cycle since it directly determines the number of polling queries that must be executed. In the experiments, we vary the number of cached query types and measure the invalidation cycle time when the number of cached query types is 20, 60, 100, 140, and 180 respectively. shows the experimental results that illustrate the effects of the number of cached query types on the invalidation cycle. As the number of cached query types increases, so does the length of the invalidation cycle. Note that the polling query for each cached query type takes two temporary tables to join: the query instance table and the database change table. When the invalidation cycle is shorter, the database change table is smaller accordingly when query instance table remains the same. As a result, the polling queries for the shorter invalidation cycle have lower query processing cost. Figure 4 (a) also shows that the request rates have limited impact on the invalidation cycle although a higher request rate does put a heavier load on the DBMS where the invalidation checks are performed.
Effects of Request Rates and Cache Hit Rates on Request Response Time
The next experiment we conducted is to measure the effects of cache hit rates and request rates on the response time. In this figure, we plot the response time with respect to a set of different request rates (i.e. from 40 requests per second to 680 requests per second) and different cache hit rates (i.e. 30%, 65%, 80%, 84%, and 88%). Note that since the cache hit rates are directly impacted by the numbers of cached query types, the cache hit rates of 30%, 65%, 80%, 84%, and 88% correspond to the setup where the numbers of cached query types are 20, 60, 100, 140, and 180 respectively. The setup for the experiments in Figures 5(a) and 4(a) are the same, but we measure invalidation cycles in Figure 4 (a) and measure request response time in Figure  5 (a).
The experimental results in Figure 5(a) 
Effects of Database Update Rates on Invalidation Cycles and Request Response Time
The next experiment we conducted is to measure the effects of database update rates on cache invalidation cycles and request response time. We repeated the experiments in Sections 4.3 and 4.4 by varying the database update rate from 5,000 tuples per table per minute to 10,000 and 15,000 tuples per table per minute. Our observations based on the experimental results are as follows:
The increase in the invalidation cycle length is directly proportional to the increase in the database update rate. This is expected as the polling query processing costs are proportional to the database update rate, when the number of query instances is fixed. This is illustrated in Figures 4(a) , 4(b), and 4(c).
The database update rates have limited impact on the request response time. For example, when the database update rate increases from 5,000 tuples per table per minute to 10,000 tuples per table per minute, the request response time increases by about 10%. Although a higher database update rate puts a heavier load on the DBMS, the major portion of request response time is network latency rather than the server latency. As a result, the effects of database update rates to the request response time is very limited. This is illustrated in Figures 5(a) , 5(b), and 5(c).
Freshness-driven Adaptive Dynamic Content Caching
In this section, we describe the proposed freshnessdriven adaptive dynamic content caching followed by the discussion and analysis of the experimental results.
Adaptive Caching Policy
To achieve the best assured dynamic content freshness, we need to tune the caching policy so that the response time is close to the invalidation cycle in an equilibrium point. However, the response time and invalidation cycle can only be improved at the expense of each other. In Section 4, we found that response time can be impacted by (1) network latency, (2) request rates, (3) database update rates, (4) invalidation cycle (frequency), and (5) cache hit rates. Network latency, request rates, and database update rates depend on the network infrastructure and application characteristics and hence can not be controlled. However, we can "control" (i.e. tune) the frequency of invalidation cycles. Furthermore, the cache hit rate can be controlled by the number of cached query types. We can derive the following adaptive caching policy for maintaining request response time and invalidation cycle close to an equilibrium point:
If the response time is larger than the length of the invalidation cycle, we can lower the request response time by increasing the number of cached query types until the request response time and invalidation cycle reach an equilibrium point.
If the invalidation cycle is longer than the request response time, we can lower the invalidation cycle by decreasing the number of cached query types until the request response time and invalidation cycle reach an equilibrium point.
Note that when the invalidation cycle is longer than the response time and we shorten the length of the invalidation cycle by decreasing the number of cached query types, the increase of request response time and the decrease of invalidation cycle will occur at the same time. As a result, an equilibrium point can be achieved fast. Similarly, when we increase the number of cached query types, the decrease of request response time and the increase of invalidation cycle will occur at the same time.
In the current implementation, the adaptive caching policy is deployed at the edge server. The response time is measured at the cache server assuming that the round trip between users and the cache server (i.e. also functioning as a user side proxy) is negligible.
Experiments
We conducted a series of experiments to evaluate the proposed freshness-driven adaptive dynamic content caching technique. In these experiments, we created setups by varying request rates and database update rates (every 10 minutes). We then observed the effects of our freshness-driven adaptive caching technique on maintaining the best freshness that can be assured for a given system configuration and setup. In Figure 6 , we plot the response time as a dotted line and invalidation cycle as a solid line. The numbers next to the dotted line are the number of cached query types being cached.
We observe that the sudden changes of the request rate will cause temporary imbalance of response time and invalidation cycle. Especially the response time is very sensitive to the changes of request rates. As time moves on, the freshness-driven adaptive caching technique makes necessary adjustments to the number of cached query types; and Figure 6 . Impact of Adaptive Caching on Content Freshness this impacts the cache hit rate and the response time. As time elapses, the response time and invalidation cycle are shifted back to a new equilibrium point, which supports the best content freshness that can be assured.
From Figure 6 , we can see that the request response time can be adjusted quickly since it is very sensitive to the cache hit rate. We also observe that the invalidation cycle can not be adjusted as quickly. These observations are consistent with our experimental results in Section 4.
Next we compare the content freshness that can be assured by four different system configurations as follows:
1. a system configuration that does not deploy any dynamic content caching solution;
2. a system configuration that is dynamic content caching enabled but that does not employ the proposed freshness-driven adaptive caching technique. 60 query types are cached;
3. a system configuration that is dynamic content caching enabled but that does not employ the proposed freshness-driven adaptive caching technique. 140 query types are cached;
4. a system configuration that is dynamic content caching enabled and that employs the proposed freshnessdriven adaptive caching technique.
In Figure 7 we plot the larger of the response time and the invalidation cycle length at these three system configurations. This value gives the content freshness that a given system configuration can support for given request and database update rates. The figure shows the huge benefit provided by the proposed freshness-driven adaptive caching technique. The forth configuration consistently provides much fresher content than the two other configurations. Especially, during the heavy traffic conditions (i.e. during the periods of 10-20, 30-40, and 50-60 minutes), the system configuration with the freshness-driven adaptive caching supports content freshness up to 20 times better than those without dynamic content caching. It also supports content freshness up to 10 times better than even those systems that already deploy dynamic content caching solutions.
Discussion
Note that in some conditions, the second configuration (i.e. QT=60) performs better than the third configuration (i.e. QT=140); and vice verse in other conditions. On the other hand, the proposed freshness-driven adaptive caching technique will automatically adjust the number of cached query types to achieve the optimal assured content freshness. In Figure 8 we show the assured content freshness for the experimental results in 10-20, 30-40, and 50-60 minutes. The X-axis is the number of cached query types and the Y-axis is the assured content freshness (i.e. the maximum of response time and invalidation cycle). We plot the assured content freshness at different user request rates and database update rates with respect to different numbers of cached query types at the cache servers. We can see that the curves of the assured content freshness are similar to the shape of a bowl. The best assured content freshness can be achieved at the bottom of the "cup" which is circled. The proposed freshness-driven adaptive caching technique continuously monitors response time and invalidation cycle to increase or to decrease the number of cached query types in the cache server so that the assured content freshness is maintained at the optimal point.
Related Work
Dynamai [12] from Persistence Software is one of the first dynamic caching solution that is available as a product. However, Dynamai relies on a proprietary software for both database and application server components. Thus it cannot be easily incorporated in existing e-commerce framework. IBM Research [13] has developed a scalable and highly available system for serving dynamic data over the Web. In fact, the IBM system was used at Olympics 2000 to post sport event results on the Web in timely manner. This system utilizes database triggers for generating update events as well as intimately relies on the semantics of the application to map database update events to appropriate Web pages. Other related works include [14] , where authors propose a diffusion-based caching protocol that achieves loadbalancing, [15] which uses meta-information in the cachehierarchy to improve the hit ratio of the caches, [16] which evaluates the performance of traditional cache hierarchies and provides design principles for scalable cache systems, and [17] which highlights the fact that static client-to-server assignment may not perform well compared to dynamic server assignment or selection.
SPREAD [18] , a system for automated content distribution is an architecture which uses a hybrid of client validation, server invalidation, and replication to maintain consistency across servers. This work focuses on static content and describes techniques to synchronize static content, rather than dynamic content. There has been various cache consistency protocol proposals which rely heavily on invalidation [18, 19, 20] . In our work, however, we concentrate on the updates of data in databases, which are by design not visible to the Web servers. Therefore, we introduce a vertical invalidation concept, where invalidation messages travel from database servers and Web servers to the front-end and edge cache servers as well as JDBC database access layer caches.
Concluding Remarks
Many e-commerce Web applications deploy dynamic content caching solutions to serve user requests at locations much close to users, avoiding network latency. In this paper, we propose a freshness-driven adaptive dynamic content caching technique. It monitors response time and invalidation cycle as feedback and dynamically adjusts caching policy. The technique aims at maintaining the best content freshness that a system configuration can support. By considering the trade-off of invalidation cycle and response time, our technique is able to maintain the best content freshness that can be assured, which occurs at the equilibrium point of response time and invalidation cycle. The experiments do show the effectiveness and benefits of the proposed freshness-driven adaptive caching. Under heavy traffic, the freshness-driven adaptive caching supports content freshness up to 20 times better than those without dynamic content caching. It also supports content freshness up to 10 times better than those systems that deploy dynamic content caching solutions without feedback.
