Abstract-This paper proposes a blind interference cancellation algorithm that is able to provide multiple packet reception capability for asynchronous random access wireless mobile ad hoc networks. The algorithm exploits the fact that the baseband signal exhibits cyclostationarity properties, which are induced at the transmitters by means of modulating the symbols with polynomial phase sequences. This modulation does not expand the bandwidth and can be considered as a "color code" that can be used to distinguish one transmission from the others (i.e., packets from other users). The proposed technique does not require knowledge of the starting time of transmission of the desired signal and can also be applied to time-dispersive multipath channels. In addition, a practical way of assigning the color codes via the use of a common codebook known to all nodes is proposed, and the impact on local throughput of such a scheme is analyzed. Simulation results illustrate the excellent performance of the proposed approach.
I. INTRODUCTION
W E CONSIDER multiple packet reception (MPR) in asynchronous random access wireless mobile ad hoc networks (MANETs). A MANET can be defined as a wireless network consisting of a collection of mobile nodes that have the capability of interconnection without the support of fixed infrastructure or central control. A key issue in random access networks is the decrease of throughput due to collisions arising from uncoordinated transmitters. In random access wireless networks, this problem is further accentuated due to the characteristics of the medium. Wireless transmission gives rise to the so-called hidden/exposed terminal problem [1] . This problem limits the efficacy of carrier sensing with collision detection protocols that are so useful in random access wired networks [2] . Recently, some approaches have been proposed to tackle the problem of collisions in ad hoc networks. One method is to use extra signaling to alleviate the hidden/exposed terminal problem [1] . Another approach that has its roots in powerful signal processing techniques, is to give each node the capability of receiving multiple packets simultaneously [3] . This is in contrast to traditional medium access control (MAC), where it is assumed that all packets are destroyed if a collision occurs. Using MPR, the transmissions are not as restrained as with traditional medium access protocols, which is a fact that could allow an increase in throughput [4] . Although both MAC and source separation methods based on signal processing are mature fields of research, their interaction offers significant improvement possibilities for random access wireless networks that the scientific community is just starting to explore. MPR can be achieved, provided some form of diversity is available [4] , and can be obtained using antenna arrays (possible at both transmitter and receiver) that allow the system to exploit the spatial separation (space diversity) of the different users. A thorough study on the impact of using antenna arrays in MANETs can be found in [5] . A special form of MPR [6] is found in the capture phenomena (power diversity) that occurs when a strong user can be successfully received even when a collision occurs, provided the ratio between the combined powers of the interference and that of the strongest user is below a certain threshold [7] . Spread spectrum code division multiple access (code diversity [CDMA] ) is another form of diversity useful to resolve collisions and achieve multiple packet reception [6] , [8] . Network-assisted diversity [9] in the form of selective retransmissions is also possible (temporal diversity).
In this paper, we propose a new algorithm that provides multiple packet reception capability in wireless asynchronous ad hoc networks. We use a modulation induced cyclostationarity (MIC) approach similar to those used in [10] - [14] , but in our case, the baseband data sequence is modulated by a polynomial phase sequence (PPS). This can be viewed as introducing a watermark in the desired signal [15] - [17] or as a color code [3] . Although we use a MIC approach, the interference cancellation algorithm that we propose does not rely on cyclostationary statistics, but rather, we exploit the strong structural property imposed on the transmitted signal by the PPS sequence. In this sense, the proposed method posses some similarity to the approaches in [18] and [19] (in these cases, the exploitation of the discrete nature of the input). It turns out that the exploitation of the structural property results in an algorithm that performs better than those that take advantage of the induced cyclostationarity using cyclic statistics. In the case of non time-dispersive channels, our proposed approach imposes the same signal model (in the frequency shift case) as in [20] - [22] . It is worth pointing out that in [20] - [22] , cyclostationarity is induced by frequency shifting the r.f. carrier by a small amount. However, the same statistical properties can be obtained by processing at baseband [10] - [14] , thus avoiding any increase in bandwidth.
Previous work in the area of source separation applied to the MPR problem can be found in [3] , [9] , and [23] . In [9] , separation is achieved by a special retransmission protocol where all the terminals involved in a collision (say ) are obliged to retransmit in exactly ( ) future slots, while all other terminals remain silent. This way, and provided the channel characteristics sufficiently change from slot to slot, a ( ) mixing matrix can be constructed (exploiting temporal diversity) that can be inverted to recover the desired transmissions. Although this scheme is very appealing (no throughput penalty), it can only be applied in synchronous centrally controlled networks. In [23] , a semi-blind approach that exploits the differences between the propagation channels of the distinct users involved in a collision is proposed (thus making implicit use of spatial diversity). This method extracts the collided packets sequentially, starting with those having propagation channels of lower dispersion. Although the method is effective and allows reduction of the amount of training required, it can only be applied in synchronous networks. The work in [3] uses, like the method proposed here, modulation induced cyclostationarity. However, in the former case, the authors modulate the transmitted signals by special sequences that induce instantaneous power variations. Unknown to the authors in [3] , this idea was first presented in [24] and [25] , where it was shown that the known modulus algorithm could be used to achieve global separation of sources provided the modulating sequences fulfilled certain conditions. However, [24] and [25] were applied to centrally controlled nonrandom access space division multiple access (SDMA) systems, whereas [3] applies to random access ad hoc systems. The advantage of the approach in [3] over the ones in [9] and [23] is that it can be applied in asynchronous ad hoc networks. However, the method requires knowledge of the timing of the desired signal. The advantage of the method to be presented here is the fact that we do not require this timing, making the proposed approach fully asynchronous. Another advantage is that the PPS modulating sequences that we use here do not vary the power of the transmitted signal, thus imposing no penalty in bit error rate (BER) incurred at the receiver due to modulus variations, unlike the approach in [3] . This paper is organized as follows. Section II introduces the system model. The network structure and the reception model are clearly outlined. The modulation operation and the random access mechanism are also explained. Section III derives the conditions on the parameters of the polynomial phase modulating sequences that allow the removal of both random access interference (RAI) and intersymbol interference (ISI) simultaneously. Section IV presents the source separation algorithm, whereas Section V deals with the synchronization mechanism. Section VI introduces a scheme for assigning color codes to users and presents a simplified analysis intended to investigate the impact of the codebook size on local throughput. Some simulations illustrating the interference cancellation capability of the method are presented in Section VII. Finally, conclusions are given in Section VIII. 
II. SYSTEM MODEL

A. Network Architecture
The network model we will use here corresponds to a typical situation in wireless MANETs with random access. A key assumption in a wireless ad hoc network is that, at a given time, there can be at most (perhaps some tens) transmitters that are able to communicate with a given receiver (say ) [26] , as shown in Fig. 1 . (This is so because mobile nodes will probably have short range due to power limitations.) This characteristic may be concisely expressed by a connection matrix (dim.
) with elements representing the value of the connection coefficient between transmitter node and receiver node and being the number of nodes in the network. Every coefficient can be either zero or one, depending on whether the transmission from node is, respectively, received below or above a signal-to-noise ratio (SNR) threshold at node . Note that in a MANET, the value of could be very large (even thousands or millions), and in this case, will be sparse (only elements of column will be equal to 1). Moreover, due to the highly mobile characteristics of the nodes, will be time varying. Besides, because of the sparse nature of , multi-hop communication must take place if any two nodes out of the reach of each other wish to make contact. Note also that even though there are potentially transmissions that can be received at node at a given time (those inside the "cloud" in Fig. 1) , only a subset, let us say , may be active (those with pointing arrows).
B. Packet Reception Model
The reception model used in this paper is a good approximation to a situation that could possibly be present in a practical ad hoc network. We will use Fig. 2 as an aid to better understand the reception model that follows. The arriving packets coming from different users are totally asynchronous (both at symbol and packet levels), and they all have a fixed length, which is known to the receiver and equal to symbols, and the symbol rate is assumed the same for all users. The receiver will process the packets in a block by block or window by window fashion. The width of each window will be equal to symbols. Once a transmitter sends a packet, it has to wait at least the interval of one receiver observation window between the end of the current packet and the beginning of the next one. In this way, it is assured that the receiver will not see more than one packet from each active transmitter in a given observation window. Due to the asynchronous assumption for the arrivals, packets can start at arbitrary times with respect to the beginning of the receiver observation window. In fact, packets can even start before the observation window begins or can finish after the observation window ends, as can be clearly seen in Fig. 2 . Therefore, if the receiver does not want to disregard any complete packet, the observation window should be displaced in such a way that the overlapping between consecutive observation windows is at least one packet length. Note that if the overlapping between adjacent observation windows is exactly one packet length, a specific packet will be completely observed either in the current, previous, or next window. As an example, consider Fig. 3 , where packets 3 and 5 are completely observed in the current window, packet 1 is completely observed in the previous window, and likewise for packet 4, but for the next observation window. On the other hand, if the overlapping between adjacent windows is greater than one packet length, then a specific packet could be completely observed in more than one observation window. Finally, if the overlapping between adjacent observation windows is less than one packet length, then it is possible that the packet could not be completely observed in any observation window and then could be potentially lost. For a given length of the observation window, the greater the overlapping between windows, the more processing that is needed per time interval since the observation window advances slower. So, from now on, we will consider that the overlapping between adjacent observation windows is equal to one packet length-a choice that minimizes the computational burden and, at the same time, allows the receiver to see all the packets complete in some observation window.
In this paper, we do not require the strong assumption of being synchronized to the starting time of the desired packet as in [3] . We will show later that using the proposed scheme, this timing can be obtained after interference mitigation. However, not knowing the starting time of the desired transmission introduces a penalty either on throughput or on computational burden, as will be seen later. In order to be able to implement mutipacket reception capabilities at the receiver, we propose the use of a set of polynomial phase sequences in the modulation process. Each time a packet is sent, a sequence from the set is chosen at random (with equal probability), and it is used as a watermark or color code to distinguish the different users at the receiver.
C. Modulation Using Polynomial Phase Sequences
Consider the discrete-time baseband one-way digital communications link between a transmitting node and a given receiver, as shown in Fig. 4 (from now on, we drop the -index since we focus on a particular receiver, and therefore, ). We assume that the transmitter uses one antenna and the receiver has antennas forming an antenna array (we exploit spatial diversity for the separation but code diversity could also be employed). From Fig. 4 , is the transmitted signal, where is the information sequence (assumed to be real valued), and is a polynomial phase modulating sequence [27] , where and are design parameters to be chosen later and used as color codes to distinguish users. We have used quadratic PPSs as modulating sequences for the following reasons. First, we know from the works in [20] - [22] that complex exponential sequences are useful to induce cyclostationary statistics at the transmitters that can be exploited at the receiver to separate multiple transmissions in the non time-dispersive channel case. In addition, from [28] - [30] , we know that discrete-time complex chirp sequences are useful to induce cyclostationarity on the transmitted signal that can be exploited at the receiver to cancel ISI in the single-user time-dispersive channel case. Therefore, a somehow natural extension is a combination of these two cases with the intuition that the resulting signal structure will be sufficient to cancel both the RAI produced by multiple transmissions and the ISI that could result if every transmitted signal travels through a time-dispersive channel. As it will be clear later, this structure for is indeed useful for allowing us to remove both the RAI and ISI. However, one might wonder whether a PPS of higher degree would be a better choice. The answer is that it is quite possible to have some advantages, but the main drawback is that there will be more free parameters to select (one for each power of ), and the conditions they should fulfill will necessarily be more complicated. Therefore, in this paper, we will simply focus on the quadratic PPS previously described. Note that although is a real sequence, the transmitted signal is complex valued. A quadrature amplitude modulator is then used to generate the transmitted signal, and a quadrature receiver is also assumed. The generation of the baseband continuous-time transmitted signal can be carried out, as shown in Fig. 5 , where each element of the discrete-time signal is applied to the pulse shaping circuit once every symbol period . It is important to notice that the transmitted bandwidth is not increased. First, we can see that this modified modulation is still linear. Using the zero mean assumption of the information sequence , it is easy to show that . In addition, note that we are not using a continuous time PPS signal but a discrete-time version with samples taken at symbol rate (so producing only one sample per symbol period). Then, as the auto-covariance does not change when transforming into ,the bandwidth allocated for the transmission of the associated user is not modified. See also the analysis given in [31] for the spectra of linear modulations. Note that in the non time-dispersive channel case (and also for ), the baseband received signal model is the same as those in [20] - [22] , but contrary to the approach in [22] , our modulation method does not increase the system bandwidth, as just stated. Now, in Fig. 4 , the channel matrix represents a multiple channel finite impulse response (FIR) model that results when over-sampling, multiple antennas, or both are used at the receiver. In the same way, stands for the multiple-channel noise vector, and accounts for the noisy received signal vector. The multiple-channel equalizer intended for the recovery of signal is represented by vector . Assume that apart from the receiving antennas, the receiver takes samples times faster than the symbol rate. In addition, suppose that the equalizer temporal length is symbol periods. Now, the mathematical expressions linking all the important variables are (1) (2) where the received data vector (dim. ) and equalizer coefficient vector (dim. are defined by (3) (4) and the elements stand for the received signal, at the output of the th antenna, with th sampling phase, at instant . In other words , , where is the symbol period, and is the continuous-time output of receiving antenna element . The elements stand for the coefficients of the multiple channel equalizer operating over the received signal . In addition, vector is given by (5) with equal to the maximum channel dispersion length from the transmitter to any of the receiving antennas. The channel filtering matrix (dim. ) is defined by , where each element is as in (6), shown at the bottom of the next page, and the components represent the values at time instant of the overall channel impulse response from transmitter to the th receiving antenna element of the receiver taken at the th temporal sampling phase. Finally, the noise vector is defined similarly as the received vector in (3) . Note that in this model, ISI exists (so the channel is time-dispersive) if .
D. Multiple-User Model
For nodes actively transmitting and able to reach a given receiver (see Fig. 1 ), the received signal is given by the superposition of all transmissions as (we assume without loss of generality that transmitters are the only ones able to communicate with the receiver) (7) Note that in (7), we are using the same notation for the received signal as in (1), although the signal is now formed by the contribution from multiple users. However, the specific nature of (single or multiple transmitters) should be clear from the context. Equation (7) can be rewritten in matrix notation as (8) where (dim. ) and . The value of the channel dispersion is taken to be the one with the greatest dispersion from all possible channel responses resulting from the combinations between all pairs of transmitter-receiver antennas. An upper bound for the value of is all that the method to be proposed requires for operation. It does not need the knowledge of the channel model orders of any individual link nor the number of links. Note that in a multiple user scenario, it is not easy to obtain this information [13] ; therefore, methods relying on this knowledge (or relying on estimation of the model orders, which is difficult) are inherently weak. It can be seen from (8) that apart from ISI, RAI also exists.
To separate the signal coming from transmitter , the receiver uses a linear space-time fractionally spaced equalizer (STFSE)
, whose coefficients are optimized to recover the desired transmission. The filtered signal is calculated as in (2) by (9) Now, substituting from (8) into (9), we have (10) where
[length ] is the overall response of channel plus equalizer for the user at the symbol rate. The task is then to select such that possesses only one element different from zero at an appropriate position, whereas has all elements equal to zero (at least in the noiseless case). If this goal is achieved for the recovery of all transmissions , then ISI and RAI will both vanish at every transmission, and the receiver possesses MPR capability. Note that for the recovery of each transmitted signal, there are at most valid solutions, each one corresponding to a different equalization delay.
Thus, the problem posed in this paper can be concisely stated as follows: Given a set of discrete-time input series (the observations at the antennas oversampled times each-see Fig. 6 ), and the knowledge of the codebook of color codes (parameters ), obtain a set of (codebook size) discrete-time output series each one corresponding to one virtual channel (made available by using a different color code). Figs. 6 and 7 better illustrate the objective. Note that the output time-series associated with a given color code ( will be the same for all transmitters as explained next) could contain a completely or partially observed transmitted packet or just noise. 
E. Random Access Mechanism
The problem that concerns us here is that of achieving the separation of the transmitted signals given snapshots of the received signal vector and the knowledge of the values , as explained in the previous subsection. Note that in ad hoc networks, all transmitted signals can be considered as desired signals, due to the fact that nodes are required to relay packets on behalf of other nodes [26] . We would like to touch on an important point at this stage. The method in [3] assumes the receiver knows the color code of the desired transmission. In our case, this is equivalent to knowing the value of the pair for all transmitted signals involved in a collision. For the modulation format of [3] , the authors stated that this code could be a pseudo-random binary sequence determined either at the transmitter or receiver, or it can be a common pseudo-random long code with different offsets for different users. As long as the different transmitter-receiver pairs have been able to establish initial contact, this assumption seems fine (they could then establish which code should be used by each). However the important question is, how do they make initial contact? Remember that in ad hoc networks, there is no central control that could be in charge of the task of assigning, for example, different offsets of the common pseudo-random long code for different users. As a first approach toward the solution of this problem, we propose that the color codes be taken from a common codebook of finite length . This way, each node has possible virtual channels for transmission and virtual channels for reception. Therefore, without the knowledge of the pair of values used by the transmitters in the actual collision, the receiver must search for possible transmissions in all the virtual channels of the codebook (as implicitly suggested in Fig. 7 ). The proposed method uses for all transmitters, with a prespecified value (known to all nodes) that depends on the channel characteristics, as will be seen later. Therefore, using a codebook containing the values, the assumption of the knowledge of the color codes is overcome at the expense of an increase in the complexity of the processing. The proposed scheme takes us to two conflicting alternatives. On the one hand, the size of the codebook could be made large. This has the advantage of making it very unlikely that two transmitters have selected the same value for the parameter , and thus, the receiver will be able to perform their separation. The drawbacks are, however, the increase in the complexity at the receiver due to the need to scan a large number of virtual channels and the potential difficulty of designing a large set of codes giving good separation characteristics. On the other hand, the codebook size could be made small. This way, the processing complexity is reduced at the receiver at the expense of increasing the probability of more than one user selecting the same , increasing the probability of unresolved collisions. Therefore, a compromise between these two alternatives should be made. We will later see the impact of the codebook size on both the local network throughput and the signal separation capability.
III. INTERFERENCE CANCELLATION ANALYSIS
A. Basic Considerations
Let us first give the main motivation for the use of the PPS sequence and its usefulness in allowing the development of a powerful and simple algorithm. The transmitted data symbols are real valued, as stated in Section II; hence, its subspace of support is one dimensional (in this case the real line). Now, due to the PPS modulation, this subspace will move with time in a two-dimensional (2-D) complex space. Note that the subspace of the transmitted signal is always a line passing through the origin that has different slopes for different time instants. Suppose now that we try to force the STFSE output to be constrained to the lines described by the PPS variation. Will the equalized signal be equal (perhaps within a scale factor and 180 degrees phase ambiguity) to the transmitted signal? In other words, could ISI and RAI be totally removed based on the fulfillment of this objective? If binary PAM is being transmitted, for example, the transmitted signal is a two-point constellation, which is rotating due to the PPS modulation. Therefore, the previous questions are in fact equivalent to ask whether restricting the STFSE output to lie along the lines will force it to also coincide with the required constellation. This seems unlikely at first sight but, as it will be shown, is possible under certain conditions. Let us suppose for the moment that both RAI and ISI have been removed from user . Thus, the STFSE output in the noiseless case can be expressed by (11) where is a real gain factor (corresponding to the only nonzero coefficient of the overall channel impulse response of channel and equalization filter ) and some delay. So under these conditions, the STFSE output's subspace of support varies according to the PPS modulation induced at the transmitter. Now, if is multiplied by the complex conjugate of the PPS sequence as shown in Fig. 4 , the resulting signal will stop "spinning" in the complex plane, provided the PPS of the receiver is synchronized to the PPS of the transmitter. That is,
. Note, then, that the subspace of support of coincides with that of , or in simple words, is real valued. Therefore, this shows that if the equalizer output is given as in (11), is real valued. We propose then to select the STFSE coefficients in such a way that the imaginary part of be equal to zero. Defining and as, respectively, the real and imaginary parts of the argument, we can write (12) Then (13) Relation (13) is the basis for the interference mitigation method to be proposed. Until now, we have showed that if (11) holds [for real ], (13) is also fulfilled. However, the converse is not necessarily true. Therefore, because our method starts from (13) with the aim of achieving (11), it is very important to find necessary and sufficient conditions for (13) implying (11) . Fortunately, these conditions exist, as will be shown by what follows.
B. Conditions to Achieve RAI and ISI Removal
We first assume that the receiver is able to perfectly cancel ISI and RAI. In this case, it is possible to analyze the conditions for interference cancellation in the overall channel plus STFSE filter space [defined for (10) ], instead of directly in the spatial filter space , without changing the nature of the critical points [32] , [33] . A necessary condition for the receiver to be able to completely cancel the interference is [30] , where is the maximum discrete-time channel dispersion from transmitter to any of the receiver antennas (see also [32] , [33] ). In addition, assume that with , and suppose the recovering delay at the receiver is given by , , . Now, the general expression for the STFSE output, which is intended for the recovery of transmission , can be written as (14) where represents the overall channel plus equalizer impulse response created by equalizer and channel matrix . Now (15) and the imaginary part of is (16) where . Now, we assume that each is an i.i.d. sequence and that and , are statistically independent. Using these assumptions and taking into account that linear independence is weaker than statistical independence, the conditions for forcing in (16) are (17) where (17) ; . In the special case where the channel is non time-dispersive and the STFSE reduces to a spatial filter, then ISI cannot exist. Therefore, under these conditions, we can take , which produces , fulfilling the previous relation. Now, returning to the general time-dispersive channel model, if , the desired user can be recovered at delay , irrespective of the value taken by . However, if we wish to recover user free of ISI, the previous relation should not be fulfilled for any other , that is, for . Therefore, this relation imposes a restriction that serves to define the parameter , and note that in this case (time-dispersive channel), it cannot be equal to zero. A sufficient condition to satisfy is to select (and therefore, ) as the smallest prime number greater than when ISI could potentially exist. This is so because will always hold due to the fact that invariably , and therefore, could never be a multiple of for (remember that and ). Note that the same value of achieves ISI cancellation for any of the users. In addition, note that using the previous value for , , and so, the only coefficient that could take a nonzero value will be , this way recovering the desired signal from user at delay within a phase ambiguity of 180 .
2) Cancellation of RAI at the Same Equalization Delay of the Desired Signal and Selection of the s:
Let us now proceed to the second step. We will now show how the elements of the codebook (the s) can be determined. In the previous subsection, we found the conditions for the recovery free of ISI of the desired user . Now, we would like to find the conditions to cancel the RAI associated with the same equalization delay. That is, we wish to force for . Therefore, in this case, reduces to ( in this case). Therefore, to achieve our objective, . This relation can always be satisfied if , where is the size of the codebook as defined earlier. Using this value or equivalently always, due to the fact that . Note that the codebook size should be dimensioned to be at least equal to the maximum number of active users that could be adequately separated by the antenna array. Otherwise, there will be at least two users with the same color code, and it will not be possible to perform their separation. Therefore, choosing the codebook elements as given before guarantees the removal of the RAI symbols that could potentially be recovered with the same delay as the desired signal. Note also that this choice for the s also maximizes the minimum separation between any pair of them for a given , which is important, above all, if is large.
3) Cancellation of the Remaining RAI and Restriction for the Selection of :
To cancel the remaining RAI, that is, to force for and , we proceed as follows. In this case,
. We have already selected and , so the only free parameter left is . Now, multiplying both sides of the previous relation by , we arrive at . Thus, to satisfy this relation, it is sufficient to select not to be a multiple of or otherwise to make (remember that is prime). Therefore, we have derived the necessary and sufficient conditions to achieve both RAI and ISI cancellation when using the proposed technique. Furthermore, we have given a specific relationship for the parameters of interest in our method . To sum up, once the maximum channel dispersion length is calculated (that depends on the expected propagation conditions when deploying the system), the parameter for the STFSE can be selected, and from and , an appropriate value for can be found. After has been selected, can be determined and, from it, the whole set of s.
IV. PROPOSED ALGORITHM
Having shown that ISI and RAI removal can be accomplished using PPS, this section focuses on the derivation of a closed-form solution for the equalizer coefficients based on (13) . Breaking up (9) into its real and imaginary parts and substituting into (13) (assuming we desire to recover user ) gives (18) which can be rewritten as (19) where
and (21) (19) becomes (22) Note that vector is a function of and . Letting the number of received symbols be (the full observation window), (22) is extended to form an homogeneous system of linear equations given by (23) where is the zero vector, and matrix (dim. ) is constructed by putting side by side vectors for different time instants , such that
The unknown equalization vector in (23) lies in the null space of the matrix when there is no noise. In the noisy case, (23) no longer holds. However, it is possible to consider a least squares solution. A constraint must be imposed to avoid the trivial solution. Therefore, the problem is Minimize (25) subject to an appropriate constraint. As seen in [29] and [30] , an output power constraint is a very convenient choice. The power constraint we propose here is . The solution of (25) under this constraint is given by the right generalized eigenvector associated with the smallest generalized eigenvalue of matrices and , with ,
, and vector defined as (26) Adaptive implementations of the proposed algorithm are also possible; see [29] for details. A last point worth mentioning is the fact that, although not proved here, the algorithm delivers asymptotically (for very large packet lengths) the minimum mean squared error (MMSE) optimum solution. The proof of this assertion will soon be submitted for publication. In fact, as concluded from simulations, the optimum MMSE solution is approached very quickly (for small packet lengths). This is the reason for the excellent performance and near-far resistance of the algorithm, which will be exemplified later in the section dealing with simulation results.
V. SYNCHRONIZATION AND COMPLEXITY ISSUES
Thus far, we have presented an algorithm based on PPS modulating sequences that provides MPR capability for the general case of time-dispersive channels. At this point, we would like to say something about synchronization. Note that there are three levels of synchronism here. The first one corresponds to carrier synchronization. In this work, we assume all transmitters and receivers have the same carrier frequency. In practice and due to nonideal oscillator or Doppler effects, the actual carriers of different nodes will be slightly different from the carrier of the intended receiver. The proposed algorithm is not designed to tolerate large deviations from the nominal carrier value, but if these deviations are sufficiently small compared with the data rate, the method will perform well. In other words, if the data rate is high enough and packet lengths are sufficiently short, carrier uncertainties are not a problem, as will be later shown with simulations. Therefore, we will not discuss this problem any further here, but it is the focus of our current ongoing research to extend the proposed method to be robust to this impairment. The second level is symbol synchronization. In our method, lack of symbol synchronization is taken into account by the time-dispersive model of the channel. Remember that even for non time-dispersive channels, lack of synchronization causes ISI, so assuming a time-dispersive channel, we implicitly account for the lack of adequate timing (specifically in sampling phase, because we assume that the data clocks of all the transmitters have the same frequency). Now, we do not assume the receiver to be synchronized to the PPS of the desired transmitter. This timing is derived directly by the proposed algorithm just by selecting different values for the recovering delay between 0 and , thus scanning the whole period of the chirp part of the polynomial phase sequence (the complex exponential part of the PPS will only contribute with a constant phase term if the receiver is not synchronized to it, and this term can be compensated by the equalization structure). This way, the full set of solutions for the equalization delays can be obtained and the one giving optimum performance can be selected. For a detailed analysis of this issue, see [29] and [30] . The last level of synchronization is that concerning packet arrival timing. We said in Section I that the proposed algorithm does not need this timing and that it can be derived after interference removal. We will now show how can this be accomplished. Fig. 8 shows a typical recovered signal ( in Fig. 4 ) using the proposed algorithm when the transmitter sends binary phase shift keying (BPSK) data received at SNR dB. The packet length in this case is symbols, and the observation window width is symbols. The starting time of the packet with reference to the beginning (time instant 1) of the window is equal to 15 symbols, as can be heuristically observed from the figure. We propose to recover this timing as follows. An energy detection window of width equal to the packet length (remember that we assumed that the packet length is fixed and known to the receiver) is slid across the whole observation window. For each energy detection window position, the energy of the real part of within the window can be calculated, and proper timing will be associated with the position giving maximum energy. This calculation has been carried out, and it is shown in the lower graph in Fig. 8 . Note that this procedure will work well for high SNRs. For low SNRs, it is possible that the correct timing may not be the one giving maximum energy, but in any case, it will still be close to the maximum. A set of hypotheses can be tested by decoding the information associated with the most probable synchronization points. Provided that the SNR is high enough so that the BER is low, only one of the possible sequences will pass the error test (for example, with a cyclic redundancy check).
We would now like to say a word about the computational complexity necessary for the implementation of the proposed MPR method. To decode all possible packets in a given observation window, two tasks are needed. These are the separation of the packets and the acquisition of their time of arrival. The separation is by far the most computationally demanding task, and therefore, we will only discuss this next. To accomplish source separation and interference cancellation, we require searching for the packets on each of the virtual channels. For every virtual channel, the PPS algorithm needs to solve a generalized eigenvector problem (25) . Now, the transmitted packets can be recovered at different equalization delays, and we must search over the possible solutions. Thus, the method needs to solve generalized eigenvector problems for each observation window. The computational burden required to solve the generalized eigenproblem varies according to the method chosen, and this material is not considered here because it is treated elsewhere. In conclusion, the method presents heavy computational load, but due to the minimum knowledge required about the environment, it represents a possible practical solution to the MPR problem in the challenging scenario of an asynchronous MANET.
VI. THROUGHPUT ANALYSIS
The collision channel can be characterized by a reception matrix [6] . 
where is the probability that packets are correctly received, given that packets collide at the MPR node. For the approach proposed and receiving antennas, we make the assumption that if packets coincide in the observation window (either partially or totally) at the MPR node, none of them will be correctly recovered. 1 If the number of packets coinciding within the observation window is , the signal separation algorithm will be able to demodulate all those packets whose color codes are not shared by others. Thus, we are assuming that the packet separation algorithm can recover a given packet, irrespective of channel conditions, provided and its color code is different from the rest. We also suppose that packets are assigned color codes independently and at random from the codebook of size . Therefore, if , . On the other hand, if , will be equal to the probability of having exactly unique codes out of selected among different codes. Allowing for repeated codes, there are ways to select codes from a codebook of size , and thus (28) where is the number of permutations with repetition of codes taken at a time in which exactly codes are different. 2 Denoting by the combinations and by the permutations without repetition of objects taken at a time, then there are ways to select packets out of and ways to assign different codes from the codebook of size to given packets. Then (29) where accounts for the number of ways to assign codes to the remaining packets from a total of remaining codes so that any of the assigned codes is repeated at least once. We will presently show that (30) For this purpose, let us represent by the number of permutations with repetition of codes taken at a time in which at least codes are different. Then (31) Now, let be the universal set of all -dimensional vectors, where each component can take the values , and let be the subset of containing all the vectors in which at least the th component is different from the rest. The number of elements in is , and the number of elements in is . Thus (32) From the principle of inclusion-exclusion [34] (33)
where the second summation on the right-hand side is taken over the combinations of the integers , the third one over the combinations of the integers , and so forth. The number of elements in the intersection of any subsets will be equal to the number of permutations without repetition of the codes among the components times the number of permutations with repetition of the remaining codes among the remaining components (34) Finally, (30) follows from (31), (33) , and (34) . For the analysis of the throughput, we consider the simplified scenario of exponentially distributed packet inter-arrival times (number of arriving packets in a given interval is Poisson-distributed). The arrival rate of the process is equal to . Due to the finite number of users being able to communicate with a given receiving node (as assumed in the network model presented in Section II-A), the Poisson distribution will only be an approximation. However, due to the fact that users transmit independently from each other and at a lower rate compared with the aggregated rate seen at the receiver, the Poisson assumption is a good approximation [35] . Note that this happens regardless of whether or not the users transmit packets with inter-packet transmission times exponentially distributed. In our case, the inter-packet transmission times are not exponential. This is due to the fact that after a packet is sent, a given transmitter must wait at least a time span equal to the size of the receiver observation window until the next transmission.
In the following statistical analysis, we consider that if , then all packets in the observation window having different color codes will be successfully decoded. In order for the analysis to be valid, we must ensure that every packet is completely observed in one of the observation windows. This condition is satisfied if we make the overlap between consecutive windows equal to one packet length as explained in Section II-B. Further, we assume that all the packets have the same length ( s), where is the symbol duration. Thus, the offered load will be . If the observation window equals times the packet length, then s, and thus, a packet will appear in the observation window if its arrival time occurs in an interval of length s, starting s before the observation window begins and ending with the observation window. The probability of having exactly packet arrivals in this interval is given by Prob packets arriving in s (35) Now, a necessary condition for the MPR node to decode out of the received packets is that and that these packets all have different color codes [probability -see (28)]. Therefore, the normalized average throughput can easily be written as (36) where stands for normalize by dividing by the time interval length of s, stands for , which is probability of packet arrivals within s, and stands for mean number of packets correctly decoded for any arrivals within s. In the case of the MPR node with , which decodes any number of packets up to a maximum of , , and if , then the throughput expression in (36) reduces to (37) For the packet separation algorithm to be able to decode a complete packet, the value of must be greater than or equal to 1. However, in the absence of synchronization with the beginning of the packet, the shorter the observation window, the more processing that is required because adjacent observation windows should overlap by at least a packet length, as was explained in Section II-B. Furthermore, for a fixed , the computational burden approaches infinity as the overlap between adjacent observation windows tends to be equal to . In the limiting case when , data processing can no longer proceed because the observation window will be frozen in time. Thus, for a given value of , it is necessary to make . In general, we can select to satisfy this condition, but we have also explained that for the method to work, must be at least equal to a packet size, i.e.,
. Then, it follows that for the specific case , it is not possible to meet both conditions exactly:
, and . Nevertheless, if we take , and define , with (but as small as desired), data processing is possible, but at the expense of a computational burden that grows toward infinity as (i.e., the observation window advances slower and slower).
A value of equal to 1 could be used without penalty in processing time if we consider the idealized assumption that the beginning of the desired packet is known and that the observation window includes it exactly, as it is assumed in the throughput curves in [3] , but even in this case reported in [3] , a value of somewhat greater than 1 must be used in the implementation to account for the practical operation of the separation algorithm (i.e., consider the case where a strong interference arrives near to the border of the window [3] ). It is interesting to mention that if the separation algorithm can work properly with only a few symbols and we have an intelligent processing algorithm that joins segments of packets decoded in different observation windows, then could be reduced beyond the value of 1, with a consequent increase in the throughput. The analysis of this possible interesting approach to increase the throughput is beyond the scope of this paper.
Figs. 9-12 show the normalized throughput for different values of the parameters , and . Figs. 9 and 10 show the impact of the observation window length for and , respectively, when . Curves are shown for values of . It is clear that the throughput is reduced when the observation window is increased. For example, increasing the value of from 1 to 2 represents a reduction in throughput of approximately 30% for both values of presented. This is so because the larger the window, the more packets are included on average, and the greater the probability that the MPR node will fail to decode the arriving packets. Fig. 11 shows the impact of the codebook size on the normalized throughput for , , and values of . Fig. 12 is similar to Fig. 11 but for and . It is observed that the throughput increases with the number of antennas at the receiver. This is expected since having more antennas allows the separation of a greater number of colliding packets. For both values of , it is observed that the throughput increases as increases, being bounded by the curve of the MPR with , and this is the case when every packet is assured to have a different color code. Note, however, that a finite value of on the order of eight times the number of antennas gives a reduction on the maximum throughput with respect to of only less than 8% for both cases shown. This means SIMULATION 1 that the use of a codebook of codes, as proposed here, can be considered a good practical approach to the problem of code assignment among users.
VII. SIMULATION RESULTS
Some computer simulations will now be carried out to assess the performance of the proposed PPS method for MPR. The performance measure we have considered is the average signal-tointerference and noise ratio (SINR) at the STFSE output defined as in (38), shown at the bottom of the page, where stands for realization, is the number of realizations, is the coefficient of the overall impulse response at symbol rate in the th realization for user at the output of equalizer , and stands for the element with maximum value in the overall impulse response of the desired user at the output of equalizer in the th realization. In addition, is the variance of the transmitted data for user , is the noise variance present at each sub-channel, and is the th sub-channel impulse response of the equalizer filter vector in the th realization. The received SNR for transmitter is defined from (8) by SNR .
A. Simulation 1 (Non Time-Dispersive Channel)
In this simulation, we consider that the receiver node under test possesses a circular antenna array with eight elements. The radius of the structure is equal to one wavelength of the transmitted carrier frequency MHz. Six transmitters using BPSK data and modulated by polynomial phase sequences with and , are transmitted through a non time-dispersive channel and arrive to the receiver via four equal amplitude paths with angles of arrival, as given in Table I . The symbol period for all the sources is . The packet length is assumed to be equal to symbols, and the observation interval is equal to symbols. The starting time of transmission of every user with respect to the beginning of the observation window is as given in Table II . Transmitters 1 and 2 are strong transmitters.
SINR
(38) Transmitters 3 and 4 are 10 dB weaker than 1 and 2. Transmitters 5 and 6 are 20 dB weaker than 1 and 2 (so this is a scenario where the near-far effect appears). Remember that we are dealing with an asynchronous network; therefore, the packets may not be aligned. Although the transmitters are asynchronous at the packet level, they have to be synchronous at the symbol level (clearly an unrealistic assumption in MANETs) for the instantaneous mixing case to hold. This restriction will be eliminated in the next simulation dealing with time-dispersive channels. Note that although this signal model is not realistic (at least for high data rates and asynchronous networks), it is the one normally assumed in the literature [20] - [22] . It is interesting to find out whether our PPS algorithm is able to provide acceptable performance when only 50 symbols are available from each transmitter under this severe near-far environment. For comparison purposes we included in the simulation the algorithms CAB, CCAB, and RCAB from [21] and Cui-Falconer-Sheikh (CFS) from [22] . Note that in this non time-dispersive channel case, the received signal model is the same for all the algorithms, and all require the same knowledge (the cyclic frequencies of all the transmitters). Therefore, the comparison is absolutely fair. As a benchmark, the performance of the optimum MMSE spatial filter has been included. The number of realizations for the evaluation of (38) has been set to . Figs. 13 and 14 show, respectively, the performance obtained for transmitters 1 and 6. The first transmitter is strong, and the performance of CCAB, CFS, and PPS is adequate with a small advantage for our proposed method in this case. For the weaker transmitter 6, the algorithms CAB, CCAB, RCAB, and CFS have totally collapsed, and they are unable to recover the signal. Remarkably, the PPS method maintains its good performance; in fact, it is very close to the optimum MMSE solution. This result implies near-far resistance for the proposed PPS method. The same behavior has been consistently observed in extensive simulation studies.
B. Simulation 2 (Time-Dispersive Channels)
Six BPSK transmitters send data through a time-dispersive multipath channel. Each transmitted signal arrives to the receiver via four different paths. The amplitudes, delays, and angles of arrival for each path and all transmitted signals are given in Tables IV, III , and I respectively. The carrier frequencies, symbol periods, and parameters have been selected as in simulation 1. The receiving antenna array is also the same as in the previous simulation. Here, we have set the number of realiza- tions to . The PPS parameter has been selected (this choice complies with the required conditions to achieve ISI and RAI removal). The receiver takes samples two times per symbol period ( ) and is equipped with a STFSE with a temporal length of symbol periods (the total number of coefficients in the STFSE is ). The dispersion of the channel impulse response is about to symbol periods for all transmitters (so ). Raised cosine pulse shaping filters with roll-off factors equal to 25% have been used by all the transmitters to limit the bandwidth of the emitted signals. The packet size is , and the observation window width is . All the packets arrive asynchronously at the receiver with starting times referenced to the beginning of the observation window, as given in Table II . Transmitters 1, 2, and 3 are strong transmitters being received with the same power. Transmitter 4 is a very weak transmitter, being 30 dB weaker than 1, 2, and 3. Transmitter 5 is just 10 dB stronger than 4, and transmitter 6 is 10 dB stronger that 5. As one can appreciate, this is a very difficult situation for user 4. The multipath field is dispersive in time and space, and the situation is clearly near-far. Despite the strongly adverse conditions (the desired signal from user 4 is orders of magnitude weaker than the interference), our PPS algorithm is able to recover user 4 almost optimally as soon as its received SNR reaches 0 dB-see Fig. 15 . Similar curves are obtained for the other users. We have performed extensive simulations using widely different channel and interference conditions and they all show similar behavior to the one presented here.
C. Simulation 3 (Impact of the Codebook Size on Performance)
The following simulations in this subsection are intended to show the performance degradation of the algorithm when the codebook size increases (the difference between the s is possibly small). This is important because for algorithms that rely on (conjugate) cyclostationary second-order statistics, it is known that performance degrades when the cyclic frequencies get closer, and it will be appropriate to see if the performance of the proposed method degrades, or not, more than the approaches in [20] - [22] . Simulation conditions are as follows. A number of Monte Carlo trials has been used to perform the averaging for the performance measure in this simulation and the following two. A scenario with two users is considered. The channel is assumed to be non time-dispersive. The receiver possesses a circular (better to say square) antenna array with four elements with the radius of the structure equal . The packet length is assumed to be symbols, and the observation window width is . Both packets arrive synchronously (this is the worst case in terms of maximum interference of one over the other) at the beginning of the receiver's observation window. The input SNR of both transmitters is fixed to SNR dB. To recover the signals, the receiver uses a spatial equalizer with only one adjustable weight per receiving antenna (no time processing, just space processing). The codebook size is varied from to in a geometric manner. The performance measure is, as before, the SINR at the equalizer output. The same algorithms as in simulation 1 were tested with the optimum MMSE solution included as a benchmark. The simulation results for the recovery of the first user are shown in Fig. 16 . Note that the performance of the proposed method gracefully degrades as the codebook size increases, whereas the performance of the other methods abruptly degrades when the codebook size exceeds ; therefore, the PPS method is more robust to the problem of closely spaced cyclic frequencies. Note that even for , the PPS method still gives satisfactory performance, recovering the first user with an SINR dB. Similar curves are obtained for the second user.
A second simulation is carried out in this subsection to evaluate how the performance degradation varies with different levels of input SNR. The conditions are the same as before, but now, we only consider the PPS method and the MMSE optimum solution as a benchmark. The input SNR varies from SNR dB to SNR dB in steps of 10 dB. The results for user 1 are shown in Fig. 17 . Similar results are obtained for user 2. The curves for both the PPS method and the MMSE solution get higher as the SNR varies, and it should be clear which curve corresponds to a given input SNR. Note that as the noise grows, the degradation in performance starts to occur for smaller values of the codebook size. This is as expected, but we would like to highlight that the degradation is smooth and graceful.
A third simulation is also carried out in this section, but now, we are interested to evaluate how the performance can be restored as the packet length is allowed to grow. Again, the simulation conditions are as previously described, but now, the input SNR is fixed at SNR dB, and the packet length is varied from to , as stated in Fig. 18 . In all the cases, the width of the receiver observation window is twice the packet length such that . Note that as the packet size grows, the influence of the codebook size gets smaller. Therefore, if we want to be able to separate a large number of users (large codebook size), all we have to do is increase the packet length such that the impact of a large codebook size becomes negligible. However, as we will later see in simulation 5, increasing the packet length makes the recovery less robust against the carrier offset problem, and therefore, a tradeoff exists between using a large codebook and robustness against frequency offsets.
The reason why the proposed method degrades more when the codebook size grows can be explained with the help of Figs. 19 and 20. When the noise level is low (high SNR), as in Fig. 19 , the subspace of support for the signal of the closer interferer (the one with parameter closer to that of the desired user) at time instant (the last sample in the packet, assuming both packets are synchronous) on relation to that of the desired user, is far away from the desired user recovered clusters (which in this case correspond to a BPSK modulation), so allowing the algorithm to perfectly distinguish the different subspaces. However, when the noise level is high, as shown in Fig. 20 , the subspaces for the signal of the desired user and those of the interferer tend to be confused due to the noise clusters, and therefore, the output signal will have an equivalent subspace that will most likely be a linear combination of the subspaces of both sources, as exemplified in Fig. 20 , thus causing higher RAI compared with the case when the noise level is low.
However, the impact of the noise level on the behavior of the algorithm for the recovery of the desired user when there is a carrier frequency offset will have an opposite effect. In other words, with lower noise level, the subspace of support for the desired user will be far away (due to carrier frequency deviation) from the one expected, thus making the algorithm unable to recover the desired signal. However, when the noise level is high, the apparent subspace for the signal of the desired user as seen at the receiver will tend to be confused with the original one, thus making the proposed algorithm more robust to carrier frequency offsets for higher noise levels. This will be corroborated in simulation 5, which is intended to show the performance of the proposed algorithm under carrier frequency offsets.
D. Simulation 4 (Performance Degradation as the Angles of Arrival of Different Sources get Closer)
This simulation is included to find out how the proposed method behaves as the difference in the angle of arrival of two source signals gets closer. The simulation conditions are similar as those in simulation 3, but the input SNR dB was set for both users. The parameters of the PPS have been selected as , , and . The angle of arrival for the first source has been fixed to 0 , and the angle of arrival for the second user has been varied from 10 to 10 . In addition, and in this case, and the number of Monte Carlo trials used to perform the averaging over each value of the angle of arrival of the second source was selected as . The results for user 1 are shown in Fig. 21 (similar results are obtained for the second user). Note that the performance of the proposed method is always very near to the optimum MMSE bound, which, in turn, obviously degrades as the angles of arrival get closer. Note also that CCAB and CFS deliver appropriate performance as well. On the other hand, CAB and RCAB do not give useful results, even for separations in excess of 5 . This implies that the proposed method performs adequately even for cases where the mixing matrix is nearly rank deficient.
E. Simulation 5 (Impact of Carrier Frequency Offsets)
In this simulation, we investigate the degradation in performance that occurs when a carrier offset is present in the received signal. The scenario is similar to that of simulation 1, but there are some differences, as listed next. First, the transmitted carrier frequency is GHz. The codebook size has been increased from to , and the color code values are now , . Note that these values are all as close as possible, given this codebook size. The input signal-to-white-noise ratio of transmitters 1 and 2 has been fixed to SNR dB, with the input SNR dB for transmitters 3 and 4, and SNR dB for transmitters 5 and 6. Each transmitter is assumed to be moving at the same velocity as the others, Fig. 22 . Impact of the transmitter velocity on the performance of the PPS method for a strong user. and the velocity of the transmitters (the receiver is assumed to be static) is varied from 0 to 200 km/h. Thus, the carrier frequency offset we are considering is produced by the Doppler shift. For a given velocity, the induced Doppler shift is calculated by with the Doppler shift measured in Hertz, the velocity of the transmitters given in meters per second, the carrier frequency measured in Hertz, and the light velocity in meters per second. For km/h, Hz. Therefore, the carrier frequency deviation is not negligible in this case. In discrete-time, the carrier offset is reflected as a complex exponential factor multiplying the received signal vector . That is, the received signal with carrier offset is calculated by , where is the symbol period. Note that in this simulation, ; therefore, for Hz, . Therefore, the subspace of a given transmitted signal deviates per symbol period compared with the subspace induced by the PPS modulation. If the number of symbols in the packet is small, say , then the worst deviation between these subspaces will be , which is small enough not to cause any problem in the recovery of the desired signal [the value of will still be close to zero]. However, for a longer packet, say , the deviation is , which is big enough to preclude the appropriate recovery of the desired signal. Note, however, that if the data rate increases, for example, to , then the deviation will again be equal to . Therefore, what matters is not the absolute value of the carrier frequency deviation but its relation to the data rate. The simulation results are plotted in Figs. 22 and 23 for users 2 and 6, respectively, where the MMSE solution assuming zero carrier deviation has also been plotted. Note that the proposed method always outperforms the other blind methods at all velocities shown. However, it is important to note that the carrier offset has a greater impact on the PPS algorithm as compared with the other methods, and this impact is more pronounced when the desired user is strong, as is the case of user 2.
At least this is not so bad because the carrier offset has less effect for weaker users (which are more vulnerable), as can be seen in Fig. 23 for user 6. It is also important to find out how the carrier offset affects the performance of the PPS method when the packet length grows (we have already explained before why it will degrade). To this end, we have performed another simulation using the same conditions as before, but now, the packet size has been varied from to symbols, and the receiver observation window width is again twice the packet length. Results are plotted in Figs. 24 and 25 , showing the performance for users 2 and 6, respectively. Note that as the packet size grows, the degradation increases with larger transmitter velocity, whereas with static transmitters, the longer data packet allows the algorithm to better estimate the equalizer with the result of improved performance.
VIII. CONCLUSIONS
An algorithm for the blind recovery of multiple packets in asynchronous random access wireless ad hoc networks has been proposed. The algorithm exploits the received signal structure imposed at the transmitters via modulation using polynomial phase sequences. It has been shown that this operation does not increase the transmitted signal bandwidth. Necessary and sufficient conditions on the parameters of the polynomial phase sequences for the removal of both RAI and ISI have been formally derived. An added advantage of the method is that for any transmission all equalization delays can be obtained and the best one chosen by a simple procedure [29] , [30] . Simulation results show that the algorithm outperforms previously reported methods and is, in fact, able to work under heavy near-far scenarios. A practical method for the assignment of the PPS parameters has also been proposed. This is based on the use of a codebook known to all network nodes. The impact of the codebook size on throughput performance has also been thoroughly analyzed. Due to the asynchronous nature of the traffic, we assumed block processing at the receiver using an observation window. The impact of the observation window length on throughput was also studied. Future work will be directed to the investigation of the interaction between MAC and physical layers exploiting fully the capabilities of this MPR algorithm. Another important aspect worth considering is the extension of the proposed method to better deal with carrier frequency offset problems. In addition, it is desirable to make it capable of handling the transmission of bandwidth efficient 2-D modulations (note that although with PPS modulation the transmitted signal is 2-D, the data alphabet comes from one dimension), such as quadrature amplitude modulation (QAM). Finally, further studies will also be directed to the application of the proposed method together with CDMA to increase the number of simultaneous received packets while keeping the hardware complexity within reasonable levels.
