Abstract. In this paper we prove that, for asymptotically bounded holomorphic functions defined in a polysector in C n , the existence of a strong asymptotic expansion in Majima's sense following a single multidirection towards the vertex entails (global) asymptotic expansion in the whole polysector. Moreover, we specialize this result for Gevrey strong asymptotic expansions. This is a generalization of a result proved by A. Fruchard and C. Zhang for asymptotic expansions in one variable, but the proof, mainly in the Gevrey case, involves different techniques of a functional-analytic nature.
Introduction
In 1886 H. Poincaré put forward the concept of asymptotic expansion for holomorphic complex functions f defined in an open sector S ⊆ C with vertex at 0, by associating to f a formal power seriesf = n≥0 a n z n ∈ C[[z]] whose partial sumsf N = n≤N −1 a n z n suitably approximate f on every subsector T of S. The most important instance consists of the so-called Gevrey asymptotic expansions of a positive order k, in which case f −f N is bounded in T by CA N N! k |z| N for positive constants C, A depending only on T . The infimum of the constants A > 0 allowed in the previous expression is known as the Gevrey type of the asymptotic expansion. Gevrey asymptotics incessantly appear in the theory of algebraic ordinary differential equations and of meromorphic systems of differential equations at an irregular singular point. In this context, summability theory has received increasing attention from many authors such as J.-P. Ramis, W. Balser, B.L.J. Braaksma, B. Malgrange, Y. Sibuya and others, since the seventies ( [1] is a standard reference).
In 1999, A. Fruchard and C. Zhang (Theorem 1 in [5] ) proved that, for a holomorphic function, defined in a sector S and bounded in every subsector of S, it is sufficient for the asymptotic expansion to exist that the approximation occurs just in a direction in S, i.e. for the elements in S having a fixed argument. So, asymptotic expansion following a direction entails (classical, global) asymptotic expansion. Moreover, if the asymptotic expansion following direction θ is of k-Gevrey order and fixed type, the asymptotic expansion remains k-Gevrey in S, and the type following any other direction may also be determined (for more details we refer to [5] ). The proofs of these two results rest, on one hand, on Phragmén-Lindelöf-like results and, on the other hand, on the Borel-Ritt and Borel-Ritt-Gevrey theorems, respectively. Our main aim in this work is to give a generalization of this result to the several variables setting (Theorem 5.27).
R. Gérard and Y. Sibuya [7] extended in 1979 the concept of asymptotic expansion to the case of holomorphic functions of several variables defined in polysectors (products of sectors), but their definition turned out not to be stable under derivation, unlike Poincaré's one (see [10] for a counterexample due to J. A. Hernández, F. López and S. Pérez-Cacho). In 1983 H. Majima [12, 13] defined the so-called strong asymptotic expansions, a technical and difficultto-handle notion for which, however, the following equivalence was found [9] : a function f admits strong asymptotic expansion in a polysector S if, and only if, the function and all its derivatives are asymptotically bounded, i.e., bounded in each bounded subpolysector of S. Hence, this concept overcomes the lack of Gérard-Sibuya's definition, and it is considered to be the good generalization to several variables of the classical concept. The previous equivalence remains valid in the Gevrey case, introducing appropriate bounds for the derivatives, see [8] .
The asymptotic information for a function f is carried in this case by a coherent, so-called total family of functions, denoted by TA(f ) (see Definitions 3.1 and 3.2), whose elements can be obtained, as it happens in the one variable case with the a n above, as limits of the derivatives of f with respect to some of the variables when they tend to zero (see (3) ). So, interpolation results such as Borel-Ritt and Borel-Ritt-Gevrey theorems in this context should start from families such as TA(f ) instead of just series N ∈N n 0 f N z N in n > 1 variables (whose coefficients are just a part of the total family, see Remark 5.11 ). This makes a big difference between the situations in one or several variables, and causes many of the intricacies coming next, as we will try to explain henceforth.
The paper is organized as follows: Section 2 is devoted to fix some notation that will be used throughout the paper. In Section 3 we establish some preliminaries on general and Gevrey strong asymptotic expansions, both in a global sense and following a product of directions (a multidirection, in this paper). In a multidirection, null strong asymptotic expansion and exponential decreasing are proved to be equivalent, see Proposition 3.8. Also, the main result of Fruchard and Zhang is presented (Theorem 3.10). Section 4 is devoted to recalling or stating several preparatory lemmas, specially a Phragmén-Lindelöf theorem in several variables.
Section 5 contains the main results of the paper. From Lemma 5.1 to Remark 5.9 we prove that null strong asymptotic expansion in a multidirection amounts to global null asymptotic expansion, both in the general and in the Gevrey cases. An important part of the paper is based in Lemma 5.4 , that is not an obvious generalization of the corresponding result in one variable, Lemma 2 in [5] . The need to control the size of the constants involved, in order to make induction on the number of variables, forced us to develop a completely different proof, of a prominently technical nature, for a refined and subtle version of Lemma 2 in [5] , appearing here as Lemma 5.2. Regarding the general multidimensional version of our main result, Theorem 5.27 part (i), one can draw an exact analogy with Theorem 1 in [5] , since all is needed is a Borel-Ritt theorem for strong asymptotics which interpolates total families, like the ones in [9, 6] .
However, in the Gevrey case things become more complicated, as one needs to take care of the types. In the one variable case, for a function f with 1-Gevrey asymptotic expansionf in a direction with type R > 0 one can readily associate, by means of the truncated Laplace transform of the 1-Borel transform off , another function with the same asymptotic expansion in a sector with opening π and whose type may be explicitly determined in every direction in the sector. This changes drastically in the several variables situation, since the same procedure will provide a function with the same formal series of strong asymptotic expansion, but with a possibly different total family. This is explained from Definition 5.10 to Theorem 5.12, where, following an idea of Haraoka [8] , we use the truncated Laplace transform to solve a multidimensional Borel-Ritt-Gevrey interpolation problem for series of strong asymptotic expansion, while making precise estimations on the type in every multidirection. This method works equally well for series with coefficients in a complex Banach space, but fails if they are allowed to belong to a Fréchet space, since the very concept of Gevrey series will be no longer clear in this general case. So, our next objective will be to settle the problem of interpolating total families in a Banach space framework.
Precise interpolation results (i.e. with estimations for the type in every multidirection) for strong asymptotic expansions are not available neither in the works of H. Majima, Y. Haraoka and others, nor in the papers on closely related subjects that exist in the literature, especially dealing with extension results for ultradifferentiable or ultraholomorphic classes (see, for example, [4, 11, 14, 16, 17, 18, 19] ). In order to remedy this lack, we note first that, following [8, 9] , the derivatives of functions with 1-Gevrey strong asymptotic expansion are suitably bounded, and this fact permits the introduction of a Banach structure in the space of such functions, see Definition 5.14, where the type is allowed to depend on the multidirection (a similar idea was already applied in [15, 16] , but there the type was assumed to be constant). Secondly, we replace TA(f ) by its first order subfamily, TA 1 (f ), as indicated in Definition 5.19. Before obtaining a Borel-Ritt-Gevrey result in this context (Lemma 5.26), we need to make a study of the growth of the derivatives of the function built in Theorem 5.12 in order to properly identify the Banach space to which the function belongs (see Proposition 5.17). As we see in this result, there is a price to pay, concerning the type of the Gevrey asymptotic expansion: The precise knowledge of the exact type of the asymptotic expansion does not allow one to know exact bounds for the derivatives. This does not represent a serious inconvenient in most of the applications, where the precise type is of moderate interest, but will cause technical difficulties in the present paper. Mainly, there is a loss of precision that in particular forced us to control the type by a term of order cos(θ − θ 0 ) 2 , instead of cos(θ − θ 0 ), as would be desirable. The existence of better interpolation results would make this proof easier, and the bounds involved, less complicated. The second part of Theorem 5.27 is the 1-Gevrey multidimensional version of Fruchard-Zhang's result. We depart from a function f admitting 1-Gevrey strong asymptotic expansion following a multidirection θ 0 with a type R 0 (θ 0 ), and with an associated first order family whose elements belong to suitable Banach spaces with types R j , j = 1, . . . , n. Then, we prove that f admits 1-Gevrey strong asymptotic expansion in the whole polysector with a type in every multidirection θ which depends on R 0 (θ 0 ), the R j and the function g in Proposition 5.17, which was related to our loss of precision.
Finally, we point out that related results could possibly be obtained for other types of asymptotic expansions available in the literature, for instance, in other ultraholomorphic classes of functions. Nevertheless, the absence of appropriate integral expressions for the corresponding interpolating operators in this context makes very difficult and technical its treatment, as can be seen in the works of J. Chaumat, A.-M. Chollet [4] and V. Thilliez [19] . Monomial asymptotic expansions developed by M. Canalis-Durand, J. Mozo and R. Schäfke in [2] , in order to treat singularly perturbed problems, are another class of asymptotic expansions where similar results could undoubtedly be obtained.
Notations
We set N := {1, 2, . . .} and
A sector in C will be a set
where α, β ∈ R, α < β, and ρ ∈ (0, ∞].
We say a sector T is a (bounded and proper) subsector of S, and write T ≺ S, whenever T is bounded and T \ {0} ⊆ S.
A polysector S = n j=1 S j ⊆ C n is a cartesian product of sectors. We say T = n j=1 T j is a (bounded and proper) subpolysector of S, and write T ≺ S, if T j ≺ S j for j = 1, . . . , n.
Given α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ) ∈ R n , with α j < β j for every j, and ρ = (ρ 1 , . . . , ρ n ) ∈ (0, ∞] n , S(α, β; ρ) denotes the polysector n j=1 S(α j , β j ; ρ j ). If θ = (θ 1 , . . . , θ n ) is such that α j < θ j < β j for every j, we say θ is a multidirection in S(α, β; ρ).
∂S denotes the boundary of S, while ∂ d S stands for the distinguished boundary, i.e.,
O(S), resp. C(S), will stand for the space of holomorphic, resp. continuous, complex functions defined in S.
For a set B ⊂ C \ {0}, we put B −1 := {z ∈ C : z −1 ∈ B}. For n ∈ N, we put N = {1, 2, . . . , n}. For J ⊂ N , #J denotes its cardinal number, and
In particular, we shall use these conventions for multiindices.
Given z ∈ C n and a nonempty subset J of N , we write z J for the restriction of z to J, considering z as an element of C N . Similarly, if S = Finally, D(z, R) will denote the polydisc with centre z ∈ C n and polyradius R ∈ (0, ∞) n .
Preliminaries
Strong asymptotic expansions were introduced by H. Majima [12, 13] . This notion generalizes to several complex variables the concept of asymptotic expansion defined by H. Poincaré in 1886. Let us recall in this Section the main definitions and state the basic result of the paper. Definition 3.1. Let n ∈ N, n ≥ 1, and S ⊆ C n be a polysector. A function f ∈ O(S) has a strong asymptotic expansion in S if there exists a family
then, for every subpolysector T ≺ S and every N ∈ N n 0 , there exists c = c(N , T ) > 0 with (2) |f
the limit being uniform in T J ′ ≺ S J ′ whenever J = N . We call F the total family of strong asymptotic expansion of f , and we denote it from now on by TA(f ). We will say that f has null strong asymptotic expansion if all the elements in TA(f ) identically vanish.
TA(f ) turns out to be a coherent family, in the following sense:
For n = 1, TA(f ) reduces to a sequence of complex numbers {a n } n∈N 0 , the coefficients of the formal power seriesf = n∈N 0 a n z n of asymptotic expansion in one variable. In this situation we will write f ∼f , or f ∼ kf in case the asymptotic expansion is of Gevrey order k > 0. Of course, coherence is always satisfied when n = 1.
Next we define, generalizing [5] , a notion of asymptotic expansion following a multidirection.
, and θ = (θ 1 , . . . , θ n ) a multidirection in S. f is said to have a strong asymptotic expansion following θ if there exists a coherent family F on S such that, for every N ∈ N n 0 , there exists c = c(N ) > 0 verifying (2) for every z ∈ S with arg(z) = θ.
Let us state now some definitions and a result relating null 1-Gevrey strong asymptotics to exponential decreasing, both following a multidirection.
Definition 3.4. Let S ⊆ C n be a polysector and θ a multidirection in S. We say f has a 1-Gevrey strong asymptotic expansion of type R = (R 1 , . . . , R n ) ∈ (0, ∞) n following θ if f has a strong asymptotic expansion following θ and, moreover, the constant c that appears in Definition 3.3 is given as follows: for every δ > 0, there exists
Remark 3.5. If f and g have 1-Gevrey strong asymptotic expansion of types R = (R 1 , . . . , R n ) and R = ( R 1 , . . . , R n ), respectively, following θ, then f + g has 1-Gevrey strong asymptotic expansion of type R = ( R 1 , . . . , R n ) following θ, where
Definition 3.6. Let S ⊆ C n be a polysector, f ∈ O(S), and θ a multidirection in S. f is said to be exponentially flat, or exponentially decreasing, of type R = (R 1 , . . . , R n ) ∈ (0, ∞) n following θ if for every δ > 0, there exists M > 0 with (4) |f (z)| ≤ Me
Remark 3.7. In the one variable case, one agrees that an exponentially flat function of type 0 following a given direction is just a function which is bounded in that direction. So, if in the previous Definition some of the components of R were null, it would mean that we can delete the corresponding terms in the exponent appearing in the estimates (4).
These definitions extend those in the one-variable case as stated in [5] . Next result is essentially contained in [15] : we state and prove it here because we need precise estimations of the types R.
Proposition 3.8. Let S ∈ C n be a polysector, f ∈ O(S), θ a multidirection in S, and R ∈ (0, ∞) n . The following conditions are equivalent:
(i) f has null strong asymptotic expansion of Gevrey order 1 and type R following θ.
(ii) f is exponentially flat of type R following θ.
Stirling's Formula shows that, if ε > 0, a constant C ′ > 0 exists with
, and take N 0j ∈ N 0 with N 0j ≤ x j < N 0j + 1. We have
Now, given δ > 0, take positive δ 1 , ε such that (1 + ε)
, and conclude.
(ii)⇒(i). Conversely, for δ > 0, let us take δ 1 > 0 such that δ 1 < min j R j , and
According to Definition 3.6, there exists M > 0 such that, for every N = (N 1 , . . . , N n ) ∈ N n 0 , and every z ∈ S with arg(z) = θ, we have
for some M 2 > 0 (again, by Stirling's Formula). Conclude using (5). 2
The main purpose of this paper will be to generalize the main result of [5] to several complex variables. We recall here, for completeness, this result. We need first a definition. Definition 3.9. Let S be a polysector in C n . A function f : S → C is said to be asymptotically bounded in S if it is bounded on every subpolysector T ≺ S. (i) If f ∼f following θ, then f ∼f in S.
(ii) The same result holds for 1-Gevrey asymptotics. More precisely, if f ∼ 1f following θ 0 with type R(θ 0 ) > 0, then along any direction θ of S, f ∼ 1f following θ with type R(θ), where R(θ) is defined as follows:
,
Classical results revisited
The following Lemma is an extension to the boundary of a well-known result of complex variables. It will allow us to make some reasonings by induction.
Proof. Only the holomorphic part is interesting now. Take a sequence {a m ∈ S 2 × · · · × S n } m converging to a, and K ⊆ S 1 a compact set. Consider the holomorphic functions f m :
If m is big enough such that ||a − a m || < δ, then |f a (z) − f m (z)| < ε for every z ∈ K, and so, {f m } m converges uniformly in the compact subsets of S 1 to f a . 2 
Proof. We reason by induction in n. If n = 1, there is nothing to prove. If n > 1, let z = (z 1 , . . . , z n ) ∈ ∂S. Assume, without loss of generality, that z 1 ∈ ∂S 1 (S = S 1 ×· · ·×S n ), and consider
, and by induction hypothesis, |f z 1 (w 2 , . . . , w n )| ≤ M on S 2 × · · · × S n . Then |f (z)| ≤ M on ∂S, and so, on S. 2 Finally, we state an appropriate version of Phragmén-Lindelöf principle in several variables.
, and assume |f (z)| ≤ M for every z ∈ n j=1 ∂S j \ {0} . Assume also that, for a certain j ∈ {1, . . . , n}, there are strictly positive functions
Proof. Consider z 0 = (z 01 , . . . , z 0n ) ∈ S, and
Applying Phragmén-Lindelöf principle in one variable (more precisely, the version stated in [5, §2]), we have that |f z 0 ,j (z j )| ≤ M on S j , and the result follows. 2
Strong asymptotic expansions following a direction
Our first objective will be to show that if S is a polysector, and f ∈ O(S) has null strong asymptotic expansion following a multidirection, then f has null strong asymptotic expansion in S. In one variable, the key result is Lemma 2 from [5] , which is very similar to forthcoming Lemma 5.2. However, Lemma 2 there imposes some technical conditions, in particular, the constant C that appears needs to be at least 1. The generalization to the several variables case needs to drop this condition, but then the proof presented in [5] is no longer valid. We give in the sequel the necessary modifications.
Lemma 5.1. Let S = S(α, β; ∞) be an unbounded sector, and f ∈ O(S) ∩ C(S) such that |f (z)| ≤ M for every z ∈ S, and |f (z)| ≤ C |z| λ on arg(z) = α, for some M, C, λ > 0. Then,
Proof. The proof of Lemma 2 in [5] shows how to construct a holomorphic function h in S \ {0} such that
for every z. Indeed, one defines
If arg(z) = β, |g(z)| ≤ M. As g has subexponential growth at infinity, Phragmén-Lindelöf principle shows that |g(z)| ≤ K. Then
2
Let us now return to the origin. Given two rays arg(z) = α, arg(z)
Most results concerning asymptotic expansions on sectors can be restated, with obvious modifications, for sectorial domains, as they are often of local nature with respect to the origin and the radii of the sectors involved are less important than the openings. Though we are interested in obtaining estimates on a whole bounded sector, sectorial domains will be useful in our argument. To simplify notation, we will consider in Lemma 5.2 a sector bisected by the real axis, of opening 2α < π 2 and of radius 1, i.e., S = S(−α, α; 1), 0 < α <
λ on arg(z) = −α, for some M, C, λ > 0. Then, given ε ∈ (0, 1) there exists a constant K > 0 such that on S \ {0} we have
with θ = arg(z).
, defined on
Denote V = S(−α, α; ∞). For every z ∈ S −1 with arg(z) = α we have that |F (z)| ≤ C |z| λ . Take z 0 = e iα , and consider
Using Lemma 5.1 for the function G 1 (z) = G(z), we deduce that
on V \ {0}, where θ(z) = arg(z) and K 0 = max{1, M}. Hence,
.
Consider a > 1, to be specified later on, and z 1 = az 0 . It is clear that z 1 + V ⊆ z 0 + (V \ {0}), and that
∈ [0, 1] for every z ∈ z 1 + V , we have in this set that
. Now, given ε ∈ (0, 1), there exists a > 0 such that
where, as before, θ(z) = arg(z). We impose also that a is big enough so that C a λ < 1. Then, as |z| > a on z 1 + V , we obtain that
So, if we consider the sectorial domain
, as desired. However, some extra effort is needed in order to conclude, since U 1 does not contain a sector S(−α, α; ρ) for any ρ > 0. Observe that the opening of U 1 is (−α, α), and its boundary consists of the segment [0,
and an arc in S joining 1 a e −iα and 0. If we change in the previous argument the point z 0 into z 0 = e −iα , everything can be repeated word by word, obtaining a large enough value a > 0 such that, if we consider the sectorial domain
, for a suitable constant K 2 > 0. We note that the opening of U 2 is again (−α, α), but now its boundary consists of the segment [0,
1 a e iα ] and an arc in S joining 1 a e iα and 0. One easily realizes that U 1 ∪ U 2 does contain a sector T = S(−α, α; ρ) for suitable ρ > 0, depending on a. On T \ {0} we have the desired estimates for f , with K = K 0 (max{K 1 , K 2 }) λ , and they can be extended to the whole of S \ {0} by suitable enlarging the constant K, again in a way which ultimately depends only on a. 2 Remark 5.3. The reader can perform the technical modifications (basically consisting of scaling, rotation and/or ramification) to deal with the case of an arbitrary bounded sector in C. Most importantly, the constant K appearing in (7) depends only on a, which in turn depends on ε and, moreover, has been chosen under the requirement that C a λ < 1. So, the value of a, and consequently that of K, can be taken uniformly for every C ′ < C. This is essential in the extension of the Lemma 5.2 to several variables, as follows.
Lemma 5.4. Let S = S 1 × · · · × S n = S(α, β; ρ) be a bounded polysector in C n , and f ∈ O(S) ∩ C n j=1 (S j \ {0}) such that |f (z)| ≤ M for every z ∈ S. Assume there exist C > 0 and λ = (λ 1 , . . . , λ n ) ∈ (0, ∞) n such that |f (z)| ≤ C · |z| λ for every z ∈ S with arg(z) = α. Then, given ε ∈ (0, 1) there exists K > 0 such that for every z ∈ n j=1 (S j \ {0}) we have
, where
Proof. For the sake of simplicity, and since the general case is treated equally, assume n = 2.
Fix z 1 ∈ S 1 with arg(z 1 ) = α 1 , and consider the holomorphic function f z 1 (z 2 ) := f (z 1 , z 2 ) on S 2 . Given ε ∈ (0, 1), there exists K 2 > 0 such that
for every z 2 ∈ S 2 . Here, the role of the constant C in Lemma 5.2 is played by C |z 1 | λ 1 . Let us note that for every z 1 ∈ S 1 we have C |z 1 | λ 1 ≤ Cρ λ 1 1 . So, by Remark 5.3, the constant K 2 can be chosen independent of z 1 , as long as arg(z 1 ) = α 1 .
Fix now z 2 ∈ S 2 . We have
Applying again Lemma 5.2, there exists a constant K 1 > 0, which, reasoning as before, can be chosen independent of z 2 , such that
The result follows. 2
Let us apply this Lemma to show that null strong asymptotic expansion on a multidirection implies null strong asymptotic expansion on the polysector.
Proposition 5.5. Let S ⊆ C n be a polysector, and f ∈ O(S) asymptotically bounded in S. If f has null strong asymptotic expansion following a multidirection α = (α 1 , . . . , α n ) in S, then f has null strong asymptotic expansion in S.
Proof. Fix T = n j=1 T j ≺ S and N = (N 1 , . . . , N n ) ∈ N n 0 . After suitably splitting or widening each T j , according to whether α j is a direction in T j or not, one clearly sees that it suffices to deal with the case that arg(z j ) = α j is one of the edges of the sector T j . Indeed, we will consider T j = S(α j , β j ; ρ j ) for some β j > α j and ρ j > 0. Take δ > 0 such that n j=1 S(α j , β j +δ; ρ j ) ≺ S, and consider V = n j=1 V j , where V j = S(α j , β j +δ; 1) for j = 1, . . . , n. Let us define the function (8) g(z 1 , . . . , z n ) = f (ρ 1 z 1 , . . . , ρ n z n ).
The hypotheses imposed on f immediately imply that g ∈ O(V ) ∩ C n j=1 (V j \ {0}) , and that there exists M > 0 such that |g(z)| ≤ M for every z ∈ V . Fix ε ∈ (0, 1), and for j = 1, . . . , n, take λ j ∈ N 0 verifying (9)
Put λ = (λ 1 , . . . , λ n ). Since f has null strong asymptotic expansion following α, there exists
Hence, for every z ∈ V with arg(z) = α we have
By Lemma 5.4, there exists K > 0 such that for every z ∈ n j=1 (V j \ {0}),
Note that for z j ∈ S(α j , β j ; 1) ⊂ V j one has
Taking into account these inequalities, (10) and (9), we find that there exists C 2 > 0 such that for every z ∈ n j=1 S(α j , β j ; 1),
Finally, recall (8) to conclude that for every z ∈ T ,
We shall now extend this result to the Gevrey case in several variables. The statements are similar to the corresponding ones in one variable, and we will only sketch the proofs. It is important to have in mind what a type being 0 means for an exponentially flat function (see Remark 3.7). Lemma 5.6. Let S = S(α, β; ρ) be a polysector, with β j − α j < π for j = 1, . . . , n, and f ∈ O(S) ∩ C n j=1 (S j \ {0}) and bounded in n j=1 S j \ {0} . Let R j (α j ), R j (β j ), for j ∈ N , be nonnegative numbers such that for every multidirection η = (η 1 , . . . , η n ), η j ∈ {α j , β j }, f is exponentially flat of type R(η) = (R 1 (η 1 ) , . . . , R n (η n )) on η. Then, for every multidirection θ on S, f is exponentially flat of type R(θ) = (R 1 (θ 1 ) , . . . , R n (θ n )), where R j (θ j ) is defined as follows:
(i) If R j (α j ) > 0, R j (β j ) > 0, take a circle through the points 0, R j (α j )e iα j , R j (β j )e iβ j . The straight line of angle θ j intersects the circle in 0,
Proof. If {α j , β j } are in the cases (i) or (ii), let [0, a j ] be the diameter of the circle. If {α j , β j } are in the case (iii), take a j = 0. Apply Phragmén-Lindelöf Theorem 4.4 to the function
From this result, we deduce Watson's Lemma in several variables for functions with null strong asymptotic expansion following a multidirection.
Lemma 5.7. Let S = S(α, β; ρ) be a polysector, f ∈ O(S) ∩ C n j=1 (S j \ {0}) and bounded in n j=1 S j \ {0} . Suppose that for some j 0 , β j 0 − α j 0 ≥ π, and f is exponentially flat of type R = (R 1 , . . . , R n ) ∈ [0, ∞) n in multidirection θ 0 , with R j 0 > 0. Then, f identically vanishes.
Proof. Fix z with arg(z) = θ 0 = (θ 1 , . . . , θ n ), and consider f z,j 0 : S(α j 0 , β j 0 ; ρ j 0 ) → C defined as f z,j 0 (z) = f (z j ′ , z). Applying the one variable version of Proposition 3.8, we see that f z,j 0 has null strong asymptotic expansion following θ j 0 , of Gevrey order 1. By Lemma 5 of [5] , f z,j 0 ≡ 0. As z was arbitrarily chosen, we deduce that f ≡ 0 on arg(z) = θ 0 . Classical results of complex variables show that, then, f ≡ 0 (see, for instance, [3, p. 31] , where the multidirection θ 0 is real). 2
Combining previous results, we obtain:
Proposition 5.8. Let S = S(α, β; ρ) and f ∈ O(S), asymptotically bounded in S and having null strong asymptotic expansion 1-Gevrey of type R = (R 1 , . . . , R n ) ∈ (0, ∞) n following a multidirection θ 0 of S. Then, f has null strong asymptotic expansion 1-Gevrey in S.
Remark 5.9. In the previous Proposition, let us assume that β j − α j < π for every j. As indicated in [5] , the type of the asymptotic expansion can be computed using Lemma 5.6, particularly case 2. Geometric considerations show that for a multidirection θ = (θ 1 , . . . , θ n ) on S, the type is R(θ) = (R 1 (θ 1 ), . . . , R n (θ n )), where
Let us now establish a Borel-Ritt-Gevrey type theorem in several variables. This result is presented in [8] . As we need to control not only the Gevrey order, but also the type of the expansion, we will repeat here the main steps of the proof.
n . We will say that f is a 1-Gevrey series of type R if for every δ > 0, there exists C = C(δ) > 0 such that
Remark 5.11. For a function f admitting 1-Gevrey strong asymptotic expansion in a polysector S, consider the formal series FA(f ) := N ∈N n 0 f N z N , whose coefficients are the constant elements of TA(f ) given by
Then, one has that FA(f ) is a 1-Gevrey series. The next paragraph and theorem show us a way to go in the opposite direction.
For a 1-Gevrey seriesf =
, and define the truncated Laplace transform as
A total family of strong asymptotic expansion may be defined from the seriesf as follows.
where
and
(where, for short, the product symbol before the integrals denotes an iterated integral). Con-
Theorem 5.12 (Borel-Ritt-Gevrey). With previous notations, F (z) has the family F (f ) as total family of 1-Gevrey strong asymptotic expansion in S 0 . Moreover, given a multidirection θ in S 0 , the type of this strong asymptotic expansion is R(θ) = (R 1 (θ 1 ), . . . , R n (θ n )), where R j (θ j ) = |z 0j | · cos(θ j − arg(z 0j )).
Proof. We shall only compute the type of the strong asymptotic expansion on every multidirection, referring to [8] for a more detailed account on some of the forthcoming computations. Indeed, given N ∈ N n 0 , we depart from the following expression in [8, p. 376]:
So, we can estimate
As |z 0j | < R j , taking δ small enough, we obtain a bound
Remark 5.13. Regarding the previous result, it makes no difference to consider series, resp. functions, with coefficients, resp. values, in a complex Banach space, instead of limiting our construction to complex series and functions.
In the sequel, we will need to consider vector spaces of holomorphic functions in a polysector admitting 1-Gevrey asymptotic expansion with a type depending on the multidirection. In order to guarantee that these spaces have a suitable Banach space structure, their definition will involve estimates for the derivatives.
Definition 5.14. Let E be a complex Banach space, S = S(α, β; ρ) ⊆ C n a polysector, and, for every j = 1, . . . , n, let R j : (α j , β j ) → (0, ∞) be a function such that for every compact subset K ⊂ (α j , β j ) one has that (12) inf
For every multidirection θ = (θ 1 , . . . , θ n ) in S we write
We will denote by W 1 R(θ) (S, E) the space of holomorphic functions from S to E verifying
Proof. Thanks to the conditions (12) imposed on the functions R j , it is easy to prove that a Cauchy sequence in W 1 R(θ) (S, E) converges uniformly on the compact subsets of S to an a fortiori holomorphic function from S to E, which will ultimately belong to W 1 R(θ) (S, E). 2 Remarks 5.16.
(i) Suppose that for j = 1, . . . , n, we are given functions
(S, E) is continuous. (ii) As follows from Proposition 3 in [8] , given a function f with 1-Gevrey strong asymptotic expansion in S (as stated in Definition 3.1), for every T ≺ S there exists a constant vector A ∈ (0, ∞) n such that f ∈ W 1 A (T, E). Conversely, every f ∈ W 1 R(θ) (S, E) admits 1-Gevrey strong asymptotic expansion in S. Indeed, we may associate to f a coherent family F by the expressions in (3), and
for every z = (z 1 , . . . , z n ) ∈ S, where t k,0 = z k and the product symbol stands for an iterated integral (see [8, 9] ). In order to conclude, it suffices to estimate this integral on every T ≺ S by using (13) and (12) . In this way, one also gets that every f ∈ W 1 R(θ) (S, E) admits 1-Gevrey strong asymptotic expansion in every multidirection θ in S with type R(θ).
Our next aim is to show that the function studied in Theorem 5.12 belongs to a suitable space of this kind.
Proposition 5.17. Let E be a complex Banach space andf =
Then, the function F constructed in Theorem 5.12 belongs to W 1 R(θ) (S 0 , E), where the function
is such that for every multidirection θ = (θ 1 , . . . , θ n ) in S 0 ,
Proof. It makes no difference to take E = C. Put z 0 = (z 01 , . . . , z 0n ), arg(z 0 ) = (θ 01 , . . . , θ 0n ). For every multidirection θ = (θ 1 , . . . , θ n ) in S 0 we write δ(θ) = cos(θ − arg(z 0 )). Given z = (z 1 , . . . , z n ) ∈ S 0 with argument θ, and c ∈ (0, 1), one easily checks that the closed polydisc centered at z with polyradius cδ(θ)|z| := (c cos(
where ∂ d stands for the distinguished boundary. According to Theorem 5.12, there exists D > 0 such that
where R(ω) = (|z 01 | cos(arg(ω 1 ) − θ 01 ), . . . , |z 0n | cos(arg(ω n ) − θ 0n )). Hence,
Now, it is clear that we may reason componentwise, so we assume n = 1 and drop the subindices. Put δ(θ) = cos(θ − θ 0 ). One finds from elementary considerations that max |ω−z|=cδ(θ)|z|
Since c ∈ (0, 1) was arbitrary, one obtains that
Finally, we estimate the value of g(δ(θ)) (in particular, we deduce that R verifies (12)). On one hand, observe that the numerator and denominator in the last quotient increase with δ(θ) ∈ (0, 1], so that
On the other hand, taking c = 1/2 and with the help of calculus software we obtain that
The following result can be essentially found in [9, 16] , and we omit its eminently technical proof. It will be useful when reducing our problem in several variables to a one-variable situation.
Lemma 5.18. Let S = S 1 × S 2 be a product of two polysectors, and let R 1 , R 2 be functions as those described in Definition 5.14, respectively acting on the multidirections θ 1 on S 1 and θ 2 on S 2 . Then:
(i) The map
is well defined and it is an isomorphism. Moreover, for each n, m ∈ N 0 we have
(ii) The map
is an isomorphism. Moreover, for each n, m ∈ N 0 we have that
In order to state our main result, we need a definition.
0 be a coherent family on a polysector S = S 1 × · · · × S n . The subfamily F 1 consisting of the elements of F that depend on n − 1 variables is called the first order family associated to F . More precisely,
where, according to (3),
For simplicity, we will write f jm instead of f m {j} . Note that F 1 consists of the n sequences {f jm } m∈N 0 , j = 1, . . . , n. Given f admitting strong asymptotic expansion in S, TA 1 (f ) will denote the first order family associated to TA(f ). TA 1 (f ) inherits coherence conditions from TA(f ) (see Definition 3.2). We say a first order family F 1 is coherent if it verifies such conditions. Remark 5.20. There is a one-to-one correspondence between coherent families and coherent first order families (see [9, 6] ).
Example 5.21. If n = 2, a coherent family is
where the coherence conditions mean that the asymptotic expansion of f 1n (z 2 ) is m f nm z m 2 , and the asymptotic expansion of f 2m (z 1 ) is n f nm z n 1 , for every n, m ∈ N 0 . The first order associated family is, loosely speaking,
Let us now introduce some new spaces needed in the sequel. n . We will say that a ∈ Γ 
N is a 1-Gevrey series of type A.
We are ready to state the following result, which tells us which are the natural conditions to depart from in an interpolation problem in the spaces W 1 R(θ) (S). Its proof follows directly from the definitions of the different spaces involved.
Lemma 5.24. Let S = n j=1 S j be a polysector, and suppose f ∈ W 1 R(θ) (S) for some function
be the first order family of strong asymptotic expansion of f (see Remarks 5.16 ). Then we have:
By the previous Lemma, {f 1n 
The next interpolation Lemma is essentially stated in [16, Thm. 3.4] , though that result did not contain the specific estimates we are going to provide now.
Lemma 5.26. Let S = S(α, β; ∞) = n j=1 S j ⊆ C n be a polysector such that, for every j, the opening of S j , β j − α j , is less than or equal to π. For j = 1, . . . , n, let R j : (α j , β j ) → (0, ∞) be a function under the conditions in Definition 5.14, and define R = (R 1 , . . . , R n ) as usual. Suppose given a coherent first order family F 1 = {f jm : j = 1, . . . , n, m ∈ N 0 } such that for every j = 1, . . . , n and every direction θ j on S j ,
For every j = 1, . . . , n, choose z 0j in the bisecting direction θ 0j of S j and such that |z 0j | < sup θ j ∈(α j ,β j ) R j (θ j ), and consider the functions R j : (α j , β j ) → (0, ∞) introduced in Proposition 5.17. If we put (15) R j = min(R j , R j ), j = 1, . . . , n,
Proof. For simplicity of the notations, the proof will be carried on for the case n = 2, the general case being treated in the same way. So, we depart from a coherent first order family
) for every direction θ 1 on S 1 , and 
1n , h [1] 2m : n, m ∈ N 0 }. From Lemma 5.18 we also get that h [1] 1n = f 1n for every n ∈ N 0 , while Lemma 5.24 implies that {h
(S 1 )) for every direction θ 2 on S 2 . So, taking into account (16), (15) and the first item in Remarks 5.16, we deduce that {f 2m − h
(S 1 ), converges. Take z 02 as specified, and S 02 = S(θ 02 − π/2, θ 02 + π/2; ∞) ⊃ S 2 . We consider the function H 2 ) belongs to W 1 ( R 1 (θ 1 ), R 2 (θ 2 )) (S 1 × S 02 ) ⊂ W 1 ( R 1 (θ 1 ), R 2 (θ 2 )) (S 1 × S 2 ).
Write TA 1 (H [2] ) = {h [2] 1n , h [2] 2m : n, m ∈ N 0 }. Lemma 5.18 tells us that h [2] 2m = f 2m − h [1] 2m for every m ∈ N 0 , and Lemma 4.3 in [16] allows one to conclude that h [2] 1n ≡ 0 for every n ∈ N 0 . So, the function f := H [1] + H [2] solves the problem, since f ∈ W 1 R(θ) (S) and, by linearity,
We can now state and prove the main result of this paper. The statement generalizes the one variable case (Theorem 1 in [5] ).
Theorem 5.27. Let S = S(α, β; ρ) = n j=1 S j be a polysector, f ∈ O(S) asymptotically bounded in S, and F a coherent family in S with first order subfamily F 1 = {f jm : j ∈ N , m ∈ N 0 }.
(i) If f has strong asymptotic expansion following a multidirection θ 0 in S, given by the family F , then f has F as its family of strong asymptotic expansion in S. (ii) Suppose θ 0 − π 2 · 1 < α < θ 0 < β < θ 0 + π 2 · 1, and let f have F as family of 1-Gevrey strong asymptotic expansion following θ 0 = (θ 01 , . . . , θ 0n ), with type R 0 (θ 0 ) = (R 01 , . . . , R 0n ). For j = 1, . . . , n, let R j : (α j , β j ) → (0, ∞) be a function as in Definition 5.14, and suppose that for every j = 1, . . . , n and every direction θ j on S j , {f jm } m∈N 0 ∈ Γ 1 R j (θ j ) (N 0 , W 1 R j ′ (θ j ′ ) (S j ′ )). Then, f admits 1-Gevrey strong asymptotic expansion in S, with type R(θ) in multidirection θ, where R(θ) = (R 1 (θ 1 ) , . . . , R n (θ n )) is defined as follows:
Let γ := g(δ(0)) = 0.30028 . . ., where g is defined in (14) . Put, for every j = 1, . . . , n, γ j := sup θ j ∈(α j ,β j ) R j (θ j ), t j (θ 0j ) := min(R 0j , γ j · γ, R j (θ 0j )). Then, we define
, R j (θ j ), γ j cos 2 (θ j − θ 0j )g(δ(θ j )) if θ j ∈ (α j , θ 0j ], min t j (θ 0j )
sin(θ j −β j ) sin(θ 0j −β j )
, R j (θ j ), γ j cos 2 (θ j − θ 0j )g(δ(θ j )) if θ j ∈ (θ 0j , β j ].
Proof. (i) Borel-Ritt's theorem for strong asymptotic expansions has been obtained in different ways, see [9, 13, 6] . It asserts the existence of a function f 0 ∈ O(S) admitting F as its family of strong asymptotic expansion in S. So, the function h := f − f 0 ∈ O(S) is asymptotically bounded in S and admits null strong asymptotic expansion following θ 0 . By Proposition 5.5, h has null strong asymptotic expansion in S, and so f = h + f 0 admits strong asymptotic expansion in S given by the family F .
(ii) Clearly, θ 0 is the bisecting direction of a polysector of opening π · 1 and containing S. Choose z 0 = (z 01 , . . . , z 0n ) in the multidirection θ 0 such that |z 0j | < γ j for j = 1, . . . , n. (S) such that TA 1 (F ) = F 1 , where R j = min(R j , R j ), j = 1, . . . , n, R being the function introduced in Proposition 5.17. In particular, by the second item in Remarks 5.16, F has 1-Gevrey strong asymptotic expansion in S, of type R(θ) in every multidirection θ. Then, the function h := f − F has null strong asymptotic expansion following θ 0 , of type min(R 01 , R 1 (θ 01 )), . . . , min(R 0n , R n (θ 0n )) .
Note that for j ∈ N , R j (θ 0j ) = min(R j (θ 0j ), R j (θ 0j )) = min(R j (θ 0j ), |z 0j |γ).
Using Proposition 5.8, we deduce that h has null strong asymptotic expansion in S, and Remark 5.9 gives the type R ′ (θ) of this expansion in every multidirection θ = (θ 1 , . . . , θ n ) as:
min(R 0j , R j (θ 0j ), |z 0j |γ)
Finally, f = F + h will admit 1-Gevrey strong asymptotic expansion in S of type R(θ) in multidirection θ, where R(θ) = (R 1 (θ 1 ), . . . , R n (θ n )) is obtained as
In order to conclude, it suffices to make |z 0j | tend to γ j for every j. 2
Remarks 5.28.
(i) One can treat the case of Gevrey strong asymptotic expansion in wide polysectors, i.e., without the restriction θ 0 − π 2 · 1 < α < θ 0 < β < θ 0 + π 2 · 1, with a technique similar to the one employed in [5] . However, the result becomes hard to state and we do not think it worthy to go into details.
(ii) All the results in this paper can be easily generalized for k-Gevrey strong asymptotic expansions, for some k = (k 1 , . . . , k n ) ∈ (0, ∞) n , as defined by Haraoka [8] .
