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Abstract  
 
The design processes for solar photovoltaic (PV) systems is improved to achieve higher 
reliability and reduced levelised cost of energy (LCOE) throughout this thesis. 
 
The design processes currently used in the development of PV systems are reviewed. This 
review process included embedding the author in a project to deliver four rooftop PV systems 
which totalled a megawatt of installed generating capacity, which at the time represented very 
significant system sizes. The processes used in this are analysed to identify improvement 
potential. Shortcomings are identified in three main areas: safety assurance, design process 
integration and financial optimisation.  
 
Better design process integration is required because data is not readily exchanged between 
the industry standard software tools. There is also a lack of clarity about how to optimise design 
decisions with respect to factors such as shading and cable size. Financial optimisation is 
identified as a challenge because current software tools facilitate optimising for maximum output 
or minimum cost, but do not readily optimise for minimum levelised cost of energy which is the 
primary objective in striving for grid parity. 
 
To achieve improved design process integration and financial optimisation, a new modelling 
framework with the working title ‘SolaSIM’ is conceived to accurately model the performance of 
solar photovoltaic systems. This framework is developed for grid connected systems operating 
in the UK climate, but it could readily be adapted for other climates with appropriate weather 
data. This software development was conducted using an overarching systems engineering 
approach from design and architecture through to verification and validation. 
 
Within this SolaSIM framework, the impact of shading on array and inverter efficiency is 
identified as a significant area of uncertainty. A novel method for the calculation of shaded 
irradiance on each cell of an array with high computational efficiency is presented. The shading 
sub-model is validated against outdoor measurements with a modelling accuracy within one 
percent.  
 
Final verification of the over-arching SolaSIM framework found that it satisfied the requirements 
which were identified and actioned. The author installed the new CREST outdoor measurement 
system version 4 (COMS4). COMS4 is a calibrated system which measures 26 PV devices 
simultaneously. Validation of SolaSIM models against COMS4 found the modelling error to be 
within the 4% accuracy target except two sub-systems which had electronic faults. The model is 
validated against PV systems and found to be within the specified limits.  
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1. Introduction to the project   
1.1 Background 
 
Human civilisation faces major challenges to meet its growing requirement for energy. In 2008 
the International Energy Agency (IEA) acknowledged that world oil production has either 
recently peaked or is about to peak [24]. In 2009, the IEA’s chief economist Fatih Birol stated 
that world oil production peaked in 2006 [25].   
 
The Stern Review on the Economics of Climate Change states that climate change is the 
greatest and widest-ranging market failure ever seen and that the benefits of strong, early 
action on climate change far outweigh the costs of not acting [26].   
 
Renewable energy is the fastest growing energy sector, driven by four key factors: increasing 
energy demand due to population growth and standard of living improvements, the need to 
diversify energy supplies in view of resource scarcity, the need to reduce greenhouse gas 
emissions to prevent climate change and the need to reduce the balance of payments impact of 
fossil fuel imports.  
 
The average solar power incident on the earth is approximately 90,000 TeraWatts (TW) of 
which 1000TW is technically recoverable. The total power consumption of human civilisation is 
approximately 14TW. So there is a virtually limitless solar resource, if only it could be 
economically harnessed.   
 
The cost of energy from ‘conventional’ sources, such as coal, gas and nuclear, is expected to 
continue to increase in the future due to scarcity and increased regulatory requirements. These 
costs are often compared side by side as the Levelised Cost of Energy (LCOE) for which data is 
readily available. . By contrast, the LCOE of wind and solar electricity generation has fallen 
continuously since their inception and is expected to continue doing so for the foreseeable 
future. Note that LCOE does not consider factors such as transmission costs, utilisation and 
capacity factors. An alternative metric is Levelised avoided cost of energy (LACE), a measure of 
what it would cost the grid to generate the electricity that is otherwise displaced by a new 
generation project, as well as its levelised cost. Grid parity is the point in time when the LCOE of 
PV is the same cost or cheaper than buying electricity from the network where that electricity is 
usually a mix of mostly non-renewable sources. Grid parity can be defined from the point of 
view of generators which doesn’t consider cost of transmission and distribution as opposed to 
the point of view of the consumer which does. Solar is competitive without subsidies in at least 
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19 markets globally at the time of writing and it was expected that  more markets would reach 
parity in 2014 as system costs decline further [27]. 
 
Solar photovoltaic electricity generation (PV) as a renewable energy technology offers reliable 
indigenous energy production with low embodied carbon emissions. Solar PV should not be 
seen as a panacea that will solve the world’s energy needs on its own, but it has the potential to 
make a crucial contribution alongside other renewable energy sources as part of a mix of low 
carbon energy sources. Solar energy generation is intermittent since it varies with solar 
elevation, declination, and cloud cover. There is a strong correlation between solar energy 
generation and commercial energy use, since the peak of solar energy output is in the middle of 
typical business opening hours in most regions. 
 
The growth of solar PV in the UK was slow prior to 2010, with restricted funding available under 
the former Low Carbon Building Programme and Renewable Obligation Certificate schemes. In 
April 2010 a feed-in tariff was introduced and owners of small scale PV systems were eligible to 
receive £0.413 for every kWh generated by PV. This was in addition to £0.03/kWh for PV 
energy exported and a saving of typically £0.1/kWh on energy, which would otherwise have 
been imported. This sudden improvement in the financial viability of PV systems caused very 
rapid growth in the UK PV industry with many new business entrants. The feed in tariff rate has 
since been drastically reduced, but PV module costs have reduced by two thirds since its 
introduction (2010 to 2014 prices) [28], having already fallen by a half from 2006 to 2010 [29] so 
the economics remain attractive. Against a background of low interest rates and stock market 
yields, solar PV makes an attractive investment with relatively low risk. 
 
Installation of grid-connected solar photovoltaic systems is fundamentally simple, consisting 
only of a number of solar panels (modules) connected to an inverter that is itself connected to a 
building’s electrical distribution via switchgear and energy (kWh) metering. Despite this 
apparent simplicity, designing a system which is safe, regulation compliant and economically 
optimal system is very complex and not always well executed. To accurately predict the 
performance of a solar PV system is also a complex task, requiring a large number of 
interrelated algorithms including those for solar geometry, spectral effects, solar cell properties 
and inverter efficiency. Each of these sub-models has an implicit uncertainty in its calculation. In 
addition, the sub-models require external data including historic weather data and module and 
inverter performance parameters from datasheets. This input data also has an uncertainty. The 
resulting uncertainty in modelled energy and financial yield causes a financial risk for system 
owners, which increases the cost of capital and ultimately the levelised cost of energy. 
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Whatever the motive for installing solar PV, the primary technical objective remains the same: to 
minimise the cost of generating each unit of electricity within ethical and environmental 
constraints. Achieving this optimisation of the cost per unit of electricity or Levelised Cost of 
Energy (LCOE) can be achieved either by reducing the capital cost or increasing the energy 
yield. In reality, minimising LCOE requires careful optimisation of each design parameter to 
compromise between minimum capital cost, maintenance cost and maximum energy yield, 
within the confines of the project. This thesis describes a project to improve on the design 
processes used for solar photovoltaic (PV) Systems, so their potential for large scale clean 
energy generation can be realised. 
 
1.2 Aims and objectives 
This project aims to identify aspects of the design process which could be improved upon to 
enable designers to optimise the financial yield of solar PV systems. This will be achieved by 
embedding the author as engineer in a Project to develop large scale PV systems and also by 
interviewing other engineers involved in the design of systems. Outcomes of these activities will 
be formally recorded as requirements of the project. 
 
The project also aims to improve the accuracy of energy yield modelling for PV systems. This 
improvement in the model accuracy will reduce the financial risk of investment and therefore the 
cost of capital investment. A reduction in the cost of capital will in turn also improve the financial 
return from PV systems. The improvement in model accuracy will be achieved by identifying 
which sub-systems within a PV system make the largest contribution to overall system energy 
losses and have the greatest potential for improvements in accuracy. A new sub model will be 
architected and coded for whichever sub-system of the PV system was selected for 
improvement. The improvement in accuracy of overall energy yield modelling will be proven by 
validating the new sub-model and overall model against measured data from a new outdoor PV 
system with comprehensive monitoring. 
 
1.3 Summary of chapter composition. 
Chapter 2 introduces the fundamentals of PV systems from the solar cell as the smallest sub 
system to a complete PV ‘system of systems’. It investigates the different optimisation 
parameters and demonstrates that these often contradict each other. 
 
The current processes used by designers of solar PV systems are analysed in Chapter 3 to 
identify which factors the LCOE is most sensitive to. Interviews with system designers were 
used to identify the limitations of current PV design software. The research focus was inspired 
by previous experiences in the industry. The design review identified lack of integration between 
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software for PV design as a key limitation, since manually transferring design data between 
software tools is time consuming and may introduce errors. Furthermore it was identified that 
existing software packages for PV system design and simulation have little or no provision to 
automatically optimise many design decisions. For example there is usually no provision to help 
the designer choose ideal cable sizes optimised between energy loss and capital cost. This 
review process demonstrated the need for a new PV system software performance modelling 
framework called ‘SolaSIM’ and the requirements it should fulfil. 
 
In view of the findings of the design review, the SolaSIM concept incorporates a number of 
novel features not previously seen in commercial or academic PV system performance models. 
These include the ability to: 
 Automatically plot performance across a specified range of any chosen input parameter.  
 Automatically optimise any input parameters, using simplex optimisation. 
The systems architecture and development of the SolaSIM concept is described in chapter 4. 
 
The design process review also identified that calculation of array and inverter losses due to 
shading are a major source of uncertainty in existing PV system models. To reduce this 
uncertainty, Chapter 5 describes a new method to model the irradiance on individual cells of PV 
systems.  
 
Chapter 6 describes the verification and validation (V&V) of SolaSIM. The V&V strategy 
incorporated three main sets of tests: ‘Destructive testing’ of the software by simulating across 
the extreme range of input parameters, Cross comparison with other software models and  
validation against calibrated measured data from an operational outdoor PV system. In all 
cases, a range of scenarios was used, to maximise the probability of identifying flaws in 
SolaSIM’s architecture and algorithms.  
 
The scope of this project is grid connected PV systems in the UK installed with commercially 
available components that comply with relevant regulations, since these account for the vast 
majority of the UK PV market. The project also focuses on building-mounted systems, though 
many of the outcomes would apply to ground-mounted systems. 
 
The outcomes of this project are expected to affect designers and developers of PV systems, 
who would benefit from more effective design processes. It will also benefit buyers of PV 
systems who would welcome greater certainty in the financial return on their investment. 
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2. Performance of Photovoltaic Systems 
 
In order to optimise the performance of PV systems, one must first define what the system to be 
optimised is and what performance indicators should be used. Various indicators are used in 
the industry including Specific Yield (kWh/kWp), Performance ratio (actual 
performance/theoretical performance), Levelised Cost of Energy (LCOE) and internal rate of 
return (IRR). The fundamentals of PV systems and how their performance can be measured are 
described throughout this chapter.  
 
2.1 The solar cell 
There are two main types of solar photovoltaic (PV) cell - thin film and crystalline. Crystalline 
cells make up over 90% of grid connected PV systems worldwide (including solar farms and 
building mounted systems)[30]. Whilst crystalline cells are more expensive than thin films, they 
are generally more efficient and have longer performance warranties. Silicon cells are mostly 
produced by doping a thin top layer with Boron and the thicker lower layer with Phosphorous 
(Figure 1). These doped layers create an intermediate ‘depletion zone’ between them and a 
resulting electric field. When photons falling on the device transfer their energy to electrons, the 
latter are promoted to the conduction band and gain mobility. Diffusing to the depletion zone, 
the field causes a net movement of electrons from the p-type layer to the n-type layer, if the cell 
is connected in a circuit power can then be extracted [31-34] . 
 
Figure 1: Cutaway section of a solar PV cell, showing doped layers, courtesy of [35] 
 
2.1.1 The one diode model 
The electronic properties of a solar cell are similar to a diode, as such the solar cell can be 
described using the single diode equation, which defines the cell current ܫ as 
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 ܫ ൌ ܫ௉ு െ ܫை൫݁௤௏ ௞்⁄ െ 1൯    (1-1)
Where 
 ܫ௉ு = photo-current (Amps) 
 ܫை  = diode saturation current (Amps)  
ݍ  = electron charge = 1.6 x10-19C   
ܸ  = Voltage (Volts)   
݇  = Boltzmann constant = 8.617 343(15) × 10−5 eV/K   
ܶ  = cell temperature K.  
This equation can be plotted as the classic PV cell IV curve (Figure 2) [23]. 
 
Figure 2: IV curve for a solar PV cell    
 
The key points on the IV curve are: 
Short Circuit Current (Isc), the maximum current of the cell or module at zero volts. Current 
varies proportionally with solar irradiance, but in datasheets is usually given for 1000W/m2 
(STC1). 
Open Circuit Voltage (Voc), the maximum voltage of the cell or module, connected to an 
infinite resistance, with no current flowing. The voltage of a solar cell varies inversely with 
temperature. 
Maximum power point (MPP) Note that at Isc and Voc no power can be generated because 
P= IV. On a graph of current against voltage, power is represented by the area under the box 
formed by the operating point. The ‘Maximum Power Point (MPP)’ is at the ‘knee’ of the IV 
curve where this is greatest. To maximise the output from a solar cell or an array of cells, a 
Maximum Power Point Tracking (MPPT) circuit is employed in the inverter or battery charger to 
optimise the current draw to operate the system at MPP. 
Maximum power point voltage (VMPP) is the voltage corresponding to the MPP. 
                                                
1 Standard Test Conditions (STC) are defined as 1000W/m2 25ºC and air mass (spectrum) 1.5, 
solar cell and module ratings are usually specified at STC. 
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Maximum power point current (IMPP) is the current corresponding to the MPP. 
Fill factor (FF) is the ratio of the area in the box formed between IO,Vo; IO,Voc; Isc,VO; IO,VO; 
VMPP,IMPP;  and the IV curve in Figure 2. This ratio is affected by the quality of the PV cell junction 
and its parasitic resistances. In order to maximise the fill factor, the curve should form as sharp 
a knee as possible. FF is defined algebraically as: 
 ܨܨ ൌ ூಾುು ൈ ௏ಾುುூೄ಴ ൈ ௏ೀ಴   (1-2)
Instantaneous efficiency is the ratio of power generated to power incident on the module, for 
example 
 ߟ ൌ ௉ಾುುீ ൈ ஺ ൌ
ிிൈூೄ಴ ൈ ௏ೀ಴
ீ ൈ ஺   (1-3)
Where 
G = Solar irradiance incident on a PV device [W/m2] 
A = surface area of the PV device [m2] 
The solar cell, like any electronic device has a finite resistance which must be considered. The 
one diode model including Rs and Rsh can be drawn as a circuit diagram as shown in Figure 3: 
 
Figure 3: 1 diode model of a PV cell showing series and shunt resistance losses 
 
The 1-diode model is defined algebraically as 
 ܫ ൌ ܫ௉ு െ ܫைሼexp ቀ௤ሺ௏ାூோೞሻ஺௞் ቁെ1ሽ െ ቄ
௏ାூோೞ
ோೄ೓ ቅ  (1-4)
Where 
Rs = Internal series resistance of the PV device [Ω]. 
Rsh = Internal shunt resistance of the PV device [Ω]. 
 
Where the series resistance Rs is the sum of the series resistances of the cell, connection strips, 
soldered joints and junction box terminals of the module. Rs increases with outdoor exposure 
and has a greater influence on efficiency at high irradiance. The shunt resistance Rsh allows a 
leakage current to bypass the load. The greatest leakage path is usually at the edge of the cells. 
Shunt resistance has a greater effect on efficiency at low irradiance.  
 
IPH IPH
I
RSh
ISh
RLoad
RS
V
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2.1.2 The two diode model 
The ideality factor n in the single diode equation is assumed to be constant, but it is actually a 
function of the voltage across the device. Recombination at higher voltages is dominated by the 
surfaces and bulk regions and therefore the ideality factor is close to unity. However 
recombination in the actual junction dominates at lower voltages and the ideality factor 
increases to two. This can be modelled by adding a second diode in parallel with the first and 
setting the ideality factor typically to two. 
 
Figure 4: 2 diode model of a PV cell showing series and shunt resistance losses 
 
 ܫሺܸሻ ൌ ୚ୖ౩౞ ൅	ܫ௉ଵሼexp ቀ
௏೏
௏್ ቁെ1ሽ ൅ ܫ௉ଶሼexp ቀ
௏೏
ଶ௏್ ቁെ1ሽ ൅ ܫ௉ு  (1-5)
Where 
Vb = Diode breakdown voltage [V]. 
Vd = Diode terminal voltage [V]. 
IP1 = Diode 1 current [A]. 
IP2 = Diode 2 current [A]. 
 
The 2 diode model is the basis of the IV translation equations described in IEC 60891 [16], 
which is discussed in more detail in chapter 3. 
 
2.1.3 Types of solar cell 
Solar cells may be manufactured using a number of different semiconductors and techniques. 
The cell types used in this project were selected on the basis of being widely commercially 
available for terrestrial installations. 
 
2.1.3.1 Crystalline silicon cells 
Crystalline (as opposed to thin film) silicon cells were historically believed to have better 
longevity than thin film, however recent research has found that this may not be the case [36] 
Two types of crystal are used: 
 
IPH IP1
I
RSh
ISh
RLoad
RS
V
IP2
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 Poly-crystalline silicon (mcSi). 
The silicon is grown into multiple crystals, giving it a crazed appearance, like galvanised steel. 
Molten silicon is cooled in moulds to form ingots from which wafers are cut.  
 Mono-crystalline (scSi).  
The silicon is grown into a large single crystal from a seed crystal. This crystal is sawn into an 
ingot from which wafers are cut.  
The mcSi or mSi wafers are doped, etched, and screen printed to create a working solar cell. 
 
2.1.3.2 Thin film solar cells  
There are numerous types of thin film solar cells, but the three most common mass market cells 
used in the design process case study are described here: 
 
 Cadmium telluride (CdTe) 
The stable CdTe compound is created from Cadmium and Tellurium which are by-products 
respectively of zinc and copper refining. Whilst Cadmium is an abundant element, there are 
questions regarding economically viable reserves of Tellurium. 
 Micromorph silicon (c+aSi). 
This type of solar cell is not technically micro-amorphous silicon, as often described, but a 
tandem cell consisting of two junctions – amorphous (aSi) and micro-crystalline silicon 
(cSi). Both aSi and cSi are Silicon based p-i-n junctions. Each junction consists of a p 
type layer, an intrinsic (un-doped) layer and an n-type layer. The top a-Si cell absorbs the 
visible light, leaving the infra-red part of the spectrum for the c-Si layer. As a result, a 
greater portion of the solar energy can be absorbed than with a single cell, which will 
inherently have a more restricted spectral response. This means that the tandem cell used 
on this project achieves an efficiency of 8.5% at STC compared with 4-7% efficiency 
normally achieved with aSi. Also aSi inherently degrades more quickly in the light than cSi. 
As much of this degradation occurs in the first season of exposure, it can be compensated 
for in the design to an extent.  
 CIS (Copper Indium Diselenide – Cu In Se2).  
A polycrystalline thin film cell is made up by depositing layers of Molybdenum (Mo), Copper 
Indium Diselenide (Cu In Se2), Cadmium Sulphide (CdS), and Transparent Conductive 
oxides (ZnO and ZnAl) onto a glass substrate. CIS is an I–III–VI2 semiconductor. CIS cells 
have shown higher laboratory efficiency than other types of thin film cells (aSi, CdTe) [37]. 
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2.2 Solar PV as a system of systems 
A typical 156 x 156 mm polycrystalline solar cell has a rated power of approximately 4W. The 
cells are connected in series and laminated into weather resistant ‘modules’. Modules are 
currently manufactured with peak power ratings up to 300W (at STC). The electronic 
configuration of a typical 60 cell PV module is depicted in Figure 5.  
 
 
Figure 5: Typical module internal wiring showing cell interconnection and bypass diodes of a 60 
cell PV module. 
 
Modules are then connected in series to form a string, and multiple strings can be connected in 
parallel for larger systems. For a grid connected PV system, the DC output from the strings 
must be converted into AC using an inverter (Figure 7). The inverter performs other functions 
including: 
 Maximum power point tracking (MPPT). 
 Earth fault monitoring of the DC array wiring. 
 Loss of mains protection to protect the utility electrical network.  
 Condition monitoring & visual display. 
The number of modules connected in series and strings in parallel depend on the desired power 
rating of the system and the specification of the inverter.  
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Figure 6: A solar PV system as a system of systems. 
 
The PV module can be considered as a ‘system’ and the complete PV system of modules, 
inverter(s) and auxiliary components as a ‘system of systems’. A definition of system of systems 
is given in paragraph 4.1.1. The physical electrical & mechanical infrastructure of a photovoltaic 
system discussed here should be differentiated from software used to model its performance 
which can also be considered a system but is described later in this work. 
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Figure 7: Simplified schematic of a typical grid connected PV system. 
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2.3 PV Device Performance Models 
PV systems frequently under or over perform the yields predicted by performance modelling 
packages, either because not all the loss factors have been taken into consideration, the 
irradiance varied from the predictions or the programs do not accurately model the real-world 
performance of systems [22, 38]. At the core of any PV system performance model are 
algorithms which predict the performance of PV cells. There are several distinct mathematical 
approaches used to model PV cell performance (Figure 8), which are described below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: Venn diagram of key PV device models (arrows indicate models largely derived from 
earlier models) 
 
2.3.1 Physical device models 
Physical device models, such as the two diode model for crystalline silicon cells, have a large 
number of parameters that are usually not publicly available for PV modules. This means that  
where these models are used in PV modelling software, including PV-Syst [19, 39-41], PV-
Design Pro [42] and TRNSYS [43], they must be inferred from limited available public datasheet 
values, which are ISC, VOC, IMPP and VMPP. As a result there may be considerable uncertainty in 
the way these models are used. 
 
PV device models- 3 main types [9-11] 
 Physical device models Power based models 
 
Efficiency based models 
 
1 diode model 
Measure correlate 
predict-MCP [17] 
Realistic reporting 
conditions -RRC [12-15]
2 diode models 
 
I-V translation  
Matrix methods [3-8] 
Zenit Method 
(Fraunhofer institute) 
Site-specific energy 
[10] 
Empirical methods 
ASTM E1036-96 [18] 
[13] [23]
SANDIA model 
[1, 2] 
Dependable capacity 
rating [4, 22] 
ESTI-ER Method (JRC) 
[21] Also by ISAAC 
On-Line Yearly Yield 
Simulator (ECN) 
IEC 60891 [16] 
PV Syst [19] 
PV*Sol[20] 
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2.3.2 Semi-empirical models 
Semi-empirical models are widely used for yield prediction. Parameters are fitted from data 
measured outdoors under specified conditions and used in formulae to predict performance 
under the conditions being modelled. The formulae will include relevance to the physical device 
properties hence the term semi-empirical. One such model is ‘Realistic Reporting Conditions 
(RRC)’ [12]. 
 
2.3.2.1 Realistic Reporting Conditions (RRC) 
The RRC method is based on the difference between the real annual efficiency of an array 
ηannual and the datasheet efficiency of the array at standard test conditions (STC) ηSTC	 
 ߟ஺௡௡௨௔௟ ൌ ׬௉೐೗ .ௗ௧׬ீ.ௗ௧ ൈ஺ (1-6)
The final algorithm for calculating ߟ஺௡௡௨௔௟ is  
 ߟ஺௡௡௨௔௟ ൌ ௥ಸ . ௥೅ . ఎೄ೅಴ (1-7)
Where 
ீݎ 		 = reduction factor for irradiance, 
்ݎ 			 = reduction factor for temperature, the full derivation is given in [44, 45].  
The following formula for the reduction factor is based on polynomial irradiance efficiency 
formula, which can be used for many PV devices 
 ீݎ 		 ൌ 	 ଵఎೄ೅಴ . ቀܥ଴ ൅ ܥଵ൅ .
ௌಸమ
ௌಸభ ൅ ܥଶ
ௌಸయ
ௌಸభቁ  (1-8)
 
Where  
ܥ଴, ܥଵ and ܥଶ are the polynomial parameters for irradiance-efficiency dependence determined by 
indoor or outdoor measurements 
ܵீଵ , ܵீଶ and  ܵீଷ are irradiance sums taken from standard meteorological data for the 
proposed site, as per: 
   ܵீଵ ൌ ∑ ܩ௜௧௜     ܵீଶ ∑ ܩ௜ଶ௧௜     ܵீଷ ∑ ܩ௜ଷ௧௜  (1-9)
The temperature reduction factor ࢘ࢀ		is calculated as follows, assuming a linear relationship with 
irradiance: 
 ்ݎ 		 ൌ 	 ሺ1 െ 25ߙሻ ൅ ߙ ܥ଴ . ܵீଵ் ൅ ܥଵ. ܵீଶ் ൅ ܥଶ . ܵீଷ்	ܥ଴ . ܵீଵ ൅ ܥଵ. ܵீଶ ൅ ܥଶ . ܵீଷ  (1-10)
Where ߙ	is the temperature variation with respect to 25°C. ܵீଵ், ܵீଶ்,	 ܵீଷ், are the irradiance 
weighted temperature sums calculated as: 
   ܵீଵ் ൌ ∑ ܩ௜௧௜ . ௜ܶ   ܵீଶ் ∑ ܩ௜ଶ௧௜ . ௜ܶ   ܵீଷ் ∑ ܩ௜ଷ௧௜ . ௜ܶ (1-11)
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The RRC method enables performance for a given system to be calculated with high accuracy, 
using only a limited number of measurements  ߙ, ܥ0, ܥ1 and ܥଶ 
 
2.3.3 Power-based models 
There are various models which predict performance based on the module power rating, some 
empirically and some using a matrix of irradiance and module temperature. [3-8]. Of two 
methods developed by Pacific Gas and Electric Co., one uses half-hourly averages from 
summer measurements. The other uses multiple linear regression analysis on measured power 
output data in reference conditions (1000W/m2 and 20°C) to predict the power at a particular 
location [10, 15] . 
 
2.3.4 Efficiency based models 
2.3.4.1 Measure correlate predict (MCP) models 
MCP model attempt to correlate the output parameters ( energy yield) from the input 
parameters (system and meteorological data) using empirically derived coefficients  without 
attempting to make any cause and effect link with the underlying physics, for example [17]. 
MCP models may either use a detailed method looking at losses from individual balance of 
system (BOS) components as in [46] or approaches with more assumptions about BOS losses 
as in [47]. The MCP model is used by the PV Watts design package [48]. 
 
2.3.5 Matrix models 
There are two key energy ratings models under discussion. These are the ESTI_ER energy 
rating methodology proposed by the European Union Joint Research Centre [49] and the more 
complex proposed IEC 61853 photovoltaic (PV) module performance testing and energy rating 
standard [50].  
 
2.3.5.1 ESTI energy rating methodology. 
This method is similar to the IEC61853 method in that it uses matrices of PMPP, ISC, VOC, except 
the irradiance and temperatures (rows and columns) differ from IEC 61853. These matrices can 
either be referenced to irradiances and temperatures in a time series simulation or frequency of 
given irradiances and temperatures from 2D histograms representing their distribution. The 
fundamental equation used in the ESTI energy rating methodology [49, 51, 52] is given in 
equation 1-17: 
 
௠ܲ		ሺܩ௜ ௠ܶሻ ൌ 	 ௠ܲ ܩ௜ܩ௢ . ሺ1 ൅ ߙ௜ሺ ௠ܶ െ ଴ܶሻሻ
∗ ቈ1 ൅ ܥଵ lnሺ ܩ௜ܩ௢ሻ ൅ ܥଶ ൬lnሺ
ܩ௜
ܩ௢ሻ൰
ଶ
൅ ߚ௩ሺ ௠ܶ െ ଴ܶሻ቉ 
(1-12)
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Where 
௠ܲ		   = The PV module power at the maximum power point (MPP), 
௠ܶ   = The PV module temperature, 
ܩ௜   = The irradiance in the module plane,  
଴ܶ and ܩ௢  = Module temperature and irradiance at standard testing conditions (STC), 
௠ܲ  = The MPP power at STC,  
ߙ௜, ߚ௩, ܥଵ and ܥଶ are empirical parameters determined from measured data by  curve fitting. 
 
2.3.5.2 Proposed IEC 61853: Photovoltaic (PV) module performance testing and energy rating. 
At present the choice of solar PV module will be influenced heavily by the power rating (PSTC) 
value published by the manufacturer. Solar PV performance models typically use the PSTC value 
to predict the performance of the module (see above). These models often do not consider 
factors affecting module performance, such as spectral effects. Module power ratings are based 
on a synthesised set of environmental conditions (STC), which are rarely if ever replicated in 
outdoor conditions. For example, in most climates if a module is exposed to 1000W/m2 
continuously, its cell temperature will quickly rise to above 25oC, the only exceptions being in 
areas with either very low ambient temperature and/or very high wind speed.   
The proposed IEC 61853 aims to improve the situation by including an energy rating for solar 
panels on manufacturer’s datasheets derived from a wider range of environmental conditions. 
This standard will consist of four parts: 
1) Irradiance and temperature performance measurements and power rating. (published 2011) 
2) Spectral response, incidence angle and operating temperature measurements. (consultation 
in 2010). 
3) Energy rating of PV modules (proposed). 
4) Standard datasets (proposed). 
Figure 9 shows the fundamental flow diagram for IEC61853. The datasheet values required are 
not currently produced in manufacturers datasheets, so this will require amendments to EN 
50380 2002 “Datasheet and nameplate information for photovoltaic modules”. At present, EN 
50380 requires the following information: 
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Part Requirement 
3.3.1 PMAX, ISC, VOC and VMPP at STC (1 000 W/m², (25 ± 2) °C, AM 1,5 according to EN 
60904-3)   
For a-Si modules, nominal and minimum values of maximum output power at STC 
must also be specified.  
3.3.2 PMAX, ISC, VOC and VMPP at 800 W/m², NOCT, AM 1,5  
3.3.3 Reduction of efficiency from an irradiance of 1000 W/m² to 200 W/m² (TModule = 25 
°C) following EN 60904-1 
 
In practice, many module manufacturers currently only provide the information required by 3.3.1 
of 50380. So the parameters ‘T(X) light transmission into the module’, and ‘spectral response’ 
will require new test processes to be adopted by manufacturers for new and existing modules to 
comply with IEC 61853. The absolute modelling error using 61853 energy yield models [50] was 
found to be 2% compared to 2.6% using the ESTI-JRC method [49], questions remain as to 
whether the additional costs of characterising modules to the 61853 methods are justified by the 
marginal improvement in accuracy [53].  
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Figure 9: Simplified flow diagram for the proposed module energy rating procedure [54] 
 
If fully developed and adopted IEC 61853 will improve and standardise the way energy yield is 
modelled and reduce the uncertainty of performance prediction if module manufacturers can be 
persuaded to provide more detailed module test data. 
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2.4 Energy yield performance of PV systems 
 
2.4.1 System Performance indicators 
For the stakeholders of a PV system it is imperative that the actual system performance is as 
predicted in the design phase and that the design performance is optimised for maximum return 
on investment. It is imperative that standard measures of performance prediction and 
measurement are used. Performance of PV systems is often quoted as the specific energy yield 
in kWh/kWp, calculated as: 
 Energy	YieldሺEଢ଼ሻ ൌ ൬෍ P୅த ൈ τ୰൰ P଴ൗ  (1-13)
P୅  = the PV system actual AC output power measured in kW, for given time-stamps at 
intervals of ߬௥ hours.  
P଴ = the PV array rated DC output power measured in kW. 
 
Performance Ratio ሺPR	ሻ is preferable for comparison of systems in different locations over 
Energy Yield, since it normalises climatic influences. The performance Ratio ሺPRሻ indicates the 
effect of losses due to array temperature, incomplete utilisation of the irradiation (spectral 
change and non-linearity), and system components. The IEC definition of performance ratio is 
as follows[55]: 
 Performance RatioሺPRሻ ൌ Actual energy yieldOptimum generation (1-14)
Where  
 Optimum	generation	ሺkWhሻ
ൌ irradiation ሺkWh/m2ሻ ∗ Array rated power at	STC	ሺkWpሻ
∗ Module	efficiency 
 
(1-15)
 
2.4.2 Overview of system loss attribution 
The energy converted in a PV system passes through a number of thresholds where energy 
may be lost (passing out of the system), as shown in Figure 10. This section describes the main 
causes of energy loss and how it may be minimised. Optical losses, such as shading, dust and 
non-ideal angle of incidence and how they are modelled is described in detail in chapters 4 and 
5. 
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Figure 10: Losses in PV system aggregated from studies in Europe and Japan [56-60]. 
 
2.4.3  DC cable losses 
The DC cables between the PV modules and the inverter cause ohmic energy loss as heat 
dissipation, where the voltage drop V is 
 ܸ ൌ ܫ ቀߩ ௟஺ቁ  (1-16)
Where 
ܫ  = Current,  
ߩ  = Resistivity of copper (1.72x10-8 Ωm)  
݈ = Cable length  
ܣ  = Cable cross-sectional area. 
If the DC voltage of the array and inverter are not well matched, the array voltage may be 
outside the MPPT voltage of the inverter under certain conditions. This occurrence will be more 
common where there is significant voltage drop in the DC cable. Excessive DC voltage drops 
also mean the voltage measured by the inverter changes with current, this can also lead to 
incorrect MPPT operation. So voltage drop also causes MPPT losses. 
The UK PV installation guidelines [61] recommend a maximum DC voltage drop of 1%. But this 
specification may not be justified if the array and inverter voltages are well matched, especially 
in view of rising commodity prices for copper.  The relationship between cable length, current 
and voltage for 1% voltage drop is shown in Figure 11 and Figure 12. 
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Figure 11: Maximum cable lengths for 1% 
voltage drop with 4mm2 PV cable 
Figure 12: Maximum cable lengths for 1% 
voltage drop with 6mm2 PV cable 
 
 
2.4.4 Inverter performance  
Inverters may be designed for single modules, single strings or multiple strings. Multiple string 
inverters may or may not have separate maximum power point tracking for each string [62]. 
The main electronic building blocks of a typical grid connected PV inverter with single maximum 
power point tracker are shown in Figure 13. 
 
 
 
 
 
 
 
 
 
 
 
Figure 13: Block diagram of grid connected PV inverter 
 
In this project, the inverter is treated as two ‘black box’ sub-systems:  
 Maximum Power Point Tracking (MPPT) 
 DC-AC Conversion 
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2.4.5 Maximum Power Point Tracking (MPPT). 
The IV curve for a PV module for a constant module temperature and fixed irradiance is shown 
in Figure 14. In order to achieve maximum array performance, the inverter must vary the current 
drawn from the module. This controls the module voltage and operates the module at the 
maximum power point (MPP) of the module IV curve. This is known as maximum power point 
tracking (MPPT). The IV curve of the sub-array connected to the inverter is the same shape as 
the module IV curve, with voltage and current multiplied by number of modules in series and 
parallel respectively.  
 
The actual maximum power point of the array will vary constantly, depending on the irradiance 
and solar spectrum incident on each cell and the cell temperature. The shape of the IV curve 
may also be distorted by any shading, mismatch or ageing.  
 
 
Figure 14: Typical IV curve for a PV module for a constant module temperature and fixed 
irradiance. 
 
There are a large number of algorithms used by inverters to track the MPP [63], the most 
common method is perturb and observe (P&O). There is no such thing as a perfect MPPT 
algorithm, any algorithm is a trade-off between speed and voltage resolution. High resolution 
means low speed but high accuracy and vice versa. All inverters iterate around the MPP or 
otherwise take measurements at regular time intervals so that even the best algorithm will 
spend a portion of the time slightly off of the MPP. Note that the different MPPT algorithms may 
require different circuitry, so other factors in the inverter design process often mean that the 
MPPT algorithms used in mass-market inverters do not offer maximum theoretical efficiency.  
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MPPT efficiency is defined as: 
 
ߟெ௉௉் ൌ
׬ ஽ܲ஼ሺݐሻ ∙ ݀ݐ்ಾ଴
׬ ெܲ௉௉ሺݐሻ ∙ ݀ݐ்ಾ଴
 (1-17)
Where  
஽ܲ஼ሺݐሻ = instantaneous value of the power drawn by the device under test. 
ெܲ௉௉ሺݐሻ = instantaneous value of the MPP power provided theoretically by the PV array (or 
simulator). 
 
A typical setup used to measure inverter efficiency is shown in Figure 15. 
 
Figure 15: CREST-APV inverter test rig as specified by BS EN 50530 [64]   
 
2.4.6 DC: AC Inverter losses 
The inverter conversion efficiency, energetic (ߟ௖௢௡௩)	is	defined	as	
 
ߟ௖௢௡௩ ൌ
׬ ஺ܲ஼ሺݐሻ ∙ ݀ݐ்ಾ଴
׬ ஽ܲ஼ሺݐሻ ∙ ݀ݐ்ಾ଴
 (1-18)
Where 
஺ܲ஼ሺݐሻ = instantaneous value of the delivered power at the AC terminal of the device under test. 
஽ܲ஼ሺݐሻ	= instantaneous value of the accepted power at the DC terminal of the device under test.  
The overall efficiency, energetic	 (ߟ௧)	must take account of both DC-AC conversion and MPPT 
tracking losses[65], so it is defined as 
 
ߟ௧ ൌ
׬ ஺ܲ஼ሺݐሻ ∙ ݀ݐ்ಾ଴
׬ ெܲ௉௉ሺݐሻ ∙ ݀ݐ்ಾ଴
 
= ߟ௖௢௡௩ ∙ ߟெ௉௉் 
(1-19)
The MPPT, voltage dependent, and power dependent components of inverter efficiency exist 
only as theoretical values, since the inverter circuits are mutually dependent. In practice the 
power can be measured usually only at the input and output terminals. Furthermore MPP losses 
manifest as lower power at the input terminals of the inverter so from outdoor measurements 
they may be attributed as an array loss. 
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The inverter efficiency varies with the power being converted, since there are linear losses from 
power conversion components in addition to static efficiency losses from the control circuits. 
This means that the percentage efficiency is greater at higher power input when the static 
efficiency losses account for a smaller proportion of the inverter power output, see Figure 16. 
 
 
Figure 16:  Measured power – efficiency curves for a selection of string and single module 
inverter types. 
 
This efficiency is measured under static conditions (i.e. a stable array IV curve is presented to 
the input terminals for a sustained period of time), but inverter performance is affected 
significantly by its ability to respond to changing DC array output, so dynamic efficiency is also 
now included in standards [64]. Dynamic efficiency is measured with array power cycling 60 
times from 30-100% of full power with ramp times from 7 to 70 seconds, also cycling 75 times 
from 100-500W/m2 with ramp times from 8 to 800 seconds as shown in Figure 17. 
 
 
Figure 17: Dynamic MPPT scenarios measured 
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 Dynamic efficiency is measured for the duration of these test cycles and calculated from 
measurements according to: 
 ߟெ௉௉்ௗ௬௡ ൌ 1∑ ெܲ௉௉,௉௏ௌ,௝ ∙ ∆ ௝ܶ௝ ෍ܷ஽஼,௜ ∙ ܫ஽஼,௜ ∙ ∆ ௜ܶ௜
	 (1-20)
Where  
∆ ௝ܶ  = period in which the power ெܲ௉௉,௉௏ௌ,௝  is provided. 
∆ ௜ܶ  = period in which the power ܷ஽஼,௜and ܫ஽஼,௜  are sampled 
 
The inverter’s percentage power losses will depend on the power they are converting, which is 
proportional to the irradiance. Integrated over time this means inverters in areas with higher 
annual irradiation will generally have lower percentage losses, depending on the sizing ratio and 
specific inverter characteristics. The irradiance energy distribution for Loughborough is shown in 
Figure 18. 
 
Figure 18: Irradiance distribution curve for Loughborough. Data binned from 1 minute time 
series data spot sampled from measurements at 5 second intervals from October 2011 to 
October 2012.  Irradiance measured horizontally with Kipp & Zonen CMP11 pyranometer. 
 
In order to compare different inverters by efficiency, the Euro efficiency is used. This is based 
on a central European irradiance distribution, meaning that actual average efficiency will be 
better or worse at lower or higher latitudes respectively. Euro efficiency is calculated as: 
 ߟா௨௥௢ ൌ 0.03	 ൈ ߟହ% ൅ 	0.06	 ൈ ߟଵ଴% ൅ 0.13 ൈ ߟଶ଴% ൅ 0.1 ൈ ߟଷ଴% ൅ 0.48	 ൈ	ߟହ଴%
൅ 0.2	 ൈ	ߟଵ଴଴% 
(1-21)
 
European efficiency has been criticised for several limitations. The weighting factors do not 
represent all European climates and the efficiency value does not consider whether the system 
will operate at the rated voltage, so alternative approaches with separate coefficients for climate 
and voltage have been proposed [66].  
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Euro efficiency is normally only measured by manufacturers at the nominal DC input voltage, 
which disregards the effect the DC voltage has on efficiency. The IEC standard 61683 [64] 
requires inverters to be tested at 25°C +/- 2°C and at three voltages: minimum input voltage, 
nominal voltage and 90% of maximum input voltage. The downside of this approach is that it 
might encourage manufacturers to specify narrower DC voltage limits in order to achieve higher 
datasheet efficiencies. 
 
The lower inverter efficiency at lower irradiation sites can sometimes be mitigated by under-
sizing the inverter’s nominal rated power (PACNOM) relative to the array power (PMPP) so the 
inverter operates above the knee of the inverter efficiency curve as shown in Figure 16. 
 
The array generates a high proportion of its energy at low irradiances so the improvement in 
average inverter efficiency outweighs any clipping of power output at maximum irradiance. The 
percentage inverter under-sizing must be chosen carefully according to irradiation and shading, 
but there will also be commercial factors affecting choice of equipment. The step changes in 
typical inverter sizes for example 1.5, 2kW, 3kW mean  there is limited scope to set the inverter 
under-sizing to a precise value. 
Most research on array-inverter sizing ratio has been done with simulation [67, 68]. Those 
which consider sizing using complete system data only look at single systems [69, 70] or a 
small number of systems [71].  
A review of papers on array – inverter sizing is given in [72]. Inverter sizing must take into 
account the climate of the location. The accuracy of the result will depend on the resolution of 
the meteorological data [73-75] and may be affected by cloud enhancements [76]. There can be 
a difference between the optimum size for energy output and the optimum size ratio for 
economic performance, a higher sizing ratio would be used if the inverter is sized with respect 
to investment cost [77]. The optimum sizing ratio will vary depending on the shape of the 
inverter efficiency curve [78], in general inverters manufactured now have efficiency curves with 
a higher low-load performance than those manufactured twenty years ago, recent research in 
Southern Europe do not  recommend under-sizing the inverter [79, 80], but this would not apply 
to the UK where irradiation is distributed towards lower irradiance conditions. It has been 
proposed to relax inverter over-current-protection to prevent power limiting during high 
irradiance combined with improved cooling [81], however this approach risks reduced 
component MTTF, problems with power quality with high penetrations of solar PV and would not 
comply with regulatory requirements which often require PV systems to be specified with a 
specific maximum power output. 
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The limitation of previous research is that it does not fully consider that the inverter–array sizing 
ratio is one of several interconnected factors the designer must optimise for, which include 
 Array – Inverter power ratio. 
 Array voltage within inverter MPPT range under all operating conditions. 
 Array, sub-array or string current within inverter limits under all operating conditions. 
The large number of research papers on inverter – array power matching and paucity of 
research on array-inverter voltage matching manifests in an over-emphasis on power ratio in 
review papers [82] and guidelines [83, 84] which may be misleading to the designer. 
 
2.4.7 AC Cable losses 
AC cables cause the same ohmic losses as the DC cables as described in paragraph 2.4.3. 
Electrical distribution utilities require inverters to disconnect if their AC voltage is outside the 
allowable range (207-264V in the UK), to prevent damage to other equipment on the network. 
This is called under/over-voltage protection. If there is excessive voltage drop in the AC inverter 
cable this would cause the under/over-voltage trip to disconnect, even if the voltage at the 
metering point is within the acceptable range, so would be ‘nuisance tripping’. It is difficult to 
specify a generic requirement for voltage drop in PV system AC cabling, because the frequency 
of nuisance tripping is governed by three key factors: 
 Utility requirements for protection settings (the allowable voltage operating range). 
 Real operating voltage range of the electrical supply at the point of connection. 
 Cable length between the point of connection and the protection relay or inverter. 
At present the AC cable must be designed to limit the maximum voltage drop to 1% to comply 
with UK guidelines. This generic approach may result in cables being oversized and spending 
more than is really necessary on copper. Alternatively cables may be under-sized, resulting in 
frequent nuisance tripping and loss of generation. Where PV systems are retrofitted to existing 
connections, AC cable sizing could be better informed by measuring the voltage range over a 
period of time at the point of connection. This would result in frequency distribution data for 
minimum and maximum voltage at the point of connection. Once this data is available it is then 
easier to model what would be the frequency distribution of minimum and maximum voltage at 
the inverter or protection relay based on the cable voltage drop. 
 
2.4.8 Review of loss analysis research 
Several large scale projects have published loss data from monitored PV systems. It was 
difficult in some cases to aggregate or compare loss factors from multiple projects, because 
losses may have been apportioned differently, or apportionment may be unclear. There may be 
differences in physical setup, monitoring setup and experimental uncertainty. There may also be 
variations in how losses were calculated from measurements, since measurements can only be 
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taken at a limited number of points in the PV system (irradiance in, DC power from array, AC 
power from inverter). Separation of system losses using outdoor measurements relies on 
models incorporating certain assumptions. PV system loss analysis from five papers [56-60] is 
detailed in Table 1 and aggregated in Figure 19 to provide a pictorial representation.  
 
 
Project Name 
CUEPE 
SIG,  
[56] 
CUEPE / 
TPG, 
[56] 
EUREKA 
Alpsolar 
[57] 
NEDO 
[58] 
NEDO 
[59] 
NEDO
[60] 
Mean 
Location+ CH CH AT;DE;FI JP JP JP  
Reporting date 1994 1994 1994 1998 1999 2001 1997 
Shading  1.7 1  4.1 4.7 4 3.1 
Snow on modules   32     
Non-ideal incident angle  NR* NR*    1 1 
Module mismatch/ 
spectral 
9.8 11    NR* 10.4 
DC cable  2.1 NR* 1*****  NR* NR* 2.1 
Array temperature 2.8 0.5  2.2 2 4 2.3 
MPP 4.5 7.2     5.9 
Array : Inverter mismatch 2.3 N/A  5.1 4.7 9 5.3 
Inverter Losses  13.2 N/A 40*** 6.9 6.8 6 8.2 
AC cable  NR* NR* 9****   NR* 9 
Other (Faults, dust)   1 9 6.7** 10.2** 9** 5 
Table 1: Table of PV array losses reported by various field trials, all figures are the % of theoretical 
maximum energy lost.  
NR: Not investigated or not reported as separate item. N/A Not applicable 
+ ISO3166-1 country codes: CH=Switzerland, AT=Austria; DE=Germany; FI-Finland; JP=Japan;  
** Including module soiling, non-ideal incident angle; dc cable losses;   
*** Including Inverter failures 
**** AC fuses (presumably due to fuse failure) 
 
Losses due to shading averaged 4.3% (or 15% of all losses); this is the second largest single 
cause of performance reduction after inverter losses. Minimisation of shading and inverter 
losses was therefore identified as a priority area for further research.  
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Figure 19: Aggregated typical losses in a PV system derived from [56-60] 
 
 
The losses in the PV cell itself are omitted from the above studies since they are out of the 
control of the PV system designer once the module type has been chosen.  
 
 
2.5 Financial performance of PV projects 
 
2.5.1 Financial indicators 
Assuming the PV system project is financed using debt capital which accrues compound 
interest. The total cost of interest is 
 ܥ௜௡௧ ൌ ܥ௦௬௦௧ ൈ ሾሺ1 ൅ ݎሻ௠ െ 1ሿ (1-22)
Where 
ܥ௜௡௧  = the total compound interest over the period of the loan (€); 
ܥ௦௬௦௧  = the total amount borrowed (in this case the capital cost of the system); 
ݎ  = the interest rate chargeable over each period 
݉  = the number of periods. 
 
2.5.1.1 Levelised cost of energy 
Levelised cost of energy (ܥ௟௘௩) is the total cost of generating energy once all costs have been 
incorporated. This includes, for example, capital investment; operation and maintenance; cost of 
capital, according to [85]: 
 ܥ௟௘௩ሺ€/kWhሻ ൌ ஼ೞ೤ೞା ஼೘ೌ೔೙೟ ା ஼೔೙೟∑ ∑ ൫ாೞ೐೗,೏,೓ା ாೞೌ೗,೏,೓൯೓೏    (1-23)
 
Where  
ܥ௦௬௦  = System cost (€); 
 ܥ௠௔௜௡௧  = Operation and maintenance cost (€); 
	ܥ௜௡௧   = the total compound interest over the period of the loan (€); 
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 Σd   = integrated for days in a year; 
 Σh   = integrated for hours in a day; 
 ܧ௦௘௟,ௗ,௛  = Electricity used internally (kWh); 
 ܧ௦௔௟,ௗ,௛ = Electricity sales to utility (kWh); 
 
The above equation can also be simplified to calculate levelised cost from annual energy 
production (from [86]): 
 ܥ௟௘௩ሺ€/kWhሻ ൌ ஼ೞ೤ೞା ஼೘ೌ೔೙೟ା ஼೔೙೟୬ ൈ ୉౦౨౥ౚ    (1-24)
Where n  = operating life of system in years and E୮୰୭ୢ = annual energy production. 
 
For commercial systems the financial assessment must fully internalise all the costs including 
those of operation and maintenance and of capital. 
 
 
2.6 Chapter Conclusions 
 
This chapter described the background theory of solar PV systems and how they are designed. 
The solar cell is the smallest subsystem within a PV system, types of solar cell and their 
algebraic definition is described, and the main types of cell used for outdoor systems are 
introduced. Whilst the fundamentals of PV systems are simple, accurately modelling the 
performance of systems is complex and requires input of a large number of parameters. The 
various approaches to modelling of PV systems were described. 
 
A review of previous research on system losses identified that losses due to shading are a 
major contributor to overall system losses, justifying further research which is described in 
chapters 3, 4 and 5.  
 
Whilst it was essential to place this project in the context of the fundamentals of PV system 
performance in this chapter, there are concerns that commercial software for PV system design 
and modelling is not designed with a strong enough user focus. Therefore the next chapter will 
review the PV system design process from the point of view of the designer. This work will 
inform the development of a PV system design framework. 
 
An overview of the financial performance was presented, but a more detailed understanding of 
system costings is needed to further inform the development of a new modelling framework and 
there is scope to improve on currently available tools, with a stronger focus on the designer and 
developer of systems. This review of costings is also presented in the next chapter. 
Review of the Photovoltaic System Design Process 
31 
 
3. Review of the Photovoltaic System Design Process 
 
3.1 Introduction to PV system design 
 
This project is primarily concerned with improving the performance of solar PV systems through 
improved design processes. Before these processes can be improved upon, they first need to 
be reviewed and analysed following the basic principles of systems engineering that the 
problem must be fully understood before designing the solution. This chapter reviews the 
current processes used in the design and performance prediction of grid connected solar 
photovoltaic (PV) systems. These processes include generic software tools like spreadsheets 
and computer aided design (CAD) and programs specific to the solar industry. In some 
organisations the process may be tightly controlled but often they are not, relying on the 
diligence of individual designers. This analysis of the design process will form the basis for the 
systems architecture, development and validation of a new PV system modelling framework in 
the next chapter. In particular the energy losses identified in the design process for PV systems 
will be analysed to identify what aspects of the system design should be priorities for 
optimisation.  
 
The author was embedded in the design team of the IKEA Solar PV Pilot project, which 
developed four rooftop PV systems totalling a megawatt of installed capacity across four 
countries. The project was used as a case study, to observe the current design practices for 
large scale PV systems and identify the shortcomings where processes could be improved upon 
in later work packages described later in this thesis. 
 
The key objective of the work described in this chapter was to analyse the design process and 
systematically identify and record the requirements of the proposed SolaSIM PV design tool.  
Requirements were captured from the authors’ observations of the design process and from 
interviews with PV system designers. Formally identified requirements are recorded in the test 
in the following format: 
Requirement generated: ID 
The tool shall export financial costings UR 5.1 
 
A complete list of the requirements with their requirement index (ID) is provided in appendix 4. 
The prefixes used in the IDs are UR: User Requirement, SR System requirement, DS: Design 
specification. By definition the requirements generated in this chapter are all user requirements. 
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3.2 Use of Systems Engineering approaches in project development 
 
The classic failing of many engineering projects is that they finish behind schedule and 
overspend their budget allocation. These failings may be due to: 
 Failure to fully define the requirements of the project 
 Re-work due to design changes and unintended consequences of design changes  
 Failure to account for human factors. 
These same issues may apply to any engineering sector – software, construction, aeronautical, 
or telecoms for example. 
 
Systems engineering aims to solve these common failings in engineering projects by using a 
more structured, process driven approach to engineering project development and 
implementation. 
 
Traditional approaches to engineering tended to jump directly from a problem to a solution. This 
premature decision making leads to a large number of later redesigns, the cost of rework in the 
construction industry may be as high as 10% of project cost [87]. The fundamental argument 
made for systems engineering is that it presents a set of tools to rigorously investigate and 
understand the problem. A range of solutions is generated and the best solution or groups of 
solutions then selected to solve the problem on the basis of robust comparison. 
 
There is also a tendency in engineering projects to do design work on a ‘just-in time’ basis. 
Managers often commit design resource to projects at the latest possible moment, to minimise 
the risks from committing resources on projects which may be cancelled by the financiers, also 
to improve their company cash flow. Advocates of systems engineering observe that this 
approach leads to oversights, errors and costly design changes. Protagonists of systems 
engineering propose that more of the detailed design work should be done earlier in the project. 
In this way problems in the design are more likely to have been identified and rectified when the 
project enters the build phase. There is a significant challenge for engineers to convince their 
managers of the benefits of this approach.  
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Systems is a broad subject area which incorporates a number of distinct sub-domains, 
including:  
 Human Factors 
 Soft Systems Methodology 
 Systems Architecture. 
 System of Systems 
 Engineering 
This project has a particular focus on systems architecture, but draws also the other sub-
domains of systems engineering. 
 
Systems engineering is relevant to this project on two levels. Firstly, systems engineering is 
generally not used by developers of PV systems but cost over-runs are common, so there may 
be potential to improve solar PV systems projects using systems engineering tools. The review 
of the PV system design process described in this chapter was conducted in a systems 
engineering context, a key deliverable of the design review was to establish whether systems 
engineering approaches could be used to improve the design process for PV systems.  
 
Secondly, the architecture for a modelling framework for PV system performance prediction was 
developed as a result of the design review. Systems engineering and in particular systems 
architecture approaches were used in the development of SolaSIM. 
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3.3 The design process for solar PV systems 
 
There are two distinct systems described in this thesis, the physical photovoltaic system and the 
software system used to model it, this section describes the former. In common with many 
engineering sectors the development of a solar PV energy system passes through the following 
phases: 
 Pre-feasibility. 
 Feasibility study. 
 Detailed design. 
 Construction. 
 Inspection, testing and commissioning. 
 Snagging (if any). 
 Handover. 
This project focuses primarily on the detailed design phase, though the software tools used for 
detailed design can also be used for the feasibility study (or simplified versions of them). Once 
the feasibility of a site has been confirmed and contracts signed, this detailed design of the PV 
system can begin, which includes: 
 Make and model of PV modules and inverters. 
 Type of mounting system. 
 Grid connection arrangement. 
 Type, size and location of all cables. 
 Monitoring. 
The detailed design process is shown in the flow diagram in Figure 20. 
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Figure 20: Flow diagram summarising the detailed design process used for large scale solar PV 
systems. 
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3.3.1 Requirements for the detailed design 
The high level requirements of a typical PV system detailed design, identified using systemic 
textual analysis [88] are tabulated in appendix 4. To design a PV system for maximum return on 
investment, the developer must optimise between the capital cost, annual energy output and 
system lifetime as shown in Figure 21. 
 
Figure 21: Relationship of factors affecting levelised cost of energy (LCOE) and profit margin  
Each of the 3 LCOE cost factors identified in Figure 21 is itself affected by multiple factors; the 
main factors are shown in Table 2.  
Minimise costs Maximise Yield Maximise Lifespan 
Electrical connection Module and Inverter performance Module and inverter warranties 
Mounting system Shading UV degradation 
Modules Tilt and azimuth Corrosion 
Inverter(s) Dust and albedo Humidity / frost effects 
Balance of system Cable sizing Wind damage 
Labour Electrical protection Thermal cycling 
Design / approvals Thermal design of array Electrical faults 
Maintenance   
Cost of finance   
Table 2: Table of key factors affecting the levelised cost of energy (LCOE) and rate of return 
(IRR) and their sub-components. 
 
The design decisions which affect cost are well understood, but the impact of design decisions 
on yield are less well understood and the impact on lifespan much less, since information about 
failure rates of PV system components is often not readily available. It is difficult for designers to 
justify a decision to use a more expensive component which might increase system life, if it is 
based only on anecdotal information.  
 
If a buyer of a PV system has to choose between two or more quotations for systems being 
offered at differing capital costs, this relationship may not be clear to the client. It may be difficult 
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to quantity clearly to the client what the benefit of additional capital expenditure is in terms of 
yield. 
For example, a higher efficiency module will increase capital expenditure and interest 
payments; these may not be justified by the increased energy generation. Table 3 shows a 
comparison of 6 different PV modules with module efficiencies of 4.7% to 18.1%. In this 
example the shortest payback time and highest internal rate of return (IRR) is achieved with 
neither the least nor most efficient modules. Note that the data used in this table was gathered 
from real project data in 2009. Costs per Watt have reduced considerably between 2009 and 
the publication of this report, but the fundamental relationships between the costs and 
efficiencies remain the same. 
Technology aSi 
aSi + 
uSi CIS mcSi mcSi scSi 
Module efficiency (%) 4.7 8.5 10.9 12.4 13.0 18.1 
Array power (kWp) 48.96 45.36 23.04 22.68 49.02 48.6 
Array area (m) 1044 531 210 184 376 269 
Yield (kWh/kWp/Yr) 829 948 955 957 951 955 
Yield (kWh/m2/Yr) 38.9 80.9 104.8 118.2 123.9 172.7 
Module €/W 3.6 2.54 3.68 2.8 2.99 3.87 
Installed €/W 5 4.64 5.78 4.9 5.09 5.97 
Installed €/m2 234 396 634 605 663 1079 
IRR % 5.2 6.3 6.9 6.9 6.9 4.5 
Payback time 14 12 12 12 12 15 
Table 3: Comparison of financial return of different PV technologies. Costs are from June 2010, 
Yields calculated with PVSyst [39] using Meteonorm [89] weather data for Gent, Belgium. 
 
The analysis in Table 3 assumes that the degradation rate is the same for all modules. In 
practise crystalline module generally have longer performance guarantees than thin film 
modules. However, manufacturers’ performance guarantees may not give an accurate 
indication of degradation rates. 
 
A priority requirement of this project is to deliver a modelling framework which can optimise 
between all three of the key cost factors concurrently and show the relationship between them; 
this is not readily facilitated in commercially available PV software. 
 
For the factors which directly affect annual energy output, there is often a more clearly defined 
relationship between the design parameter and the impact on performance. These performance 
criteria are described in the next section. 
 
Requirement generated: ID 
The tool shall assist the user to optimise performance UR 4.7 
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3.3.2 Functionality of PV system design software. 
As demonstrated in the preceding summary in this chapter there are a complex set of variables 
which affect PV system performance and consequently yield and payback. There are various 
software packages available which PV designers use to model system performance taking the 
key variables into consideration. PV system design software packages can be used for three 
distinct tasks: 
 Assisting in appropriate selection of system components. 
 Predicting energy yield and financial payback from the system. 
 Enabling actual system performance to be compared with predicted values to check if 
system is performing as expected.  
The typical process used by PV design packages is shown in Figure 22. 
 
Figure 22: Flowchart of typical PV system design package, the flowchart is a classic system of 
systems, where each process could be expanded into a more detailed flowchart of that sub-
section of the process. 
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3.3.3 Currently available PV System design software 
The computational complexity of modelling PV system performance accurately necessitates 
using a software model. Various commercial models are available and commonly used by PV 
system designers and are reviewed in detail in [90]. The most commonly used packages are 
described below. The commercial packages generally include databases of meteorological data 
[89], module and inverter data.   
 
3.3.3.1 PVSyst 
PVSyst is a comprehensive package for desktop studies, design, simulation and data analysis 
of PV systems. If local data is not available, it is interpolated from satellite data using the 
Maxwell model [91]. Corrections for site horizon (far shading effects) and altitude are made 
using Meteonorm [89] approach. PVSyst uses both near and far shading models. It also 
incorporates a 3D CAD style design window to sketch shading object [19, 39]. Interviews with 
designers described in the next section identified that shading losses occur independently of 
series/parallel connection arrangement, revealing that the same irradiance after shading is 
assumed to apply to all modules in the array. 
 
3.3.3.2 PV*SOL 
PV*SOL is generally more user-friendly than PVSyst and therefore easier to learn [20]. It offers 
a similar set of tools to PVSyst in a similar user interface, but the detailed system design section 
is less comprehensive than that in PVSyst. For example, only near field shading is modelled (in 
2D). 
 
3.3.3.3 PVcad  
PVcad was developed by ISET (Institut für Solare Energieversorgungstechnik) [92]. It is an 
interesting tool which can import CAD drawings in DXF format and use PV array data from 
within layers and complex block hierarchies. PV cad can also import electrical circuit diagrams 
in the PSPICE format. PV cad has two key limitations, firstly it is aimed at Façades and roof-
integrated systems but not allow for multiple rows of pitched-roof mounted arrays, secondly it is 
currently only available in German. 
 
Various tools exist for performance prediction at feasibility level (PV-GIS[93], Retscreen[94], 
Sunny Design[95]) but their accuracy is inadequate for system financing so are not included 
here.  
 
3.3.4 Human factors in PV system design 
The effectiveness of PV design software depends heavily on user interaction. Previous research 
has identified that the same software can sometimes generate different results when operated 
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by different users, because the users had made different judgements when entering some of 
the parameters[96].  
 
Five users of PV design software were interviewed about their experiences using currently 
available software. The results of these interviews were used to generate user requirements for 
the proposed SolaSIM PV design tool, as shown in Table 4. 
 
Item Interview finding 
 
Requirement generated ID 
1 Large number of variables in the UI, 
unclear which ones are important to 
update 
The tool shall be easy to learn UR 
2.2 
2 Limited guidance on correct values to 
input, allows spurious inputs/results 
The tool shall have a user friendly 
interface  
UR 
2.1 
3 Shading losses did not vary for different 
electrical configuration, so cell mismatch 
not considered 
tool will model shading and 
performance for each cell 
UR 
5.8 
4 Some parameters difficult to optimise, 
effect on performance by slow trial and 
error 
The tool shall assist the user to 
optimise performance 
 
UR 
4.7 
5 Guidance on series/parallel configuration 
unclear 
The tool shall assist the user to 
configure the electrical layout 
UR 
4.2 
6 No guidance on string overcurrent 
protection given 
The tool shall assist the user to choose 
components 
UR 
4.1 
7 Cannot  import/trace photographs of 
shading objects/reflecting surfaces  
Not specified, possible future work 
 * 
8 Cannot import/export CAD layout 
drawings of system containing shading 
and row spacing data 
Not specified, possible future work 
 
 * 
9 Cannot import / export CAD electrical 
schematics containing series/parallel 
configuration 
Not specified, possible future work 
 
 * 
10 Cannot import/export bill of materials 
from/to spreadsheet or database files.  
The tool shall export a bill of materials 
in a standard format 
UR 
5.3 
11 Project data in closed format, cannot be 
imported/exported 
The tool shall allow project data to be 
exported in standard formats 
UR 
2.6 
12 Project data in closed format, cannot be 
imported/exported 
 
The tool will allow import of standard 
and custom PV system component 
data 
 
13 Can only save/load project data at specific 
points, inflexible 
The tool shall allow project data to be 
saved at any time 
UR 
2.5 
14 Met data available in the model was old, 
does not represent recent trends 
The tool will allow import of weather 
data from a variety of formats 
UR 
3.1 
15 Performance prediction overly pessimistic 
due to old met data 
The tool will allow import of weather 
data from a variety of formats 
UR 
3.1 
Table 4: Summary of User requirements generated from users of other PV design tools, 
detailed requirements tracking table is shown in appendix 4  
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Items 7 through to 9 identified integration with CAD packages as an important feature of future 
PV design packages, but the work required to build a CAD-style user interface or connect with 
AutoCAD software would be very significant. To add a CAD style interface to SolaSIM would not 
have been scientifically novel and the work involved not justified. During this project another PV 
design package with a CAD style GUI was released [97]. CAD functionality/connectivity was 
therefore not included in the requirements list, but would be an important addition if SolaSIM is 
developed further after this project. 
 
3.4 Case study of a PV design and build project: the IKEA Global PV Pilot Project 
In order to identify what aspects of the design process could be improved on and gather data on 
PV system costs it was decided that the author would be embedded in a project to develop 
rooftop PV systems in 4 countries worldwide. This work offered important insight into the design 
processes used and their limitations, the findings of this work were used to inform the 
development of the SolaSIM PV design tool. The objectives of the involvement in this project 
were to: 
 Understand the processes and tools used in the design of PV system 
 Identify limitations in processes and tools used 
 Include a monitoring system in the design which will generate scientifically useful data for 
validation of system performance models 
The first two outcomes are described in this chapter. The latter desired outcome was not fulfilled 
due to the demise of the consultancy company managing the project.  
 
3.4.1 Background to the IKEA PV Pilot project 
IKEA has a goal of using 100% Renewable Energy in all its buildings, under the ‘IKEA Goes 
Renewable’ project. This was initially achieved by purchasing ‘bundled’ renewable energy with a 
gradual transition to on-site generation [98]. Solar PV is attractive to IKEA due to the large area 
available on its roofs, facades and parking lots. Solar PV also has negligible operation and 
maintenance requirements. IKEA wanted to understand the issues associated with installing 
solar PV on the large warehouse-style buildings it uses.  
 
Requirement generated: ID 
The tool shall export financial costings UR 5.1 
 
During the feasibility study for this project, four sites were identified for PV system installation. 
The sites were all IKEA retail outlets at latitudes from 37o to 54o north (Figure 23 and Figure 24). 
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Figure 23: Geographical location of the 4 sites Figure 24: Köppen-Geiger classification [99]. 
 
 
The sites can be classified according to their Köppen-Geiger climatic zones [99] as follows: 
 Humid continental, bordering subtropical (New-York, North-East USA). 
 Oceanic (Gent, Belgium). 
 Humid continental (Rostock, North-East Germany). 
 Mediterranean (Seville, Southern Spain). 
Köppen-Geiger classifications are derived from the density of local flora types and do not 
always correlate well with the solar resource, as shown in Figure 25. For example, plant growth 
is a function not just of irradiance, but also of soil moisture and nutrient concentrations.  
  
Figure 25: Global annual mean radiation (kWh/m2/Yr) for North America and Europe; images 
courtesy of Meteonorm [89]. 
 
The actual solar resource for the four sites is depicted in Figure 26 and Figure 27 below (data 
from NASA SSE [100]). 
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Figure 26: mean monthly ambient temperature 
for the four sites 
Figure 27: mean monthly irradiance for the 
four sites 
 
 
The choice of site meant that the project would enable comparison of PV technologies across a 
range of climatic scenarios possible in Europe and North America. 
 
3.4.2 IKEA PV Project objectives 
The objectives of the project can be summarised as:  
1) Compare performance of different PV technologies. 
2) Achieve maximum IRR (internal rate of return) by optimising cost versus performance.  
3) Understanding factors affecting costs and performance  
4) Understand engineering issues in the installation of PV systems on IKEA stores in different 
countries. 
3.4.2.1 Compare performance of different PV technologies. 
The project compared financial performance between use of building-integrated flexible 
amorphous panels and the more traditional glass-based modules on elevated frames.  
PV modules from seven manufacturers were selected (Table 5) to supply modules with the 
following cell types: 
 Poly-crystalline silicon (mcSi). 
 Mono-crystalline (scSi). 
 Tandem junction micro-amorphous (+aSi) silicon. 
 Triple junction amorphous (3J-aSi). 
 Copper Indium Diselenide (CIS). 
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Technology 
3J aSi 
Micro 
morph 
c+aSi CIS mcSi1 mcSi2 scSi BC 
Efficiency % 4.69 8.53 10.97 12.36 13.03 18.09 
Power (Wp at 
STC) 544 90 80 210 210 225 
Length 5800 934 1205 1650 1665 1559 
Width 2000 1129 605 1030 991 798 
Weight 56.3 18 12.7 18.7 22 15 
Max’ Voltage 
(Voc) 185 75 44 36 36.4 48.5 
Max’ Current 
(Isc)  5.1 2.11 2.5 7.8 8.2 5.87 
Table 5: PV technologies used in the project, data from module datasheets. 
 
The technologies were all configured as grid-connected systems using the same inverter type. 
The mounting system, array inclination and shading design rules were standardised at each 
site, so that a fair comparison of technologies could be made (Figure 28). 
 
Figure 28: Micromorph and Polycrystalline silicon modules (from bottom left) at IKEA Gent. 
 
3.4.2.2 Optimising for maximum IRR (internal rate of return. 
IKEA is a cash rich organisation but IKEA internal finance policies required each of the sites in 
the pilot project to generate sufficient profit during their lifecycle to repay the capital cost plus 
interest at commercial rates. Availability of feed-in tariffs (FiTs), grants or tax rebates were a 
significant factor in the choice of sites, in addition to the desire to operate test projects in a 
range of climates and regulatory systems. The project allowed a comparison of four different 
national regulatory frameworks and solar incentives schemes. 
The primary challenge for any designer of PV systems is to achieve an internal rate of return 
(IRR) which makes the system attractive enough for an investor.  
Requirement generated: ID 
The tool shall calculate IRR and payback UR 5.6 
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3.4.2.3 Understanding factors affecting costs and performance  
The choice and cost of the PV modules is a major factor in the financial return. Figure 29 shows 
the relationship between module cost per Watt and efficiency for each of the module types in 
the project. Figure 30 is the same efficiency data against installed cost per Watt, the significant 
change is that the triple junction amorphous modules required no mounting system so their 
installed cost compare more favourably against the other technologies than their module cost. 
There are significant variations in cost per watt, which are not proportional to the efficiency. 
Both the triple junction aSi and CIS appear to offer poor value for money in terms of their cost 
ranked against efficiency. 
 
Figure 29: Sensitivity of module cost (Euro per 
Watt) (horizontal axis) to efficiency at STC (%) 
(vertical axis). Data from 2009 
Figure 30: Sensitivity of installed cost (Euro 
per Watt) (horizontal axis) to efficiency at 
STC (%) (vertical axis). Data from 2009 
 
 
The pie chart in Figure 31 shows the breakdown of installed costs. The modules made up 
nearly half the installed costs, with mounting system and balance of system components the 
next largest component. Whilst the costs of scientific monitoring equipment are excluded from 
these graphs, integrating the equipment into the design and using six different types of modules 
added complexity to the project with significant cost implications. Therefore, the costs for 
design, installation, and project management would have been significantly lower for a PV 
system of similar size with one module type and without scientific monitoring. Also costs have 
changed   
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Figure 31: Breakdown of installed costs for 
conventional aluminium framed modules, 
averaged across all sites. 
Figure 32: Breakdown of installed costs for 
flexible triple junction amorphous modules, 
across all sites. 
 
 
Figure 32 shows the same breakdown of costs, but for triple junction amorphous modules, 
which are heat welded to the roof. This demonstrates that the other costs have remained 
constant, but the saving on mounting systems was absorbed by higher module cost per watt. 
These graphs suggest that the suppliers of triple junction amorphous modules may have added 
profit margin to their prices in the knowledge they would still be competitive with glass modules. 
 
From the charts above, the cost of the solar modules was clearly the largest single cost 
segment and therefore it may seem an obvious target for negotiation on cost. However, the 
breakdown of the main system costs for each site (Figure 33) shows a more complex picture. 
The greatest cost variation between the sites was for the mounting systems. The Rostock and 
Gent sites had heavier mounting systems fixed to the building structure, but the Brooklyn and 
Seville sites used a lighter and therefore cheaper aerodynamic mounting system. The 
aerodynamic mounting systems make a small performance compromise, since their angle of tilt 
is often shallower than optimal for northern latitudes. 
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Figure 33: Breakdown of all installation costs for each site. 
 
 
The heavier mounting systems used at Rostock and Gent are now rarely used for rooftop 
systems other than for research purposes. The significant difference in mounting system cost 
between Gent and Rostock in Figure 33 was due to the weaker building structure at Gent 
requiring use of aluminium rather than steel sub-frames. 
 
Figure 34 shows the cumulative return on investment for each site. Income for the systems is 
based on predicted performance data from the PVSyst [39] program. The gradient of the line 
represents the income from the system. The income is the product of the energy output (kWh) 
and the value of the energy (€/kWh).  
 
Figure 34: Cumulative return on investment for each site. 
 
The point at which each plot crosses the time (x) axis in Figure 34 represents the payback time 
[85]. The (financial) payback time is a measure of economic feasibility. It indicates the number 
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of years the system takes to pay for itself, after which all income from the system is essentially 
pure profit for the remaining years the system operates for. 
 Payback period (years): ܻ ൌ ஼ೞ೤ೞ೟ା ஼೔೙೟൫୉౦౨౥ౚ୘౜౟౪൯ି஼೘ೌ೔೙೟   (3-25)
Where 
ܥ௦௬௦ = System cost (€); 
ܥ௜௡௧  = Total compound interest over the period of the loan (€); 
E୮୰୭ୢ = Energy production over life of system; 
T୤୧୲ = Feed-in tariff (€/kW); 
ܥ௠௔௜௡௧  = Operation and maintenance cost (€). 
The origin of each plot in Figure 34 represents the initial capital cost and the right-most point on 
each plot represents the net profit generated by the system. The plots for the European sites 
follow a straight line, because they are incentivised by feed-in tariffs for every kWh generated. 
These tariffs are usually fixed for the life of the system. The gradient of the Brooklyn plot 
declines after the fourth year of operation, because the system attracts a city property tax 
rebate for the first four years. 
 
Figure 35 shows the factors which impact on the income from a PV system. Clearly the most 
sensitive variable affecting system income is irradiation. The annual irradiation in Seville is 
nearly double that in Rostock, and despite the higher feed-in tariff in Germany, Seville still 
shows the best annual income from the project. 
 
 
Figure 35: Relationship between income factors for each site. 
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3.4.2.4 Understand engineering issues in the installation of PV systems on IKEA stores in 
different countries. 
The PVSyst software package was used in the feasibility study for initial performance 
predictions, but several limitations of PVSyst were identified which meant it not be used during 
detailed design. These limitations which are common to all the PV design software packages 
described in section 3.3.3 were considered in the requirements generation for the proposed 
SolaSIM modelling framework as shown in Table 6 and appendix 4. 
 
Item Case study finding 
 
Requirement generated ID 
1 Inability to have a mixture of different 
module types within the project. 
 
The tool will allow import of standard 
and custom PV system component 
data 
UR 
3.3 
2 Inability to have different AC or DC cable 
lengths for adjacent strings or sub-arrays.
 
The tool will allow import of standard 
and custom PV system component 
data 
UR 
3.3 
3 Inability to generate bill of materials. 
 
The tool shall allow project data to be 
exported in standard formats 
UR 
2.6 
4 Inability to do detailed costings. 
 
The tool shall allow project data to be 
exported in standard formats 
UR 
2.6 
5 Project data saved in bespoke file format 
– cannot import to other software. 
The tool shall allow project data to be 
exported in standard formats 
UR 
2.6 
6 Inability to import / export physical / 
electrical design to other CAD packages. 
The tool shall allow project data to be 
exported in standard formats 
UR 
2.6 
Table 6: Limitations in the usability of PV design software 
 
The first task in the electrical design of a PV system is to match the modules and inverter; this 
process must ensure that the voltage for each string of modules operates within the operating 
range of the maximum power point tracker of the inverter. The string voltage varies inversely 
with temperature and to a lesser degree with irradiance. If the string voltage is outside the 
inverters MPPT range, output may be reduced or shutdown. In the IKEA PV Pilot project it was 
decided to standardise on a single type of inverter, to minimise variations in inverter efficiency. 
There were significant variations in the voltage ratings of the modules being used, so this 
presented a substantial design challenge. Figure 36 shows the MPP range of the strings in 
green from -10oC to +70oC, and the Voc range for the same temperature range in red. Likewise 
the MPPT range of the inverter is shown in green and the maximum DC voltage of the inverter 
shown in red. For the system to operate within the inverter limits at all times, the base of the 
green section for the string should not extend lower than the base of the green section for the 
inverter. Conversely the top of the red and green portions for the strings should not extend 
higher than the red and green region for the inverter respectively. This is not the case for the 
CIS and uc+aSi strings in this graph, there may be times when the CIS strings operate beyond 
the MPPT range of the inverter and conversely the uc+aSi strings may be at too low a voltage 
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for the inverter to switch on. This matching is altered by the designer when deciding how many 
modules to connect in series and what inverter type to use. If the modules have a high voltage, 
it may be difficult to align the array voltage towards the centre of the inverter voltage range.  It 
was not possible to align the voltages for these sub-systems without compromising heavily on 
the array: inverter power ratio. 
 
Figure 36 Graph showing array with voltage slightly too low (uc+aSi) and slightly too high (CIS) 
voltage for the inverter MPP range. 
 
 
Figure 37 shows the actual performance of the five technologies on a typical day at Gent with 
patchy cloud. Irradiance measured in the plane of the array (GPLANE) is shown for comparison. 
The CIS (Copper Indium Diselenide) and Micromorph Silicon (aSi) both begin generating 
power later in the day. This is due to the non-ideal voltage matching of these sub-arrays. The 
triple junction amorphous devices are top-cell current limited at AM1.5G, so at low angles of 
irradiance early in the day the in-plane irradiance is diffuse (with a blue-rich spectra) thereby 
improving their efficiency.   
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Figure 37: Power density at IKEA Gent (W/m2) for the five technologies at Gent, for 19th July 
2009 (a day with occasional cloud). 
 
 
Requirement generated: ID 
The tool shall assist the user to configure the electrical layout UR 4.2 
Tool shall assist the user to correctly match the array to the inverter including 
current, voltage power. 
UR 4.8 
 
Performance was plotted in Figure 37 as power per unit area and not per Watt installed to 
normalise for tolerances in module power ratings. The maximum power rating of PV modules 
(PMPP at STC2 measured in WP) is published on module datasheets, with percentage tolerance 
limits. Tolerance may be symmetrical (e.g. +/-5%) or asymmetric (+3%) as shown in Table 7. 
 
Technology uaSi CIS mcSi1 mcSi2 scSi 
PMPP 
Tolerance % +/-10 -2/+5 +/-3 +/-5 +/-5 
Table 7: Manufacturers published tolerances for modules used in the IKEA PV project. 
 
 
These tolerance limits do not necessarily indicate the actual distribution of module power ratings 
as shown in Figure 38. 
                                                
2 PMPP is the Power at Maximum Power Point and at standard test conditions (STC), which are 
Irradiance =1000W/m2, Cell Temperature =25oC; Air Mass = 1.5 
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Figure 38: Distribution of the % deviation from datasheet power rating (PMPP). 
 
 
Figure 38 shows flash test data from 4000 modules used in the IKEA PV project, provided by 
the manufacturers. Data was not available for the triple junction amorphous modules or for 
modules used on the Brooklyn site. It was not possible to establish the measurement accuracy 
of the test equipment or validate the data; therefore the uncertainty in the data is unknown. This 
variation between datasheet power rating and average module power should be considered 
when comparing the yield of different module brands side by side using Yield in kWp/kWp/Yr as 
the performance indicator. Rapid initial degradation of thin film modules also adds uncertainty to 
comparisons. The test data used for this assessment was from manufacturers who were aware 
the data would be used for a research project, which may have influenced the choice of 
modules batches to ship for the project.  
Requirement generated: ID 
The tool will allow import of standard and custom PV system component data UR 3.3 
 
3.4.2.5 Structural and mechanical design 
Physical layout drawings for the PV arrays were created using AutoCAD software. A section of 
a roof layout drawing from the project is shown in Figure 39. 
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Figure 39: Portion of roof layout drawing with PV array detail added, the complete drawing is 
shown in appendix 2. 
 
 
A excel spreadsheet was used to calculate array electrical parameters in accordance with 
electrical wiring regulations [101-104]. A sample from the spreadsheet used in the project is 
given in appendix 3. The choice of AutoCAD and Excel for these tasks allowed the designer 
ample flexibility to add additional detail necessary for the project but led to repetition of data 
entry and the risk of data entry errors. There is scope for better software integration of these 
tasks which is not possible with currently available tools.  
Requirement generated: ID 
The tool shall allow project data to be exported in standard formats UR 2.6 
The tool shall export a bill of materials in a standard format UR 5.3 
The tool shall export design parameters in a standard format UR 5.4 
 
The PV array must be laid out on the roof, with adequate gaps to avoid shadows cast by the 
obstructions, see Figure 40. On a new roof, the large obstructions would ideally be grouped in 
one area at the north area of the roof. For heating ventilation and air-conditioning equipment 
(HVAC) this may increase the lengths and therefore costs of HVAC ducting. 
 
Designing the system so shading did not impact on IRR was challenging, in part because it was 
difficult to establish how much shading can be tolerated without impacting on the IRR. None of 
the software tools (AutoCAD, Excel, PVSyst [19]) offered useful assistance to this problem, 
which is discussed in detail in chapter five. 
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Figure 40: Photograph showing obstructions which would cause shading of A PV system. 
 
 
Requirement generated: ID 
The tool shall assist the user to minimise losses due to shading UR 4.4 
 
 
Figure 41: Photo of roof mounted PV system 
with sub frame bolted to roof structure. 
Figure 42: Photo of low profile roof mounted 
PV system without sub-frame or roof fixings 
 
 
Mounting systems with a shallower angle of tilt and wind baffles to achieve a more aerodynamic 
shape have now become the norm for rooftop systems. These create less wind-uplift forces so 
they can be installed without penetrations into the roof structure, as shown in Figure 42. These 
low profile systems may demand a compromise by using a lower than optimal angle of tilt, 
especially for Northern Latitudes with higher solar elevation angles. The IKEA Rostock and 
Gent sites used mounting systems with roof-penetrations to optimise the angle of tilt, but the 
Seville and Brooklyn sites used low profile systems due to structural constraints. Flexible 
amorphous solar modules were also installed for comparison. These are heat-welded to the 
roofs (Figure 43). 
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Figure 43 Amorphous silicon and solar thermal arrays (from top) on the roof at IKEA Rostock. 
 
 
3.5 Chapter Conclusions 
 
In order to develop an improved modelling framework for PV systems it is important to 
understand the needs of the designer and how systems are designed in real projects. To use a 
robust systems engineering approach in the development of this tool it was first necessary to 
identify what are the requirements of the tool. The review of design work for the IKEA PV project 
described in this chapter provided important insight into the design process and the limitations 
of currently available tools. Access to detailed data for component and labour costs was 
available by virtue of the author being embedded in the design and installation processes. The 
previous chapter identified the need for a new modelling framework for the design of solar PV 
systems. The design review in this chapter reinforced the limitations of current design methods; 
these were recorded as requirements of the proposed modelling framework in line with the 
systems engineering convention for formal requirements tracking. Many of the requirements are 
novel features which do not exist in currently available tools. As such the work programme 
described in this chapter formed the main requirements gathering exercise for the systems 
engineering of the proposed modelling framework. 
 
The fundamental architecture of a large scale PV system is simple, consisting of a mounting 
frame; PV modules; inverter(s) and grid connection. However the factors affecting system 
lifecycle economics and their constituent parts are complex and have complex relationships. 
These factors include lifecycle economics; capital cost; system operating availability; energy 
yield; system lifetime; operation and maintenance cost; and finally the cost of decommissioning 
or refurbishment. This complexity manifests as a lack of clear and concise guidelines for 
designers on how to design PV systems for optimum economic performance. Currently 
available software tools do not enable these factors to be readily optimised for optimum IRR 
(internal rate of return). The current tendency is for system designers to design PV arrays for 
maximum energy production or minimum capital cost, without detailed analysis of the precise 
effect on the full lifecycle economics. Where system design decisions require a compromise 
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between increased efficiency and increased capital cost, the decision is often taken based on 
simplistic guidelines or crude rules of thumb.  
 
Designing arrays so that revenue loss due to shading is minimised within acceptable limits was 
identified as a key area where there is scope for software tools to give more information to 
designers. Given more information, designers would be able to make more informed design 
decisions without going through a slow iterative process of trying different arrangements then 
modelling the outcome. The algorithms used to model shading in PV system design tools 
appear to be quite crude, assuming the shading has a uniform impact over the entire array or 
sub-array. In addition the chapter showed that solar PV simulation software often does not 
assist the designer in optimising systems for minimum levelised cost of energy and maximum 
return on investment. Rather, the designer is forced to adopt a slow process of trial and error, 
which might not lead them to the optimum result. A key outcome of this work was that analysis 
and interpretation of shading should be a priority area of research for the rest of the project. 
 
A complete list of requirements is tabulated in appendix 4. The next chapter will describe how 
systems architecture was used to develop a new framework for solar PV systems modelling. 
 
  
Development of a new modelling framework for PV systems in a Software Engineering context 
57 
 
4. Development of a new modelling framework for PV systems in a 
Software Engineering context 
 
4.1 Introduction to the software development. 
 
The previous chapter described a review of the current processes and tools used to design PV 
systems. The weaknesses identified in the review were used to generate a requirements list for 
a new software tool. The systems architecture work described in this chapter uses those 
requirements to create a visual model of the modelling framework  
 
The design of large scale solar PV arrays can be a complex process incorporating structural, 
electrical, commercial and aesthetic considerations. A number of software packages to assist 
the PV system designer are currently available, but they have significant limitations. This 
chapter summarises initial development work on a proposed new solar PV modelling framework 
using a systems architecture approach. Graphical tools from UML (unified modelling language) 
are used to analyse the required functionality of the modelling framework. 
 
In this chapter the following work is described:  
 The Systems Architecture approaches applied. 
 The models which will be incorporated into SolaSIM. 
 The detailed development of SolaSIM. 
 
The modelling framework will be aimed primarily at roof-top PV systems for commercial 
buildings in the first instance, but will aim to be versatile for application to other types of PV 
system or be designed to enable widening of scope at a later stage.  
 
Systems architecture approaches were used to map requirements identified in the previous 
chapter into a model of the software package; which will use state of the art algorithms to assist 
PV designers in configuring systems and accurately predicting their output. 
 
The second part of this chapter describes the work to transform the model into working code. 
An overview of the programming of constituent algorithms, databases and interfaces within 
SolaSIM is described. SolaSIM was coded in the Delphi programming language since it offered 
high levels of stability, efficiency and compatibility, also because a substantial repository of 
legacy source code for PV systems models exists at CREST. 
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The sub-models within SolaSIM were developed as semi-autonomous sub-projects during the 
overall development of SolaSIM. In this regard SolaSIM is a classic system of systems software 
project, where SolaSIM is the system of systems and each sub-model such as the shading 
model or the solar cell model is a system. 
 
The overarching methodology used by SolaSIM to model PV system performance is depicted 
as a data flow diagram in Figure 44  
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Figure 44: Top level Activity diagram for SolaSIM 
 
 
SolaSIM incorporates approximately 30,000 lines of code. It would not have been possible for 
one person to write the entire source code for a state of the art PV system model in the duration 
of one doctoral research project. A key challenge of the project was to identify what compatible 
source code was available and how it could be integrated into SolaSIM. 
 
The databases, user-interface, user functionality and overarching architecture of the SolaSIM 
framework were all coded by the author specifically for this project. The majority of scientific 
algorithms were also coded by the author specifically for the SolaSIM project. Approximately 
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9,000 lines of code were also contributed from smaller self-contained models of specific aspects 
of PV system simulation written by colleagues at CREST, including Tom Betts, Ian Cole, Ralph 
Gottschalg, Petros Levakos, Jyotirmoy Roy, Matthias Strobel, Sheryl Williams and Xiaofeng Wu. 
Approximately 2,000 are based on public domain code with minor alterations, for example 
mathematical code from the Numerical Recipes book [105]. Most source code files contributed 
to the SolaSIM project by colleagues required significant commenting and modification to 
incorporate into the SolaSIM architecture, to maintain common standards of structure and 
naming conventions. A detailed list of source code files and their contributors is given in 
appendix 5. 
 
4.1.1 Description of software systems architecture. 
 
A system can be described as a construct or collection of different elements that together 
produce results not obtainable by the elements alone. The elements or parts could include 
people, hardware, software, facilities, policies, and documents; therefore, all the things required 
to produce systems-level results. The results include system level qualities, properties, 
characteristics, functions, behaviour and performance. The value added by the system as a 
whole, beyond that contributed independently by the parts, is primarily created by the 
relationship among the parts; that is, how they are interconnected [106, 107]. 
 
The techniques of Systems Thinking can be divided into hard systems and soft systems. 
Hard systems have an explicit objective governed by fixed rules, therefore hard systems 
methodologies are useful for problems that can justifiably be quantified. Hard Systems do 
not readily consider unquantifiable variables such as opinions, culture and politics. People 
are treated as being passive, rather than having complex motivations. Systems which 
cannot be readily quantified can be analysed using Soft systems methodologies (SSM), 
particularly systems which involving people interacting with each other or with "systems". 
 
Systems engineering introduces the systems approach to projects enabling the project delivery 
on time and within resources. The emphasis of systems engineering is the elicitation of 
requirements and optimisation of the design to satisfy these requirements early in the life-cycle 
of a project. These enable the many design decisions in parallel early on in the project, to avoid 
the classic flaws in project management of late redesigns, and modifications resulting in cost 
and time overruns. In general taking a systems approach will require more time to be spent in 
the planning phase but reduce the overall time and cost of a project.  
 
The INCOSE Systems Engineering Centre of Excellence (SECOE) indicates that optimal effort 
spent on Systems Engineering is about 15-20% of the total project effort [108]. This percentage 
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is based on retrospective research on systems engineering effort in large projects and the effect 
on project delivery variables such as cost overruns. For example a survey by NASA looked at 
32 Large Programs in the 1970’s and 80’s and showed a clear negative correlation between 
project front end effort and cost overruns [109]. Note that ‘front end effort’ is not necessarily 
synonymous with systems engineering but there is some obvious overlap. 
 
The SolaSIM software model was developed using overarching software engineering and 
Systems Architecture approaches. System Architecture can be defined in several ways, 
including: 
The IEEE definition: System Architecture is the organisation of the system components, their 
relations to each other, and to the environment and the principles guiding its (the systems) 
design and evolution.[110]. 
The Object Modelling Group (OMG) Preferred Definition [111]: The architecture of a system is a 
specification of the parts and connectors of the system and the rules for the interaction of the 
parts using the connectors [112]. 
Unified Modelling Language (UML) was established by the Object Modelling Group (OMG) as a 
standard "to model systems (and not just software)," and thus applies to views about software 
architecture [113]. 
 
UML incorporates graphical techniques to create visual models of software-intensive systems; 
these visual models are represented in various diagrams. The UML diagrams are categorised 
often into four or five types of view: User, Environment, Behavioural, Structural and 
Implementation view [114], (also: Requirements, Physical, Dynamic, Logical View [115]) as 
shown in Figure 45. 
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Figure 45: Classification of UML diagrams into view types. Courtesy of [114] [115]. 
 
 
Whilst UML can be applied to non-software architectures, it is heavily software focused and is 
therefore an appropriate tool in the development of SolaSIM.  
 
4.2 Systems Architecture of SolaSIM 
The functionality of the proposed “SolaSIM” PV design software package was visually modelled 
using a systems architecture approach. As a software project, this analysis focuses on visual 
methods defined by UML (Unified Modelling Language). 
 
4.2.1 Use Case Diagram for SolaSIM 
The use case in software engineering and systems engineering describes the need for some 
form of transaction between the system and its users (actors) which when complete will yield a 
useful result. The use case technique is used to capture a system's behavioural requirements 
by detailing scenario-driven threads through the functional requirements [116].  
 
The use case for the solar PV modelling framework is described using a use case diagram 
(Figure 46) and use case description (Figure 47). In this project there is only one type of user 
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Figure 46: Use case diagram for SolaSIM  
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Use Case 
Name: 
Solar PV Design  
Written by: Brian Goss Date: 25th May 2010 
Reviewed by:  Date:  
Principal Actor: Solar PV design engineer 
Other actors: Project manager, installer, client 
Trigger: Designer asked to develop a design 
Description 
breakdown:  
 
1) Location, weather data, roof geometry, shading object co-ordinates, 
must be input 
2) The designer selects components from a database of approved parts 
3) Site data is imported from maps, photos and cad packages 
4) The software assists the designer in configuring components and 
detailed design 
Sequence: The above items would normally take place in chronological order, but with 
some iteration possible. 
Outcomes:  
 
1) Simulate technical performance and output results 
2) Simulate Financial performance and output results 
3) Enable data export to standard desktop software 
4) Generate customised summary report for issue to end user 
Figure 47: Use case description for SolaSIM. 
 
 
4.2.2 Sequence Diagram 
The UML sequence diagram shows the flow of logic between objects in code, with process time 
starting at the top and ending at the bottom of the diagram. A series of sequence diagrams were 
generated, using information from the use case, the requirements table in appendix 4, and by 
analysis of the solar PV design process (chapter 3) and to a lesser degree observation of 
similar software tools. 
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:Designer
:SolaCAD 
Software
Input design & component parameters
Generate report
Optimise design
Report errors
Amend parameters to resolve errors
Display performance parameters
 
Figure 48: Simple top-level sequence diagram for SolaSIM. 
 
 
The items in the simple sequence diagram in Figure 48 were then divided into separate tasks 
(Figure 49). 
Input location
Input array geometry (e.g. roof / wall orientation )
Input shading parameters
Configure system
Select components
Suggest ways to improve performance
Report errors
Display / export summary report
Display technical simulation results
Display financial simulation results
:User :System
Optimise design
Amend parameters to resolve errors
 
Figure 49: Detailed top-level sequence diagram for SolaSIM. 
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This sequence diagram (Figure 49) still omitted the detailed functionality required of the tool, so 
the diagram was divided into smaller modules. The diagram could be split into 3 logical 
sections: ‘Data capture’; ‘Design’ and ‘Simulation and Analysis’ which are indicated by the red 
arrows in Figure 50, the resulting sequence diagrams for these 3 modules are shown in Figure 
52, Figure 53 and Figure 54. 
Input location
Input array geometry (e.g. roof / wall orientation )
Input shading parameters
Configure system
Select components
Suggest ways to improve performance
Report errors
Display / export summary report
Display technical simulation results
Display financial simulation results
:User :System
Optimise design
Amend parameters to resolve errors
Sim
ulation 
& Analysis
Design
Data capture
 
Figure 50: Detailed top-level sequence diagram for SolaSIM with sub-division. 
 
 
There are a number of limitations of the detailed top level sequence diagram in Figure 50. It tells 
us what the system needs to do, but it does not tell us much about how to do them. In particular, 
it masks the transactions between GUI (graphical user interface); the underlying mathematical 
algorithms based on the physics of solar PV, and the database within the software package 
which will contain weather data; a library of PV modules and inverters. Good code writing 
practice dictates that these functions should be kept separate where possible one way to think 
about this separation is the Model-View-Controller (MVC) concept shown in Figure 51. 
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Figure 51: Diagram showing the Model-View-Controller (MVC) approach to programming 
architecture. 
 
 
The sequence diagrams in Figure 52, Figure 53 and Figure 54 have the actors split into three 
separate vertical sections: ‘GUI’, ‘database’ and ‘model’ which is a variation of MVC. The 
vertical lines below each section are called ‘swim-lanes’. 
 
The detailed top level sequence diagram in Figure 50 did not show all the requirements, for 
example it did not show requirement UR 3.1 “The tool will allow import of weather data in a 
variety of formats” (see Appendix 4). This requirement is added as the third and fourth arrows in 
the left and middle swim lanes in Figure 52. 
Input location
Save project?
:User :Model:GUI :Database
search loc for lat/lon
return lat/londisplay lat/lon
Select met dataset Check met dataset
Select array type
Input tilt & orientation
Input shading data
Check user inputs
Suggest basic performance improvements
Save project
issue met summaryDisplay met summary
 
Figure 52: Sequence diagram for data capture module of SolaSIM  
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The sequence diagram in Figure 53 describes the steps the user would follow when designing 
the array electrical configuration using SolaSIM. 
Select PV module
Save project?
:User :Model:GUI :Database
Select inverter
Suggest string config
Select string config 
Input cable lengths
Enter parameters into model
Save project
Give feedback
Enter parameters 
into model
 
Figure 53: Sequence diagram for the array layout module of SolaSIM. 
 
 
The sequence diagram in Figure 54 describes the steps the user would follow when running 
performance simulations in SolaSIM 
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Save project?
:User :Model:GUI :Database
Display technical 
performance
Enter parameters into model
Save project
Give feedback
Enter parameters 
into model
Model technical performance
Model financial performance
Display financial 
performance
Display performance 
summary
 
Figure 54: Sequence diagram for simulation and analysis module of SolaSIM  
 
 
4.2.3 Activity Diagram 
The UML activity diagram is more commonly known as a flow chart which is widely used 
informally for business and scientific graphics, however in UML the correct use of symbols and 
relationships is formally defined by the OMG infrastructure manual [117]. The top level activity 
diagram for SolaSIM is given in Figure 55  
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Figure 55: Top-level activity diagram for SolaSIM  
 
When drawing the first activity diagram for SolaSIM (Figure 55), it was obvious that the 
operations carried out by the ‘System’ could logically be split between actions performed by the 
GUI and activities performed by the underlying mathematical models written into the software 
algorithms, the activity diagram in Figure 56 has been split into 3 sections to differentiate 
between GUI and mathematical tasks  
 
 
Figure 56: Top-level activity diagram for SolaSIM after iteration. 
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The top level activity shows the fundamental system function, but does not show functionality 
for all the requirements, detailed in the requirements table in Appendix 4. So for example ‘Input 
design and component parameters’ in the top left of Figure 56 is separated into 4 separate 
items in Figure 57: Input location; Input array geometry; Input horizon coordinates; manually 
select components and configure system. 
 
 
Figure 57: Top-level activity diagram for SolaSIM after iteration 
 
 
Object oriented programming languages allow the user considerable flexibility in how operations 
are performed; one of the aims of SolaSIM is to allow designers more flexibility than currently 
available software in how the tool is used to design systems. A key limitation of the activity 
diagram, as with many of the UML diagrams is that, to show all the possible orders in which 
tasks can be done, would require a very large number of diagrams with multiple pathways 
crossing over, this would become confusing to read. These diagrams have been drawn in a way 
which shows the fundamental processes, with the caveat that they are a simplified model of the 
program structure.  
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4.3 Detailed development of SolaSIM 
 
SolaSIM is fundamentally a full lifecycle PV system energy and financial yield model which must 
incorporate a number of complex sub-models. These sub-models can be subdivided into four 
main areas: Environmental model, array performance model, inverter & electrical model, 
degradation & financial model as shown in Figure 58. The first three top level models will model 
performance for a single reference year. The degradation & financial model will model over the 
full lifecycle of the system  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 58: Simplified flow diagram for SolaSIM 
 
 
4.3.1 Meteorological data import 
A key requirement of SolaSIM was that it should be possible for the user to simulate a PV 
system in the UK using readily available data. This includes the need to use local 
meteorological data. SolaSIM was been initially configured to accept hourly data for global 
irradiance and ambient temperature, other meteorological parameters required for solar 
modelling can be calculated from these two. UK Hourly Global irradiance and ambient 
temperature data is available from Meteonorm [89]; PVGIS [93] or the MIDAS database [118]. 
 
4.3.2 Parameter separation 
The process for converting global horizontal irradiance to global inclined irradiance is shown in 
Figure 59. SolaSIM allows the user to select from a variety of models for beam/diffuse 
Environmental Model 
Array performance 
model
Inverter & electrical 
model 
Degradation & 
Financial Model
Irradiance & temperature of each cell  
Array voltage & current output 
Annual energy yield 
Financial indicators 
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separation and then horizontal to in-plane translation. Recent research at CREST has identified 
the Reindl-II model to be the most accurate model for beam and diffuse separation for the UK 
and the Kluchner model to be the most accurate for horizontal to in-plane translation for the 
maritime climate of the British Isles [119].  The SolaSIM framework allows the user to select 
from different irradiance models. 
 
Irradiance & temperature array
Horizontal to In‐plane 
irradiance translation Model
1.Lui‐Jordan
2.Temp‐Coulson
3.Klucher
Horizontal Beam
Irradiance
Horizontal  Diffuse
Irradiance
In‐plane Beam
Irradiance
In‐plane Diffuse
Irradiance
Global  Horizontal Irradiance   
Ghor (Hourly)
Generation of time series 
data 
1. Aguiar & Collares‐Pereira. 
Irradiance Component 
Separator Model
1.Erbs Klain Duffie
2.Orgill & Hollands
3.Reindl I
4.Reindl II
K‐factor method
Global  Horizontal Irradiance   
Ghor (Monthly)
Ambient 
temperature
In‐plane 
Irradiance Gpoa
 
Figure 59: Activity Diagram showing calculation of irradiance components. 
 
 
4.3.3 Module temperature calculation 
Module temperature is calculated using the simple Ross method, as it uses two only input 
parameters which are readily available [120], where cell temperature is calculated as: 
 ஼ܶ ൌ ௔ܶ ൅ ߢ ܩ (4-1)
Where 
௔ܶ  = Ambient air temperature 
ߢ = Empirical Ross factor coefficient, examples given in Table 8. 
ܩ = In-plane irradiance. 
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Mounting type  κ (K·m2/W) 
Free standing  0.021 
Flat roof  0.026 
Sloped roof: well cooled  0.020 
Sloped roof: highly integrated  0.056 
Table 8: Empirical Ross factor coefficients 
Cell temperature is affected by many factors not considered by the Ross equation including 
wind speed and direction, sky temperature, ground emissivity, insulation and radiative 
properties of the module [121]. There are various other thermal models, for example the Sandia 
energy yield model includes wind speed as an input [122] and the Servant model calculates the 
heat exchanged between module and atmosphere [123]. 
 
4.3.4 Shading 
Shading was identified in the previous chapter as a feature of existing models with significant 
potential for improvement. Therefore shading was chosen for major work during SolaSIM 
development, described in the next chapter.  
 
4.3.5 Ground reflected Irradiance  
The irradiance on a tilted plane is increased slightly by reflection of sunlight from adjacent 
surfaces, depending on the reflectance (albedo) of those surfaces. SolaSIM uses an average 
albedo value, to be chosen by the user. Albedo values for typical landscape and building 
surfaces are given in Figure 60. 
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Material Solar Reflectance (Albedo) 
Black acrylic paint 0.05 
New Asphalt 0.05 
Aged Asphalt 0.1 
“White” Asphalt shingle 0.2 
Grass and green arable crops 0.25 – 0.27 [124] 
Aged concrete 0.2 – 0.3 
New concrete (traditional) 0.4 – 0.5 
New concrete (with white Portland cement) 0.7 – 0.8 
White acrylic paint 0.8 
Figure 60: Solar Reflectance (Albedo) values for common landscape surfaces, data from [125] 
[126] [127] [128] 
 
 
The reflected irradiance on a tilted plane ܩ௥ሺߚሻis calculated in SolaSIM using the following 
formula [129]: 
 ܩ௥ሺߚሻ ൌ ߩ௚ܴ௥ܩ௧ሺ0ሻ ( 4 - 2 )
Where  
ߩ௚  = The ground Albedo, typical values are shown in Figure 60.  
ܩ௧ሺ0ሻ  = The Global horizontal irradiance.  
ܴ௥  = The configuration factor between the ground and the receiver plane, calculated as: 
 ܴ௥ ൌ 12 ሺ1 െ cos ߚሻ (4-3)
 
4.3.6 Total Irradiance 
The Total irradiance incident on the glass surface of the module ܩ்ሺߚሻ	is calculated as 
 ܩ்ሺߚሻ ൌ ܩ௕ሺߚሻ ൅ ܩௗሺߚሻ ൅ ܩ௥ሺߚሻ (4-4)
Where the inclined irradiance components are 
ܩ௕ሺߚሻ  = Beam irradiance; 
ܩௗሺߚሻ  = Diffuse irradiance,  
ܩ௥ሺߚሻ = Reflected irradiance,  
 
4.3.7 Reflection losses 
A PV module optically consists of 4 elements: Glass; Ethylene-Vinyl-Acetate sealant (EVA); 
Antireflective (AR) coating and the solar cell itself. Light passing through the interface between 
each of these elements may be reflected away, depending on the angle of incidence of the 
irradiance and the refractive indices of the materials.  
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Materials Refractive index Thickness 
Air 1 * 
Glass 1.53 3.2mm 
EVA 1.48 0.6mm 
AR coating 2.3 from 50 to 60 nm 
Silicon 3.6 0.5mm 
Table 9: refractive indices for optical materials in a crystalline PV module [130],[131],[132]. 
 
 
From Fresnel, the reflectance ρ (proportion reflected) at the boundary of two materials with 
refractive indices n1 and n2, with the light passing from medium 1 to 2 is: 
 ߩ ൌ 12 ቈ
ݏ݅݊ଶሺߠଶ െ ߠଵሻ
ݏ݅݊ଶሺߠଶ ൅ ߠଵሻ ൅
ݐܽ݊ଶሺߠଶ െ ߠଵሻ
ݐܽ݊ଶሺߠଶ ൅ ߠଵሻ቉ (4-5)
The angles of incidence and refraction  ߠଵ and  ߠଶ are related to the respective refractive indices 
by Snells law: 
 ݊ଵ
݊ଶ ൌ
ݏ݅݊ ߠଶ
ݏ݅݊ ߠଵ (4-6)
The angle of refraction (exit) ߠଶis calculated as  
 ߠଶ ൌ arcsin ൤ݏ݅݊ ߠଵ ൬݊ଵ݊ଶ൰൨ (4-7)
 
The actual transmittance and angle of exit as modelled in SolaSIM using the Fresnel equations 
are shown in Figure 61. The majority of reflection takes place at the air-glass interface, since 
there is less light to be reflected from subsequent layers, and because of the higher refractive 
indices of the subsequent layers [133]. Light reflected away from the surface of the EVA, AR 
coating or cell may be reflected back towards the cell,  
 
 
 
 
 
 
 
 
 
Figure 61: Graph showing effect of angle of incidence on transmittance and angle of exit at 
each interface. 
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4.3.8 Array Layout window 
The design review identified that manually arranging rows of arrays to calculate performance is 
very time consuming, so it was decided to investigate the possibility of automated array layout.  
Automated calculation of the array layout is based on the concept of a maximum horizon angle  
 
Figure 62: Diagram showing concept of a maximum horizon angle as a design rule. 
 
 
This approach is especially suited to larger PV systems with multiple rows of panels, and 
multiple shading objects. The process is as follows: 
1) Run SolaSIM in optimisation mode, optimising the maximum horizon angle to maximise the 
performance Ratio (PR), maximum installed capacity, or levelised cost of energy for 
example. 
2) Calculate the shadow length for each shading object on the roof, where 
 shadow length ܮ ൌ ை௕௝௘௖௧	௛௘௜௚௛௧ ௥௘௟௔௧௜௩௘ ௧௢ ௕௔௦௘ ௢௙ ௉௏ ௠௢ௗ௨௟௘୲ୟ୬ሺ௠௔௫௜௠௨௠ ௛௢௥௜௭௢௡ ௔௡௚௟௘ሻ  (4-8)
3) Plot a boundary around all the shading objects on the roof on the CAD layout 
4) Arrange PV modules so the boundary is not encroached upon. 
This approach may seem elementary, yet many designers select the maximum horizon angle 
on crude assumptions or do not apply it consistently.  
 
Automated layout optimisation is carried out in SolaSIM in the following steps: 
1) Calculate parapet boundary 
2) Calculate modules which can fit in each row without encroaching parapet boundary 
3) Calculate number of rows which can be fitted on the roof allowing minimum space between 
rows and between rows and parapet. 
4) Calculate maximum number of modules which can physically be fitted on roof. 
5) Calculate optimal series –parallel electrical arrangement using as close to maximal physical 
number of modules as possible, as follows: 
a) Find the maximum number of modules in series which could be connected within 
inverter constraints. Within the allowable range, a higher dc voltage will minimise inverter 
losses. 
Development of a new modelling framework for PV systems in a Software Engineering context 
77 
 
b) find the maximum number of strings in parallel which could be connected with the 
chosen string combination 
c) If no series / parallel combination is found, decrement the maximum physical number of 
modules and repeat steps 
 
4.3.9 Module Performance  
Once SolaSIM has modelled the incident irradiance on the array and the cell temperature, this 
data is then used by the Array model to predict array performance for each time step, as shown 
in Figure 63  
 
 
Figure 63: Activity diagram showing the SolaSIM module performance model. 
 
 
SolaSIM enables the use of module data from: 
1) a database of modules used by SolaSIM users 
2) module data inputted manually from module datasheets 
3) module parameters extracted from measured IV curves  
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4.3.9.1 Module characterisation 
SolaSIM is configured to accept multiple sets of parameters at reference test conditions or at 
any user defined irradiance and temperature condition, to allow use of module test data from 
any outdoor or indoor test facility.  
 
For each simulation run, the array performance model in SolaSIM will use the total plane of 
array irradiance and cell temperature to select the most appropriate set of module reference 
data to use. SolaSIM will firstly compare the modelled irradiance and identify I-V parameters 
tested at the closest irradiance, if there are multiple test datasets at different cell temperatures 
for this irradiance, SolaSIM will then select the dataset with the nearest temperature.  
 
For example, If SolaSIM is modelling performance at 2pm on the 17th of July and the irradiance 
and temperature are 750 W/m2 and 40oC, if detailed test data to IEC 61853 is available (Figure 
64), then SolaSIM would  
1) Identify that test data at 800 W/m2 should be used  
2) Select the specific test at 50oC.  
Irradiance Module temperature 
W/m2 15oC 25oC 50oC 75oC 
1100 NA    
1000     
800     
600     
500*     
400     
200    NA 
100   NA NA 
50*   NA NA 
Figure 64: Table of recommended module tests defined in IEC 61853 [134]. All tests at AM1.5. 
 
 
This approach is well suited to test datasets with uniform test condition arrays as shown in 
Figure 64, but is less suited to an IEC 61853 [134] compliant dataset since a simulation run at 
e.g. 600W/m2 and 30oC would cause the LTC3 values to be used when the NOCT4 values might 
                                                
3 Low temperature condition (LTC): In-plane irradiance W/m², Cell temperature 15°C, as defined 
by IEC 61853 Pt1. 
1 
2
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yield a more accurate simulation. The majority of PV module datasheets currently only tabulate 
STC and sometimes NOCT values for which this approach is adequate.  
 
4.3.9.2 IV translation 
Once the most appropriate set of test data is selected, the IMPP, and VMPP at the present 
irradiance and temperature conditions are translated from the closest test values, using the 
translation procedures prescribed in IEC 60891 Photovoltaic devices: Procedures for 
temperature and irradiance corrections to measured I-V characteristics [16]. Procedure 2 of 
60891 was identified as the most appropriate procedure for this application. 
In order to translate IV values using procedure 2, the various coefficients must initially be 
calculated by analysis of the test curves, as summarised: 
1) Calculate temperature coefficients of voltage, current and power from gradient of graphs of 
I,V,P against T 
2) Determine a by translating curves with Rs at 0ohm, iterate until Voc is within 5% 
3) Determine Rs using initial value of cells in series / cells in parallel x 10milliohm, then iterate 
until Voc is within 5% 
4) Determine curve correction factor by iterating K until Voc is within 5% 
 
The current and voltage are then translated in this order using the formulae in IEC 60891 [16]:  
 ܫଶ ൌ ܫଵ.ሼ1 ൅ ߙ௥௘௟. ሺ ଶܶ െ ଵܶሻሽ. ܩଶܩଵ 
(4-9)
 
 
ଶܸ ൌ ଵܸ ൅ ைܸ஼ଵ ൜ߚ௥௘௟. ሺ ଶܶ െ ଵܶሻ ൅ ߙ. ln ൬ܩଶܩଵ൰ൠ െ ܴ′௦. ሺܫଶ െ ܫଵሻെ ߢᇱ. ܫଶ. ሺ ଶܶ െ ଵܶሻ 
(4-10)
 
Where 
I1,	V1  = Coordinates of points on the measured I-V characteristic;  
I2,	V2  = Coordinates of the corresponding points on the corrected I-V curve;  
G1  = Irradiance as measured with the reference device;  
G2  = Target irradiance for the corrected I-V characteristic;  
T1  = Measured temperature of the test specimen; 
T2  = Target temperature of the test specimen; 
VOC1  = Open circuit voltage at test conditions; 
                                                                                                                                                          
4 Nominal Operating Cell Temperature (NOCT), the temperature attained by a PV module with 
free air circulation In-plane irradiance = 800 W/m², Tamb=20°C, Wind velocity = 1 m/s, Open 
Circuit, as defined by IEC 61836.  
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ߙ௥௘௟ & ߚ௥௘௟ = Relative current and voltage temperature coefficients of the test specimen  
at 1000 W/m2, related to short circuit current and open circuit voltage at STC;  
ߙ = Irradiance correction factor for open circuit voltage - linked with the diode 
thermal voltage D of the pn junction and the number of cells nS serially 
connected in the module; 
ܴ′௦  = Internal series resistance of the test specimen; 
ߢᇱ  = Temperature coefficient of the internal series resistance R′S. 
 
Once the possible current & voltage of each module have been calculated, losses due to 
mismatch between cells is  calculated using a variation of the Bishop model developed by other 
researchers at CREST [135-138]. 
4.3.10 Inverter Database and model 
4.3.10.1 Inverter efficiency 
The inverter efficiency varies with the power being converted, since there are both linear losses 
from power conversion components and static losses from the control circuits. The percentage 
inverter efficiency is greatest at higher power levels when the static losses account for a smaller 
proportion of the inverter power output as shown in Figure 65. 
 
Figure 65: Inverter power and voltage – efficiency curve for a Fronius IG2000 US Inverter. 
 
 
IEC 61683 [64] defines 7 bands representing % of nominal AC power at which inverter 
manufacturers should test inverter efficiency. 
 
In order to compare different inverters by efficiency, ‘Euro’ efficiency is used which is based on 
the irradiance distribution for central Europe; actual average efficiency will be better or worse at 
lower or higher latitudes respectively. 
For this, IEC 61683 specifies the following weighted average efficiency calculation:  
Euro	efficiency	ߟா௨௥௢ൌ 0.03	 ൈ	ߟହ% ൅ 	0.06 ൈ ߟଵ଴% ൅ 0.13 ൈ ߟଶ଴% ൅ 0.1 ൈ	ߟଷ଴% ൅ 0.48	ൈ 	ߟହ଴% ൅ 0.2	 ൈ 	ߟଵ଴଴% 
(4-11)
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This euro weighted efficiency is only used in energy yield modelling if detailed efficiency values 
at different percentages of nominal power are not available. Many inverters datasheets  now 
show these detailed efficiency values as shown in Table 10. 
 % of nominal power 
EN 61683  5 10 25  50 75 100 120 
PV*Sol  0 5 10 20 30 50 70 100  
PVSyst  5 10 20 30 50 70 100  
Table 10: % of nominal AC power at which inverter manufacturers test inverter efficiency, note 
that the 120% measurement specified in IEC61683 is not used in the euro efficiency calculation, 
PVSyst and PVSol include an additional 30% measurement in their inverter database which is 
not specified in IEC61683. 
 
The SolaSIM inverter sub-model must identify at what array power the inverter would switch on, 
since for poorly matched array: inverter combinations, insufficient array power to activate the 
inverter could cause significant energy loss. For the majority of grid-connect PV inverters, the 
inverter internal controls are powered from the DC input not from the AC connection. The 
inverter can only operate when the array DC power exceeds the inverter parasitic power 
consumption. Parasitic power for 1200 grid-connect PV inverters is shown in Figure 66. The 
average parasitic power of this sample is 0.72% of AC nominal power; this value will be used as 
the default value in SolaSIM where manufacturers’ data is not available.  
 
Figure 66: Graph of Parasitic Power as a % of Inverter power against inverter power, from a 
sample of 1200 grid connect PV inverters marketed in Europe from [20], in the range 100W to 
2MW. The polynomial equation is extracted from the red trend-line.  
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The parasitic power consumption of a given inverter will be slightly variable, so the inverter will 
usually have a ‘switch on power rating’ of e.g. 50W.  
Once SolaSIM has identified that the array DC power exceeds the inverter switch on power, it 
will then identify which band the array power fits, and calculate the inverter AC output. 
 
Inverter efficiency is normally only measured and published by manufacturers at the nominal 
DC input voltage, thereby disregarding the effect of DC voltage on efficiency. Several 
researchers concluded that DC voltage has a significant effect on inverter 
efficiency[139][140][141]. They recommend that inverter efficiency be tested and published at 
different DC voltages as recommended in IEC 61683 [64] which also requires inverters to be 
tested at 250oC +/- 2oC and at three voltages: Minimum input voltage; Nominal voltage and 90% 
of maximum input voltage. A similar matrix of inverter efficiency data is required for inverters to 
be approved for the current incentive scheme in California as shown in Figure 68. 
 
% of Nominal 
Power 10% 20% 30% 50% 75% 100% 
Power kW: 0.4 0.8 1.2 2 3 4 Weighted
Input Voltage Vdc 
Vmin 150 86.80% 90.80% 92.40% 93.70% 93.60% 94.30% 93.10% 
Vnom 280 87.40% 91.00% 93.00% 94.80% 95.10% 95.40% 94.30% 
Vmax 400 84.60% 89.90% 90.60% 92.70% 93.70% 93.90% 92.60% 
Figure 67: Efficiency matrix for varying Input Power and DC voltage for a 4kW inverter tested to 
California standards.  
 
 
If detailed inverter efficiency data is available, the SolaSIM inverter efficiency model will 
interpolate the efficiency from these values. For example, if the 4kW inverter in Figure 68 is 
supplied with a DC voltage of 215V at an array power of 1.6kW, SolaSIM interpolates as 
follows: 
1) Identify that 1.6kW is between the 1.2 and 2 kW test sets,  
2) Identify that 215V is between the 150V and 280V test sets 
3) Interpolate between the pairs of values to create a pair of pseudo values at 215V,  
(92.7 and 94.25%) 
4) Interpolate between these 2 pseudo values to find the efficiency at 215V and 1.6kW 
(93.48%)  
  1 
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% of Nominal Power  10%  20%  30%    50%  75%  100% 
Power kW:  0.4  0.8  1.2  1.6  2  3  4 
Input Voltage Vdc   
Vmin  150  86.80%  90.80%  92.40%    93.70%  93.60%  94.30% 
215  92.7%  93.48  94.25% 
Vnom  280  87.40%  91.00%  93.00%    94.80%  95.10%  95.40% 
Vmax  400  84.60%  89.90%  90.60%    92.70%  93.70%  93.90% 
Figure 68: Process of interpolation to calculate inverter efficiency from matrix of test values, 
where Step 1 is to identify the nearest power ratings, Step 2 is to identify the two nearest 
voltage ratings, step 3 is to interpolate between the voltage ratings at both power ratings, step 4 
is to interpolate between the two results of step 3.  
 
 
If a detailed matrix of inverter efficiency values is not available SolaSIM will interpolate between 
power dependent efficiency values and then apply voltage weighted efficiency if it is available. 
The complete inverter performance is summarised in Figure 69 
 
Figure 69: Activity diagram showing the complete SolaSIM inverter performance model 
 
 
The verification and validation of SolaSIM described in chapter 6 uses detailed inverter test data 
from CRESTs inverter test laboratory facility.  
2 3 
4 
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4.3.10.2 Simulation output parameters 
Yield is a commonly used performance indicator of PV systems, since it can be quickly 
calculated from kWh meter readings. 
 ܻ݈݅݁݀ ൌ 	ܣݒ݁ݎܽ݃݁ ܣ݊݊ݑ݈ܽ ܧ݊݁ݎ݃ݕ ܩ݁݊݁ݎܽݐ݁݀ܣݎݎܽݕ ܦܥ ܲ݋ݓ݁ݎ ܴܽݐ݅݊݃  (4-12)
Yield will vary depending on many factors including local climate, shading and system losses. 
 
Performance Ratio (PR) is favoured as an indicator by developers and financiers, since 
variations in local irradiance levels are normalised, so systems in different locations can be 
compared. The IEC definition of PR is: 
 ܲ݁ݎ݂݋ݎ݉ܽ݊ܿ݁ ܴܽݐ݅݋ሺܴܲሻ ൌ ܣܿݐݑ݈ܽ ܻ݈݅݁݀஺஼݄ܣߟ௡௢௠  (4-13)
 
Where:  
ܧ	 = Average Annual Energy Generated (kWh/Yr);   
݄ = Annual Global Irradiation kWh/m2/Yr;  
ܣ = Array Area m2;   
ߟ௡௢௠ = Nominal Module Efficiency (%); 
 
4.3.11 Financial performance model 
Income from UK PV systems under the UK Feed in Tariff (FiT) is derived from three elements: 
1) Income from FiT claimed on all energy generated 
2) Income from export tariff on energy which is exported from the property, equal to generation 
minus consumption at any point in time. 
3) Reduction in cost energy imported for generated energy which is used on site. The import 
costs may be a single tariff or may be a split on/off peak tariff for domestic economy seven 
consumers, or on peak / off peak / weekend tariff for small commercial users.  
 
Whilst the income from the FiT itself is simply the product of annual energy yield and the feed in 
tariff rate, the latter two revenue streams are more difficult to calculate, since the model must 
predict how much electricity is being consumed at the site for every daylight hour of the year. 
This daytime energy consumption may vary hugely depending on lifestyle, for example whether 
the occupier is working; retired or child minding. Whether electric heating or cooking appliances 
are used is also a major factor affecting consumption. 
 
The current version of SolaSIM assumes that all solar generation occurs during the on-peak 
period from 07:00 to 23:00. The graph in Figure 70 shows the power output of a PV array in 
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southern England on the 21st of June, clearly the contribution during off-peak times is marginal 
even on the longest day.  
 
Figure 70: Graph of Power (kW) against time for a PV array in southern England on the 21st 
June. 
 
 
The correlation between PV generation and domestic energy consumption has been modelled 
at CREST, as part of work investigating the impact of renewable energy on the low voltage 
distribution network [142]. This model uses a simple PV system model using Loughborough 
irradiance data and a randomly simulated domestic electricity demand based on consumer 
questionnaires and domestic energy monitoring. A series of simulation runs of the model using 
‘typical’ lifestyle scenarios identified a 20% correlation between solar PV generation and 
domestic electricity consumption. Therefore it is assumed in SolaSIMs financial model that 20% 
of generation will be used within the property, this is known as ‘self-consumption’.  The 
percentage of self-consumption can be changed by the SolaSIM user in the GUI. 
 
4.3.11.1 Financial indices 
The SolaSIM financial model uses the system energy data, and user entered finance data 
including discount rate; cost per Watt; tariff rates; etcetera to calculate the following financial 
indices: 
 Income from generation (£) 
 Income from energy export (£) 
 Reduction in on-peak consumption (£) 
 Reduction in off-peak consumption (£) 
 Reduction in weekend consumption (£) 
 Total saving on electricity imports (£) 
= Σ Reductions in (on-peak consumption + off-peak consumption + weekend consumption) 
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 Maintenance cost (£) 
      =-(% Maintenance Spend x Annual Income) x (1+% Maintenance Inflation) Year) 
 Total Income (£) 
= Generation Income + Export Income + Reduction Import Consumption 
 Total Cost (£) 
= Total system cost + Annual Maintenance cost 
 Cash flow (£) 
= Total Annual Income – Total Annual Cost; 
 Cumulative cash flow (£) 
= sum of annual cash flow to date. 
 Present Value (£) 
See detail below 
 Payback year 
= The first year in which the cumulative cash flow is positive.  
 
4.3.11.2 Capital Cost 
Knowing the efficiency or Performance Ratio or yield of a solar PV system is of little benefit 
without knowing what it cost to achieve it. A key objective of this project was to optimise solar 
PV systems on the basis of the levelised cost of energy (LCOE) in p/kWh, which indicates the 
cost to generate each unit of electricity. LCOE is more valuable to policy makers and investors 
in evaluating systems than yield or Performance Ratio. 
 
In order to optimise a system with LCOE as an output, it is necessary to calculate system cost 
as a function of system size as part of the simulation. Data was collected from 6 installers of 
solar PV systems in the UK, for both roof mounted systems from 2kW to 100kW and field 
mounted systems from 30kW to 40MW. The costings were based on Chinese / Korean modules 
and Chinese / German inverters.  
Within each power range there is significant cost variation. For pitched roof systems the cost will 
be higher for slated roofs than for concrete tiles. For flat roofs the cost is lower if systems can 
be ballasted or bonded to the roofing felt and if equipment can be lifted onto the roof without a 
large mobile crane. Ground mounted systems are cheaper if screw anchors can be used and if 
a grid connection is already in situ (more likely for smaller <500kW systems). The data was 
fitted with the following function: 
 Installed	cost ሺ£/W incl VATሻ ൌ 1.9072 Pି଴.଴ସ଼  (4-14)
Where P = Array Power (kWp), as shown in Figure 71 
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Figure 71: Graph of Cost per Watt installed against system size for 2kW to 40MW systems in 
the UK. 
 
For detailed calculations, the user would input their own costings into the model. 
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4.3.11.3 Present Value 
The Present Value (PV) is given by 
 ܸܲ ൌ 	 ܥሺ1 ൅ ݅ଵሻሺ1 ൅ ݅ଶሻ… . . ሺ1 ൅ ݅௡ିଵሻሺ1 ൅ ݅௡ሻ (4-15)
Where  
C  = Purchasing power in today's money of an amount of money,  
n = Years into the future. 
i  = The assumed future inflation rate. 
 
 
4.3.11.4 Net Present Value (NPV) and Internal Rate of Return (IRR) 
Internal rate of return r is given by the following formula. 
 
ݎ	ሺܸܰܲሻ ൌ ෍ ܥ௧ሺ1 ൅ ݎሻ௧
ே
௧ୀ଴
ൌ 0 (4-16)
Where (period, cash flow) pairs  
Cn		 = Cash flow  
t	 = The period (year), must be a positive integer. 
N = Total number of periods in years,  
NPV  = Net present value,  
SolaSIM uses the following numerical method to calculate IRR: 
 ݎ௡ାଵ ൌ ݎ௡ െ ܰܲ ௡ܸ ൜ ሺݎ௡ െ ݎ௡ିଵሻܰܲ ௡ܸ െ ܰܲ ௡ܸିଵൠ (4-17)
Where ݎ௡ is considered the nth approximation of the IRR, to an arbitrary degree of accuracy. 
 
4.3.11.5 Payback Time 
The payback period in years (ܻ) according to [85] is calculated as: 
 ܻ ൌ ஼ೞ೤ೞ೟ା ஼೔೙೟൫୉౦౨౥ౚ୘౜౟౪൯ି஼೘ೌ೔೙೟    (4-18)
Where 
ܥ௦௬௦ = System cost (€); 
ܥ௜௡௧  = Total compound interest over the period of the loan (£); 
T୤୧୲ = Feed in tariff (€/kWh);   
ܥ௠௔௜௡௧ = Operation and maintenance cost (£) over system life; 
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4.3.12 Other financial indicators under consideration 
 
4.3.12.1 Cost of interest charges on investment 
Assuming the PV system project is financed using debt capital which accrues compound 
interest, the total cost of interest is 
 ܥ௜௡௧ ൌ ܥ௦௬௦௧ ൈ ሾሺ1 ൅ ݎሻ௠ െ 1ሿ   (4-19)
Where  
ܥ௜௡௧  = Total compound interest over the period of the loan (€). 
ܥ௦௬௦௧  = Total amount borrowed, in this case the capital cost of the system. 
ݎ  = Interest rate chargeable over each period. 
݉  = Number of periods. 
 
4.3.12.2 Levelised cost of energy 
Levelised cost of energy (ܥ௟௘௩ or LCOE) is the total cost of generating energy, once all costs 
have been incorporated, including capital investment; cost of capital; operation and 
maintenance; according to [85]: 
 ܥ௟௘௩ሺ£/kWhሻ ൌ ஼ೞ೤ೞା ஼೘ೌ೔೙೟ ା ஼೔೙೟∑ ∑ ൫ாೞ೐೗,೏,೓ା ாೞೌ೗,೏,೓൯೓೏    (4-20)
Where  
ܥ௦௬௦ = System cost (£);  
ܥ௠௔௜௡௧  = Operation and maintenance (O&M) cost (£); 
	ܥ௜௡௧  = Total compound interest over the period of the loan (£); 
Σd  = (Energy) integrated for days in a year; 
Σh  = (Energy) integrated for hours in a day; 
ܧ௦௘௟,ௗ,௛  = Electricity used internally (kWh); 
ܧ௦௔௟,ௗ,௛ = Electricity sales to utility (kWh); 
 
Operation and maintenance (O&M) costs are a fundamental component of LCOE, in software 
testing, estimated O&M costs were sought from installers. The above equation can also be 
simplified to calculate levelised cost from annual energy production [86]: 
 ܥ௟௘௩ሺ£/kWhሻ ൌ ஼ೞ೤ೞା ஼೘ೌ೔೙೟ା ஼೔೙೟୬ ൈ ୉౦౨౥ౚ    (4-21)
Where 
n   = Operating life of system 
E୮୰୭ୢ  = annual energy production. 
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For commercial systems, the costings must fully internalise all the costs including the cost of 
operation and maintenance and borrowing the money to invest in the system. A comparison of 
LCOE for PV against other technologies is given in Chapter 2 
 
 
4.4 Chapter Conclusions 
This chapter introduces the systems architecture approach to system design and how systems 
architecture tools have been used in the initial development of the software framework.  
 
As a software project, unified modelling language (UML) was selected as an appropriate 
architecture framework. The fundamental challenge in using UML effectively is describing all the 
functionality the system must perform (which can be very complex) but at the same time to do 
this using diagrams which are clear and can be comprehended by someone unfamiliar with the 
project. 
 
UML diagrams enabled the structure of SolaSIM to be modelled and visualised. Decisions about 
the delineation between subroutines and the interaction between them could be made before 
programming commenced. The diagrams were linked with formally documented requirements 
which the system must fulfil. 
 
Systems architecture was presented as an iterative process, as the software system is 
described in the UML diagrams, this process may indicate conflicts and issues which had not 
previously been considered so require changes to the design, and in extreme cases to the 
requirements list. 
 
The underlying scientific basis for SolaSIM was described, alongside descriptions of what  
formulae were used and how they were implemented. The modelling framework allows the user 
to select detailed weather, module and inverter data from a variety of sources. Algorithms to 
model the various sub-systems have been selected based on their accuracy in the context of 
UK grid connected PV systems based on prior research at CREST and elsewhere.  
 
Simulation of irradiance variation due to shading was identified as a priority area for detailed 
work and is described in more detail in the next chapter. It is essential to verify the correct 
operation of any model and validate it against real world data; the V&V process used for 
SolaSIM is described in chapter 6.   
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5. Irradiance modelling for Individual cells of Photovoltaic Arrays 
 
5.1 Introduction to shading losses. 
 
The review of the PV system in chapter 2 and the PV design process in chapter 3 identified 
shading as a key area which could be improved upon in the software modelling of PV systems.  
 
There is a lack of consensus in the industry regarding how much separation should be left 
between PV arrays and near shading objects such as chimneys and dormer windows. This 
manifests in anecdotal reports of poorly designed systems with modules heavily shaded by 
obstructions, where closer attention to design would have made significant improvements to 
energy yield. Mismatch effects of shading are not normally considered in system modelling 
because the computation time would be too great. Existing tools do not give designers enough 
information to decide what boundaries to leave unused around shading objects.  
 
Shading can be the most detrimental impact factor on performance for a domestic system. The 
impact of shading on performance varies depending on the electrical series and parallel 
arrangement of cells within a module and modules within an installed array. Whilst many 
approaches to shading analysis have been proposed, computational efficiency is not reported 
despite being of high importance when incorporating shading algorithms into an overall energy 
yield model. The lack of consideration of the non-linear impacts of shading on smaller systems 
for example means that the shading loss is significantly underestimated, especially from 
supposedly small obstacles such as antennas or chimneys. As an example, the system shown 
in Figure 74 illustrates the case where the installer may have attested a shading loss factor 
close to zero under UK microgeneration guidelines [83], i.e. negligible, but the performance of 
the system is severely compromised due to the non-linear cell mismatch effects. An effective 
shading sub-model therefore needs to give feedback to inform decisions of array layout in the 
proximity of obstructions but must not rely on high power computing. 
 
This chapter describes a new shading loss model which can generate irradiance values for 
every cell in the array for each time-step of the simulation. This irradiance map data is then 
used to model performance for each cell individually, allowing designers to make an informed 
decision about required unused space around any shading objects [143]. 
 
The mechanisms of performance reduction in solar photovoltaic (PV) systems due to shading 
are well documented. However, the majority of models calculate cell electrical performance after 
applying the same irradiance to entire strings or arrays in the system. This approach can be 
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readily identified because the Performance Ratio (PR) of shaded PV systems remains 
unchanged when different series/parallel string combinations are used in the simulations. Take 
the example of a 13kW PV array mounted on a large pitched roof, as shown in Figure 72. The 
array consists of six strings of 17 modules connected to two 6kW inverters.  
 
 
Figure 72: 13kW on-roof PV array in Bavaria where the impact of shading from chimneys will 
vary depending on the physical layout of series strings on the roof. 
 
 
The strings in this example could be arranged in rows as shown in Figure 73a, or in columns in 
Fig. 74b. The only difference between the two scenarios is the electrical arrangement of the 
strings; the physical configuration remains the same. Imagine the common situation where the 
array is shaded by an adjacent long building with a roof of similar height. With the strings 
arranged in columns each string would have several shaded modules at low solar elevation 
angles, so both inverters would experience mismatch losses. Conversely with strings arranged 
in rows, strings 1 and 2 would be heavily shaded, but strings 3-6 would be unaffected, so only 1 
of the inverters would experience mismatch losses and the overall mismatch loss would be 
lower.  
 
 
Figure 73a: Strings arranged in rows, where each colour represents a group of modules, which 
are electrically connected in a series string. 
 
 
Fig 74b: Strings arranged in columns 
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This simple test was tried on several commercially available PV modelling software packages. 
In all cases the final yield calculated by the model was the same with strings arranged in rows 
or columns, illustrating that the software does not calculate cell mismatch losses for each 
module. 
 
Various approaches are used to survey potential shadow-casting objects around a PV array 
with varying accuracy. The most common methods, in approximately ascending order of 
accuracy are:  
a) Estimation from aerial photography. 
b) Co-ordinate capture from maps or GIS data (especially for distant objects). 
c) 3D surveying using a Laser based LIDAR device from an aircraft [144]. 
d) Co-ordinate capture from electronic ‘CAD’ drawings of array and its surroundings. 
e) Digitisation of photograph of horizon taken from array location, manually or using horizON™ 
software [145]. 
f) Automated measurements using photographic device, such as the ‘Solmetric SunEye™ 
[146]’ or Meteonorm horicatcher [147]. 
g) Manual sighted measurements using a compass and inclinometer. 
h) Semi-automated measurements using a ‘total station’[148]. 
 
There is considerable scope to improve on the way in which this data is used in energy yield 
models. The approach used to calculate shading in this project was to subdivide the 
calculations into 2 distinct algorithms: 
a) Model the impact of shading objects on irradiance on the array for each time step in the 
yield simulation. 
b) Model the electrical performance of the array, using irradiance data generated in the 
above sub-model. 
The interface between these algorithms is an irradiance map of the array, exported by the 
shading geometry algorithm and imported by the cell electrical model.  
 
This development work was done as part of the Performance of Photovoltaics in the UK (PPUK) 
project in conjunction with E.On New Build and Technology. 
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Figure 74: Photograph showing a south facing PV-System which is significantly shaded but the 
energy yield loss may be even greater due to cell mismatch. 
 
 
5.2 Shading geometry algorithm 
 
The algorithms to calculate shading losses within an overall PV system energy yield model can 
be divided into two main sub-models:  
 
a) The shaded irradiance sub-model – which calculates irradiance incident on the cells, using 
spatial location data for shading objects. 
b) The array electrical sub-model – which calculates current & voltage for each string, taking 
mismatch into consideration using cell irradiance calculated in the shaded irradiance sub-
model [149-152]. Thermal mismatch between cells is not considered in the model. 
 
This chapter is concerned primarily with the shaded irradiance calculation, the output of which 
can be interfaced with any electrical mismatch model. Previous shaded irradiance models fall 
into two main categories, those which view  
a) the surface from the point of view of the sun,  
b) the sky from the point of view of the surface. 
 
Models in category (a) commonly use rendering to generate a three dimensional view of a 
building or district, with shading used to indicate zones of varying irradiation. [153-156]. A key 
challenge of this approach is the computation time to model irradiance for each surface 
segment and for each hourly sun position. A logical optimisation is to bin sun positions into 
zones of similar irradiation, for example from 4000 hourly sun positions above the horizon into 
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250 bins [153]. This approach is typically used in simulations at neighbourhood level using 
building coordinates from GIS or LiDAR coordinates 
 
Category (b) models use the concept of the sunpath diagram to analyse whether the surface or 
portion of it is shaded for a given time-step [157-162]. 
 
PV design tools such as PV*Sol and PVSyst model shading in PV arrays with the strings, 
modules or sub-modules as the smallest unit [163, 164] where a sub-module is a series string of 
cells protected by one bypass diode. Losses may not be accurately modelled when these 
strings or modules are partially shaded. In addition the diffuse irradiance after shading is applied 
equally across the array in these models where the actual diffuse irradiance incident on cells 
may be significantly different for arrays with near shading. Modelling the energy yield cell-by-cell 
was until now considered too slow with currently available methods [165]. Simulation time has 
been identified as a key factor for users since designers need to be able to quickly model 
performance and test the impact of amendments to the array layout [166] . 
 
The key challenge of the shaded irradiance sub-model is therefore to efficiently generate a 
matrix of irradiance values for each portion of the PV array for each time-step. The array portion 
could be a module, sub-module, cell or even sub-cell. In this work the array portions are defined 
as individual cells. Generation of this irradiance map is potentially a complex task with 
significant computation time, which could be problematic to incorporate into an energy yield 
model with a realistic simulation speed. The main challenge of this work is to identify a method 
which achieves the required accuracy whilst operating a minimal total number of calculations. 
 
This chapter presents a model which is computationally light enough to operate on a typical 
laptop computer but calculates irradiance losses due to shading with an uncertainty of 1% or 
less. The model combines elements of the specifically developed sky-patch [167] concept of 
irradiance distributions and the polygon point containment method [157, 168] for shape analysis 
to create a new efficient shadow calculation algorithm. 
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5.2.1 Overview of the model 
This shading sub-model consists of two main phases of operation: The geometry preparation 
and then the time series simulation. 
 
5.2.1.1 Phase 1, Horizon analysis and sky-dome preparation 
The horizon as ‘seen’ by each cell in the array remains fixed for the duration of the simulation, 
therefore it can be digitised as a dome of sky-patches and stored in memory. The only 
exception to this rule is for non-mature trees, which could be accommodated by repeating the 
simulation for each year of tree growth using a tree growth model [169, 170]. Tree growth rate is 
not included in the methods presented but is a logical avenue for future work. 
 
Each sky-patch has a Boolean value to indicate whether the cell would be shaded or unshaded 
when the coordinates of the sun position lie within its boundaries. This preparation is done only 
once before the time series simulation. Thus, the computation in each loop of the time series is 
minimised. Two main types of sky-dome configurations were considered. The first type has 
patches equally spaced in elevation and azimuth but with varying size, as shown in Figure 75, 
the second type is described in Figure 82, section 5. 
 
Figure 75: Drawing showing sky-dome of equi-angular spaced sky-patches with 13 degree 
resolution. 
 
 
The flowchart in Figure 76 presents an overview of the preparation phase of the model. In the 
first step the horizon line which would have been surveyed for a single datum point on the array 
must be translated to a horizon line for every cell in the array. An array of Boolean sky-patches 
is then created for each cell. Each sky-patch is given a ‘shaded’ Boolean value if it is below the 
horizon line for that cell or the horizon line passes through it. The diffuse irradiance shading loss 
factor can then be calculated for each cell by counting the number of shaded sky-patches and 
calculating the cosine losses. The sky-dome can consider both near and far shading objects.  
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Figure 76: Flowchart describing preparation and time series phases of the model. 
 
 
5.2.1.2 Phase 2, Time series simulation 
For each time-step in the simulation, the irradiance calculation is a simple Boolean check 
whether the cell is shaded for that sun position in the predefined sky-dome. The beam and 
diffuse loss factors are then applied to the beam and diffuse irradiance respectively. 
 
The output from the model is an array of irradiance values for each cell and for each time-step, 
this array can then be input into a cell performance and interaction model as part of a detailed 
array energy yield simulation. 
 
5.2.2 Detailed description of the model 
5.2.2.1 Preparation for simulation: Surveying horizon coordinates  
PV system designers are familiar with recording horizon data as (azimuth, elevation) 
coordinates onto a two dimensional sunpath diagram as found in the user interface of various 
energy yield tools [171] and as shown in Figure 77. A similar approach was taken for the user 
interface of this model. 
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Figure 77: Drawing of the horizon as a polygon, viewed from sun towards array. 
 
 
To model shading on individual cells requires the surveyed shading objects and the array to be 
described in a three dimensional space. For simplicity of calculation, the coordinates of each 
node on the surveyed shading objects are initially described by a spherical vector [ߙு, ߝு, ݀ሿ. 
ߙு, ߝு	 and ݀ represent the azimuth angle, elevation angle and distance from a datum point on 
the array to a given point on the horizon as shown in Figure 78. 
 
The datum position of the array for the model is defined as the centre of the middle cell of the 
lowest row of cells as shown in Figure 78 so the horizon must be surveyed from this point or 
translated to it using trigonometry. 
 
Use of the spherical coordinate system means that input data has some compatibility with the 
simple 2D horizon plots on a sun-path diagram consisting of an azimuth angle and elevation for 
each point as shown in Figure 77. Each 2D point is converted to this 3D frame by adding a 
distance to each point. Cartesian coordinates from 3D CAD packages could also be imported by 
simply converting to spherical coordinates. 
 
5.2.2.2 Translating the horizon coordinates from the datum cell to all other cells in the PV array 
Once the user has input the horizon data surveyed from the datum position of the array, the 
datum horizon line can be translated to a horizon line as ‘seen’ by every cell in the array using 
the methodology below. For increased resolution, the same approach could be applied for 
multiple points within cells, or for increased speed, a sub module with one blocking diode could 
be considered the smallest unit in the array. For this chapter the solar cell is defined as the 
smallest physical and electrical unit in the array. 
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All geometric formulae in the model use right handed Cartesian or spherical coordinate systems 
as described in ISO standard 80000-2 Pt 16 [172] , where: the ݔ -axis is positive southwards; 
the ݕ-axis is positive eastwards and the ݖ -axis is positive upwards, as shown in the reference 
frame in Figure 78. 
 
Figure 78: Reference frame containing an inclined PV Array and its datum point. Note that 
arrays spread over multiple planes would require multiple datums. 
 
 
The spherical coordinate system in the user interface follows the same convention as other PV 
software (PVGIS, Meteonorm, PVSyst, PV*Sol) but differs from ISO80000-2 so the horizon 
coordinates must first be converted as follows: 
 
 ܼ݁݊݅ݐ݄ ߠ ൌ 90 െ ܧ݈݁ݒܽݐ݅݋݊ ߝு (5-1) 
 
 ܣݖ݅݉ݑݐ݄ ߙ ሺܫܱܵሻ ൌ െܣݖ݅݉ݑݐ݄ ߙ ሺܩܷܫሻ (5-2) 
 
Each horizon point is then converted from polar to Cartesian co-ordinates using the following 
formulae: 
 
ቈ
ݔ
ݕ
ݖ
቉ ൌ  ൥
݀ sin ߠ cos ߙு
݀ sin ߠ sin ߙு
݀ cos ߠ
൩ 
(5-3) 
 
The centre of each cell in the array is identified with coordinates [i,j] as shown in Figure 79. 
The spacing between cells centres is defined as 
ݏ ൌ ݈݈ܿ݁	ݓ݅݀ݐ݄ ൅ ݃ܽ݌ ܾ݁ݐݓ݁݁݊ ݄݁ܽܿ ݈݈ܿ݁ (5-4) 
 
For square, octagonal, or round solar cells:  
݌ ൌ ݏ (5-5) 
 
For the purpose of this description, the different cell spacing between modules and the module 
frame is omitted for clarity. However in practice for larger arrays these would be included. 
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Figure 79: Drawing showing cell coordinates and Cartesian cell spacing vectors. 
 
 
The Cartesian vectors describing the position of each cell relative to its nearest neighbour for an 
array plane with azimuth of zero and tilt angle ߝ௔are calculated as: 
 
 
ቈ
݌
ݍ
ݎ
቉ ൌ  ൥
ݏ
ݏ sin ߝ஺ݏ cos ߝ஺
൩ 
 
(5-6) 
 
Equation 5 assumes crystalline PV Cells, which are usually square or non-regular octagonal in 
shape. This model was designed for single tilted arrays, where cells are arranged in a uniform 
spacing in both directions, in that the module layout is symmetrical in both directions. Capability 
to model asymmetric arrays could be added by storing an array of actual cell position 
coordinates, rather than assuming regular spacing. The position of any point on the horizon 
relative to any cell in the array can then be calculated from the datum horizon using the 
following translation formulae: 
 
൥
ݔଶݕଶݖଶ
൩ ൌ  ൥
ݔଵݕଵݖଵ
൩ ൅ ൥
െ݅݌
െ݆ݍ
݆ݎ
൩ 
 
(5-7) 
 
Each horizon point is then converted from Cartesian to polar co-ordinates using the following 
formulae: 
 
൥
݀
ߠ
ߙு
൩ ൌ  
ۏێ
ێێ
ۍඥݔଶ ൅ ݕଶ ൅ ݖଶ
cosିଵ ቀ௭ௗቁ
tanିଵ ቀ௬௫ቁ ے
ۑۑ
ۑې 
 
(5-8) 
 
The calculations described in equations (1-7) ultimately calculate a small translation of the 
coordinates for a given horizon point from the datum cell to any other cell in the array as shown 
p q
r
+i
j
-i
Array 
datum 
point
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in Figure 80, which shows the elevation angle of the horizon from the datum cell ߝுଵ translated 
to the elevation angle of the same horizon point from another cell ߝுଶ. 
 
 
Figure 80: Translation of horizon elevation angles from datum cell to other cells in the array 
 
 
5.2.3 Digitising the horizon line to an array of sky-patches. 
 
The sky is described as a dome of sky-patches, through elevation of 0º to 90º and azimuth 0 to 
360º (Figure 82). Note that for computational simplicity, the sky-patch’s azimuth is from 0º to 
360º with south as 180º (Figure 81). The user interface for this model uses the -180º to 180º 
ISO solar convention with south as 0º in common with PV design packages, conversion is 
simply: 
 
ܣݖ݅݉ݑݐ݄	ሺܫܱܵ	݃݁݋݃ݎܽ݌݄݈݅ܿܽ/ݏ݇ݕ݀݋݉݁ሻ ൌ ܣݖ݅݉ݑݐ݄ ሺܫܱܵ ݏ݋݈ܽݎ/ܯ݁ݐ݁݋݊݋ݎ݉ሻ ൅ 180 (5-9) 
 
 
Figure 81: Drawing showing azimuth convention used for the sky-dome (and the convention 
used in PVSyst, Meteonorm, etcetera, in italics). 
 
 
d
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q
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q
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Two distinct sky-dome configurations were considered for use in the model. The first approach 
has an arrangement of patches which is symmetrical in both axes, as shown in Figure 75. This 
approach allows any sky-patch resolution to be used according to the computing power 
available and desired accuracy. The number of sky-patches n is defined as 
 n ൌ Roundሺ360/resolutionሻ ∗ Roundሺ90/resolutionሻ (5-10)
For example, a sky-dome with 1-degree2 resolution would have 324,000 sky patches. A sky-
dome with 10-degree resolution is shown in Figure 75. This sky-dome has the disadvantage of 
uneven weighting between irradiation in lower and upper portions of sky, so it was rejected as 
being unsuitable. 
 
The sky dome definition used in this chapter has patches of equal size and equally spaced in 
elevation but differing azimuthal spacing for each row of patches, similar to the BRE/CIE sky-
dome (Figure 82). The advantages of this approach are that the patches are equally sized, so 
have equal weighting, and it has potential to use a modified version of the Perez anisotropic 
diffuse irradiance model [158, 173] which uses the BRE/CIE sky-dome arrangement. The 
limitation of the pure BRE/CIE sky-dome is that it would not account for the times when the sun 
position aligns with a gap between circular patches.  
 
 
Figure 82: Drawing showing the BRE/CIE sky-dome of equally sized sky-patches [167]. 
 
 
This source of bias error is resolved by using an amended version of the BRE/CIE sky-dome, 
with quadrilateral instead of round patches but with the same centre points as shown in Figure 
83. Each patch has the same planar angle in azimuth and elevation axes and therefore the 
same solid angle. The advantage of quadrilateral patch shape over for example hexagonal, is 
that each patch is described by only four angles, the minimum and maximum azimuth and 
elevation, allowing for simple and fast computation within the time series loop.  
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Figure 83: Amended BRE/CIE sky-dome with quadrilateral patches. 
 
 
The coordinates of sky-patches are calculated using the values in Table 11; The BRE/CIE sky-
dome has a total of 151 patches, arranged in horizontal bands, with the band centres spaced 
with a 12º elevation angle.  
 
Band 
index 
Elevation angle of band 
centre (degrees) 
Number of 
patches in Band 
Azimuth angle between 
patches in band (degrees) 
1 6 32 11.25 
2 18 30 12 
3 30 28 12.86 
4 42 24 15 
5 54 18 20 
6 66 12 30 
7 78 6 60 
8 90 1 360 
Table 11: Spacing of patches in the BRE/CIE sky-dome, which has a 12 degree angular 
spacing between each band. Sky-domes with 4, 3, 2 and 1 degree band centre angular spacing 
(Table 12) are also compared in the validation. 
 
Band spacing Total number of patches in dome 
12 151 
4 550 
3 2146 
2 4787 
1 19857 
Table 12: Band spacing and total number of patches compared in the validation  
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Since the horizon does not change during the hourly simulation, the sky-dome for each cell 
needs to be set up once only. For each sky-patch, the model must check whether: 
1) The sky-patch is in front of the array. 
2) The cell has an unobstructed line of sight to the sky-patch  
 
If both these are true, then the Sky-patch is deemed to ‘have beam irradiance’ -stored as a 
Boolean value in an array which is then called for each time step. The array does not need to 
contain actual irradiance values since these are called later during time series simulation. This 
approach minimises the calculation required for each step during the time series simulation, 
since for a given hour only a single memory location is accessed to verify if beam irradiance is 
present for the sky-patch in question. Figure 85a shows a view of a house shaded by a tree 
which will be surveyed and converted to a sky-dome based shading map. 
 
 
Figure 84a: Drawing of a typical series of shading objects, viewed from sun towards array. 
 
 
Digitisation from a horizon of vectors to an array of Boolean sky-patches is achieved using the 
point in polygon containment test (PPCT) [157]. For the purpose of the PPCT the sky-dome is 
projected onto a two dimensioned view of the dome, in the same way the Earth is plotted on 
maps in the Mercator projection [174].  
Fig. 85b shows sky-patch A below the horizon line and sky-patch B above the horizon line. This 
two dimensional view of the sky-dome can be considered to have an extreme left and right side.  
The PPCT requires a horizontal test line to be created from each point to be examined (A&B) to 
a virtual point on the extreme left of the sky-dome with the same elevation angle (in unshaded 
space) as shown in Fig. 85b. This test line is checked against each portion of the horizon line to 
identify if they intersect. The number of intersections is counted for each sky-patch. If there are 
an odd number of intersections, the point is below/within the horizon (as with Point ‘A’). If the 
number of intersections is zero or even, the point is above/outside the horizon (as with Point ‘B’) 
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[157, 168]. For this model to work for all cases, the extreme left point on the horizon must have 
zero elevation. If the origin of the horizon line is not at zero elevation then an additional point 
with zero elevation must be added, to the extreme left of the view. A vertical test line could also 
be used, but would require the same total number of computations to check against each 
section of the polygon. 
 
 
Fig.85b Drawing showing two sample patches for which the model must identify if they are 
inside or outside any horizon shape, viewed from sun towards array. 
 
 
Whilst simpler methods could be used to check if points are above or below the horizon, the 
PPCT has been shown to work reliably for multiple polygons with any shape and any number of 
points. Taking the example of a horizon with overhanging sections as shown in Figure 85, the 
model must recognise that patch A would have beam irradiance despite being below part of the 
horizon. 
 
Figure 85: Example scenario where a sky-patch is beneath an overhanging section of the 
horizon. 
 
 
Each sky-patch is also assigned a Boolean value for ‘in front of array’. Storing this information 
separately from the ‘Unshaded’ Boolean value allows the flexibility to extend the model for 
bifacial modules. To identify if a patch is behind the array it is necessary to define the formula 
for the arc across the sky-dome where an infinite PV array would intersect with it (Figure 86). 
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Figure 86: Drawing of the area of sky-dome behind the array which is excluded from the 
irradiance contributions. 
 
 
The elevation angle of a point on an arc where an infinitely large array would intersect the 
skydome ߝ஻, is defined as 
 ߝܤ ൌ tanെ1ሺcos ߙܲ tan ߝܣሻ 
 
(5-11)
Where 
ߙ௉   = The azimuth angle of the sky patch 
ߝ஺  = The tilt angle of the PV array.  
In this scenario, the sky patch contributes irradiance only if: 
 ߝ௉ ൐ ߝ஻ (5-12)
 
5.2.4 Time series simulation 
5.2.4.1 Diffuse irradiance loss calculation. 
 
For fixed array systems both the horizon and array are static. If an isotropic sky is assumed, a 
simple loss factor for diffuse irradiance due to shading can be calculated once for each cell 
based on the number of shaded sky-patches. This is then applied to the diffuse irradiance for 
each time-step. 
 ܮ஽,௜,௝ ൌ
∑ ܵ ௦ܲ௧ ൌ ܷ݊ݏ݄ܽ݀݁݀
∑ܵ ௦ܲ௧  
(5-13)
 
Where 
ܮ஽,ூ,௃  = The diffuse loss factor for cell with position ݆݅ in the array  
∑ܵ ௦ܲ௧  = The number of unshaded sky-patches as visible from cell I,J. 
∑ܵ ௦ܲ௧ = the total number of sky-patches. 
 
The model described here assumes an isotropic sky, but the BRE/CIE sky-dome definition is 
the same as that used in the Perez anisotropic diffuse irradiance model [173], so these 2 
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models could be combined to form an anisotropic shading model by incorporating the weighting 
factors to the sum in equation (5-13). 
 
5.2.4.2 Beam irradiance loss calculation. 
For each time step, the model must: 
a) Get beam and diffuse irradiance from stored values or in plane irradiance model. 
b) Calculate sun position or access saved values. 
c) Check which sky-patch the beam irradiance is in. 
d) Check whether the sky-patch is in front of the array (using previously stored Boolean values 
for each sky-patch). 
e) Check if the sky-patch is unshaded (using previously stored Boolean values for each sky-
patch). 
 
The sky-patch indexes ݏ & ݐ are calculated simply as: 
 ݏ ൌ ہ ߙ௉ ܴ௑⁄ ۂ (5-14)
 ݐ ൌ ہ ߝ௉ ܴ௒⁄ ۂ (5-15)
Where: 
ܴ௑ = sky-dome resolution in the X (azimuth) axis  
ܴ௒ = sky-dome resolution in the Y (elevation) axis 
 
5.2.5 Validation 
For initial accuracy testing, the shading object used was a horizontal wall which surrounds the 
PV array on all sides, as shown in the skydome view in Figure 87. This crude shading object 
allows the diffuse irradiance component of the model to be compared against a simple 
geometric function. The numbers of shaded patches in front of and behind the array were 
counted to establish the percentage shading of the dome; this value was then compared with 
the area of a reference segment on the surface of a sphere. Where the area of the segment of 
the spheres surface ܽ௦ is calculated as: 
 
 ܽ௦ ൌ ߨߩଶݏ݅݊ሺߝ்ሻ (5-16)
Where: 
ρ  = Radius of sphere,  
ߝ் = Elevation angle of shading test horizon 
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Figure 87: Diagram showing the reference segment of a sphere used for testing. 
 
 
Simulation of shading on a single 60 cell module was tested for the 5 skydome configurations 
as shown in table 2.  
Skydome 
patch type 
Number of 
patches 
Patch 
resolution 
Mean Bias 
error 
Model time 
 
Degrees % of area milliseconds 
Equal spaced  324 10 8.3 0.27 
Equal sized  
 
 
151 12 1.3 0.20 
550 6 1.2 0.25 
2146 3 0.8 0.40 
4787 2 0.46 0.63 
19857 1 0.41 1.45 
Table 13: summary of skydome testing, note simulation time is for a single module of 36 cells.  
 
 
Each scenario was tested with the shading wall at elevation angles from zero to 90 degrees in 5 
degree intervals as show in Figure 87.  
εTρ
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Figure 88: Graph showing the relationship between skydome type and accuracy for different 
shading horizon walls. 
 
 
In developing the model it was necessary to choose the optimum number of patches to achieve 
an acceptable accuracy with minimal processing time. A larger number of smaller patches 
would require more calculations in the code. The modelling time is for a single time step for a 
single module of 36 cells using a PC running Windows™ with 1.8GHz processor. For example a 
single module with a 4787 patch sky-dome would take approximately 0.63 milliseconds to 
simulate. Further reductions in simulation time could be achieved using multi-thread 
programming. A considerable proportion of the modelling time is the initial setup of the 
skydome, which is not required for each step of a time series simulation.  
 
The choice of patch resolution is necessarily a compromise between accuracy and computation 
time. Figure 89 indicates that below 2 degrees, smaller patch sizes make only marginal 
improvements in accuracy but cause exponential increases in computation time. The unit of 
computing time for a one degree patch resolution was 1.4ms to run 8760 hourly simulations on 
a typical laptop with an Intel i5 processor running at 2.7GHz.  The optimum patch resolution was 
found to be two degrees, this computation time would scale linearly with array size.  
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Figure 89: Graph showing optimisation between number of patches, accuracy and computation 
time. 
 
 
An implicit assumption in the use of the sky domes is that the area of each patch is equal. The 
proportion of the sky dome area accounted for by each patch can be calculated as follows 
 ܲݎ݋݌݋ݎݐ݅݋݊	݋݂	ݏ݇ݕ݀݋݉݁ ܽݎ݁ܽ
ൌ ൫ܵ݅݊	ሺݑ݌݌݁ݎ ݈݁݁ݒܽݐ݅݋݊ሻ െ ܵ݅݊ሺ݈݋ݓ݁ݎ ݈݁݁ݒܽݐ݅݋݊ሻ൯
ൈ ܣݖ݅݉ݑݐ݄ ݓ݅݀ݐ݄2 ߨ  
(5-17)
The result of this calculation on all the sky-dome configurations considered is shown in Figure 
90. As shown there is a very significant difference in weighting between the patches for the 
BRE/CIE sky dome and for the dome with four degree patch separation. This weighting error 
reduces as patch size/spacing is reduced. The one and two degree domes had minimal 
variation between patch sizes. An alternative approach would be to discard the equally spaced 
patches altogether and use the Mercator style dome with equal numbers of patch in each row, 
but calculate their weighting, however this approach would increase the computing time for the 
model. 
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Figure 90: Graph comparing the weighting of patch area for the various sky dome types which 
were considered The BRE/CIE sky dome patch weighting is shown on the right axis. 
 
 
The SolaSIM shading model was compared with PVSyst, which is widely considered to be the 
industry benchmark simulation software [175, 176]. Comparison with the computation time to 
model shading for an equivalent array in PVSyst found that PVSyst took 7.3 seconds to model 
the shading for an equivalent sized array with the same shading profile. However, PVSyst only 
models shaded irradiance by sub-module and models the shaded diffuse irradiance averaged 
across the entire array. 
 
5.2.5.1 Shaded array scenarios 
To inform the choice of representative shading scenarios for model validation, a survey was 
conducted of PV arrays with shading by chimneys, dormer windows, roof abutments, satellite 
dishes, TV aerials and other obstructions. The objective of this survey was to identify a range of 
worst case scenarios for shading. The PV arrays shown in Figure 91 to Figure 99 are not part of 
a large or randomised survey of systems; no attempt is made to infer the prevalence of 
particular scenarios. The shading survey enabled the following observations: 
 The shape of a shadow caused by a chimney or dormer window on a small domestic PV 
system is similar.  
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 For any shading object to have a shading impact on a pitched PV array they need be in front 
of or to the side of it. 
 TV aerials and satellite dishes are usually mounted on walls or on chimneys 
 Domestic satellite dishes used in Europe are usually 0.7 to 1m in diameter[177] 
 Satellite dishes mounted on a wall below the eaves of a building will generally not cause 
shading, since a gap of 0.3-04m needs to be left between the bottom of the array and the 
gutter for rainwater to go in the gutter correctly. 
 Satellite dishes and TV aerials mounted on chimneys or dormers may or may not add 
shading in addition to the shading caused by the chimney or dormer itself.  
 
Following these observations, the near field shading object types were organised into the 
following categories: 
1) Chimney, dormer window or other cuboid obstruction to the side of the array 
2) Chimney, dormer window or other cuboid obstruction in front of the array 
3) Satellite dish to the side of the array 
4) Satellite dish in front of the array 
5) TV aerial in front of or to the side of the array 
 
  
Figure 91: Photographs showing category 1 shading due to chimneys 
 
 
Figure 92: Photographs showing category 1 shading due to a flue, a chimney and a dormer 
window and chimney 
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Figure 93: Photographs showing category 1 shading due to dormer windows 
 
Figure 94: Photographs showing category 1 shading due to dormer windows 
 
 
Figure 95: Photographs showing category 1 shading due to dormer windows 
 
Figure 96: Photographs showing category 1 shading due to chimneys and dormer windows 
 
 
Figure 97: Photographs showing category 2 shading due to chimneys. 
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Figure 98: Photographs showing category 2 shading due to other structures. 
 
Figure 99: Photographs showing category 3 shading due to satellite dishes 
 
 
This survey and categorisation was used to select two shading scenarios against which to test 
the shading model which were: 
1) Chimney to the side of the array (Figure 100a) 
2) Chimney to the front of the array (Fig 101b) 
Outdoor validation was conducted with a PV array of seven modules with array azimuth 0° 
(south) and tilt angle 35°.  
 
 
Figure 100a: Scenario 1, ‘Chimney’ to side of array with shadow marked out with yellow tape.  
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Fig101b: Scenario 2, ‘Chimney’ obstruction to front of array.  
 
 
The resulting representation of the horizon in sky-patches is shown in Figure 101. The chimney 
appears asymmetric due to the increasing width of each patch with increasing elevation.  
 
 
Figure 101: Depiction of the scenario 2 chimney as sky-patches, the number in each cell is the x 
index of that patch.  
 
 
The shaded/unshaded property of each cell was recorded in a spreadsheet, as shown in Figure 
102. Each square represents a quarter of a cell in this image to increase the validation 
resolution. 
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Figure 102: The shadow from scenario 1 obstruction at 07:00GMT was measured visually and 
recorded in excel, module portions are labelled 0 for fully shaded, 1 for partially and 2 for 
unshaded. 
 
 
This data was then compared with the irradiance map for that time as generated by the model. 
There are two obvious ways to calculate the error between the model and the measurements: 
1) The difference in the number of shaded cells between the model and the rooftop 
measurements.  
2) The number of cells which are incorrectly modelled as shaded plus the number of cells 
which were incorrectly modelled as unshaded.  
The latter approach is important because even if the absolute number of cells shaded is correct, 
but they are in incorrect positions this would likely impact on the modelling of electrical 
mismatch losses between cells depending on the electrical configuration within the modules and 
strings of modules. The graphs in Figure 103a and 104b show how the errors vary with different 
shadow shapes and that they below 1% for both scenarios for all times of day. 
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Figure 103a: Graph showing the error between measured and modelled shading for scenario 1. 
 
 
Fig 104b:  Graph showing the error between measured and modelled shading for scenario 2. 
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5.3 Chapter conclusions 
Shading was identified as a critical area for improvement of the accuracy of PV energy yield 
modelling because it is a major contributor to system losses but can be optimised by designers 
given the right software tools. Analysis of existing tools in chapter 3 found that they do not give 
designers enough information or simulate fast enough to enable satisfactory optimisation. This 
chapter describes the development of a new sub-model to calculate shading losses at higher 
resolution than was previously attempted but with a reduced computation time as a contribution 
to faster but more accurate solar PV energy yield modelling. 
 
Analysis of 25 shaded PV systems on domestic roofs found that the shading scenarios could be 
divided into five typical categories, of which two were the most common – chimney to the side of 
the array and dormer window to the side. This analysis ensured that the verification and 
validation of this sub-model was applicable to real world PV systems. This categorisation could 
also potentially be used to inform the testing of cell electrical interaction models and the testing 
of shaded IV curves on inverter power point tracking efficiency. 
 
This new shading sub-model uses the sky-dome of patches and polygon point containment test 
concepts in a new way to characterise the geometric relationship between horizon and PV array 
in a simple array of boolean shaded/unshaded references.  
 
Comparison of multiple sky-dome configurations found that for some configurations there were 
significant differences in the patch area between sky-patches which were previously assumed 
to be equal in area. Therefore this difference in area must either be compensated for or its 
impact reduced by using smaller patches. An optimisation of patch size for minimum computing 
time versus maximum accuracy found the two degree patch size to be optimal. However the 
patch size is coded as a user selectable option, so users can select the larger patch size for 
initial system optimisation at high speed but low accuracy or the smaller patch size for slower 
simulation runs for high accuracy calculation for a client or financier. This option could be 
bundled with other simulation options as a generic fast or accurate option in the overall energy 
yield model. 
 
The output from this model is the global (beam and diffuse) irradiance for individual cells of a 
PV System after subtracting shading losses. Existing commercial software only calculates 
shaded beam irradiance for modules or sub-modules thereby introducing a quantisation error. 
Diffuse irradiance is averaged over the entire array. This increase in the resolution of the 
modelling output is a step change in the accuracy of shading loss modelling which will itself 
improve the accuracy of energy yield modelling. It will also enable more accurate energy yield 
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modelling because the irradiance map can be input into cell performance sub models as part of 
the model [137]. 
 
The modelling of diffuse irradiance in this model assumes an isotropic sky, but the sky-dome 
concept provides passive provision for anisotropic diffuse models to be integrated into the 
model further work. In particular the BRE/CIE  sky-dome [167] is the same definition as used in 
the Perez  anisotropic model [173].. 
 
Comparison of computation time between this model and PVSyst found that for one year of 
8760 hourly time steps for a typical scenario took 1.6ms in this model compared to 7.5 seconds 
in PVSyst for a simulation with lower resolution, therefore the objective of modelling the shading 
more accurately and with higher computational efficiency was achieved with the new algorithm.  
 
Identification of shaded cells was achieved with an error of less than 1%. Further improvements 
are possible with high accuracy surveying methods and higher computing power or longer 
simulation runs. 
 
Thermal mismatch between cells is not considered by the model, but could be considered in 
future work. 
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6. Verification and Validation of the SolaSIM Photovoltaic System 
Modelling framework 
 
6.1 Overview of the verification and validation approach 
 
Verification and validation (V&V) is the process of rigorously checking whether a system or 
program satisfies its specifications and requirements. It is a fundamental aspect of systems and 
software engineering which needs to be conducted on both the complete system and on all its 
subsystems. This chapter describes the V&V of SolaSIM, including comparison with other 
models and with measured data. 
 
Verification and Validation are formally defined by the IEEE as  
 “Verification: The evaluation of whether or not a product, service, or system complies with a 
regulation, requirement, specification, or imposed condition. It is often an internal process." 
 “Validation: The assurance that a product, service, or system meets the needs of the 
customer and other identified stakeholders. It often involves acceptance and suitability with 
external customers." [178] 
 
The fundamental difference between verification and validation is that verification is conducted 
during development of a system (usually on the individual subsystems before integration and 
handover) whereas validation is conducted on the complete system often involving close 
oversight by the client or stakeholder [179]. 
 
Note that this definition of validation differs from general scientific usage where validation is to 
determine whether a hypothetical model is a good fit against measured data. Both modes of 
validation are required in this project to satisfy high level systems engineering and scientific 
requirements. Therefore in this report the terms stakeholder validation and model validation will 
be used to differentiate between them. 
 
The V&V of SolaSIM consisted of 2 main work packages: 
 Verification of the model by testing across the full range of permissible input values, to 
check for errors and values which are outliers and testing against a theoretical system 
configuration. 
 Validation of SolaSIM against data from an operational PV system installed on the roof of 
the Sir David Davies (W) building at Loughborough University. The system is monitored 
using calibrated high-accuracy equipment for which uncertainties are given in Table 17 in 
the measurement system description. 
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While there are many outdoor PV systems being monitored by various research groups, there 
are open questions regarding the accuracy of many such monitoring systems, and whether the 
monitoring equipment is calibrated to traceable standards. Without such attention to calibration 
and uncertainty analysis, there are significant risks in using the resulting data. The validation 
described in this chapter will use equipment calibrated to traceable standards. This validation 
work was done as part of the Performance of Photovoltaics in the UK (PPUK) project in 
conjunction with E.On New Build and Technology 
 
A detailed description of the architecture of SolaSIM was given in chapter 4, it is also 
summarised in Figure 104 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 104: Simplified flow diagram for SolaSIM 
 
 
6.2 Initial verification tests on SolaSIM framework and sub-models 
6.2.1 Software testing scenario 
SolaSIM was tested using a theoretical system configuration based on a typical UK domestic 
system, with the following default parameters: 
Location:     Loughborough, UK, 52.7705°N 1.2046°W. 
Array Tilt:    35° 
Array Azimuth:    0° 
Albedo of adjacent surfaces: 0.3 (bitumen & stone roofing felt) 
Array:      24off Bosch 200Wp mcSi modules 
Inverter:     Fronius IG 20 
Environmental Model 
Array performance 
model
Inverter & electrical 
model 
Degradation & 
Financial Model
Irradiance & temperature of each cell  
Array voltage & current output 
Annual energy yield 
Financial indicators 
Verification and Validation of the SolaSIM Photovoltaic System Modelling framework 
122 
 
 
The Optimiser window in SolaSIM includes a linear sweep function which allows the user to run 
multiple simulations, with a chosen input parameter varied within a selected range. This feature 
was used to test the effect of all the main input parameters on system performance. For 
example, the albedo variable was tested in the range 0 to 0.5 as shown in Figure 105 
 
Figure 105: Graph of system yield plotted against surface albedo  
 
 
Every parameter is tested across its full operating range. For example, azimuth is tested from -
90 to +90 degrees, as shown in Figure 113. This approach was invaluable in identifying various 
errors, anomalies and oversights in the code. The main parameters used in the SolaSIM 
framework and the range of test values are tabulated in Table 14. 
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Parameter Minimum Maximum Units 
PostCode A selection of 6&7 digit UK postcodes text 
Lat -90 90 degrees 
Lon -180 180 degrees 
Alt -100 2000 metres 
TZoneIndex 0 88 Index (integer) 
TZoneHrs -12 12 hours 
TZoneMerid -180 180 degrees 
Albedo 0 1 Per unit 
Tilt 0 90 degrees 
Azimuth -180 180 degrees 
MaxHorizon 0 90 degrees 
HorBmDiffModel 0 3 Index (integer) 
HorToInclPlanDiffModel 0 3 Index (integer) 
ModuleID 0 1000 Index (integer) 
ModuleIsc 0 20 Amps 
ModuleImpp 0 20 Amps 
ModuleVoc 1 450 Volts 
ModuleVmpp 1 350 Volts 
ModulePower 0 600 Watts 
TempCoeffVoltPC -375 0 Percent 
ModuleDegradRate -10 20 Percent 
Table 14a: List of main parameters used in the SolaSIM framework. 
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Parameter (continued) Minimum Maximum Units 
PdcMax 0 10000 Watts 
PacNom 0 10000 Watts 
VdcMax 0 1500 Volts 
Vmpprange 0 1500 Volts 
Peff 0 100 Percent 
Veff 0 100 Percent 
SeriesPanels 1 20 Integer 
ParllelStr 1 10 Integer 
MiscLoss 0 100 Percent 
DustLoss 0 100 Percent 
JBPerInv 1 10 Integer 
QtyInvs 1 10 Integer 
ModNegCabLen 0 100 metres 
ModPosCabLen 0 100 metres 
ModCabSiz 2.5 10 Square Millimetres 
StrNegCabLen 0 100 metres 
StrPosCabLen 0 100 metres 
StrCabSiz 2.5 10 Square Millimetres 
JBoxInvCabLen 0 100 metres 
JBoxInvCabSiz 2.5 10 Square Millimetres 
InvDBCabLen 0 100 metres 
InvDBCabSiz 2.5 10 Square Millimetres 
InvDBCabThreePh 1 3 integer 
DBSuppCabLen 0 100 metres 
DBSuppCabSiz 2.5 10 Square Millimetres 
DBSuppCabThreePh 1 3 integer 
AveACVolt 200 270 Volts 
Table 14b: List of main parameters used in the SolaSIM framework (continued) 
 
 
6.2.2 Verification of SolaSIM Irradiance Model 
 
6.2.2.1 Testing sun position algorithms 
The conversion of horizontal irradiance (from weather databases) to in-plane irradiance for 
system modelling requires accurate calculation of sun position at any time of day or day of year. 
The sun position algorithms used in SolaSIM were tested by creating a bespoke sun path 
diagram generator tool, which can plot sun-paths for any latitude, longitude and altitude to test 
the geometric coding. A sun path diagram generated for Loughborough with SolaSIM is shown 
in Figure 106. 
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Figure 106: Sun-path diagram for Loughborough (Lat 52.76oN, Lon 1.24oW) generated by 
SolaSIM.  
 
 
The SolaSIM sunpath diagram was checked against a sunpath diagram for the same location 
generated by an online tool as shown in Figure 107. Three points on each curve were 
compared between methods and the deviation found to be within one degree. 
 
Figure 107: Sun-path diagram for Loughborough (Lat 52.76oN, Lon 1.24oW) generated by the 
sun path chart tool by the University of Oregon [180]. 
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6.2.2.2 Testing the irradiance model against other software 
 
The in-plane irradiance values generated by the SolaSIM irradiance model were compared to 
those generated by Meteonorm [89] from the same base dataset (Meteonorm: Sutton 
Bonington, UK, consisting of one year of hourly averages of global horizontal irradiance and 
ambient temperature) and for the same array orientation (0° azimuth and 35° tilt). The 
correlation between SolaSIM and Meteonorm models in Table 15 was within the uncertainty of 
those models when tested against outdoor data [181]. There was a larger deviation between 
values of diffuse irradiance on an inclined plane because Meteonorm uses the Perez 
anisotropic diffuse irradiance model [173]. The Perez model was not used in SolaSIM because 
it was primarily written for architectural use so calculations are in Lumens which introduces 
significant uncertainties if converted from irradiance in W/m2 because the spectrum at the time 
of measurement is not known. The Klucher model [182] was used for SolaSIM V&V because it 
was identified as being the most accurate for the maritime climate in the UK in previous work 
[181]. The 2.5% deviation in global in-plane irradiance will impact less than 2.5% on Energy 
Yield accuracy since the greatest uncertainty arises at lower irradiances, since complete PV 
systems generally do not start generation until a minimum irradiance of 50-100W/m2 is achieved 
due to internal system losses.  
 
  
  
Meteonorm SolaSIM Deviation
Ave Ave % 
Global horizontal  G_Gh 100.5 100.9 0.4 
Diffuse irradiance G_Dh 63.3 62.6 -1.1 
Global irradiance on an inclined plane  G_Gk 116.3 113.4 -2.5 
Diffuse irradiance on an inclined plane G_Dk 65.7 57.0 -13.3 
Table 15: Summary of irradiance intercomparison between SolaSIM and Meteonorm 
 
 
The V&V process resulted in the development of a number of additional software tools within 
SolaSIM to enable rapid testing, including: 
 A sun-path and sun-array incidence angle plotter; 
 An automated multiple simulation control panel; 
 An analysis tool for automatic generation of summary tables. 
 
A comparison of Met-Office and Meteonorm data is shown in Figure 108. The curves peak 
slightly later than 12 noon because the graph is plotted against standard time rather than solar 
time. The Meteonorm curve is noticeably less symmetrical and has a flatter peak than the Met-
Office curve, the inconsistencies in the Meteonorm curve are likely due to the various changes 
to British Summer time during the monitoring period from 1985 to 2005, which may not have 
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been taken into account by Meteonorm when aggregating raw data from multiple sources. By 
contrast the Met Office data is recorded solely using Greenwich meantime, and discussions with 
Met-Office staff indicate careful attention to time stamp accuracy[183]. Therefore more recent 
CREST in-house data from the Loughborough campus and met office data from Sutton 
Bonington were used for further testing of SolaSIM. 
 
Figure 108: Graph showing average global horizontal irradiance (Gh) values from Meteonorm 
(MN-Gh) from 1981-1990 and from raw Met office data (MO-Gh) from 1980-2009. Data for 
Sutton Bonington (Lat 52.77oN, Lon 1.20oW) with duplicates and erroneous data removed.  
 
 
The graph of beam and diffuse horizontal irradiance in Figure 109 compares the output from 
Meteonorm and SolaSIM, there is strong correlation between the two implementations of the 
models.  
 
Figure 109: Graph comparing hourly average beam (G_Bh) and diffuse (G_Dh) horizontal 
irradiance modelled in SolaSIM compared with MeteoNorm data. 
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The graph of global and diffuse in-plane irradiance in Figure 110 compares the output from 
Meteonorm and SolaSIM, there is likewise strong correlation between the two implementations 
of the models. 
 
 
Figure 110: Graph comparing hourly average Global in-plane (G_Gk), diffuse in-plane (G_Dk), 
beam in-plane (G_Bk) modelled in SolaSIM compared with MeteoNorm data. 
 
 
The algorithms to split global irradiance into beam and diffuse and to translate horizontal to in-
plane irradiance were tested in greater detail against outdoor measured data as shown in 
Figure 126. 
 
6.2.2.3 Checking year on year variation in irradiance data 
 
Checking of UK irradiance data during the verification process, identified a long term trend for 
rising global horizontal irradiance as shown in Figure 111. 
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Figure 111: Graph showing annual average global horizontal Irradiation values from Met office 
measured data (1980-2009)[184]. 
 
 
By contrast the diffuse component of irradiance is reducing as shown in Figure 112; (therefore 
the direct portion must be increasing, if overall global irradiance is increasing). So the increasing 
irradiance is due to a reduction in cloud cover during this period, and therefore due to medium 
term climatic cycles. The largest inter-annual variation in irradiance was a 9.4% reduction from 
1990 to 1991 at the Camborne weather station.  
 
 
Figure 112: Graph showing annual average diffuse horizontal Irradiation values from Met office 
measured data (1980-2009) [184]. 
 
 
R² = 0.3212
R² = 0.2093
600
700
800
900
1,000
1,100
1,200
1980 1985 1990 1995 2000 2005 2010A
ve
ra
ge
 A
nn
ua
l I
rr
ad
ia
tio
n
W
h/
m
^2
Camborne
Sutton Bonington
Lerwick
Year
R² = 0.1262
R² = 0.1045
400
450
500
550
600
650
1980 1985 1990 1995 2000
A
ve
rr
ag
e 
A
nn
ua
l I
rr
ad
ia
tio
n
W
h/
m
^2
Camborne
Sutton Bonington
Lerwick
Year
Verification and Validation of the SolaSIM Photovoltaic System Modelling framework 
130 
 
This trend for rising irradiance identified is a significant consideration when predicting system 
performance against historic datasets. The increase in global irradiance was 3.5% per annum 
for Camborne and 2.9% per annum for Lerwick. Assuming a figure of 3% per annum for the 
Midlands, when modelling a system in Loughborough for the year 2015, if a 1990-2010 
irradiance dataset is used, then the incident energy would be 4.5% higher than predicted. The 
increase in energy yield would be in the same order of magnitude. This annual increase is not 
coded in SolaSIM, since it is not possible to predict whether the trend will continue. The largest 
inter-annual variation in global horizontal irradiance was a 9.4% reduction from 1990 to 1991 at 
the Camborne weather station. The timescale of the graph is limited by the availability of Met 
Office diffuse irradiance data. Due to these inconsistencies in the collection of met office data, 
CREST now measures global, beam and diffuse irradiance at 1 second resolution as of 2015. 
 
6.2.2.4 Checking optimum tilt and azimuth for a system modelled by SolaSIM 
The optimum tilt and azimuth graphs in Figure 113 and Figure 114 highlighted an anomaly in 
the irradiance modelling code, since the SolaSIM model indicates optimum azimuth and tilt 
angles of 40° and 28°, whereas other models (PV Sys, PV*Sol and PV GIS)  universally 
indicated optimum azimuth and tilt angles of 0° and 35° for Loughborough, UK. 
Note that some texts refer to the site latitude angle (in this case 52°) as the optimum angle of 
tilt, but this is based on maximum irradiation only and does not consider PV specific factors 
such as inverter minimum power threshold which PV systems generally don't operate when the 
solar elevation angle is below 5-10°. The discrepancy between SolaSIM and other models 
proved difficult to account for, as described in the next pages. 
 
Figure 113: Graph of cell irradiation incident on the cells and yield plotted at varying azimuth. 
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Likewise the effect of varying array tilt angle was tested from 0 to 90 degrees, as shown in 
Figure 114 
 
Figure 114: Graph showing cell irradiation and yield plotted at varying array tilt from 0 to 90 
degrees. 
 
 
The raw weather data used for testing of SolaSIM was an hourly average dataset from ten 
years of data from the Met office Sutton Bonington weather station [185]. Initial checks on the 
data were conducted to identify any anomalies. As an example, Figure 116 shows average 
global horizontal irradiance against time of day and month of year. 
 
Figure 115: Global horizontal irradiance [W/m2] against time of year and hour of day for Sutton 
Bonington, England, 52.8202°N 1.2512°W 
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The peak irradiance was centred on solar noon and June as expected, with slight deviations 
from the mean which are likely due to specific weather conditions when the measurements were 
taken. 
 
Figure 116: Monthly average irradiance [W/m2] for Sutton Bonington, England, 52.8202°N 
1.2512°W 
 
 
The higher yields simulated by SolaSIM at 40° and 28° appear to be largely due to higher beam 
irradiance at these angles. Figure 106 shows beam irradiance to regularly be several times 
greater than the horizontal irradiance, particularly at the lower solar elevation angles 
experienced in the winter months.  
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Figure 117: Graph of hourly Global horizontal and in-plane irradiance against time in days, 
translated from Meteonorm data for Sutton Bonington, England. 
 
 
Further investigation identified that the ratio of horizontal to beam irradiance used in the 
calculation of in-plane beam irradiance appeared to be abnormally high in many scenarios.  
 
Beam in-plane irradiance (Gୠ୲ሻ is calculated in SolaSIM using the Liu & Jordan [186] method:  
 Gୠ୲ ൌ Gୠ୦୭୰ ൈ Rୠ   (4-1)
 
 And  Rୠ ൌ cos θ / sin h  (4-2)
 
Where: 
Gୠ୦୭୰  = Beam irradiance on a horizontal plane  
Rୠ  = Ratio of beam horizontal to beam in-plane irradiance 
θ  = angle of incidence between incoming beam irradiance and the plane of array 
h  = the solar elevation angle 
 
The angle of incidence and solar elevation angle are derived using the formulae of the Sun 
Position Algorithm published by NREL [187]. The formulae by Duffie and Beckman [132] are 
also available in SolaSIM for testing and diagnostics purposes. 
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In addition, an analysis of the mean angle of incidence between the sun’s rays and the solar 
array appears to be lower at 40° azimuth and 28° tilt than 35° and 0° respectively, where the 
opposite would be expected. 
 
After further diagnostics of the code, these anomalies in optimum array tilt and azimuth were 
found to be due to misinterpretation of the time stamp for the meteorological data which meant 
that the calculated sun positions were being calculated for different times from the horizontal 
irradiance to which they were applied. For example a file of hourly data from Meteonorm takes 
the form: 
Camborne 
50.217      -5.317        
y m dm h G_Gh G_Dh G_Gk Ta 
2005 7 2 16 782 230 811 17.7 
However the data is actually averaged over the hour following the timestamp, so a 16:00 
timestamp should be interpreted as 15:30, as shown below: 
Camborne  
50.217      -5.317         
y m dm h m G_Gh G_Dh G_Gk Ta 
2005 7 2 15 30 782 230 811 17.7 
 
  
Verification and Validation of the SolaSIM Photovoltaic System Modelling framework 
135 
 
In Figure 118 the plot of global irradiance normalised to the peak irradiance outside the 
atmosphere (IoA) shows the time lag between the global irradiance and IoA. 
 
Figure 118: Graph showing time lag between average annual hourly global horizontal irradiance 
from Meteonorm and the calculated irradiance outside the atmosphere (IoA). Clearness index 
(kT) also shown. Data for Sutton Bonington (Lat 52.77oN, Lon 1.20oW).  
 
 
Figure 119 shows the plot of global irradiance normalised to the peak IoA (G-Gh normal) with 
the time lag corrected so that the two G_Gh plots are closely aligned. The global irradiance 
curve is slightly asymmetric with a distinctive knee at mid-afternoon, due to generally drier 
conditions in the afternoon than the morning. This gives rise to the peak in clearness index at 
this time.  
  
Figure 119: Graph showing corrected time lag between average annual hourly global horizontal 
irradiance from Meteonorm and the calculated irradiance outside the atmosphere (IoA). 
Clearness index (kT) also shown. Data for Sutton Bonington (Lat 52.77oN, Lon 1.20oW).  
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The optimum azimuth and tilt angles were rechecked after resolving the anomaly in the time 
stamp and found to then be consistent with other models (PV Sys, PV*Sol and PV GIS)  which 
indicated optimum azimuth and tilt angles of 0° and 35°  for Loughborough, UK.  
 
 
Figure 120: Graph of percentage performance ratio and specific yield plotted at varying azimuth 
after correction to timestamp errors. 
 
 
Likewise the effect of varying array tilt angle was tested from 0 to 90 degrees, as shown in 
Figure 121 
 
 
Figure 121: Graph showing cell irradiation and yield plotted at varying array tilt from 0 to 90 
degrees. 
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The optimum angle of tilt test was a useful verification test since it simultaneously tested the 
entire model and all its sub-models. In the example given this test highlighted an error in the use 
of raw data timestamps which would have significantly affected the accuracy of the results. The 
limitation of the optimum angle of tilt & azimuth test is that because it relies on all the sub-
models, identify the source of any error then requires the sub-models to be individually tested.  
 
 
6.2.3 Testing of the Inverter Performance Model 
Figure 122 shows the efficiency and impact of the inverter stages which are power dependent 
(therefore not showing the voltage dependent efficiency). MPPT efficiency is usually quoted at 
20% and 100% of full rated power. It is interpolated between these values, giving a linear 
response as described in Chapter 4. Power dependent efficiency is interpolated between values 
at 20, 30, 50, 75 and 100% of full power. It is assumed that the 20 and 100% values are the 
lower and upper limits. During occasional periods of very high irradiance the power exceeds the 
nominal rating of the inverter; it is assumed that the inverter limits the power to within its 
maximum power rating by controlling the MPPT away from the maximum power point. This is 
consistent with inverters tested at CREST’s PV array simulator by the author. The AC power 
output after power clipping is limited above 110% of rated power, overall efficiency is therefore 
also limited above 110% of full power. 
 
 
Figure 122: Graph showing the efficiency & output of the MPPT, the power dependent efficiency 
of the AC: DC conversion and its output, the effect of the limitation on power output; finally the 
overall efficiency. 
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6.2.4 Electrical Model 
Losses in DC & AC cabling are calculated using simple ohms law depending on the cable 
selected. The time series variation in string current and voltage drop are shown in figure 126. 
The lower voltage drop at the beginning and end of the year are due to lower current flow at 
those times.  
 
Figure 123: Graph showing the relationship between string current, DC voltage drop and 
voltage drop as a percentage of power output. 
 
 
6.3 Validation of complete model against measured data 
 
A major challenge of outdoor validation of PV energy yield models is the difficulty of separating 
losses due to deficient array performance and those due to inverter losses.  Whilst the DC 
current and voltage can be measured between the array and the inverter, any losses identified 
at this point cannot be clearly attributed to MPPT losses or array losses. An approach used in 
the past has been to disconnect the inverter at regular intervals and measure the IV curve of the 
array. The limitation of this approach is that the irradiance conditions may have changed 
between the IV curve measurement and the inverter operation after its start-up delay.  
 
The solution to this challenge for the validation of SolaSIM was to use a bespoke PV module 
monitoring unit which can switch between power point tracking and IV curve measurement 
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without interruption. IV curves are measured at one minute intervals and MPPT current and 
voltage are measured at 15 second intervals. 
 
The measurement system includes 20 pairs of identical PV modules including mono and 
polycrystalline silicon solar cells, a total of 40 modules and MPP trackers. Each module is fitted 
with a back contact temperature sensor. Irradiance is measured with an in-plane pyranometer 
and reference cell in addition to CRESTs weather station. 
 
The SolaSIM validation site details are summarised in Table 16. 
Site Sir David Davies (W) Building, Loughborough University.
Postcode (approximate) LE11 3TU 
GB Grid co-ordinates SK 5135318466 
Latitude 52.761366, 
Longitude -1.240438 
Altitude (of array) 150m 
Array tilt 34 degrees 
Azimuth Due south  
Array type Free standing, roof mounted, free ventilation on all sides  
Shading Array above level of roof parapet. No significant shading 
objects above distant horizon which averages 5 degrees (see 
Figure 124)  
Albedo Front reflection mostly from roofing felt (bitumen & red 
stone), assumed to be 0.3  
Dust Loss Modules outdoors for up to 8 months prior to commencement 
of measurement period, dust losses taken as 0.5% based on 
previous testing of PMPP before and after outdoor exposure  
Measurement Period 00:00:00.00 on the 15/01/2014 to 23:59:59.999 on the 
15/01/2015 
Table 16: Summary table of COMS4 location parameters 
 
 
The choice of measurement site and layout of arrays means that shading is minimal, with most 
of the horizon below five degrees and a few short sections of horizon to the east of the array 
below ten degrees as shown in Figure 124. 
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Figure 124: Panoramic photograph of the horizon as ‘seen’ by the PV array with zero elevation angle datums' at East, South and West in turquoise plotted using 
PanoramaMaster Tool and horizON software[188]. 
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6.3.1 Modelling the system in SolaSIM 
 
6.3.1.1 Meteorological data 
Irradiance and temperature data were measured and recorded with the CREST Meteorological 
Monitoring System (MMS1), located at the same test site (Table 17 and Figure 1). Data is 
measured at 5 second resolution. 
Measurement Units Measuring Instrument Combined maximum 
measurement uncertainties 
Global horizontal 
irradiance (Gh) 
W/m2 Kipp & Zonen CMP11 
pyranometer (horizontal)  
± 3.10% ± 1.10W/m² [9] 
Plane of array 
irradiance (Gk) 
W/m2 Kipp & Zonen CMP11 
pyranometer (34°) 
± 3.10% ± 1.10W/m² [9] 
Plane of array 
irradiance (Gk) 
W/m2 IKS Sensol (scSi) (34°) ±3.01 [9] 
Ambient temperature 
(TA)  
oC Campbell CS215 ambient 
temperature & humidity 
sensor. 
0.3 °C at 25 °C 
±0.4 °C over 5 to 40 °C 
±0.9 °C over –40 to +70 °C[189] 
Module temperature 
(TM)  
oC Platinum resistance 
temperature (PT100) sensor 
on module back-sheet. 
±3.11 [9] 
DC Voltage V EgniTec integrated IV tracer 
/ MPP tracker 
<1% [190] 
DC Current A EgniTec integrated IV tracer 
/ MPP tracker 
<1% [190] 
Table 17: Summary table of meteorological measuring instruments used in the validation. The 
measurement uncertainties are for 95% of measurements. 
 
 
The irradiance ‘seen’ by the modules will vary as a function of solar hour angle, cloud cover, air 
mass and local shading. With increased cloud cover the beam irradiance is reflected from the 
cloud back to space increasing the level of diffuse irradiance incident on the plane of array. 
Therefore irradiance is measured both horizontally and in plane of array so the irradiance 
translation sub-model can be checked independently of the rest of the model. 
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Figure 125: Environmental measurement sensors in the MMS1 (Meteorological measurement 
sub-system number one). 
 
 
The algorithms to split global irradiance into beam and diffuse and to translate horizontal to in-
plane irradiance were tested against outdoor measured data as shown in Figure 126. The 
correlation of determination (R2) exceeded 0.99 for the beam horizontal (G_Bh); diffuse 
horizontal (G_Dh); global in-plane (G_Gk); diffuse in-plane (G_Dk) and beam in-plane (G_Bk).  
The greatest deviation between measured and modelled in-plane irradiance occur at low 
irradiances when the impact of cloud and other atmospheric components on spectrum are 
greatest (Figure 126).  
 
Figure 126: Graph showing correlation between modelled and measured in-plane irradiance. 
 
 
Previous research identified a measurement uncertainty of up to 4.6% in performance ratio 
measurements for sites in lower irradiance climates [191], this accounts for the majority of the 
deviation shown in  
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Figure 127.  
 
 
Figure 127: Graph showing the relationship between the irradiance modelling deviation and 
measured in-plane irradiance. 
 
 
The mean deviations for each irradiance bin in Figure 128 indicate that on average, irradiance 
was under-estimated below 500W/m2 but over-estimated above 500W/m2. The irradiance error 
below 50W/m2 can be discounted since there would not be enough energy to activate the 
system and so no electrical energy will be generated in the 0-50W/m2 range. Likewise 
irradiances above 800W/m2 account for a small proportion of the overall annual energy so make 
a small proportion to the overall modelling error. 
 
Figure 128: Box/whisker plot showing the irradiance modelling deviation against measured in-
plane irradiance. The whisker ends represent the 10th percentile and the 9oth percentile, the 
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boxes represent the lower quartile, median and upper quartile and the cross represents the 
mean. 
 
 
The average error in the time series plane of array irradiance model over the year was -17.7% 
However, the aggregated error in the annual plane of array irradiation was only -0.12% which is 
considerably less than the difference between the SolaSIM and Meteonorm models reported in 
the verification tests. 
 
6.3.2 Calibration of the SolaSIM validation test system 
 
To ensure the repeatability and reproducibility of the SolaSIM validation measurements, the 
validation test system was cross-checked against calibrated metrological instruments in 
controlled laboratory conditions. 
 
6.3.2.1 Calibration and testing of outdoor measurement system 
To minimise any drift in the accuracy of measuring equipment, the integrated measuring units 
are operated in enclosures with heating and cooling to minimise the temperature effects on any 
resistors in the analogue signal chain. The systems are also operational 24 hours a day to avoid 
variations in circuit board temperatures. 
Each AC & DC current and voltage channel in the monitoring system was calibrated across its 
full measurement range using a Fluke 9100 multifunction calibrator. The platinum resistance 
thermometer (PT100) sensors were calibrated by immersion in a Fluke 7340 precision 
temperature bath and measuring the resistance using a Keithley 2420 source meter (Both 
devices were calibrated to traceable standards). 
 
6.3.2.2 Indoor characterisation of modules to be tested outdoors 
The calibration of system components used for SolaSIM validation includes the modules under 
test since their performance may deviate from datasheet values. The modules used for outdoor 
validation were first characterised indoors under reference conditions using a Pasan IIIb class 
AAA solar simulator. Modules were tested at both 400W/m2 and 1000W/m2. These irradiances 
were chosen to resemble as closely as possible the outdoor operating range, but avoiding the 
greater experimental uncertainties reported at lower irradiances in round robin comparisons of 
test laboratories [192]. At STC the measurements at CREST are typically within 1% of 
measurements at accredited reputable labs such as Fraunhofer ISE [192]. Table 18 
summarises the difference between datasheet and measured values which average -0.5%. This 
tendency for modules to perform on average slightly below datasheet values is consistent with 
CREST experience of module characterisation on other projects. The modules were also 
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characterised outdoors by selecting all the measurements with irradiance at 1000W/m2 +/-1% 
and 25°C +/-1%, this specification is known as Standard Irradiance and Temperature (SIT). 
Results of indoor characterisation at STC and outdoor characterisation at SIC are shown in 
Table 18. 
 
ID 
 
 
Technology 
 
 
STC Isc 
[A] 
 
 STC 
Voc [V]
 
STC 
PMPP [W]
 
Variation from datasheet to 
measured PMPP 
Indoor 
(Pasan)[%] 
Outdoor 
(COMS4) [%] 
102 m-Si 8.5 37.0 239.7 -2.2 -6.7 
103 m-Si 8.6 37.0 241.0 -1.6 -4.8 
105 p-Si 8.7 37.3 242.3 -1.1 -2.0 
106 p-Si 8.7 37.4 242.9 -0.9 -3.4 
108 p-Si 8.4 36.7 233.3 -0.7 -3.7 
109 p-Si 8.5 37.1 238.1 1.3 -8.7 
110 m-Si 5.5 45.0 187.4 4.1 -3.8 
111 m-Si 5.5 45.0 186.9 3.9 -4.0 
113 m-Si 5.8 45.1 197.0 1.0 -2.6 
114 m-Si 5.8 45.1 196.5 0.8 -4.6 
116 m-Si 5.7 52.3 237.1 -1.2 -3.1 
117 m-Si 5.8 52.4 238.6 -0.6 -4.5 
118 p-Si 8.6 36.9 237.2 -1.2 -4.0 
119 p-Si 8.6 36.9 236.2 -1.6 -0.2 
120 p-Si 8.8 37.3 242.2 -1.1 -4.2 
121 p-Si 8.8 37.3 243.6 -0.6 -3.5 
129 p-Si 8.8 36.9 244.8 -0.1 -7.4 
130 p-Si 8.8 36.8 244.1 -0.4 -2.6 
143 m-Si 9.1 37.7 253.0 -2.7 -1.8 
144 m-Si 9.0 37.9 255.0 -1.9 -4.2 
150 m-Si 8.9 37.8 253.2 -2.6 -7.3 
152 m-Si 9.2 37.9 256.4 -1.4 -7.8 
123 m-Si 8.7 37.1 240.5 -1.8 -5.4 
145 m-Si 8.7 37.1 251.8 2.8 -3.7 
146 m-Si 8.9 37.6 253.4 -0.6 -2.6 
147 m-Si 8.9 37.6 251.8 -1.3 -5.4 
Average -0.5 -4.7 
Table 18: Module characteristics as measured at CREST with comparison to datasheet values. 
 
 
The frequency distribution of PMPP variation between datasheet and indoor measurements is 
shown as a histogram in Figure 129, where the variation in module PMPP was mostly in the 
range -2% to -0.5% of datasheet values. 
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Figure 129: Histogram showing frequency distribution of PMPP variation between datasheet 
and indoor module measurements. 
 
 
Major differences between indoor and outdoor module characterisation have been identified in 
this section. Initial investigations into these deviations suggest that they are not due to any 
single cause but a composite of: 
 Differences in spectrum between indoor measurements at air mass 1.5 and outdoor 
measurements where the spectrum is not defined. 
 Temperature difference between cell and back-sheet. 
 Variation in instrument sensitivity between indoor calibration and outdoor operation. 
 Outdoor specific performance losses due to dust, shading, angle of incidence. 
 Differences in IV curve tracing and parameter extraction method between Pasan and 
COMS4. 
These differences in characterisation results were important in understanding the reliability of 
the data to be used for SolaSIM validation. A judgement had to be made whether to use the 
indoor results measured on a system with a history of reliable measurements [192] or the 
outdoor measurements with newer equipment but where the spectrum closely matches that of 
the performance measurements. The final decision was to use the outdoor measured values, to 
reduce the impact of any systematic errors in the outdoor measurements on the validation 
conclusions. Further investigation into COMS4 system uncertainties was deemed to be outside 
the scope of this project but is an important area for future work at CREST. 
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6.3.3 Outdoor validation results 
 
Figure 130 shows the relationship between irradiance and modelling error. Below 10W/m2 the 
model has correctly predicted the module power would not exceed the internal consumption of 
the power electronics of the MPPT device so the system is not activated, therefore modelled 
and measured power are both zero. In the range 10-50 W/m2 the spike of over-prediction is 
because the model incorrectly predicted whether that there would be sufficient power to activate 
the power electronics when there was not. In the range from 25 to 125 W/m2 there is significant 
under prediction of performance, when considered in combination with Figure 132; this is likely 
to be due to increased VMPP at lower temperatures beyond the increase incorporated due to the 
temperature coefficient. In addition, the non-linearity of the irradiance sensor and the reduction 
in cell performance under the spectrum with increased blue proportion at low irradiances will 
account for some of the under-prediction. 
 
 
Figure 130: Graph showing the relationship between the power modelling error (y-axis) and the 
measured in-plane irradiance (x-axis). 
 
 
The same dataset from Figure 130 is also shown as a boxplot in Figure 131 where the whisker 
end show the 10th percentile and the 90th percentile, the boxes represent the lower quartile, 
median and upper quartile and the crosses represents the means. The data below 50W/m2 can 
be discounted since incoming energy would not overcome internal consumption for a complete 
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system at low power. Likewise the uncertainties are higher above 900W/m2 due to the small 
number of points in this region, which would make a small contribution to annual generation and 
therefore overall uncertainty. 
 
Figure 131: Box/whisker plot showing the power modelling deviation against measured in-plane 
irradiance. The whisker ends represent the 10th percentile and the 90th percentile, the boxes 
represent the lower quartile, median and upper quartile and the cross represents the mean. 
 
 
Figure 132 shows the relationship between temperature and modelling error. At temperatures 
below 25°C there are more points where modelled power was lower than the measured power, 
where the model is therefore under compensating for the voltage increase due to temperature 
coefficient. Conversely there are more points with modelled power greater than measured 
power above 25°C. This graph indicates there is scope for additional work on thermal modelling 
of PV-devices an area of work which is currently under investigation by other researchers at 
CREST. The accuracy of the module temperature sub-model is shown in more detail in Figure 
136.  
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Figure 132: Graph showing the relationship between the power modelling error and the module 
back-sheet temperature. 
 
 
Figure 133: Box/whisker plot showing the power modelling deviation against backseat 
temperature. The whisker ends represent the 10th percentile and the 90th percentile, the boxes 
represent the lower quartile, median and upper quartile and the cross represents the mean. 
 
 
Figure 134 shows the correlation between modelled and measured output power for sub-system 
ID 102. Outliers above the main cluster are due to low module temperature. Outliers below the 
cluster are due to high module temperature, shading and MPP tracking errors.  
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Figure 134: Graph showing correlation between modelled and measured power output. 
 
 
The correlation between Measured and modelled power in Figure 134 are an improvement over 
Figure 135 which shows measured power plotted against irradiance x PMPP x module area x 
efficiency, the gradient of the line in this graph represents the Performance Ratio (PR) of the 
sub-system. As expected the measured power is up to 10% lower than the potential power at 
high irradiances due to factors not included in the potential power calculation such as module 
temperature rise. 
 
Figure 135: Graph showing correlation between measured and potential power, where potential 
power is calculated as irradiance x module area x efficiency, as defined by the denominator of 
the Performance Ratio equation. 
 
 
Further investigation of thermal modelling found that the model had persistently under-
estimated module temperature as shown in Figure 136, using the simple Ross equation [120] 
with a Ross coefficient of 0.04. This under-prediction of module temperature accounts for the 
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over prediction of module power at higher irradiances and therefore temperatures. An important 
future area of development of the SolaSIM modelling framework would be to incorporate a more 
detailed module temperature model. 
 
Figure 136: Graph showing the relationship between the temperature modelling error and the air 
temperature. 
 
 
Table 19 summarises the results of validation against every sub-system. The results are sorted 
by % error in annual energy generation (kWh). Sub-system ID 123 showed extreme under-
prediction of performance, examination of detailed data revealed a fault in the measurement 
system since the measured power regularly exceeded the module datasheet rated power (PMPP) 
even at low irradiances.  
 
Sub-systems, 117,120 and 146 all showed significant and systematic over-prediction of system 
performance, this was due to a measurement system fault which manifested in zero power 
measurements at irradiances when generation would have been expected, the nature of these 
data anomalies meant that it would have been difficult to exclude them from the validation 
without removing genuinely zero measurements. 
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Installation 
ID 
 
Technology 
 
Efficiency 
[%] 
 
Performance 
Ratio 
% Error between annual 
totals of modelled and 
measured values 
 
In-plane 
Irradiation 
Power RMSE
123 m-Si 14.68 0.99 0.34 -9.83 89.39
129 p-Si 14.71 0.95 0.52 -0.01 83.89
130 p-Si 14.73 0.94 0.45 0.21 77.19
105 p-Si 14.30 0.94 0.19 0.42 80.71
110 m-Si 14.36 0.95 0.30 0.48 103.26
121 p-Si 14.33 0.95 0.41 0.58 85.13
106 p-Si 14.23 0.94 0.11 0.76 77.05
119 p-Si 14.34 0.93 0.89 0.86 66.82
102 m-Si 13.79 0.95 -0.12 1.25 83.01
118 p-Si 14.12 0.94 0.49 1.45 74.74
108 p-Si 13.98 0.94 0.31 1.91 79.34
150 m-Si 15.29 0.93 0.71 2.14 77.01
113 m-Si 15.20 0.92 0.33 2.38 97.21
114 m-Si 14.99 0.94 0.67 2.38 92.52
103 m-Si 14.02 0.93 -0.03 2.46 78.19
144 m-Si 14.99 0.95 0.42 2.97 78.90
111 m-Si 14.31 0.92 0.35 3.08 79.44
145 m-Si 14.68 0.91 0.55 3.46 71.61
147 m-Si 15.03 0.92 0.41 3.95 72.11
109 p-Si 13.98 0.93 0.17 4.10 73.86
143 m-Si 15.15 0.92 0.48 4.20 77.77
152 m-Si 15.25 0.92 0.45 4.59 67.85
116 m-Si 18.50 0.90 0.33 5.10 69.81
146 m-Si 14.98 0.91 0.72 5.74 65.99
117 m-Si 18.48 0.90 0.45 6.22 59.83
120 p-Si 14.19 0.88 0.42 8.68 88.08
Table 19: Summary of performance of each COMS4 sub systems compared with SolaSIM 
modelled performance.  
 
 
Figure 137 shows the modelling error is slightly weighted towards over-prediction of energy 
yield by the model. 
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Figure 137: Histogram showing distribution of hourly points of modelling error over the one year 
validation period. 
 
 
The validation of SolaSIM against outdoor data was beneficial both to verify the accuracy of the 
modelling and also to assess the quality of both the model and the measurement system. If 
prediction and measurements are within the margins of the uncertainty, then it can be 
concluded that the monitoring system and all the inputs from design are correct. If there is a 
significant difference, then this information can be used to resolve data quality issues. Data can 
be extracted within predefined conditions to further limit the level of uncertainty between the 
model and the measured data, which increase the sensitivity of the testing method.  
 
6.4 Summary of requirement satisfaction 
 
The motivation for use of systems engineering tools in the project was to ensure that the 
captured requirements would be coupled to the genuine needs of the PV system designer as 
user and verify that the requirements are fully realised at the end of the project. Therefore there 
was a need to allow some flexibility to add and remove requirements from the requirements 
table during the project as the project developed. 
 
The review of the PV system design process in chapter 3 identified user requirements, system 
requirements and technical specifications for the SolaSIM modelling framework. Chapters 4 and 
5 describe how the SolaSIM framework was developed to satisfy those requirements. A 
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fundamental aspect of the verification and validation process of this chapter is to identify 
whether the requirements have been satisfied.  
 
User requirements 1.2 was satisfied by reviewing available algorithms & incorporating the 
preferred methods based on accuracy, computational efficiency and usability. User requirement 
was for a system performance report, it was decided that this was no longer a priority for the 
tool so this requirement was not satisfied.  
 
User requirements 2.1 to 2.6 were satisfied by designing the tool with a user interface which 
allows the user to change any system parameters and save or retrieve them from a Microsoft 
Access database.  
 
User requirements 3.1 to 3.4 required the coding of methods for import of meteorological data, 
conversion from horizontal to in-plane irradiance and calculation of cell temperature from 
module temperature. This prepared met data is then stored in a custom CSV format for use in 
subsequent simulations. 
 
A PV array electrical calculation tool allows users to experiment with different array layouts and 
cable lengths to identify the resulting losses; this satisfies user requirements 4.1-4.3  
 
A multi-simulation tool allows the user to run multiple simulations while varying any one or two 
parameters within a chosen range and with chosen increments. This feature is unique to 
SolaSIM and allows users to check the impact of varying any of the parameters on overall 
system performance. Currently available commercial models would require users to do this by 
manual iteration. This feature satisfies user requirements 4.5 to 4.7. 
 
SolaSIM has a database of PV modules and inverters in CSV format, this allows users to easily 
add custom components in SolaSIM or for example using excel, when reading data from these 
databases the algorithms are designed to accept most mass-market components. This satisfies 
4.8 – 4.10.  
 
Design specifications 4.11 to 4.15 place constraints on the scope of SolaSIM that is it intended 
for grid connected systems without energy storage, since these account for the vast majority of 
systems being installed in the UK.  
 
The tool allows the user to export energy and financial indicators satisfying requirements 5.1, 
5.2 and 5.4. Requirement 5.3 was for export of bill of materials, it was decided that this was no 
longer required for the tool and was not satisfied.  
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Requirements 5.6 to 5.9 were fully satisfied, they are concerned with the overall simulation part 
of the program, which simulates over a full year and provides a range of performance indicators 
including Specific Yield and Performance Ratio. 
 
A key requirement of the model was the ability to calculate the losses due to shading on each 
cell and assist the user to optimise the design in the context of shading. Shading can be a 
significant proportion of PV system losses, but the results of current models do not always 
accurately reflect the impact of shading. It was decided to develop a model which calculates the 
impact of shading on individual cells as a separate sub-model which was validated separately  
[143] A separate sub-model to calculate the electrical output of individual cells with varying 
irradiance was developed as a student project under the supervision of the author [193]. Data is 
transferred between these sub-models using ASCII text files at the time of writing. On the basis 
of these two journal publications, requirements 4.4 and 5.8 were marked as being 80% 
satisfied. 
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6.5  Chapter Conclusions. 
This chapter described the systematic verification and validation of the SolaSIM PV modelling 
framework.  
 
Analysis of Met Office data used for verification testing of SolaSIM identified a long term trend 
for rising irradiance which increased at a rate of 3% per year on average for the Camborne 
station. The largest year on year deviation was a 10% increase from 1990-1991, also at 
Camborne. These variations have major implications for the prediction of system performance 
using historic data. Validation of SolaSIM was therefore conducted using electrical and 
meteorological data from the same time period. 
 
The verification process is assisted by the ability of SolaSIM to run multiple automated 
simulation runs with input parameters varied for each simulation run. Initial testing of SolaSIM 
identified various errors in the code to be resolved and informed the design of the detailed 
verification and validation process and the need to test the software across the full range of 
possible input parameters.  
 
Whilst the sub-models had to be tested individually, checking the optimum angle of tilt and 
azimuth for a PV system in the UK was an insightful testing method for the model, since it 
simultaneously revealed a number of possible errors in time-zones, timestamps, sun position 
and irradiance models. A significant deviation in the optimum tilt and azimuth using SolaSIM 
identified an issue with the timestamp in the weather data, and led to the development of a 
timestamp checking tool within SolaSIM which will assist users to import data from less well 
defined sources. 
 
The irradiance splitting and translation sub-models used in SolaSIM were validated against 
measurements taken with calibrated equipment at CREST. The correlation of determination (R2) 
between modelled and measured values of global in-plane irradiance (G_Gk) [Wh/m2] was 
found to exceed 0.99. The aggregated error in the annual global in-plane irradiation [kWh/m2] 
was only -0.12% which is considerably less than the difference between the SolaSIM and 
Meteonorm models reported in the verification tests. 
 
Validation of the SolaSIM framework was conducted using the new COMS4 system at CREST 
which enables virtually simultaneous power point tracking and IV-tracing. All the current, 
voltage, temperature and irradiance sensors used in this project were calibrated to traceable 
standards to ensure repeatability and reproducibility of the SolaSIM validation. 
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The modelling error between measured and modelled data was within the 4% accuracy target 
for 24 out of 26 of the measured systems. The caveat of this result is that the test system 
excludes some variables which would be found in commercial PV systems including losses from 
voltage drop, shading and DC to AC conversion which would add additional uncertainty. 
 
Investigation of uncertainties in the complete SolaSIM framework found that the Ross sub-
model for module temperature was identified as a major source of modelling uncertainty and 
should be a priority area for replacement with more accurate methods in future development of 
SolaSIM. 
 
Of the 53 requirements which had been identified, two were discarded during the project, two 
were modified during the project (scoring 80%) and the remaining 49 requirements were 
validated as being 100% satisfied. The SolaSIM project can therefore be considered a success 
in terms of achieving its stated aims. A detailed list of all the requirements and how they were 
satisfied is tabulated in appendix 4. 
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7. Thesis conclusions 
 
Various commercial PV system design and energy yield software modelling tools exist which 
have evolved with the PV industry. This project took a fresh look at how systems are designed 
and what challenges are faced by the system designer. 
 
The design process review in chapter 3 informed the decision to develop a new modelling 
framework for PV systems and systematically identify what requirements it should satisfy. 
Detailed findings from the design review were also presented to IKEA International Group as 
project sponsors.  
 
53 individual requirements were identified for the SolaSIM framework in the early stages of the 
project. This fulfilled the project objective to identify areas for improvement in the design 
process. 49 of the requirements were deemed to be 100% satisfied by the end of the project 
and the remaining 4 were modified and partially fulfilled or were discarded altogether as being 
no longer necessary or relevant. The SolaSIM project can therefore be considered a successful 
application of system engineering to the challenge of PV system energy yield modelling.  
 
The architecture and development of the SolaSIM framework in chapter 4 was conducted with 
an overarching systems engineering approach which is unprecedented in the development of 
PV system modelling. This chapter also described the underlying algorithms used in SolaSIM. 
 
The design process review in chapter three had also identified that the modelling of shading is a 
significant shortcoming in PV design software. Chapter 5 describes the development of a new 
algorithm for calculation of shading losses in PV systems. Typically the commercial software 
packages consider the module or sub-module as the smallest system units and do not fully 
consider cell interactions. This observation led to the development of a new shading algorithm, 
focused on accuracy and computational efficiency as described in chapter 5. As a sub-model of 
an overall energy yield model it must return fast results to enable the designer to experiment 
with different array layouts and wiring configurations to optimise the levelised cost of energy. At 
the core of this shading sub-model is a map of the sky or ‘sky-dome’ based on a concept 
previously used for diffuse irradiance calculation. Analysis of different sky-dome arrangements 
found that a dome with 2 degree angular spacing and 4787 patches in the hemisphere was 
optimal in terms of high accuracy and short computation time. However the patch size in the 
algorithm is user selectable to allow high or low resolution modelling according to whether a 
quick initial simulation is required or slower but more accurate simulation. 
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The new shading sub-model outputs global (beam and diffuse) irradiance for individual cells of a 
PV System after subtracting shading losses. Existing commercial software packages only 
calculate shaded beam irradiance for modules or sub-modules and diffuse irradiance averaged 
over the entire array. Calculating shading losses with the solar cell as the smallest unit is 
therefore a significant improvement on previous models. This improvement in resolution 
increases not only the accuracy of the irradiance calculations but also the accuracy of cell 
electrical modelling which uses the resulting irradiance map as its input. Validation against 
actual outdoor shading objects and PV modules found that the shading model correctly 
identified which solar cells would be shaded with an error of less than 1%. 
 
Running a full shading simulation for one year of 8760 hourly time steps for a typical scenario 
took 1.6ms in the SolaSIM shading sub-model compared to 7.5 seconds in PVSyst for a 
simulation with lower resolution. By modelling shading more accurately and with higher 
computational efficiency,  the new algorithm makes it easier for designers to optimise system 
designs for overall energy yield and therefore financial performance. The high resolution 
shading loss calculation enables detailed calculation of cell mismatch losses, because 
performance can be calculated cell by cell. This approach is a step change in PV array 
performance calculations compared to previous approaches which use irradiance averaged 
across the array or sub-array. The new sub-model therefore satisfies the stated aim of 
improving the accuracy of energy and financial yield modelling. There is scope for further 
improvement of the shading algorithm, for example by incorporating algorithms for seasonal leaf 
fall and tree growth rates. 
 
Chapter 6 described the verification and validation of the overall SolaSIM framework. The 
irradiance splitting and translation sub-models used in SolaSIM were validated against 
measurements taken with calibrated equipment at CREST. The correlation of determination (R2) 
between modelled and measured values of global in-plane irradiance (G_Gk) [Wh/m2] exceeded 
0.99. The aggregated error in the annual global in-plane irradiation [kWh/m2] was only -0.12% 
which is considerably less than the difference between the SolaSIM and Meteonorm models 
reported in the verification tests. There may be scope for further improvements in model 
accuracy by improving the accuracy of outdoor measurements, for example there are significant 
uncertainties in cell temperature and irradiance measurements, where improvements might be 
possible by new measuring approaches. 
 
Characterisation of the PV modules used for model validation found that module power ratings 
were on average 0.5% below datasheet values and in some cases up to 3% below datasheet 
values. There were significant differences between the indoor and outdoor module 
characterisation which can be partially accounted for by the varying spectral conditions between 
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them. This module characterisation for the validation also identified significant deviation 
between indoor characterisation at standard test conditions and outdoor characterisation at 
standard irradiance and temperature, this deviation can only be partially be accounted for by 
spectral differences so requires further investigation. 
 
Development of the new CREST outdoor measurement system version 4 (COMS4) by the 
author enabled validation against side by side sub-systems with 26 different PV module types in 
controlled but realistic outdoor conditions. This outdoor validation of the SolaSIM framework 
found that the 4% accuracy target was achieved in 24 out of 26 test sub-systems. In the 
remaining two systems critical system faults had introduced measurements errors which could 
not readily be filtered out of the dataset. Detailed findings from the outdoor measurements were 
also presented to E.On New Build and Technology as project sponsors  
 
Given the improved accuracy of the shading model and the overall satisfactory modelling 
accuracy, the SolaSIM framework has the potential to be a leading energy yield model. 
However this would require considerable additional work in a number of areas. The connection 
between the various sub-models would need to be coded more robustly. The sub models  for 
thermal and spectral losses were not a priority in this project and would require further work. It 
should also be noted that as a software model written for a research project the focus was on 
novel research contribution, therefore considerable extra work is required on usability and 
documentation for the user. 
 
There are three distinct options for public release of the algorithms developed for the SolaSIM 
project. They could be incorporated in an existing commercial package or released by CREST 
as a new commercial program or as an open source program. It is intended that at least one of 
these options is pursued to ensure the industrial benefits of the project are realised. 
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9. Appendices 
9.1 Appendix 1: Systemic textual analysis of the PV System detailed design process. 
Project: Solar Photovoltaic Installation, Detailed design 
Author: Brian Goss, CREST     Date:     21-12-09 
Requirements 
Context: The client has asked for a detailed design for a solar photovoltaic installation. Systemic textual analysis is used here to identify what are the 
requirements of the detailed design which will be provided to the client. 
Operational Requirement: 
Generate electricity from the PV arrays at minimum cost per kWh.  
Generate maximum profit from system. 
Non-functional System Requirements: 
Autonomous operation;  Minimum Maintenance 
Safety; Warranty 
Hi-tech image - statement of commitment to environmental policy 
Ease of use: minimal user intervention required 
Cost <3Euro/Watt installed 
Functional 
Requirements 
Non Functional Performance Requirements Optimisation 
method 
Optimum design for 
mounting system 
Compliant with Eurocode, minimum material & labour cost balanced against optimum tilt, minimum shading 
/ maximum cooling 
Numeric 
Optimum design for grid 
connection 
Minimum cost for switchgear and cable, optimised against minimum voltage drop and minimum nuisance 
breaker trips. 
Numeric 
Maximum system life Use of components & systems with record of reliability. 
Minimise component count. 
Ensure all aspects of design & build to best practise. 
Ensure longevity is incorporated into all design decisions. 
Use of proven standardised design concepts. 
Thorough prototyping, analysis and testing as appropriate of new concepts and systems. 
Design life of system clearly specified and all components and systems specified against that design life. 
Design 
processes 
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Minimum operation & 
maintenance cost 
Detailed handover pack 
-Minimise component count 
Ensure low maintenance is appropriately incorporated into all design decisions 
Use of proven, standardised design concepts 
Thorough prototyping, analysis and testing as appropriate of new concepts and systems 
Design 
processes  
Maximum operating 
availability 
Thorough inspection & testing during commissioning process 
Regular system inspection & test to identify latent problems 
Rapid response process for fault diagnosis and repair 
Appropriate headroom in electrical protection settings. 
Instant remote access to key parameters via email & web. 
Design 
processes 
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9.2 Appendix 2: Sample of roof layout drawing for solar PV Array at IKEA Gent 
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9.3 Appendix 3: Sample sheet of spreadsheet used for electrical design and inventory for IKEA PV Project 
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9.4 Appendix 4: Requirements Table for SolaSIM 
 
 
  
New Statements 
Flow Down 
Categorisation 
Verification 
m
ethod 
Validation 
m
ethod 
New ID 
V&V %
 com
plete  
Comments 
                
The end user of the tool will be project designers, specifiers & managers UR Not a 
requirement 
          
The tool shall enable data entry of PV system parameters UR F  DE T UR 
1.1 
100 Parameters can be entered via the user interface or into the project database in 
Microsoft Access format 
The tool shall simulate performance of a PV system UR F  DE DE UR 
1.2 
100 SolaSIM simulates performance and was validated against outdoor data 
The tool shall output a report of PV system parameters and performance UR F  N N UR 
1.3 
0 A report format was not designed, because it is likely that further work will be done 
on the model after this project. Performance indices and other data can be copied 
from the user interface and pasted into Excel 
The tool shall not be country specific in terms of electrical spec and 
financial model 
SR C D+T T SR 
1.1 
100 The model allows for different AC voltages and currencies to be used. 
                
The tool shall have a user friendly interface  UR NF D+T DO  UR 
2.1 
100 To satisfy the requirements of the engineering doctorate, it was important to focus 
on new scientific methods, extensive work on the user interface would have 
distracted from the scientific aims, and would have need frequent re-work due to 
scientific changes.   
The tool shall be easy to learn UR F (data) DE DE UR 
2.2 
100 Standard terminology is used throughout, forms follow a logical progression, 
default values given 
The tool shall allow variables to be changed UR F (data) D+T DO 
(HCI 
demo) 
UR 
2.3 
100 Parameters can be entered via the user interface or into the project database in 
Microsoft Access format 
The tool shall allow results to be displayed UR F D+T D UR 
2.4 
100 results displayed in tables, data can be copied from the user interface and pasted 
into Excel 
The tool shall allow project data to be saved at any time UR F D+T T UR 
2.5 
100 project data can be stored at any time 
The tool shall allow project data to be exported in standard formats UR F D+T T UR 
2.6 
100 project data stored in Microsoft Access format 
                
The tool will allow import of weather data from a variety of formats UR F D+T T UR 100 Basic weather data (global horizontal irradiance & ambient temperature) is 
Flow down 
User requirement (UR) 
System Requirement (SR) 
Design Specification (DS) 
Categorisation
Functional (F) 
Non Functional (NF) 
Constraint (C) 
Verification method
Design (DE) 
Analysis (A) 
Experiment (E)  
Testing and inspection (T) 
Demonstration (DO) 
Compliance(C) 
Not needed (N) 
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3.1 imported in CSV format can be from Meteonorm or other sources providing it is in 
hourly time series format. 
The tool will allow storing of weather data in a multi-platform formats UR F D+T T UR 
3.2 
100 Detailed weather data is stored in CSV format 
The tool will allow import of standard and custom PV system component 
data 
UR F D+T T UR 
3.3 
100 Databases of modules and inverters are imported in CSV format; hence new 
components can be added from the GUI or in a spreadsheet or database. 
The tool will be forward compatible with the proposed IEC61853 module 
datasheet format 
SR F D+T T UR 
3.4 
100 SolaSIM allows for module data tested at multiple irradiance & temperatures, the 
nearest test data is used and translated to the outdoor condition using IEC 60853 
proc 2. 
The tool will allow storing of standard and custom PV system component 
data 
UR F D+T T UR 
3.5 
100 Databases of modules and inverters are imported in CSV format; hence new 
components can be added from the GUI or in a spreadsheet or database. 
                
The tool shall assist the user to choose components UR F D+T T UR 
4.1 
100 built in DB of modules & inverters 
                
The tool shall assist the user to configure the electrical layout UR F D+T T UR 
4.2 
100 SolaSIM will automatically configure electrical layout from the array specification 
The tool shall assist the user to minimise losses in cables, inverter & 
electrical protection 
UR F D+T T UR 
4.3 
100 The automatic optimisation window plots graphs showing effect of any numeric 
input variable on performance  
The fundamental models used shall enable optimisation of permissible 
shading 
  F D+T T&A   80 A new approach to shading was developed which allows for any shaped shading 
object and models performance at cell level. 
The tool shall assist the user to minimise losses due to shading UR F D+T T&A UR 
4.4 
80 The automatic optimisation window plots graphs showing effect of any numeric 
input variable on performance  
The tool shall assist the user to minimise losses due to dust & thermal 
effects 
UR F D+T T UR 
4.9 
100   
Tool shall assist the user to correctly match the array to the inverter 
including current, voltage power.  
  F D+T T UR4.8 100 SolaSIM will automatically configure electrical layout from the array specification 
The tool shall assist the user to minimise losses due to array-inverter 
mismatch, mppt,  
UR F D+T T UR 
4.5 
100 SolaSIM will automatically configure electrical layout from the array specification 
The tool shall assist the user to configure the physical layout UR F D+T T UR 
4.6 
100 SolaSIM will automatically configure physical layout from the array specification 
The tool shall assist the user to optimise performance UR F D+T T UR 
4.7 
100   
The tool shall be compatible with any type of mass market flat panel solar 
PV module 
SR F D+T T SR 
4.8 
100 Databases of modules are imported in CSV format; new components can be 
added from the GUI or in a spreadsheet or database. 
The tool shall be compatible with any type of mass-market grid connected 
solar PV inverter 
SR F D+T T SR 
4.9 
100 Databases of inverters are imported in CSV format; new components can be 
added from the GUI or in a spreadsheet or database. 
The tool shall allow any series / parallel combination of modules that 
complies with inverter input parameters 
SR F C T SR 
4.10 
100 yes 
                
Version 1-0 of the tool shall be for grid-connected systems only DS C C N DS 
4.11 
100 yes 
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Version 1-0 of the tool shall be for systems mounted on flat-roofs only DS C C N DS 
4.12 
100 the electrical part of the model allows for any physical configuration 
Version 1-0 of the tool shall be for systems without energy storage DS C N N DS 
4.13 
100 yes 
Version 1-0 of the tool shall be in English language only DS C C N DS 
4.14 
100 yes 
Version 1-0 of the tool shall be compatible only with PCs running windows 
xp, vista or 7. 
DS N/A C N DS 
4.15 
100 tested in XP & W7 
Any design generated by the tool must comply with current regulations SR C N N DS 
4.16 
0 It was decided that it is not possible for SolaSIM to ensure regulatory compliance. 
                
The tool will enable error checking and warnings at any time SR F D&T T SR 
5.1 
100   
The tool will allow simulation to be run at any time SR F D&T T SR 
5.2 
100   
The tool shall calculate Performance Ratio UR F D&T T&A UR 
5.3 
100 yes 
The tool shall calculate energy yield at resolutions from half hourly to 20 
years 
DS F D&T T&A DS 
5.4 
100   
                
The tool shall calculate IRR and payback  UR F C T&A UR 
5.6 
100 yes 
The tool shall predict energy payback UR F T&A T&A UR 
5.7 
100   
The tool shall calculate shading for 365 days of the year DS F V N DS 
5.9 
80 shading & cell loss validated as separate sub models 
tool will model shading and performance for each cell UR F A A UR 
5.8 
80 shading & cell loss validated as separate sub models 
                
The tool shall export financial costings UR F D&T T UR 
5.1 
100 results displayed in tables, data copied from GUI and pasted into Excel 
The tool shall export energy summary  UR F D&T T UR 
5.2 
50 results displayed in tables, data copied from GUI and pasted into Excel 
The tool shall export a bill of materials in a standard format UR F N N UR 
5.3 
0 results displayed in tables, data copied from GUI and pasted into Excel 
The tool shall export design parameters in a standard format UR F D&T T UR 
5.4 
100 results displayed in tables, data copied from GUI and pasted into Excel 
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9.5 Appendix 5: Summary of SolaSIM components 
Name of Form Sub-units Visible? Functions Source of code / equations* 
Site details TSiteAndMet  User interface, & overarching code Brian Goss 
 GeoTools  Postcode to Lat/Lon conversion;  Brian Goss 
   selection of nearest met station by Pythagoras Brian Goss 
 SunIrrad  Overarching irradiance modelling code Ralph Gottschalg &  
   Irradiance models by Lui & Jordan; Reindl; Temps & Coulson; Klucher; Erbs, Klein & Duffie; 
Orgill & Holland; 
Jyotimoy Roy. 
 Sun Position 
Algorithms 
 Solar elevation & azimuth angle from date & time Sheryl Williams & Tom Betts, 
based on NASA C code 
 TSunPath  Generates sunpath diagrams; Plots shadow path & angle of incidence against time, for 
diagnostics  
Brian Goss 
 Tshading  Convert growth of trees as shading objects, and then convert shading objects from rectangular 
to polar co-ordinates. Generate irradiance map of array using TSkyDome concept. 
Petros Levakos 
 TSkydome  Calculate irradiance on any given point, by considering the sky as a series of patches Ian Cole 
Module database TModuleDB  Provide user interface with module DB, currently as CSV file, conversion of coefficients from 
e.g. % to mV/oC & vice versa 
MS access DB by Brian Goss 
 TIVTranslate  Calculate module current & voltage using IV translation as per IEC 60891 Procedure 2 Brian Goss using IEC formulae 
 TFormIVImport  IV parameter extraction from IV curve Tom Betts, Martin Bliss & NREL 
Inverter database TInverterDB  Provide user interface with database of common inverters, currently as CSV file. Brian Goss 
 TInverterEff  Calculate inverter losses from MPPT, DC voltage and DC:AC conversion Brian Goss 
Array configuration TArrayConfig  Electrical & physical configuration of modules & inverters in the PV array, with basic feedback 
on suitability, and automated layout optimisation 
Brian Goss 
Electrical 
Specification 
TCable  Ohmic losses due to cables Brian Goss 
Simulation TFormSimulation  Overarching hourly simulation of system, graph & numeric output Brian Goss 
Optimiser TOptimiser  Sensitivity analysis, linear sweep and simplex optimisation of 1 or 2 variables, graph & numeric 
output 
Algorithms by author, with 
Simplex optimisation using NR 
Pascal 
Finance TFinance  Cash flow forecast & analysis of  Code by author based on 
standard accounting practise 
Dataviewer   Library of scripts to view SolaSIM data & save in CSV format Brian Goss 
CSV Analyser   Library of scripts for automated manipulation of single / multiple CSV files Brian Goss 
Project database TProject  User can save and load all project parameters (site, array, components, and etcetera.) Brian Goss 
Miscellaneous NumTools  Misc. maths functions Brian Goss 
 FileTools  Misc. File handling Brian Goss 
 GuiTools  Misc. user interface functions Brian Goss 
* All known contributors are identified, in all cases contributed code is modified to a greater or lesser degree with graphical user interface functionality 
added by the author, to incorporate into the SolaSIM project.  
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9.6 Appendix 6: Excerpt from SolaSIM Project database 
Project Name Met File Name Path Entry Type Last Modified Site Name Post Code 
MBD 0 MBD    
Min 0 Min    
Max 0 Max    
Met_Camborne Data\Met\Camborne.csv LinearSweep 19/04/2012 10:44:34 Camborne  
VaryOK 0 VaryOK 0 0 0 
Default Data\Met\Sutton_Bon_20120802.csv System 2012-03-02_10-23-35 Lboro LE113TU 
Met_Sutton_Bonington Data\Met\Lerwick.csv LinearSweep 16/04/2012 13:37:05 Sutton_Bonington_Met LE113TU 
Test_E Data\Met\Sutton_Bonington.csv User 2012-04-19_14-53-43 TestB_SutB_Ying_fron LE113TU 
Met_Sutton_Bonington Data\Met\Lerwick.csv User 2012-04-16_11-49-51 Sutton_Bonington_Met LE113TU 
Roof_B_Sunp_Dorf Data\Met\Sutton_Bonington.csv User 14/04/2012 11:44:37 Lboro_W_Sunp_Dorf LE113TU 
Roof_A_Sanyo_SMA Data\Met\Sutton_Bonington.csv User 14/04/2012 11:46:57 Lboro_W_Sanyo_SMA LE113TU 
Test_F_LBO_IG20 Data\Met\Sutton_Bonington.csv LinearSweep 2012-04-24_14-08-24 Test_F_SutB_IG20 LE113TU 
Default Data\Met\Sutton_Bonington.csv LinearSweep 2012-06-14_20-56-15 Lboro LE113TU 
Roof_C_STP_Mast Data\Met\Sutton_Bonington.csv User 14/04/2012 12:05:13 Lboro_W_Sanyo_SMA LE113TU 
Roof_D_BP_Dorf Data\Met\Sutton_Bonington.csv User 14/04/2012 12:08:47 Lboro_W_STP_Mast LE113TU 
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9.7 Appendix 7: List of fields in SolaSIM Project database 
ProjectName ModuleIsc JBPerInv 
MetFileNamePath ModuleImpp QtyInvs 
EntryType ModuleVoc ModNegCabLen 
LastModified ModuleVmpp ModPosCabLen 
SiteName ModulePower ModCabSiz 
PostCode TempCoeffVoltPC StrNegCabLen 
Lat SeriesRes StrPosCabLen 
Lon ModuleDegradRate StrCabSiz 
Alt InverterID JBoxInvCabLen 
TZoneIndex PdcMax JBoxInvCabSiz 
TZoneHrs PacNom InvDBCabLen 
TZoneMerid VdcMax InvDBCabSiz 
Albedo Vmpprange InvDBCabThreePh 
Tilt Peff DBSuppCabLen 
Azimuth Veff DBSuppCabSiz 
MinHorizon SeriesPanels DBSuppCabThreePh 
HorBmDiffModel ParllelStr AveACVolt 
HorToInclPlanDiffModel MiscLoss 
ModuleID DustLoss 
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9.8 Appendix 8: Minimum and maximum test values for verification 
 
Parameter Minimum Maximum 
PostCode A selection of 5&7 digit UK postcodes 
Lat -90 90 
Lon -180 180 
Alt -100 2000 
TZoneIndex 0 88 
TZoneHrs -12 12 
TZoneMerid -180 180 
Albedo 0 1 
Tilt 0 90 
Azimuth -180 180 
MaxHorizon 0 90 
HorBmDiffModel 0 3 
HorToInclPlanDiffModel 0 3 
ModuleID 0 1000 
ModuleIsc 0 20 
ModuleImpp 0 20 
ModuleVoc 1 450 
ModuleVmpp 1 350 
ModulePower 0 600 
TempCoeffVoltPC -375 0 
ModuleDegradRate -10 20 
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Parameter (continued) Minimum Maximum 
PdcMax 0 10000 
PacNom 0 10000 
VdcMax 0 1500 
Vmpprange 0 1500 
Peff 0 100 
Veff 0 100 
SeriesPanels 1 20 
ParllelStr 1 10 
MiscLoss 0 100 
DustLoss 0 100 
JBPerInv 1 10 
QtyInvs 1 10 
ModNegCabLen 0 100 
ModPosCabLen 0 100 
ModCabSiz 2.5 10 
StrNegCabLen 0 100 
StrPosCabLen 0 100 
StrCabSiz 2.5 10 
JBoxInvCabLen 0 100 
JBoxInvCabSiz 2.5 10 
InvDBCabLen 0 100 
InvDBCabSiz 2.5 10 
InvDBCabThreePh 1 3 
DBSuppCabLen 0 100 
DBSuppCabSiz 2.5 10 
DBSuppCabThreePh 1 3 
AveACVolt 200 270 
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9.9 Appendix 9: Comments made to the Code of practice for Grid Connected 
Photovoltaic (PV) Systems. 
 Section 
/ page 
number 
Comment  Proposed amendment  
1. 2.1.1/8 Module encapsulants are elastomers not resins. Encapsulated in a thin layer of elastomer and 
laminated… 
2. 2.4a/9 Terminology should where possible be the same as 
other publications, for ease of teaching to new 
installers. I’ve not come across the expression out of 
bounds elsewhere.  
Monitoring the grid and temporarily switching off 
(disconnecting) if the voltage or frequency go out 
outside allowable limits or there is a loss of mains  
3. 2.4.1 Wherever possible the term ‘distribution network’ 
should be used rather than ‘grid’ for clarity. 
Large central inverters may include a HV 
transformer to facilitate connection to the HV 
distribution network 
4. 2.4.3 For clarity might as well specify when type approved 
inverters are required and when they’re advisory? 
For systems with AC rated power less than 50kW 
the   inverter must be type tested to Engineering 
Recommendation   ER G83 or G59 as 
appropriate. Use of type approved equipment for 
systems above 50kW is advisable.  
5. 3.1/15 Irradiance is the correct term here, better to be 
consistent across technical publications.  
Irradiance and temperature 
6. 3.2/15 It is hoped that manufacturers will also publish module 
data at non STC conditions as per IEC 61853 
Manufacturers may also publish the module 
performance ratings under non ideal conditions 
7. 3.4/16 I would add that is ok to short circuit modules for the 
purpose of testing. 
Short circuiting the module to check this value 
does not cause any harm to the cells 
8. 3.5/18 Irradiance spelling Irradiance 
9. 3.5/18 Clarify that this is module Voc (not string Voc) Module Open Circuit voltage (at STC) 
10. 3.6/19  Shading drawing would be clearer as a 3D drawing I have PPT templates for shading sketches.  
11. 4.1/21 Ideal tilt for latitude 52 is about 34 degrees for max 
annual energy.  
by orientating the array due south and at a pitch 
roughly equal to the site latitude minus 18 
degrees 
12. 4.1/22 Need to be clear that these are rules of thumb, and 
designers should normally use simulation software of 
some sort.  
The effect of tilt and orientation on energy yield 
requires complex calculation to generate a result 
with any 
accuracy. It is recommended that designers use 
one of the many PV software tools to check the 
result of these 
design decisions. 
13. 4.3.3/24 Clarify that multiple inverters/MPPT inputs would 
reduce impact of shading, but modular inverters 
minimise it  
 
14. 4.3.5/24 
(mismat
ch) 
Flash test data For larger systems the installer can request the 
manufacturers ‘flash test’ data for individual 
modules, which is measured at the end of the 
production line. This data can be used to sort 
modules into 
strings of similar power ratings. 
15. 4.3.6/25 
(mismat
ch) 
Should include ‘Voltage out of range’ loss ‘Voltage out of range’ – If the inverter voltage 
range is not correctly matched to the array 
voltage range for its full range of operating 
temperature. Too low a voltage may cause 
inverter switch off and too high voltage can cause 
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inverter failure.  
16. 4.3.7/24 
DC 
Wiring 
losses 
Need to make it clear that DC losses are due to cable 
warming AND MPPT losses 
 
17. 4.3.8/24 Guidance focuses too heavily on inverter under-sizing 
– inverters have sharper efficiency curves than before, 
and power ratio is only one factor in  
 
18. 4.3.9/24 
A C 
Wiring 
losses 
Need to make it clear that AC losses are due to cable 
warming AND under/over voltage 
 
19. 4.5a/26 Surely the client would need to know what type of 
module and inverter are specified so they can compare 
quotes, and know if what is installed is what was 
quoted for? 
Manufacturer and part number of modules and 
inverters 
20. 4.5b/26 “b) A statement of the shade situation on the array – 
too vague and open to wide interpretation 
“A photograph or plot of the shading” 
21. 4.5 note  Will   need   to   use   the   MCS performance 
estimation procedure to estimate the system 
performance, or justify the use of an alternative 
method. 
22. 5.1 I think installers need to know that current is largely 
affected by irradiance and voltage by temperature, 
since this is counter intuitive to newbies. 
 
23. 5.1.1 
Soaking 
in period 
Might be 1 module per string not connected for a few 
months 
the array or part of it 
24. 5.4.1 50% of PV fires are due to installer errors in DC 
system. DC fuses have negligible safety benefit 
(Calais, 2008). So for small/medium systems we 
should emphasise that dc fuses and custom junction 
boxes can be avoided  
Note that using a larger   quantity of ‘smaller’ 
inverters with lower power rating, will 
reduce the number of strings connected to each 
inverter and may avoid the need for 
junction boxes and fuses altogether. Many 
inverters are fitted with multiple DC 
connectors to allow connection from multiple 
strings. 
<<Photo of inverter with multiple DC 
connectors>> 
For systems with multiple strings and without 
string fuses, in‐line splitters can be used 
instead of junction boxes, these enable reliable 
connections for minimum installation time 
25. 5.4.2b/3
1 
 <<photo of good quality off the shelf junction box 
with/without string fuses and in line splitters>> 
26. 5.6/34 Likewise need to clarify when off the shelf splitters can 
be used. And emphasise availability of off the shelf 
junction boxes. 
Add Note: Combiner boxes may not be required 
for smaller systems using inverters with multiple 
inputs or cable splitters 
27. 5.9 Insulation not isolation  
28. 5.10/39 Emphasise that the installer should consider if a 
functional earthing option is an inverter option which 
may be required for IR monitoring to function correctly.     
 
29. 5.11 Array frame earthing will increase RCD nuisance 
tripping, 30mA RCDs are out. 
 
30. 5.11  Rubber washer or black anodised frames. 
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d/43 
31. 7.3 / 53 Inverter location should include Display of operational data to the owner, if the 
inverter will be in an inaccessible location a 
remote display should be considered.   
32. 8.1/56  One of the ac drawings should show correct 
import/export meter wiring, as it is a common mistake. 
 
33. 8.5/58 Should clarify that the 1% is about UV/OV & not just 
ohmic losses 
 
34. 8.8  Should discourage connection of inverter via 30mA 
under ANY circumstances. Design cabling accordingly   
 
35. 8.9/60 Clarify that relay only required >50kW  
36. 9.6/65 Clarify between budget estimate and firm quotation  
37. 9.7/66  Note that contestable and contestable works for 
high voltage connections do not include the 
HV:LV 
transformer or the substation building to contain 
HV switchgear and metering, these are discussed 
in the next 
section 
38. 11.2.3 
iv/93 
Clarify re prevention of timber cracks The use of screw fixings in timber roof 
components shall be in accordance with BS 
5268‐2:2002 Structural 
use of timber — Part 2: Code of practice for 
permissible stress design, materials and 
workmanship. In 
particular the diameter of any screw screwed into 
a timber roof component shall be no more than 
one 
tenth the width of the timber. 
The above requirement may mean that for 
trussed roofs with narrow timbers it is necessary 
to fix additional 
noggins between the trusses with multiple small 
diameter screws in order to provide a large 
enough timber 
for screws with sufficient strength to fix the PV 
mounting system 
 
39. 11.3.1/9
4 
There are also 
relevant sentences in BS 5534 2003 cop for 
slating tiling including shingles AND BS 8000‐6 
1990 workmanship pt6 cop 4 slating tiling 
roofs facades should we draw attention to 
those? 
 
40. 11.3.2/9
5 
 Particular care is required with roof integrated 
systems to allow free movement of air behind the 
modules 
where reasonably possible. This may include 
counter‐battening – fittings an extra layer of 
battens parallel 
with the rafter before fitting the horizontal. 
Additional roof vents above and below the 
modules should be 
provided where possible.   
41. 13  Where a battery system is installed, the owner 
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should be provided with an assessment of the 
system capability and economic performance, 
this should include: 
The size type and quantity of battery 
The depth of discharge, and capacity in kW and 
kWh 
The expected lifetime of the system.  
The cost/revenue per year of the battery system 
and the overall system including the PV  
 
 
42. 15/108 Should mention the need to measure irradiance at the 
same time as measuring current, otherwise the current 
measurement is meaningless. 
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