Abstract We point out that realization of quantum communication protocols in programmable quantum computers provides a deep benchmark for capabilities of real quantum hardware. Particularly, it is prospective to focus on measurements of entropy-based characteristics of the performance and to explore whether a "quantum regime" is preserved. We perform proof-of-principle implementations of superdense coding and quantum key distribution BB84 using 5-and 16-qubit superconducting quantum processors of IBM Quantum Experience. We focus on the ability of these quantum machines to provide an efficient transfer of information between distant parts of the processors by placing Alice and Bob at different qubits of the devices. We also examine the ability of quantum devices to serve as quantum memory and to store entangled states used in quantum communication. Another issue we address is an error mitigation. Although it is at odds with benchmarking, this problem is nevertheless of importance in a general context of quantum computation with noisy quantum devices. We perform such a mitigation and noticeably improve some results.
In this paper, we combine two areas of quantum technologies -quantum communication protocols and quantum computation. Our major idea is that quantum communication protocols can serve as deep benchmarks for capacity of programmable quantum computers. These quantum machines can be based on different physical realizations and characterized by different levels of connectivity. The quantum communication protocols rely on "quantum regime" (or "quantum advantage") and it is of interest to examine how it survives in real quantum machines. Mathematically, "quantum regime" can be revealed through entropy-based quantities, such as mutual information or secret key length. The evaluation of such quantities in simulations with real quantum devices is an essential ingredient of our approach.
Let us mention that various benchmarks are also routinely used for classical computers. There are such tests which examine particular operations, while other benchmarks estimate a performance of a classical computer as a whole in connections to some particular classes of tasks. Our quantum benchmarks are similar to the tests of the second kind. We stress that such popular characteristics of qubits as their coherence times do not directly refer to the usability of a processor, which accumulates many other characteristics and also depends on a particular algorithm. Therefore, a development of various benchmarks seems to be an important and timely task. Notice that it was recently proposed in Ref. [36] to use a special metric termed as quantum volume for the power of quantum computers. The problem of benchmarking of quantum circuits was also discussed in Refs. [37, 38, 39, 40] either in the context of random circuits or particular quantum algorithms.
We here present the results of our proof-of-principle benchmarking experiments using superconducting quantum processors of IBM Quantum Experience available through the cloud service. Particularly, we used 5-and 16-qubit machines, the latter being considered as a rather complex quantum network with physical qubits modeling its nodes. We focused on the superdense coding protocol [14] as well as on famous quantum key distribution BB84 protocol [1] . In contrast to earlier implementations of superdense coding in superconducting quantum computers, see, e.g., Ref. [41] , in our simulations we address entropybased quantities and study an impact of physical device imperfections on the ability to transfer quantum information between different nodes of the quantum network by positioning Alice and Bob at different physical qubits. Such operations are of crucial importance, for example, in connection to simulations of nonlocal quantum models (including fermions or spins with long-range interactions) using quantum computers of limited connectivity. Another aspect we address is a capability of quantum processors to serve as a quantum memory for storing entangled states used in processes of quantum communication.
The paper is organized as follows. In Sec. 2 we consider a simulation of superdense coding. In Sec. 3 we analyze a performance of QKD with BB84 protocol. We summarize our results in Sec. 4.
2 Quantum information transfer, quantum memory, and superdense coding Superdense coding is a quantum protocol, which allows increasing the information content using such a key resource of quantum systems as entanglement. The central idea is that two bits of classical information can be transferred with a single qubit participating in communication. Let us imagine that Alice intends to send two bits of information to Bob using qubits. Without relying on entanglement, Alice has to send two qubits in order to transfer two bits of information. However, the advantage appears provided Bob prepares two entangled qubits and sends only one of them to Alice. Alice encodes information in this qubit by applying two single-qubit gates and this qubit is then sent back to Bob. Bob performs Bell measurements of both qubits and extracts two bits of information despite of the fact that only single qubit has been utilized in quantum communication.
The whole scheme is illustrated in Fig. 1 . Firstly, the entangled state is prepared using Hadamard gate
and controlled-NOT (CNOT) gate
(here the first and second qubits being controlling and target correspondingly). Then, Alice encodes two bits of information, a 1 and a 2 , into a combination of two single-qubit gates: 00, 10, 01, and 11 are encoded into II, ZI, IX, and ZX, respectively. Here I, X, Y and Z are standard Pauli (with identity) gates:
These single-qubit gates are applied to the qubit sent by Bob to Alice, while by performing final Bell measurement Bob extracts two bits b 1 b 2 .
In the absence of noises we have the identities a i = b i . However, in real experimental realizations, due to the errors, the Bob's output value behaves like a random variable yet highly correlated but different from the Alice's input. The quantity we are interested in is amount of information
between the Alice's input A = (a 1 , a 2 ) and Bob's output B = (b 1 , b 2 ). Here
is a Shannon entropy of a random variable X with possible values {x} and
is conditional entropy of X given random variable Y with possible values {y}.
It is easy to prove that for the uniform distribution of A and absence of noises I(A, B) = 2 that corresponds to an ideal transfer of two bits of information. The presence of errors decreases this value and condition I(A, B) ≤ 1 implies reaching a "classical regime" of information transfer.
In the next subsection, we model two real practical situations using both 5-qubit and 16-qubit quantum computers (IBMqx4 and IBMqx5, respectively): the process of information transfer from Alice to Bob positioned in distant nodes of the quantum network and impact of quantum memory imperfection for storing initial Bell states.
Simulation of the information transfer through network nodes
We use 16-qubit processor to simulate information transfer through the quantum network nodes. Two different situations are analyzed, which are illustrated by Fig. 2 . Let us imagine that Bob initially has two entangled qubits, which are shown in Fig. 2 as Q0 and Q1. Alice controls a single qubit located somewhere else in the upper row of qubits of the chip in the situation illustrated in Fig. 2 (a) or a single qubit, which can be located in the lower row either, see Fig. 2 (b) . Bob sends the quantum state of its qubit Q1 to Alice by using SWAP operations between neighboring qubits in the upper row. Each SWAP can be composed from three CNOT gates, which is costly from the viewpoint of errors, since a typical error of each CNOT is currently several percent. In contrast, the errors of single-qubit gates are order of magnitude smaller.
After receiving the quantum state, which is already affected by imperfections of the device, Alice applies a couple of single-qubit gates and then sends the resultant quantum state back to Bob along either the same path within the upper row or through the lower row. Thus we now deal with the effects arising due to the imperfect quantum state transfer from one to another physical qubit. The most important characteristics, which provides a dominant contribution to the reduction of mutual information from the maximum value 2, is the number of SWAPs. For the purposes of our simulation we performed a set of four experiment with equal number of runs for four different values of A. For each input A we computed an entropy of output distribution B, and then obtained a final value of mutual information I(A, B).
Our results for the mutual information as a function of number of SWAPs are shown in Fig. 3 by the blue circles in the situation depicted by Fig. 2 (a) and by brown triangles in the situation shown by Fig. 2 (b) . Hereafter each given (a 1 a 2 ) corresponds to 8192 shots (individual runs of the algorithm). For the illustration purposes, we also present raw data (output distributions) in the Appendix A for Fig. 2 (a) . It is seen that mutual information drops well below 1 just after two SWAPs. This configuration corresponds to the location of Alice at the nearest neighboring site to Bob. Mutual information becomes much smaller than 1 for long trajectories which involve multiple physical qubits of the chip. This result evidences that physical imperfections of the device are still too significant to provide an efficient information transfer from one part of the processor to another one. 
Simulation of the imperfections of quantum memory
We now simulate the effect of imperfections of quantum memory, which stores entangled states used in superdense coding protocol. This imperfection is modeled by us by applying multiple identity gates I. Identity gates provide a time delay τ , which leads to the decay of quantum states of physical qubits due to their interaction with the environment. The duration of an identity gate in IBMqx5 is τ = 90 nanoseconds, while both T 1 and T 2 are nearly 30-50 microseconds. The train of identity gates is applied before Alice makes encoding of classical information into her qubit.
In our simulations, we first use 5-qubit IBMqx4 processor, which is shown schematically in Fig. 4 . Two physical qubits Q0 and Q1 of the device are utilized. Figure 5 shows the result of our simulation of mutual information as a function of the time to store entangled states. The output distributions are presented in Appendix A. We see that even in the absence of identity gates the observed value of mutual information is less than 2. The major reasons are the imperfections of CNOT gates and existing readout errors, the latter being typically several percent. Anyway, we see a "quantum advantage" up to a certain number of identity gates applied. This fact is very important, since it evidences that superdense coding is indeed realized in this real device -more than a single bit of information is transmitted. The mutual information decays exponentially from the initial value. It becomes lower than 1 after nearly 2 microseconds, which implies that the effect of imperfection of "quantum memory" becomes too high to support superdense coding.
Note that there is a connection between our simulations and the approach of Ref. [31] , where it was proposed to intentionally enhance errors by inserting additional gates in the quantum circuit in such a way that they are reduced to the identity gate for an ideal system (for example, a couple of CNOTs gives the identity gate); then the extrapolated zero-error quantities can be extracted from noisy experimental data. This trick was recently used in cloud computing of atomic nucleus [42] . Now we implement the same algorithm using 16-qubit IBMqx5 chip having in mind to explore the ability of this larger chip to serve as a "quantum memory" used to store quantum states. Qubits Q0 and Q1 are utilized in the simulation. The results of our simulations are shown in Fig. 6 by blue squares, while Appendix A provides the output distributions. The main difference with the IBMqx4 chip is in the reduction of the initial value of the mutual information, which becomes only slightly larger than 1. The reason is in the slightly enhanced errors of two-qubit gates as well as readouts. We again stress that the mutual information is very sensitive to physical errors. However, we would like also to mention that the results are not completely stable and can vary in time after each calibration of the device.
We also performed an additional analysis of physical imperfections of IBMqx5 performance, see Appendix B for the details. We found that one of the major contributions to errors relevant for our simulations is provided by specific processes, which systematically change internal phases in entangled states. For example, they lead to oscillations between Bell states |Ψ + and |Ψ − on the time scale t osc 10 microseconds. We managed to partially correct these coherent errors by applying the single-qubit gate
after the train of identity gates, where ϕ = −πt/t osc .
The corrected results are shown in Fig. 6 by brown triangles, while the output distributions are given in Appendix A. Although the dependence of mutual information on time of course starts from the same value at zero time, the decay of mutual information is significantly slowed down. Note that the procedure we use applies to a particular quantum processor and quantum algorithm. Of course, error mitigation somehow contradicts our central idea of quantum benchmarking, but this aspect is of general importance in the context of quantum computation with noisy quantum hardware.
Notice that recently a well known dynamically decoupling approach was applied for superconducting quantum computers to protect qubits from the environment [43] .
Quantum key distribution with superconducting processor
In this Section, we use 5-qubit chip to implement well known protocol BB84.
We start with a brief description of BB84 protocol. Its aim is to generate two identical random bit strings (keys) on both communicating sides (Alice and Bob) is such a way that these strings are only known by Alice and Bob. The work flow of the protocol is the following.
Alice generates a random
L , which corresponds to key bit. 2. Alice generates a random L-bit string B raw A ∈ {+, ×} L , where special symbols + and × correspond to choice of basis for encoding a bit. 
where |H , |V , |D and |A are horizontally, vertically, diagonally and anti-diagonally polarized states of photons. (named quantum bit error rate QBER), (ii) information reconciliation, aimed on making the keys of Alice and Bob to be identical, and finally (iii) privacy amplification, which aimed on removing partial information of an eavesdropper about reconciled keys. Neglecting finallength effects, the size of the resulting (identical and secure) keys K sift A and K sift B is given by
where N is length of sifted keys,
is binary entropy function and f ec is "efficiency" of information reconciliation algorithm (in all the further considerations we take f ec = 1.15, that correspond to real practise [44] ). The expression (9) gives a length to which the reconciled sifted keys should be shortened by employing publicly announced random hash function from universal 2 set at the stage of privacy amplification [45] . Note, that negatives values of l sec correspond to the fact of impossibility to distill the provably secure keys.
Simulation of the decoherence in quantum memory
Our first experiment deals with a single physical qubit, which is Q1 in the schematic image of the processor IBMqx4, see Fig. 4 . Alice encodes 0 or 1 of a key in this qubit using single-qubit gates I or X, respectively. After that, we choose the basis "+" or "×" by applying single-qubit gates I or Hadamard gate H respectively. Then, we apply a train of identity gates to simulate a time delay in the transmission line between Alice and Bob. Finally, Bob, which is physically located at the same site within our simulation, measures this qubit in the same basis "+" or "×". In order to reduce the number of experiments, we also assume that the basis of Alice and the basis of Bob are the same, thus we analyze a sifted key. The whole protocol is illustrated in Fig. 7 . Using Eq. (9), we find l sec . Fig. 8 shows l sec as a function of the delay time. It is seen from this figure that l sec vanishes after nearly four microseconds. This result is similar to the above result for the mutual information within the protocol of the superdense coding. The "decay time" is several microseconds, which is nearly one order of magnitude smaller than T 1 and T 2 of physical qubits. This illustrates certain limitations of T 1 and T 2 as unambiguous characteristics of quantum processors. The error distributions for this experiment are given in Appendix C. 
Simulation of the information transfer through network nodes
In order to simulate information transfer between network nodes, we use 5-qubit IBMqx4 chip because of the lower error rate. We have chosen qubits Q0 and Q1 of the device for our simulation because physical errors associated with these particular qubits are also minimum. This is of particular importance in the view of sensitivity of entropy-like characteristics to errors.
Let us imagine that both Alice and Bob are situated at qubit Q0 of the device. Alice again encodes 0 or 1 and chooses the basis. We model an information transfer by performing a sequence of SWAP gates between Q0 and Q1. After the even number of SWAPs the quantum state, influenced by imperfections of the device, returns to Q0. After receiving the resultant quantum state, Bob makes the same manipulations as in the previous simulation (see the preceding subsection). The whole protocol is illustrated in Fig. 9 . The results of our simulations are shown in Fig. 10 by blue circles. The error distributions are given in Appendix C. It is seen from this figure that l sec /N remains positive until four SWAPs. Positiveness of this quantity is a necessary condition to establish a secure communication. Let us mention that l sec /N is more robust with respect to the number of SWAPs compared to the mutual information in the protocol of the superdense coding. This is due to the fact that the latter requires two entangled qubits, so that CNOT errors play a more destructive role. An analysis shows that one of the major sources of errors in our simulation is the asymmetry of readout results: the probability to correctly measure excited state of the qubit is slightly lower than the probability to correctly measure ground state of the qubit. In order to mitigate this error, we encode single logical qubit into two physical qubits. We define states of the logical qubit as |0 logic = |10 and |1 logic = |01 , and perform a following way of encoding quantum states
where k a := 1−k a . After executing the algorithm, we discard the results of the form |00 and |11 , which belong to another subspace of Hilbert space. This allows us to improve our results, despite of the fact that all single-qubit gates are now replaced by two-qubit gates. In addition, this approach makes our simulations closer to polarization encoding in quantum optics, where one-photon horizontally and vertically polarized states |H and |V might be considered as states |1 H |0 V and |0 H |1 V in Fock representation (here subscripts H and V correspond to horizontally and vertically polarized modes of the field). For these simulations, we used qubits Q0 and Q1. The scheme is illustrated in Fig. 11 . In this case, both Alice and Bob are located at the pair of physical qubits Q0 and Q1 at once. SWAPs were again performed between physical qubits, thus quantum states of these two qubits are interchanged upon each SWAP. In the case of an ideal system, the state of the logical qubit should not change under even number of SWAPs. The results of our simulations are shown in Fig. 10 by brown triangles. Compared to the result without such encoding and the post-selection (blue circles), these new results appear to be much more robust with respect to the number of SWAPs. The error distributions are again given in Appendix C.
Notice that we also implemented a similar algorithm using 16-qubit device, where full SWAPs of logical states composed from the states of two physical qubits have been performed. In this case, post-selection procedure was less efficient than in the 5-qubit device, but the improvement has still been achieved. These data are not presented here.
Conclusions
In this article, we suggested that programmable quantum processors can be utilized as a platform for implementation of quantum communication protocols: the realization of these protocols in existing and future quantum computers may provide deep benchmarks for their capabilities. An important ingredient of our suggestion is an experimental determination of mutual information or some other entropy-based quantity which rigorously quantifies an efficiency of the protocol realization. Thus, our approach has to be contrasted with the popular scheme of randomized benchmarking, see, e.g., Refs. [46, 40, 47] and has some similarities with other recent suggestions dealing with particular important algorithms [38] . Let us stress that our ideas are quite universal in the sense that they can be applied to quantum computers based on different physical realizations and with different levels of connectivity.
We performed proof-of-principle simulations of two protocols using superconducting quantum computers of IBM Quantum Experience. In particular, we used 5-and 16-qubit superconducting processors. The latter can be considered as quite complex quantum network with physical qubits being nodes of the network. We concentrated on the protocol of superdense coding as well as famous quantum key distribution BB84 protocol. In our simulations, we mostly focused on quantum information transfer between different parts of the processors by placing Alice and Bob in separated nodes (physical qubits) and transferring quantum information between them using sequences of SWAP gates. Another issue we addressed was an ability of a quantum processor to serve as a "quantum memory" and to store entangled states used in quantum communication.
We found that the imperfections of the quantum machines we used were too significant to support an efficient quantum information transfer between distant qubits of the devices. In addition, the typical storage time of entangled states, which maintains "quantum regime" in our simulations, turns out to be much smaller than T 1 and T 2 of individual qubits.
Our experiments with noisy quantum machines also provide a playground for such an important activity as error mitigation although this issue, strictly speaking, is at odds with quantum benchmarking itself. Nevertheless, we suggested and applied certain tricks, which enabled us to mitigate and partially suppress errors of the devices. Namely, we used different types of qubit encoding supplemented by a proper post-selection as well as additional unitary rotations aimed to compensate undesirable but coherent phase drifts in Bell states. These tricks, which are dependent on particular algorithms and processors, lead to noticeable improvements of the results of our simulations.
We believe that our ideas will be useful both for in the context of quantum computation with quantum machines based on different physical platforms, for errors mitigation, as well as for studies of quantum communication protocols and quantum networks.
A Output distributions for superdense coding Table 1 shows output distributions for the superdense coding protocol for the situation corresponding to Fig. 2 (a) for different number of SWAPs, as obtained from 16-qubit IBMqx5 device. Here (a 1 , a 2 ) is Alice's input, while (b 1 , b 2 ) is Bob's output. Results presented in the table provide output distributions in connection to the input data. In the ideal situation, the input and output must be the same, so that the corresponding matrix for each given (a 1 , a 2 ) should be identity (unit) matrix. We see from Table 1 that, in reality, even for the zero number of SWAPs this matrix is rather different from the identity matrix. Table 2 presents similar data for different values of delay time, as obtained from 5-qubit IBMqx4 device. We again see noticeable deviations from the ideal distribution even for zero waiting time. Table 3 and Table 4 provide output distributions without error correction and with error correction, respectively, for different values of waiting time, as obtained from 16-qubit IBMQx5 device. We again see that the distributions are rather different from ideal ones even at t = 0, but the error correction, in general, indeed improves the results.
Measurements for the superdense coding protocol have been performed between April 25, 2018 and May 21, 2018. C Error distributions for BB84 protocol Table 5 gives error distribution for different time delays and each possible choice of the basis and bit of information, as obtained from 5-qubit IBMQx4 device. In the ideal case, the errors should absent. Table 6 provides error distribution for different number of SWAPs and each possible choice of the basis and bit of information, as obtained from 5-qubit IBMQx4 device. Table  7 gives similar data, but using the encoding of the logical qubit into two physical qubits supplemented by post-selection procedure. The brackets contain fraction of algorithm's runs used after the post-selection. The post-selection allowed us to improve the results, as seen from the comparison of data from Tables 6 and 7 . We also note that the fraction of discarded data grows with the number of SWAPs and this leads to the improvement of the performance.
Measurements for the BB84 protocol have been performed between April 4, 2018 and May 21, 2018. 
