Abstract. In this paper we prove that solutions of the 2D Euler equations in vorticity formulation obtained via vanishing viscosity approximation are renormalized.
Introduction
Let us consider the Euler equations for an incompressible fluid in vorticity formulation in R 2 × (0, T ):
where ω ∈ R is the vorticity, u ∈ R 2 is the velocity field and the second equation of (1.1) is the Biot-Savart law, which reads as follows:
u(x, t) = 1 2π R 2 (x − y) ⊥ |x − y| ω(y, t) dy.
( 1.2)
The system (1.1) is as usual coupled with the initial datum ω(x, 0) = ω 0 on R 2 × {t = 0}. (1.3)
A classical problem in fluid dynamics is the approximation in the limit of vanishing viscosity (ν → 0) of solutions of (1.1) by solutions of the NavierStokes equations, which in vorticity formulation read as follows: 4) where ω ν 0 is a suitable approximation of ω 0 . In [10] , Proposition 1, the authors noted that any weak solution ω of (1.1) in L ∞ (0, T ; L p (Ω)) with p ≥ 2 is renormalized in the sense of DiPerna and Lions [6] , and in the case when 1 < p < 2 all weak solutions obtained as a limit of exact smooth solutions of (1.1) are renormalized. As pointed out in [10] these results are a direct consequence of the results contained in Theorem II.3 of [6] , see also Section 2 Theorem 2.2 in the following. Then, in [10] it has been posed the question whether solutions of (1.1)-(1.3) with ω in L ∞ (0, T ; L p (R 2 )) obtained in the vanishing viscosity approximation are renormalized when 1 < p < 2. In this note we give a positive answer to the above question. Our main result is as follows, see Section 2 for the notations and the main definitions.
) be a sequence of smooth functions converging strongly to ω 0 in L p (R 2 ) and (u ν , ω ν ) be the unique smooth solution of (1.4). Then, there exist
Moreover, u = K ⋆ ω for a.e. (x, t) ∈ R 2 × (0, T ) and the vorticity equation is satisfied in the renormalized sense.
This problem has been raised in the paper [10] in connection with the enstrophy defect of weak solutions of (1.1). However, the interest in proving this result relies also in the fact that the vanishing viscosity is a very physical approximation of the Euler equations and proving that the vorticity satisfies (1.1)-(1.3) in a renormalized sense would imply a posteriori that solutions obtained via vanishing viscosity are transported in a weak sense by the characteristic of the vector field u, as it holds in the smooth setting, see [1, 6] . Moreover, the notion of renormalized solutions is also useful when the regularity available is not enough to state the equations in distributional sense. This is already the case for the Euler equations, indeed when the initial vorticity is in L p with 1 < p < 4 3 the a priori estimates available for u and ω are not enough to guarantee that the non linear term u ω is in L 1 t,x . Although a positive answer to the above question is highly expected due to the physical meaning of the vanishing viscosity approximation, the rigorous proof is not straightforward. Indeed, when we assume that ω ν 0 is uniformly bounded only in L p with 1 < p < 2, only a uniform bound in L p for ω ν can be expected, and thus by classical result in singular integrals, only a uniform bound in W 1,p loc for u ν . In order to prove that (1.1) is satisfied in a renormalized sense we need to prove that the following equation is satisfied in a weak sense:
Then, some strong convergence for the sequence ω ν would be needed. However, the strong convergence of ω ν is not available in a straightforward way in our setting. Indeed, the strong convergence is usually achieved either as a consequence of the renormalization, see [6] , or by arguing in the Lagrangian setting, see [5] (see also [4] for an application of Lagrangian techniques to the system (1.1) in the endpoint case p = 1 to get strong convergence of the vorticities). However, these arguments seem not to work here. We will avoid this problem by using in a deeper way the theory of renormalized solution, in particular the duality technique introduced in [6] .
Finally, we want to point out that the hypothesis
. In this case the proof holds with minor changes.
Preliminaries
Given Ω ⊂ R 2 ×(0, T ), the space of compactly supported smooth functions on Ω will be denoted by D(Ω). We will denote with L p (R 2 ) the standard Lebesgue spaces and with 2.1. Renormalized solutions of transport equations. In this section we recall the main notions and results about renormalized solutions of transport equations. We want to point out that the result will not be stated in the full generality but will be adapted to our setting. For a complete overview of the theory of renormalized solutions see for instance [2, 3] and reference therein.
Let us consider the Cauchy problem for the transport equation:
with b divergence-free. The definition of renormalized solutions of (2.1) is the following:
the following Cauchy problem is satisfied in the sense of distributions:
In [6] DiPerna and Lions proved, among other deep results, the following theorem. In the statement p and q are in (1, ∞) and are unrelated unless explicitly specified. 
) of (2.1) is a renormalized solutions and then there exists a unique distributional solution of (2.1) in such space.
A crucial tool in the proof of the Theorem 1.1 is a duality formula for the transport equations associated to the vorticity. In particular we shall use the following theorem again proved in [6] .
be a renormalized solution of the following backward transport problem
with χ ∈ L 1 (0, T ; L q (R 2 )) and φ T ∈ L q (R 2 ). Then, the following formula holds
where the right-hand side makes sense because of Theorem 2.2.
Vanishing viscosity limit.
In this section we recall the main results concerning the vanishing viscosity approximation of (1.1)-(1.3). We want to point out that this is now a well-understood theory at least in the case there are no boundaries. The following results can be found for instance in the monograph [11] . First, it well-know that (1.4) are globally well-posed in two dimensions.
Theorem 2.4. For any smooth initial datum ω ν 0 there exists a unique smooth solution of the Cauchy problem (1.4).
Moreover, the following uniformly with respect to ν a priori estimate holds:
Lemma 2.5. Let (u ν , ω ν ) be the unique smooth solution of (1.4), then for any
By using the Biot-Savart law, the Calderón-Zygmund theorem for singular integrals and (2.5) we get the following a priori estimate for the velocity field u ν uniform with respect to ν. Lemma 2.6. Let (u ν , ω ν ) be the unique smooth solution of (1.4). Then for any fixed R > 0 and
where C(R) is depending only on the the norm of the initial datum ω ν 0 in
Proof of the Theorem 1.1
In this section we give the proof of Theorem 1.1. We divide the proof in several steps.
Step 1. Existence of the limit.
By using Theorem 2.4, Lemma 2.5 and Lemma 2.6 we get that for any ν there exists a unique smooth solution ω ν of (1.4) such that for any r ∈ [1, p] uniformly with respect to ν we have
Then, by using (3.2) and the fact that ω ν solves (1.4) a standard compactness argument implies that there exist u ∈ L ∞ (0, T ; W 1,p loc (R 2 )) such that up to subsequence not relabeled
Because of (3.2) and since η is bounded and compactly supported we have that K ⋆ η ∈ L q (R 2 × (0, T )) for any q > 2. Then, by choosing q = p p−1 we get
where in the second line we have used that ω ν is weakly convergent in
Now we prove that u satisfies the growth condition (2.3). We decompose u in the following way:
. By using Young inequality and the fact that the ω is bounded in L 1 (R 2 ) we get (2.3).
Step 2. A dual problem
Let us introduce the following linear backward transport-diffusion problem 6) where χ ∈ D(R 2 × (0, T )) and {u ν } ν is the subsequence chosen in (3.3) . By standard energy estimates it is easy to prove that for any fixed ν > 0 there exists a unique global smooth solution of (3.6). In the remaining of this step we prove that the sequence {φ ν } ν converges to the unique distributional solution φ ∈ L ∞ (0, T ; L q (R 2 )) of the backward transport equation (2.4) . Indeed, by multiplying (3.6) by 2φ ν we get
Note that the integration by parts can be justified with a suitable truncation argument as in [6] . Then, by using Cauchy-Schwarz inequality, the fact that χ is smooth and taking into account that the time is reversed we have by Gronwall Lemma that uniformly with respect to ν
Moreover, by multiplying (3.6) by qφ ν |φ ν | q−2 for any q ∈ [2, ∞) we get
By using Hölder inequality, Gronwall Lemma and the fact that
) (3.8) uniformly with respect to ν for any 2 ≤ q < ∞. Finally, by using (3.8) and the fact that φ ν satisfies (3.6) we can improve the convergence in time, namely we have up to subsequence
, by multiplying (3.6) by ψ we have that
By using (3.3), (3.7) and (3.9) we get that the limiting function φ satisfies
Since by (3.8) φ ν are uniformly bounded also in L ∞ (0, T ; L q (R 2 )) for any q > 2 we can choose q = p p−1 and by using Theorem 2.2 we get that φ is the unique renormalized solution of (2.4). Then, by uniqueness of the limit φ ν converges to φ along the whole subsequence chosen in (3.3).
Step 3. A duality formula.
Let us multiply (1.4) by φ ν , after integrating by parts we get
and by using (3.6) we get
By using (3.1), (3.4) and (3.9) we can pass to the limit in (3.10) and we get χω dxdt = φ(x, 0)ω 0 (x) dx, (3.11) where φ is the unique renormalized solutions of (2.4).
Step 4. Renormalization.
By using Theorem 2.2 there exists a unique renormalized solutionw ∈ L ∞ (0, T ; L q (R 2 )) of the transport equation with vector field u, the limit obtained in (3.3) , and initial data ω 0 , namely
w(x, 0) = ω 0 .
By Theorem 2.3 we get thatw satisfies χw dxdt = φ(x, 0)w 0 (x) dx (3.12)
where φ is the unique renormalized solution of (2.4). By taking the difference of (3.12) and (3.11) we get that (ω −w)χ dxdt = 0. (3.13)
Note that it is crucial the fact that the backward transport equation (2.4) has a unique distributional solution in the class L ∞ (0, T ; L q (R 2 )). Then, by varying χ over all smooth compactly supported functions we get that ω −w = 0 for a.e. (x, t) ∈ R 2 × (0, T ) and then ω is renormalized because it agrees almost everywhere with the renormalized solutionw.
