Abstract In a previous study by Dȩbicki and van Uitert (Queueing Syst. 54, 111-120, 2006) logarithmic largebuffer asymptotics were derived for a two-class generalized processor sharing system with Gaussian inputs, for three of the four possible scenarios. In this note we show how the large-buffer asymptotics for the remaining fourth regime follow from a recently derived result for tandem systems. We also provide a heuristic interpretation of the result.
made available to the other class. For further background on GPS' system mechanics, see for instance [2] . Following [3] , input of class i (i = 1, 2) is modeled as a Gaussian process with stationary increments; with A i (s, t) denoting the traffic of class i arriving in [s, t) , the mean rate is μ i (so that EA i (s, s + δ) = μ i δ) and the variance curve is v i (·) (so that VarA i (s, s + δ) = v i (δ)). The stability condition μ 1 + μ 2 < c applies.
The authors of [3] concentrate, without loss of generality, on the steady-state distribution of the workload in queue 1, say Q 1 . They distinguish four scenarios:
For the first three scenarios, the authors of [3] find, under mild conditions on the variance curves, the logarithmic large-buffer asymptotics; more precisely, constants r and κ are identified such that
The counterpart of this result for scenario (S4), however, was not given.
In this note we shall argue that a recent result on tandem queues [4] , which relies heavily on the infinite-intersections machinery developed in [5] , can be directly applied to also solve this regime in the important special case that source 2 is a fractional Brownian motion (fBm). We also provide an insightful heuristic interpretation of the result.
Notation We introduce the following notation. {Q d 1 (t)} (with d > μ 1 ) is the steady-state workload process corresponding to queue 1, if it were served in isolation at rate d:
(which is, according to Reich's formula, distributed as sup t≥0 {A 1 (−t, 0) − dt}). Two other 'steadystate random variables' are, with μ 1 > φ 1 c and d < μ 1 ,
As follows directly from [6, Lemma 2.4], V ε can be interpreted as the steady-state workload of a queue fed by arrival process 2, where the first queue is emptied at rate φ 2 c, and the second at rate c − μ 1 − ε. Likewise, Z d is distributed as the steady-state workload of a single queue fed at constant rate d, and emptied at a variable rate (that has the same statistical characteristics as the arrival rate of class 1).
Auxiliary results
In this section we prove two lemmas. The first relates the steady-state buffer content of queue 1 to the distributions of V ε and V −ε . The second lemma considers a tandem system with fBm input, and translates the results on the manysources asymptotics of the downstream queue into the corresponding large-buffer asymptotics.
Lemma 2.1 For sufficiently small ε, and any u, x > 0 and δ ∈ (0, 1),
> δu).
Proof (Lower bound) Let B d i (−t, 0) be the amount of service received by class i, if the queue were served in isolation at rate d. Define
Following Lemma 3.1 in [1] , for all u, x > 0 and ε sufficiently small,
As, by definition, Q φ 2 c
(Upper bound) Due to Reich's formula, Q 1 = sup t≥0 {A 1 (−t, 0) − C 1 (−t, 0)}, where C 1 (−t, 0) is the capacity available to class 1 in the interval [−t, 0). Evidently,
The first term is interpreted as Q μ 1 +ε 1 . The second term corresponds to the workload of class 1 in a system (which we refer to as the 'modified system') in which the amount of traffic put into queue 1 in [−s, 0) is (μ 1 + ε)s rather than A 1 (−s, 0) (and the input of class 2 is as before). The workload of class 1 is equal to the difference, in the modified system, of the total workload and the workload in queue 2. Evidently, we can write the total workload in the modified system as
Notice that in the modified system class 2 does not obtain any unused service capacity from class 1 (as class 1 is generating traffic at a rate higher than its weight: μ 1 + ε > φ 1 c, due to (S4)). Thus the workload in queue 2 of the modified system is 
