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Department of Mathematics, The Hong Kong University of Science & Technology
Clear Water Bay, Kowloon, Hong Kong2
Abstract
We establish a formal variational calculus of supervariables, which is a combination of the
bosonic theory of Gel’fand-Dikii and the fermionic theory in our earlier work. Certain interesting
new algebraic structures are found in connection with Hamiltonian superoperators in terms of
our theory. In particular, we find connections between Hamiltonian superoperators and Novikov-
Poisson algebras that we introduced in our earlier work in order to establish a tensor theory
of Novikov algebras. Furthermore, we prove that an odd linear Hamiltonian superoperator in
our variational calculus induces a Lie superalgebra, which is a natural generalization of the
Super-Virasoro algebra under certain conditions.
1 Introduction
Formal variational calculus was introduced by Gel’fand and Dikii [GDi1-2] in studying
Hamiltonian systems related to certain nonlinear partial differential equation, such as the
KdV equations. Invoking the variational derivatives, they found certain interesting Pois-
son structures. Moreover, Gel’fand and Dorfman [GDo] found more connections between
Hamiltonian operators and algebraic structures. Balinskii and Novikov [BN] studied sim-
ilar Poisson structures from another point of view.
The nature of Gel’fand and Dikii’s formal variational calculus is bosonic. In [X3], we
presented a general frame of Hamiltonian superoperators and a purely fermionic formal
variational calculus. Our work [X3] was based on pure algebraic analogy. In this paper,
we shall present a formal variational calculus of supervariables, which is a combination
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of the bosonic theory of Gel’fand-Dikii and the fermionic theory in [X3]. Our new theory
was motivated by the known super-symmetric theory in mathematical physics (cf. [De],
[M]). We find the conditions for a “matrix differential operator” to be a Hamiltonian
superoperator. In particular, we classify two classes of Hamiltonian superoperators by
introducing two kinds of new algebraic structures. Moreover, we prove that an odd linear
Hamiltonian superoperator in our variational calculus induces a Lie superalgebra, which
is a natural generalization of the Super-Virasoro algebra under certain conditions. We
believe that the results in this paper would be useful in study nonlinear super differential
equations. They could also play important roles in the application theory of algebras.
The discovery of our new algebraic structures proposes new objects in algebraic research.
In fact, a new family of infinite-dimensional simple Lie superalgebras were discovered in
[X5] based on the results in this paper.
Recently, we notice that Daletsky [Da1] introduced a definition of a Hamiltonian super-
operator associated with an abstract complex of a Lie superalgebra. He also established
in [Da1-2] a formal variational calculus over a commutative superalgebra generated by
a set of so-called “graded symbols” with coefficients valued in a Grassman algebra. We
believe that one of the subtlenesses of introducing Hamiltonian superoperators is the con-
structions of suitable natural complexes of a Lie superalgebra. In our work [X3], we gave
a concrete construction of the complex of a colored Lie superalgebra with respect to a
graded module and explained the meaning of a Hamiltonian superoperator in detail. It
seems to us that the formal variational calculus introduced in [Da1-2] lacks links with
the known super-symmetric theory (cf. [De], [M]). For instance, its connection with the
known super differential equations, such as the super-symmetric KdV equations, are not
clear (cf. [M]). Our formal variational calculus in [X3] was based on free fermionic fields.
The combined theory of Gel’fand-Dikki’s [GDi1] and ours [X3] that we shall present in this
paper is well motivated by the theory of super-symmetric KdV equations (cf. [M]) and
the super-symmetric theory in [De]. Our main purpose in this paper is to show certain
new algebraic structures naturally arisen from our theory of Hamiltonian superoperators
in a supervariable.
Below, we shall give more detailed introduction.
Throughout this paper, we let R be the field of real numbers, and all the vector spaces
are assumed over R. Denote by Z the ring of integers and by N the set of natural numbers
{0, 1, 2, ...}. First let us briefly introduce the general frame of Hamiltonian superoperators.
We shall sightly modify the differential d defined in (2.7) of [X3].
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A Lie superalgebra L is a Z2-graded algebra L = L0 ⊕ L1 with the operation [·, ·]
satisfying
[x, y] = −(−1)xy[y, x], [x, [y, z]] + (−1)x(y+z)[y, [z, x]] + (−1)z(x+y)[z, [x, y]] = 0 (1.1)
for x, y, z ∈ L, where we have used the convention of the notions of exponents of −1 used
in mathematical physics (cf. [De]); that is, when a vector u ∈ L appears in an exponent
of −1, we always means u ∈ Li and the value of u in the exponent is i. A graded module
M of L is a Z2-graded vector space M =M0 ⊕M1 with the action of L on M satisfies:
Li(Mj) ⊂Mi+j , [x, y]v = xyv− (−1)
xyyxv for i, j ∈ Z2; x, y ∈ L; v ∈M. (1.2)
A q-form of L with values in M is a multi-linear map ω : Lq = L× · · · × L→M for
which
ω(x1, x2, · · · , xq) = −(−1)
xixi+1ω(x1, · · · , xi−1, xi+1, xi, xi+2, · · · , xq) (1.3)
for x1, ..., xq ∈ L. We denote by cq(L,M) the set of q-forms. We define the grading over
cq(L,M) by
cq(L,M)i = {ω ∈ c
q(L,M) | ω(x1, ..., xq) ∈Mj1+···jq+i for xl ∈ Ljl}, i ∈ Z2. (1.4)
Then we have cq(L,M) = cq(L,M)0 + c
q(L,M)1. Moreover, we define a differential
d : cq(L,M)→ cq+1(L,M) by
dω(x1, x2, ..., xq+1)
=
q+1∑
i=1
(−1)i+1+(ω+x1+···xi−1)xixi(ω(x1, ..., xˇi, ..., xq+1)) +
∑
i<j
(−1)i+j+(x1+···+xi−1)xi
(−1)(x1+···+xˇi+···+xj−1)xjω([xi, xj ], x1, ..., xˇi, ..., xˇj, ..., xq+1) (1.5)
for ω ∈ cq(L,M), xl ∈ L. A q-form ω is called closed if dω = 0. It is easily seen that
d2 = 0 by the proof of Proposition 2.1 in [X3].
Let ω ∈ c2(L,M)j . We define:
Hi = {(x,m) ∈ Li ×Mi+j | ω(y, x) = (−1)
jyym for y ∈ L}, H = H0 +H1. (1.6)
By (2.10) in [X3], ([x, y], ω(x, y)) ∈ Hj+l for x ∈ Lj , y ∈ Ll if ω is closed. In this case, we
have the following super Poisson bracket
{m1, m2} = ω(x1, x2) for (x1, m1), (x2, m2) ∈ H (1.7)
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over the subspace N of M defined by
N = N0 +N1, Ni = {u ∈Mj+i | (Li, u)
⋂
H 6= ∅}. (1.8)
Let Ω be a graded subspace of c1(L,M) such that dM ⊂ Ω. A graded linear map H
is called super skew-symmetric if
ξ1(Hξ2) = −(−1)
(Hξ1)(Hξ2)ξ2(Hξ1) for ξ1, ξ2 ∈ Ω. (1.9)
With a super skew-symmetric graded linear map H : Ω → L, we connect a 2-form ωH
defined on ImH by
ωH(Hξ1, Hξ2) = ξ2(Hξ1) for ξ1, ξ2 ∈ Ω. (1.10)
We say thatH is a Hamiltonian superoperator if (a) the subspace ImH of L is a subalgebra;
(b) the form ωH is closed on H(Ω).
In [GDo] and [BN], a new algebra, which was called a “Novikov algebra” in [O1], was
introduced. A Novikov algebra A is a vector space with an operation “◦” satisfying:
(x ◦ y) ◦ z = (x ◦ z) ◦ y, (x ◦ y) ◦ z − x ◦ (y ◦ z) = (y ◦ x) ◦ z − y ◦ (x ◦ z) (1.11)
for x, y, z ∈ A. The beauty of a Novikov algebra is that the left multiplication operators
forms a Lie algebra and the right multiplication operators are commutative (cf. [Z],
[O1]). Zel’manov [Z] proved that any finite-dimensional simple Novikov algebra over an
algebraically closed field with characteristic 0 is one-dimensional. Osborn [O1-5] classified
simple Novikov algebras with an idempotent element and their certain modules. In [X4],
we gave a complete classification of finite-dimensional simple Novikov algebras and their
irreducible modules over an algebraically closed field with prime characteristic. Another
algebraic structure introduced in [GDo], which we called “Gel’fand-Dorfman operator
algebra,” was proved in [X2] to be equivalent to an associative algebra with a derivation
under the unitary condition.
A Novikov algebra actually provides a Poisson structure associated with many-body
systems analogous to the KdV-equation (cf. [GDo], [BN]). One might think that the
algebra corresponding to the super Poisson structure associated with many-body systems
analogous to the super KdV-equations should be the following natural super analogue of
Novikov algebras. A Novikov superalgebra is a Z2-graded vector space A = A0⊕A1 with
an operation “◦” satisfying:
(x◦y)◦z = (−1)yz(x◦z)◦y, (x◦y)◦z−x◦(y◦z) = (−1)xy(y◦x)◦z−(−1)xyy◦(x◦z) (1.12)
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for x, y, z ∈ A. It is surprised that Novikov superalgebras are not the algebraic structures
corresponding to the super Poisson structures associated with many-body systems analo-
gous to the super KdV-equations. In fact, Novikov superalgebras do not fit in our theory
of Hamiltonian superoperators in a supervariable at all. This is because of that the image
of a Hamiltonian superoperator is required to be a graded subspace as we introduced in
the above.
As one of the main theorems (see Theorem 3.1), we prove in Section 3 that the alge-
braic structures corresponding to the Hamiltonian operators (or super Poisson structures)
associated with many-body systems (see (3.3)) analogous to the super KdV-equations (see
(2.8)) are what we call “NX-bialgebras.” An NX-bialgebra is a vector space V with two
operations “×, ◦” such that (V,×) forms a commutative (may not be associative) algebra
and (V, ◦) forms a Novikov algebra for which
(u× v) ◦ w = u× (v ◦ w), (1.13)
(u× v)× w + u× (v × w) = (v ◦ u)× w + u× (v ◦ w)− v ◦ (u× w), (1.14)
(u× v)×w − u× (v ×w) = (u× v) ◦w +w ◦ (u× v)− u ◦ (v ×w)− (v ×w) ◦ u (1.15)
for u, v, w ∈ V .
In [X4], we introduced “Novikov-Poisson” algebras in order to establish a tensor theory
of Novikov algebras. A Novikov-Poisson algebra is a vector space A with two operations
“·, ◦” such that (A, ·) forms a commutative associative algebra (may not have an identity
element) and (A, ◦) forms a Novikov algebra for which
(x · y) ◦ z = x · (y ◦ z), (x ◦ y) · z − x ◦ (y · z) = (y ◦ x) · z − y ◦ (x · z) (1.16)
for x, y, z ∈ A. We prove in Section 3 that certain Novikov-Poisson algebras are NX-
bialgebras. This in a way shows the significance of introducing Novikov-Poisson algebras.
The detailed study on Novikov Poisson algebras was carried in our work [X5].
We can view the algebraic structure (1.11) as a bosonic Novikov algebra because the
right multiplication operators are commutative. In Section 4, we prove that the following
“fermionic Novikov algebra” does correspond to a certain Hamiltonian superoperator in
a supervariable. A fermionic Novikov algebra A is a vector space with an operation “◦”
satisfying:
(x ◦ y) ◦ z = −(x ◦ z) ◦ y, (x ◦ y) ◦ z − x ◦ (y ◦ z) = (y ◦ x) ◦ z − y ◦ (x ◦ z) (1.17)
for x, y, z ∈ A.
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In Section 5, we prove that an odd linear Hamiltonian superoperator induces a Lie
superalgebra, which is a natural generalization of the Super-Virasoro algebra under cer-
tain conditions. Section 2 is the general theory of our formal variational calculus of
supervariables.
2 Formal Calculus
In this section, we shall present the frame of our variational calculus of super variables.
Let Λ be a vector space that is not necessary finite-dimensional. Let F (Λ) be the
free associative algebra generated by Λ. Then the exterior algebra R generated by Λ is
isomorphic to
R = F (Λ)/({uv + vu | u, v ∈ Λ}). (2.1)
We can identify Λ with its image in R. Note that
R = R⊕ ΛR = Rc ⊕Ra, where Rc =
∞∑
n=0
Λ2n, Ra =
∞∑
n=0
Λ2n+1. (2.2)
According to [De], the elements of Rc are called c-numbers (means commutative numbers)
and the elements of Ra are called a-numbers (means anti-commutative numbers). Any
u ∈ R can be uniquely written u = ub + us with ub ∈ R, us ∈ ΛR and ub (us) is called
the body (soul, respectively) of u. Any analytic function f from Rc to R is of the form
f(x) =
∞∑
n=0
φ(n)(xb)
n!
xns , where φ : R→ R is C
∞. (2.3)
An analytic function Ψ : Rc × Ra → R is of the form
Ψ(x, θ) = f0(x) + f1(x)θ, where fi : Rc → R are analytic (2.4)
(cf. [De]). Note that
θ2 = 0, ∂2θ = 0. (2.5)
Define
D = θ∂x + ∂θ (2.6)
Then
D2 = ∂x (2.7)
(cf. [M]). Let Φ(x, θ, t) be a function from Rc × Ra × R to R. Moreover, we assume that
Φ(x, θ, t) ∈ Ra for any (x, θ, t) ∈ (Rc × Ra × R), Φ is analytic for fixed t and is C
1 with
respect to t. A super KdV equation is of form
Φt = −D
6Φ + µD2(ΦDΦ) + (6− 2µ)DΦD2Φ (2.8)
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(cf. [M]). Mathieu [M] found the Hamiltonians for the above equation when µ = 2, 3.
Let {Φi | I} be a family of functions from Rc ×Ra ×R to R with the same properties
as the above Φ. Set
Φi(n + 1) = D
nΦi for i ∈ I; n ∈ N. (2.9)
Then we have
Φi(m)Φj(n) = (−1)
mnΦj(n)Φi(m) for i, j ∈ I; m,n ∈ N
+ = N \ {0}. (2.10)
Let A be the subalgebra generated by {Φi(n) | i ∈ I, n ∈ N+} (the set of functions from
Rc × Ra × R to R forms an associative algebra). Note that A is a Z2-graded algebra
A = A0 +A1 with
Ai = span{Φi1(n1) · · ·Φip(np) | p ∈ N, ij ∈ I, nj ∈ N
+,
p∑
j=1
nj ≡ i (mod 2)}, (2.11)
u1u2 = (−1)
u1u2u2u1, D(u1u2) = D(u1)u2 + (−1)
u1u1D(u2) for u1, u2 ∈ A. (2.12)
Now we treat {Φi(n)} as formal variables. Set
Li = {
∑
j∈I
∑
l∈N+
uj,l∂Φj(l) | uj,l ∈ Ai+l}, i ∈ Z2, L = L0 + L1. (2.13)
Note that the set of superderivations of A forms a Lie superalgebra. In particular, L
forms a Lie sub-superalgebra with the commutator:
[∂1, ∂2] =
∑
j,p∈I
∑
l,q∈N+
(u1p,q∂Φp(q)(u
2
j,l)− (−1)
∂1∂2u2p,q∂Φp(q)(u
1
j,l))∂Φj(l) (2.14)
for ∂s =
∑
j∈I
∑
l∈N+ u
s
j,l∂Φj(l) ∈ L. Note that we can write
D =
∑
i∈I
∑
n∈N+
Φi(n+ 1)∂Φi(n). (2.15)
Thus D ∈ L.
By the proof of Lemma 3.2 in [X3], we have:
Lemma 2.1. For ∂ =
∑
j∈I
∑
l∈N+ uj,l∂Φj(l) ∈ (L0
⋃
L1), [∂,D] = 0 if and only if
uj,n+1 = (−1)
n∂Dn(uj,1), n ∈ N. (2.16)
Set
L = L1 + L2 ⊂ A
I , Ls = (As+1)
I . (2.17)
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For any u¯ = {ui | i ∈ I} ∈ Ls, we let
∂u¯ =
∑
j∈I
∑
n∈N
(−1)snDn(uj)∂Φj(n+1) ∈ L. (2.18)
Then [∂u¯, D] = 0.
For u¯ = {ui}, v¯ = {vi} ∈ L,
[∂u¯, ∂v¯] = ∂w¯ (2.19)
with
w¯ = {
∑
p∈I
∑
m∈N+
((−1)mu¯Dm(up)∂Φp(m+1)(vq)
−(−1)u¯v¯+mv¯Dm(vp)∂Φp(m+1)(uq)) | q ∈ I} (2.20)
(cf. (3.26-27) in [X3]).
Thus if we define
[u¯, v¯] = w¯, (2.21)
then (L,Z2, [·, ·]) forms a Lie superalgebra.
Next we define variational operators on A:
δi =
∞∑
m=0
(−1)m(m−1)/2Dm ◦ ∂Φi(m+1), δ¯ = {δi | i ∈ I}. (2.22)
By the proof of Lemma 3.4 in [X3], we have:
Lemma 2.2. For any u ∈
∑
i∈I,n∈NAΦi(n+ 1),
δ¯(u) = 0⇐⇒ u = D(v) for some v ∈ A. (2.23)
Now we let
A˜ = A/D(A). (2.24)
We define an action of L on A˜ by
u¯(w˜) = ∂u¯(w) +D(A) =
∑
i∈I
(uiδi(w))
∼ (2.25)
(cf. (3.39) in [X3]). This is well defined since [∂u¯, D] = 0. Thus A˜ forms an L-module.
Furthermore, we set
Ω = {ξ¯ = {ξi} ∈ A
I | only finite number of ξi 6= 0}. (2.26)
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For any ξ¯ ∈ Ω, u¯ ∈ L, we define:
ξ¯(u¯) =
∑
i∈I
(uiξi)
∼. (2.27)
Then Ω ⊂ c1(L, A˜). Note that by (2.25),
d(w˜) = δ¯(w) ∈ Ω for w˜ ∈ A, (2.28)
where (2.23) implies that the map δ¯ : A˜ → Ω is well defined. Hence d(A˜) ∈ Ω.
Note that as sets, Ω ⊂ L. We let
Ωi = Ω
⋂
Li for i ∈ Z2. (2.29)
Suppose that H : Ω→ L is a linear map as follows: for ξ¯ ∈ Ωi, i ∈ Z2,
(Hξ¯)p =
∑
q∈I
H ip,qξq, where H
i
p,q =
n(i,p,q)∑
l=0
aip,q,lD
l with aip,q,l ∈ Aι+l, ι ∈ Z2. (2.30)
Such an H is called a matrix differential operator of type ι. Moreover, H(Ω) is a Z2-graded
subspace. Furthermore, the super skew-symmetry is equivalent to
n(0,p,q)∑
l=0
(−1)(2ι+l)(l−1)/2Dl ◦ a0p,q,l =
n(0,q,p)∑
l=0
a0q,p,lD
l, a0p,q,l = (−1)
ι+1a1p,q,l. (2.31)
Let H : Ω → L be a super skew-symmetric matrix differential operator. We want
to find the condition for H to be a Hamiltonian operator. For ξ¯ ∈ Ωi, we define a linear
map (DH ξ¯) : L → L by
(DH ξ¯)(η¯) = (DH ξ¯)η¯, (DH ξ¯)p,q =
∑
t∈I
∑
l,m∈N
(−1)m(i+ι)∂Φq(m+1)(a
i
p,t,l)D
l(ξt)D
m, (2.32)
for η¯ ∈ Ω.
By the proof of Theorem 4.1 in [X3], we have:
Theorem 2.3. A matrix differential operator H of form (2.30) is a Hamiltonian
operator if and only if (2.31) and the following equation hold:
(−1)ξ¯1 ξ¯3((DH ξ¯1)Hξ¯2) + (−1)
ξ¯2+(ξ¯1+ι,ξ¯2+ξ¯3)ξ¯1((DH ξ¯2)Hξ¯3)
= −(−1)ξ¯3+(ξ¯3+ι,ξ¯1+ξ¯2)ξ¯2((DH ξ¯3)Hξ¯1) (2.33)
for ξ¯1, ξ¯2, ξ¯3 ∈ Ω.
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Remark 2.4. By (2.31) and the above theorem, the operator
H =
∞∑
m=0
amD
4m+1, am ∈ R (2.34)
is a Hamiltonian operator of type 1. Moreover, the operator H ′ defined by
H ′(ξ¯) = (−1)ξ¯
∞∑
m=0
bmD
4mξ¯, bm ∈ R, for ξ¯ ∈ Ω, (2.35)
is a Hamiltonian operator of type 0.
Let H1 and H2 be matrix differential operators of the same type ι. If aH1 + bH2 is
Hamiltonian for any a, b ∈ R, then we call (H1, H2) a Hamiltonian pair. For any two
matrix differential operators H1 and H2, we define the Schouten-Nijenhuis super-bracket
[H1, H2] : Ω
3 → A˜ by
[H1, H2](ξ¯1, ξ¯2, ξ¯3)
= (−1)ξ¯1 ξ¯3((DH1 ξ¯1)H2ξ¯2) + (−1)
ξ¯1 ξ¯3((DH2 ξ¯1)H1ξ¯2)
+(−1)ξ¯2+(ξ¯1+ι,ξ¯2+ξ¯3)ξ¯1((DH1 ξ¯2)H2ξ¯3) + (−1)
ξ¯2+(ξ¯1+ι,ξ¯2+ξ¯3)ξ¯1((DH2 ξ¯2)H1ξ¯3)
+(−1)ξ¯3+(ξ¯3+ι,ξ¯1+ξ¯2)ξ¯2((DH1 ξ¯3)H2ξ¯1) + (−1)
ξ¯3+(ξ¯3+ι,ξ¯1+ξ¯2)ξ¯2((DH2 ξ¯3)H1ξ¯1) (2.36)
for ξ¯1, ξ¯2, ξ¯3 ∈ Ω. Then (2.33) is equivalent to [H,H ] = 0. In general, we have:
Corollary 2.5. Matrix differential operators H1 and H2 of the same type forms a
Hamiltonian pair if and only if they satisfy (2.31) and
[H1, H1] = 0, [H2, H2] = 0, [H1, H2] = 0. (2.37)
3 Hamiltonian Superoperators and NX-Bialgebras
In this section, we consider the type-1 Hamiltonian operator H of the form:
H1α,β = H
0
α,β = aα,βD
5 +
∑
γ∈I
[bγα,βΦγD
2 + cγα,βΦγ(2)D + d
γ
α,βΦγ(3)], (3.1)
where aγα,β, b
γ
α,β, c
γ
α,β, d
γ
α,β ∈ R. We let
L =
∑
α,β∈I
χα,βΦαΦβ(2), χα,β ∈ R. (3.2)
Then we have the following many-body systems analogous to the super KdV equations:
(Φα)t =
∑
β∈I
Hα,βδβ(L), α ∈ I. (3.3)
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As we shall show below, it is not easy to find the condition for an operator in (3.1)
to be Hamiltonian. The difficulty is that (2.33) is equivalent to a set of many equations.
Therefore, high technical reductions are needed in order to find the condition of simplest
form.
Note that the super skew-symmetry of H is equivalent to
aα,βD
5 +
∑
γ∈I
[bγα,βΦγD
2 + cγα,βΦγ(2)D + d
γ
α,βΦγ(3)]
= aβ,αD
5 +
∑
γ∈I
[bγβ,αD
2 ◦ Φγ + c
γ
β,αD ◦ Φγ(2)− d
γ
β,αΦγ(3)]
= aβ,αD
5 +
∑
γ∈I
[bγβ,αΦγD
2 + cγβ,αΦγ(2)D + (b
γ
β,α + c
γ
β,α − d
γ
β,α)Φγ(3)] (3.4)
by(2.31), equivalently,
aα,β = aβ,α, b
γ
α,β = b
γ
β,α, c
γ
α,β = c
γ
β,α, b
γ
α,β + c
γ
α,β = d
γ
α,β + d
γ
β,α. (3.5)
Moreover, we let
V =
∑
α∈I
RΦα (3.6)
and define the operations: ·,×, ◦ : V × V → V and the bilinear form 〈·, ·〉 by
Φα · Φβ =
∑
γ∈I
bγα,βΦγ , Φα × Φβ =
∑
γ∈I
cγα,βΦγ , Φα ◦ Φβ =
∑
γ∈I
dγα,βΦγ , 〈Φα,Φβ〉 = aα,β
(3.7)
for α, β ∈ I. Then (V, ·), (V,×) are commutative algebras (may not be associative) and
〈·, ·〉 is a symmetric bilinear form.
In order to find the conditons for which (2.33) holds, we have to find the exact formula
for each term in (3.33). For ξ¯1, ξ¯2, ξ¯3 ∈ Ω, we have
ξ¯3((DH ξ¯1)Hξ¯2)
=
∑
α,β,γ,λ,µ∈I
[bλγ,αD
2(ξ1α) + (−1)
ξ¯1+1cλγ,αD(ξ1α)D + d
λ
γ,αξ1αD
2]
[aλ,βD
5(ξ2β) + b
µ
λ,βΦµD
2(ξ2β) + c
µ
λ,βΦµ(2)D(ξ2β) + d
µ
λ,βΦµ(3)ξ2β]ξ3γ
=
∑
α,β,γ∈I
{〈Φγ · Φα,Φβ〉D
2(ξ1α)D
5(ξ2β) + (−1)
ξ¯1+1[(Φγ · Φα) · Φβ ]D
2(ξ1α)D
2(ξ2β)
+[(Φγ · Φα)× Φβ ](2)D
2(ξ1α)D(ξ2β) + (−1)
ξ¯1+1[(Φγ · Φα) ◦ Φβ](3)D
2(ξ1α)ξ2β
+(−1)ξ¯1+1〈Φγ × Φα,Φβ〉D(ξ1α)D
6(ξ2β) + (−1)
ξ¯1+1[(Φγ × Φα) · Φβ ](2)D(ξ1α)D
2(ξ2β)
+[(Φγ × Φα) · Φβ ]D(ξ1α)D
3(ξ2β) + (−1)
ξ¯1+1[(Φγ × Φα)× Φβ](2)D(ξ1α)D
2(ξ2β)
11
−[(Φγ × Φα)× Φβ](3)D(ξ1α)D(ξ2β) + (−1)
ξ¯1+1[(Φγ × Φα) ◦ Φβ](4)D(ξ1α)ξ2β
+[(Φγ × Φα) ◦ Φβ](3)D(ξ1α)D(ξ2β) + 〈Φγ ◦ Φα,Φβ〉ξ1αD
7(ξ2β)
+(−1)ξ¯1+1[(Φγ ◦ Φα) · Φβ](3)ξ1αD
2(ξ2β) + (−1)
ξ¯1+1[(Φγ ◦ Φα) · Φβ]ξ1αD
4(ξ2β)
+[(Φγ ◦ Φα)× Φβ](4)ξ1αD(ξ2β) + [(Φγ ◦ Φα)× Φβ](2)ξ1αD
3(ξ2β)
+(−1)ξ¯1+1[(Φγ ◦ Φα) ◦ Φβ ](5)ξ1αξ2β + (−1)
ξ¯1+1[(Φγ ◦ Φα) ◦ Φβ](3)ξ1αD
2(ξ2β)}ξ3γ, (3.8)
(−1)(ξ¯1+1)(ξ¯2+ξ¯3)ξ¯1((DH ξ¯2)Hξ¯3)
=
∑
α,β,γ∈I
{(−1)ξ¯2〈Φα · Φβ,Φγ〉[D
5(ξ1α)D
2(ξ2β) + 2D
3(ξ1α)D
4(ξ2β) +D
1(ξ1α)D
6(ξ2β)
+(−1)ξ¯1+1D4(ξ1α)D
3(ξ2β) + (−1)
ξ¯1+12D2(ξ1α)D
5(ξ2β) + (−1)
ξ¯1+1ξ1αD
7(ξ2β)]
+(−1)ξ¯2 [[Φα · Φβ) · Φγ ](3)ξ1αD
2(ξ2β) + [Φα · Φβ) · Φγ ]D
2(ξ1α)D
2(ξ2β)
+[Φα · Φβ) · Φγ ]ξ1αD
4(ξ2β)]] + (−1)
ξ¯2 [[(Φα · Φβ)× Φγ ](3)ξ1αD
2(ξ2β)
+[(Φα · Φβ)× Φγ ](2)D(ξ1α)D
2(ξ2β) + (−1)
ξ¯1+1[(Φα · Φβ)× Φγ ](2)ξ1αD
3(ξ2β)]
+(−1)ξ¯2+1[(Φα · Φβ) ◦ Φγ ](3)ξ1αD
2(ξ2β) + (−1)
ξ¯1+ξ¯2+1〈Φα × Φβ,Φγ〉[D
6(ξ1α)D(ξ2β)
+3D4(ξ1α)D
3(ξ2β) + 3D
2(ξ1α)D
5(ξ2β) + ξ1αD
7(ξ2β)]
+(−1)ξ¯1+ξ¯2+1[[(Φα × Φβ) · Φγ ](4)ξ1αD(ξ2β) + [(Φα × Φβ) · Φγ ](2)D
2(ξ1α)D(ξ2β)
+[(Φα × Φβ) · Φγ ](2)ξ1αD
3(ξ2β)] + (−1)
ξ¯1+ξ¯2 [[(Φα × Φβ) · Φγ ](4)ξ1αD(ξ2β)
+[(Φα × Φβ) · Φγ ](2)D
2(ξ1α)D(ξ2β) + [(Φα × Φβ) · Φγ ](2)ξ1αD
3(ξ2β)
−[(Φα × Φβ) · Φγ ](3)D(ξ1α)D(ξ2β) + (−1)
ξ¯1 [(Φα × Φβ) · Φγ ](3)ξ1αD
2(ξ2β)
−[(Φα × Φβ) · Φγ ]D
3(ξ1α)D(ξ2β)− [(Φα × Φβ) · Φγ]D(ξ1α)D
3(ξ2β)
+(−1)ξ¯1 [(Φα × Φβ) · Φγ ]D
2(ξ1α)D
2(ξ2β) + (−1)
ξ¯1 [(Φα × Φβ) · Φγ]ξ1αD
4(ξ2β)]
+(−1)ξ¯1+ξ¯2+1[[(Φα × Φβ)× Φγ ](4)ξ1αD(ξ2β) + [(Φα × Φβ)× Φγ ](2)D
2(ξ1α)D(ξ2β)
+[(Φα × Φβ)× Φγ ](2)ξ1αD
3(ξ2β)] + (−1)
ξ¯1+ξ¯2 [[(Φα × Φβ)× Φγ ](4)ξ1αD(ξ2β)
−[(Φα × Φβ)× Φγ ](3)D(ξ1α)D(ξ2β) + (−1)
ξ¯1 [(Φα × Φβ)× Φγ ](3)ξ1αD
2(ξ2β)]
+(−1)ξ¯1+ξ¯2[(Φα × Φβ) ◦ Φγ](4)ξ1αD(ξ2β) + (−1)
ξ¯1+ξ¯2+1[[(Φα × Φβ) ◦ Φγ ](4)ξ1αD(ξ2β)
−[(Φα × Φβ) ◦ Φγ ](3)D(ξ1α)D(ξ2β) + (−1)
ξ¯1 [(Φα × Φβ) ◦ Φγ ](3)ξ1αD
2(ξ2β)]
+(−1)ξ¯2+1〈Φα ◦ Φβ,Φγ〉[D
7(ξ1α)ξ2β + 3D
5(ξ1α)D
2(ξ2β) + 3D
3(ξ1α)D
4(ξ2β)
+D(ξ1α)D
6(ξ2β) + (−1)
ξ¯1+1[D6(ξ1α)D(ξ2β) + 3D
4(ξ1α)D
3(ξ2β)
+3D2(ξ1α)D
5(ξ2β) + ξ1αD
7(ξ2β)]] + (−1)
ξ¯2 [[(Φα ◦ Φβ) · Φγ ](5)ξ1αξ2β
+[(Φα ◦ Φβ) · Φγ ](3)D
2(ξ1α)ξ2β + [(Φα ◦ Φβ) · Φγ ](3)ξ1αD
2(ξ2β)]
+(−1)ξ¯2+1[[(Φα ◦ Φβ) · Φγ](5)ξ1αξ2β + 2[(Φα ◦ Φβ) · Φγ ](3)D
2(ξ1α)ξ2β
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+2[(Φα ◦ Φβ) · Φγ ](3)ξ1αD
2(ξ2β) + 2[(Φα ◦ Φβ) · Φγ ]D
2(ξ1α)D
2(ξ2β)
+[(Φα ◦ Φβ) · Φγ ]D
4(ξ1α)ξ2β + [(Φα ◦ Φβ) · Φγ]ξ1αD
4(ξ2β)]
+(−1)ξ¯2 [[(Φα ◦ Φβ)× Φγ ](5)ξ1αξ2β + [(Φα ◦ Φβ)× Φγ ](4)D(ξ1α)ξ2β
+(−1)ξ¯1+1[(Φα ◦ Φβ)× Φγ ](4)ξ1αD(ξ2β)] + (−1)
ξ¯2+1[[(Φα ◦ Φβ)× Φα](5)ξ1αξ2β
+[(Φα ◦ Φβ)× Φα](3)D
2(ξ1α)ξ2β + [(Φα ◦ Φβ)× Φα](3)ξ1αD
2(ξ2β)
+[(Φα ◦ Φβ)× Φα](4)D(ξ1α)ξ2β + (−1)
ξ¯1+1[(Φα ◦ Φβ)× Φα](4)ξ1αD(ξ2β)
+[(Φα ◦ Φβ)× Φα](2)D
3(ξ1α)ξ2β + [(Φα ◦ Φβ)× Φα](2)D(ξ1α)D
2(ξ2β)
+(−1)ξ¯1+1[(Φα ◦ Φβ)× Φα](2)D
2(ξ1α)D(ξ2β) + (−1)
ξ¯1+1[(Φα ◦ Φβ)× Φα](2)ξ1αD
3(ξ2β)]
+(−1)ξ¯2+1[(Φα ◦ Φβ) ◦ Φγ ](5)ξ1αξ2β + (−1)
ξ¯2 [[(Φα ◦ Φβ) ◦ Φγ](5)ξ1αξ2β
+[(Φα ◦ Φβ) ◦ Φγ](3)D
2(ξ1α)ξ2β + [(Φα ◦ Φβ) ◦ Φγ](3)ξ1αD
2(ξ2β)]]}ξ3γ, (3.9)
(−1)(ξ¯3+1)(ξ¯1+ξ¯2)ξ¯2((DH ξ¯3)Hξ¯1)
=
∑
α,β,γ∈I
{(−1)ξ¯3〈Φβ · Φγ ,Φα〉[D
7(ξ1α)ξ2β +D
5(ξ1α)D
2(ξ2β)]
+(−1)ξ¯3 [[(Φβ · Φγ) · Φα](3)D
2(ξ1α)ξ2β + [(Φβ · Φγ) · Φα]D
4(ξ1α)ξ2β
+[(Φβ · Φγ) · Φα]D
2(ξ1α)D
2(ξ2β)] + (−1)
ξ¯3 [[(Φβ · Φγ)× Φα](4)D(ξ1α)ξ2β
+[(Φβ · Φγ)× Φα](2)D
3(ξ1α)ξ2β + [(Φβ · Φγ)× Φα](2)D(ξ1α)D
2(ξ2β)]
+(−1)ξ¯3 [[(Φβ · Φγ) ◦ Φα](5)ξ1αξ2β + [(Φβ · Φγ) ◦ Φα](3)D
2(ξ1α)ξ2β
+[(Φβ · Φγ) ◦ Φα](3)ξ1αD
2(ξ2β)] + (−1)
ξ¯3〈Φβ × Φγ ,Φα〉[D
7(ξ1α)ξ2β
+(−1)ξ¯1+1D6(ξ1α)D(ξ2β)] + (−1)
ξ¯3 [[(Φβ × Φγ) · Φα](3)D
2(ξ1α)ξ2β
+[(Φβ × Φγ) · Φα](2)D
3(ξ1α)ξ2β + (−1)
ξ¯1+1[(Φβ × Φγ) · Φα](2)D
2(ξ1α)D(ξ2β)]
+(−1)ξ¯3+1[[(Φβ × Φγ) · Φα](2)D
3(ξ1α)ξ2β − [(Φβ × Φγ) · Φα]D
4(ξ1α)ξ2β
+(−1)ξ¯1+1[(Φβ × Φγ) · Φα]D
3(ξ1α)D(ξ2β)] + (−1)
ξ¯3 [[(Φβ × Φγ)× Φα](3)D
2(ξ1α)ξ2β
+[(Φβ × Φγ)× Φα](2)D
3(ξ1α)ξ2β + (−1)
ξ¯1+1[(Φβ × Φγ)× Φα](2)D
2(ξ1α)D(ξ2β)]
+(−1)ξ¯3 [[(Φβ × Φγ)× Φα](4)D(ξ1α)ξ2β − [(Φβ × Φγ)× Φα](3)D
2(ξ1α)ξ2β
+(−1)ξ¯1+1[(Φβ × Φγ)× Φα](3)D(ξ1α)D(ξ2β)] + (−1)
ξ¯3 [[(Φβ × Φγ) ◦ Φα](5)ξ1αξ2β
+[(Φβ × Φγ) ◦ Φα](4)D(ξ1α)ξ2β + (−1)
ξ¯1+1[(Φβ × Φγ) ◦ Φα](4)ξ1αD(ξ2β)]
+(−1)ξ¯3+1[[(Φβ × Φγ) ◦ Φα](4)D(ξ1α)ξ2β − [(Φβ × Φγ) ◦ Φα](3)D
2(ξ1α)ξ2β
+(−1)ξ¯1+1[(Φβ × Φγ) ◦ Φα](3)D(ξ1α)D(ξ2β)] + (−1)
ξ¯3+1[〈Φβ ◦ Φγ ,Φα〉D
7(ξ1α)ξ2β
+[(Φβ ◦ Φγ) · Φα](3)D
2(ξ1α)ξ2β + [(Φβ ◦ Φγ) · Φα]D
4(ξ1α)ξ2β
+[(Φβ ◦ Φγ)× Φα](4)D(ξ1α)ξ2β + [(Φβ ◦ Φγ)× Φα](2)D
3(ξ1α)ξ2β
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+[(Φβ ◦ Φγ) ◦ Φα](5)ξ1αξ2β + [(Φβ ◦ Φγ) ◦ Φα](3)D
2(ξ1α)ξ2β]}ξ3γ. (3.10)
Here we have viewed each term in (3.8-10) as an element in A˜ (cf. (2.23)).
For convenience, we callDm1(ξ1α)D
m2(ξ2β)ξ3γ a monomial of index (0, m1, m2) and call
Φ(n1)D
n2(ξ1α)D
n3(ξ2β)ξ3γ a monomial of index (n1, n2, n3). We suppose that H is Hamil-
tonian operator. Thus (2.33) holds. We substitute (3.8-10) into (2.33). By comparing the
coefficients of the monomial of index (0,7,0) in (2.33), we have:
〈Φα ◦ Φβ ,Φγ〉+ 〈Φβ ◦ Φγ,Φα〉 = 〈Φβ · Φγ ,Φα〉+ 〈Φβ × Φγ ,Φα〉. (3.11)
Moreover, by (3.5), (3.11) is equivalent to:
〈Φα ◦ Φβ,Φγ〉+ 〈Φγ ◦ Φβ,Φα〉 = 〈Φα,Φγ ◦ Φβ〉. (3.12)
Comparing the coefficients of the monomial of index (0,6,1) in (2.33), we obtain
〈Φα × Φβ,Φγ〉+ 〈Φβ × Φγ ,Φα〉 = 〈Φα ◦ Φβ ,Φγ〉. (3.13)
The coefficients of the monomial of index (0,5,2) in (2.33) show:
〈Φα · Φβ ,Φγ〉+ 〈Φβ · Φγ ,Φα〉 = 3〈Φα ◦ Φβ,Φγ〉. (3.14)
Examing the coefficients of the monomial of index (0,4,3) in (2.33), we have:
〈Φα · Φβ ,Φγ〉+ 3〈Φα × Φβ ,Φγ〉 = 3〈Φα ◦ Φβ ,Φγ〉. (3.15)
The coefficients of the monomial of index (0,3,4) in (2.33) imply
2〈Φα · Φβ,Φγ〉 = 3〈Φα ◦ Φβ ,Φγ〉. (3.16)
Considering the coefficients of the monomial of index (0,2,5) in (2.33), we find:
〈Φγ · Φα,Φβ〉+ 3〈Φα ◦ Φβ,Φγ〉 = 2〈Φα · Φβ ,Φγ〉+ 3〈Φα × Φβ,Φγ〉. (3.17)
Looking up the coefficients of the monomial of index (0,1,6) in (2.33), we have:
〈Φγ × Φα,Φβ〉+ 〈Φα ◦ Φβ,Φγ〉 = 〈Φα · Φβ ,Φγ〉. (3.18)
The following equation follows from the coefficients of the monomial of index (0,0,7) in
(2.33):
〈Φγ ◦ Φα,Φβ〉+ 〈Φα ◦ Φβ ,Φγ〉 = 〈Φα · Φβ,Φγ〉+ 〈Φα × Φβ ,Φγ〉. (3.19)
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The coefficients of the monomial of index (5,0,0) in (2.33) tell us that
(Φγ ◦ Φα) ◦ Φβ + (Φβ ◦ Φγ) ◦ Φα = (Φβ · Φγ) ◦ Φα + (Φβ × Φγ) ◦ Φα. (3.20)
The coefficients of the monomial of index (4,1,0) in (2.33) give us the following equation:
(Φγ × Φα) ◦ Φβ + (Φβ ◦ Φγ)× Φα = (Φβ · Φγ)× Φα + (Φβ × Φγ)× Φα. (3.21)
Let us look at the coefficients of the monomial of index (4,0,1) in (2.33). We obtain:
(Φγ ◦ Φα)× Φβ = (Φβ × Φγ) ◦ Φα. (3.22)
Comparing the coefficients of the monomial of index (3,2,0) in (2.33), we get:
(Φγ · Φα) ◦ Φβ + (Φα ◦ Φβ) · Φγ + (Φα ◦ Φβ)× Φγ − (Φα ◦ Φβ) ◦ Φγ
+(Φβ ◦ Φγ) · Φα − (Φβ · Φγ) · Φα − (Φβ × Φγ) · Φα
= (Φβ · Φγ) ◦ Φα + (Φβ × Φγ) ◦ Φα − (Φβ ◦ Φγ) ◦ Φα. (3.23)
The coefficients of the monomial of index (3,1,1) in (2.33) tell us that
(Φγ × Φα)× Φβ − (Φγ × Φα) ◦ Φβ + (Φα × Φβ) · Φγ + (Φα × Φβ)× Φγ
= (Φα × Φβ) ◦ Φγ − (Φβ × Φγ)× Φα + (Φβ × Φγ) ◦ Φα. (3.24)
Consulting the coefficients of the monomial of index (3,0,2) in (2.33), we find:
(Φγ ◦ Φα) · Φβ + (Φγ ◦ Φα) ◦ Φβ − (Φα · Φβ) · Φγ − (Φα · Φβ)× Φγ
= −(Φα · Φβ) ◦ Φγ + (Φα × Φβ) · Φγ + (Φα × Φβ)× Φγ − (Φα × Φβ) ◦ Φγ
−(Φα ◦ Φβ)× Φγ − (Φα ◦ Φβ) · Φγ + (Φα ◦ Φβ) ◦ Φγ + (Φβ · Φγ) ◦ Φα. (3.25)
The coefficients of the monomial of index (2,3,0) in (2.33) imply:
(Φα ◦ Φβ)× Φγ + (Φβ ◦ Φγ)× Φα = (Φβ · Φγ)× Φα + (Φβ × Φγ)× Φα. (3.26)
Extracting the coefficients of the monomial of index (2,2,1) in (2.33), we have:
(Φγ ·Φα)×Φβ+(Φα◦Φβ)×Φγ−(Φα×Φβ)×Φγ = (Φβ×Φγ)×Φα+(Φβ×Φγ) ·Φα. (3.27)
The coefficients of the monomial of index (2,1,2) in (2.33) imply:
(Φγ×Φα) ·Φβ+(Φγ×Φα)×Φβ+(Φα ◦Φβ)×Φγ = (Φα ·Φβ)×Φγ+(Φβ ·Φγ)×Φα. (3.28)
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By comparing the coefficients of the monomial of index (2,0,3) in (2.33), we have:
(Φγ ◦ Φα)× Φβ + (Φα ◦ Φβ)× Φγ = (Φα · Φβ)× Φγ + (Φα × Φβ)× Φγ. (3.29)
Comparing the coefficients of the monomial of index (1,4,0) in (2.33), we get:
(Φα ◦ Φβ) · Φγ + (Φβ ◦ Φγ) · Φα = (Φβ · Φγ) · Φα + (Φβ × Φγ) · Φα. (3.30)
The coefficients of the monomial of index (1,3,1) in (2.33) tell us that
(Φα × Φβ) · Φγ = Φα · (Φβ × Φγ). (3.31)
The following equation follows from the coefficients of the monomial of index (1,2,2) in
(2.33):
(Φγ ·Φα) ·Φβ − (Φβ ·Φγ) ·Φα + 2(Φα ◦Φβ) ·Φγ = (Φα ·Φβ) ·Φγ + (Φα ×Φβ) ·Φγ . (3.32)
In terms of the coefficients of the monomial of index (1,1,3) in (2.33),
(Φγ × Φα) · Φβ = Φγ · (Φα × Φβ). (3.33)
Consulting the coefficients of the monomial of index (1,0,4) in (2.33), we find:
(Φγ ◦ Φα) · Φβ + (Φα ◦ Φβ) · Φγ = (Φα · Φβ) · Φγ + (Φα × Φβ) · Φγ. (3.34)
Here we have always assumed that α, β, γ are three arbitrary elements of the index set I.
Next we shall do technical reductions. By (3.15) and (3.16), we have:
3
2
〈Φα ◦ Φβ,Φγ〉+ 3〈Φα × Φβ ,Φγ〉 = 3〈Φα ◦ Φβ,Φγ〉 =⇒ 〈Φα ◦ Φβ,Φγ〉 = 2〈Φα × Φβ ,Φγ〉.
(3.35)
Moreover, by (3.5) and (3.12), we can prove that (3.11-19) are equivalent to:
〈Φα × Φβ ,Φγ〉 = 〈Φα,Φβ × Φγ〉 =
1
2
〈Φα ◦ Φβ,Φγ〉 =
1
3
〈Φα · Φβ ,Φγ〉. (3.36)
By (3.5), (3.20) is equivalent to:
(Φγ ◦ Φα) ◦ Φβ = (Φγ ◦ Φβ) ◦ Φα (3.37)
and (3.21) is equivalent to:
(Φγ × Φα) ◦ Φβ = (Φγ ◦ Φβ)× Φα. (3.38)
Note that (3.22) and (3.38) are equivalent.
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Again by (3.5), (3.23) is equivalent to:
(Φγ · Φα) ◦ Φβ + Φγ ◦ (Φα ◦ Φβ) = (Φγ ◦ Φβ) · Φα + (Φγ ◦ Φβ) ◦ Φα, (3.39)
(3.24) is equivalent to:
(Φγ×Φα)×Φβ+(Φβ×Φγ)×Φα = (Φα×Φβ)◦Φγ+(Φβ×Φγ)◦Φα−Φβ ◦(Φγ×Φα), (3.40)
(3.25) is equivalent to:
(Φγ ◦ Φα) · Φβ + (Φγ ◦ Φα) ◦ Φβ = Φγ ◦ (Φβ ◦ Φα) + (Φβ · Φγ) ◦ Φα, (3.41)
and (3.26), (2.29) are equivalent to (3.22). If we change the indices in (3.34) according to
the cycle α→ β → γ → α, then we get (3.30). Similarly, (3.31) and (3.33) are equivalent.
Furthermore, (3.5), (3.32) and (3.34) imply:
(Φγ · Φα) · Φβ + (Φα ◦ Φβ) · Φγ = (Φβ · Φγ) · Φα + (Φβ ◦ Φα) · Φγ, (3.42)
(Φγ ◦ Φα) · Φβ = (Φβ ◦ Φα) · Φγ . (3.43)
Our strategy to do further reduction is to get rid of “·” in (3.27-28), (3.31), (3.39) and
(3.42-43) by (3.5) and (3.37-38). Note that (3.27) is equivalent to:
(Φγ ◦ Φα)× Φβ + (Φα ◦ Φγ)× Φβ − (Φγ × Φα)× Φβ
+(Φα ◦ Φβ)× Φγ − (Φα × Φβ)× Φγ
= (Φβ × Φγ)× Φα + Φα ◦ (Φβ × Φγ) + (Φβ × Φγ) ◦ Φα − (Φβ × Φγ)× Φα, (3.44)
which is equivalent to (3.40) by (3.38). Again using (3.5), (3.28) is equivalent to:
(Φγ × Φα) ◦ Φβ + Φβ ◦ (Φγ × Φα) + (Φα ◦ Φβ)× Φγ − (Φβ ◦ Φα)× Φγ
= −(Φα × Φβ)× Φγ(Φβ ◦ Φγ)× Φα + (Φγ ◦ Φβ)× Φα − (Φβ × Φγ)× Φα, (3.45)
which is equivalent to (3.40) by (3.38). Furthermore, (3.31) is equivalent to:
(Φα × Φβ) ◦ Φγ + Φγ ◦ (Φα × Φβ)− Φα ◦ (Φβ × Φγ)− (Φβ × Φγ) ◦ Φα
= (Φα × Φβ)× Φγ − Φα × (Φβ × Φγ). (3.46)
Now (3.5) implies that (3.39) is equivalent to:
(Φγ ◦ Φα) ◦ Φβ + (Φα ◦ Φγ) ◦ Φβ − (Φγ × Φα) ◦ Φβ + Φγ ◦ (Φα ◦ Φβ)
= (Φγ ◦ Φβ) ◦ Φα + Φα ◦ (Φγ ◦ Φβ)− (Φγ ◦ Φβ)× Φα + (Φγ ◦ Φβ) ◦ Φα, (3.47)
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which by (3.37-38) is equivalent to:
(Φα ◦ Φγ) ◦ Φβ − Φα ◦ (Φγ ◦ Φβ) = (Φγ ◦ Φα) ◦ Φβ − Φγ ◦ (Φα ◦ Φβ). (3.48)
Equations (3.37) and (3.48) shows that (V, ◦) forms a Novikov algebra.
Next by (3.5), (3.42) is equivalent to:
(Φγ ◦ Φα) · Φβ + (Φα ◦ Φγ) · Φβ − (Φγ × Φα) · Φβ + (Φα ◦ Φβ) · Φγ
= (Φβ ◦ Φγ) · Φα + (Φγ ◦ Φβ) · Φα − (Φβ × Φγ) · Φα + (Φβ ◦ Φα) · Φγ , (3.49)
which holds if (3.43) and (3.31) hold. Furthermore, (3.5) implies that (3.43) is equivalent
to:
(Φγ ◦ Φα) ◦ Φβ + Φβ ◦ (Φγ ◦ Φα)− (Φγ ◦ Φα)× Φβ
= (Φβ ◦ Φα) ◦ Φγ + Φγ ◦ (Φβ ◦ Φα)− (Φβ ◦ Φα)× Φγ , (3.50)
which holds if (3.37-38) and (3.48) hold.
We summarize what we have proved as:
Theorem 3.1. A differential operator H of the form (3.1) is a Hamiltonian operator
if and only if (V, ◦,×) is an NX-bialgebra,
u · v = u ◦ v + v ◦ u− u× v for u, v ∈ V, (3.51)
and 〈·, ·〉 is a symmetric bilinear form satisfying:
〈u ◦ v, w〉 = 〈u, v ◦ w〉 = 2〈u× v, w〉 for u, v, w ∈ V. (3.52)
Example. Let (A, ·, ◦) be a Novikov-Poisson algebra such that (A, ·) contains an
identity element 1 and
1 ◦ 1 = 2. (3.53)
We shall show now that (A, ·, ◦) is a NX-bialgebra. In fact, we have
x ◦ y = x · ∂(y), where ∂(y) = 1 ◦ y (3.54)
for x, y ∈ A. Note by (1.16),
∂(x ◦ y) = ∂(x) · y + x · ∂(y)− 2x · y for x, y ∈ A (3.55)
18
(cf. [X5]). Thus we have:
(y ◦ x) · z + x · (y ◦ z)− y ◦ (x · z) = 2y · (x · z) = (x · y) · z + x · (y · z) (3.56)
for x, y, z ∈ A by the commutativity and associativity of (A, ·). Furthermore,
(x · y) ◦ z + z ◦ (x · y)− x ◦ (y · z)− (y · z) ◦ x
= x · y · ∂(z) + z · ∂(x) · y + z · x · ∂(y)− x · z · ∂(y) · z − x · y · ∂(z) − y · z · ∂(x)
= 0
= (x · y) · z − x · (y · z) (3.57)
for x, y, z ∈ A. Hence (A, ·, ◦) is an NX-bialgebra.
Next we shall give a concrete example. Let (A, ·) be the quotient algebra R[t]/(tn) of
the algebra R[t] of polynomials for a positive integer n. Denote by ej the image of t
j in
A. We define the operation ◦ by
ei ◦ ej = (j + 2)ei+j for 0 ≤ i, j < n. (3.58)
Here we have used the convention that el = 0 if l ≥ n. Then (A, ·, ◦) is a Novikov algebra
satisfying (3.53) (cf. [X5]). Moreover, we define a bilinear form 〈·, ·〉 on A by
〈ei, ej〉 = δi,0δj,0 for 0 ≤ i, j < n. (3.59)
Then 〈·, ·〉 satisfies (3.52).
4 Hamiltonian Superoperators and Fermionic Novikov
Algebras
Consider the following Hamiltonian operator H of type 0:
−H1α,β = H
0
α,β =
∑
γ∈I
(aγα,βΦγ(2) + b
γ
α,βΦγD), (4.1)
where aγα,β, b
γ
α,β ∈ R. Again we let V be as in (3.6) and define operations: ×, ◦ : V ×V →
V by
Φα ◦ Φβ =
∑
γ∈I
aγα,βΦr, Φα × Φβ =
∑
γ∈I
bγα,βΦr for α, β ∈ I. (4.2)
Theorem 4.1. A differential operator of the form (4.1) is a Hamiltonian operator if
and only if (V, ◦) is a fermionic Novikov algebra and
u× v = v ◦ u− u ◦ v for u, v ∈ V. (4.3)
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Proof. By (2.31), the super skew-symmetry of H is equivalent to:
∑
γ∈I
(aγα,βΦγ(2) + b
γ
α,βD ◦ Φγ) =
∑
γ∈I
((aγα,β + b
γ
α,β)Φγ(2)− b
γ
α,βΦγD)
=
∑
γ∈I
(aγβ,αΦγ(2) + b
γ
β,αΦγD) (4.4)
for α, β ∈ I, which is equivalent to (4.3). Next we shall find the exact formula for each
term in (3.33). For any ξ¯1, ξ¯2, ξ¯3 ∈ Ω, we have:
ξ¯3((DH ξ¯1)Hξ¯2)
= (−1)ξ¯1+ξ¯2
∑
α,β,γ,λ,µ∈I
[(−1)ξ¯1aλγ,αξ1αD + b
λ
γ,αD(ξ1α)][a
µ
λ,βΦµ(2)ξ2β + b
µ
λ,βΦµD(ξ2β)]ξ3γ
=
∑
α,β,γ∈I
{(−1)ξ¯1+ξ¯2+1[(Φγ ◦ Φα) ◦ Φβ](3)ξ1αξ2β + (−1)
ξ¯2 [(Φγ ◦ Φα) ◦ Φβ](2)ξ1αD(ξ2β)
+(−1)ξ¯2 [(Φγ ◦ Φα)× Φβ ](2)ξ1αD(ξ2β) + (−1)
ξ¯1+ξ¯2[(Φγ ◦ Φα)× Φβ]ξ1αD
2(ξ2β)
+(−1)ξ¯1+ξ¯2[(Φγ × Φα) ◦ Φβ](2)D(ξ1α)ξ2β
+(−1)ξ¯2 [(Φγ × Φα)× Φβ ]D(ξ1α)D(ξ2β)}ξ3γ, (4.5)
(−1)(ξ¯1+1)(ξ¯2+ξ¯3)ξ¯1((DH ξ¯2)Hξ¯3)
=
∑
α,β,γ∈I
{(−1)ξ¯2+ξ¯3+1[(Φα ◦ Φβ) ◦ Φγ](3)ξ1αξ2β + (−1)
ξ¯2+ξ¯3[[(Φα ◦ Φβ) ◦ Φγ ](3)ξ1αξ2β
+[(Φα ◦ Φβ) ◦ Φγ ](2)D(ξ1α)ξ2β + (−1)
ξ¯1+1[(Φα ◦ Φβ) ◦ Φγ ](2)ξ1αD(ξ2β)]
+(−1)ξ¯2+ξ¯3[[(Φα ◦ Φβ)× Φγ ](3)ξ1αξ2β + [(Φα ◦ Φβ)× Φγ ](2)D(ξ1α)ξ2β
+(−1)ξ¯1+1[(Φα ◦ Φβ)× Φγ ](2)ξ1αD(ξ2β)] + (−1)
ξ¯2+ξ¯3+1[[(Φα ◦ Φβ)× Φγ ](3)ξ1αξ2β
+[(Φα ◦ Φβ)× Φγ ]D
2(ξ1α)ξ2β + [(Φα ◦ Φβ)× Φγ ]ξ1αD
2(ξ2β)]
+(−1)ξ¯1+ξ¯3+1[(Φα × Φβ) ◦ Φγ ](2)ξ1αD(ξ2β) + (−1)
ξ¯1+ξ¯2+ξ¯3+1[[(Φα × Φβ) ◦ Φγ ](2)ξ1αD(ξ2β)
−[(Φα × Φβ) ◦ Φγ ]D(ξ1α)D(ξ2β) + (−1)
ξ¯1 [(Φα × Φβ)× Φγ ]ξ1αD
2(ξ2β)]}ξ3γ, (4.6)
(−1)(ξ¯3+1)(ξ¯1+ξ¯2)ξ¯2((DH ξ¯3)Hξ¯1)
=
∑
α,β,γ∈I
{(−1)ξ¯1+ξ¯3+1[(Φβ ◦ Φγ) ◦ Φα](3)ξ1αξ2β + (−1)
ξ¯1+ξ¯3+1[(Φβ ◦ Φγ) ◦ Φα](2)D(ξ1α)ξ2β
+(−1)ξ¯1+ξ¯3+1[(Φβ ◦ Φγ)× Φα](2)D(ξ1α)ξ2β + (−1)
ξ¯3+ξ¯1 [(Φβ ◦ Φγ)× Φα]D
2(ξ1α)ξ2β
+(−1)ξ¯3+ξ¯1+1[[(Φβ × Φγ) ◦ Φα](3)ξ1αξ2β + [(Φβ × Φγ) ◦ Φα](2)D(ξ1α)ξ2β
(−1)ξ¯1+1[(Φβ × Φγ) ◦ Φα](2)ξ1αD(ξ2β)] + (−1)
ξ¯1+ξ¯3+1[[(Φβ × Φγ)× Φα](2)D(ξ1α)ξ2α
−[(Φβ × Φγ)× Φα]D
2(ξ1α)ξ2α + (−1)
ξ¯1+1[(Φβ × Φγ)× Φα]D(ξ1α)D(ξ2α)]}ξ3γ. (4.7)
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We assume that H is a Hamiltonian operator. Thus (2.33) holds. We substitute (4.5-7)
into (2.33). We define the monomial index as in Section 3. In the following, we always
assume that α, β, γ are arbitrary elements of I. By comparing the coefficients of the
monomial of index (3,0,0) in (2.33), we have:
(Φγ ◦ Φα) ◦ Φβ + (Φβ ◦ Φγ) ◦ Φα + (Φβ × Φγ) ◦ Φα = 0, (4.8)
which by (4.3) is equivalent to:
(Φγ ◦ Φα) ◦ Φβ = −(Φγ ◦ Φβ) ◦ Φα. (4.9)
The coefficients of the monomial of index (2,1,0) in (2.33) imply:
(Φγ × Φα) ◦ Φβ + (Φα ◦ Φβ) ◦ Φγ + (Φα ◦ Φβ)× Φγ − (Φβ ◦ Φγ) ◦ Φα
= (Φβ ◦ Φγ)× Φα + (Φβ × Φγ) ◦ Φα + (Φβ × Φγ)× Φα, (4.10)
which by (4.3) is equivalent to:
(Φγ × Φα) ◦ Φβ + Φγ ◦ (Φα ◦ Φβ)− Φα ◦ (Φβ ◦ Φγ)− Φα ◦ (Φβ × Φγ) = 0. (4.11)
Again by (4.3), (4.11) is equivalent to:
(Φα ◦ Φγ) ◦ Φβ − Φα ◦ (Φγ ◦ Φβ) = (Φγ ◦ Φα) ◦ Φβ − Φγ ◦ (Φα ◦ Φβ). (4.12)
Note that (4.9) and (4.12) imply that (V, ◦) is a fermionic Novikov algebra. Consulting
the coefficients of the monomial of index (2,0,1) in (2.33), we get:
(Φγ ◦ Φα) ◦ Φβ + (Φγ ◦ Φα)× Φβ − (Φα ◦ Φβ) ◦ Φγ − (Φα ◦ Φβ)× Φγ
= (Φα × Φγ) ◦ Φγ + (Φα × Φβ)× Φγ − (Φβ × Φγ) ◦ Φα, (4.13)
which is (4.10) if we change the indices according to the cycle α→ β → γ → α.
Examing the coefficients of the monomial of index (1,2,0) in (2.33), we have:
(Φα ◦ Φβ)× Φγ − (Φβ ◦ Φγ)× Φα − (Φβ × Φγ)× Φα = 0, (4.14)
which by (4.3) is equivalent to:
(Φα ◦ Φβ)× Φγ − (Φγ ◦ Φβ)× Φα = 0. (4.15)
Again by (4.3), (4.15) is equivalent to:
Φγ ◦ (Φα ◦ Φβ)− (Φα ◦ Φβ) ◦ Φγ − Φα ◦ (Φγ ◦ Φβ) + (Φγ ◦ Φβ) ◦ Φα = 0, (4.16)
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which is equivalent to (4.12) by (4.9). The coefficients of the monomial of index (1,0,2)
in (2.33) tell us that
(Φγ ◦ Φα)× Φβ − (Φα ◦ Φβ)× Φγ − (Φα × Φβ)× Φγ = 0, (4.17)
which is (4.14) if we change indices according to the cycle α → β → γ → α. Finally,
checking the coefficients of the monomial of index (1,1,1) in (2.33), we obtain:
(Φγ × Φα)× Φβ + (Φα × Φβ)× Φγ + (Φβ × Φγ)× Φα = 0, (4.18)
which by (4.3) is equivalent to:
(Φα ◦ Φγ)× Φβ − (Φγ ◦ Φα)× Φβ + (Φβ ◦ Φα)× Φγ
= (Φα ◦ Φβ)× Φγ − (Φγ ◦ Φβ)× Φα + (Φβ ◦ Φγ)× Φα, (4.19)
which holds if (4.15) is satisfied. This shows that (V,×) is a Lie algebra. From the above
arguments, one can see that we have proved that a matrix differential operator H of the
form (4.1) is a Hamiltonian operator if and only if (4.3), (4.9) and (4.12) are satisfied.
✷
Example. It is not that easy to construct nontrivial fermionic Novikov algebras.
Let V be a vector space with a basis {e1, e2, e3, e4} and (E(V ), ·) be the exterior algebra
generated by V . Then E(V ) is 16-dimensional. Set
v1 = e2 · e3 · e4, v2 = e1 · e3 · e4, v3 = e1 · e2 · e4, v4 = e1 · e2 · e3, (4.20)
v0 =
∑
i<j
ci,jei · ej, v5 = e1 · e2 · e3 · e4, (4.21)
where ci,j ∈ R are constants. We define
A =
5∑
i=0
Rvi (4.22)
and define the operation on A by:
v ◦ v0 = v ◦ v5 = 0, v ◦ vi = v · ei for v ∈ A, i = 1, 2, 3, 4. (4.23)
Then the operation ◦ satisfies (4.9).
Let us prove (4.12), that is
(vi ◦ vj) ◦ vk − vi ◦ (vj ◦ vk) = (vj ◦ vi) ◦ vk − vj ◦ (vi ◦ vk) for i, j, k = 0, 1, ..., 5. (4.24)
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Notice that (4.24) holds obviously if one of the following conditions is satisfied : (a)i = j;
(b) k = 0, 5; (c) i = 5; (d) j = 5; (e) i, j ∈ {1, 2, 3, 4}. Moreover, by symmetry, we only
need to prove it when i = 0, j = 1 and k = 1 or 2.
(v0 ◦ v1) ◦ v1 − v0 ◦ (v1 ◦ v1)
= v0 · e1 · e1 − v0 ◦ (v1 · e1)
= v0 ◦ v5
= 0, (4.25)
(v1 ◦ v0) ◦ v1 − v1 ◦ (v0 ◦ v1)
= −v1 ◦ (v0 · e1)
= −v1 ◦ (c2,3v4 + c2,4v3 + c3,4v2)
= −(e2 · e3 · e4) · (c2,3e4 + c2,4e3 + c3,4e2)
= 0; (4.26)
(v0 ◦ v1) ◦ v2 − v0 ◦ (v1 ◦ v2)
= v0 · e1 · e2 − v0 ◦ (v1 · e2)
= c3,4v5, (4.27)
(v1 ◦ v0) ◦ v2 − v1 ◦ (v0 ◦ v2)
= −v1 ◦ (v0 · e2)
= −v1 ◦ (−c1,3v4 − c1,4v3 + c3,4v1)
= −(e2 · e3 · e4) · (−c1,3e4 − c1,4e3 + c3,4e1)
= c3,4v5. (4.28)
Thus we prove that the algebra (A, ◦) defined in (4.21-23) is a fermionic Novikov algebra.
5 Induced Lie Superalgebras
In this section, we shall prove that a type-1 Hamiltonian operator H of the form
H1α,β = H
0
α,β =
∑
γ∈I
[
N∑
m=0
amα,β,γΦγ(2(N −m)+1)D
2m+
N−1∑
n=0
bnα,β,γΦγ(2(N −n))D
2n+1] (5.1)
induces a Lie superalgebra.
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In the rest of this section, we denote by θi anticommuative formal variables and by zi
commutative formal variables for i = 1, 2, 3, that is,
θiθj = −θjθi, ziθj = θjzi, zizj = zjzi for i, j = 1, 2, 3. (5.2)
We let
δ
(
zi
zj
)
=
∑
m∈Z
zmi
zmj
, ∆i,j = (θi − θj)δ
(
zi
zj
)
. (5.3)
Note that
∆i,j = −∆j,i. (5.4)
Let
f(θ, z) = f0(z) + θf1(z), for fi(z) ∈ R[z, z
−1]. (5.5)
Lemma 5.1. We have:
f(θ1, z1)∆1,2 = f(θ2, z2)∆1,2. (5.6)
Proof.
f(θ1, z1)∆1,2
= (f0(z1) + θ1f1(z1))(θ1 − θ2)δ
(
z1
z2
)
= (θ1 − θ2)f0(z1)δ
(
z1
z2
)
− θ1θ2f1(z1)δ
(
z1
z2
)
= (θ1 − θ2)f0(z2)δ
(
z1
z2
)
+ θ2θ1f1(z2)δ
(
z1
z2
)
= (f0(z2) + θ2f1(z2))(θ1 − θ2)δ
(
z1
z2
)
= f(θ2, z2)∆1,2. ✷ (5.7)
Let L be a vector space with a basis {φα(n) | α ∈ I, n ∈ Z/2}. We denote
φα(θ, z) =
∑
n∈Z
φα(n)z
−n−N−1θ +
∑
n∈Z
φα
(
n +
1
2
)
z−n−N−1 = φ0α(z)θ + φ
1
α(z) (5.8)
for α ∈ I. Our notions are motivated by the theory of vertex operator algebras (e.g., cf.
[FLM]). In the rest of this section, we always assume that
θiφα(n) = φα(n)θi, θiφα
(
n+
1
2
)
= −φα
(
n +
1
2
)
θi; (5.9)
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ziφα(n) = φα(n)zi, ziφα
(
n +
1
2
)
= φα
(
n+
1
2
)
zi (5.10)
for α ∈ I, n ∈ Z and i = 1, 2, 3.
We also use the notions:
Di = θi∂zi + ∂θi for i = 1, 2, 3; (5.11)
By induction on n ∈ N, we can prove:
Lemma 5.2.
z−12 D
2n
1 ∆1,2 = (−1)
nz−11 D
2n
2 ∆1,2, z
−1
2 D
2n+1
1 ∆1,2 = (−1)
n+1z−11 D
2n+1
2 ∆1,2 (5.12)
for n ∈ N.
Now we define the operation [·, ·] on L by
[φα(θ1, z1), φβ(θ2, z2)] = z
−1
2
∑
γ∈I
{
N∑
m=0
amα,β,γD
2(N−m)
1 (φγ(θ1, z1))D
2m
1 (∆1,2)
+
N−1∑
n=0
bnα,β,γD
2(N−n)−1
1 (φγ(θ1, z1))D
2n+1
1 (∆1,2)} (5.13)
for α, β ∈ I.
Theorem 5.3. The algebra (L, [·, ·]) forms a Lie supealgebra with the grading:
L0 =
∑
α∈I
∑
n∈Z
Rφα(n), L1 =
∑
α∈I
∑
n∈Z
Rφα
(
n +
1
2
)
. (5.14)
Proof. First, we have:
[φα(θ1, z1), φβ(θ2, z2)]
(5.12)
= z−11
∑
γ∈I
{
N∑
m=0
(−1)mamα,β,γD
2(N−m)
1 (φγ(θ1, z1))D
2m
2 (∆1,2)
+
N−1∑
n=0
(−1)n+1bnα,β,γD
2(N−n)−1
1 (φγ(θ1, z1))D
2n+1
2 (∆1,2)}
= z−11
∑
γ∈I
{
N∑
m=0
(−1)mamα,β,γD
2m
2 [D
2(N−m)
1 (φγ(θ1, z1))∆1,2]
+
N−1∑
n=0
(−1)n+1bnα,β,γD
2n+1
2 [D
2(N−n)−1
1 (φγ(θ1, z1))∆1,2]}
(5.6)
= z−11
∑
γ∈I
{
N∑
m=0
(−1)mamα,β,γD
2m
2 [D
2(N−m)
2 (φγ(θ2, z2))∆1,2]
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+N−1∑
n=0
(−1)n+1bnα,β,γD
2n+1
2 [D
2(N−n)−1
2 (φγ(θ2, z2))∆1,2]}
= z−11
∑
γ∈I
{
N∑
m=0
(−1)m+1amα,β,γD
2m
2 [D
2(N−m)
2 (φγ(θ2, z2))∆2,1]
+
N−1∑
n=0
(−1)nbnα,β,γD
2n+1
2 [D
2(N−n)−1
2 (φγ(θ2, z2))∆2,1]} (5.15)
for α, β ∈ I. Therefore, the super skew-symmetry of H and (2.31) imply
[φ0α(z1), φ
0
β(z2)]θ1θ2 − [φ
0
α(z1), φ
1
β(z2)]θ1 + [φ
1
α(z1), φ
0
β(z2)]θ2 + [φ
1
α(z1), φ
1
β(z2)]
= [φα(θ1, z1), φβ(θ2, z2)]
= [φβ(θ2, z2), φα(θ1, z1)]
= [φ1β(z2), φ
0
α(z1)]θ2θ1 − [φ
0
β(z2), φ
1
α(z1)]θ2
+[φ1β(z2), φ
0
α(z1)]θ1 + [φ
1
β(z2), φ
1
α(z1)] (5.16)
for α, β ∈ I, which implies the skew-symmetry:
[φiα(z1), φ
j
β(z2)] = −(−1)
ij [φjβ(z2), φ
i
α(z1)] for α, β ∈ I; i, j ∈ Z2. (5.17)
In the rest of this section, we assume that α, β, γ are arbitrary elements of I. Note
that
[[φα(θ1, z1), φβ(θ2, z2)], φγ(θ3, z3)]
= z−12
∑
λ∈I
{
N∑
m=0
amα,β,λ[D
2(N−m)
1 (φλ(θ1, z1))D
2m
1 (∆1,2), φγ(θ3, z3)]
+
N−1∑
m=0
bmα,β,λ[D
2(N−m)−1
1 (φλ(θ1, z1))D
2m+1
1 (∆1,2), φλ(θ3, z3)]}
= z−12
∑
λ∈I
{
N∑
m=0
−amα,β,λD
2(N−m)
1 [φλ(θ1, z1), φγ(θ3, z3)]D
2m
1 (∆1,2)
+
N−1∑
m=0
bmα,β,λD
2(N−m)−1
1 [φλ(θ1, z1), φλ(θ3, z3)]D
2m+1
1 (∆1,2)}
= z−12 z
−1
3
∑
λ,µ∈I
{
N∑
m=0
N∑
n=0
−amα,β,λa
n
λ,γ,µD
2(N−m)
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2n
1 (∆1,3)]D
2m
1 (∆1,2)
+
N∑
m=0
N−1∑
n=0
−amα,β,λb
n
λ,γ,µD
2(N−m)
1 [D
2(N−n)−1
1 (φµ(θ1, z1))D
2n+1
1 (∆1,3)]D
2m
1 (∆1,2)
+
N−1∑
m=0
N∑
n=0
bmα,β,λa
n
λ,γ,µD
2(N−m)−1
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2n
1 (∆1,3)]D
2m+1
1 (∆1,2)
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+N−1∑
m=0
N−1∑
n=0
bmα,β,λb
n
λ,γ,µD
2(N−m)−1
1 [D
2(N−n)−1
1 (φµ(θ1, z1))D
2n+1
1 (∆1,3)]D
2m+1
1 (∆1,2)}, (5.18)
[[φβ(θ2, z2), φγ(θ3, z3)], φα(θ1, z1)]
= z−12 z
−1
3
∑
λ,µ∈I
{
N∑
m=0
N∑
n=0
(−1)N+m+n+1amβ,γ,λa
n
λ,α,µD
2n
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2(N−m)
1 (D
2m
1 (∆1,3)∆1,2)]
+
N∑
m=0
N−1∑
n=0
(−1)N+m+namβ,γ,λb
n
λ,α,µD
2n+1
1 [D
2(N−n)−1
1 (φµ(θ1, z1))D
2(N−m)
1 (D
2m
1 (∆1,3)∆1,2)]
+
N−1∑
m=0
N∑
n=0
(−1)N+m+nbmβ,γ,λa
n
λ,α,µD
2n
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2(N−m)−1
1 (D
2m+1
1 (∆1,3)∆1,2)]
+
N−1∑
m=0
N−1∑
n=0
(−1)N+m+n+1bmβ,γ,λb
n
λ,α,µD
2n+1
1 [D
2(N−n)−1
1 (φµ(θ1, z1))
D
2(N−m)−1
1 (D
2m+1
1 (∆1,3)∆1,2)]} (5.19)
[[φγ(θ3, z3), φα(θ1, z1)], φβ(θ2, z2)]
= z−12 z
−1
3
∑
λ,µ∈I
{
N∑
m=0
N∑
n=0
(−1)mamγ,α,λa
n
λ,β,µD
2m
1 [D
2(N−m)
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2n
1 (∆1,2)]∆1,3]
+
N∑
m=0
N−1∑
n=0
(−1)mamγ,α,λb
n
λ,β,µD
2m
1 [D
2(N−m)
1 [D
2(N−n)−1
1 (φµ(θ1, z1))D
2n+1
1 (∆1,2)]∆1,3]
+
N−1∑
m=0
N∑
n=0
(−1)m+1bmγ,α,λa
n
λ,α,µD
2m+1
1 [D
2(N−m)−1
1 [D
2(N−n)
1 (φµ(θ1, z1))D
2n
1 (∆1,2)]∆1,3]
+
N−1∑
m=0
N−1∑
n=0
(−1)m+1bmγ,α,λb
n
λ,α,µD
2m+1
1 [D
2(N−m)−1
1
[D
2(N−n)−1
1 (φµ(θ1, z1))D
2n+1
1 (∆1,2)]∆1,3]}. (5.20)
On the other hand, we have for ξ¯1, ξ¯2, ξ¯3 ∈ Ω0:
ξ¯1(DH ξ¯2Hξ¯3)
=
∑
α,λ∈I
(DH ξ¯2)α,λ(Hξ¯3)λξ1α
=
∑
α,β,γ,λ,µ∈I
{[
N∑
m=0
amα,β,λD
2m(ξ2β)D
2(N−m) −
N−1∑
m=0
bmα,β,λD
2m+1(ξ2β)D
2(N−m)−1]
[
N∑
n=0
anλ,γ,µΦµ(2(N − n) + 1)D
2n(ξ3γ) +
N−1∑
n=0
bnλ,γ,µΦµ(2(N − n))D
2n+1(ξ3γ)]}ξ1α
=
∑
α,β,γ,λ,µ∈I
{
N∑
m=0
N∑
n=0
amα,β,λa
n
λ,γ,µD
2(N−m)[Φµ(2(N − n) + 1)D
2n(ξ3γ)]D
2m(ξ2β)
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+N∑
m=0
N−1∑
n=0
amα,β,λb
n
λ,γ,µD
2(N−m)[Φµ(2(N − n))D
2n+1(ξ3γ)]D
2m(ξ2β)
−
N−1∑
m=0
N∑
n=0
bmα,β,λa
n
λ,γ,µD
2(N−m)−1[Φµ(2(N − n) + 1)D
2n(ξ3γ)]D
2m+1(ξ2β)
−
N−1∑
m=0
N−1∑
n=0
bmα,β,λb
n
λ,γ,µD
2(N−m)−1[Φµ(2(N − n))D
2n+1(ξ3γ)]D
2m+1(ξ2β)}ξ1α, (5.21)
ξ¯2(DH ξ¯3Hξ¯1)
=
∑
α,β,γ,λ,µ∈I
{
N∑
m=0
N∑
n=0
(−1)N+m+namβ,γ,λa
n
λ,α,µD
2n[Φµ(2(N − n) + 1)D
2(N−m)[D2m(ξ3γ)ξ2β]]
+
N∑
m=0
N−1∑
n=0
(−1)N+m+n+1amβ,γ,λb
n
λ,α,µD
2n+1[Φµ(2(N − n))D
2(N−m)[D2m(ξ3γ)ξ2β]]
+
N−1∑
m=0
N∑
n=0
(−1)N+m+n+1bmβ,γ,λa
n
λ,α,µD
2n[Φµ(2(N − n) + 1)D
2(N−m)−1[D2m+1(ξ3γ)ξ2β]]
+
N−1∑
m=0
N−1∑
n=0
(−1)N+m+nbmβ,γ,λb
n
λ,α,µD
2n+1[Φµ(2(N − n))D
2(N−m)−1[D2m+1(ξ3γ)ξ2β]]}ξ1α, (5.22)
ξ¯3(DH ξ¯1Hξ¯2)
=
∑
α,β,γ,λ,µ∈I
{
N∑
m=0
N∑
n=0
(−1)m+1amγ,α,λa
n
λ,β,µD
2m[D2(N−m)[Φµ(2(N − n) + 1)D
2n(ξ2β)]ξ3γ]
+
N∑
m=0
N−1∑
n=0
(−1)m+1amγ,α,λb
n
λ,β,µD
2m[D2(N−m)[Φµ(2(N − n))D
2n+1(ξ2β)]ξ3γ]ξ3γ ]
+
N−1∑
m=0
N∑
n=0
(−1)mbmγ,α,λa
n
λ,β,µD
2m+1[D2(N−m)−1[Φµ(2(N − n) + 1)D
2n(ξ2β)]
+
N−1∑
m=0
N−1∑
n=0
(−1)mbmγ,α,λb
n
λ,β,µD
2m+1[D2(N−m)−1[Φµ(2(N − n))D
2n+1(ξ2β)]ξ3γ]}ξ1α. (5.23)
Comparing (5.18) and (5.21), (5.19) and (5.22), (5.20) and (5.23), we have:
[[φα(θ1, z1), φβ(θ2, z2)], φγ(θ3, z3)] + [[φβ(θ2, z2), φγ(θ3, z3)], φα(θ1, z1)]
= −[[φγ(θ3, z3), φα(θ1, z1)], φβ(θ2, z2)]. (5.24)
Furthermore, we have:
[[φα(θ1, z1), φβ(θ2, z2)], φγ(θ3, z3)]
= [[φ0α(z1), φ
0
β(z2)], φ
0
γ(z3)]θ1θ2θ3 − [[φ
0
α(z1), φ
1
β(z2)], φ
0
γ(z3)]θ1θ3
+[[φ1α(z1), φ
0
β(z2)], φ
0
γ(z3)]θ2θ3 + [[φ
1
α(z1), φ
1
β(z2)], φ
0
γ(z3)]θ3
28
+[[φ0α(z1), φ
0
β(z2)], φ
1
γ(z3)]θ1θ2 + [[φ
0
α(z1), φ
1
β(z2)], φ
1
γ(z3)]θ1
−[[φ1α(z1), φ
0
β(z2)], φ
1
γ(z3)]θ2 + [[φ
1
α(z1), φ
1
β(z2)], φ
1
γ(z3)], (5.25)
[[φβ(θ2, z2), φγ(θ3, z3)], φα(θ1, z1)]
= [[φ0β(z2), φ
0
γ(z3)], φ
0
α(z1)]θ1θ2θ3 − [[φ
1
β(z2), φ
0
γ(z3)], φ
0
α(z1)]θ1θ3
+[[φ0β(z2), φ
0
γ(z3)], φ
1
α(z1)]θ2θ3 − [[φ
1
β(z2), φ
0
γ(z3)], φ
1
α(z1)]θ3
+[[φ0β(z2), φ
1
γ(z3)], φ
0
α(z1)]θ1θ2 + [[φ
1
β(z2), φ
1
γ(z3)], φ
0
α(z1)]θ1
+[[φ0β(z2), φ
1
γ(z3)], φ
1
α(z1)]θ2 + [[φ
1
β(z2), φ
1
γ(z3)], φ
1
α(z1)], (5.26)
[[φγ(θ3, z3), φα(θ1, z1)], φβ(θ2, z2)]
= [[φ0γ(z3), φ
0
α(z1)], φ
0
β(z2)]θ1θ2θ3 − [[φ
0
γ(z3), φ
0
α(z1)], φ
1
β(z2)]θ1θ3
+[[φ0γ(z3), φ
1
α(z1)], φ
0
β(z2)]θ2θ3 + [[φ
0
γ(z3), φ
1
α(z1)], φ
1
β(z2)]θ3
+[[φ1γ(z3), φ
0
α(z1)], φ
0
β(z2)]θ1θ2 − [[φ
1
γ(z3), φ
0
α(z1)], φ
1
β(z2)]θ1
+[[φ1γ(z3), φ
1
α(z1)], φ
0
β(z2)]θ2 + [[φ
1
γ(z3), φ
1
α(z1)], φ
1
β(z2)]. (5.27)
Now (5.24-27) imply:
[[φiα(z1), φ
j
β(z2)], φ
k
γ(z3)] + (−1)
i(j+k)[[φjβ(z2), φ
k
γ(z3)], φ
i
α(z1)]
= −(−1)k(i+j)[[φkα(z3), φ
i
α(z1)], φ
j
β(z2)] (5.28)
which is the super Jacobi identity. ✷
Example. If we let aα,β = 0 in (3.1), then the Hamiltonian operator (3.1) is a special
case of (5.1). Therefore, each NX-bialgebra induces a Lie superalgebra. It can be proved
that {aα,β | α, β ∈ I} induces a one-dimeional central extension of the Lie superalgebra.
In general, Threorem 5.3 holds for any linear Hamiltonian superoperator of type 1.
Let 0 < n ∈ Z and let L be a vector space with a basis {φi(n), c | n ∈ Z/2, i =
0, 1, ..., n− 1}. Besides using (5.8-10) and (5.14), we also assume:
θic = cθi, czi = zic for i = 1, 2. (5.29)
By the example in Section 3, we have the following type-1 Hamiltonian superoperator H :
H1i,j = H
0
i,j = δi,0δj,0D
5 + (i+ j + 3)Φi+jD
2 + Φi+j(2)D + (j + 2)Φi+j(3) (5.30)
for i, j = 0, 1, ..., n− 1. Here we have used the convention that Φl = 0 if l ≥ n. We define
the opration [·, ·] on L by:
[u, c] = [c, u] = 0 for u ∈ L (5.31)
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and
[φi(θ1, z1), φj(θ2, z2)]
= z−12 {δi,0δj,0D
5∆1,2c + (i+ j + 3)Φi+j(θ1, z1)D
2
1∆1,2
+D1(φi+j(θ1, z1))D1∆1,2 + (j + 2)D
2
1(φi+j(θ1, z1))∆1,2}
= z−12 {δi,0δj,0[∂
2
z1
δ(z1/z2)c− ∂
3
z1
δ(z1/z2)cθ1θ2] + (i+ j + 3)[φ
0
i+j(z1)θ1 + φ
1
i+j(z1)]
(θ1 − θ2)∂z1δ(z1/z2) + [φ
0
i+j(z1)− ∂z1(φ
1
i+j(z1))θ1][δ(z1/z2)− ∂z1δ(z1/z2)θ1θ2]
+(j + 2)[∂z1(φ
0
i+j(z1))θ1 + ∂z1(φ
1
i+j(z1))](θ1 − θ2)δ(z1/z2)}
= z−12 {δi,0δj,0∂
2
z1
δ(z1/z2)c+ φ
0
i+j(z1)δ(z1/z2)
+[(i+ j + 3)φ1i+j(z1)∂z1δ(z1/z2) + (j + 1)∂z1(φ
1
i+j(z1))δ(z1/z2)]θ1
−[(i+ j + 3)φ1i+j(z1)∂z1δ(z1/z2) + (j + 2)∂z1(φ
1
i+j(z1))δ(z1/z2)]θ2
−[δi,0δj,0∂
3
z1δ(z1/z2)c+ (i+ j + 4)φ
0
i+j(z1)∂z1δ(z1/z2)
+(j + 2)∂z1(φ
0
i+j(z1))δ(z1/z2)]θ1θ2} (5.32)
for i, j = 0, 1, ..., n− 1. Thus we have
[φ1i (z1), φ
1
j(z2)] = z
−1
2 [δi,0δj,0∂
2
z1
δ(z1/z2)c+ φ
0
i+j(z1)δ(z1/z2)], (5.33)
−[φ0i (z1), φ
1
j(z2)] = z
−1
2 [(i+j+3)φ
1
i+j(z1)∂z1δ(z1/z2)+(j+1)∂z1(φ
1
i+j(z1))δ(z1/z2)], (5.34)
[φ1i (z1), φ
0
j(z2)] = −z
−1
2 [(i+j+3)φ
1
i+j(z1)∂z1δ(z1/z2)+(j+2)∂z1(φ
1
i+j(z1))δ(z1/z2)], (5.35)
[φ0i (z1), φ
0
j(z2)]
= −z−12 [δi,0δj,0∂
3
z1
δ(z1/z2)c + (i+ j + 4)φ
0
i+j(z1)∂z1δ(z1/z2)
+(j + 2)∂z1(φ
0
i+j(z1))δ(z1/z2)]. (5.36)
Note that (5.33-36) are equivalent to:
[
φi
(
m+
1
2
)
, φj
(
n +
1
2
)]
= δi,0δj,0δm+n+1,0(n+ 1)nc+ φi+j(m+ n+ 1), (5.37)
[
φi
(
m+
1
2
)
, φj(n)
]
= [(j + 2)(m+ 1)− (i+ 1)(n+ 1)]φi+j
(
m+ n+
1
2
)
, (5.38)
[φi(m), φj(n)] = −δi,0δj,0δm+n+1,0(n+ 1)n(n− 1)c
+[(j + 2)(m+ 1)− (i+ 2)(n+ 1)]φi+j(m+ n) (5.39)
for i, j = 0, 1, ..., n− 1; m,n ∈ Z. Therefore, we obtain a Lie superalgebra (L, [·, ·]) that
is a natural generalization of the Super-Virasoro algebra.
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Remark 5.4. (a) Lie superalgebras induced by Novikov-Poisson algebras whose
Novikov algebras are simple were studied in [X5].
(b) We still do not know how to connect linear Hamiltonian superoperators of type 0
with Lie superalgebras.
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