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Resumo
O objetivo principal deste trabalho e´ estudar a equac¸a˜o de Schro¨dinger para um potencial
quaternioˆnico tipo barreira. A soluc¸a˜o analı´tica encontrada permite comparar qualitativamente
as diferenc¸as entre a mecaˆnica quaˆntica complexa e a mecaˆnica quaˆntica quaternioˆnica. Antes
de apresentar a soluc¸a˜o analı´tica da barreira, para um melhor entendimento da motivac¸a˜o que
leva ao estudo de uma mecaˆnica quaˆntica quaternioˆnica, sera´ analisado em detalhes (ondas
planas e pacotes de onda) o potencial tipo degrau.
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Abstract
The main objective of this research is to study the Schro¨dinger equation for a quaternionic
potential barrier. The analytical solution found allow us to compare qualitatively the differences
between the complex quantum mechanics and the quaternionic quantum mechanics. Before
presenting the barrier analytical solution, to a better understanding of the motivation that leads
us to the study of quaternionic quantum mechanics, the potencial step will be discussed in detail
(plane waves and wave packets).
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Introduc¸a˜o
Partindo da ide´ia de usar os nu´meros complexos para representar rotac¸o˜es no plano, Hamilton
(1805-1865) tentou estender essa ide´ia para treˆs dimenso˜es, procurando por nu´meros da forma
a + bi + c j (a, b, c ∈ R e i2 = j2 = −1) para representar rotac¸o˜es no espac¸o. Todavia nu´meros
desta forma na˜o sa˜o fechados com relac¸a˜o a multiplicac¸a˜o, pois se fosse, terı´amos
i j = α + i β + j γ, comα, β, γ ∈ R.
Isso implica, utilizando a propriedade associativa,
− j = (i i) j = i (i j) = iα − β + i j γ = iα − β + αγ + i β γ + j γ2.
Consequentemente γ2 = −1, que e´ um absurdo, pois γ e´ real.
Em 16 de Outubro de 1843, percebeu que quatro nu´meros eram necessa´rios para fechar a a´lgebra
q = q0 + q1i + q2 j + q3 (1)
com qn ∈ R, n=0,1,2,3 e
i2 = j2 = k2 = i jk = −1. (2)
Nasciam assim os quate´rnions e uma nova a´lgebra de divisa˜o. Hamilton passou o resto de sua
vida trabalhando com quate´rnions e escreveu va´rios textos promovendo o uso de quate´rnions em
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fı´sica, mas morreu em setembro de 1865 deixando seu trabalho sobre quate´rnions inacabado.
Muito da obra Lectures on quaternions [1] e´ dedicada a aplicac¸a˜o dos quate´rnions a` geometria,
a` geometria diferencial e a` fı´sica. De modo geral, Hamilton tratou os quate´rnions como vetores
e mostrou que formam um espac¸o vetorial sobre o corpo dos nu´meros reais. A obra ampliada
Elements of Quaternions [2] foi publicada por seu filho um ano depois de sua morte.
A perda da propriedade comutativa da multiplicac¸a˜o para sistemas nume´ricos foi de particular
importaˆncia para as sucessivas investigac¸o˜es. Em 1843, Graves encontrou uma a´lgebra na˜o
associativa com oito elementos reais, a a´lgebra das oitavas ou os octoˆnions.
• Rotac¸a˜o no espac¸o
Todo quate´rnion unita´rio pode ser escrito como
q = cos
θ
2
+ u sin
θ
2
= eu
θ
2 , (3)
com
u = u1i + u2 j + u3k e |u| = 1.
Se um vetor v ∈ R3 e´ associado ao quate´rnion imagina´rio puro xi + y j + zk, enta˜o v′ = qvq−1
representa a rotac¸a˜o de v de um aˆngulo θ, em torno do eixo u . Usando o fato que q−1 = q¯ = e−u θ2 ,
temos
v′ = qvq−1 = qvq¯ = eu
θ
2Pe−u
θ
2 =
(
cos
θ
2
+ usin
θ
2
)
(ix + jy + kz)
(
cos
θ
2
− usinθ
2
)
.
• Rotac¸a˜o no plano
Se utilizarmos o vetor u = k, ou seja, u1 = u2 = 0, a comutatividade de ek
θ
2 com zk e a
anticomutatividade de k com ix ou jy, a rotac¸a˜o de v = (x, y, z) em torno do eixo z, e´ dada por
v′ = x′i + y′ j + z′k = ek
θ
2 (xi + y j + zk)e−k
θ
2 = ekθ(xi + y j) + zk.
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Levando em considerac¸a˜o que
x′i + y′ j = ekθ(xi + y j)⇒ (x′ + y′k) = ekθ(x + yk),
concluimos que
x′ = x cos θ − y sin θ,
y′ = x sin θ + y cos θ,
z′ = z.
• Motivac¸a˜o
Em mecaˆnica quaˆntica, o primeiro estudo da equac¸a˜o de Schro¨dinger e´ feito com ondas planas.
A partir delas podemos construir pacotes de onda. O objetivo desta dissertac¸a˜o e´ encontrar
a soluc¸a˜o analı´tica para o potencial quaternioˆnico tipo barreira. Ate´ o momento os trabalhos
publicados sobre a barreira quaternioˆnica eram so´ nume´ricos. Este trabalho possibilita estender
as dicusso˜es ja´ feitas para o potencial tipo degrau (com pacotes de onda) para a barreira. O
estudo e´ feito considerando o caso de difusa˜o, onde a energia e´ maior que a altura do potencial.
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Estrutura da dissertac¸a˜o
No capı´tulo 1, apresentaremos a equac¸a˜o de Schro¨dinger para func¸o˜es de onda complexa em
presenc¸a de um potencial real, unidimensional e independente do tempo. Em particular, estu-
daremos o potencial tipo degrau e o potencial tipo barreira.
No capı´tulo 2, apresentaremos os resultados correspondentes ao degrau de potencial quaternioˆ-
nico. A soluc¸a˜o analı´tica para ondas planas pode ser comparada com os resultados obtidos no
capı´tulo anterior. O me´todo da fase estaciona´ria e´ aplicado para encontrar diferenc¸as qualitati-
vas entre a mecaˆnica quaˆntica complexa e a mecaˆnica quaˆntica quaternioˆnica.
No capı´tulo 3, estenderemos o estudo analı´tico feito para o degrau de potencial quaternioˆnico
para o caso da barreira de potencial quaternioˆnico. A soluc¸a˜o analı´tica encontrada permite fazer
ana´lises mais detalhadas da mecaˆnica quaˆntica quaternioˆnica. O estudo sera´ apresentado para o
caso de difusa˜o e para o caso particular  = 1 (limite entre difusa˜o e tunelamento).
No capı´tulo 4, apresentaremos o enfoque com pacotes de onda e o fenoˆmeno de multipla di-
fusa˜o para a barreira complexa.
Nas concluso˜es, resumiremos quanto apresentado na dissertac¸a˜o e sera˜o propostos novos to´picos
a serem investigados.
CAPI´TULO 1
Equac¸a˜o de Schro¨dinger para potenciais
complexos
Neste capı´tulo, apresentaremos a equac¸a˜o de Schro¨dinger para func¸o˜es de onda complexa
em presenc¸a de um potencial real, unidimensional e independente do tempo. Em particu-
lar, estudaremos o potencial tipo degrau e o potencial tipo barreira. A evoluc¸a˜o no tempo
de sistemas fı´sicos e´ descrito pelo Hamiltoniano H, o fato de trabalhar com uma equac¸a˜o di-
ferencial de primeira ordem em t, permite que conhecendo ψ(x, t0) seja possı´vel determinar
ψ(x, t) = e−iHtψ(x, t0). A linearidade em t garante que em presenc¸a de Hamiltoniano hermitiano
a norma seja conservada.
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1.1 Estados estaciona´rios
A func¸a˜o de onda de uma partı´cula em presenc¸a de potencial unidimensional independente do
tempo satisfaz a equac¸a˜o de Schro¨dinger [3]
i ~∂t ψ(x, t) =
−~2
2m
∂xx ψ(x, t) + V(x)ψ(x, t), (1.1)
com V : R→ R e ψ : (R,R)→ C.
A equac¸a˜o (1.1) pode ser reescrita na forma adimensional, introduzindo
υ(x) =
V(x)
V0
ξ = x
√
2mV0
~
τ =
V0t
~
.
A versa˜o adimensional da equac¸a˜o (1.1) e´
i ∂τ ψ(ξ, τ) = −∂ξξ ψ(ξ, τ) + υ(ξ)ψ(ξ, τ). (1.2)
O fato do potencial ser independente do tempo garante a existeˆncia de soluc¸o˜es da forma
ψ(ξ, τ) = φ(ξ) χ(τ), que substituindo em (1.2) encontramos
i
χ˙(τ)
χ(τ)
=
−φ′′(ξ) + υ(ξ) φ(ξ)
φ(ξ)
= 2.
Com χ˙(τ) = ∂τ χ(τ) e φ′′(ξ) = ∂ξξ φ(ξ).
Foi possı´vel separar a` direita uma func¸a˜o so´ de τ e a` esquerda uma func¸a˜o so´ de ξ, para que a
igualdade seja satisfeita e´ preciso que cada func¸a˜o seja uma constante, que sera´ fixada como 2
com  =
√
E/V0. Agora, as duas equac¸o˜es devem ser resolvidas separadamente
χ(τ) = Ce−i
2τ, (1.3)
φ0(ξ) = A0eiξ + A˜0e−iξ [Caso υ(ξ) = 0], (1.4)
φ(ξ) = Aei
√
2−1ξ + A˜e−i
√
2−1ξ [Caso υ(ξ) = 1]. (1.5)
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Com C, A0, A˜0, A e A˜ constantes complexas.
Func¸o˜es deste tipo sa˜o chamadas de soluc¸o˜es estaciona´rias para a equac¸a˜o de Schro¨dinger e
esse me´todo de resoluc¸a˜o e´ chamado de separac¸a˜o de varia´veis.
1.2 Densidade de probabilidade
Um conceito muito importante em mecaˆnica quaˆntica e´ o de probabilidade. A func¸a˜o ψ(ξ, τ) e´
interpretada como uma amplitude de probabilidade de presenc¸a da partı´cula.
Para encontrar a expressa˜o que relaciona densidade de probabilidade [ρ(ξ, τ)] e densidade de
corrente [J(ξ, τ)] utilizamos a equac¸a˜o (1.2) e sua complexa conjugada,
∂τ ψ(ξ, τ) = i ∂ξξ ψ(ξ, τ) − i υ(ξ)ψ(ξ, τ), (1.6)
∂τ ψ(ξ, τ) = −i ∂ξξ ψ(ξ, τ) + iψ(ξ, τ)υ(ξ). (1.7)
Somando a multimplicac¸a˜o de (1.6) por ψ(ξ, τ) com a multimplicac¸a˜o de (1.7) por ψ(ξ, τ),
obtemos a equac¸a˜o
∂τρ(ξ, τ) + ∂ξJ(ξ, τ) = 0,
com densidade de corrente
J(ξ, τ) = i[ψ(ξ, τ)∂ξ ψ(ξ, τ) − ψ(ξ, τ) ∂ξ ψ(ξ, τ)]. (1.8)
Sendo
∂τ
∫
ρ(ξ, τ) dξ = 0
,
ρ(ξ, τ) e´ uma densidade de probabilidade.
Para estados estaciona´rios ψ(ξ, τ) = φ(ξ) e−i
2τ,
ρ(ξ, τ) = ψ(ξ, τ)ψ(ξ, τ) = φ(ξ) φ(ξ),
J(ξ) = i [φ
′
(ξ) φ(ξ) − φ(ξ) φ′(ξ)]. (1.9)
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Como ∂τ ρ(ξ, τ) = 0, claramente temos
∂ξ J(ξ) = 0, isso implica que J constante.
1.3 Degrau de potencial
• Difusa˜o
Zona I
0
.................................................................. > 1
Zona II
Para o degrau de potencial, existe uma regia˜o com potencial igual a zero (ξ < 0) e uma regia˜o
com potencial adimensional igual a um (ξ > 0).
A Zona I e´ formada pela superposic¸a˜o de duas ondas, a primeira corresponde as partı´culas
incidentes com isso A0 = 1, a segunda corresponde as partı´culas refletidas pelo degrau, portanto
A˜0 = R, na equac¸a˜o (1.4).
Para a Zona II, a soluc¸a˜o e´ dada pela equac¸a˜o (1.5). Como nenhuma onda e´ refletida, A˜ = 0 e
A = T , que representa as partı´culas transmitidas.
Logo, a soluc¸a˜o e´ reescrita da seguinte maneira
 e
iξ + Re−iξ ξ < 0,
Tei
√
2−1ξ ξ > 0.
(1.10)
As condic¸o˜es de continuidade φI(0) = φII(0) e φ′I(0) = φ
′
II(0), levam ao sistema
1 + R = T,
1 − R =
√
2 − 1

T,
(1.11)
que pode ser facilmente resolvido, com soluc¸a˜o dada por
T =
2
 +
√
2 − 1
, R =
 − √2 − 1
 +
√
2 − 1
. (1.12)
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Lembrando que a densidade de corrente e´ constante (pode ser calculada para qualquer valor de
ξ, os ca´lculos foram feitos do modo mais simples, em ξ = 0),
JI = JII .
Com
JI = 2(1 − |R|2) e JII = 2
√
2 − 1|T |2,
de onde encontramos a relac¸a˜o ente R e T
|R|2 +
√
2−1

|T |2 = 1
. (1.13)
|R|2 e´ a probabilidade de reflexa˜o, e
√
2−1

|T |2 a probabilidade de transmissa˜o. Com isso, inde-
pendente do conhecimento da soluc¸a˜o do sistema acima, sabemos a relac¸a˜o entre R e T .
• Tunelamento
Zona I
0
..................................................................
 < 1
Zona II
Outra observac¸a˜o e´ que a soluc¸a˜o para a regia˜o de tunelamento ( < 1) pode ser obtida de
(1.12), utilizando o fato de que se  < 1 enta˜o
√
2 − 1 = i√1 − 2 encontramos
T =
2
 + i
√
1 − 2
R =
 − i√1 − 2
 + i
√
1 − 2
, (1.14)
JI = 2(1 − |R|2) e JII = 0.
De onde obtemos
|R|2 = 1
, (1.15)
o que na˜o quer dizer que T = 0. Com a presenc¸a da onda evanescente e−
√
1−2ξ a partı´cula tem,
durante um pequeno intervalo de tempo, uma probabilidade diferente de zero de ser encontrada
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em uma regia˜o classicamente proibida. Existe uma fase na reflexa˜o que vem do fato da partı´cula
ser atrasada quando penetra na regia˜o ξ > 0.
1.4 Barreira de potencial
• Difusa˜o
Zona I
0 λ
.................................................................. > 1
Zona II Zona III
Para a barreia de potencial, exitem duas regio˜es com potencial igual a zero (ξ < 0 e ξ > λ),
com soluc¸a˜o dada pela equac¸a˜o (1.4) e uma regia˜o com potencial adimensional igual a um
(0 < ξ < λ), com soluc¸a˜o dada pela equac¸a˜o (1.5).
Na Zona I, A0 = 1 representa as partı´culas incidentes e A˜0 = R representa as partı´culas refletidas
pela barreira .
Na Zona III, A˜0 = 0, pois nessa regia˜o na˜o existe reflexa˜o e A0 = T , representa as partı´culas
transmitidas.
Na Zona II, A = A e A˜ = B, com A e B constantes complexas.
Logo, a soluc¸a˜o e´ reescrita da seguinte maneira

eiξ + Re−iξ ξ < 0,
Aei
√
2−1ξ + Be−i
√
2−1ξ 0 < ξ < λ,
Teiξ ξ > λ.
(1.16)
As condic¸o˜es de continuidade
φI(0) = φII(0) φII(λ) = φIII(λ),
φ′I(0) = φ
′
II(0) φ
′
II(λ) = φ
′
III(λ),
levam ao seguinte sistema
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
1 + R = A + B,
1 − R =
√
2−1

(A − B),
Aei
√
2−1λ + Be−i
√
2−1λ = Teiλ,
√
2−1

(Aei
√
2−1λ − Be−i
√
2−1λ) = Teiλ.
(1.17)
Resolveremos o sistema (1.17) usando a forma matricial.
 1 11 −1

 1R
 =M(0)
 AB
 , (1.18)
M(λ)
 AB
 =
 11
Teiλ. (1.19)
Onde
M(λ) =
 ei
√
2−1λ e−i
√
2−1λ
√
2−1

ei
√
2−1λ −
√
2−1

e−i
√
2−1λ
 .
Isolando o vetor
 AB
 na equac¸a˜o (1.17), substituindo em (1.18) depois isolando
 1R
, chega-
mos a
 1R
 =
 1 11 −1

−1
M(0)M(λ)−1
 11
Teiλ. (1.20)
Observe queM(λ) =M(0)D(λ), com
D(λ) = diag(ei
√
2−1λ, e−i
√
2−1λ).
E (1.20), pode ser reescrito como
 1R
 =
 1 11 −1

−1
M(0)D(λ)−1M(0)−1
 11
Teiλ.
Logo
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 1R
 = N
 11
Teiλ. (1.21)
Onde
N =
 12 cos(
√
2 − 1λ) −
√
2−1
2 i sin(
√
2 − 1λ) 12 cos(
√
2 − 1λ) − 
2
√
2−1 i sin(
√
2 − 1λ)
1
2 cos(
√
2 − 1λ) +
√
2−1
2 i sin(
√
2 − 1λ) − 12 cos(
√
2 − 1λ) − 
2
√
2−1 i sin(
√
2 − 1λ)
 .
A soluc¸a˜o para os coeficientes R e T e´
T =
e−iλ
cos(
√
2 − 1λ) + (1−22)
2
√
2−1 i sin(
√
2 − 1λ)
R =
−i sin(√2 − 1λ)
(2
√
2 − 1) cos(√2 − 1λ) + i(1 − 22) sin(√2 − 1λ)
. (1.22)
Utilizando a equac¸a˜o (1.9) encontramos
JI = 2(1 − |R|2) e JIII = 2 |T |2.
E pelo fato da densidade de corrente ser constante, JI = JIII chegamos a relac¸a˜o
|R|2 + |T |2 = 1
. (1.23)
Que pode ser encontrado sem o ca´lculo pre´vio de R e T , ainda neste momento encontrar R e T
na˜o e´ uma tarefa muito difı´cil, mas, nos pro´ximos capı´tulos, quando o potencial e´ quaternioˆnico,
as contas se complicam e as relac¸o˜es diretas entre R e T passam a ter uma importaˆncia maior.
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A figura (1.1) mostra como se comporta o coeficiente de transmissa˜o em func¸a˜o do compri-
mento da barreira. Quando
√
2 − 1λ = npi (R = 0) temos o fenoˆmeno de ressonaˆncia que
corresponde ao caso |T |2 = 1.
0 5 10 15 20
0.90
0.92
0.94
0.96
0.98
1.00
|T |2
λ
 = 1.5
Figura 1.1: Variac¸a˜o da probabilidade de transmissa˜o |T |2 em func¸a˜o do comprimento da bar-
reira λ, para  = 1.5.
• Tunelamento
Zona I
0 λ
..................................................................
 < 1
Zona II Zona III
Novamente, se na expressa˜o encontrada para R e T fizermos
√
2 − 1 = i√1 − 2, temos a
soluc¸a˜o para o caso de tunelamento
T =
e−iλ
cosh(
√
1 − 2λ) + (1−22)
2
√
1−2 i sinh(
√
1 − 2λ)
R =
−i sinh(√1 − 2λ)
(2
√
1 − 2) cosh(√1 − 2λ) + i(1 − 22) sinh(√1 − 2λ)
. (1.24)
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A func¸a˜o de onda na Zona II tem um comportamento de onda evanescente, mas |T |2 , 0 enta˜o
a partı´cula tem uma probabilidade diferente de zero de ser encontrada em uma regia˜o classica-
mente proibida, e´ o chamado efeito tunelamento ( figura 1.2).
5 10 15 20
0.005
0.010
0.015
|T |2
λ
 = 0.5
Figura 1.2: Variac¸a˜o da probabilidade de transmissa˜o |T |2 em func¸a˜o do comprimento da bar-
reira λ, para  = 0.5.
CAPI´TULO 2
Potencial quaternioˆnico tipo degrau
Apresentaremos neste capı´tulo os resultados correspondentes ao degrau de potencial quaternioˆ-
nico. Em particular, daremos a soluc¸a˜o analı´tica para ondas planas e faremos uma comparac¸a˜o
com os resultados obtidos no capı´tulo anterior. Aplicaremos o me´todo da fase estaciona´ria para
encontrar diferenc¸as qualitativas entre a mecaˆnica quaˆntica complexa e a mecaˆnica quaˆntica
quaternioˆnica. Apresentaremos o estudo para o caso de difusa˜o E > V0 ⇒  > 1.
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2.1 Equac¸a˜o de Schro¨dinger quaternioˆnica
A equac¸a˜o de Schro¨dinger quaternioˆnica e´ escrita da seguinte maneira [4]
∂t ψ(r, t) = i
~
2m
∇2 ψ(r, t) − q · V(r, t)
~
ψ(r, t), (2.1)
com
V(r, t) = [V1(r, t),V2(r, t),V3(r, t)], V1,2,3 : (R3,R)→ R,
ψ : (R3,R)→ H,
q = (i, j, k) ∈ H3.
A equac¸a˜o complexa (1.1) pode ser obtida da equac¸a˜o (2.1) no limite V2,3 → 0, dessa maneira
a validade da soluc¸a˜o encontrada com potencial quaternioˆnico pode ser testada no limite com-
plexo.
O fato da equac¸a˜o (2.1) ser linear no tempo garante a existeˆncia de uma densidade de proba-
bilidade positiva [6]. Escrevendo a expressa˜o de onda para ψ(r, t) [conjugada quaternioˆnica de
ψ(r, t)],
∂t ψ(r, t) = − ~2m ∇
2
ψ(r, t) i + ψ(r, t)
q · V(r, t)
~
, (2.2)
e multiplicando a equac¸a˜o (2.1) a esquerda por ψ(r, t) e a equac¸a˜o (2.2) a direita por ψ(r, t)
depois somando os resultados obtidos, encontramos
∂t [ψ(r, t)ψ(r, t)] =
~
2m
[ψ(r, t) i∇2 ψ(r, t) − ∇2 ψ(r, t) iψ(r, t)] (2.3)
= ∇
{
~
2m
[ψ(r, t) i∇ψ(r, t) − ∇ψ(r, t) iψ(r, t)]
}
.
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Integrando por partes e lembrando que∇ e´ um operador anti-hermitiano sobre func¸o˜es quaternioˆnicas,
∂t
∫
[ψ(r, t)ψ(r, t)]dr = 0.
Logo ρ(r, t) = |ψ(r, t)|2 define uma densidade de probabilidade. A equac¸a˜o de continuidade de
probabilidade e´ dada por
∂t ρ(r, t) + ∇ · J(r, t) = 0,
com
J(r, t) =
~
2m
[
∇ψ(r, t) iψ(r, t) − ψ(r, t) i∇ψ(r, t)
]
.
A densidade de corrente em mecaˆnica quaˆntica quaternioˆnica J(r, t) e´ “formalmente igual”a da
mecaˆnica quaˆntica complexa. A posic¸a˜o da unidade imagina´ria i e´ imposta pelo operador de
evoluc¸a˜o temporal
AH = i
~2
2m
∇2 − q · V(r, t)
~
.
2.2 Potencial independente do tempo
O potencial estudado sera´ unidimensional e independente do tempo. Consideremos,
V(r, t) = V(x) =
 0 x < 0 Zona I,(V1,V2,V3) x > 0 Zona II.
Essa independeˆncia no tempo permite o uso do me´todo de separac¸a˜o de varia´veis.
Neste capı´tulo, o estudo continua sendo feito com a equac¸a˜o de Schro¨dinger adimensional e uni-
dimensional, para fazer essa mudanc¸a utilizaremos as quantidades adimensionais introduzidas
no capı´tulo anterior, com
V0 =
√
V21 + V
2
2 + V
2
3
.
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A equac¸a˜o adimensional e´ dada por
∂τ ψ(ξ, τ) = i ∂ξξ ψ(ξ, τ) − q · υ(ξ)ψ(ξ, τ). (2.4)
A equac¸a˜o de continuidade de probabilidade para ψ(ξ, τ) e´ dada por
∂τ ρ(ξ, τ) + ∂ξJ(ξ, τ) = 0.
Com
J(ξ, τ) = [∂ξ ψ(ξ, τ) iψ(ξ, τ) − ψ(ξ, τ) i ∂ξ ψ(ξ, τ)]. (2.5)
2.2.1 Estados estaciona´rios
Como υ e´ independente do tempo, podemos aplicar o me´todo de separac¸a˜o de varia´veis [5],
procuramos soluc¸o˜es para a equac¸a˜o (2.4) da forma
ψ(ξ, τ) = φ(ξ) χ(τ).
No caso quaternioˆnico, a posic¸a˜o de χ(τ) e´ importante [ ψ(ξ, τ) = χ(τ) φ(ξ) na˜o e´ soluc¸a˜o da
equac¸a˜o (2.4)]. Substituindo na equac¸a˜o (2.4)
φ(ξ) χ˙(τ) = [iφ′′(ξ) − q · υ(ξ) φ(ξ)] χ(τ),
reorganizando os fatores levando em considerac¸a˜o a na˜o comutatividade dos quate´rnions (as
posic¸o˜es das multiplicac¸o˜es na˜o podem ser trocadas), temos
χ˙(τ)
1
χ(τ)
=
1
φ(ξ)
[i φ′′(ξ) − q · υ(ξ)φ(ξ)] = −i 2.
Com  =
√
E/V0,
φ, χ : R→ H.
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Logo
χ(τ) = Ce−i
2τ, (2.6)
com C constante complexa. Para completar a soluc¸a˜o falta resolver
i φ′′(ξ) − q · υ(ξ) φ(ξ) = −φ(ξ) i 2. (2.7)
O potencial em cada regia˜o e´ uma constante quaternioˆnica. Para encontrar a soluc¸a˜o e´ preciso
resolver uma equac¸a˜o diferencial de segunda ordem com coeficientes quaternioˆnicos. Para
maiores detalhes sobre este assunto, consultar refereˆncias [6], [7] e [8]. A soluc¸a˜o e´ da forma
φ(ξ) = (˜z + jw˜) eαξ, com z˜, w˜, α ∈ C.
Para obter z˜, w˜, α usamos a equac¸a˜o (2.7) separando a parte complexa da puramente quaternioˆnica,
iα2z˜ − i υ1˜z − ( jυ2 + kυ3) j w˜ = −˜z i 2 ,
k α2 w˜ − ( jυ2 + kυ3) z˜ − kυ1w˜ = − j w˜ i 2.
Dado que z˜ e´ complexo e pode ser fatorado a direita podemos escolher, por simplicidade de
ca´lculos, z˜ = 1. Neste caso, isolando α2 nas duas equac¸o˜es e igualando, temos a seguinte
equac¸a˜o de segundo grau em w˜
(iυ2 − υ3)w˜2 − 22 w˜ − (iυ2 + υ3) = 0.
Logo
w˜± =
2 ±
√
4 − υ22 − υ23
(iυ2 − υ3) , α± =
√
υ1 ±
√
4 − υ22 − υ23.
Com isso, a soluc¸a˜o geral da equac¸a˜o (2.7) e´ dada por
φ(ξ) = (1 + jw˜−)[Aeα−ξ + Be−α−ξ] + (1 + jw˜+)[
˜˜Aeα+ξ + ˜˜Be−α+ξ]. (2.8)
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Devido a linearidade complexa a` direita podemos escolher (˜˜A, ˜˜B) = (A˜, B˜)w˜−1+ ,
φ(ξ) = (1 + jw˜−)[Aeα−ξ + Be−α−ξ] + (w˜−1+ + j)[A˜e
α+ξ + B˜e−α+ξ]. (2.9)
Chamando
w = w˜− e z = w˜−1+ .
Logo a soluc¸a˜o geral pode ser reescrita como
φ(ξ) = (1 + jw)[Aeα−ξ + Be−α−ξ] + (z + j)[A˜eα+ξ + B˜e−α+ξ]. (2.10)
Com um pouco de a´lgebra
w =
−i(υ2 − iυ3)
2 +
√
4 − υ22 − υ23
, z =
i(υ2 + iυ3)
2 +
√
4 − υ22 − υ23
.
Onde A, A˜, B e B˜ sa˜o nu´meros complexos que podem ser determinados utilizando o fato que
a soluc¸a˜o deve ser limitada e que as partı´culas incidem da esquerda. Com isso, se na equac¸a˜o
(2.7) for considerado υ(ξ) = 0, a soluc¸a˜o e´ dada por
eiξ + Re−iξ + jR˜eξ. (2.11)
Existem treˆs possı´veis zonas de energia na regia˜o II.
Regia˜o I 0
√
υ22 + υ
2
3 <  < 1
− − − − − − − − −
 > 1
Regia˜o II
 <
√
υ22 + υ
2
3
• Difusa˜o:  > 1⇒ (α+, α−) ∈ (R, iR).
• Tunelamento:
√
υ22 + υ
2
3 <  < 1⇒ (α+, α−) ∈ (R,R).
•  <
√
υ22 + υ
2
3 ⇒ (α+, α−) ∈ (C,C).
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Similarmente a mecaˆnica quaˆntica complexa, no caso da difusa˜o a partı´cula tem uma probabili-
dade diferente de zero de voltar e no caso de tunelamento encontramos uma reflexa˜o total, mas
uma probabilidade diferente de zero de encontrar a partı´cula em ξ > 0 por um curto intervalo
de tempo. A diferenc¸a e´ o surgimento de uma terceira regia˜o 0 <  <
√
υ22 + υ
2
3, onde o
comportamento oscilato´rio da partı´cula e´ abafado pela presenc¸a da onda evanescente e−Re(α)ξ (
para esta regia˜o na˜o existe um limite complexo).
Como neste trabalho a regia˜o analisada sera´ a de difusa˜o, usaremos
α− = iρ = i
√√
4 − υ22 − υ23 − υ1,
α+ = α =
√
υ1 +
√
4 − υ22 − υ23.
Na Regia˜o II, referente ao potencial constante υ, soluc¸a˜o (2.10), A˜ = 0 manteˆm a soluc¸a˜o
limitada e B˜ = T˜ . Nessa regia˜o, na˜o existem partı´culas que chegam da direita enta˜o A = T e
B = 0.
Logo, a soluc¸a˜o de ondas planas e´ dada por
 e
iξ + Re−iξ + jR˜eξ, υ(ξ) = 0,
(1 + jw)Teiρξ + (z + j)T˜ e−αξ, υ(ξ) = υ.
(2.12)
Para encontar os valores de T , T˜ , R e R˜, o seguinte sistema, obtido a partir das condic¸o˜es de
continuidade φI(0) = φII(0) φ′I(0) = φ
′
II(0), deve ser resolvido.
1 + R = T + zT˜ ,
R˜ = wT + T˜ ,
1 − R = ρ

T + i
α

zT˜ ,
R˜ = i
ρ

wT − α

T˜ .
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Cuja Soluc¸a˜o
T =
2(α + )
(α + )( + ρ) + zw( + iα)(iρ − ) T˜ =
2w(iρ − )
(α + )( + ρ) + zw( + iα)(iρ − )
R =
( − ρ)(α + ) + zw( − iα)(iρ − )
(α + )( + ρ) + zw( + iα)(iρ − ) R˜ =
2w(α + iρ)
(α + )( + ρ) + zw( + iα)(iρ − )
. (2.13)
R e T dependem de  e υ1, que e´ a parte complexa do potencial, do mesmo modo que na
mecaˆnica quaˆntica complexa, mas dependem tambe´m de |υ2+iυ3|, o mo´dulo da parte quaternioˆnica
do potencial. Com isso, qualquer rotac¸a˜o no plano (υ2, υ3) na˜o altera o valor dos coeficientes
de transmissa˜o e reflexa˜o, ja´ que as rotac¸o˜es manteˆm constante o mo´dulo.
2.2.2 Densidade de probabilidade
Como ψ(ξ, τ) = φ(ξ) χ(τ) a func¸a˜o de densidade na˜o depende de τ, isto e´
ρ(ξ, τ) = |ψ(ξ, τ)|2 = ψ(ξ, τ)ψ(ξ, τ) = φ(ξ) χ(τ) χ(τ) φ(ξ) = φ(ξ) φ(ξ),
de onde a equac¸a˜o de continuidade de probabilidade satisfaz
∂ξ J(ξ) = 0⇒ J constante,
e
J(ξ, τ) = χ(τ) φ′(ξ) i φ(ξ) χ(τ) − χ(τ) φ(ξ) i φ′(ξ) χ(τ) =
χ(τ) φ′(ξ) χ(τ) i φ(ξ) − χ(τ) φ(ξ) χ(τ) i φ′(ξ) =
χ(τ) χ(τ) φ′(ξ) i φ(ξ) − χ(τ) χ(τ) φ(ξ) i φ′(ξ).
Logo
J(ξ) = {φ′(ξ) i φ(ξ) − φ(ξ) i φ′(ξ)}. (2.14)
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Os valores das densidades de corrente em cada regia˜o sa˜o calculados pela equac¸a˜o (2.14), lem-
brando que, devido a na˜o comutatividade dos quate´rnions, a posic¸a˜o da unidade imagina´ria i e´
importante. Logo
JI = 2(1 − |R|2) e JII = 2ρ(1 − |w|2)|T |2.
A continuidade de φ(ξ) e de sua derivada em ξ = 0 implicam na continuidade da densidade
corrente JI = JII , com isso e´ possı´vel encontrar as expresso˜es para o coeficiente de reflexa˜o |R|2
e para o coeficiente de transmissa˜o ρ

(1 − |w|2)|T |2, que sa˜o as probabilidades de reflexa˜o e de
transmissa˜o, respectivamente. E a relac¸a˜o
|R|2 + ρ

(1 − |w|2)|T |2 = 1
. (2.15)
2.3 Me´todo da fase estaciona´ria
Seja I uma integral complexa da forma
I =
∫
F()d =
∫
|F()|eiθ()d. (2.16)
Onde |F()| tem um ponto de ma´ximo em  = 0. Se θ() varia de forma suficientemente suave
no intervalo onde |F()| esta´ sendo considerada, θ() pode ser espandido em uma se´rie de Taylor
em torno de 0
θ() = θ(0) + ( − 0)θ′(0) + O[( − 0)2].
As derivadas de segunda ordem e ordem superiores na˜o precisam ser utilizadas se o mo´dulo de
F() tem um pico suficientemente acentuado. E a equac¸a˜o (2.16) pode ser aproximada por
I ≈ eiθ(0)
∫
|F()|ei(−0)θ′(0)d( − 0). (2.17)
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Analisando o integrando, percebemos que grandes oscilac¸o˜es sa˜o responsa´veis por uma integral
nula, com isso, a ma´xima contribuic¸a˜o para a integral e´ quando θ′(0) = 0.
2.3.1 Me´todo da fase estaciona´ria aplicado ao degrau de potencial
Agora, a evoluc¸a˜o no tempo sera´ considerada atrave´s do estudo de pacotes de onda quaternioˆnico.
Na sec¸a˜o anterior, encontramos soluc¸o˜es de ondas planas para a equac¸a˜o de Schro¨dinger, mas
o princı´pio da superposic¸a˜o garante que toda combinac¸a˜o linear real de ondas planas φI(x)e−i
2τ
e φII(x)e−i
2τ ainda satisfazem a equac¸a˜o (2.4). Essas superposic¸o˜es podem ser escritas como
Ω1 =
∫ ∞
min
{eiξ + Re−iξ + jR˜eξ}e−i2τg()d,
Ω2 =
∫ ∞
min
{(1 + jw)Teiρξ + (z + j)T˜ e−αξ}e−i2τg()d,
com, min =
√
V0 e g() uma distribuic¸a˜o gaussiana com ma´ximo em 0.
No caso complexo, R e T sa˜o reais, logo na˜o interferem na fase das ondas refletidas e transmi-
tidas. Ja´ com a presenc¸a de perturbac¸o˜es quaternioˆnicas R e T sa˜o complexos,
T =
2(α + )√
[(α + )( + ρ) − zw(2 + αρ)]2 + (zw)22(ρ − α)2
eiθT ,
R =
√
[(α + )( − ρ) − zw(2 − αρ)]2 + (zw)22(ρ + α)2√
[(α + )( + ρ) − zw(2 + αρ)]2 + (zw)22(ρ − α)2
eiθR ,
onde
θT = arctan
[
zw(α − ρ)
(α + )( + ρ) − zw(2 + αρ)
]
,
θR = arctan
[
zw(α + ρ)
(α + )( − ρ) − zw(2α − ρ)
]
+ θT .
E as fases das ondas incidentes, refletidas e transmitidas respectivamente, sa˜o dadas por
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θinc[, ξ, τ] = ξ − 2τ,
θre f [, ξ, τ] = −ξ − 2τ + θR,
θtra[, ξ, τ]{1,i} = ρξ − 2τ + θT ,
θtra[, ξ, τ]{ j,k} =
{
ρξ − 2τ + θT + arctan
[
υ2
υ3
]}
.
A condic¸a˜o de fase estaciona´ria (derivada da fase em relac¸a˜o a  calculada em 0 e igualada a
zero) permite calcular a posic¸a˜o do ma´ximo dos pacotes de onda
ξmaxinc (τ) = 20τ,
ξmaxre f (τ) = −20τ +
[
dθR
d
]
0
,
ξmaxtra (τ) =
20τ −
[
dθT
d
]
0[
dρ
d
]
0
.
Para facilitar a ana´lise, os ma´ximos dos pacotes de onda esta˜o reescritos em termos de E0, que
e´ o valor de ma´xima probabilidade.
xmaxinc (t) =
√
2E0
m
t,
xmaxre f (t) = −
√
2E0
m
t +
~√
2mV0
 dθRd√ EV0

0
,
xmaxtra (t) =

√
2E0
m
t − ~√
2mV0
 dθTd√ EV0

0
 /
[
dρ
d
]
0
.
A partir da posic¸a˜o dos ma´ximos dos pacotes de onda, podemos calcular as velocidades e os
tempos de propagac¸a˜o
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vin =
√
2E0
m
, vre f = −vinc e vtra = vin/
[
dρ
d
]
0
.
tre f =
~
2
√
E0V0
 dθRd√ EV0

0
, ttra =
~
2
√
E0V0
 dθTd√ EV0

0
.
A onda incidente que se propaga a uma velocidade vin chega ao degrau no tempo t = 0, durante
um certo intervalo de tempo o pacote de onda fica localizado perto de x = 0. Apo´s um longo
intervalo, o pacote de onda incidente praticamente desaparece e resta somente o pacote de onda
refletida, cujo ma´ximo so´ e´ encontrado em x = 0 no tempo tre f e se propaga no sentido contra´rio
com velocidade −vin. Do mesmo modo, o ma´ximo do pacote da onda transmitida encontra-se
em x = 0 no tempo ttra, com velocidade de propagac¸a˜o vtra.
Com isso, no caso de perturbac¸o˜es quaternioˆnicas, os coeficientes de reflexa˜o e trasmissa˜o na˜o
sa˜o necessariamente instantaˆneos como no caso complexo. Como θT , θR, e´ possı´vel que um
deles seja instantaˆneo, enquanto o outro na˜o. Para uma discussa˜o mais detalhada sobre este
assunto consultar [6],[7] e [8].
2.4 Ana´lise comparativa
Para que fique mais clara a falta de simetria que pode ocorrer no caso de perturbac¸o˜es qua-
ternioˆnicas, dois exemplos extremos sera˜o considerados. O limite puramente complexo, onde
a simetria existe, na˜o contrariando as expectativas da mecaˆnica quaˆntica complexa, e o limite
puramente quaternioˆnico onde a simetria e´ quebrada. As velocidades de grupo tambe´m sa˜o
calculadas nos dois casos.
2.4.1 Limite complexo
No limite υ2,3 = 0, υ1 = 1 obtemos os resultados para o caso complexo, dados por
α =
√
1 + 2, ρ =
√
2 − 1, z = w = 0.
Os coeficientes encontrados sa˜o os mesmos de quando resolvemos a equac¸a˜o complexa,
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TC =
2
 +
√
2 − 1
RC =
 − √2 − 1
 +
√
2 − 1
T˜C = 0 R˜C = 0
. (2.18)
|R|2 +
√
2−1

|T |2 = 1
. (2.19)
Este resultado pode ser comparado com a soluc¸a˜o dada no capı´tulo anterior (1.12).
O limite complexo confirma o esperado, ambos os coeficientes sa˜o instantaˆneos, pois sa˜o reais
(θR = θT = 0). Isso significa que no tempo t = 0, o ma´ximo das ondas incidentes, transmitidas
e refletidas esta˜o em x = 0.
As velocidades de grupo dos pacotes de onda transmitida sa˜o dadas por
vtra = vin
√
1 − V0
E0
.
Dependendo do sinal de V0, vtra e´ maior ou menor que vin. Com isso, se o potencial e´ negativo
a partı´cula e´ acelerada.
2.4.2 Limite puramente quaternioˆnico
Agora considerando o limite υ1 = 0, υ22 + υ
2
3 = 1, obtemos os resultados para o caso puramente
queternioˆnico, dados por
α =
4√
4 − 1, ρ = α, z = i(υ2 + iυ3)
2 +
√
4 − 1
, w = z¯.
Soluc¸a˜o
Tq =

α
Rq =

α
(
1 + wz
( iα − 
α + 
)
− α

)
T˜q =

α
w
( iα − 
α + 
)
R˜q =
(
1 + i
α + 
)
w
. (2.20)
|R|2 + 2α3
(2+α2) |T |2 = 1
. (2.21)
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A transmissa˜o e´ instantaˆnea, pois T e´ real (θT = 0), enquanto a reflexa˜o na˜o, pois R e´ complexo
e ( θR , 0). Este e´ um exemplo claro onde a simetria entre o tempo de transmissa˜o e reflexa˜o e´
quebrada (ttra = 0 e tre f , 0). E, ale´m disso, as velocidades de grupo dos pacotes de onda trans-
mitida sa˜o sempre menores do que as velocidades de grupo da regia˜o livre, pois a dependeˆncia
e´ quadra´tica em V0,
vtra = vin
1 − (V0E0
)2 34 .
O potencial puramente quaternioˆnico diminui a velocidade da partı´cula, independentemente de
ser positivo ou negativo.
2.4.3 Ana´lise qualitativa
A figura (2.1) mostra a diferenc¸a de comportamento das velocidades de grupo dos pacotes de
onda transmitida para o limite complexo e para o limite puramente quaternioˆnico, que sa˜o iguais
para
V0
E0
= 0, 0.839, 1.
-1.0 -0.5 0.5 1.0
0.5
1.0
1.5
2.0
2.5
vtra
V0
E0
Figura 2.1: As velocidades de grupo dos pacotes de onda transmitida para o limite complexo
(linha contı´nua) e para o limite puramente quaternioˆnico (linha tracejada), vin = 2.
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A figura (2.2) mostra que se V0 > 0 enta˜o vtra,q > vtra,c para ≈ 0.839 < V0E0 < 1. O ma´ximo da
func¸a˜o
vtra,q
vtra,c
e´ encontrado em E0 = 2V0.
-1.0 -0.5 0.5 1.0
0.2
0.4
0.6
0.8
1.0
vtra,q
vtra,c
V0
E0
Figura 2.2: Raza˜o entre as velocidades de grupo dos pacotes de onda transmitida vin = 2.
CAPI´TULO 3
Potencial quaternioˆnico tipo barreira
Estenderemos o estudo feito para o degrau de potencial para o caso da barreira de poten-
cial. Este capı´tulo sera´ dedicado ao estudo da barreira de potencial quaternioˆnico e a` soluc¸a˜o
analı´tica no caso de difusa˜o. Muitos trabalhos feitos ate´ o momento se limitaram a ana´lises
nume´ricas sobre a barreira de potencial, nesta dissertac¸a˜o encontramos a soluc¸a˜o analı´tica no
caso geral, apesar de muito complicada, permite fazer ana´lises mais detalhadas da mecaˆnica
quaˆntica quaternioˆnica.
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3.1 Potencial independente do tempo
Considerando o potencial unidimensional independente do tempo, V(r, t) = V(x), temos para a
barreira treˆs zonas de potencial ([9],[10],[11]),
υ(ξ) =

0 ξ < 0 Zona I,
(υ1, υ2, υ3) 0 < ξ < λ Zona II,
0 ξ > λ Zona III.
Com ξ = x
√
2mV0
~
.
A equac¸a˜o diferencial a ser resolvida e´
iφ′′(ξ) − q · υ(ξ)φ(ξ) = −φ(ξ)i2. (3.1)
As soluc¸o˜es de onda plana sa˜o

eiξ + Re−iξ + jR˜eξ ξ < 0,
(1 + jw)[Aeiρξ + Be−iρξ] + (z + j)[A˜eαξ + B˜e−αξ] 0 < ξ < λ,
Teiξ + jT˜ e−ξ ξ > λ.
(3.2)
Na Zona II, temos a soluc¸a˜o geral dada pela equac¸a˜o (2.10) com A, B, A˜ e B˜. Na zona I,
A = 1 representa a situac¸a˜o de partı´culas incidentes da esquerda, B = R representa as partı´culas
refletidas e A˜ = R˜ e B˜ = 0 garantem uma soluc¸a˜o limitada das partı´culas incidentes de ξ = −∞.
Na zona III, A = T representa as partı´culas transmitidas, B = 0 garante que nenhuma partı´cula
chegue da direita e A˜ = 0 e B˜ = T˜ garantem a soluc¸a˜o limitada quando ξ → ∞. As condic¸o˜es
de continuidade
φI(0) = φII(0), φ′I(0) = φ
′
II(0),
φII(λ) = φIII(λ), φ′II(λ) = φ
′
III(λ),
fornecem dois sistemas
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
1 + R = A + B + z(A˜ + B˜),
1 − R = ρ

(A − B) − izα

(A˜ − B˜),
R˜ = w(A + B) + (A˜ + B˜),
R˜ = iw
ρ

(A − B) + α

(A˜ − B˜),
(3.3)
e

Teiλ = Aeiρλ + Be−iρλ + z(A˜eαλ + B˜e−αλ),
Teiλ =
ρ

(Aeiρλ − Be−iρλ) − i α

z(A˜eαλ − B˜e−αλ),
T˜ e−λ = w(Aeiρλ + Be−iρλ) + A˜eαλ + B˜e−αλ,
−T˜ e−λ = iρ

w(Aeiρλ − Be−iρλ) + α

(A˜eαλ − B˜e−αλ).
(3.4)
O valor da densidade de corrente e´ calculado pela equac¸a˜o (2.5), e o fato de J(ξ) ser constante
permite igualar JI = JIII , onde
JI = 2(1 − |R|2) e JIII = 2 |T |2,
obtendo
|R|2 + |T |2 = 1
. (3.5)
Sem resolver os sistemas (3.3) e (3.4) e´ possı´vel encontrar a relac¸a˜o entre |R|2 e |T |2.
3.2 Forma matricial
Os sistemas (3.3) e (3.4) podem ser reescritos em forma matricial,
F

1
R
R˜
R˜

=M(0)

A
B
A˜
B˜

, (3.6)
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e
M(λ)

A
B
A˜
B˜

=

Teiλ
Teiλ
T˜ e−λ
−T˜ e−λ

, (3.7)
onde
F = diag(G,I) com G =
 1 11 −1
 e I =
 1 00 1
 .
e
M(λ) =M(0)D(λ),
com
M(0) =

1 1 z z
ρ

−ρ

−izα

iz
α

w w 1 1
iw
ρ

−iwρ

α

−α


, D(λ) = diag(eiρλ, e−iρλ, eαλ, e−αλ).
Diante disso, invertemos a matrizM(λ) na equac¸a˜o (3.7) isolando o vetor (A, B, A˜, B˜) e depois
substituindo na equac¸a˜o (3.6) e invertendo a matriz F , chegamos ao sistema,

1
R
R˜
R˜

= F −1M(0)D(λ)−1M(0)−1

Teiλ
Teiλ
T˜ e−λ
−T˜ e−λ

. (3.8)
Chamaremos a matriz F −1M(0)D(λ)−1M(0)−1 deN , onde ni j representa a componente da linha
i e coluna j da matriz N .
Levando em considerac¸a˜o que todos os elementos da matriz N esta˜o divididos por 2(1 − zw),
sa˜o apresentados abaixo os n˜i j, tais que n˜i j = 2(1 − zw)ni j.
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n˜11 = cos(ρλ) − i ρ

sin(ρλ) − z w cosh(αλ) − i w zα

sinh(αλ),
n˜12 = cos(ρλ) − i 
ρ
sin(ρλ) − z w cosh(αλ) + i z w 
α
sinh(αλ),
n˜13 = z [− cos(ρλ) + i ρ

sin(ρλ) + cosh(αλ) + i
α

sinh(αλ),
n˜14 = z [−i cosh(αλ) + i cos(ρλ) − 
α
sinh(αλ) +

ρ
sin(ρλ)],
n˜21 = cos(ρλ) + i
ρ

sin(ρλ) − z w cosh(αλ) + i w z α

sinh(αλ),
n˜22 = − cos(ρλ) − i 
ρ
sin(ρλ) + z w cosh(αλ) + i z w

α
sinh(αλ),
n˜23 = z [− cos(ρλ) − i ρ

sin(ρλ) + cosh(αλ) − i α

sinh(αλ)],
n˜24 = z [i cosh(αλ) − i cos(ρλ) − 
α
sinh(αλ) +

ρ
sin(ρλ)],
n˜31 = 2w [cos(ρλ) − cosh(αλ)],
n˜32 = 2 i w [

α
sinh(αλ) − 
ρ
sin(ρλ)],
n˜33 = 2 [−z w cos(ρλ) + cosh(αλ)],
n˜34 = 2 [− 
α
sinh(αλ) + z w

ρ
sin(ρλ)],
n˜41 = 2w [
ρ

sin(ρλ) +
α

sinh(αλ)],
n˜42 = 2 i w [cos(ρλ) − cosh(αλ)],
n˜43 = −2 [z w ρ

sin(ρλ) +
α

sinh(αλ)],
n˜44 = 2 [−z w cos(ρλ) + cosh(αλ)].
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3.3 Soluc¸a˜o geral
Utilizando a equac¸a˜o (3.8), encontramos os valores de T, R, T˜ , R˜, que sa˜o dados por
T =
[(n43 + n34) − (n33 + n44)]e−iλ
(n11 + n12)[(n43 + n34) − (n33 + n44)] + (n13 − n14)[(n31 + n32) − (n41 + n42)]
, (3.9)
T˜ =
[(n31 + n32) − (n41 + n42)]eλ
(n11 + n12)[(n43 + n34) − (n33 + n44)] + (n13 − n14)[(n31 + n32) − (n41 + n42)]
, (3.10)
R =
(n21 + n22)[(n43 + n34) − (n33 + n44)] + (n23 − n24)[(n31 + n32) − (n41 + n42)]
(n11 + n12)[(n43 + n34) − (n33 + n44)] + (n13 − n14)[(n31 + n32) − (n41 + n42)]
, (3.11)
R˜ =
(n31 + n32)[(n43 + n34) − (n33 + n44)] + (n33 − n34)[(n31 + n32) − (n41 + n42)]
(n11 + n12)[(n43 + n34) − (n33 + n44)] + (n13 − n14)[(n31 + n32) − (n41 + n42)]
. (3.12)
Lembrando que n˜i j = 2(1 − zw)ni j e observando que com relac¸a˜o a ni j o numerador de T e T˜ e´
linear e o denominador e´ quadra´tico, temos T (ni j) = 2(1 − zw)T (˜ni j), T˜ (ni j) = 2(1 − zw)T˜ (˜ni j) .
Observando que tanto o numerador quanto o denominador de R e R˜ teˆm dependeˆncia quadra´tica
em n˜i j, isso implica que R(ni j) = R(˜ni j) e R˜(ni j) = R˜(˜ni j).
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3.3.1 Limite complexo
Para que o potencial seja complexo, υ2 = υ3 = 0 e com isso w = z = 0. Seja ni j, ni j com
z = w = 0.
n11 =
1
2
cos(
√
2 − 1λ) − i
√
2 − 1
2
sin(
√
2 − 1λ),
n12 =
1
2
cos(
√
2 − 1λ) − i 
2
√
2 − 1
sin(
√
2 − 1λ),
n21 =
1
2
cos(
√
2 − 1λ) + i
√
2 − 1
2
sin(
√
2 − 1λ),
n22 = −12 cos(
√
2 − 1λ) − i 
2
√
2 − 1
sin(
√
2 − 1λ),
n33 = n44 = cosh(
√
1 + 2λ),
n34 =
−√
1 + 2
sinh(
√
1 + 2λ),
n43 = −
√
1 + 2

sinh(
√
1 + 2λ),
n13 = n14 = n23 = n24 = n31 = n32 = n41 = n42 = 0.
Reescrevendo as equac¸o˜es (3.9), (3.11), (3.10) e (3.12) encontramos a expresso˜es simplificada,
T =
1
n11 + n12
e−iλ, (3.13)
R =
n21 + n22
n11 + n12
, (3.14)
T˜ = R˜ = 0. (3.15)
E diante destas equac¸o˜es, podemos facilmente chegar aos coeficientes dados por
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T =
e−iλ
cos(
√
2 − 1λ) + (1−22)
2
√
2−1 i sin(
√
2 − 1λ)
R =
−i sin(√2 − 1λ)
(2
√
2 − 1) cos(√2 − 1λ) + i(1 − 22) sin(√2 − 1λ)
T˜ = 0 R˜ = 0
.
A partir da soluc¸a˜o geral para a equac¸a˜o de Schro¨dinger quaternioˆnica foi possı´vel resgatar o
caso complexo.
3.4 Ana´lise comparativa
Apo´s encontrar a soluc¸a˜o analı´tica, podemos atrave´s dela encontrar diferenc¸as entre o caso pu-
ramente quaternioˆnico e o caso complexo, seguindo a mesma linha de comparac¸o˜es feitas no
capı´tulo anterior. Na soluc¸a˜o analı´tica, o limite complexo foi resgatado da soluc¸a˜o geral, mas
o limite puramente quaternioˆnico na˜o se mostra muito simplificado diante da soluc¸a˜o geral, por
isso algumas ana´lises gra´ficas sera˜o feitas para efetuar tais comparac¸o˜es.
Na figura (3.1) e´ feita uma ana´lise, mantendo-se  constante em 1.5 ( ja´ que para estar na regia˜o
de difusa˜o  > 1) que compara o comportamente de |T |2 ( probabilidade de transmissa˜o).
A linha contı´nua mostra o comportamento do limite complexo e a tracejada, do limite pura-
mente quaternioˆnico. E´ possı´vel perceber que o fenoˆmeno de ressonaˆncia (|T |2 = 1) tambe´m
ocorre no limite puramente quaternioˆnico, mas, diferentemente do caso complexo, os valores
de λ onde ocorrem o fenoˆmeno na˜o sa˜o dados por
√
2 − 1λ = npi, mas existe periodicidade .
A figura (3.2), deixa fixo o comprimento da barreira e analisa o comportamento da soluc¸a˜o com-
plexa (linha contı´nua) e da soluc¸a˜o puramente quaternioˆnica (linha tracejada) quando e´ variada
a energia ou a altura do potencial, pois  =
√
E/V0. Percebemos que a soluc¸a˜o puramente
quaternioˆnica oscila mais que a soluc¸a˜o complexa a` medida que se varia , com isso, o valor
da energia para a qual, a partir dela a soluc¸a˜o complexa se mantenha em transmissa˜o total e´
menor que a energia necessa´ria para que a transmissa˜o se mantenha total na soluc¸a˜o puramente
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quaternioˆnica.
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Figura 3.1: Variac¸a˜o do coeficiente de transmissa˜o |T |2 em func¸a˜o do comprimento da barreira
λ, para  = 1.5. Limite complexo (linha contı´nua) e limite puramente quaternioˆnico (linha
tracejada).
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Figura 3.2: Variac¸a˜o do coeficiente de transmissa˜o |T |2 em func¸a˜o de  para λ = 10. Limite
complexo (linha contı´nua) e limite puramente quaternioˆnico (linha tracejada).
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3.5 Equac¸a˜o de Schro¨dinger para  = 1
Nesta sec¸a˜o, sera´ analisado o que ocorre com  = 1, tanto para o caso complexo quanto para o
caso puramente quaternioˆnico. Para esses ca´lculos, sera´ conveniente usar
Vc = V1/V0, Vq =
√
V22 + V
2
3/V0 e arctan θ = V3/V2.
De onde podemos reescrever,
z = i
Vqeiθ
2 +
√
4 − V2q
e w = −i Vqe
−iθ
2 +
√
4 − V2q
.
3.5.1 Caso complexo
No caso Vq = 0 temos, Vc = 1 e a equac¸a˜o (2.7) se reduz a
iφ′′(ξ) = iφ(ξ) − φ(ξ)i. (3.16)
Considerando φ(ξ) = ϕ(ξ) + jψ(ξ) com
ϕ, ψ : R→ R,
temos
i [ϕ′′(ξ) + jψ′′(ξ)] = i [ϕ(ξ) + jψ(ξ)] − [ϕ(ξ) + jψ(ξ)] i
que leva a um sistema complexo
 iϕ
′′(ξ) = iϕ(ξ) − ϕ(ξ) i = 0,
ψ′′(ξ) = ψ(ξ) + ψ(ξ).
De onde encontramos
ϕ(ξ) = Aξ + B e
ψ(ξ) = Ce
√
2ξ + De−
√
2ξ.
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E a soluc¸a˜o da equac¸a˜o (3.16) e´ dada por
φ(ξ) = Aξ + B + j(Ce
√
2ξ + De−
√
2ξ). (3.17)
Logo as soluc¸o˜es estaciona´rias sa˜o

eiξ + Re−iξ + jR˜eξ ξ < 0,
Aξ + B + j (Ce
√
2ξ + De−
√
2ξ) 0 < ξ < λ,
Teiξ + jT˜ e−ξ ξ > λ.
(3.18)
As condic¸o˜es de continuidade
φI(0) = φII(0), φ′I(0) = φ
′
II(0),
φII(λ) = φIII(λ), φ′II(λ) = φ
′
III(λ),
fornecem os sistemas

1 + R = B,
1 − R = −iA,
R˜ = C + D,
R˜ =
√
2(C − D),
(3.19)
e

Teiλ = Aλ + B,
Teiλ = −iA,
T˜ e−λ = Ce
√
2λ + De−
√
2λ,
−T˜ e−λ = √2(Ce
√
2λ − De−
√
2λ).
(3.20)
Reescrevendo o sistema em forma matricial como em (3.6) e (3.7), onde
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M(λ) =

λ 1 0 0
−i 0 0 0
0 0 e
√
2λ e−
√
2λ
0 0
√
2e
√
2λ −√2e−
√
2λ

.
O sistema em forma matricial e´ dado por

1
R
R˜
R˜

= F −1M(0)M(λ)−1

Teiλ
Teiλ
T˜ e−λ
−T˜ e−λ

, (3.21)

1
R
R˜
R˜

=

1
2
1 − λi
2
0 0
1
2
−1 − λi
2
0 0
0 0 cosh(
√
2λ)
− sinh(√2λ)√
2
0 0 −√2 sinh(√2λ) cosh(√2λ)


Teiλ
Teiλ
T˜ e−λ
−T˜ e−λ

. (3.22)
Com soluc¸a˜o dada por
T =
2e−iλ
2 − λi R = −
λi
2 − λi T˜ = R˜ = 0
. (3.23)
Da equac¸a˜o (3.19), encontramos tambe´m C = D = 0.
3.5.2 Caso quaternioˆnico
Admitindo Vq = 1 temos Vc = 0. A equac¸a˜o se reduz a
i φ′′(ξ) = je−iθφ(ξ) − φ(ξ) i. (3.24)
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Do mesmo modo que no limite complexo, considerando, φ(ξ) = ϕ(ξ) + jψ(ξ), com
ϕ, ψ : R→ R,
enta˜o,
i [ϕ′′(ξ) + jψ′′(ξ)] = j e−iθ[ϕ(ξ) + jψ(ξ)] − ϕ(ξ)i − jψ(ξ) i.
Que resulta no seguinte sistema,
 iϕ
′′(ξ) = −ψ(ξ)eiθ − ϕ(ξ) i,
kψ′′(ξ) = j e−iθϕ(ξ) + kψ(ξ).
Com isso
ϕ′′(ξ) = iψ(ξ) eiθ − ϕ(ξ).
ψ′′(ξ) = i e−iθϕ(ξ) + ψ(ξ).
ϕ′′′′(ξ) = i eiθψ′′(ξ) − ϕ′′(ξ) = i eiθ[i e−iθ ϕ(ξ) + ψ(ξ)] − i eiθ ψ(ξ) + ϕ(ξ) = 0.
Logo,
ϕ(ξ) = Aξ3 + Bξ2 +Cξ + D.
Usando o fato de que
ψ(ξ) = [ϕ′′(ξ) + ϕ(ξ)](−i e−iθ).
Chegamos a
ψ(ξ) = [Aξ3 + Bξ2 + (6A +C)ξ + 2B + D]ie−iθ,
substituindo essas equac¸o˜es na equac¸a˜o (3.24), temos a expressa˜o geral da soluc¸a˜o,
φ(ξ) = Aξ3 + Bξ2 +Cξ + D − ji[Aξ3 + Bξ2 + (6A +C)ξ + 2B + D]e−iθ. (3.25)
A soluc¸a˜o estaciona´ria e´ dada por
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
eiξ + Re−iξ + jR˜eξ ξ < 0,
Aξ3 + Bξ2 +Cξ + D − jie−iθ(A(ξ3 + 6ξ) + B(ξ2 + 2) +Cξ + D) 0 < ξ < λ,
Teiξ + jT˜ e−ξ ξ > λ.
(3.26)
Com as condic¸o˜es de continuidade
φI(0) = φII(0), φ′I(0) = φ
′
II(0),
φII(λ) = φIII(λ), φ′II(λ) = φ
′
III(λ),
chegamos aos sistemas,

1 + R = D,
1 − R = −iC,
R˜ = i(2B + D)e−iθ,
R˜ = i(6A +C)e−iθ.
(3.27)
e

Teiλ = Aλ3 + Bλ2 +Cλ + D,
Teiλ = 3Aλ2 + 2Bλ +C,
−T˜ e−λ = ie−iθ(A(λ3 + 6λ) + B(λ2 + 2) +Cλ + D),
T˜ e−λ = ie−iθ(3A(λ2 + 6) + Bλ +C).
(3.28)
Refazendo o raciocı´nio usado em (3.6) e (3.7), o sistema e´ reescrito em forma matricial, com
M(λ) =

λ3 λ2 λ 1
3λ2 2λ 1 0
λ3 + 6λ λ2 + 2 λ 1
3λ2 + 6 2λ 1 0

e F =

1 1 0 0
i −i 0 0
0 0 1 0
0 0 0 1

.
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
1
R
ieiθR˜
ieiθR˜

= F −1M(0)M(λ)−1︸                ︷︷                ︸
N

Teiλ
iTeiλ
iT˜ e−λeiθ
−iT˜ e−λeiθ

. (3.29)
Com
N =

−λ2 + 2 − 2iλ
4
λ3 + 3iλ2 − 6λ − 6i
12
λ2 + 2iλ
4
λ3 − 3iλ2
12
−λ2 + 2 + 2iλ
4
λ3 − 3iλ2 − 6λ + 6i
12
λ2 − 2iλ
4
λ3 + 3iλ2
12
−λ2
2
λ2
6
1
2
(λ2 + 2) −λ
6
(λ2 + 6)
λ
−λ2
2
−λ 1
2
(λ2 + 2)

.
Logo,
T = −2 e−iλ λ
3 + 6λ2 + 12λ + 12
λ4 + 4(i + 1)λ3 + 18 iλ2 + 24λ(i − 1) − 24
R = i
λ4 + 4λ3 + 6λ2
λ4 + 4(i + 1)λ3 + 18 i λ2 + 24λ(i − 1) − 24
T˜ = −2 iλ e−iθ+λ iλ
2 + 3λ(i − 1) − 6
λ4 + 4(i + 1)λ3 + 18iλ2 + 24λ(i − 1) − 24
R˜ = −i λe−iθ λ
3(i + 1) + 4i λ2 + 6λ(i − 1) − 12
λ4 + 4(i + 1)λ3 + 18iλ2 + 24λ(i − 1) − 24
. (3.30)
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3.5.3 Ana´lise comparativa
Encontrado o valor de T para  = 1, podemos comparar como se comportam o limite complexo
e o limite puramente quaternioˆnico de modo a encontrar diferenc¸as ou semelhanc¸as entre eles.
Observando a figura (3.3) percebemos que as curvas tem um comportamente muito parecido e
que a func¸a˜o |T |2 no limite puramente quaternioˆnico e´ sempre superior a func¸a˜o no caso com-
plexo. Ale´m disso, perecebemos que  = 1 leva |T |2 a um comportamentom da regia˜o de tunela-
mento, onde a medida que λ aumenta a probabilidade de transmissa˜o diminui assinto´ticamente.
O mesmo raciocı´nio pode ser feito diretamente na expressa˜o encontrada para T , nos dois casos,
pois quando λ→ ∞, |T |2 → 0.
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|T |2
λ
Figura 3.3: Variac¸a˜o da probabilidade de transmissa˜o |T |2 em func¸a˜o do comprimento da bar-
reira λ. Limite complexo (linha contı´nua) e limite puramente quaternioˆnico (linha tracejada).
CAPI´TULO 4
Me´todo da fase estaciona´ria aplicado ao
potencial complexo tipo barreira
O me´todo da fase estaciona´ria e´ um me´todo analı´tico utilizado para encontrar o ma´ximo de
uma integral. Esse me´todo baseia-se no uso da fase do integrando, para uma correta aplicac¸a˜o
uma se´rie de condic¸o˜es devem ser respeitadas. O me´todo aplicado sem respeitar tais restric¸o˜es
pode ocasionar va´rios paradoxos. A aplicac¸a˜o do me´todo da fase estaciona´ria para o tempo
de tunelamento em um potencial tipo barreira, tem sido muito estudado nos u´ltimos anos, o
resultado leva a velocidades maiores que a velocidade da luz. A aplicac¸a˜o direta do me´todo
da fase estaciona´ria leva a paradoxos tambe´m no caso da difusa˜o. Este capı´tulo e´ dedicado a
analisar algumas situac¸o˜es sobre o me´todo da fase estaciona´ria.
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4.1 Fases e tempos dos ma´ximos do pacotes de onda
Para aplicar o me´todo da fase estaciona´ria no caso da barreira de potencial, e´ preciso ter as fases
dos coeficientes, R, T , A e B,
T = 4
2(2 − 1)
D() e
−i[λ−L()], R =
sin(
√
2 − 1λ)
D() e
−i[−L()+ pi2 ],
A =
22(
√
2 − 1 + 1) + 
D() e
−i[√2−1λ−L()], B =
22(
√
2 − 1 + 1) − 
D() e
i[
√
2−1λ+L()].
Onde
D() = [42(2 − 1) + sin2(√2 − 1λ)] 12 , L() = arctan
[
22 − 1
2
√
2 − 1
tan(
√
2 − 1λ)
]
.
A partir destes coeficientes podemos com superposic¸o˜es das ondas planas construir os pacotes
de onda
Ω1 =
∫
[eiξ + Re−iξ]e−i
2τg()d,
Ω2 =
∫
[Aei
√
2−1ξ + Be−i
√
2−1ξ]e−i
2τg()d,
Ω3 =
∫
[Teiξ]e−i
2τg()d.
Ω1, Ω2 e Ω3, correspondem as regio˜es I ( ξ < 0), II (0 < ξ < λ) e III (ξ > λ), respectiva-
mente. As fases na regia˜o I (incidentes, refletidas), na regia˜o de potencial (A, B) e na regia˜o III
(transmitida) sa˜o dadas por
θinc(, ξ, τ) = ξ − 2τ,
θre f (, ξ, τ) = L() − pi2 − ξ − 
2τ,
θA(, ξ, τ) = L() +
√
2 − 1(ξ − λ) − 2τ,
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θB(, ξ, τ) = L() +
√
2 − 1(λ − ξ) − 2τ,
θtra(, ξ, τ) = L() + (ξ − λ) − 2τ.
Utilizando a condic¸a˜o de fase estaciona´ria (derivada da fase em relac¸a˜o a  calculada em 0
depois igualada a zero), encontramos a posic¸a˜o do ma´ximo dos pacotes de onda. Onde
L′(0) = 2√
20 − 1
20 (2
2
0 − 1)
√
20 − 1λ − sin
(√
20 − 1λ
)
cos
(√
20 − 1λ
)
420 (
2
0 − 1) + sin2
(√
20 − 1λ
) .
ξmaxinc (τ) = 20τ,
ξmaxre f (τ) = −20τ +L′(0),
ξmaxA (τ) = λ +
√
20 − 1
20
[
20τ − L′(0)] ,
ξmaxB (τ) = λ +
√
20 − 1
20
[−20τ +L′(0)] ,
ξmaxtra (τ) = λ + 20τ − L′(0).
A partir destas podemos encontrar os tempos para os quais as ondas incidentes e refletidas
encontram-se em ξ = 0
τinc = 0, τre f =
L′(0)
20
.
Para a transmissa˜o temos
ξmaxtra (τtra) = λ.
De onde
τtra(τ) =
L′(0)
20
.
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4.2 Problemas encontrados na aplicac¸a˜o a` barreira de
potencial
Duas situac¸o˜es sa˜o possı´veis no caso da barreira de potencial. A primeira e´ quando os pacotes
de onda sa˜o largos com relac¸a˜o ao comprimento da barreira, os pacotes podem ser considerados
como onda plana, com isso o me´todo da fase estaciona´ria pode ser aplicado a soluc¸a˜o. Mas, se
ao contra´rio, os pacotes de onda forem estreitos com relac¸a˜o ao comprimento da barreira, eles
tera˜o duas descontinuidades e ira˜o se dividir em mu´ltiplos pacotes. Para mostrar quais sa˜o os
problemas encontrados para pacotes de onda estreitos com relac¸a˜o ao comprimento da barreira,
vamos aplicar o me´todo da fase estaciona´ria diretamente a`s soluc¸o˜es de onda plana e considerar
0 pro´ximo ao valor para o qual
√
20 − 1λ = npi, temos
L′(0) =
(220 − 1)λ
2(20 − 1)
> 0.
τtra = τre f .
Nesse momento, podemos perceber o primeiro problema, se consideramos o intervalo de tempo
que vai de τ = 0 ate´ τA, nenhum pico e´ encontrado, pois τre f = τtra > τA. O que na˜o esta´
de acordo com a conservac¸a˜o de probabilidade, pois em ξ = 0 ( e / ou ξ = λ) o fluxo de
probabilidades de entrada e´ diferente do fluxo de probabilidades de saı´da.
O segundo problema diz respeito ao comportamento da soluc¸a˜o quando o comprimento da
barreira e´ muito grande (λ → ∞), nesse caso esperamos que a soluc¸a˜o se aproxime da soluc¸a˜o
limite, que e´ o potencial tipo degrau. Mas, ainda na condic¸a˜o de ressonaˆncia, encontramos uma
transmissa˜o total (|R| = 0), o que na˜o e´ possı´vel para o degrau de potencial, ale´m de um atraso
no tempo de reflexa˜o, que para o degrau e´ instantaˆneo. Tambe´m e´ possı´vel, fora da condic¸a˜o de
ressonaˆnica, encontrar τre f < 0 e com isso, onda incidente e refletida podem existir ao mesmo
momento, contrariando mais uma vez a conservac¸a˜o de probabilidade.
O artigo [13], faz ana´lises nume´ricas e atrave´s delas percebemos a existeˆncia de mu´ltiplos picos
devido a dois pontos de reflexa˜o (ξ = 0 e ξ = λ). A pro´xima sec¸a˜o mostra como utilizar as
concluso˜es tiradas da ana´lise nume´rica para acabar com os problemas citados acima.
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Para resolver o problema e´ preciso levar em considerac¸a˜o as duas descontinuidades da barreira.
Consideramos a barreira como dois degraus, como no esquema abaixo [15],
0 λ
.................................................................. > 1
Com isso, a onda incidente toca o primeiro degrau em ξ = 0, tem uma reflexa˜o instantaˆnea R1
e uma onda A1 que continua em direc¸a˜o ao segundo degrau, essa onda toca a segunda descon-
tinuidade ξ = λ com isso uma parte e´ transmitida T1 e outra parte volta B1 que caminha em
direc¸a˜o novamente a descontinuidade em ξ = 0 e o processo se repete. Essas mu´ltiplas difuso˜es
resultam em mu´ltiplos picos, quando aplicamos o me´todo da fase estaciona´ria anteriormente,
consideramos pico u´nico.
Diante disso, as condic¸o˜es de continuidade devem ser analisadas em ξ = 0 e ξ = λ como dois
degraus, e ale´m disso, devem ser consideradas para cada vez que a partı´cula toca a descon-
tinuidade, separadamente. Aplicando as condic¸o˜es de continuidade desta maneira, podemos
reescrever os coeficientes como se´ries,
R =
∑∞
n=1 Rn = R1 + R2
1 −  −
√
2 − 1
 +
√
2 − 1
2 e2i√2−1λ
−1
A =
∑∞
n=1 An = A1
1 −  −
√
2 − 1
 +
√
2 − 1
2 e2i√2−1λ
−1
B =
∑∞
n=1 Bn = B1
1 −  −
√
2 − 1
 +
√
2 − 1
2 e2i√2−1λ
−1
T =
∑∞
n=1 Tn = T1
1 −  −
√
2 − 1
 +
√
2 − 1
2 e2i√2−1λ
−1
.
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Com,
R1 =
 − √2 − 1
 +
√
2 − 1
, A1 =
2
 +
√
2 − 1
, B1 =
2(
√
2 − 1 − )
( +
√
2 − 1)2
e2i
√
2−1λ,
T1 =
4
√
2 − 1
( +
√
2 − 1)2
ei(
√
2−1−)λ, R2 =
4
√
2 − 1(√2 − 1 − )
( +
√
2 − 1)3
e2i
√
2−1λ,
Rn+2
Rn+1
=
An+1
An
=
Bn+1
Bn
=
Tn+1
Tn
=
 − √2 − 1
 +
√
2 − 1
2 e2i√2−1 n = 1, 2, ....
Para verificar que essas considerac¸o˜es tornam va´lida a conservac¸a˜o de probabilidade, e´ preciso
verificar que
∑∞
n=1 |Rn|2 +
∑∞
n=1 |Tn|2 = 1, pois sabemos que para ondas planas
|R|2 + |T |2 = |∑∞n=1 Rn|2 + |∑∞n=1 Tn|2 = 1
.
Mas,
∞∑
n=1
|Rn|2 +
∞∑
n=1
|Tn|2 = |R1|2 + |T1|2 + |R2|2 + |T2|2 + (|R2|2 + |T2|2)
∞∑
n=3
 − √2 − 1
 +
√
2 − 1
4(n−2)
= |R1|2 + |T1|2 + (|R2|2 + |T2|2)(1 +
∞∑
m=1
 − √2 − 1
 +
√
2 − 1
4m) =
|R1|2 + |T1|2 + (|R2|2 + |T2|2)
 + √2 − 1
4
√
2 − 1
 = 1 + 162(2 − 1)
( +
√
2 − 1)4
+
42
√
2 − 1
( +
√
2 − 1)4
= 1.
E´ possı´vel verificar tambe´m que, utilizando este me´todo na˜o se tem mais transmissa˜o total, pois
∞∑
n=1
|Tn|2 = 16
2
√
2 − 1
 +
√
2 − 1
∞∑
n=1
 − √2 − 1
 +
√
2 − 1
4(n−2) =  √2 − 1
2 − 1 < 1.
Logo, a condic¸a˜o de ressonaˆncia na˜o e´ mais um impedimento de se ter como limite a soluc¸a˜o
do degrau, quando λ→ ∞.
Concluso˜es
A soluc¸a˜o analı´tica para um potencial quaternioˆnico tipo barreira foi o principal objetivo desta
dissertac¸a˜o. Trabalhos anteriores sobre a barreira de potencial quaternioˆnico eram apenas
nume´ricos. Mas ale´m disso, alguns estudos foram feitos visando um melhor entendimento das
diferenc¸as qualitativas entre a mecaˆnica quaˆntica complexa e a mecaˆnica quaˆntica quaternioˆnica.
• To´picos apresentados neta dissertac¸a˜o:
– Estudo da equac¸a˜o de Schro¨dinger complexa, com potencial tipo degrau e potencial
tipo barreira;
– Soluc¸a˜o analı´tica e pacotes de onda para o potencial quaternioˆnico tipo degrau;
– Comparac¸o˜es entre o limite complexo e o limite puramente quaternioˆnico atrave´s
do me´todo da fase estaciona´ria aplicado ao potencial quaternioˆnico tipo degrau;
– Soluc¸a˜o analı´tica para potencial quaternioˆnico tipo barreira;
– Comparac¸o˜es gra´ficas entre o limite complexo e o limite puramente quaternioˆnico
para o potencial quaternioˆnico tipo barreira;
– Soluc¸a˜o analı´tica para o limite entre a difusa˜o e o tunelamento ( = 1);
– Discussa˜o de pacotes de onda para o potencial complexo tipo barreira.
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• To´picos para futuras investigac¸o˜es:
– Formalismo de pacotes de ondas para potenciais quaternioˆnicos tipo barreira;
– Fenoˆmeno de ressonaˆncia;
– Fenoˆmeno de mu´ltipla difusa˜o;
– Ana´lise das diferenc¸as entre potenciais complexos e potenciais puramente quaternioˆnicos.
REFEREˆNCIAS BIBLIOGRA´FICAS
[1] W.R. H,
Lectures on quaternions,
Dublin(1853)
[2] W.R. H,
Elements of quaternions,
Chelsea Publishing Co., New York (1969)
[3] C. C-T, B.D  F. L,
Quantum mechanics,
New York: John Wiley & Sons, 1977.
[4] A S.L.,
Quaternionic Quantum Mechanics and Quantum Fields,
Oxford UP. New York 1995.
[5] D L S.  D G.C.,
Quaternionic diferential operators,
J. Math. Phys. 42 ,2236-2265 (2001).
Refereˆncias Bibliogra´ficas 55
[6] D L S.; D G.C.  M M. T.,
Analytic plane wave solutions for the quaternionic potential step,
J. Math. Phys. 47, 082106-15 (2006).
[7] D L S.  D G.C.,
Quaternionic diffusion by a potencial step,
J. Math. Phys. 47, 102104-9 (2006).
[8] D L S.  D G.C.,
Quaternionic wave packets,
J. Math. Phys. 48 ,025111-10 (2007).
[9] D, A.J.  MK, B.H.,
Nonrelativistic quaternionic quantum mechanics in one dimension,
Phys. Rev. A 40, 4209-4214 (1989).
[10] D, A.J.  M, B.H.,
Observability of quaternionic quantum mechanics,
Phys. Rev. A. 46, 3671-3675 (1992).
[11] D L S.; D G.C.  N,C.C.,
Quaternionic potentials in non-relativistic quantum mechanics,
J. Math. Phys. 35, 5411-5426 (2002).
[12] D G.C.,
Operadores diferencias quaternioˆnicos e aplicac¸o˜es em Fı´sica,
Unicamp Campinas (2002).
[13] D L S.;B, A.E.  R, P.P.,
Above barrier potential diffusion,
Mod.Phys.Lett.A 19, 2717-2725 (2004).
[14] L, V.J.H.C.,
O formalismo de pacotes de onda aplicado a fenoˆmenos de mu´ltipla difusa˜o,
Universidade Federal do Parana´, Curitiba 2009.
Refereˆncias Bibliogra´ficas 56
[15] B, A.E.,
Principe of stationary phase for propagating wave packets in unidimensional scattering
problem,
Eur. Phys. J.C. 56, 545-556 (2008).
