nontrivial radical. The following example shows that, in general, there is no relation between the isomorphisms of arithmetic groups and the rational homomorphisms of the algebraic groups containing them.
Let K be an algebraic number field and let ᏻ be its ring of integers. We write G m for the multiplicative group considered as an algebraic group defined over K. Let R K/Q (G m ) be the restriction of scalars applied to G m . This is a linear algebraic group defined over Q. We have a natural identification R K/Q (G m )(Z) = ᏻ * where ᏻ * stands for the group of units of ᏻ. Dirichlet's unit theorem shows that R K/Q (G m ) (Z) contains a subgroup of finite index with ∼ = Z r for an appropriate r ∈ N ∪ {0}. If K is neither Q nor an imaginary quadratic number field, then r ≥ 1. The group is also isomorphic to an arithmetic subgroup in G r a where G a denotes the additive group. Since R K/Q (G m ) is a torus and G r a is a unipotent group, there is no nontrivial rational homomorphism between them.
Despite the above examples, very general positive results can be established. To explain one of them, we have to introduce some notation. Let G be a linear algebraic group defined over Q and let U [G] be its unipotent radical. Then G can be decomposed as G = U [G] ·H where H ≤ G is a reductive algebraic subgroup that is defined over Q and satisfies U [G] ∩ H = {1}. We say that G has a strong unipotent radical (see Definition 3.1 for more explanation) if H acts faithfully (by conjugation) on U [G] . We prove the following theorem.
Theorem 1.1. Let G 1 , G 2 be Q-defined linear algebraic groups, both with a strong unipotent radical, and let Z(U [G 2 ]) be the center of the unipotent radical of G 2 . Let 1 ≤ G 1 (Q), 2 ≤ G 2 (Q) be Zariski-dense arithmetic subgroups and let ϕ :
1 → 2 be a group isomorphism. Then there is a Q-defined rational isomorphism : G 1 → G 2 and a map v : 1 → Z(U [G 2 ])(Q) such that
for all γ ∈ 1 . The map v satisfies v(γ ) = 1 for all γ ∈ 1 ∩ U [G 1 ].
As a formal consequence of (1.1), the map v appearing there can easily be seen to satisfy a certain generalized 1-cozykel condition. At the end of Section 3, we give a (cohomological) criterion on ϕ such that the v in (1.1) can be chosen to be identically equal to 1. We do this in a special case, which sheds light on the general problem.
Section 3 also contains an analysis of the situation in which the linear algebraic groups do not have a strong unipotent radical. We furthermore prove a uniform version of our rigidity results that applies to finitely many automorphisms induced on an arithmetic group by the conjugations by elements from an abstract group containing it as a normal subgroup of finite index. While the proof of Theorem 1.1 is based on methods developed in [PM] , the proof of its uniform version (Theorem 3.6) is more difficult and new. It contains as a new method a nonrational change of the embedding of the arithmetic groups into the corresponding linear algebraic groups.
We now describe several applications of our rigidity theorems.
Let a group be called a finite extension of a group if contains an isomorphic copy of of finite index. We begin by considering finite extensions of arithmetic groups. In Section 2, we (surprisingly) show that such a group is not necessarily an arithmetic group. The counterexample contains a Q-arithmetic subgroup of SL(2, C) of finite index. This subgroup is in fact a finitely generated free group. By the following theorem, it is shown that our examples are, in an appropriate sense, the only ones possible. Theorem 1.2. Let be an arithmetic group in a Q-defined linear algebraic group G. Assume that the connected component of the identity G (R) • of the real Lie group G (R) does not have a simple factor isomorphic to PSL(2, R) such that the projection of ∩ G (R) • into this factor is discrete. If is a finite extension group of , then is an arithmetic group.
We prove Theorem 1.2 in Section 2 for the case of a semisimple algebraic group G by using various of the more classical rigidity results. The general case is treated at the end of Section 3. As is shown by the examples mentioned above, the condition concerning the factors of G (R) • is necessary, in particular, if G is semisimple. The condition can be dropped if G has a strong unipotent radical. In Section 3, we establish a uniform rigidity result for algebraic groups with a strong unipotent radical. This implies the following theorem.
Theorem 1.3. Let G be a Q-defined linear algebraic group with a strong unipotent radical, and let ≤ G be an arithmetic subgroup. If is a finite extension group of , then is an arithmetic group.
The conclusions of Theorems 1.2 and 1.3 also hold under the condition that the group of real points of the centralizer of the unipotent radical of G has no factor as indicated in Theorem 1.2. This follows from our proofs in Section 3. Theorem 1.2 obviously has the following corollary.
Corollary. Let be a solvable arithmetic group. Then every finite extension group of is an arithmetic group.
We study the case of an arithmetic group in a solvable Q-defined linear algebraic group G in more detail in [GP3] . In particular, we prove a stronger version of the uniform rigidity result mentioned above.
We now come to the second main aim of this paper. The definition of an arithmetic group that we use is the same as in [PR] and [Ma] . Traditionally, the concept of an arithmetic subgroup or group was defined in a more narrow sense (see [B2] , [S] ). They considered the following class of groups that we call Q-arithmetic. Let G be a linear algebraic group defined over Q. A subgroup ≤ G(Q) is called a Q-arithmetic subgroup of G if is commensurable with G(Z) . An abstract group is called Q-arithmetic if it is isomorphic to a Q-arithmetic subgroup of a Q-defined linear algebraic group. It is a natural question to ask for the relation between the above concepts of arithmetic groups. This is clarified in Section 2. In fact, we prove that every arithmetic group is abstractly isomorphic to a Q-arithmetic group.
By work of Borel and Harish-Chandra (see [B2] ) it is known that every Qarithmetic group satisfies the following two finiteness properties:
(A) is finitely presented; (B) has only finitely many conjugacy classes of finite subgroups. Both properties are implied by the existence of certain fundamental domains for the action of on G (R) where G is a Q-defined linear algebraic group containing an isomorphic copy of . This method does not generalize to treat arithmetic groups. But Proposition 2.1 implies the generalization of (A) and (B) to the case of arithmetic groups. We proceed to ask about the extension of the finiteness properties (A) and (B) to groups that are finite extensions of arithmetic groups. (A) immediately extends to this larger class of groups. As for (B), the situation is not so simple. Even in the case where is isomorphic to a direct product of nonabelian free groups, this is an open problem. The corresponding finiteness theorem is contained as a special case in Theorem 1.4, which is one of our main results and is proved in Section 4.
Theorem 1.4. Every finite extension group of an arithmetic group has only finitely many conjugacy classes of finite subgroups.
This result was proved by Borel and Serre in [BS] for certain split extensions g, where g is a finite group and is a g-arithmetic group. For the definition of this notion, see [BS, paragraph 3] . The conditions imposed by Borel and Serre make the direct reduction to the result of Borel and Harish Chandra easily possible. Borel and Serre also use (B) for Q-arithmetic groups to show that, under their conditions, the first cohomology set H 1 (g, ) is finite. The definition of the first cohomology set is contained in [BS, paragraph 1] . In [BS] the validity of such a result in general is left open. Our methods allow us to obtain the following theorem. Theorem 1.5. Let be an arithmetic group and let g be a finite group acting on by group automorphisms. Then H 1 (g, ) is finite.
The proof of Theorem 1.4 uses our rigidity results and a reduction to the case when is a finite extension of a direct product of arithmetic subgroups of PSL(2, C). If these groups are cocompact in PSL(2, R), we deduce our result from a fixed-point theorem of Kerckhoff concerning finite groups acting on Teichmüller spaces. In the remaining case, we use a new approach based on a fixed-point theorem for groups acting on CAT(0) spaces. This is inspired by the arguments in [B2] , which also use actions on some appropriate topological spaces.
Results analogous to Theorems 1.2 and 1.4 for lattices in real Lie groups are contained in [GP2] . These require different techniques.
It remains to ask whether the finiteness property (B) holds for a more general class of finitely generated linear groups. The first example of a finitely generated (solvable) linear group for which (B) is violated, is due to Platonov [P1] . This group cannot be isomorphic to a subgroup of GL(n, Z) for any n, since any solvable subgroup of GL(n, Z) is polycyclic and hence has only finitely many conjugacy classes of finite subgroups. The following natural question (after the finiteness results of Borel and Harish-Chandra) was formulated in [P1, Problem 4] : Let ≤ GL(n, Z) be a finitely generated subgroup. Is the number of conjugacy classes of finite subgroups of finite? This problem was open for thirty years. We give the following new result. Theorem 1.6. There is a finitely generated subgroup of SL(4, Z) that contains infinitely many conjugacy classes of elements of order 4.
Let be the group of Theorem 1.6. Since is a finitely generated subgroup of GL(4, C), it contains (by Selberg's lemma) a subgroup of finite index 1 that is torsion-free. The group 1 has only one finite subgroup. This shows that the analogue of Theorem 1.4 cannot hold for an arbitrary, finitely generated group. Theorem 1.4 also implies that has no subgroup of finite index that is arithmetic.
Every finitely generated subgroup of GL(2, Z) has only finitely many conjugacy classes of finite subgroups (see Section 4), but we do not know this for GL(3, Z). By methods from [G] , it can be seen that the groups constructed in Theorem 1.6 are not finitely presented. The question remains whether GL(n, Z) (n ∈ N) contains a finitely presented subgroup with infinitely many conjugacy classes of finite subgroups.
A finitely presented group for which (B) is violated is constructed in [H] . It can be seen that the group from [H] is not linear. Other examples can be found among the linear groups in positive characteristic. Let F be a finite field of characteristic p and let F[x] be the polynomial ring in one variable over F. The group SL(4, F [x] ) is known to be finitely presented and obviously has infinitely many conjugacy classes of subgroups of order p. This example also shows that the results presented here cannot be generalized to arithmetic groups over function fields without modification.
Some of the results of this paper are discussed in [GP1] . The results and concepts from the theory of linear algebraic groups that we apply in this paper can be found in [PR] . We use the notation Z(G) for the center of a group G and Z G (g) for the centralizer of an element g ∈ G. If M is a subset of a group G, we write M for the subgroup generated by M.
Note that it is evident from simple examples that an arithmetic group need not be isomorphic to a Q-arithmetic group by an isomorphism induced by a rational isomorphism of the ambient Q-defined algebraic group.
The proof of Proposition 2.1 and several others rely on a modification of the usual induction procedure. We describe it now.
Let G ≤ GL(n, C) be a linear algebraic group and let ≤ G be a subgroup. Let ≤ be a finite extension group so that is normal in . Write H = for the Zariski closure of . Let = r 1 ∪ · · · ∪ r m be the decomposition of into left cosets. Assume that there are rational homomorphisms f 1 , . . . , f m : G → G so that
for all γ ∈ . We then have f i (H ) = H for i = 1, . . . , m. Let ψ : → GL(mn, C) be the homomorphism inducing the injection of into GL(n, C) with respect to the chosen coset representatives. The map ψ has the property
If r i r j = γ jk r k with γ jk ∈ , then the matrix ψ(r i ) has γ jk in the (j, k)-position. The entries not specified by this are equal to zero. By our assumptions, we may now extend the homomorphism ψ : → GL(mn, C) to a rational homomorphism : H → GL(nm, C) by defining
We define further
It is clear that ψ( ) normalizes (H ) , and hence I(G, , ) is a subgroup of GL(mn, C). It is furthermore easy to see that (H ) has index m in I (G, , ) . Hence I(G, , ) is an algebraic subgroup of GL(mn, C). We now have the following proposition. Proof. Consider the case when the index [ : ] is equal to 2. Then choose an r ∈ so that = ∪ r, and let r 2 = γ 0 ∈ . By our assumption, there is a Qrational homomorphism f : H → H that extends the conjugation by r on . Define the following two subsets of GL(2n, C):
(2.6)
From the explicit formulas (2.5) and (2.6), all claims of Proposition 2.2 can be easily verified (in the case [ : 0 ] = 2). The general case of arbitrary index creates only notational difficulties.
Before we present the proof of Proposition 2.1, we mention the following elementary fact.
Lemma 2.3. Let G ≤ GL(n, C) be a linear algebraic group defined over Q and let be a subgroup of finite index in G(Z) . Assume that is Zariski-dense in G.
Proof. The lemma follows from a corresponding statement for morphisms between algebraic varieties.
Proof of Proposition 2.1. Let ≤ G ≤ GL(n, C) be an arithmetic subgroup of the Q-defined linear algebraic group G. Let 0 := ∩ G(Z); then 0 is a subgroup of finite index in . Choose a subgroup 1 of finite index in 0 so that 1 is normal in , and define H to be the Zariski closure of 1 . Then H is a linear algebraic group defined over Q. It is evident from Lemma 2.3 that the hypotheses of Proposition 2.2 are satisfied. We now use the embedding of in I(G, 1 , ) to establish the result.
We now aim for the proof of Theorem 1.2 for semisimple groups G. The rigidity results that we use sometimes yield only analytic homomorphisms. In the following, we compare these to rational homomorphisms.
Lemma 2.4. Let K ⊂ C be a number field, let G 1 , G 2 be two semisimple linear algebraic groups defined over K, and let 
Proof. See [Ma, 1.4.13 and 2.6.5 ].
The following is also needed for the arguments in the proof of the next proposition. Proof. (i) Let k always be 1 or 2. We write C ⊗ R g k for the complexification of the real Lie algebra underlying g k and obtain the complexification α C : C ⊗ R g 1 → C ⊗ R g 2 of α, which is a complex Lie algebra isomorphism. We define
where i = √ −1. We have
for the corresponding projections. The kernel of pr
for all x ∈ g 1 . In the complementary case ker(pr
for all x ∈ g 1 . This completes the proof of (i).
(ii) This is a consequence of (i) and the usual equivalence between complex Lie algebra homomorphisms and complex analytic homomorphisms of the corresponding connected and simply connected complex Lie groups.
Let G be a Q-defined linear algebraic group. We write G • for its connected component while G (R) • stands for the connected component of the real Lie group G (R) . The real rank rk R (G) is defined as the dimension of a maximal R-split torus in G (R) . If G is semisimple, then G(R) is not compact if and only if rk R (G) > 0. The group G is said to be Q-simple if it is not abelian and has no nontrivial Q-defined connected normal algebraic subgroups. If G is Q-simple, then it is necessarily connected, and every Q-defined proper normal subgroup is finite and central. The group G is of adjoint type if Z(G) = {1}. In the arguments to come, we often use the following two standard facts from the theory of arithmetic groups. Let G be a Q-defined linear algebraic group and ≤ G an arithmetic subgroup. If H ≤ G is a Q-defined algebraic subgroup, then H ∩ is arithmetic in H . If H is also normal in G, then projects to an arithmetic subgroup of G/H . See [B3] for these results. The following proposition plays a central role in our proof of Theorem 1.2. 
stand for the restriction of scalars from K 1 , K 2 , respectively, to Q. Let i now be 1 or 2. Since G i is Q-simple, there cannot be a proper subfield of K i so that H i is defined over this smaller subfield. We have natural identifications
Let ᏻ i be the ring of integers in K i ; then 
2 similarly. These are R-simple real Lie groups, and we have (1) i . These are lattices, that is, the quotient homogeneous space supports a finite invariant measure (see [Mo] or [P1] ). From our isomorphism ϕ : 1 → 2 , we get an isomorphism ψ :˜ 1 →˜ 2 . By application of the strong rigidity results from [Mo] in the cocompact case and from [P1] 
where tr stands for the trace and d stands for the differential. If σ 1 , τ 1 are both complex embeddings, then we take the trace into C. For i = 1, 2, let L i be the smallest field containing the traces tr(Ad(γ )) for γ ∈˜ i . We have
By a result of Vinberg [V] , there is a basis in the Lie algebra of H σ 1 1 so that all matrices corresponding to elements of Ad(˜ 1 ) have their entries in L 1 . This implies that the Zariski closure of Ad(˜ 1 ), that is, Ad(H
We have now proved that K
2 . This implies that r = s, k = l and that the τ 1 , . . . , τ s can be reordered so that
From Lemma 2.3 we get that is an algebraic K σ 1 1 -defined isomorphism. We put σ 1 := and σ j := σ j σ −1 1 ( σ 1 ) for j = 1, . . . , r. Of course it is understood that we apply σ j σ −1 1 to the coefficients of the rational functions defining σ 1 . The
We define a rational isomorphism : G 1 → G 2 on the components of (2.12), (2.13) by
This map is a rational Q-defined isomorphism : G 1 → G 2 . It obviously restricts to ϕ on 1 .
Remark. We describe here all the Q-defined, Q-simple linear algebraic groups G that have the property that G (R) • has a simple factor isomorphic to PSL(2, R) such that the projection of an arithmetic subgroup ≤ G into this factor is discrete. Let K be a totally real algebraic number field. Let Ᏼ be a quaternion algebra over K. Write Ᏼ 1 for its norm-1 group and define Ᏼ 1
By application of σ i to the defining equations of Ᏼ, we obtain a quaternion algebra Ᏼ σ i over K σ i . Assume that there is precisely one j , say, j = 1, so that R ⊗ K σ j Ᏼ σ j is not a skew field (and hence is isomorphic to the 2×2 matrix ring over R). We find that (Ᏼ σ 1 ) 1 (R) is isomorphic to SL(2, R) while the (Ᏼ σ j ) 1 (R) are compact for j = 2, . . . , n. Observing the analogue of the decomposition (2.14), we infer that the projection of any arithmetic subgroup
If G is a Q-defined, Q-simple connected linear algebraic group with the property described in the beginning of this remark, then G is Q-isomorphic to one of the Ᏼ 1 Q or to one of the Ᏼ 1 Q /{±1}. A consequence of this is that every arithmetic group ≤ G either contains a free subgroup of finite index (that is the case if and only if n = 1 and Ᏼ is the 2 × 2 matrix ring) or contains a cocompact Fuchsian group of finite index.
In the proofs of Theorems 1.2 and 1.4, the following decomposition result is needed.
Lemma 2.7. Let n ∈ N be a natural number and let G 1 , . . . , G n be Q-simple linear algebraic groups defined over Q. Assume that none of the
The group˜ is of finite index in and hence arithmetic. Also, ϕ(˜ ) is of finite index in and therefore arithmetic. Let i ∈ {1, . . . , n}. Define
as the product of the groups j with i left out. The groups i and i centralize each other. For j ∈ {1, . . . , n}, let
be the j -projection. For every i ∈ {1, . . . , n}, there is at least one j ∈ {1, . . . , n} such that pr j (ϕ( i )) = {1}. In this case, we prove that pr j (ϕ( i )) = {1}. Let H 1 := pr j (ϕ( i )), H 2 := pr j (ϕ( i )) be the corresponding Zariski closures in G j . These are two Q-defined closed subgroups of G j . Their product H 1 · H 2 is also closed and Q-defined since H 1 centralizes H 2 . Moreover, by Borel's density theorem from
, which is as an arithmetic subgroup that is Zariski-dense in G j . Here the condition that none of the G i (R) should be compact is used. We infer G j , and G j is commutative, which is a contradiction.
We have now proved that for every i ∈ {1, . . . , n}, there is j ∈ {1, . . . , n} so that pr j (ϕ( i )) = {1} and pr j (ϕ( l )) = {1} for every l = i. This implies that j =: π(i) is uniquely determined by i and also ϕ( i ) ≤ π(i) . Using the above argument for ϕ −1 , we find
A subgroup of a group is called characteristic if it is mapped into itself by every automorphism of . The following is a simple consequence of Proposition 2.6 and Lemma 2.7.
Corollary 2.8. Let n ∈ N be a natural number and let G 1 , . . . , G n be Q-simple linear algebraic groups defined over Q. Assume that none of the
in addition, G is of adjoint type and G(R)
• does not have a simple factor isomorphic to SL(2, R) or PSL(2, R) so that the projection of c ∩ G (R) • in this factor is discrete, then there is for every group automorphism ϕ : c → c , a
Proof. The first statement follows directly from Lemma 2.7. Our further hypotheses imply that G i (R) • does not have an R-simple factor isomorphic to PSL(2, R) so that the projection of i in this factor is discrete. Otherwise, G (R) would have such a factor. According to Lemma 2.7, we find a permutation π of {1, . . . , n} and isomorphisms ϕ (π(i) 
whenever γ i ∈ i for i = 1, . . . , n. Using Proposition 2.6, we extend the ϕ (i) to rational isomorphisms (π(i)) : G i → G π(i) that are defined over Q. The mapping
is then Q-rational and is as required.
Proof of Theorem 1.2 for semisimple algebraic groups G. We start with some further assumptions that can, without loss of generality, be imposed on the arithmetic subgroup and the linear algebraic group G. First of all, we may (by replacing with a subgroup of finite index) assume that G is connected and ≤ G(Z). Since is finitely generated, it contains a subgroup of finite index which is torsion-free. We can then replace by a subgroup of finite index that is normal in .
Let Z(G) be the center of G. Since Z(G) is a finite group, we have ∩Z(G) = {1}. Hence is isomorphic to a subgroup of the quotient group G/Z (G) . The algebraic group G/Z(G) satisfies the same hypothesis imposed on G, and hence G can be replaced by G/Z (G) . The latter is again a linear algebraic group defined over Q, now of adjoint type. The new group G decomposes over Q as a direct product
where the G i are Q-simple linear algebraic groups defined over Q. If G i (R) is compact for one of the components in (2.20), then ∩ G i = 1 since it is finite. We may then leave off the component G i from (2.20) without destroying the hypothesis. Here we have identified G i (as always in the following) with the corresponding component in (2.20). We assume from now on that G i (R) is not compact for all components in (2.20). Given δ ∈ , we write
for the corresponding automorphism of . By Corollary 2.8, we find Q-defined rational isomorphisms δ : G → G, which restrict to ϕ δ on c = 1 ×· · ·× n where i := G i ∩ for i = 1, . . . , n. Finally, we can now apply Proposition 2.2 using the δ to prove the result.
We now consider finite extensions of groups that were excluded in Proposition 2.6. As explained in the remark after this proposition, such a group is either a finitely generated free group or a cocompact Fuchsian group. If is of the second type, we identify each of its finite extensions as a lattice in a linear Lie group. This is needed in the proof of Theorem 1.4 in Section 4.
Let H be a linear real Lie group. A lattice in H is a discrete subgroup ≤ H so that the homogeneous space H/ carries a finite H -invariant measure. The lattice is called irreducible if no subgroup of finite index of is a direct product of two of its infinite subgroups. By Borel's density theorem from [B4] , a lattice in a noncompact simple real Lie group is irreducible. The lattice ≤ H is called cocompact if the coset space H/ is compact.
We also use the following terminology. Let be a group with trivial center and let be a finite extension group of such that is normal in . Put
Proposition 2.9. Let < PSL(2, R) be a cocompact lattice and let ≥ be a finite extension of . Then the following hold.
(
i) If is torsion-free and normal in , then /Z ( ) is isomorphic to a cocompact discrete subgroup in PSL(2, R).
ii) In general, there is a finite extension H of PSL(2, R) so that is isomorphic to a cocompact lattice in H .
Proof. The main ingredient of this proof is the fixed-point theorem of Kerckhoff [K] . We have to introduce some concepts from Teichmüller theory. If < PSL(2, R) is a torsion-free cocompact lattice, we write ( ) for the set of homomorphisms ϕ : → PSL(2, R) so that the image is discrete and cocompact. The group PSL(2, R) acts by conjugation on the image on ( ). The quotient
is traditionally called the Teichmüller space of . We write [ϕ] for the class of an element ϕ ∈ ( ) in T( ). The automorphism group Aut( ) acts by composition on ( ). This leads to an action of the outer automorphism group Out( ) on T( ). Kerckhoff's theorem says that every finite subgroup of Out( ) has a fixed point in T( ).
(i) Let us be in the situation described in (i). Associate to δ ∈ the automorphism ϕ δ : → where ϕ δ (γ ) := δγ δ −1 . This defines a homomorphism → Out( ). Its image is a finite subgroup of Out( ). Let [ϕ] ∈ T( ) be a fixed point for . This means that for every δ ∈ , we have a r δ ∈ PSL(2, R) such that
Since the centralizer of ϕ( ) in PSL(2, C) is trivial, the r δ is uniquely determined by δ. This implies that the map
is a group homomorphism. The kernel of ψ is easily seen to be Z ( ). For γ ∈ , we must have ψ(γ ) = ϕ(γ ). This implies that ψ( ) is a finite extension group of the discrete cocompact group ϕ( ). This proves (i).
(ii) By replacing by one of its subgroups of finite index, we may assume that is torsion-free and normal in . By Borel's density theorem from [B4] , the center of is trivial and also ∩Z ( ) = {1}. Using (i), we consider /Z ( ) as embedded in PSL(2, R). We obtain (ii) by referring to the obvious injective homomorphism
We conclude this section by presenting a finite extension of an arithmetic group that does not have this property. The arithmetic group that we start with is a free group F 3 on 3-free generators. Such a group appears as a subgroup of finite index in SL(2, Z). We exhibit an extension of index 2 of F 3 that is not arithmetic. For this proof we have to discuss an important concept. Following Iwasawa (see [Pr2] ), we introduce the characteristic index χ(H ) of a real Lie group H with finitely many connected components by Proposition 2.10. Let F 3 be a free group with the 3-free generators x 1 , x 2 , x 3 . Define σ to be the automorphism of F 3 that satisfies σ (x 3 ) = x −1 3 and σ (x j ) = x j for j = 1, 2. Let T be the subgroup of the automorphism group of F 3 generated by the σ . Then the split extension := F 3 T is not an arithmetic group.
Proof. We write the elements of := F 3 T as pairs (f, α) (f ∈ F 3 , α ∈ T ) with an appropriate multiplication. First of all, we show that every nontrivial normal subgroup N of intersects F 3 = (F 3 , 1) < nontrivially. Let 1 = (f, α) = g be a nontrivial element of N where f ∈ F 3 and α ∈ T . We may assume that α = 1 and, conjugating with a suitable element of , also that f = 1. Now consider the equation
Since F 3 is torsion-free, we have found the nontrivial element (f 2 , 1) ∈ F 3 ∩ N. Notice that our argument also shows that every nontrivial normal subgroup of is infinite.
Let G be a Q-defined linear algebraic group so that is isomorphic to a Zariskidense arithmetic subgroup (which we also call ) of G(Q). The solvable radical R of G intersects in a solvable normal subgroup. By the above discussion and the fact that F 3 contains no nontrivial normal solvable subgroups, we have R ∩ = {1}.
Hence we may, by factoring out the radical, assume that G • is semisimple. Since the center of G • is contained in the solvable radical R, we find after factorization by R that G • is of adjoint type and hence decomposes as a direct product
where the G i 's are Q-simple linear algebraic groups defined over Q.
We now show that G • may be assumed to be Q-simple. Let G i be one of the factors in the above product decomposition of the connected component G • of G.
Because no subgroup of finite index in F 3 contains a nontrivial pair of mutually centralizing normal subgroups, there is an i 0 ∈ {1, . . . , k} so that F 3 ∩G i 0 has finite index in F 3 ∩G • and F 3 ∩G i = {1} for i = i 0 . Since F 3 is torsion-free, this implies F 3 < G i 0 . Because normalizes F 3 and since is Zariki-dense in G, we find that G normalizes G i 0 . The image of in the quotient group G/G i 0 is then finite and Zariski-dense. Hence G/G i 0 is finite. We infer that the G i are trivial for i = i 0 because they correspond to connected subgroups of G/G i 0 .
From now on, G • is assumed to be a Q-defined, Q-simple linear algebraic group. It follows that is an irreducible lattice in G (R) . Since F 3 is isomorphic to a subgroup of finite index in PSL(2, Z) < PSL(2, R), we infer from Prasad's result that χ (G(R) Let H • 1 be the connected component of H 1 . This is a real Lie group isomorphic to PSL(2, R). Put N := F 3 ∩ H • 1 . The group N is normal of finite index in . Choose n ∈ N so that x n 1 , x n 2 , x n 3 ∈ N. By conjugation, the element σ ∈ gives rise to an analytic automorphism of H • 1 . Hence there is a γ ∈ PSL(2, C) so that σ (x) = γ xγ −1 for all x ∈ H • 1 = PSL(2, R). We replace N and γ by one of their conjugates in PSL(2, C) so that
Suppose we are in the first case. Since x n 1 has infinite order, t cannot be a root of unity. By an elementary computation, we find that γ is of the form γ = y 0 0 y −1 . We have y = ±1 because γ x n 3 γ −1 = x −n 3 . From γ x n 2 γ −1 = x n 2 , we infer that x 2n 2 is diagonal, which is impossible. In the second case of (2.28), a similar argument leads to a contradiction. Proposition 2.10 can also be proved without the use of Prasad's result. Its place in the proof can also be taken by a cohomological argument.
3. Rigidity and arithmeticity problems for groups with radical. In this section we investigate arithmetic subgroups of algebraic groups that possibly have a unipotent or solvable radical. In particular, we prove Theorem 1.1 and also Theorem 1.2 in the general case.
We begin by stating some notation. Let G be a connected, Q-defined linear algebraic group. We always write U [G] for its unipotent radical and U [G] for the Lie algebra of U [G] . Since U [G] is a Q-defined unipotent algebraic group, the Lie algebra U [G] is also defined over Q. The exponential map exp : U [G] → U [G] defines a Q-defined rational identification of U [G] with U [G] . The automorphism group Aut(U [G] ) of the Lie algebra U [G] is then naturally a Q-defined linear algebraic group. We have a Q-defined rational representation
The kernel of α G coincides with the centralizer of
All such complements are conjugate by elements of U [G](Q). We then have decompositions
where T is a maximal Q-defined central torus in G red , S is a semisimple Q-defined complement for T , and S = S 1 × · · · × S n is the decomposition of S into Q-simple factors. Notice that we call a semisimple group Q-simple if it has no connected nontrivial normal subgroup. The factors S 1 , . . . , S n centralize each other and have pairwise finite intersections. The factor group G red /T is a semisimple algebraic group of adjoint type. It decomposes as a direct product:
where for i = 1, . . . , n eachŜ i is a quotient of S i by a finite central subgroup. There is an obvious projection homomorphism from G to everyŜ i , and we may consider the image of a subgroup of G inŜ i . For future reference, we consider the decompositions (3.2) and (3.3) to be fixed for each connected Q-defined linear algebraic group G.
We consider the following special classes of algebraic groups.
Definition 3.1. Let G be a connected Q-defined linear algebraic group. We say that G has a strong unipotent radical if ker(α G ) ≤ U [G] . The group G is called reduced if it is equal to the direct product G = H 1 × H 2 of Q-defined algebraic subgroups H 1 , H 2 , where H 1 has a strong unipotent radical and H 2 is a connected semisimple Q-defined linear algebraic group with trivial center such that all its Q-defined simple factors have a noncompact group of real points.
Note that we in fact have ker(α G ) = Z(U [G] ) for any algebraic group with a strong unipotent radical and Z(G) ≤ Z(U [G] 
We also consider the following special class of arithmetic groups.
Definition 3.2. Let G be a connected Q-defined linear algebraic group and let < G be an arithmetic subgroup. We say that is c-free if its image in every simple factorŜ i of (3.3) with compactŜ i (R) is trivial.
Notice that the notion of c-freeness does not depend on the choices made in the decomposition (3.2). It is straightforward to show that every group as above has a c-free subgroup of finite index.
We establish some more notation. Let G be a connected Q-defined linear algebraic group and let ≤ G be an arithmetic subgroup. We define U [G, ] := ∩ U [G] . The unipotent group U [G] contains U [G, ] as an arithmetic subgroup.
Reduced linear algebraic groups are somewhat easier to work with, as can be seen in the following. Still, every arithmetic group is, up to finite index, contained in one of them; more precisely, we have the following proposition. Proof. We replace both and G by a subgroup of finite index to ensure that is torsion-free, Zariski-dense in G, and contained in G(Q), and that G is connected. Let G red be a Q-defined reductive complement of U [G] in G. Let α G be the homomorphism defined in (3.1) and let K = ker(α G ) be its kernel. The unipotent radical U [K] is contained in U [G] , and we may choose a reductive complement K red for U [K] 
Let α : G red → Aut(U [G] ) be the restriction of the homomorphism α G to G red . Let L ≤ G red be the kernel of α. It is Q-defined and reductive; in fact, we have
The existence of L 1 is well-known if G red is semisimple. For a reductive group G red , the possibility to choose such an L 1 then follows from the well-known (contravariant) equivalence between the category of Q-defined d-groups and the category of continuous Z-finitely generated modules for the absolute Galois group of Q and the corresponding statement in the latter category. The group N is a finite Q-defined subgroup of the center of G. Since is torsion-free, we have ∩ N = {1}. Hence we may replace G by G/N without affecting our hypothesis. Keeping the same notation as above, we then have
We put
It is easy to see that H 3 is a connected Q-defined algebraic group with a strong unipotent radical. In fact, let u·h 1 ∈ ker(α G ) with u ∈ U [G] , h 1 ∈ L 1 . The above decomposition of ker(α G ) implies an equality
The reductive group L may be decomposed as L = T · S, where T is a maximal Q-defined central torus and S is semisimple and also Q-defined. Put 3 := ∩ H 3 , T := ∩T , S := ∩S. Their product := 3 · T · S is of finite index in and Zariski-dense in G. Moreover, T is abelian and torsion-free, and hence T ∼ = Z r for appropriate r. Put H 1 := H 3 ×G r a , where G a is the additive group. Since H 3 has a strong unipotent radical, H 1 also has this property. Let H 2 be the semisimple group S with the center and all simple components with a compact group of real points divided out. Put
The group S embeds as a Zariski-dense subgroup into H 2 (Q). Moreover, 3 × T is isomorphic to a Zariski-dense subgroup in H 1 (Q). Hence is isomorphic to a Zariski-dense subgroup 1 in H (Q). Finally, we replace by one of its subgroups of finite index to ensure that is c-free.
From our construction of H from G, it is clear that the further properties of 1 and H stated in the proposition are satisfied.
If is a linear group, we write Ᏺ( ) for its Fitting subgroup (that is, its biggest normal nilpotent subgroup) and ( ) for its solvable radical (that is, its biggest normal solvable subgroup). Both Ᏺ( ) and ( ) are characteristic subgroups. The first part of the following lemma is contained, though not explicitly stated, in [PM] . We include a proof for convenience.
Lemma 3.4. Let G be a reduced Q-defined linear algebraic group and let ≤ G(Q) be a Zariski-dense arithmetic subgroup. Let G be 
is the subgroup consisting of the semisimple components of the elements in Ᏺ( ). Then, by results of [P2] , Ᏺ( ) s is a Q-defined group, which is normal in = G. It is furthermore a finite extension of a Q-defined torus. Since G is connected, Ᏺ( ) s is contained in Z(G). The center of G is a unipotent group, as was noticed above. It follows that Ᏺ( ) s = {1}. Hence Ᏺ( ) consists of unipotent elements and the result follows.
(ii) We claim that A := ∩(Z(U [G] )·H 2 ) is the centralizer of Ᏺ( ) in . Clearly A is contained in this centralizer, which we call B. If γ is an element of B, it also centralizes U [G] 
This is a Q-defined solvable normal subgroup of G. Since is Zariski-dense in G, the projection of to H 2 is Zariskidense in H 2 . Hence the projection of ( ) into H 2 is a solvable normal subgroup of H 2 . This implies that this projection is trivial. The same argument applies to eachŜ i from (3.3) (this decomposition is now considered for H 1 ) with noncompactŜ i (R) . The projection of ( ) into this otherŜ i (with compactŜ i (R) ) is trivial by definition.
be the (Q-defined) projection map. By (iii), we find that the kernel of the restriction of π to is equal to ( ). We also know that ( ) ≤ ∩ H 1 and ϕ(( )) = ( ). Putˆ := /( ); then ϕ induces an automorphism ϕ ofˆ and it is sufficient to prove that ϕ(B) = B where B is a subgroup of finite index in A, which is the image of ∩ H 1 inˆ . Let S 1 , . . . , S n be the semisimple factors in the decomposition (3.2) of G, and letŜ 1 , . . . ,Ŝ n be the corresponding factors in the decomposition (3.3) of G/(U [G] · T 1 ). Let them be ordered so that theŜ 1 , . . . ,Ŝ come from H 1 and so that theŜ +1 , . . . ,Ŝ n come from H 2 . Assume further that 1 ≤ k ≤ is such that theŜ 1 (R), . . . ,Ŝ k (R) are all compact and such that theŜ k+1 (R) , . . . ,Ŝ (R) are all noncompact. Notice that none of theŜ k+1 (R) , . . . ,Ŝ n (R) are compact. By (iii),ˆ is equal to an arithmetic subgroup ofŜ 1 × · · · ×Ŝ n (Q), and the c-freeness of implies thatˆ is contained inŜ k+1 × · · · ×Ŝ n (Q). Furthermore, A is contained in
. ·(A∩Ŝ ). Then A c is of finite index in A.
We claim that ϕ(A c ) ≤Ŝ k+1 ×· · ·×Ŝ . Otherwise we can deduce from Lemma 2.7 that there is i ∈ {k + 1, . . . , } such that ϕ(
. , n}. This implies that ϕ(( )·( ∩S i )) = ( )·( ∩S j ).
The group ∩S j centralizes U [G, ] , and (i) implies that ϕ −1 ( ∩ S j ) also has this property. Since
On the other hand, ϕ −1 ( ∩ S j ) is by the above contained in H 1 . By our hypothesis, the centralizer of U [H 1 ] in H 1 is abelian. This is a contradiction since ∩ S j is Zariski-dense in S j and this group is not abelian.
We have now proved that ϕ(A c ) = A c . By the remarks made in the beginning of the proof, this is sufficient to establish (iv).
We can prove now Theorem 1.1. It is an essential tool for our arithmeticity proof. It is inspired by ideas from [PM] .
Proof of Theorem 1.1. In the following, k is always supposed to be 1 or 2. Let U [G k 
By Lemma 3.4(i) ϕ induces an isomorphism ϕ :
. By results of Malcev (see [Mc] ), we find a Q-defined rational isomorphism u :
of the automorphism groups of the corresponding Lie algebras.
By a straightforward computation using our definitions, we find that for γ ∈ 1 ,
The groups α k ( k ) are Zariski-dense arithmetic subgroups in α k (G k ). We infer from (3.5) that u (α 1 (G 1 )) = α 2 (G 2 ). Hence u gives us a Q-defined rational isomorphism between α 1 (G 1 ) and α 2 (G 2 ). We now choose a maximal Q-defined reductive subgroup G red 1 in G 1 . ThenĜ 2 := u (α 1 (G red 1 )) is a maximal Q-defined reductive subgroup of α 2 (G 2 ). Now consider the Q-defined algebraic subgroup H := α −1 2 (Ĝ 2 ) of G 2 , and let H red be a maximal Q-defined reductive subgroup in H . Clearly H red is also a maximal Q-defined reductive subgroup in G 2 , and α 2 induces a Q-defined rational homomorphism β := α 2 : H red →Ĝ 2 , which is also a group isomorphism. The latter is implied by the fact that the kernel of α 2 is unipotent. Hence β −1 is rational and defined over C. From the Galois criterion for rationality, we infer that β is also defined over Q.
We now define the map . Given an element g ∈ G 1 , we may uniquely decompose it as g = r g · u g with r g ∈ G red 1 and u g ∈ U [G 1 ]. We put
Some straightforward considerations show that : G 1 → G 2 is a Q-defined rational isomorphism. For example, it is necessary to show
for t ∈ G red 1 and u ∈ U [G 1 ]. This can easily be done on the level of the Lie algebras
From the above discussion, it follows that
For γ ∈ 1 , we get from (3.2) and (3.4) that α 2 ( (γ )ϕ(γ ) −1 ) = 1; hence
This then proves Theorem 1.1.
We now put Theorem 1.1 and Corollary 2.8 together to get a statement similar to that of Theorem 1.1 but for certain reduced algebraic groups. 
Proof. First of all, we construct the characteristic subgroup 0 . Let 1 ≤ ∩ H 1 be as in Lemma 3.4(iv) and 3 := ∩(Z(U [G] )·H 2 ). Let π : Z(U [G] )·H 2 → H 2 be the projection map and let p : 3 → H 2 be its restriction to 3 . Let H 2 = S 1 ×· · ·×S n be the decomposition of H 2 into Q-simple factors.
We claim that 0 := 1 · 2 is a characteristic subgroup of finite index in . From the fact that is arithmetic in G, it is easily deduced that 0 is of finite index in . From Lemma 3.4 we infer that Ᏺ( 3 ) = 3 ∩ Z(U [G] ). Also by Lemma 3.4, both 1 and 3 are characteristic in . It is then enough to show that 2 is characteristic in 3 . But this follows from Corollary 2.8 and our hypothesis on H 2 .
Since the projection of into H 1 is Zariski-dense in H 1 , and since 1 has finite index in this projection, we can infer from the connectedness of H 1 that 1 is Zariskidense in H 1 . By similar reasoning, 2 is Zariski-dense in Z(U [G] ) · H 2 .
Let ϕ : → be a group isomorphism. We have ϕ( 1 ) = 1 . Since H 1 has a strong unipotent radical, we get from Theorem 1.1 a Q-defined rational map 1 :
We also have ϕ( 2 ) = 2 . The restricted isomorphism ϕ : 2 → 2 induces an isomorphism ϕ : π( 2 ) → π( 2 ) since Ᏺ( 2 ) = 2 ∩ Z(U [G] ). From the construction of 2 , the hypothesis put on H 2 , and Corollary 2.8, we get a Q-defined rational isomorphism 2 : H 2 → H 2 such that 2 restricts to ϕ on π( 2 ).
We need some notation in addition to those introduced at the beginning of this section. Let G be a connected Q-defined linear algebraic group that is also assumed to be reduced. We already know that Z(G) ≤ Z(U [G] ). We define
The subspaces ZU [G] , Z [G] of the Lie algebra U [G] are defined over Q and invariant under the action (3.1) of G. The Q-subspace ZU [G] (Q) underlying ZU [G] is defined to be ZU [G] 
). Both ZU [G] (Q) and Z [G] (Q) are invariant under G(Q). The group U [G] acts trivially on ZU [G] . Since G/U [G] is reductive, we get a decomposition
Let be a group and let V be a Q-vector space that is also a -module. Let the action of on V be written as
We write Der( , V ) for the Q-vector space of derivations. The quotient of Der ( , V ) by the subspace of inner derivations is the first cohomology group H 1 ( , V ) (see [W] ). For i ∈ N we denote the ith cohomology group of with coefficients in V by H i ( , V ); see [W] for its definition. If is a subgroup of finite index in , then there is a linear map H i 
( , V ) → H i ( , V ) called the restriction and also a linear map H i ( , V ) → H i ( , V ) called the corestriction. Restriction followed by corestriction is just multiplication by the index of in on H i ( , V ) (see [W]). This implies that the restriction map H i ( , V ) → H i ( , V )
is injective. We use this several times in the proofs to come.
The following theorem contains the most important of our rigidity results. It is in the appropriate sense a uniform version of Corollary 3.5. (3.13) and for every δ ∈ there is a map u δ : 0 → Z(U [G] )(Q) such that
for every γ ∈ 0 . The family of maps {u δ |δ ∈ } has the following properties.
(i) Make ZU [G] (Q) into a 0 -module by using the embedding 0 ≤ G and the representation α G from (3.1). Then the map w δ : 0 → ZU [G] 
(ii) Take on ZU [G] (Q) the 0 -module structure defined in (i) . Make the Q-vector space Der( 0 , ZU [G] (Q)) into a -module by putting
where W (δ) = w δ and w δ is defined under (i) is a derivation. (iii) The derivation W defined in (ii) is an inner derivation. (iv)
There is a w ∈ Der( 0 , ZU [G] (Q)) that satisfies W (δ) = w − δ * w for all δ ∈ and is identically zero on U [G, 0 ] .
Proof. We choose representatives 1 = r 1 , . . . , r n for the left coset of in , that is, = r 1 ∪ · · · ∪ r n . Let i be an element of {1, . . . , n}. Corresponding to the group isomorphisms ϕ r i : → , we get from Corollary 3.5 Q-defined rational isomorphisms r i : G → G and maps v r i : 0 → Z(U [G] )(Q) such that r i (γ 0 ) = v r i (γ 0 ) · ϕ r i (γ 0 ) for all γ 0 ∈ 0 . We choose r 1 := id G and v r 1 ≡ 1. For γ ∈ , we define γ r i := γ · r i ·γ −1 and v γ r i := γ ·v r i ·γ −1 . We have now defined a Q-defined rational isomorphism δ and a map v δ : 0 → Z(U [G] )(Q) for every δ ∈ such that δ (γ 0 ) = v δ (γ 0 ) · ϕ δ (γ 0 ) for all γ 0 ∈ 0 . From Corollary 3.5 we get v δ (ρ) = 1 for all δ ∈ and ρ ∈ U [G, 0 ] . We also have
Our first problem is that the family of isomorphisms { δ } does not have to be multiplicative in the variable δ ∈ . We now modify our δ so that this property holds. For δ, µ ∈ and γ ∈ 0 , we have
(3.18) for δ, µ ∈ and g ∈ G. The map is rational and Q-defined in the variable g ∈ G.
Notice that (δ, µ; g) = 1 for all g ∈ U [G] . This is implied by (3.17) and Corollary 3.5 for g ∈ U [G, 0 ] and follows for general
This is implied by (3.16) and (3.17). For δ, µ ∈ and g 1 , g 2 ∈ G, we have
A similarly obvious computation shows
δ, µ; τ (g) (3.21) for all δ, µ, τ ∈ and g ∈ G.
Now let δ, µ ∈ be fixed. Define a new action of G on ZU [G] by
This is a rational action that is defined over Q. The subspaces Z [G] and Y G are again invariant, and Z [G] is even centralized by G. Definẽ
Formula (3.20) shows that˜ is a (rational and Q-defined) 1-cocycle from G into ZU [G] , that is,˜ (δ, µ; g 1 g 2 ) =˜ (δ, µ; g 1 )+g 1 * ˜ (δ, µ; g 2 ). By what has been said above, this 1-cocycle is zero on U [G] and hence induces a 1-cocycle from the quotient group G/U [G] into ZU [G] . Since the group G/U [G] is reductive, a classical result of Hochschild [Ho] implies that our 1-cocycle is a Q-defined 1-coboundary. This means there is a X(δ, µ) ∈ ZU [G] (Q) such that
The X(δ, µ) are only unique up to elements of Z [G] . We make the choice X(δ, µ) = 0 for all δ, µ ∈ . This is made possible by the previous choice of δ (δ ∈ ). We now establish on ZU [G] a -module structure by
Since δ is a rational isomorphism, the δ * x from (3.25) is contained in ZU [G] . Note that Corollary 3.5, together with the fact that ZU [G] has a basis consisting of elements of the form exp −1 (γ ) with γ ∈ ∩ Z(U [G] ), implies that δ * (µ * x) = δµ * x for δ, µ ∈ and x ∈ ZU [G] . The subspace Z [G] is invariant under this action of . The action of is also compatible with the Q-vector spaces underlying ZU [G] and Z [G] . Notice also that
for all δ ∈ and x ∈ ZU [G] . This shows that the group U [G, 0 ] ≤ acts trivially on ZU [G] .
We now modify our complement Y G from (3.12) so that it is left-invariant by both G and . Let P : ZU [G] → Z [G] be the projection map with kernel Y G . Let = δ 1 ∪ · · · ∪ δ n be the right-coset decomposition for . Put
Using (3.26) it is easy to see that Q is a -invariant projection map onto Z [G] . Now consider the action of G. The map Q is invariant under the subgroup ≤ G, again by (3.26). Since is Zariski-dense in G, a straightforward argument shows that Q is also G-invariant. Let Y be the kernel of Q. This is a Q-defined complement of Z [G] in ZU [G] that is invariant under G and . The centralizer of G in Y is trivial.
We proceed with our modification of the δ . The element X(δ, µ) can be decom-
The component Y (δ,µ) still satisfies (3.24) and is uniquely determined by this property. From formula (3.21) we infer that
Formula (3.28) shows that Y is a 2-cocycle of the group into the -module Y(Q). This 2-cocycle is identically zero when restricted to . Since the restriction homomorphism
is injective (see the remarks preceding the statement of Theorem 3.6), Y itself is a coboundary, and we find a mapf :
We claim thatf can be assumed to satisfyf
acts trivially on ZU [G] (Q), the map Y is the inflation of a 2-cocycle from /U [G, 0 ] . Since this 2-cocycle is also a coboundary, the mapf can be taken to be the inflation from /U [G, 0 ] of a map with analogous properties. Thus we may assume that the restriction off to U [G, 0 ] is identically zero. Put f (δ) := exp(f (δ)) and
Define, analogously to ,
(3.32) for δ, µ ∈ and g ∈ G. The map 1 is again rational and Q-defined in the variable g ∈ G. A straightforward computation shows that 1 (δ, µ; g) ∈ Z(G) for all δ, µ ∈ and g ∈ G. A glance at the computation (3.20) shows that 1 (δ, µ; g) is a homomorphism in the variable g. Notice again that 1 (δ, µ; g) = 1 for all g ∈ U [G] . For fixed δ, µ ∈ , the map 1 (δ, µ; ·) induces a Q-defined rational homomorphism from the reductive group G/U [G] into the unipotent group Z(G). We conclude that
The existence of the homomorphism D and of the family of maps {u δ | δ ∈ } is now proved. We come to the proof of the properties (i)-(iv).
(i) This follows easily from the relation
, which holds for all δ ∈ and γ 1 , γ 2 ∈ 0 . From (3.31) we see that w δ is identically zero on U [G, 0 ] .
(ii) First of all, it is necessary to check that (3.15) defines an action of on the space Der( 0 , ZU [G] (Q)). This is done by using (3.14). From D δ • D µ = D δµ (δ, µ ∈ ) and (3.14), we infer that (ϕ µ (γ ) ). This equation transforms into the derivation property for W .
(iii) and (iv) The subspace Der( 0 , Y(Q)) of Der( 0 , ZU [G] (Q)) is easily seen to be invariant under the action of δ described in (ii). By (3.31) we have w δ ∈ Der( 0 , Y(Q)). Hence the derivation W has its image in Der( 0 , Y(Q)).
We first show that the restriction of W to is inner. For δ, µ ∈ , we find from (3.31) thatf (δµ) =f (δ) + δ * f (µ). Since δ is an element of , we have from f (µ) ). This implies that the restriction off to 0 is in Der( 0 , ZU [G] 
(Q)).
From the derivation property off , we deduce for all γ ∈ 0 and δ ∈ that
(3.33) Formula (3.33) shows that the restriction of W to is inner. Since the restriction homomorphism
is injective, we find a w ∈ Der( 0 , ZU [G] (Q)) with W (δ) = w − δ * w for all δ ∈ . Since the w δ andf vanish on U [G, 0 ] and since U [G, 0 ] ≤ leaves the subspace of elements of Der( 0 , ZU [G] (Q)) that vanish on U [G, 0 ] invariant, the element w can be assumed to be in this subspace.
Before we finally prove Theorems 1.2 and 1.3, we need the following elementary fact.
Lemma 3.7. Let G be a connected Q-defined linear algebraic group and let 0 ≤ G(Q) be an arithmetic subgroup. Let ZU [G] 
Then w is an injective homomorphism and w ( 0 ) is arithmetic in G(Q).
Proof. The only problem is to show that w ( 0 ) is arithmetic in G(Q). Consider 0 to be acting on ZU [G] 
We claim that there is a 0 -submodule M ⊂ ZU [G] (Q) that is finitely generated as a Z-module and contains exp −1 ( 0 ∩ Z(U [G] )) and all the w(γ ) for γ ∈ 0 . This follows since 0 is finitely generated and since a subgroup of finite index in 0 acts by integral transformations on ZU [G] 
(Q).
PutM := exp(M) and 1 :=M · 0 . By straightforward considerations, it can be shown that 1 contains both 0 and w ( 0 ) as subgroups of finite index.
Proof of Theorems 1.2 and 1.3. We first reduce the situation to the case when G, , are as in the formulation of Theorem 3.6. In the case of Theorem 1.2, we use Proposition 3.3. For Theorem 1.3, we first replace G by the Zariski closure of ∩ G(Q) and then by the intersection of with the connected component of G.
We now use all the notation introduced in Theorem 3.6. We change the embedding of 0 in G(Q) so that the isomorphisms ϕ δ become induced by algebraic maps of G. Consider the injective group homomorphism w introduced in Lemma 3.7. Here w is as described in Theorem 3.6(iv). The image w := w ( 0 ) is an arithmetic subgroup of G(Q) isomorphic to 0 . Let w ≥ w be an extension group of w so that there is an isomorphism w : → w that restricts to the original w on 0 . The existence of w can be seen by constructing its multiplication table.
We putŵ(γ ) := exp(w(γ )) so that w (γ ) =ŵ(γ ) · γ . The properties of w described in Theorem 3.6(iv) translate into
Consider now µ ∈ w and ρ ∈ w . Find δ ∈ and γ ∈ 0 such that w (δ) = µ and w (γ ) = ρ =ŵ(γ ) · γ . Notice the following two obvious computations: We end this section by analyzing (in a special case) the possibility of choosing v ≡ 1 for a given ϕ in Theorem 1.1.
Let H be a linear algebraic group that is Q-defined and reductive, and let U be a faithful, finite-dimensional, rational, and Q-defined module for H . We view U as a unipotent linear algebraic group and write G := U H for the corresponding split extension that is a Q-defined linear algebraic group with a strong unipotent radical. Let < H (Q) be a Zariski-dense arithmetic subgroup and let M < U(Q) be a lattice stabilized by . Put := M . The group is naturally a Zariski-dense arithmetic subgroup of G. Given an isomorphism ψ : → , we obtain a -module M ψ by putting δ · ψ m := ψ(δ) · m for δ ∈ and m ∈ M. We denote by U(Q) ψ = Q ⊗ Z M ψ the analogous module obtained from the -module U(Q).
It follows from Lemma 3.4 that every automorphism ϕ : → can be written as
where ψ : → is an isomorphism, λ ϕ : M ψ → M ψ is a -equivariant isomorphism, and u ϕ : → M is a map that satisfies u ϕ (δ 1 δ 2 ) = u ϕ (δ 1 ) + ψ(δ 1 ) · u ϕ (δ 2 ) for all δ 1 , δ 2 ∈ , that is, u ϕ is a derivation from to M ψ . 
Proof. By Theorem 1.1, we can choose a Q-defined rational isomorphism : H ) . Note that ((0, H ) ) is a Qdefined reductive complement for the unipotent radical of G. We now define 1 (g) :
Then 1 , w have the same properties as , v with the addition that 1 ((0, H ) 
It is easy to see that w is a derivation from to U(Q) ψ . Note that the similarly defined mapv : → U(Q) ψ is also a derivation and differs fromŵ by an inner derivation. The property
If ϕ : → is the restriction of a Q-defined rational automorphism of G, then v can be chosen identically equal to 1. This implies thatŵ, and hence u ϕ , is a coboundary. The converse is similarly obvious.
To give a concrete example, we choose H = PSL(2, C) and the symmetric power U = Sym 2k (C 2 ) (k = 0, 1, . . . ) with its natural structure as an H -module. As the arithmetic group , we take :
This follows by an explicit computation using the two standard generators of PSL(2, Z) or from the identification (see [Sh, Chapter 8] 
with an appropriate space of modular forms. We choose a derivation u : PSL(2, Z) → Sym 2k (Z 2 ) so that its cohomology class in H 1 (PSL(2, Z), Sym 2k (Q 2 )) is not zero. Then the automorphism ϕ : → given by ϕ ((m, δ) 
is, by Proposition 3.8, not the restriction of a Q-defined rational automorphism of G. In view of [PM] , this is a particularly interesting example because the center of G is trivial.
Proposition 3.8, together with an appropriate cohomology-vanishing theorem (see [BW] ), can in many cases (of the reductive group H ) be used to prove that all automorphisms of the arithmetic groups constructed above are the restriction of a Q-defined rational automorphism of the ambient algebraic group G. We have put rather restricted conditions on the algebraic group G and its arithmetic subgroup in Proposition 3.8. It is not difficult to develop a similar result in the general situation.
Conjugacy classes of finite subgroups and finiteness results for cohomology.
In this section we prove Theorems 1.4 and 1.5. We start by stating some conventions. Let n ∈ N be a natural number and let n be the symmetric group on the set {1, . . . , n}. If X is a set, we write X [n] = X ×· · ·×X for the n-fold direct product. If is a group, we put n for the permutational wreath product. We have
The multiplication in the permutational wreath product is given by
where γ 1 , . . . , γ n , γ 1 , . . . , γ n ∈ and π, π ∈ n . We have a homomorphism
If G ≤ n is a subgroup and i ∈ {1, . . . , n}, we define
We call the subgroup G ≤ n transitive if (G) acts transitively on {1, . . . , n}. Let be a group and let Aut( ) be its automorphism group. We identify the permutational wreath product Aut( ) n with a subgroup of Aut( [n] ) with the convention (ϕ 1 , . . . , ϕ n ; π) ((γ 1 , . . . , γ n )) = ϕ 1 γ π −1 (1) , . . . , ϕ n γ π −1 (n) (4.5) for ϕ 1 , . . . , ϕ n ∈ Aut( ), π ∈ n , and γ 1 , . . . , γ n ∈ . Given a subgroup G ≤ Aut( ) n , we may therefore form the split extension [n] G. Writing
for the ith factor in the direct product, the subgroup G {i} normalizes i , and i G {i} appears as a subgroup in [n] G.
As a direct consequence of Lemma 2.7, we have the following proposition.
Proposition 4.1. Let G be a linear algebraic Q-defined algebraic group that is Q-simple. Let ≤ G(Q) be an infinite arithmetic subgroup and let n ∈ N. Then
Notice that Proposition 4.1 applies in the case where is a free group of rank greater than 1. In this case, can be embedded as a subgroup of finite index in PSL(2, Z) ≤ PSL(2, Q). The rank rk( ) of a free group is defined to be the cardinality of a basis of .
To shorten our notation, we call a group an fcf-group if it contains only finitely many conjugacy classes of finite subgroups.
Let (X, d) be a metric space and let G be a group that acts by isometries on X. We say that G acts cocompactly on X if the quotient space G\X is compact. If, for every compact subset K ⊂ X, there are only finitely many g ∈ G with K ∩g ·K = ∅, then G is said to act discontinuously on X. The following lemma, though obvious, is a basic argument which establishes that a group is an fcf-group. Lemma 4.2. Let (X, d) be a metric space and let be a group of isometries of X acting discontinuously and cocompactly on X. Assume that every finite group of isometries of X has a fixed point. Then is an fcf-group.
Metric spaces that have the property that every finite group of isometries has a fixed point are, for example, Riemannian manifolds with strictly everywhere negative curvature (like SL(2, R)/ SO(2)) or, more generally, CAT(0)-spaces. This is proved in [Br] . If (X, d ) is a metric space, we always put the metric
The following is an important technical result for the proof of Theorem 1.4. Lemma 4.3. Let n ∈ N and be a group. Let G ≤ Aut( ) n be a transitive subgroup. Let G {1} , 1 be defined as in (4.4) and (4.6) . Suppose that (X, d ) is a metric space on which 1 G {1} acts by isometries. Then there is an isometric action of [n] G on (X [n] , d [n] ) so that the first projection p 1 : X [n] → X is equivariant with respect to 1 G {1} and the following are satisfied:
Proof. Choose right coset representatives r 1 , . . . , r n of G {1} in G so that (r i )(1) = i for i = 1, . . . , n and so that r 1 = 1. We obtain isomorphisms
We use these to define an action of [n] 
We now describe the action of G on X [n] . For g ∈ G and i = 1, . . . , n, we have
By some straightforward computations, it is easy to check that formulas (4.10) and (4.12) fit together to define an isometric action of [n] G on (X [n] , d [n] ). It is also straightforward to check properties (i) and (ii).
In the arguments to come, we often use the following observation. Proof. Since H is an fcf-group, we need only to prove that the class of finite subgroups of G that lie in a fixed finite extension of N in G falls into finitely many conjugacy classes. But this is incorporated into the assumptions.
We call a group extension ≤ normal if is a normal subgroup of . The following is an easy but helpful observation. Before presenting the proof of Theorem 1.4, we discuss certain special cases. The first one addresses the case when is a direct product of arithmetic subgroups of PSL(2, C) which are not cocompact in PSL(2, R).
Proposition 4.6. Let = F 1 ×· · ·×F n be a direct product of finitely many finitely generated free groups F i with rk(F i ) ≥ 2 (i = 1, . . . , n). Let be a finite extension group of . Then is an fcf-group. Proof. We begin by treating the case n = 1. In this case, is a finite extension of a finitely generated free group. By a construction from [DD, Chapter 3] , there is a metric tree T( ) so that acts by isometries faithfully on T( ). This action is discontinuous, which means that the stabilizers of the vertices are finite. Furthermore, the quotient \T( ) is compact. Let be a finite subgroup of . By the fixed-point theorem of [S2, Chapter 4] , the group has a fixed point on T( ). Conjugating by an element of , we may assume that fixes one of finitely many vertices of T( ).
We proceed with the case n > 1. Since is of finite index in , there is a subgroup N of that is normal and of finite index in . Define i := N ∩ F i for i = 1, . . . , n and N 0 := 1 × · · · × n . Here again we have identified F i with the corresponding factor of . Then i is a subgroup of finite index in F i and hence is free with rk( i ) ≥ 2. Note also that N 0 is of finite index in . We now embed each i as a subgroup of finite index in PSL(2, Z). We identify each F i with its embedding as an arithmetic subgroup of PSL(2, C). By Lemma 2.7, we find that N 0 is normal in . To prove the result we may, using Lemma 4.5, assume that is a split extension ∼ = N 0 g with some finite group g. Now reorder 1 , . . . , n so that 1 , . . . , k are isomorphic to 1 and k+1 , . . . , n are not. Put N 1 := 1 · · · · · k and N 2 := k+1 · · · · · n . By Lemma 2.7, both N 1 and N 2 are normal in . Embedding g diagonally in g × g, we find that is isomorphic to a subgroup of finite index in N 1 g × N 2 g. Now consider the group 1 := N 1 g. We use the terminology from the beginning of this section. By dividing out the centralizer of N 1 in g from g, we may suppose that g is a subgroup of Aut( ) k .
Suppose first that g is transitive on {1, . . . , k}. We consider then the group 1 g {1} (for the notation see (4.4), (4.6)). This is a finite extension of a finitely generated free group, and we may form the metric tree T = T( 1 g {1} ) mentioned above. The tree T is a CAT(0)-space (see [Br] or [BrH] ), and so it is the direct product T [k] (see [BrH] ).
By Lemma 4.3, 1 g {1} acts by isometries discontinuously and cocompactly on T [k] . Since every finite group of isometries of a CAT(0)-space has a fixed point (see [Br] ), Lemma 4.2 implies that N 1 g is an fcf-group when g is transitive.
The general case follows by induction on the number of orbits of g in {1, . . . , k} using Lemma 4.4.
A statement similar to Proposition 4.6 for finite extensions of free groups of infinite rank does not hold. A minimal counterexample (that is, [ :
Proposition 4.7. Let = 1 × · · · × n be a direct product of finitely many discrete cocompact subgroups i of PSL(2, R) (i = 1, . . . , n). Let be a finite extension group of . Then is an fcf-group.
Proof. Consider first the case n = 1. By Proposition 2.9, we get a finite extension group H of PSL(2, R) so that is a discrete cocompact subgroup of H . Let K < H be a maximal compact subgroup. Then the quotient H/K can be identified with the 2-dimensional hyperbolic space. Since acts discontinuously and cocompactly on H/K, our result follows from Lemma 4.2. Now we proceed along the same lines as in the proof of Proposition 4.6 and use Lemma 4.3 to obtain the result for general n.
Proof of Theorem 1.4. Let be an arithmetic group and let be a finite extension group of . We want to prove that is an fcf-group. By Proposition 2.1, we can assume that there is a linear algebraic group G defined over Q so that ≤ G(Q). Replacing by one of its subgroups of finite index, we may also assume that is normal in . If is not Zariski-dense in G, we replace G by the Zariski closure of .
We first reduce our problem to the case when G is semisimple. Let R be the solvable (connected) radical of G and let π : G → G/R be the corresponding projection homomorphism. The group R := ∩ R is an arithmetic subgroup of R and normal in . The subgroup π( ) ∼ = / R of G is Zariski-dense and arithmetic. Let R( ) be the solvable radical of . This is the biggest normal solvable subgroup. It exists because is a linear group. Since π(R( )) is solvable and normal in π( ), the Zariski closure π(R( )) is solvable and normal in the semisimple group G/R and hence is finite and π(R( )) = π(R( )). We infer that the index of R in R( ) is finite.
Assume now that every finite extension of an arithmetic subgroup in a semisimple Q-defined linear algebraic group is an fcf-group. Then every finite extension of /R( ) ≤ G/(R · R( )) is an fcf-group. An application of Lemma 4.4 to the exact sequence (4.13) yields that /R( ) is an fcf-group. The group R is polycyclic. By a theorem of Malcev (see [Se, Chapter 8 .B]), every finite extension of a polycyclic group is an fcfgroup. Hence, every finite extension of R( ) is an fcf-group. We apply Lemma 4.4 to the exact sequence {1} → R( ) → → /R( ) → {1} and thereby prove that is an fcf-group. We now show that is an fcf-group when G is semisimple. Again we may suppose that is normal in and also that is torsion-free. By factoring out the (finite) center from G, we can assume that G is of adjoint type. Then we have a decomposition G ∼ = G 1 × · · · × G n as in (2.18). That is, the G 1 , . . . , G n are Q-simple and none of the G 1 (R), . . . , G n (R) is compact. We put i := G i ∩ . The group 1 · . . . · n is, by Lemma 2.7, again normal in and satisfies also the hypothesis put on . From now on, we assume that = 1 × · · · × n . Let the 1 , . . . , n be reordered so that 1 ∼ = · · · ∼ = k and so that none of the k+1 , . . . , n is isomorphic to 1 . Put 0 := 1 · . . . · k and G 0 := G 1 · . . . · G k . By Lemma 2.7, the subgroup 0 is normal in . Let us first prove that every finite extension 0 of 0 is an fcf-group. If G 0 (R) does not have a simple factor isomorphic to SL(2, R) or PSL(2, R) so that the projection of 0 into this factor is discrete, then Theorem 1.2 applies, and 0 is arithmetic. By the result of Borel and Harish-Chandra (see [B2] ), 0 is an fcf-group in this case. If G 0 (R) does have such a simple factor, then there is j ∈ {1, . . . , k} so that G j has a simple factor, isomorphic to SL(2, R) or PSL(2, R), so that the projection of j into this factor is discrete. Following the remark after Proposition 2.6, j is then isomorphic either to a free group of finite rank or to a cocompact Fuchsian group. These two cases are covered by Propositions 4.6 and 4.7.
Using Lemma 4.4, an easy induction on the number n of factors completes our proof.
Proof of Theorem 1.5. Let g be a finite group acting on the arithmetic group and let g be the corresponding split extension. Let M be the set of those finite subgroups of g that map isomorphically onto g under the projection homomorphism g → g. Looking at the definition of the first cohomology set H 1 (g, ) (see [BS, paragraph 3] ), it is evident that H 1 (g, ) is finite if and only if M falls into finitely many -conjugacy classes. The latter statement is easily seen to be implied by Theorem 1.4.
5.
Finitely generated groups of integral matrices. The main result of this section is a construction of a finitely generated subgroup of SL(4, Z) with infinitely many conjugacy classes of elements of order 4 (that is, we prove Theorem 1.6 of the introduction). Of course the question remains as to whether such a group exists in integral matrix groups of smaller sizes. We have the following proposition.
Proposition 5.1. Let be a finitely generated subgroup of GL(2, Z). Then is finitely presented and is an fcf-group. Proof. It is well known that GL(2, Z) contains a subgroup of finite index that is a finitely generated free group of rank ≥ 2. Hence either contains an infinite cyclic group or a finitely generated free group of rank ≥ 2 as a subgroup of finite index. The result follows in the latter case from Proposition 4.6. In the former case, an easy direct argument finishes the proof.
To begin with our construction, we have to set up some notation. If and G are groups and ϕ : → G is a group homomorphism, we define Lemma 5.2. Let be a finitely generated group and let ϕ : → G be a group homomorphism so that the kernel of ϕ is finitely generated as a normal subgroup of . Then × ϕ is finitely generated.
Proof. Let γ 1 , . . . , γ n be a set of generators of and let r 1 , . . . , r m be a set of generators for the kernel of ϕ as normal subgroup of . It is easy to see that the elements (γ 1 , γ 1 ) Lemma 5.2 and a more detailed study of the groups × ϕ can be found in [G] .
Lemma 5.3. Let be a finitely generated group and let ϕ : → Z be a surjective group homomorphism. Assume that f ∈ is an element of finite order so that its centralizer Z (f ) is finite. Let z ∈ be chosen so that ϕ(z) = 1. Then × ϕ is finitely generated and the elements f i := (z i f z −i , f ) (i ∈ Z, i = 0) are pairwise nonconjugate in × ϕ .
Proof. The kernel of ϕ is obviously finitely generated as a normal subgroup of . Hence Lemma 5.2 applies and × ϕ is finitely generated.
Assume now that f i and f j are conjugate in × ϕ . Then there are x, y ∈ with ϕ(x) = ϕ(y) and
We get y ∈ Z (f ). Since Z (f ) is finite, we have 0 = ϕ(y) = ϕ(x). From (5.4) we also get z −j xz i ∈ Z (f ). By applying ϕ to this element, we conclude that i = j . This group is a subgroup of finite index in SL(2, Z). It is well known (see [R] ) that there is a surjective homomorphism ϕ : 0 (17) → Z. We may now apply Lemma 5.3 to construct the desired subgroup as the pullback = 0 (17)× ϕ 0 (17) < SL(2, Z)× SL(2, Z).
To prove Theorem 1.6 of the introduction, we just remark that SL(2, Z)×SL(2, Z) is a subgroup of SL(4, Z).
