Dynamic systems with a mix of continuous and discrete components, often called hybrid dynamic systems, frequently arise in engineering applications. Since many of these applications are safety critical,.it is important to use reliable methods to simulate hybrid systems. This paper illustrates two approaches to rigorous simulation of hybrid dynamic systems. In the first approach, we use symbolic methods to compute closed-form solutions, thus avoiding round off and truncation errors.
Hybrid dynamic systems are used, for example, as models of continuous processes controlled by logic controllers or embedded systems. Since HDSs are often used to analyze safety-critical systems, it is important that HDSs are studied with reliable methods. One approach to studying an HDS is by simulating its behavior into the future. For an overview and a comparison of several simulation packages, see [9] . A discussion of the problems arising in simulating HDSs can be found in [14] .
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' T h s work was Supported in part by the Natural Sciences A crucial part of a numerical simulation of an HDS is the reliable handling of state events, when the system changes from one discrete mode to another. Reliable handling of state events is associated with accurate and reliable computing of switching points. That is, the times when the system changes between discrete modes.
The current tools for numerical simulation of HDSs compute approximations to the solution of an NDS.
Even if such a tool is highly reliable, the user does not normally have a guarantee about how accurate or reliable the computed approximations are. If an HDS models a safety-critical process, such a guarantee may be needed. Furthermore, the solution to a system may not exist, or the solution may not be unique. In this case, the user should be notified. Otherwise, the simulation may continue beyond a point where the system is not well defined, leading to incorrect results and possibly wrong conclusions about the behavior of the system. This paper illustrates two approaches to rigorous simulation of HDSs: symbolic methods and interval methods. Our focus is on reliable computing of switching points.
Symbolic methods attempt to compute closed-form SD lutions of continuous components. Then, switching times can be approximated to within a round off error.
However, symbolic methods are restricted to problems that have closed-form solutions.
Interval (or validated) numerical methods for IVPs for OD& have two important advantages over standard numerical methods: if an interval method returns successfully, it (1) ensures that the problem has a unique solution, and (2) produces bounds that contain the true solution. Thus, if a unique solution to a problem does not exist, an interval method detects this situation and can notify thc user. Moreover, these methods are not restricted to problems with closed-form solutions. In addition, an interval method does not miss a switching point, while a standard (point) method may integrate over a switching point without noticing it.
Section 2 defines the HDS that is the subject of this paper. Section 3 outlines a symbolic approach t o computing a solution to an HDS. Section 4 brietly explains how interval methods for IVPs for OD& work and discusses an interval approach for bounding the solution of an HDS. Numerical experiments are presented in Section 5 , and final remarks are given in Section 6.
Hybrid Dynamic Systems
In the literature, various definitions of hybrid systems can be found 12, 3, 4, 5, 7, 10, 18). In this paper, we employ the following definition.
Definition 2.1 (Hybrid D y n d c System) A hybrid dynamic system is given by a set of ODES'
where y E R" is a state vector and U E Rm is a control vector, an initial condition
and an initial value for the control vector U = so.
(3)
For a frzed U, we assume that F(y,u) is Lipschitz continuous in y in some open V C E', and yo E V.
The value for U is determined by a controller C" = (C",,CU,>. ..>C"".)
for the HDS. In this paper, we consider simulating HDSs in finite time. We do not consider discrete changes (resetting) of the state variables. However, the methods described here can he extended to handle this case.
Symbolic Simulation
In this section, we w u m e that an explicit solution can be obtained for each of the N P s that arise.
To perform a symbolic simulation of an HDS, we solve two problems: (1) compute explicit solutions of IVPs and (2) determine switching points by solving symbolically sets of equations.
Consider
..
First, we compute an explicit form for #o(t). Then, we determine, by solving the set of equations { x,,,(k(t)) = t r u e I i = 1,. . . , m , j = 1 , . . . , p i } , the smallest rl > to such that at least one of the predicates in this set is true.
If T~ > to can be computed, the system changes to a new mode SI = C,(S~,@O((T~)). Otherwise, we cannot continue our simulation beyond T~. If we have determined rl and s~, we apply the same steps to the problem and so on
Part of the numerical results in this paper are produced using this approach implemented in Maple; for a more detailed discussion, see [23] .
Simulation with Interval Methods
If we use an approximate (point) numerical method with event location facilities, for example a Runge Kutta [SI or a multi-step method [22] , t o simulate an HDS, we compute approximations to its solution, assuming that it exists. Although such approximations are generally reliable, the user does not have a guarantee about the accuracy of the computed results. Moreover, if the system is not well defmed in the sense that it does not have a solution or has more then one solution, an approximate method may not be able to notify the user and may produce misleading results.
In contrast to point numerical methods for NI's, interval methods verify first that a unique solution to the problem exists and then produce bounds that contain the mathematically correct result. Such bounds can he used to prove properties of a system or to give the user an indication about the reliability of the computed results. Furthermore, if an HDS is not well defined at some point, an interval method stops with a message that the integration cannot continue.
We introduce in 54. 
where 0
One of the strengths of interval arithmetic when implemented on a computer is in computing rigorous enclosures of real operations by including rounding errors in the computed bounds. Such errors can be easily included by rounding the real intervals in (5) outwards. In this paper, we do not discuss properties of interval arithmetic and refer the reader to [l] and [13] .
An interval vector is a vector with each component an interval. Let x : E ' + { t r u e , f a l s e } be a predicate.
We extend this predicate to interval vectors as follows: If at least one of these predicates is undetermined, then we cannot determine a mode from s, and [a]. In this case, we set U = C,(s,, [a] ), where U E R" and U f S. This U is not part of the definition of an HDS. We shall use U in our method for detecting switching points and enclosing the solution past a switching point.
Interval Methods for IVPs
Consider the set of autonomous IVPs
where t E [to, tm] for some t , > to. Here to and t, E R, We consider a grid t o < 11 < . . < t, and denote the stepsize from tj-1 to t j by hj-1 = t j -tj-1. We denote the solution of (6) and various interval transformations (12, 13, 151. Recently, the Taylor series approach was generalized t o the interval Hermite-Obreschkoff method [15] , which is shown to be superior t o interval Taylor series methods.
Enclosing the Solution of an HDS
Our goal is to compute bounds on the solution of an HDS. In this section, we describe how to compute such bounds when an HDS is in the initial mode, and if the system switches t o mode SI, how to locate and enclose the time when it switches. Then, we are interested in enclosing the solution of the HDS after it has switched to mode s l . Once we have bounds on the solution when the system is in SI, we can apply the same approach to enclose the solution as the system evolves.
Since we use interval methods, we w u m e that, for any si E S, F(y,si) E C"-'('D). We also assume that the initial condition of the HDS is given by an interval
[yo] C 2). Thus, we can'have a set of solutions to (1-3), where each solution corresponds to some yo E [yo].
Detecting a n d Enclosing Switching Points Consider the problem 
The V N O D E Solver
The VNODE package is an object-oriented C++ package for computing bounds that contain the true solution of an IVP for an ODE. Currently, the methods in VNODE are based on Taylor series [12, 151 and the Hermite-Obreschkoff scheme [15] . On each integration step, VNODE carries out the two-algorithm approach outlined in $4.2. The user can supply a constant value for the stepsize, or specify a variable stepsize control, where the stepsize is controlled such that the local error per unit step is within a user-specified tolerance [15] .
The numerical results in the next section are produced with a high-order method for validating existence and uniqueness of the solution [I? of order 17, an interval Hermite-Obreschkoff method of the same order, variable stepsize control, and the event location scheme described in $4.3. 
Numerical Experiments
We present three examples. For each of them, we use Maple to compute symbolically switching points and then VNODE to compute numerically bounds on the switching points. In the last example, we consider a problem for which a classical solution does not exist beyond a switching point.
Water-Level Control
The water-level controller is often used as an example in the literature on hybrid systems [5, 7, 10, 231. Here, we consider the following simplified model.
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We have a reservoir that has an in-flow valve and an out-flow valve. The out-flow valve is always open, and the in-flow valve can be open, closed, opening, or closing. We assume that initially the water level is between w and tir, where ly and 6 are constants, y < tir, and the in-flow valve is open.
Our water-level controller is described by where yl is the water level, 92 is the flow rate, and
For our simulation, we have chosen w = 3, @ = 7, In Figure 1 , we plot the bounds produced by VNODE for yl(t) versus the time t . The dashed lines denote the a priori bounds on the solution in each of the integration intervals. The dynamics of this reactor is specified by In the second column of Table 2 , we have shown the enclosures of these switching points. In the third column, we have included the corresponding widths of these enclosures. Each of these widths can be interpreted as the error, or uncertainty, io enclosing a switching point.
The values for the switching times computed by Maple are contained in the corresponding intervals computed by VNODE. From Table 2 , the widths of the enclosing intervals grow as the integration proceeds. One reason for this growth is that, in an interval enclosing a switching point, we enclose the solution in two modes.
Although it is generally difficult to obtain tight bounds for the switching times for large values o f t with our approach, we guarantee that a switching point is not missed, and we produce bounds on both the switching points and the solution.
In Figure 2 , we plot the temperature, yz, versus the fluid level, y,. The "corners" in this plot correspond t o the switches in the system. In Figure 3, Interval methods ensure that a unique solution to an HDS exists and compute bounds that contain the true solution. Hence, these methods guarantee that a switching point is not'missed and that the system does not enter a "wrong" mode. Furthermore, if a unique solution does not exist, an interval method notifies the user.
Since our method encloses roundoff and truncation errors on each step and propagates such errors from previous steps, these errors may accumulate over long integration intervals. As a result, the computed bounds may become too wide. In this case, our method normally stops with a message that the integration cannot proceed. Thus, the proposed interval approach performs well when the computed bounds on the solution of an HDS remain sufficiently small.
