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Abstract
The complex interactions that appear in service-oriented computing make coordination a key concern in
service-oriented systems. Over the past years, the need for high-conﬁdence coordination mechanisms has
intensiﬁed as new technologies have appeared for the development of service-oriented applications, making
formalization of coordination mechanisms critical. Unifying Theories of Programming (UTP) provide a
formal semantic foundation not only for programming languages but also for various expressive speciﬁcation
languages. A key concept in UTP is design: the familiar pre/post-condition pair that describes the contract.
In this paper we use UTP to formalize Reo connectors, whereby connectors are interpreted by designs in
UTP. This model can be used as a reference document for developing tool support for Reo, such as a test
case generator. It can also be used as a semantic foundation for proving properties of connectors, such as
equivalence and reﬁnement relations between connectors.
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1 Introduction
Coordination models and languages are gaining more prominence in software en-
gineering, especially in Service-Oriented Computing. Coordination models and
languages provide a formalization of the “glue code” that interconnects the ser-
vices/components, and organizes the mutual interactions among them in a dis-
tributed processing environment. For example, Reo [6,11] oﬀers a powerful glue
language for the implementation of coordinating component connectors based on a
calculus of mobile channels. To support rigorous development of service-oriented
applications, we need to investigate the formal semantics of coordination languages,
which provide the foundations for understanding and reasoning about them and
allow the construction of supporting tools. Hoare and He’s Unifying Theories of
Programming (UTP) [14] can present a formal semantics for various programming
languages as well as speciﬁcation languages like Circus and timed Circus [18,20],
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TCOZ [19], rCOS [15] and CSP [13]. We believe UTP is also well suited for devel-
oping the formal foundation for coordination languages like Reo.
The behavior of a connector generally describes the manifold interactions among
components / services that it interconnects, rather than simple input-output behav-
ior on one individual interface. Thus, a connector may synchronize diﬀerent input
and output actions, aand therefore instead of sequences of input and output, we
must use relations on diﬀerent input / output sequences to describe the behavior
of connectors. The communications via connectors can be modeled as designs in
UTP, i.e., a pair of predicates P  Q where the assumption P is what the designer
can rely on when the communicating operation is initiated by inputs to the connec-
tors, and the commitment Q must be true for the outputs when the communicating
operation terminates.
The semantics of Reo has been well investigated earlier. For example, a coalge-
braic semantics for Reo in terms of relations on inﬁnite timed data streams has been
developed by Arbab and Rutten [8], but the casuality between input and output
is not clear in this semantics. An operational semantics for Reo using constraint
automata is provided by Baier et al. [11]. A model for Reo connectors based on the
idea of coloring a connector with possible data ﬂows to resolve synchronization and
exclusion constraints is presented by Clarke et al. [12]. The semantic model of Reo
provided in this paper is based on the UTP framework [14]. Other semantic models
of Reo, like constraint automata [11] or the coalgebraic model [8], deﬁne behavior
using inﬁnite streams, which exclude a “natural” description of ﬁnite behavior (and
connectors that exhibit ﬁnite behavior on any of their ports). In contrast, the timed
data sequence in our model can be either ﬁnite or inﬁnite, which makes it more ex-
pressive than the coalgebraic model. Furthermore, the UTP approach provides a
family of algebraic operators, which can be used to interpret the composition of
connectors explicitly.
The point of UTP is to formalize the similar features of diﬀerent languages in
a similar style, and on that basis to analyze and connect diﬀerent languages. One
potential beneﬁt of the UTP semantics for Reo is the possibility to integrate rea-
soning about Reo with reasoning about component speciﬁcations/implementations
in other languages for which UTP semantics is available, such as CSP, Circus and
rCOS. Another possible beneﬁt of the result in this paper is that it provides a
semantic model in which the causality of connector behavior is made explicit by
separation of the assumption and the commitment in the design model. The ac-
counting of assumptions and commitments can enable a large team of engineers
to collaborate successfully in the design of huge connectors. The UTP approach
also makes it possible to check connector properties by assume-guarantee reason-
ing. Properties of a complex connector can be decomposed into properties of its
subconnectors and each subconnector can be checked separately.
UTP has been successfully applied in deﬁning the semantics of channel-based
dataﬂow models [14]. However, as discussed in [8], Reo is more general than dataﬂow
models, Kahn-networks and Petri nets, which can all be viewed as special channel-
based models that incorporate certain basic constructs for primitive coordination.
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For example, in dataﬂow models, the channels are all buﬀered so that they can
accept a data item at any time, storing it until the sink end is ready to take it.
However, Reo supports a much more general notion of channel, which makes it
more diﬃcult to model Reo connectors than dataﬂow networks in UTP.
This paper is structured as follows. In Section 2 we brieﬂy summarize the
coordination language Reo. Then, in Section 3, we present the UTP observation
model with meta variables and introduce the UTP design model used throughout
the rest of the paper. In Section 4, we present the UTP design semantics for
basic connectors in Reo. In Section 5, the composition of connectors is discussed.
In Section 6 we discuss reﬁnement and testing of connectors. Finally, Section 7
concludes with some further research directions.
2 A Reo Primer
In this section we provide a brief introduction to Reo [6]. Reo is a channel-based
exogenous coordination model wherein complex coordinators, called connectors, are
compositionally built out of simpler ones. Exogenous coordination imposes a purely
local interpretation on each inter-components communication, engaged in as a pure
I/O operation on each side, that allows components to communicate anonymously,
through the exchange of untargeted passive data. We summarize only the main
concepts in Reo here. Further details about Reo and its semantics can be found
elsewhere [6,8,11].
Complex connectors in Reo are organized in a network of primitive connectors,
called channels. A connector provides the protocol that controls and organizes the
communication, synchronization and cooperation among the components/services
that they interconnect. Each channel has two channel ends. There are two types of
channel ends: source and sink. A source channel end accepts data into its channel,
and a sink channel end dispenses data out of its channel. It is possible for the
ends of a channel to be both sinks or both sources. Reo places no restriction on
the behavior of a channel and thus allows an open-ended set of diﬀerent channel
types to be used simultaneously together. Each channel end can be connected to
at most one component instance at any given time. Figure 1 shows the graphical
representation of some simple channel types in Reo. More detailed discussion about
these channels are given in Section 4.
FIFO1 channel synchronous
channel synchronous
channel
lossy
P
filter asynchronous
spout
synchronous
spout
asynchronous
drain
synchronous
drain
P
P−producer
Fig. 1. Some basic channels in Reo
Complex connectors are constructed by composing simpler ones via the join and
hiding operations. Channels are joined together in nodes. A node consists of a
set of channel ends. The set of channel ends coincident on a node A is disjointly
partitioned into the sets Src(A) and Snk(A), denoting the sets of source and sink
channel ends that coincide on A, respectively. Nodes are categorized into source,
sink and mixed nodes, depending on whether all channel ends that coincide on a
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node are source ends, sink ends or a combination of the two. The hiding operation
is used to hide the internal topology of a component connector. The hidden nodes
can no longer be accessed or observed from outside. A complex connector has a
graphical representation, called a Reo circuit, which is a ﬁnite graph where the nodes
are labeled with pair-wise disjoint, non-empty sets of channel ends, and the edges
represent the connecting channels. The behavior of a Reo circuit is formalized by
means of the data-ﬂow at its sink and source nodes. Intuitively, the source nodes of
a circuit are analogous to the input ports, and the sink nodes to the output ports
of a component, while mixed nodes are its hidden internal details.
A component can write data items to a source node that it is connected to. The
write operation succeeds only if all (source) channel ends coincident on the node
accept the data item, in which case the data item is transparently written to every
source end coincident on the node. A source node, thus, acts as a replicator. A
component can obtain data items, by an input operation, from a sink node that it
is connected to. A take operation succeeds only if at least one of the (sink) channel
ends coincident on the node oﬀers a suitable data item; if more than one coincident
channel end oﬀers suitable data items, one is selected non-deterministically. A sink
node, thus, acts as a non-deterministic merger. A mixed node non-deterministically
selects and takes a suitable data item oﬀered by one of its coincident sink channel
ends and replicates it into all of its coincident source channel ends. Note that a
component cannot connect to, take from, or write to mixed nodes.
3 The UTP Observational Model
The Unifying Theories of Programming (UTP) were ﬁrst proposed by Hoare and
He [14]. In the following we introduce the observational model for Reo connectors
and the theory of designs brieﬂy. More details about UTP can be found in Hoare
and He’s book [14].
3.1 Observational Model
UTP adopts the relational calculus as the foundation to unify various programming
theories. All kinds of speciﬁcations, designs and programs are interpreted as rela-
tions between an initial observation and a subsequent (intermediate, stable or ﬁnal)
observation of the behavior of their executions. Program correctness and reﬁnement
can be represented by inclusion of relations, and all laws of the relational calculus
are valid for reasoning about correctness.
Collections of relations form a theory of the paradigm being studied, and it
contains three essential parts: an alphabet, a signature, and healthiness conditions.
Connectors describe the coordination among components / services. We use inR
and outR to denote what happens on the input ends and the output ends of a con-
nector R, respectively, instead of using unprimed variables for initial observations
and primed variables for subsequent ones as in [14] 3 . Thus, the alphabet, i.e., the
3 There are two kinds of primed variables in our model: the auxiliary variable ok′ is used for successful
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set of all observation-capturing variables, used in this paper is diﬀerent from that
for a design in [14]. The signature gives the rules for the syntax for denoting the
elements of the theory. Healthiness conditions, which embody aspects of the model
being studied, are taken as true here.
For an arbitrary connector R, the relevant observations come in pairs, with one
observation on the source nodes of R, and one observation on the sink nodes of R.
For every node N , the corresponding observation on N is given by a timed data
sequence, which is deﬁned as follows:
Let D be an arbitrary set, the elements of which are called data elements. The
set DS of data sequences is deﬁned as
DS = D∗
i.e., the set of all sequences α = (α(0), α(1), α(2), · · · ) over D. Let R+ be the set of
non-negative real numbers, which in the present context can be used to represent
time moments 4 . Let R∗+ be the set of sequences a = (a(0), a(1), a(2), · · · ) over R+,
and for all a = (a(0), a(1), a(2), · · · ) and b = (b(0), b(1), b(2), · · · ) in R∗+, if |a| = |b|,
then
a < b iﬀ ∀0 ≤ n ≤ |a|, a(n) < b(n)
a ≤ b iﬀ ∀0 ≤ n ≤ |a|, a(n) ≤ b(n)
where |a| gives the length of sequence a.
The set TS of time sequences is deﬁned as
TS = {a ∈ R∗+ | ∀0 ≤ n < |a|.a(n) < a(n + 1)}
Thus, a time sequence a ∈ TS consists of increasing time moments a(0) < a(1) <
a(2) < · · · .
The set TDS of timed data sequences is deﬁned as TDS ⊆ DS × TS of pairs
〈α, a〉 consisting of a data sequence α and a time sequence a with |α| = |a|. Similar
to the discussion in [8], timed data sequences can be alternatively and equivalently
deﬁned as (a subset of) (D × R+)
∗ because of the existence of the isomorphism
〈α, a〉 	→ (〈α(0), a(0)〉, 〈α(1), a(1)〉, 〈α(2), a(2)〉, · · · )
The occurrence (i.e., taking or writing) of a data item at some node of a connector
is modeled by an element in the timed data sequence for that node, i.e., a pair of
data element and time moment.
In order to analyze explicitly the phenomena of communication initialization
and termination, we introduce two variables ok, ok′ : Boolean. The variable ok
termination, and for a sequence a, a′ is used to return the tail of a.
4 Here we use the continuous time model for connectors since it is expressive and closer to the nature of
time in the real world. For example, for a FIFO1 channel, if we have a sequence of two inputs, the time
moment for the output should be between the two inputs. If we use a discrete time model like N, and have
the ﬁrst input at time point 1, then the second input can only happen at a time point greater than 2, i.e.,
at least 3. But in general, this is not explicit for the input providers.
S. Meng, F. Arbab / Electronic Notes in Theoretical Computer Science 255 (2009) 119–135 123
stands for a successful initialization and the start of a communication. When ok
is false, the communication has not started, so no observation can be made. The
variable ok′ denotes the observation whether the communication has terminated or
has reached an intermediate stable state. The communication is divergent when ok′
is false.
In our semantic model, the observational semantics for a Reo connector is de-
scribed by a design, i.e., a relation expressed as P  Q, where P is the predicate
specifying the relationship among the timed data sequences on the input ends of the
connector, and Q is the predicate specifying the condition that should be satisﬁed
by the timed data sequences on the output ends of the connector. The following
section gives a brief introduction to the theory of designs in UTP.
3.2 A Theory of Designs
An important subtheory of relations allows the separation of preconditions from
postconditions, in the manner of the well-known formal methods like VDM [16],
B[2], RAISE [21], reﬁnement calculus [9] and more recently OCL [17]. This allows
us to model the total correctness of programming constructs using relations. This
section is an introduction to the relational calculus on designs in UTP.
Deﬁnition 3.1 A design is a pair of predicates P  Q, where neither predicate
contains ok or ok′, and P has only unprimed variables. It has the following meaning:
P  Q =df (ok ∧ P ⇒ ok
′ ∧Q)
As can be seen, a design predicate represents a pre/post-condition speciﬁcation.
The separation of precondition from postcondition allows us to write a speciﬁcation
that has a more generous precondition than simply the domain of the relation
used as a speciﬁcation. Implementing a design, we are allowed to assume that the
precondition holds, but we have to satisfy the postcondition. Moreover, we can rely
on the system having been started, but we must ensure that it terminates. If the
precondition does not hold, or the system does not start, we are not committed to
establish the postcondition nor even to make the system terminate.
A reassuring result about a design is the notion of reﬁnement, which is deﬁned
via implication. In UTP, we have the well-known property that under reﬁnement,
preconditions are weakened and postconditions are strengthened. This is established
by the following deﬁnition:
Deﬁnition 3.2 [(P1  Q1)  (P2  Q2)] iﬀ [P1 ⇒ P2] ∧ [P1 ∧Q2 ⇒ Q1]
The theory of designs forms a complete lattice, with miracle D as the top
element, and abort ⊥D as the bottom element.
D =df (true  false)
⊥D =df (false  true)
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The meet and join operations in the lattice of designs are deﬁned as fol-
lows, which represent internal (non-deterministic, demonic) and external (angelic)
choice.
(P1  Q1)  (P2  Q2) = (P1 ∧ P2  Q1 ∨Q2)
(P1  Q1) unionsq (P2  Q2) = (P1 ∨ P2  ((P1 ⇒ Q1) ∧ (P2 ⇒ Q2)))
Deﬁnition 3.3 The conditional expression is deﬁned as follows:
P  b  Q =df (true  (b ∧ P ∨ ¬b ∧Q))
Sequential composition is deﬁned via the existence of an intermediate state v0 of
a variable v. Here the existential quantiﬁcation hides the intermediate observation
v0. In addition, the output alphabet of P (outαP ) and the input alphabet of Q
(with all variables primed, inαQ′) must be the same 5 .
Deﬁnition 3.4 P (v′);Q(v) =df ∃v0 • P (v0) ∧ Q(v0) provided outαP = inαQ
′ =
{v′}.
If the conditional and sequential operators are applied to designs, the result is
also a design. This follows from the laws below.
(P1  Q1)  b  (P2  Q2) = ((P1  b  P2)  (Q1  b  Q2))
(P1  Q1); (P2  Q2) = (P1 ∧ ¬(Q1;¬P2)  (Q1;Q2))
Finally, iteration is expressed by means of recursive deﬁnitions. A recursively
deﬁned design has as its body a function on designs; as such, it can be seen as a
(monotonic) function on pre/post-condition pairs (X,Y ), and iteration is deﬁned
as the least ﬁxed point of the monotonic function.
The theory of designs can be taken as a tool for representing speciﬁcations,
programs, and, as in the following sections, connectors.
4 Connectors as Designs
Since we aim at specifying both ﬁnite and inﬁnite behavior of connectors, we use
relations on timed data sequences to model connectors. In the following, we assume
that all timed data sequences are ﬁnite. However, the semantic deﬁnition can be
easily generalized to inﬁnite sequences, which are timed data streams as proposed
in [8]. We use D for a predicate of well-deﬁned timed data sequence types. In other
words, we deﬁne the behavior only for valid sequences expressed via a predicate D.
5 For a predicate P , the sets inαP and outαP are the sets of unprimed and primed variables in P respec-
tively, standing for initial and ﬁnal values, while inαP ′ is obtained by just putting a prime symbol on all
the variables of the input alphabet inαP .
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Then, every connector R can be represented as the following design,
R(in : inR; out : outR)
P (inR)  Q(inR, outR)
where P (inR) is the precondition that should be satisﬁed by inputs inR on the
source nodes of R, and Q(inR, outR) is the postcondition that should be satisﬁed
by outputs outR on the sink nodes of R.
We ﬁrst develop the design model for a set of basic Reo connectors, i.e., channels.
More complex connectors obtained by composing channels are discussed in next
section.
• Synchronous channel −−−→:
con : Sync(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ β = α ∧ b = a
The synchronous channel transfers the data without delay in time. So it behaves
just as the identity function. The pair of I/O operations on its two ends can
succeed only simultaneously, and the input is not taken until the output can be
delivered, which is captured by the variable ok.
• FIFO1 channel −→:
con : FIFO1(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ β = α ∧ a < b ∧ (tail(bR))R < tail(a)
where for a sequence a = (a(0), a(1), · · · , a(n)), aR = (a(n), · · · , a(1), a(0)) re-
turns the reverse of a, and tail(a) = (a(1), · · · , a(n)). For simplicity of notations,
we use a′ to denote tail(a) in the rest of this paper. For a FIFO1 channel, when
the buﬀer is not ﬁlled, the input is accepted without immediately outputting
it. The accepted data item is kept in the internal FIFO buﬀer of the channel.
The next input can happen only after an output occurs. Note that here we use
(tail(bR))R < tail(a) to represent the relationship between the time moments for
outputs and their corresponding next inputs. This notation can be simpliciﬁed
to b < a′ when we consider inﬁnite sequences of inputs and outputs.
On the other hand, for the FIFO1 channel −e→ where the buﬀer contains
the data element e, the communication can be initiated only if the data element
e can be taken via the sink end. In this case, we have
con : FIFO1e(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ β = (e)α ∧ a < b′ ∧ ((bR)′)R < a
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where  is the concatenation operator on sequences. The concatenation of two
sequences produces a new sequence that starts with the ﬁrst sequence followed
by the second sequence.
• Synchronous drain →−←:
con : SyncDrain(in : (〈α, a〉, 〈β, b〉); out : ( ))
P : D〈α, a〉 ∧ D〈β, b〉 ∧ a = b
Q : true
This channel has two input ends. The pair of input operations on its two ends
can succeed only simultaneously. All data items written to this channel are lost.
the predicate true in Q means the communication terminates.
• Lossy Synchronous Channel −→:
con : LossySync(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ L(〈α, a〉, 〈β, b〉)
where
L(〈α, a〉, 〈β, b〉)
≡〈β, b〉 = ( ) ∨
(
a(0) ≤ b(0) ∧
{
α(0) = β(0) ∧ L(〈α′, a′〉, 〈β′, b′〉) if a(0) = b(0)
L(〈α′, a′〉, 〈β, b〉) if a(0) < b(0)
)
This channel is similar to a synchronous channel, except that it always accepts
all data items through its source end. If it is possible for it to simultaneously
dispense the data item through its sink end, the channel transfers the data item.
Otherwise the data item is lost.
• Filter −{p}→:
con : Filterp(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ F (〈α, a〉, 〈β, b〉)
where
F (〈α, a〉, 〈β, b〉)
≡
⎧⎪⎨
⎪⎩
〈β, b〉 = ( ) if 〈α, a〉 = ( )
β(0) = α(0) ∧ b(0) = a(0) ∧ F (〈α′, a′〉, 〈β′, b′〉) if α(0) ∈ p
F (〈α′, a′〉, 〈β, b〉) if α(0) /∈ p
This channel speciﬁes a ﬁlter pattern p which is a set of data values. It transfers
only those data items that match with the pattern p and loses the rest. A write
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operation on the source end succeeds only if either the data item to be written
does not match with the pattern p or the data item matches the pattern p and it
can be taken synchronously via the sink end.
• p-Producer −−−p→:
con : Producerp(in : (〈α, a〉); out : (〈β, b〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ β ∈ p∗ ∧ b = a
This channel speciﬁes a producer pattern p which is a set of data values. Once
it accepts a data item from the source end, it produces a data item in the set p
which is taken synchronously via the sink end.
• Asynchronous Spout ←−‖−→:
con : AsynSpout(in : (); out : (〈α, a〉, 〈β, b〉))
P : true
Q : D〈α, a〉 ∧ D〈β, b〉 ∧ |a| = |b| ∧ a  b
where ⊆ TS × TS is deﬁned by
a  b ≡ a = ( ) ∨ b = ( ) ∨
(
a(0) = b(0) ∧
{
a′  b if a(0) < b(0)
a  b′ if b(0) < a(0)
)
This channel outputs two sequences of data items at the two output ends, but
the data items on the two ends are never outputed at the same time.
Similar to the deﬁnition for synchronous drain and asynchronous spout, we can eas-
ily derive the design models for asynchronous drain and synchronous spout channels,
which are not given here.
5 Composing Connectors
Diﬀerent connectors can be composed to build more complex connectors. Since
basic channels can be modeled by designs, their composition can be modeled by
design composition, and the resulting connector is still a design. According to the
node types in Reo, we have three types of composition, which can be captured by
the three conﬁgurations as shown in Figure 2. In the following, we use
Ri(in : inRi ; out : outRi)
Pi(inRi)  Qi(inRi , outRi)
where i = 1, 2 to denote the two connectors being composed.
Figure 2(1) shows the case of ﬂow-through composition of connectors. For the
two connectors R1 and R2, suppose one sink node of R1 and one source node of
R2 are joined together into a mixed node B. When we compose connectors, we
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Fig. 2. Connector composition
want the events on the mixed nodes to happen silently and automatically whenever
they can, without the participation or even the knowledge of the environment of
the connector. Such mixed nodes are hidden (encapsulated) by using existential
quantiﬁcation. Let 〈β1, b1〉 ∈ outR1 and 〈β2, b2〉 ∈ inR2 be the timed data sequences
on the node B in R1 and R2, respectively. Then, the resulting connector is denoted
by R = R1;B R2, and the corresponding design is given as
6
con : R(in : (
⋃
i=1,2
inRi) \ {〈β2, b2〉}; out : (
⋃
i=1,2
outRi) \ {〈β1, b1〉})
P : P1 ∧ ¬(Q1(〈β1, b1〉);¬P2(〈β2, b2〉))
Q : Q1(〈β1, b1〉);Q2(〈β2, b2〉)
in which the sequential composition of predicates is deﬁned similarly as in Deﬁnition
3.4. If one sink node of R1 and one source node of R2 are joined together into a
mixed node B, 〈β1, b1〉 ∈ outR1 and 〈β2, b2〉 ∈ inR2 are the timed data sequences
on B in R1 and R2 respectively, for the two predicates P and Q,
P (〈β1, b1〉);Q(〈β2, b2〉) = ∃〈β, b〉.P (〈β, b〉) ∧Q(〈β, b〉)
Note that the condition on outαP and inαQ in Deﬁnition 3.4 is not needed here,
since not all output nodes of R1 and input nodes of R2 are composed with each
other, leaving some of them to be used as the external nodes of the composed
connector.
Figure 2(2) shows the case of merging two sink nodes of the connectors R1 and
R2. Let 〈γi, ci〉 ∈ outRi , i = 1, 2, be the timed data sequences on the node C in R1
and R2, respectively. Then the resulting connector is denoted by R = R1 C R2,
6 Note here and in the rest of this paper, we abuse the well-known notations in set theory a little with the
input and output vectors to simplify the formulas. For example, we use
S
i=1,2 inRi to specify the input
vector that contains the input timed data sequences in both R1 and R2, and \ to remove a set of sequences
from a given vector of sequences.
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and the corresponding design is given as
con : R(in :
⋃
i=1,2
inRi ; out : (
⋃
i=1,2
(outRi \ {〈γi, ci〉})) ∪ {〈γ, c〉})
P :
∧
i=1,2
Pi(inRi)
Q : D〈γ, c〉 ∧ ∃〈γ1, c1〉, 〈γ2, c2〉.(
∧
i=1,2
Qi(inRi , outRi)) ∧M(〈γ1, c1〉, 〈γ2, c2〉, 〈γ, c〉)
In this deﬁnition, the ternary relation M is deﬁned as
M(〈γ1, c1〉, 〈γ2, c2〉, 〈γ, c〉)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈γ, c〉 = 〈γ1, c1〉 if |〈γ2, c2〉| = 0
〈γ, c〉 = 〈γ2, c2〉 if |〈γ1, c1〉| = 0
c1(0) = c2(0)∧⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
γ(0) = γ1(0) ∧ c(0) = c1(0)∧
M(〈γ′1, c
′
1〉, 〈γ2, c2〉, 〈γ
′, c′〉) if c1(0) < c2(0)
γ(0) = γ2(0) ∧ c(0) = c2(0)∧
M(〈γ1, c1〉, 〈γ
′
2, c
′
2〉, 〈γ
′, c′〉) if c2(0) < c1(0)
otherwise
Figure 2(3) shows the case of merging two source nodes of the connectors R1 and
R2. Let 〈αi, ai〉 ∈ inRi i = 1, 2, be the timed data sequences on the node A in R1
and R2, respectively. Then the resulting connector is denoted by R = R1 A R2,
and the corresponding design is given as
con : R(in : (
⋃
i=1,2
inRi \ {〈αi, ai〉}) ∪ {〈α, a〉}; out :
⋃
i=1,2
outRi)
P :
∧
i=1,2
Pi(inRi)[〈α, a〉/〈αi , ai〉]
Q :
∧
i=1,2
Qi(inRi , outRi)[〈α, a〉/〈αi, ai〉]
For a predicate P , if v is a variable in P , P [u/v] is the predicate obtained by
replacing all occurrance of v in P by u.
According to the design semantics, we can easily establish a number of algebraic
laws relating the composition patterns. For example, one gets, associativity for all
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the operators ; ,, and commutativity for  and :
(R1;A R2);B R3 ≡ R1;A (R2;B R3)
(R1 C R2) C R3 ≡ R1 C (R2 C R3)
(R1 A R2) A R3 ≡ R1 A (R2 A R3)
R1 C R2 ≡ R2 C R1
R1 A R2 ≡ R2 A R1
(b)
C
(a)
D
B
A
F
E
B
C
D
E
FA
Fig. 3. Mixed node in Reo
An arbitrary m-to-n mixed node in a connector, which connects m sink channel
ends and n source channel ends, is expressed in terms of an m-ary merger connected
to an n-ary replicator. In other words, for such m-to-n mixed nodes, the operations
of merging source nodes and merging sink nodes have higher priority than ﬂow-
through composition. For example, the node A in Figure 3(a) is a mixed node
connecting 3 sink channel ends and 2 source channel ends. When we make the
composition, we should ﬁrst merge the sink ends of BA, CA and DA into one sink
node, and the source ends of AE and AF into a source node, respectively, and then
merge the sink node and the source node together, as shown in Figure 3(b). Thus,
a mixed node cannot be composed with other nodes. This way, any Reo connector
can be modeled by designs as the composition of designs for basic channels.
Note that the composition operations can be easily generalized to the case for
merging multiple nodes, and merging diﬀerent nodes of the same connector. Due
to the length limitation, we use the following two simple examples to show our
approach instead of giving all the technical details.
A
B
C
Fig. 4. Alternator
Example 5.1 Figure 4 shows a Reo circuit consisting of three channels AB, AC
and BC which are of types SyncDrain, FIFO1 and Sync, respectively. By com-
posing the channels, we can get the connector as
con : Alternator(in : (〈α, a〉, 〈β, b〉); out : 〈γ, c〉)
P : D〈α, a〉 ∧ D〈β, b〉 ∧ a = b
Q : D〈γ, c〉 ∧ ∃〈γ1, c1〉, 〈γ2, c2〉.D〈γ1, c1〉 ∧ D〈γ2, c2〉∧
γ1 = α ∧ a < c1 ∧ ((c
R
1 )
′)R < a′ ∧ γ2 = β ∧ c2 = b ∧M(〈γ1, c1〉, 〈γ2, c2〉, 〈γ, c〉)
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where the postcondition Q happens to be equivalent to
Q : D〈γ, c〉 ∧ γ(2n) = β(n) ∧ γ(2n + 1) = α(n)∧
c(2n) = a(n) ∧ a(n) < c(2n + 1) < a(n + 1)
A
B
C
D
E
F
G
Fig. 5. Exclusive Router
Example 5.2 Figure 5(a) shows an implementation of an exclusive router connec-
tor. A data item arriving at the input port A ﬂows through to only one of the
output ports B or C, depending on which one is ready to consume it. If both
output ports are prepared to consume a data item, then one of the output ports is
selected non-deterministically. We can parameterize this connector to have as many
output nodes as we want simply by inserting more (or fewer) LossySync and pairs
of Sync channels, as required.
By composing the channels together, we can get the connector as
con : EXRouter(in : (〈α, a〉); out : (〈β, b〉, 〈γ, c〉))
P : D〈α, a〉
Q : D〈β, b〉 ∧ D〈γ, c〉 ∧ L(〈α, a〉, 〈β, b〉) ∧ L(〈α, a〉, 〈γ, c〉) ∧M(〈β, b〉, 〈γ, c〉, 〈α, a〉)
where L and M were introduced previously.
6 Reﬁnement and Testing of Connectors
Implication of predicates establishes a reﬁnement order over connectors. Thus, more
concrete implementations imply more abstract speciﬁcations. For two connectors
Ri(in : inRi ; out : outRi)
Pi(inRi)  Qi(inRi , outRi)
where i = 1, 2, if inR1 = inR2 and outR1 = outR2, then
R1  R2 =df (P1 ⇒ P2) ∧ (P1 ∧Q2 ⇒ Q1) (1)
In other words, preconditions on inputs of connectors are weakened under reﬁne-
ment, and postconditions on outputs of connectors are strengthened.
Based on the design model of connectors, we can develop various (equivalence
and reﬁnement) laws for connector constructs and encode them as theorems to
support a reasoning system. For example, the result of connecting the sink node of
an arbitrary connector c to the source end of a synchronous channel is equal to the
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connector c. One more interesting example of such connector reﬁnement laws is as
shown in Figure 6. The connector (a) on the left side enables the data written to
the source node A to be asynchronously taken out via the two sink nodes B and C,
and the connector (b) in the middle reﬁnes this behavior by synchronizing the two
sink nodes, which means that the two output events must happen simultaneously.
Finally, the connectors (b) and (c) have identical behavior. Both the reﬁnement
and equivalence can be proved easily by applying the UTP semantics of connectors
and (1).
B
C
B
C
B
C
A A A
(a) (b) (c)
Fig. 6. Example of Connector Reﬁnement
The design model of connectors has been successfully applied in generating test
cases for connectors [4]. The theoretical foundation of the test case generation
approach is based on [3,5], in which it can be formally proven that test cases will
detect certain faults by using reﬁnement calculus.
Test cases are generated on the basis of possible errors during the design of
connectors. Examples of such errors might be a wrongly used channel, a missing
subcircuit, or a circuit with wrongly constructed topology, etc. Note that not all
errors during the design of connectors lead to faulty connectors. To contain a
fault, a possible external observation of the fault must exist. For example, adding
by mistake redundant synchronous channels to some input/output nodes does not
result in a faulty connector since reﬁnement holds between the connectors with and
without redundant channels (in fact, such two connectors are bisimilar, which is a
stronger relation than reﬁnement). However, swapping diﬀerent nodes can lead to
a faulty connector. If we want to have a connector whose speciﬁcation is given by a
design R, and implement the connector as R′, then R′ is called a faulty connector
if and only if R / R′.
For connectors, we consider test cases as speciﬁcations that deﬁne the expected
list of timed data sequences on the output nodes for a given list of timed data
sequences on the input nodes. For a connector R(in : inR; out : outR), let i be the
input vector and o be the output vector, both lists of timed data sequences with
the same lengths as inR and outR respectively. A test case for R is deﬁned as
t(inR, outR) = inR = i  outR = o
Therefore, test cases, as well as connector speciﬁcations and implementations, can
be speciﬁed by designs. It is obvious that an implementation that is correct with
respect to its speciﬁcation should reﬁne the test cases of the latter. An implementa-
tion reﬁnes a test case if and only if the implementation passes the test case. Taking
speciﬁcations into consideration, the speciﬁcation should also be a reﬁnement of a
test case if the test case is properly derived from the speciﬁcation. An algorithm
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for fault-based test case generation has been developed in [4], and a prototype for
test case generation has been developed using Maude.
7 Conclusion
This paper demonstrates that UTP can be applied not only for giving semantics of
speciﬁc programming languages and speciﬁcation languages, but also for providing
a formal semantic foundation for coordination languages. In particular, the uniﬁed
semantic model for diﬀerent kinds of channels and composite connectors in Reo
covers diﬀerent communication mechanisms encoded in Reo, and allows the combi-
nation of synchronous and asynchronous channels as in Reo. Our semantic model
oﬀers potential beneﬁts in developing tool support for Reo, like test case generators.
Furthermore, the predicates used in UTP provide a possible symbolic representation
of coloring for connectors [12], and thus make it possible to synthesize connectors
from speciﬁcations more eﬃciently.
In future work, we will investigate the semantic model of timed connectors [7]
and probabilistic connectors [10], and build links between these models and the
model in this paper. This will make it possible to reason about some properties of
the connectors in one model, given the design semantics in the other. On the other
hand, we will investigate the relationship between the UTP semantics and other
semantics of Reo that have been developed, and extend the UTP model to treat the
inherent dynamic topology and mobility in “full” Reo. We also plan to encode the
UTP model into theorem provers to prove properties of connectors based on their
UTP semantics. The development of reﬁnement laws for connectors like in Figure
6 and integration of such laws into our existing tools for Reo [1] are in our scope as
well.
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