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Представлено метод вiдслiдковування для роботи на вiдеопослiдовностях, що мiстять мультиспек-
тральну iнформацiю. Розглянуто можливi способи об’єднання мультиспектральної iнформацiї при
вирiшеннi задачi вiдслiдковування та обґрунтовано використання пiдходу на основi об’єднання на рiвнi
обчислення ознак. З огляду на компромiснi можливостi по вiдношенню до якостi та швидкодiї, задачу
вiдслiдковування запропоновано вирiшувати за допомогою дискримiнантних кореляцiйних фiльтрiв
(DCF). Розроблено метод обчислення канально-незалежного дискримiнантного кореляцiйного фiльтру
iз просторовою регуляризацiєю, що оснований на використаннi метода множникiв зi змiною напрямкiв
(ADMM). Обчислення DCF фiльтру та локалiзацiю об’єкта при цьому запропоновано виконувати у
спецiальному просторi ознак, що використовує багатоканальнi ознаки FHOG та ознаки на основi зво-
ротного проектування зваженої гiстограми об’єкта. Зазначенi ознаки пропонується обчислювати для
кожного каналу вiдповiдного кадру мультиспектральної вiдеопослiдовностi та поєднувати отримуванi
ознаки в єдиний тензор об’єднаного простору ознак. На тестi VOT Challenge RGBT2019 показано,
що реалiзацiя запропонованого методу за якiстю вiдслiдковування може конкурувати iз бiльш скла-
дними рiшеннями, у тому числi основаними на технологiях нейронних мереж. В ходi експериментiв
також встановлено, що збiльшення обсягу контекстно-фонової iнформацiї дозволяє дещо пiдвищити
якiсть вiдслiдковування в порiвняннi з базовою реалiзацiєю запропонованого методу навiть у випадку
застосування тiльки ознак FHOG.
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кореляцiйнi фiльтри (DCF); метод множникiв зi змiною напрямкiв (ADMM)
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Вступ
Задача вiзуального вiдслiдковування об’єктiв,
що розглядається в данiй роботi, полягає у по-
шуку заданого об’єкта на кожному кадрi вiдеопо-
слiдовностi (об’єкт, при цьому, вважається апрiорi
невiдомим i задається на першому кадрi вiдеопо-
слiдовностi, зазвичай, у виглядi прямокутної обла-
стi). Актуальнiсть зазначеної задачi обумовлена
вiдносно широким спектром її застосування, який
включає робототехнiку, системи допомоги водiю,
людино-машиннi iнтерфейси, медицину, обробку вi-
део, охороннi та обороннi системи тощо.
Характерною проблемою пiд час вiдслiдковува-
ння є виникнення ситуацiй, коли об’єкт потрапляє
за заваду або до областi, на фонi якої вiн має низьку
контрастнiсть, через що його стає важко розрiзнити,
а отже i надiйно вiдслiдковувати. Одне з рiшень, яке
частково дозволяє вирiшити зазначену проблему,
може полягати у сумiсному використаннi декiль-
кох оптичних дiапазонiв з рiзними властивостями
– завдяки неоднаковим властивостям, залежно вiд
умов, об’єкт все ще може добре розрiзнятись в то-
му чи iншому дiапазонi. Гарним прикладом такого
сумiщення є видимий (телевiзiйний) та дальнiй iн-
фрачервоний дiапазони (див. рис. 1).
Водночас, при застосуваннi декiлькох оптичних
дiапазонiв постає нове питання: як система вiдслiд-
ковування в кожен момент часу повинна обробляти
не одне, як зазвичай, а вже декiлька зображень,
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отриманих у цих дiапазонах? Одне з рiшень у да-
ному випадку може полягати у попередньому сумi-
щеннi зображень, представлених у рiзних дiапазо-
нах, в одне єдине композитне зображення. Для цьо-
го, зокрема, можуть застосовуватись методи муль-
тимодального чи мультиспектрального об’єднання
зображень, описанi у роботах [1–3]. Iнший спосiб су-
мiщення може передбачати об’єднання результатiв,
отриманих вiд окремих систем вiдслiдковування [4].
При цьому зображення кожного окремого оптично-
го дiапазону обробляється своєю системою вiдслiд-
ковування, пiсля чого знайденi ними координати
об’єкта поєднуються, даючи остаточний результат.
(a)
(б)
Рис. 1. Приклад сцен, на яких об’єкти важко роз-
рiзнити в одному оптичному дiапазонi, проте легше
в iншому: (а) людину добре видно у видимому дi-
апазонi – лiвий кадр, тодi як на iнфрачервоному
зображеннi вона зливається з фоном – правий кадр;
(б) через засвiчування вiд фар, автомобiль немо-
жливо побачити у видимому дiапазонi – лiвий кадр,
проте його силует добре розрiзняється в iнфрачер-
воному дiапазонi
Ще один варiант одночасної обробки декiлькох
рiзнорiдних зображень може полягати у об’єднаннi
на рiвнi ознак [4]. Таке рiшення передбачає об-
числення ознак iз зображень кожного з оптичних
дiапазонiв та використання у методi вiдслiдкову-
вання всiх отриманих ознак як єдиної множини.
На думку авторiв, на сьогоднi саме цей варiант є
найбiльш доцiльним, оскiльки не передбачає зай-
вих операцiй, якi можуть призвести до втрати чи
спотворення iнформацiї при отриманнi єдиного зо-
браження пiд час об’єднання мультимодальних зо-
бражень, є простiшим, нiж застосування декiль-
кох окремих пiдсистем вiдслiдковування та може в
явному виглядi використовуватись деякими суча-
сними методами вiдслiдковування, основаними на
згорткових нейронних мережах (CNN) та дискри-
мiнантних кореляцiйних фiльтрах (DCF).
Згiдно тестiв [5–8] системи, що використовують
згортковi нейроннi мережi наразi забезпечують най-
вищу точнiсть та надiйнiсть вiдслiдковування. Во-
дночас, вони потребують значних обчислювальних
ресурсiв, що ускладнює їх застосування, особливо
на вбудованiй апаратурi. Крiм того, в таких си-
стемах частина згорткових шарiв нейронних мереж
є попередньо навченими [9–11], причому зазвичай
на навчальних базах, що мiстять iнформацiю у
видимому дiапазонi. При безпосередньому засто-
суваннi цих систем на iнфрачервоних вiдеопослi-
довностях спостерiгається певна деградацiя якостi
роботи, що обумовлено вiдмiнностями представле-
ння зовнiшнього вигляду об’єктiв у IЧ дiапазонi
[7]. Таким чином, для забезпечення високої якостi
вiдслiдковування, системи, що базуються на ней-
ронних мережах мають навчатися на вiдповiдних
навчальних вибiрках – вибiрках з IЧ зображеннями
чи вiдеопослiдовностями.
Системи, в основi яких лежать дискримiнантнi
кореляцiйнi фiльтри (DCF) та якi використовують
«створенi вручну» (не згортковi) ознаки, згiдно ре-
зультатiв [7] не поступаються за якiстю вiдслiд-
ковування деяким нейромережним рiшенням. При
цьому вони мають значну швидкодiю, достатньою
для роботи навiть на вбудованiй обчислювальнiй
апаратурi. Як приклад можна навести систему [12],
яка на звичайному комп’ютерi забезпечує середню
частоту обробки кадрiв на рiвнi 170-290 кадрiв/с.
З огляду на це, дану роботу вирiшено присвятити
дослiдженню саме системи на основi DCF.
Загалом система вiдслiдковування, яку розгля-
нуто нижче вперше була випробувана авторами в
рамках тесту [13], де також наведено її короткий
первинний опис пiд назвою CISRDCF (див. VOT-
RGBT2019 тест [13]). Метою ж даної публiкацiї є
повноцiнний опис системи CISRDCF для iнфрачер-
воного i видимого дiапазонiв, виправлення деяких
неточностей, що були виявленi в первиннiй реалi-
зацiї системи [13], а також дослiдження додатко-
вих можливостей пiдвищення якостi роботи систе-





Перш нiж описувати процедуру отримання
канально-незалежного дискримiнантного фiльтру,
для повноти викладення наведемо короткi вiдомостi
щодо особливостей застосування дискримiнантних
кореляцiйних фiльтрiв до задачi вiдслiдковуван-
ня об’єктiв. Дискримiнантний кореляцiйний фiльтр
(DCF) є певним фiльтром, при обчисленнi кореляцiї
(або згортки) з яким має формуватись вiдгук у ви-
глядi чiткого яскравого пiку в областi зображення,
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де розташовано об’єкт, зовнiшнiй вигляд якого зако-
довано у даному DCF фiльтрi. За цим пiком можна
визначити положення об’єкта на кадрi, що й до-
зволяє здiйснювати вiдслiдковування. Отримання
DCF здiйснюється шляхом вирiшення мiнiмiзацiй-
ної задачi на основi метода найменших квадратiв
з регуляризацiєю за Тихоновим [12, 14]. Важливою
особливiстю при цьому є те, що рiшення мiнiмiзацiй-
ної задачi може бути знайдене у частотнiй областi,
завдяки чому асимптотична складнiсть обчислень
зменшується до𝒪(𝑁 ·log(𝑁)) операцiй, проти𝒪(𝑁3)
операцiй для класичного пiдходу, де 𝑁 є кiлькi-
стю елементiв у зображеннi, з якого обчислюється
фiльтр. Зауважимо, що у роботi [12] також було
запропоноване розширення вiдоме як KCF, яке для
пiдвищення дискримiнантних властивостей фiльтра
застосовує спрямлення простору та вперше – бага-
токанальнi ознаки, що дозволило значно збiльшити
надiйнiсть вiдслiдковування.
Водночас, пiзнiше було встановлено, що обчисле-
ння фiльтру в частотнiй областi має один важли-
вий недолiк: через перiодичнiсть функцiй, що пе-
редбачає перетворення Фур’є, неможливо отримати
фiльтр, який у просторовiй областi був би ненульо-
вим лише в тiй частинi, що кодує об’єкт [15, 16]. Це
призводить до того, що до фiльтру потрапляє фоно-
ва iнформацiя, яка може призводити до неточного
кодування об’єкта i як наслiдок до гiршої яко-
стi вiдслiдковування. Щоб подолати цю проблему
в рядi робiт запропоновано модифiкацiї оригiналь-
ної оптимiзацiйної задачi. Данi модифiкацiї можна
роздiлити на двi групи. В першiй групi для забезпе-
чення пошуку фiльтру потрiбного вигляду у задачу
мiнiмiзацiї вводиться додаткове обмеження. До цiєї
групи належать пiдходи [15, 17, 18] тощо, якi базу-
ються на методi оптимiзацiї ADMM. У другiй групi
фiльтр потрiбного вигляду отримують завдяки ре-
гуляризацiї. Цю групу складають пiдходи [10,16,19]
та подiбнi, якi для мiнiмiзацiї використовують ме-
тоди Гауса-Зейделя або спряжених градiєнтiв. В
пiдходах обох груп загальна складнiсть обчислення
DCF дещо зростає, але асимптотично лишається на
рiвнi методiв [12, 14]. Зауважимо, що при належно-
му налаштуваннi параметрiв методу ADMM, вiн не
поступається за якiстю рiшення задачi мiнiмiзацiї,
а його швидкодiя є трохи вищою, тому процедура
отримання DCF фiльтру на основi ADMM є бiльш
виправданою.
Таким чином, в данiй роботi пошук DCF фiльтру
пропонується виконувати за допомогою оптимiза-
цiйного метода ADMM. При цьому, оскiльки поло-
ження об’єкту для вiдслiдковування зазвичай зада-
ється прямокутником, а форма реальних об’єктiв
далеко не завжди є iдеально прямокутною, область,
що кодує об’єкт у фiльтрi має сенс зробити з не-
чiткою границею. Це досить зручно реалiзувати
шляхом придушення фонових складових фiльтру
за допомогою регуляризацiї, подiбно до того як це
виконується в роботах [16, 19, 20]. Як i в бiльшостi
DCF фiльтрiв тут легко передбачити можливiсть
роботи з багатоканальними зображеннями. Водно-
час, для спрощення обчислень та бiльш гнучкого
керування об’єднанням вiдгукiв по кожному з кана-
лiв ознак при розрахунку кореляцiї, як i в роботi [18]
канали ознак пропонується вважати незалежними







‖𝑡𝑖 * ℎ𝑖 − 𝑟‖2 + ‖𝑤 · 𝑔𝑖‖2
)︀
,
так, що ℎ− 𝑔 = 0 ,
(1)
де ‖·‖2 – позначає суму квадратiв елементiв матрицi
(квадрат норми Фробенiуса); ”*” – позначає згортку
мiж фiльтром ℎ та шаблоном 𝑡, з якого формується
даний фiльтр; 𝑟 – бажаний вiдгук, у ролi якого
зазвичай виступає гаусiан з малим параметром дис-
персiї [12, 14, 16]; 𝑤 – матриця регуляризацiї, за
допомогою якої придушуються непотрiбнi складовi
фiльтру; 𝑔 – так само позначає фiльтр, причому
обмеження при оптимiзацiї гарантує, що 𝑔 = ℎ;
”·” – позначає поелементне множення мiж 𝑤 та 𝑔.
Шаблон 𝑡 в задачi (1) вважається багатоканальним
зображенням, тому 𝑑 – позначає кiлькiсть каналiв,
а iндекс 𝑖 – номер каналу.
Наведену оптимiзацiйну задачу (1) можна iн-
терпретувати наступним чином: необхiдно знайти
такий фiльтр ℎ, щоб сума рiзниць мiж бажаним
вiдгуком 𝑟 та згортками по каналам цього фiльтру i
шаблону 𝑡 були мiнiмальними, а також придушува-
лись складовi фiльтру визначенi великими значен-
нями у матрицi 𝑤. Тут явно враховано, що зображе-
ння може мати велику кiлькiсть каналiв, тобто бути,
наприклад, двоканальним i мiстити iнфрачервоний
та оптичний канал або взагалi представлятись у
просторi деяких багатоканальних ознак.
Щоб вирiшити задачу (1), скористаємось мето-
дом ADMM у масштабованiй формi [22]. Даний
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де 𝜌 – штрафний параметр; 𝑢 – масштабована дво-
їста змiнна, що пропорцiйна множникам Лагранжа
[22]; показник (·)(𝑘) визначає значення вiдповiдних
змiнних на 𝑘-iй iтерацiї методу ADMM.
Стисло розглянемо розв’язок кожної з пiдзадач
визначених у (2).
Пiдзадачу для ℎ у (2) через наявнiсть згортки
доцiльно вирiшувати в частотнiй областi. В цьо-
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му випадку в пiдзадачi ℎ всi масиви замiняться
на вiдповiднi частотнi образи, якi надалi позна-
ченi великими лiтерами. Крiм того застосування
«теореми про згортку» дозволяє замiнити згортку
на поелементне множення, а використання теореми
Парсеваля – квадрати норм на квадрати модулiв
(бiльш детальне формулювання розглянуто в роботi
[21]). Далi, щоб вирiшити перетворену задачу, необ-
хiдно врахувати, що при пошуку екстремуму дiйсної
функцiї комплексного аргументу, диференцiювання
можна здiйснити по комплексно-спряженiй змiн-
нiй 𝐻*, а отримане рiвняння вирiшувати вiдносно
звичайної змiнної 𝐻 [14, 23]. Оскiльки згортка за-
мiнена на поелементне множення, у перетворенiй
формулi всi операцiї виконуються поелементно, а
отже пошук похiдної можна здiйснити незалежно
по кожному елементу. Врештi знайшовши похiдну
i вирiшивши отримане рiвняння вiдносно змiнної
𝐻, знайдемо рiшення для пiдзадачi ℎ у частотнiй
областi:
𝐻(𝑘+1) =
𝑅𝑇 * + 𝜌2
(︀
𝐺(𝑘) − 𝑈 (𝑘)
)︀
𝑇𝑇 * + 𝜌2
, (3)
де 𝐻,𝐺,𝑇 ,𝑅 та 𝑈 – фiльтри ℎ та 𝑔, шаблон 𝑡,
бажаний вiдгук 𝑟 та масштабована двоїста змiн-
на 𝑢 в частотнiй областi вiдповiдно; 𝑇 * позначає
комплексне-спряження шаблону 𝑡 у частотнiй обла-
стi; операцiї множення i дiлення виконуються по-
елементно. Для спрощення, у формулi (3) iндекси
бiля змiнних пропущенi.
Пiдзадачу для 𝑔 у (2) можна вирiшувати одразу
в просторовiй областi. Для цього слiд розписати
норми та виконати диференцiювання [21]. Знову
таки враховуючи, що всi операцiї над масивами ви-
конуються поелементно, диференцiювання можна
проводити незалежно по кожному елементу масиву.









Вiдмiтимо, що рiшення для пiдзадачi 𝑔 (4) є
еквiвалентним вiдповiдному рiшенню, отриманому
в роботi [20].
Оскiльки пошук ℎ здiйснюється в частотнiй
областi, а значення 𝑔 з мiркувань подальшого швид-
кого обчислення згортки також бажано мати в










де ℱ [·] та ℱ−1[·] – позначає пряме та зворотне пере-
творення Фур’є вiдповiдно. Таким чином, вираз (5)
є рiшенням пiдзадачi для 𝑔 у частотнiй областi.
Оновлення масштабованої двоїстої змiнної 𝑢 мо-
же виконуватись безпосередньо в частотнiй областi
наступним чином:





Для забезпечення бiльш високої швидкостi збi-
жностi, розмiр кроку 𝜌 також може оновлюватись
на кожнiй iтерацiї алгоритму. Це зазвичай здiйсню-
ється за формулою [17,18,20]:
𝜌(𝑘+1) = min
(︀
𝛽 · 𝜌(𝑘), 𝜌max
)︀
, (7)
де 𝜌max – максимально допустимий штрафний пара-
метр (розмiр кроку); 𝛽 – коефiцiєнт змiни штрафно-
го параметра. Варто вiдзначити, що коли ADMM
використовується у масштабованiй формi, при онов-
леннi параметру 𝜌 також повинна змiнюватись i
масштабована двоїста змiнна 𝑈 , зокрема при збiль-
шеннi 𝜌 в 𝛽 раз, 𝑈 має бути зменшене у вiдповiдну
кiлькiсть раз, тобто 𝑈 = 𝑈𝛽 [22].
Пiсля виконання необхiдної кiлькостi iтерацiй
методу, остаточне наближення результату форму-
ється як рiшення пiдзадачi 𝑔, тобто фiльтр, пошук
якого здiйснюється, мiститиметься у змiннiй 𝐺(𝑘+1)
на останнiй iтерацiї.
Асимптотична складнiсть наведеного вище мето-
да обчислення DCF фiльтра визначається головним
чином перетвореннями Фур’є, наявними у виразi (5)
та складає 𝒪(𝑘 · 𝑑 ·𝑚𝑛 · log(𝑚𝑛)), де 𝑚𝑛 – роздiльна
здатнiсть шаблону в просторi ознак, 𝑑 – кiлькiсть
каналiв та 𝑘 – кiлькiсть iтерацiй методу ADMM.
Пiсля того, як DCF фiльтр знайдено, з його
допомогою пошук об’єкта на зображеннi 𝐹 виконує-
ться шляхом обчислення згортки у частотнiй обла-










де ℱ−1[·] – зворотне перетворення Фур’є; 𝑐 – вiд-
гук фiльтру (згiдно постановки задачi (1)); 𝐹𝑖 –
𝑖-й канал ознак областi пошуку об’єкта в частотнiй
областi; 𝐺𝑖 – 𝑖-й канал дискримiнантного фiльтру в
частотнiй областi; операцiя множення є поелемен-
тною. Остаточне положення об’єкту визначається
шляхом пошуку пiку вiдгуку 𝑐 (за умови, що у яко-
стi 𝑟 була обрана функцiя також з чiтко вираженим
пiком).
Процедура виявлення об’єкта є обчислювально
простiшою за пошук фiльтру та має складнiсть
𝒪(𝑚𝑛 · log(𝑚𝑛)). Таким чином, загальна асимпто-
тична складнiсть пошуку об’єкта разом iз обчислен-
ням фiльтру є такою ж як для обчислення фiльтру
i становить 𝒪(𝑘 · 𝑑 ·𝑚𝑛 · log(𝑚𝑛)).
2 Процедура обчислення ознак
У описаному вище пiдходi на основi дискримi-
нантних кореляцiйних фiльтрiв (DCF) зображення
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iз рiзних оптичних дiапазонiв можна було б викори-
стовувати безпосередньо, розглядаючи їх як окремi
канали. Однак, майже у всiх сучасних системах
вiдслiдковуання, починаючи з роботи [12], зображе-
ння не використовуються напряму – їх переводять
у деякий простiр ознак. Це дозволяє пiдвищити
дискримiнантнi властивостi DCF фiльтрiв, а отже
i надiйнiсть вiдслiдковування.
В данiй роботi також пропонується використову-
вати ознаки, зокрема FHOG [24] та ознаки на основi
зворотного проектування гiстограм, подiбно до пiд-
ходу, що описаний у роботi [25]. Коротко наведемо
вiдомостi про зазначенi види ознак.
Ознаки FHOG [24] для монохромного зображе-
ння розраховуються наступним чином: зображення
розбивається на невеликi квадратнi фрагменти, якi
називаються комiрками. У комiрках для кожного
пiкселя оцiнюється амплiтуда та напрямок градiєн-
ту. Далi, для кожної комiрки будується гiстограма
орiєнтацiї градiєнтiв. Дана гiстограма мiстить за-
дану кiлькiсть стовпцiв, кожен з яких вiдповiдає
певному дiапазону напрямкiв градiєнтiв. У стовпцi
гiстограми заносяться суми амплiтуд градiєнтiв пi-
кселiв комiрки, що мають вiдповiднi цим стовпцям
напрямки градiєнтiв. На вiдмiну вiд класичної ре-
алiзацiї HOG, гiстограма FHOG включає стовпцi
напрямкiв градiєнтiв, стовпцi орiєнтацiй градiєнтiв,
що мiстять суму амплiтуд градiєнтiв протилежних
напрямкiв, а також 4 стовпцi, що несуть iнформацiю
про енергiю градiєнтiв (текстурнi ознаки). Стовпцiв
орiєнтацiй вдвiчi менше, нiж стовпцiв напрямкiв,
оскiльки кожен стовпець орiєнтацiї враховує два
дiапазони напрямкiв градiєнтiв – прямий та роз-
вернутий на 180∘. Це робить стовпцi орiєнтацiй
контрастно-нечутливими, так як вони можуть коду-
вати на зображеннях границi утворенi переходами
як з темної областi в свiтлу, так i навпаки – зi
свiтлої в темну. Крiм того, комiрки у FHOG беру-
ться без перекриття, натомiсть тут застосовується
так званий м’який розподiл амплiтуд по стовпчи-
кам (soft binning), в якому передбачається вплив на
гiстограму даної комiрки також пiкселiв iз сусiднiх
до неї комiрок, для чого застосовується iнтерполя-
цiя [24]. Загалом гiстограми ознак FHOG можна
iнтерпретувати як багатоканальнi зображення, в
яких комiрки вiдповiдають пiкселям, а стовпчики
гiстограм – окремим каналам зображення. Бiльш
детально про ознаки FHOG та про їх застосуван-
ня до задачi вiдслiдковування можна дiзнатись у
роботах [12,24,26].
В данiй роботi ознаки FHOG обчислюються для
комiрок розмiром 4 × 4 пiкселi та мають 9 орiєн-
тацiй, що дає гiстограми з 9 стовпцями орiєнтацiй,
2× 9 = 18 стовпцями напрямкiв та 4 стовпцями, що
описують енергiї градiєнтiв. Таким чином, зображе-
ння у просторi ознак FHOG є в 4 рази меншими по
ширинi та висотi, однак мають 9+18+4 = 31 канал.
Ознаки FHOG головним чином кодують iнфор-
мацiю про границi об’єктiв на зображеннi. Водно-
час, щоб додатково враховувати яскравiсть або у ви-
падку iнфрачервоних зображень нагрiв притаман-
ний об’єкту, пропонується використовувати ознаки
на основi зворотного проектування гiстограм. Данi
ознаки несуть iнформацiю про вiдносну повторюва-
нiсть пiкселiв характерних для зображення об’єкта.
Процедура їх обчислення ґрунтується на пiдходi,
описаному в роботi [25], розглянемо її бiльш деталь-
но.
Обчислення ознак на основi зворотного прое-
ктування гiстограм передбачає отримання зваженої
гiстограми об’єкта. Дана гiстограма визначає iмо-
вiрнiсть приналежностi кожної градацiї яскравостi
до об’єкту та розраховується наступним чином [25]:
𝛽𝑗 =
𝑝𝑗(𝑂)
𝑝𝑗(𝑂) + 𝑝𝑗(𝐵) + 𝜆
, (9)
де 𝑗 – номер стовпця гiстограми, асоцiйований з





|𝐵| – вiдноснi частоти появи пiкселя з
яскравiстю 𝑗 в областi об’єкта та фону вiдповiдно;
𝑁𝑗(·) визначає кiлькiсть пiкселiв з яскравiстю 𝑗 у
заданiй областi; | · | – загальна кiлькiсть пiкселiв у
областi; 𝑂 та 𝐵 – множини пiкселiв областi об’єкта
та фона вiдповiдно; 𝜆 – параметр регуляризацiї, що
запобiгає дiленню на мале значення або 0.
За знайденою зваженою гiстограмою 𝛽 викону-
ють зворотне проектування. Для цього на пото-
чному кадрi, в областi центрованiй на минулому
положеннi об’єкту обчислюється вага кожного з пi-
кселiв. При цьому кожен пiксель замiнюється на
вiдповiдне його яскравостi значення 𝛽𝑗 , формую-
чи мапу правдоподiбностi. Очевидно, що згiдно з
(9) пiкселi, яскравостi яких часто зустрiчаються на
об’єктi, але майже вiдсутнi у фонi матимуть зна-
чення ваг 𝛽𝑗 близькi до 1, водночас пiкселi, що
часто присутнi у фонi, але майже не зустрiчаються в
областi об’єкта навпаки матимуть ваги близькi до 0.
Таким чином, в мапi правдоподiбностi бiльшi значе-
ння матимуть точки, що вiдповiдають положенням
пiкселiв з розподiлом кольорiв притаманним саме
об’єкту.
В данiй роботi на вiдмiну вiд [25] мапу правдопо-
дiбностi пропонується вважати додатковим каналом
ознак, що об’єднується з каналами ознак FHOG.
При цьому обчислення FHOG та ознак на основi
зворотного проектування гiстограм (мап правдопо-
дiбностей) здiйснюється як для оптичного, так i
для iнфрачервоного зображень, пiсля чого всi отри-
манi ознаки поєднуються (рис. 2). При поєднаннi
мапа правдоподiбностi масштабується до розмiру
матриць в каналах FHOG.
При поєднаннi ознак FHOG iз ознаками на осно-
вi зворотного проектування гiстограм слiд врахову-
вати, що FHOG вже мають певну кiлькiсть кана-
лiв, тодi як мапа правдоподiбностi є одним єдиним















Рис. 2. Процедура обчислення ознак iз оптичного та iнфрачервоного зображень
каналом. Тому для забезпечення збалансованостi,
об’єднання вiдгукiв на етапi обчислення кореляцiї
при локалiзацiї об’єкта виконується за принципом
подiбним, описаному в роботi [25]:
𝑐 = 𝑐HOG + 𝛾 · 𝑐HBP, (10)
де 𝑐HOG – сумарний кореляцiйний вiдгук, отрима-
ний по всiм каналам FHOG ознак; 𝑐HBP – вiдгук
отриманий iз мапи правдоподiбностi знайденої шля-
хом зворотного проектування нормалiзованої гiсто-
грами 𝛽; 𝛾 – коефiцiєнт об’єднання, що враховує
ступiнь важливостi вiдгукiв.
Пiд час вiдслiдковування, для кращого присто-
сування до змiни зовнiшнього вигляду об’єкта, його
зважену гiстограму 𝛽 як i в роботi [25] має сенс
оновлювати на кожному кадрi:
𝛽(𝑡+1) = (1− 𝜂HBP) · 𝛽(𝑡) + 𝜂HBP · 𝛽, (11)
де 𝛽(𝑡+1) та 𝛽(𝑡) – зваженi гiстограми об’єкта для на-
ступного та поточного кадрiв вiдповiдно; 𝛽 – гiсто-
грама знайдена для областi розташування об’єкта
на поточному кадрi; 𝜂HBP – коефiцiєнт оновлення.
3 Експериментальнi
випробовування
3.1 Особливостi реалiзацiї методу
вiдслiдковування CISRDCF
Щоб перевiрити запропонованi вище вдосконале-
ння, у середовищiMatlab було створено програмну
реалiзацiю методу вiдслiдковування CISRDCF, яка
має параметри, що описанi в даному роздiлi.
В програмнiй реалiзацiї використовувались як
ознаки FHOG [24], так i описанi вище ознаки на
основi зворотного проектування гiстограм. Обчи-
слення ознак на кожному кадрi здiйснювалось для
видимого та iнфрачервоного каналу та формувався
об’єднаний тензор ознак з 64 каналами. Процедуру
його формування iлюструє рис. 2. В данiй проце-
дурi передбачається, що розмiри iнфрачервоного та
видимого зображень є однаковими.
Обчислення дискримiнантного фiльтру для ви-
явлення об’єкта здiйснювалось незалежно по ко-
жному каналу ознак за формулами (3), (5)–(7). При
цьому в якостi бажаного вiдгуку 𝑟 використовував-
ся гаусiан iз параметром стандартного вiдхилення
𝜎 = 0, 1. У якостi матрицi регуляризацiї 𝑤 викори-
стовувалась матриця, що має великi значення скрiзь
за межами прямокутника, який задає положення
об’єкта (рис. 3).
Великi значення у матрицi 𝑤 були прийнятi рiв-
ними 100, а значення в межах прямокутника – 0,01.
Перехiд мiж малими i великими значеннями у 𝑤
додатково згладжувався фiльтром Гауса розмiром
7 × 7 пiкселiв зi стандартним вiдхиленням 𝜎 =
0, 25. Згладжування застосовувалось для того, щоб
зробити границю областi придушення при обчислен-
нi фiльтру плавною на випадок, якщо положення
об’єкту задано неточно. В деяких експериментах
область об’єкта у матрицi 𝑤 бралася бiльшою, нiж
актуальний розмiр об’єкта, що робилося для до-
даткового включення у фiльтр невеликої кiлькостi
контекстно-фонової iнформацiї.
У формулах (5), (8)–(10) застосовувались насту-
пнi параметри: початковий крок алгоритму 𝜌(0) = 1;
максимально допустимий крок 𝜌max = 1000; коефi-
цiєнт змiни кроку 𝛽 = 30. Кiлькiсть iтерацiй при
кожному обчисленнi фiльтру складала 2. При цьому
початковi значення 𝐺(0) та 𝑈 (0) для першої iтерацiї
ADMM бралися iз результатiв обчислення фiльтру
для попереднього кадру (у роботi [22] цей пiдхiд
названо «теплим стартом»). Вiдзначимо, що таке
наближення можливе, оскiльки мiж сумiжними ка-
драми об’єкт зазвичай змiнюється досить слабко.
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Рис. 3. Типовий вигляд матрицi регуляризацiї 𝑤:
темна область мiстить малi значення i вiдповiдає
ознакам об’єкта, що не мають придушуватись при
обчисленнi фiльтра; свiтла область навпаки мiстить
великi значення, що вказує на необхiднiсть приду-
шення саме цих складових у фiльтрi, оскiльки вони
вiдповiдають ознакам фону
Щоб ефективнiше пристосовуватись до змiни
зовнiшнього виду об’єкта, як i в бiльшостi подiбних
систем вiдслiдковування [12, 14, 16, 25], на кожному
кадрi пiсля обчислення фiльтру здiйснювалось його
експоненцiальне усереднення:
𝐺(𝑡+1) = (1− 𝜂𝑓 ) ·𝐺(𝑡) + 𝜂𝑓 ·𝐺, (12)
де 𝐺(𝑡+1) та 𝐺(𝑡) – усередненi фiльтри об’єкта для
наступного та поточного кадрiв вiдповiдно; 𝐺 – зна-
чення фiльтру знайдене для розташування об’єкта
на поточному кадрi; 𝜂𝑓 – коефiцiєнт експоненцi-
альної фiльтрацiї. В цiй роботi використовувалось
𝜂𝑓 =0, 025.
Також пiсля кожного виявлення об’єкта, обчи-
слювалась нормалiзована гiстограма нової областi
розташування об’єкта та виконувалось її оновлен-
ня згiдно формули (11), при цьому застосовувався
коефiцiєнт 𝜂HBP = 0, 125.
Обчислення кореляцiйних вiдгукiв при пошуку
об’єкта здiйснювалось для FHOG ознак та ознак
на основi зворотного проектування гiстограм за
формулою (8) незалежно, в результатi чого фор-
мувалось два вiдгуки 𝑐HOG та 𝑐HBP вiдповiдно.
Фiнальний вiдгук обчислювався за формулою (10) iз
використанням коефiцiєнту об’єднання 𝛾 = 0, 55 ×
×max(𝑐HOG)max(𝑐HBP) . Параметр 0,55 було встановлено емпi-
рично.
Для пристосування до змiни розмiру об’єкта об-
числення кореляцiї проводилось на 𝑛𝑠 = 3 масшта-
бах. Коефiцiєнти масштабування при цьому визна-
чались як: 𝑠 = 1, 03𝑝, де 𝑝 = {−(𝑛𝑠−1)/2, . . . ,+(𝑛𝑠−
1)/2}.
В усiх експериментах область пошуку бралася
квадратною та бiльшою за об’єкт приблизно в 4,25
рази i далi масштабувалася так, щоб в просторi
ознак роздiльна здатнiсть каналiв не перевищувала
38× 38 пiкселiв.
Перед переходом до частотної областi до зобра-
ження в просторi ознак поканально застосовувалось
косинусне вiкно фон Хана.
3.2 Оцiнювання якостi роботи методу
CISRDCF
Оцiнювання якостi роботи створеної системи вiд-
слiдковування виконувалось на тестi VOT Challenge
VOT-RGBT2019 [13]. Цей тест включає в се-
бе 60 анотованих вiдеопослiдовностей з рiзними
об’єктами, що синхронно знятi на камеру видимого
дiапазону та тепловiзор. Роздiльна здатнiсть ка-
дрiв видимого та iнфрачервоного дiапазонiв є одна-
ковими для кожної вiдеопослiдовностi. Для оцiн-
ки якостi вiдслiдковування у тестi застосовується
три показники: точнiсть, надiйнiсть та очiкуване
усереднене перекриття [5, 8]. Всi вказанi показни-
ки розраховуються на основi значення перекриття
(overlap), пiд яким у тестi розумiється значення так
званого «перетину-над-об’єднанням» (iндекс Жака-
ра), рiвного 𝐼𝑜𝑈 = |𝑟𝑡∩𝑟GT||𝑟𝑡∪𝑟GT| , де 𝑟𝑡 – множина точок,
яка задає положення об’єкту, знайдене системою
вiдслiдковування, 𝑟GT – множина точок опорного
(еталонного) положення об’єкту, тут | · | позначає
кiлькiсть елементiв множини [25]. Точнiсть (А) –
усереднене спочатку по всiм кадрам, а потiм по всiм
вiдеопослiдовностям значення 𝐼𝑜𝑈 на тих частинах
вiдеопослiдовностей, де вiдслiдковування було ви-
знано надiйним. Надiйнiсть (R) – величина пропор-
цiйна середнiй кiлькостi зривiв вiдслiдковування.
При цьому вважається, що зрив вiдбувається тодi,
коли перекриття мiж опорним та знайденим си-
стемою положеннями стає рiвним нулю. Очiкуване
усереднене перекриття (EAO) – усереднене перекри-
ття, очiкуване для даної системи вiдслiдковування
на великiй кiлькостi фрагментiв вiдеопослiдовно-
стей приведених до певної однакової довжини [5,13].
Дана величина враховує збiльшення дисперсiї та
змiщення значення усередненого перекриття для
послiдовностей рiзної довжини. Результати тесту
впорядковуються саме за величиною EAO [13].
Результати оцiнювання запропонованої системи
вiдслiдковування (CISRDCF) за методикою VOT-
RGBT2019 наведенi у табл. 1 [13]. Зауважимо, що
у кодi поданому на тест була виявлена помилка 1.
При локалiзацiї об’єкта шляхом розрахунку кореля-
цiї з DCF фiльтром, ознаки двiчi обчислювались iз
зображення видимого дiапазону, а не з видимого та
iнфрачервоного дiапазонiв як передбачалось. Через
це оцiнка системи CISRDCF виявилась заниженою.
Щоб виправити ситуацiю, у данiй роботi наводи-
1Вихiдний код доступний за посиланням: CISRDCF-code-2019-06-09T12_56_48.961403.zip
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ться результат для скорегованої версiї системи, що
у табл. 1 позначена як CISRDCF*.
Табл. 1 Результати тестування запропонованої си-
стеми вiдслiдковування (CISRDCF) на тестi VOT-





JMMAC 0.4826 0.6649 0.8211
SiamDW-T 0.3925 0.6158 0.7839
mfDiMP 0.3879 0.6019 0.8036
FSRPN 0.3553 0.6362 0.7069
MANet 0.3463 0.5823 0.7010
MPAT 0.3180 0.5723 0.7242
CISRDCF 0.2923 0.5215 0.6904
gesbtt 0.2896 0.6163 0.6350
CISRDCF* 0.3305 0.5607 0.7483
CISRDCF (1,25) 0.3247 0.5720 0.7128
CISRDCF (1,5) 0.3373 0.5728 0.7514
* виправлений варiант системи
Як видно з табл. 1, скорегована версiя системи
CISRDCF* за надiйнiстю вiдслiдковування (пока-
зником R) є четвертою та поступається лише де-
яким нейромережним системам (SiamDW-T, mfDi-
MP) спецiально навченим для роботи з iнфрачер-
воним зображенням, а також системi JMMAC, що
також працює на основi дискримiнантного фiльтра
[10], однак додатково використовує ключовi точки
для стабiлiзацiї кадру та фiльтр Калмана [13]. При
цьому CISRDCF* за надiйнiстю (показником R) ви-
переджає FSRPN та MANet. Зауважимо, що всi на-
веденi системи є бiльш обчислювально-складними,
нiж CISRDCF*. Водночас, основним недолiком CI-
SRDCF* є невисока точнiсть локалiзацiї об’єкта, яка
обумовлена головним чином неточним оцiнюванням
масштабу. Це видно з прикладiв вiдслiдковування,
наведених на рис. 4. Тим не менш на практицi така
точнiсть все ж може вважатися прийнятною.
В рамках даної публiкацiї також було проведено
додаткове тестування впливу обсягу контекстно-
фонової iнформацiї на якiсть роботи розглянутої
системи вiдслiдковування. Для проведення зазна-
ченого тесту використовувались матрицi регуляри-
зацiї 𝑤 (рис. 3), в яких область об’єкта (область,
що не придушувалася за допомогою регуляриза-
цiї при обчисленнi фiльтру) бралася в 1,25 та 1,5
рази бiльшою за актуальний розмiр об’єкта. Ви-
пробування показали, що в такому випадку краще
обмежитись використанням тiльки ознак FHOG.
Отриманi результати тестування наведенi у двох
останнiх рядках табл. 1. З них, зокрема, видно,
що при використаннi збiльшеної в 1,5 рази областi
об’єкта i лише ознак FHOG вдається перевершити
якiсть роботи звичайної версiї CISRDCF* та на-
близитись за показником EAO до бiльш складної
нейромережної системи MANet.
Висновки
В роботi запропоновано систему вiдслiдковува-
ння об’єктiв CISRDCF для мультиспектральних вi-
деопослiдовностей. В основi даної системи лежить
дискримiнантний кореляцiйний фiльтр (DCF), який
обчислюється незалежно по каналам ознак за до-
помогою методу множникiв зi змiною напрямкiв
(ADMM) та передбачає просторову регуляризацiю
для бiльш точного кодування об’єкта у фiльтрi. За-
пропонована система передбачає можливiсть роботи
iз вiдеопослiдовностями, кадри яких мiстять одно-
часно видимий та iнфрачервоний канали. Вказана
можливiсть досягається за рахунок використання
одного i того ж набору ознак (ознак FHOG та ознак
на основi зворотного проектування гiстограм) для
каналiв видимого та iнфрачервоного дiапазонiв iз
подальшим об’єднанням отриманих ознак у єди-
ний тензор. На тестi VOT-RGBT2019 показано, що
система CISRDCF за якiстю вiдслiдковування мо-
же конкурувати iз бiльш складними рiшеннями, в
тому числi на основi нейронних мереж, а за по-
казником надiйностi навiть перевершувати деякi з
них. Крiм того, встановлено, що при використаннi
лише ознак FHOG та збiльшеннi обсягу контекстно-
фонової iнформацiї (збiльшення областi об’єкта у
матрицi регуляризацiї в 1,5 рази) вдається пiдвищи-
ти якiсть вiдслiдковування в порiвняннi з базовою
реалiзацiєю системи.
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Č. Zajc, J. Matas, M. Kristan // IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). –
2017. – P. 6309–6318.
19. Danelljan M. Beyond Correlation Filters: Learning Conti-
nuous Convolution Operators for Visual Tracking / M.
Danelljan, A. Robinson, F. S. Khan, M. Felsberg //
14th European Conference on Computer Vision – ECCV
2016. ECCV 2016. Lecture Notes in Computer Science. –
Vol. 9909. – 2016. – P. 472–488.
20. Feng L. Learning spatial-temporal regularized correlati-
on filters for visual tracking / L. Feng, C. Tian, W.
Zuo, L. Zhang, M.-H. Yang // IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). –
2018. – P. 4904–4913.
21. Varfolomieiev A. Channel-independent spatially regulari-
zed discriminative correlation filter for visual object
tracking / A. Varfolomieiev // Journal of Real-Time
Image Processing (RTIP). – 2020. – P. 1–11.
22. Boyd S. Distributed optimization and statistical learning
via the Alternating Direction Method of Multipliers /
S. Boyd, N. Parikh, E. Chu, B. Peleato, J. Eckstein //
Foundations and Trends in Machine Learning. – Vol. 3,
Iss. 1. – 2010. – P. 1–122. DOI: 10.1561/2200000016.
23. Messerschmitt D. Stationary points of a real-valued
function of a complex variable. Tech. Report, EECS, U.C.
Berkeley. – 2006.
24. Felzenszwalb P. F. Object Detection with Discriminati-
vely Trained Part Based Models / P. F. Felzenszwalb, R.
B. Girshick, D. McAllester, D. Ramanan // IEEE Trans.
Pattern Anal. Mach. Intell. (PAMI). – Vol. 32, Iss. 9. –
2010. – P. 1627–1645.
25. Bertinetto L. Staple: Complementary learners for real-
time tracking / L. Bertinetto, J. Valmadre, S. Golodetz,
O. Miksik, P. H. S. Torr // IEEE Conference on Computer
Vision and Pattern Recognition (CVPR). – 2016. –
P. 1401–1409.
26. Varfolomieiev A. Modification of the KCF tracking
method for implementation on embedded hardware
platforms / A. Varfolomieiev, O.Lysenko // International
Conference Radio Electronics & Info Communications
(UkrMiCo), Kyiv. – 2016.
References
[1] Blum R. S., Liu Z. (2006) Multi-Sensor Image Fusion and
Its Applications. CRC Press, 528 p. ISBN: 9780849334177.
[2] Zheng Y. (2011) Image Fusion and Its Applications.
InTechOpen, 242 p. ISBN: 9789533071824.
[3] Hryvachevskyi A. P., Prudyus I. N. (2018) Enhanci-
ng the Informativeness of Multi-spectral Images by
means of Multimodal Image Fusion. Visnik NTUU KPI.
Ser. Radioteh. radioaparatobuduv., Iss. 73, pp. 40–49.
DOI: 10.20535/RADAP.2018.73.40-49.
[4] Maggio E., Cavallaro A. (2011) Video tracking. Theory
and Practice. John Wiley & Sons Ltd , 294 p.
ISBN: 9780470749647.
[5] Kristan M., Matas J., Leonardis A., Felsberg M.
et al (2015) The Visual Object Tracking VOT2015
challenge results. IEEE International Conference on
Computer Vision Workshop (ICCVW), pp. 564–586.
DOI: 10.1109/ICCVW.2015.79.
[6] Kristan M., Leonardis A., Matas J. et al (2016)
The Visual Object Tracking VOT2016 challenge results.
European Conference on Computer Vision – ECCV 2016
Workshops. ECCV 2016. Lecture Notes in Computer Sci-
ence, vol. 9914, pp. 777–823. DOI: 10.1007/978-3-319-
48881-3_54.
[7] Kristan M., Leonardis A., Matas J., Felsberg M. et al
(2017) The visual object tracking VOT2017 challenge
results. ICCV2017 Workshops, Workshop on visual object
tracking challenge. DOI: 10.1109/ICCVW.2017.230.
Система вiдслiдковування об’єктiв на вiдеопослiдовностях у iнфрачервоному та видимому дiапазонах на основi . . . 15
[8] Kristan M., Leonardis A., Matas J., Felsberg M. et
al (2018) The sixth Visual Object Tracking VOT2018
challenge results. Computer Vision – ECCV 2018
Workshops. ECCV 2018. Lecture Notes in Computer Sci-
ence, vol. 11129, pp. 3–53. DOI: 10.1007/978-3-030-11009-
3_1.
[9] Nam H., Han B. (2016) Learning multi-domain convoluti-
onal neural networks for visual tracking. IEEE Conference
on Computer Vision and Pattern Recognition (CVPR),
pp. 4293–4302. DOI: 10.1109/CVPR.2016.465.
[10] Danelljan M., Bhat G., Khan F. S., Felsberg M. (2017)
ECO: Efficient convolution operators for tracking. IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 6931–6939. DOI: 10.1109/CVPR.2017.733.
[11] Bertinetto L., Valmadre J., Henriques J. F., Vedaldi A.,
Torr P. H. S. (2016) Fully-convolutional siamese networks
for object tracking. European Conference on Computer
Vision – ECCV 2016 Workshops. ECCV 2016. Lecture
Notes in Computer Science, Vol. 9914, pp. 850–865.
DOI: 10.1007/978-3-319-48881-3_56.
[12] Henriques J. F., Caseiro R., Martins P., Batista J. (2015)
High-speed tracking with kernelized correlation filters.
IEEE Trans. Pattern Anal. Mach. Intell. (PAMI), Vol. 37,
Iss. 3, pp. 583–596. DOI: 10.1109/TPAMI.2014.2345390.
[13] Kristan M., Matas J., Leonardis A., Felsberg M. et al
(2019) The Seventh Visual Object Tracking VOT2019
Challenge Results. 2019 IEEE/CVF International
Conference on Computer Vision Workshop (ICCVW).
DOI: 10.1109/ICCVW.2019.00276.
[14] Bolme D. S., Beveridge R. J., Draper B. A., Lui
Y. M. (2010) Visual Object Tracking using Adaptive
Correlation Filters. IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR), pp. 2544–2550.
DOI: 10.1109/CVPR.2010.5539960.
[15] Galoogahi H. K., Sim T., Lucey S. (2015) Correlati-
on Filters with Limited Boundaries. IEEE Conference
on Computer Vision and Pattern Recognition (CVPR),
pp. 4630–4638. DOI: 10.1109/CVPR.2015.7299094.
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Варфоломеев А. Ю., Короткий Е. В.
Представлен метод отслеживания объектов для ра-
боты на видеопоследовательностях, содержащих муль-
тиспектральную информацию. Рассмотрены возможные
способы объединения мультиспектральной информации
при решении задачи отслеживания и обосновано исполь-
зование подхода на основе объединения на уровне вычи-
сления признаков. С точки зрения на компромисс в
отношении качества и быстродействия, задачу отслежи-
вания предложено решать с помощью дискриминантных
корреляционных фильтров (DCF).
Разработан метод вычисления канально-
независимого дискриминантного корреляционного
фильтра с пространственной регуляризацией, который
основан на использовании метода множителей меняю-
щих направление (ADMM). Вычисление DCF фильтра и
локализацию объекта при этом предложено выполнять
в специальном пространстве признаков, которое исполь-
зует многоканальные признаки FHOG и признаки,
основанные на обратном проектировании взвешенной
гистограммы объекта. Указанные признаки предлагае-
тся вычислять для каждого канала соответствующего
кадра мультиспектральной видеопоследовательности
и объединять получаемые признаки в единственный
тензор объединенного пространства признаков.
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На тесте VOT Challenge RGBT2019 показано, что
реализация предложенного метода по качеству отсле-
живания может конкурировать с более сложными ре-
шениями, в том числе, основанными на нейросетевых
технологиях. В ходе экспериментов также установле-
но, что увеличение объема контекстно-фоновой инфор-
мации позволяет несколько увеличить качество отсле-
живания в сравнении с базовой реализацией предло-
женного метода, даже в случае использования только
признаков FHOG.
Ключевые слова: визуальное отслеживание объек-
тов; мультиспектральные изображения; дискриминан-
тные корреляционные фильтры (DCF); метод множи-
телей меняющих направление (ADMM)
The Object Tracker for Infrared and
Visual Bands based on Channel-
Independent Spatially-Regularized Di-
scriminative Correlation Filter
Varfolomieiev A. Y., Korotkyi I. V.
The method of visual object tracking intended for the
application on multispectral video sequences is considered.
Introduction. The possible techniques of multispectral
information fusion for visual object tracking are considered
and the use of feature based fusion approach is justified.
The tracker is suggested to be implemented using the di-
scriminative correlation filters (DCF), since this approach
is known to provide the compromise in terms of tracking
quality and speed.
Theoretic results. The method for channel-
independent discriminative correlation filter with spatial
regularization calculation based on the use of alternating
direction method of multipliers (ADMM) is proposed.
The calculation of DCF filter and the object localization
is suggested to be performed in special feature space,
which employs the multichannel FHOG features and the
features that are based on the backprojection of object
weighted histogram. In particular, we propose to calculate
the mentioned features for each channel of the respective
frame of the multispectral video sequence with subsequent
concatenation of obtained features into a single tensor,
which forms the joint feature space.
Conclusions. Using the VOT Challenge RGBT2019
subchallenge, it was shown that the implementation of
suggested method is competitive in terms of tracking
robustness with more sophisticated approaches, includi-
ng the ones that are based on the convolutional neural
networks. During the experiments, it was additionally
established that the increasing of context-background
information gives slight tracking quality improvement
compared to the basic method implementation, even when
only FHOG features are used.
Key words: visual object tracking; multispectral images;
discriminative correlation filters (DCF); alternating directi-
on method of multipliers (ADMM)
