A detection of a core-collapse supernova signal with an Advanced LIGO and Virgo gravitationalwave detector network will allow us to measure astrophysical parameters of the source. In real advanced gravitational-wave detector data there are transient noise artifacts that may mimic a true gravitational-wave signal. In this paper, we outline a procedure implemented in the Supernova Model Evidence Extractor (SMEE) that determines if a core-collapse supernova signal candidate is a noise artefact, a rapidly-rotating core-collapse supernova signal, or a neutrino explosion mechanism core-collapse supernova signal. Further to this, we use the latest available three-dimensional gravitational-wave core-collapse supernova simulations, and we outline a new procedure for the rejection of background noise transients when only one detector is operational. We find the minimum SNR needed to detect all waveforms is reduced when using three-dimensional waveforms as signal models.
I. INTRODUCTION
The first observing run of the Advanced Laser Interferometer Gravitational-Wave Observatory (aLIGO) [1] began in September 2015 and made the first direct detections of gravitational waves [2] [3] [4] . The Advanced Virgo (AdV) gravitational-wave detector joined the advanced detector network during the second observing run in August 2017 [5] .
Core-collapse supernovae (CCSNe) are expected to emit gravitational waves in the sensitivity range of advanced gravitational-wave detectors [6] . Although no CCSNe have currently been detected by gravitationalwave detectors, previous studies indicate that an advanced detector network may be sensitive to these sources out to the Large Magellanic Cloud (LMC) [7, 8] . A CCSN would be an ideal multi-messenger source for aLIGO and AdV, as neutrino and electromagnetic counterparts to the signal would be expected. The gravitational waves are emitted from deep inside the core of CCSNe, which may allow astrophysical parameters, such as the equation of state (EOS), to be measured from the reconstruction of the gravitational-wave signal.
During the advanced detector observing runs, the Supernova Model Evidence Extractor (SMEE) is used as a parameter estimation follow-up tool for any potential gravitational-wave signal candidates that are identified by the gravitational-wave searches, or from alerts sent by electromagnetic and neutrino detectors [9, 10] . The main purpose of SMEE is to identify the CCSN explosion mechanism. Zero age main sequence (ZAMS) stars, with masses 8 M < M < 100 M , form electron-degenerate cores. The star's nuclear burning stops when the core of the star is composed of iron nuclei, and then collapses when the star's core mass reaches the effective Chandrasekhar mass [11, 12] . The collapse of the core will continue until the core reaches nuclear densities. The EOS stiffens above nuclear density, the inner core then rebounds, and a shock wave is launched outwards from the core. The shock then loses energy by nuclear dissociation and the emission of neutrinos from the optically thin regions. The shock then stalls and becomes an accretion shock, which must be revived within ∼ 0.5 − 3 s, or the star will not explode, and will form a black hole as matter is accreted on to the proto-neutron star [13] . The explosion mechanism needed to revive the shock is currently not well understood, and may be determined from the reconstructed waveform of a CCSN signal detected with an advanced gravitational-wave detector network.
CCSNe simulations are difficult and computationally expensive, therefore only a small number of simulated CCSN gravitational-wave signals are available at this time. Common features have been identified in some of the available CCSN simulations. This allows us to identify signals, without robust knowledge of the phase, by associating different features with different explosion mechanisms. SMEE applies principal component analysis (PCA) via singular value decomposition to catalogues of CCSN waveforms. The principal components (PCs) can then be linearly combined to create signal models that represent each explosion mechanism. Bayesian model selection via nested sampling [14, 15] , can then be applied to determine the most likely explosion mechanism of the gravitational-wave signal.
The first attempt to reconstruct a CCSN gravitationalwave signal without knowledge of the waveform was carried out by Summerscales et al. [16] , and the first attempt to decompose a CCSN waveform catalogue into its main features was by Brady et al. [17] , who used a Gram-Schmidt decomposition. Heng [18] was the first to apply PCA to CCSN waveforms, using waveforms from the Dimmelmeier et al. [19] waveform catalogue, and Röver et al. [20] were the first to combine PCA with Bayesian data analysis techniques for CCSN waveform reconstruction. Similar techniques have been used to extract physical parameters of gravitational-wave signals from binary systems [21] [22] [23] [24] [25] , and in characterizing noise sources in gravitational-wave detectors [26, 27] .
The first SMEE study (see Logue et al. [10] ) considered signals from neutrino-driven convection (the neutrino mechanism) [28] , rapidly-rotating core-collapse (the magnetorotational mechanism) [19] , and proto-neutron star pulsations (the acoustic mechanism) [6, 29] . The signals were added, injected, in Gaussian noise for a single aLIGO detector. A second study by Powell et al. [9] considered only signals from the neutrino and magnetorotational mechanisms using a three detector network. Real aLIGO and AdV noise taken during the initial detector science runs was used with the noise sensitivity altered to match the advanced detectors design sensitivity. Although the second SMEE study gave a more realistic estimate of how well the explosion mechanism can be determined, there are still some assumptions made in the analysis that do not match what we would expect from a real CCSN signal candidate. The second SMEE study assumes that it is already known that the signal belongs to one of the explosion mechanisms considered by SMEE. In real advanced gravitational-wave detector data there are transient noise artifacts, known as glitches, that may mimic a true gravitational-wave signal.
In this paper, we outline a new procedure that allows us to determine if a CCSN signal candidate is a glitch before the CCSN explosion mechanism is determined. Further to this, we update SMEE to use the latest available three-dimensional gravitational-wave core-collapse supernova simulations. Two-dimensional rapidly-rotating core-collapse waveforms are still a good approximation for three-dimensional rapidly-rotating waveforms, as non-axisymmetric instabilities occur after the signal bounce. However, three-dimensional neutrino mechanism waveforms exhibit different features to two-dimensional waveforms. Therefore, two-dimensional neutrino mechanism waveforms are not a good representation of what we expect to observe as astrophysical CCSNe are three-dimensional. This paper is structured as follows: In Section II, we give a brief description of the CCSN waveforms used in this study. In Section III, we describe the SMEE parameter estimation algorithm. In Section IV, we determine the ideal number of PCs to use when creating the signal models for SMEE. In Section V, we show the result expected from SMEE when no signals are present in the data. In Section VI, we determine the minimum signal to noise ratio (SNR) needed for SMEE to detect CCSN waveforms. In Section VII, we outline the analysis performed to test the improvements to the SMEE algorithm. In Section VIII, we provide the results for a single and multi detector analysis when signals are included in the model, and in Section IX, we provide the results when signals are not included in our model. A summary and discussion is provided in Section X.
II. CCSN WAVEFORMS
In this paper, we consider two different possible explosion mechanisms for CCSNe. They are the magnetorotational explosion mechanism, where the explosion is powered by strong rotation and magnetic fields, and the neutrino explosion mechanism, where energy from neutrinos power the explosion. In this section, we give a brief description of the representative CCSNe waveforms from each mechanism that are used in this paper.
A. Neutrino mechanism
The neutrino mechanism is currently accepted as the most likely explosion mechanism for CCSNe. Current reviews of the mechanism are given in [34, 35] . Neutrinos contain most of the energy, ∼ 99%, released during the core-collapse [12] . The neutrino mechanism involves some of the energy from the neutrinos being reabsorbed behind the initial shock to power the explosion. The gravitational-wave signals typically contain features produced by turbulence. This turbulence can be produced by convection and the standing accretion shock instability (SASI) [30, [36] [37] [38] [39] . The signals have a typical duration of ∼ 0.3−2 s, although some simulations are stopped early. The typical gravitational-wave energy of the explosions is 10 −11 − 10 −9 M , which leads to an amplitude of ∼ 10 −22 for a source at 10 kpc. Andresen et al. [33] produce four CCSN gravitationalwave signals for the first few hundred milliseconds after bounce. They are three-dimensional simulations, with multi-group neutrino transport, and ZAMS masses of 11.2 M , 20 M and 27 M . There are 3 failed explosions, one at each ZAMS mass, referred to as models s11, s20 and s27, and a successful explosion with a 20 M progenitor, referred to as model s20s. The gravitational-waves for the 11.2 M progenitor are convection-dominated, and the gravitational waves for the higher mass progenitors are SASI-dominated. They find that the SASI-dominated models are clearly distinguishable from the lower mass convection-dominated model by strong low-frequency emission between 100 − 200 Hz.
They find that both the convection-and SASI-dominated models show gravitational-wave emission above 250 Hz, but their gravitational-wave amplitudes are much lower than previous two-dimensional simulations. The s20 model, scaled to a distance of 10 kpc, is shown in Figure 1 . The gravitational-wave amplitude is larger for the exploding model.
Kuroda et al. [30] carry out fully relativistic threedimensional simulations of a 15 M progenitor star with three different EOS. They are DD2 and TM1 [40] and SFHx [41] . We use two of these models which we refer to as SFHx and TM1. The simulations stop at around ∼ 350 ms after bounce. Figure 1 shows the waveform simulated with the SFHX EOS, scaled for a distance of 10 kpc. They find that the stiffness of the EOS creates significant changes in the SASI, and that the gravitational-wave frequency increases with time due to accretion on to the proto-neutron star.
Müller et al. [31] performed three-dimensional simulations of three neutrino-driven CCSNe. They use grey neutrino transport and start the simulations after core bounce. There are three waveform models that we refer to as L15, W15 and N20. Their masses are 15 M , 15 M and 20 M , respectively. The L15 model is shown in Figure 1 . Proto-neutron star convection occurs at late times in the signals.
B. Magnetorotational mechanism
Rapidly-rotating CCSNe are highly energetic, and may be associated with high energy events, such as hypernovae and gamma ray bursts. Hypernovae are expected to be ∼ 1% of all CCSNe [42] . When core-collapse to a proto-neutron star occurs, it may result in spinup of the stellar core by a factor of ∼ 1000 [43] . The rapidly-rotating pre-collapse core results in a millisecond period proto-neutron star, which if combined with a magnetar strength magnetic field could power a strong CCSN explosion. The main feature of rapidly-rotating gravitational-wave signals is a spike at core bounce. They are shorter in duration than the neutrino mechanism signals and generally an order of magnitude larger in amplitude.
Scheidegger et al. [32] performed three-dimensional magnetohydrodynamical simulations of 25 gravitationalwave signals, using a leakage scheme for neutrino transport. They use a 15 M progenitor star, and the Lattimer-Swesty EOS [44] . An example Scheidegger waveform is shown in Figure 1 . The waveforms contain only h + around the spike at core bounce, and the h × polarization starts a few ms later. As Scheidegger et al. use a variety of rotations in their simulations, from nonrotating to extremely rapidly-rotating, we discard the 10 simulations with the slowest rotation values leading to 15 rapidly-rotating waveforms available for use in SMEE.
We refer to these waveforms as Sch1-15.
III. SMEE
SMEE is designed as a parameter estimation follow-up analysis for possible detection candidates identified by gravitational-wave burst searches and external triggers, such as neutrinos, optical etc. SMEE is implemented in the LIGO data analysis software package LALInference [45] , which is part of the LSC Algorithm Library (LAL) [46] .
A. Finding a signal
To determine the explosion mechanism of a CCSN signal, SMEE will need to know the time at which the signal is expected to occur in the data. A detection of neutrinos from the source could give the time of the source with millisecond accuracy [47, 48] . It is possible that there could be a CCSN signal candidate that does not have any information from neutrinos. In this case it would not be possible to determine the time of the source with high levels of accuracy.
If there is no neutrino signal then an on-source window can be calculated from electromagnetic observations of the supernovae. In the first gravitational-wave targeted search for CCSNe the on-source windows for the sources considered were 5.12 days, 1.26 days, 11.64 days and 1.52 days [7] . It would be too computationally expensive for SMEE to search for the signal over that length of time. In this case SMEE would follow-up triggers from the targeted supernova searches. It is also possible that a CCSN signal candidate could be identified by the all-sky un-modelled searches for gravitational-wave burst signals [49] [50] [51] .
In this paper, we assume the time of the signal is known due to a coincident neutrino detection. We also use search background triggers produced by Coherent WaveBurst (cWB) [49, 50] . The cWB algorithm whitens the data and converts to the time-frequency domain using the Wilson-Daubechies-Meyer wavelet transform [52] . Data from multiple detectors are then combined coherently to obtain a time-frequency power map. A signal is identified as a cluster of time-frequency data samples with power above some noise threshold. The signal waveforms in both detectors can then be reconstructed using a constrained likelihood method [53] . More information about how cWB is used in the search for CCSNe can be found in [7] .
B. Signal Models
SMEE is updated to use the latest available CCSN waveforms during the analysis of advanced gravitationalwave detector CCSN detection candidates. For the magnetorotational mechanism, the plus polarization of threedimensional waveforms from Scheidegger et al. [32] are used. The waveforms from Scheidegger et al. are ∼ 100 ms longer in duration than the two-dimensional waveforms used in the previous SMEE papers [9, 10] , allowing SMEE to reconstruct a longer part of the signal.
For the neutrino mechanism signal model, the plus polarization is used from a combination of threedimensional waveforms simulated by Müller et al. [31] , Andresen et al. [33] , and Kuroda et al. [30] . There are three waveforms from Müller et al. [31] , four waveforms from Andresen et al. [33] , and two waveforms from Kuroda et al. [30] . This gives a total of 9 threedimensional waveforms used to make the neutrino mechanism signal models. Any new waveforms that become available before the gravitational-wave detectors reach their design sensitivity will be added to the relevant models. Increasing the number of available waveforms will increase the accuracy of SMEE.
Singular value decomposition is applied to a matrix containing the time-series waveforms to identify the most important features of the different explosion mechanisms. As for the two-dimensional PCs used in [9] , created from waveforms simulated by Dimmelmeier et al. [19] , the Scheidegger waveforms are aligned at the spike at core bounce before PCA is applied. The three-dimensional neutrino mechanism waveforms are aligned at the start of the gravitational-wave emission, with t = 0 as shown in Figure 1 . This is because it is difficult to identify common features in the time series that are a good place to align the waveforms. This can be changed in the future when SMEE is updated to use spectrograms. In a spectrogram it is easier to see common features, such as g-modes, that can be used to align waveforms. Both sets of waveforms are then zero padded to make them the same length. We search over three seconds of data, as this is large enough to account for differences in the definition of t=0 between the different models, the neutrino triggers and gravitational wave search triggers.
PCA can be used to transform a collection of waveforms into a set of orthogonal basis vectors called principal components (PCs). The first few PCs represent the main features of a set of waveforms, therefore allowing for a dimensional reduction of the data set. By applying SVD to the original data matrix D, where each column corresponds to a supernova waveform, the data can be factored such that
where U and V are matrices of which the columns are comprised of the eigenvectors of DD T and D T D, respectively. Σ is a diagonal matrix with elements that correspond to the square root of the eigenvalues. The orthonormal eigenvectors in U are the PCs. As the PCs are ranked by their corresponding eigenvalues in Σ, the main features of the data set are contained in just the first few PCs. Each waveform, h i , in the data set can be reconstructed using a linear combination of the PCs, mul- 
The first four PCs used to represent each explosion mechanism. For the magnetorotational signal model, 15 waveforms from Scheidegger et al. [32] are used. The main feature of the PCs is the spike at core bounce. The neutrino mechanism signal model is made from a mixture of waveforms simulated by Andresen et al. [33] , Kuroda et al. [30] and Müller et al. [31] . Turbulent features, such as convection and SASI, are the main features of the waveforms. Each PC is multiplied by an amplitude scale factor during the analysis.
tiplied by their corresponding PC coefficients. A more detailed description of how SMEE works is given in the previous SMEE studies [9, 10] .
The first four PCs for each mechanism are shown in Figure 2 . The main feature of the magnetorotational PCs is the spike at core bounce. Most of the gravitationalwave emission in the neutrino mechanism PCs is contained in the first 1 s.
C. Model selection
Bayesian model selection is used to calculate Bayes factors that allow us to distinguish between two competing models. The Bayes factor, B S,N , is given by the ratio of the evidences,
where M S and M N are the signal and noise models, respectively. The evidence is given by the integral of the likelihood multiplied by the prior across all parameter values. For a large number of parameters the evidence integral can become difficult. This problem is solved using a technique known as nested sampling. A more detailed description of nested sampling can be found in [15, 45, 54] . The log signal vs. noise Bayes factors for the individual models can be subtracted to obtain a new log Bayes factor (logB M agRot−N eu ) that determines the explosion mechanism. If logB M agRot−N eu is positive then the signal is a magnetorotational mechanism signal, and if logB M agRot−N eu is negative then the signal is a neutrino mechanism signal.
D. Rejecting noise transients
A test that can be performed to determine if the signal is a real astrophysical signal or a glitch is the Bayesian coherence test [54] . To perform the coherence test, we calculate a coherent vs. incoherent signal or noise Bayes factor B C,IN . First, the evidence must be calculated coherently, as in the previous SMEE analysis. The coherent evidence Z C , with combined data d from all detectors, which contains a coherent signal S C with parameters θ, is given by,
For an incoherent signal, each of the N detectors contains a signal which can be described by different parameters for each detector. The incoherent evidence Z I is then given by,
The coherent vs. incoherent Bayes factor B C,I can then be calculated as,
This can be extended to include a noise model. The incoherent or noise evidence Z IN is given by,
where Z 1 S is the signal evidence for detector 1, Z 1 N is the noise evidence for detector 1, Z 2 S is the signal evidence for detector 2, and Z 2 N is the noise evidence for detector 2. The coherent vs. incoherent or noise Bayes factor B C,IN is then given by,
It is only possible to perform the coherence test when at least two gravitational-wave detectors are operational. When only a single detector is operational, SMEE can distinguish between glitches and CCSN signals by creating signal models for typical glitches. This is achieved by applying the same PCA technique applied to the CCSN waveforms to the time series of glitches found in the detector noise. Bayes factors can then be calculated to determine if the signal candidate is a CCSN or a glitch [26, 27] . This is a new approach that has not previously been used to reject background signals in single gravitational-wave detectors.
IV. DETERMINING THE IDEAL NUMBER OF PCS
To determine the ideal number of PCs, the same method used in [9] is applied to the new PCs used in this study. Figure 3(a) shows how the log signal vs. noise Bayes factors increase as the number of PCs is increased for the magnetorotational model. Five representative waveforms are selected from the Scheidegger et al. waveform catalogue that span the full parameter range of the catalogue. Each of the waveforms are injected with a network SNR of 17. We use 24 hours of detector noise from the Initial LIGO S5 science run [55] and the Virgo VSR2 run, which has been recoloured to match the expected design sensitivity of the detectors [8, 56] . Figure 3 (c). The explained variance is the normalized cumulative sum of the eigenvalues calculated whilst making the PCs. It tells us how much of the total variance in the entire data set is encompassed in each PC. We use 5 PCs for the magnetorotational explosion mechanism, as the variance encompassed in each PC increases more slowly after this number. Figure 3 (b) shows how the signal vs. noise log Bayes factors increase as the number of PCs is increased for the neutrino mechanism signal model. As for the Scheidegger waveforms, five representative waveforms that span the parameter space are injected with an SNR of 17 in the recoloured detector noise. The injected waveforms are W15, N20, s11, s20 and SFHX. The number of PCs needed for a good reconstruction of the waveforms has a lot of variety between the different waveforms. The W15 model requires 2 PCs, and the s11 model requires 8 PCs to achieve the optimal log Bayes factor. This means that the different three-dimensional neutrino mechanism waveforms do not share many common features in their time-series morphologies. The variance curve for the neutrino mechanism PCs is shown in Figure 3(d) . There is no clear change in the variance curve that could indicate the ideal number of PCs. So that all waveforms will be well represented by the neutrino mechanism signal model in SMEE, 8 PCs are used for the three-dimensional neutrino mechanism signal model.
V. NOISE ONLY
As the signal models in SMEE are now created using three-dimensional CCSN waveforms, the result expected in the absence of a signal has changed since the previous result presented in [9] . Therefore, in this section we recalculate the result expected from SMEE when no signals are present in the data. To achieve this, we run SMEE using both signal models on 1000 instances of Gaussian The variance curve for the magnetorotational waveforms, and (d) is the variance curve for the neutrino mechanism waveforms. We choose 5 PCs for the magnetorotational mechanism as this corresponds to the 'knee' of the variance curve. We choose 8 PCs for the neutrino mechanism as this value gives a high Bayes factor for all neutrino mechanism waveforms.
aLIGO and AdV design sensitivity noise, and 1000 instances of recoloured noise.
The results are shown in Figure 4 . In Gaussian noise, when no signal is present we expect SMEE to produce a signal vs. noise log Bayes factor of ∼ −1 and ∼ −2 using the magnetorotational and neutrino signal models, respectively. In the recoloured noise, when no signal is present we expect SMEE to produce a signal vs. noise log Bayes factor of ∼ 0 using the magnetorotational or neutrino signal model. The log Bayes factors are higher in real detector noise due to the non-Gaussian, non-stationary noise features. Due to the spread in the Bayes factors, when no signal is present we only consider a signal to be detected if logB S,N > 10.
VI. MINIMUM SNR
Understanding the minimum network SNR needed by SMEE is important, as the explosion mechanism cannot be determined for a signal that is not detected. The minimum network SNR needed for SMEE to detect CCSN signals is shown in Figure 5 . We select 5 representative waveforms from each explosion mechanism. For the magnetorotational explosion mechanism, we select 5 waveforms from the Scheidegger et al. waveform catalogue. For the neutrino explosion mechanism, we select the 3 waveforms from Müller et al., and the s20 and s20s progenitor waveforms from Andresen et al.. All of the waveforms are injected into aLIGO and AdVirgo noise recoloured to design sensitivity at the same GPS time and sky position. The distance of each signal is then changed 
FIG. 4:
The distributions of Bayes factors for 1000 instances of simulated aLIGO and AdVirgo design sensitivity noise and real recoloured noise. In Gaussian noise, when no signal is present we expect SMEE to produce a signal vs. noise log Bayes factor of ∼ −1 or ∼ −2 using the magnetorotational and neutrino signal models, respectively. In real noise, when no signal is present we expect SMEE to produce a signal vs. noise log Bayes factor of ∼ 0 using the magnetorotational or neutrino signal models.
to increase the network SNR values.
To see the improvement in minimum SNR gained by using signal models created from three-dimensional waveforms instead of two-dimensional waveforms, we calculate the minimum SNR needed using the old signal models used in [9] . The results are shown in the top two panels in Figure 5 . A signal is considered as being detected by SMEE if the signal verses noise log Bayes factor is larger than 10. We find with the old signal models that the average SNR needed to detected the magnetorotational waveforms is SNR ∼ 12, and the average SNR needed to detect the neutrino mechanism waveforms is SNR ∼ 35.
To ensure the robustness of the result, threedimensional waveforms that were not included in the PCs are used. As there are currently no more available threedimensional waveforms that can be used for this test, the PCs are made again leaving out the signal that we want to measure the minimum SNR for. 7 PCs are then used for each different signal model. The left out signals are injected in recoloured noise, and the distance of each signal is then changed to increase the network SNR values.
The results are shown in the bottom two panels of Figure 5 . Updating SMEE to three-dimensional signal models has increased the sensitivity of SMEE for all types of CCSN waveforms used in this study. The average SNR needed for detection has now decreased to SNR ∼ 9 for the magnetorotational model, and the average SNR needed to detect neutrino mechanism waveforms has decreased to SNR ∼ 27. We expect the minimum SNR value to decrease further as more neutrino mechanism waveforms are simulated and more robust common features are identified.
VII. ANALYSIS
As in previous sections, we use 24 hours of the detector noise from the Initial LIGO S5 science run [55] and the Virgo VSR2 run, which has been recoloured to match the expected design sensitivity of the detectors [8, 56] . We add simulated signals to the recoloured S5 data. The first is 928 injections of the magnetorotational Scheidegger et al. waveform models Sch 5 and Sch 13. The second is 928 injections of the neutrino mechanism Müller et al. waveform models L15 and N20. To demonstrate how SMEE can reject glitches we use the 1000 loudest background events found by cWB in the 24 hours of data used in this study.
The magnetorotational waveforms are injected at a distance of 10 kpc, and the neutrino waveforms are injected at 2 kpc, as their gravitational-wave emission has a smaller amplitude, and the SNR needs to be large enough for the injections to be detected by SMEE. The SNR values of the magnetorotational and neutrino mechanism injections and the background triggers are shown in Figure  6 . The SNR varies due to the antenna pattern and the quality of the data. The neutrino mechanism waveforms and the background triggers are all mainly below SNR 30. There are a few background triggers with an SNR as high as 80. The magnetorotational signals reach SNR values up to ∼ 140.
As the distances used for the astrophysical signals are small enough that we would expect neutrinos to be detected from the source, we assume that the arrival time and sky position of the source are known. We treat the background triggers as potential candidates provided by the all-sky burst searches. In the top two figures we use the signal models created from the two-dimensional waveforms in [9] . In the bottom two figures we use the new signal models created from three-dimensional waveforms. The dashed line shows the threshold for a detection. We find the minimum SNR needed to detect all models is improved by using the three-dimensional waveforms. 
VIII. RESULTS FOR SIGNALS INCLUDED IN MODEL A. Glitch rejection
Using both the magnetorotational and neutrino mechanism signal models we calculate signal vs. noise and coherent vs. incoherent Bayes factors for all of the signals used in this study. The aim is to reject signal candidates that are created by glitches in the detector before any further analysis of the signal. We start the analysis using signals that are included in the model, as these are the models that would be used for a real detection candidate, and it will demonstrate the current best possible results that can be obtained with SMEE. Including the injected signal in the model will produce better results than we would expect from a real CCSN signal candidate, as it is unlikely a real signal would be an exact match for one of the current available simulations. The results are shown in Table I . There are 686 L15 neutrino mechanism waveforms and 190 N20 neutrino mechanism waveforms correctly identified as signals when using the correct neutrino mechanism signal model. There are 226 L15 and 724 N20 signals that could not be distinguished from noise at 2 kpc. A further 16 L15 and 14 N20 signals were incorrectly classified as being glitches. This occurs when the SNR in one or more of the detectors is below SNR 8. For the magnetorotational signals Sch 5 and Sch 13, all of them were detected and none were mis-classified as glitches when using the correct signal model. The improvement for the magnetorotational signals is due to their higher SNR at the larger distance of 10 kpc.
Using both the magnetorotational and neutrino mechanism signal models, all 1000 coincident glitches were rejected as potential signal candidates. The majority of glitches were classified as background noise. There are 163 and 97 glitches with a positive signal vs. noise Bayes factor, for the neutrino and magnetorotational models respectively, which failed the coherence test and are therefore classified as glitches.
B. Single detector glitch rejection
The method implemented in the previous section for the rejection of glitches relies on multiple detectors being operational at the time that the signal candidate occurs. As the detectors do not have 100% duty cycles it is possible that only one detector may be operational when a signal occurs.
Here we outline how SMEE can be used to reject glitches in a single detector. We use the same signals and background triggers included in the previous section in Livingston detector data only. To determine if the signal candidate is a signal or glitch we create a signal model for glitches by applying PCA to the time series waveforms of the first 10 glitches that occur in the detector data. This method has been previously applied in detector characterization studies [26, 27] The results are shown in Table II . For the neutrino mechanism L15 signals, when using the correct neutrino mechanism signal model 320 of the signals are detected and none are mis-classified as glitches. For the neutrino mechanism N20 signals, when using the correct neutrino mechanism signal model 173 of the signals are detected and none are mis-classified as glitches. 
C. Determining the explosion mechanism
Once it has been determined that the signal candidates were not glitches or background noise we determine the explosion mechanism of all of the candidates classified as signals. This is achieved by comparing the Bayes factor values for the two models. A signal is considered as being magnetorotational if logB M agRot−N eu > 10 and is considered to be neutrino mechanism if logB M agRot−N eu < −10. If the signal is between -10 and 10 then it is not possible to confidently determine what the explosion mechanism of the signal is.
A histogram of the Bayes factors is shown in Figure 7 . For the three detector network, all of the magnetorotational signals were correctly identified as being magnetorotational. SMEE could not determine the explosion mechanism for 39 of the neutrino mechanism signals. All the others were correctly identified as neutrino mechanism signals.
For the single detector case, it was not possible to determine the explosion mechanism of 9 of the magnetorotational signals. All of the other injections were correctly To test the robustness of the result, three-dimensional waveforms that were not included in the PCs are used. As there are currently no more available three-dimensional waveforms that can be used for this test, the PCs are made again leaving out signals from each of the explosion mechanisms. The waveforms left out of the signal models are the magnetorotational waveforms Sch 5, and the neutrino mechanism waveform L15. We use 7 PCs to represent each explosion mechanism.
A. Glitch rejection
As in the previous sections, we inject the signals left out of the models, L15 and Sch 5, at 928 GPS times spread over the 24 hours of aLIGO and AdV recoloured detector noise. The results are shown in Table III 
B. Single detector glitch rejection
In this sub-section we determine how well SMEE can reject single detector glitches when the signal is not included in the model. As in the previous sub-section, the signals left out of the models are L15 and Sch 5. We then calculate Bayes factors to determine if the signal candidates are glitches or real signals.
The results are shown in Table IV . For the neutrino mechanism L15 signals, when using the correct neutrino mechanism signal model 153 of the signals are detected and 34 are mis-classified as glitches. The number of neutrino mechanism waveforms mis-classified is larger when the signal is not included in the model. For the Sch 5 magnetorotational signals there are 741 signals that are detected and 1 is mis-classified as a glitch. Only 1 of the glitches are mis-classified as being a signal when using the neutrino mechanism model or the magnetorotational mechanism model.
C. Determining the explosion mechanism
After the glitch rejection we determine the explosion mechanism for the remaining signal candidates in a single detector and a three detector network. As in the previous sections, a signal is considered as being magnetorotational if logB M agRot−N eu > 10 and is considered to be a neutrino mechanism signal if logB M agRot−N eu < −10.
The results are shown in Figure 8 . For the three detector network, it was not possible to determine the explosion mechanism of 7 of the magnetorotational signals. All the other magnetorotational signals were correctly identified as being magnetorotational mechanism signals. It was not possible to determine the explosion mechanism of 30 of the neutrino mechanism signals. All other neutrino mechanism signals were correctly identified as being neutrino explosion mechanism signals. The number of waveforms for which the explosion mechanism could not be determined is similar to the previous results when the signal is included in the model.
In the one detector network, it was not possible to distinguish the explosion mechanism for 10 magnetorotational waveforms and 75 neutrino waveforms. This is a larger number of neutrino mechanism signals than the previous results where the signal is included in the model. The explosion mechanism was correctly determined for all other waveforms detected in a single detector.
X. DISCUSSION
During the advanced gravitational-wave detector observing runs, SMEE is used as a parameter estimation follow-up tool for potential CCSN signal candidates that are identified by the gravitational-wave searches, or from alerts sent by electromagnetic and neutrino detectors. In this paper, we update the signal models in SMEE to use three-dimensional neutrino mechanism and magnetorotational mechanism waveforms. Improvements to CCSN simulations have advanced rapidly in recent years, and using the latest available waveforms will maximise the potential for a gravitational-wave CCSN detection and measurement of the signals astrophysical parameters. A more robust result will be possible in the future as more three-dimensional CCSN simulations become available. The minimum SNR needed to detect the three-dimensional waveforms was improved by using signal models created from the three-dimensional waveforms.
A real CCSN gravitational-wave signal candidate could potentially be a glitch in the detector noise. In this paper, we test the ability of SMEE to reject a gravitational-wave signal candidate if it is created by a glitch. It is shown that glitches can be eliminated as CCSN candidates by using Bayes factors to determine if the signal is coherent between all of the detectors being considered. Furthermore, we have outlined a new procedure for rejecting glitches when only one detector is operational. This could be extended further as a method for the detection of other types of gravitational-wave signals.
Current searches for gravitational waves from CCSNe use a signal model that is generic and assumes no previous knowledge of what features should be expected in the signal [7, 8] . SMEE is a partially modelled method that assumes knowledge of the signal features. If the model is correct then we expect it to be more sensitive than the unmodelled searches. If the knowledge we are assuming about the signal is wrong then the unmodelled searches will have the better sensitivity.
Currently it would not be possible for SMEE to replace the unmodelled supernova searches as an estimation of the significance of our detection would be too computationally expensive. This may be possible in the future with improvements to the speed of the algorithm. It is still important for us to show what parameter estimation methods can detect independently of the unmodelled searches, because the unmodelled searches only estimate the frequency, duration and amplitude of the signal. Methods designed to measure other astrophysical parameters need to be able to detect the signal to add further astrophysical information.
In the future, we plan to apply PCA to spectrograms of the waveforms so that unreliable phase information will not be included in the signal models. As the CCSN rates are low for ground based advanced gravitationalwave detectors, it will be important to test the capability of SMEE for the next generation of gravitational-wave detectors. 
