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Abstract. A deep learning model trained on some labeled data from a
certain source domain generally performs poorly on data from different
target domains due to domain shifts. Unsupervised domain adaptation
methods address this problem by alleviating the domain shift between
the labeled source data and the unlabeled target data. In this work,
we achieve cross-modality domain adaptation, i.e. between CT and MRI
images, via disentangled representations. Compared to learning a one-to-
one mapping as the state-of-art CycleGAN, our model recovers a many-
to-many mapping between domains to capture the complex cross-domain
relations. It preserves semantic feature-level information by finding a
shared content space instead of a direct pixelwise style transfer. Domain
adaptation is achieved in two steps. First, images from each domain
are embedded into two spaces, a shared domain-invariant content space
and a domain-specific style space. Next, the representation in the content
space is extracted to perform a task. We validated our method on a cross-
modality liver segmentation task, to train a liver segmentation model on
CT images that also performs well on MRI. Our method achieved Dice
Similarity Coefficient (DSC) of 0.81, outperforming a CycleGAN-based
method of 0.72. Moreover, our model achieved good generalization to
joint-domain learning, in which unpaired data from different modalities
are jointly learned to improve the segmentation performance on each
individual modality. Lastly, under a multi-modal target domain with
significant diversity, our approach exhibited the potential for diverse im-
age generation and remained effective with DSC of 0.74 on multi-phasic
MRI while the CycleGAN-based method performed poorly with a DSC
of only 0.52.
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1 Introduction
Deep neural networks have been very successful in a variety of computer vi-
sion tasks, including medical image analysis. The majority of neural networks
conduct training and evaluation on images from the same distribution. However,
real-world applications usually face varying visual domains. The distribution dif-
ferences between training and test data, i.e. domain shifts, can lead to significant
performance degradation. Data collection and manual annotation for every new
task and domain are time-consuming and expensive, especially for medical imag-
ing, where data are limited and are collected from different scanners, protocols,
sites, and modalities. To solve this problem, domain adaptation algorithms look
to build a model from a source data distribution that performs well on a different
but related target data distribution [12]. In the context of medical image anal-
ysis, most prior studies on domain adaptation focus on aligning distributions of
data from different scan protocols, scanners, and sites [4,9,11]. Related literature
is relatively limited when it comes to different modalities.
In clinical practice, various imaging modalities may have valuable and com-
plementary roles. For example, as a fast, less expensive, robust, and readily
available modality, computed tomography (CT) plays a key role in the routine
clinical examination of hepatocellular carcinoma (HCC), but has the disadvan-
tages of radiation exposure and relatively low soft-tissue contrast. Magnetic reso-
nance imaging (MRI) provides higher soft-tissue contrast for lesion detection and
characterization but is more expensive, time-consuming, less robust, and more
prone to artifacts. In practice, both multiphase contrast-enhanced MRI and CT
may be used in the diagnosis and follow-up after treatment of HCC, and often
require the same image analysis tasks, such as liver segmentation. While MRI
acquisitions include more complex quantitative information than CT useful for
liver segmentation, they are often less available clinically than CT images [8].
Thus, it would be helpful if we could learn a liver segmentation model from the
more accessible CT data that also performs well on MRI images.
Given the significant domain shift, cross-modality domain adaptation is quite
difficult (see Fig. 1). One promising approach utilizes CycleGAN, a pixel-wise
style transfer model, for cross-modality domain adaptation in a segmentation
task [3]. Compared to feature-based domain adaptation, it does not necessarily
maintain the semantic feature-level information. More importantly, the cycle-
consistency loss implies a one-to-one mapping between source domain and target
domain and leads to lack of translated output diversity, generating very similar
images. It thus fails to represent the complex real-world data distribution in
the target domain and likely degrades the performance of segmentation or other
follow-up analysis [5].
Our goal is to achieve domain adaptation between CT and MRI while main-
taining the complex relationship between the two domains. Our model assumes
the mapping to be many-to-many and learns it by disentangling the representa-
tion into content and style. A shared latent space is assumed to be found for both
domains that preserves the semantic content information. Our main contribu-
tions are listed as follows. This is the first to achieve unsupervised domain adap-
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tation for segmentation via disentangled representations in the field of medical
imaging. Our model decomposes images across domains into a domain-invariant
content space, which preserves the anatomical information, and a domain-specific
style space, which represents modality information. We validated the superior
performance of our model on a liver segmentation task with cross-modality do-
main adaptation and compared it to the state-of-art CycleGAN. We also demon-
strated the generalizability of our model to joint-domain learning and robust
adaptation to a multi-modal target domain with large variety.
2 Methodology
2.1 Assumptions
Let x1 ∈ X1 and x2 ∈ X2 be images from two domains, which differ in visual
appearance but share common semantic content. We assume there exists a map-
ping, potentially many-to-many instead of deterministic one-to-one, between X1
and X2. Each image xi from Xi can be embedded into and generated from a
shared semantic content space c ∈ C that is domain-invariant and a style code
si ∈ Si that is domain-specific (i = 1, 2) [2]. Specifically, MRI and CT of the
abdomen from HCC patients can be considered as images from different domains
X1 and X2, since they exhibit quite different visual appearance with the same
anatomical structure shared behind them. Therefore, a shared domain-invariant
space that preserves the anatomical information and a domain-specific style code
for each modality can be found to recover the underlying mapping between MRI
and CT. Due to the many-to-many assumption, the relatively complex underly-
ing distribution of the target domain can be recovered.
2.2 Model
Our Domain Adaptation via Disentangled Representations (DADR) pipeline
consists of two modules: Disentangled Representation Learning Module (DRLMod-
ule) and Segmentation Module (SegModule) (see Fig. 2). Of note, the DRL
Module box in the DADR pipeline at the top is expanded in the left large box.
Fig. 1: Images and histograms of liver (yellow) and whole image (blue). From
left to right: CT, multiphasic MRI sequence at three time points (pre-contrast,
20 seconds post-contrast i.e. arterial phase, 70 seconds post-contrast i.e. portal
venous phase)
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DRLModule The module consists of two main components, a variational au-
toencoder (VAE) for reconstruction and a generative adversarial network (GAN)
for adversarial training. We train the VAE component for in-domain reconstruc-
tion, where reconstruction loss is minimized to encourage the encoders and gen-
erators to be inverses to each other. The GAN component for cross-domain
translation is trained to encourage the disentanglement of the latent space, de-
composing it into content and style subspaces [6,7]. Similar to Huang’s work
[2], the DRLModule consists of several jointly trained encoders Ec1 , Ec2 , Es1 ,
Es2 , generators G1, G2 and discriminators D1, D2, where ci = Eci(xi) ∼ p(ci)
and si = Esi(xi) ∼ p(si) for i = 1, 2. Specifically, the generators are trying
to fool the discriminators by successful cross-domain generation with swapped
style code. Due to the disentangled style code si ∈ Si, the underlying mapping is
assumed to be many-to-many. We have p(c1) = p(c2) upon convergence, which
is the shared content space that preserves anatomical information. The overall
loss function is defined as the weighted sum of the three components:
Ltotal = αLrecon + βLadv + γLlatent (1)
(a) In-domain reconstruction, Lrecon = L
1
recon + L
2
recon
Lirecon = Exi∼Xi ||Gi(Eci(xi), Esi(xi))− xi||1 (2)
(b) Cross-domain translation, Ladv = L
1→2
adv + L
2→1
adv
L1→2adv = Ec1∼p(c1),s2∼p(s2)[log(1−D2(x1→2))] + Ex2∼X2 [log(D2(x2))] (3)
(c) Latent space reconstruction, Llatent = L
c1
recon + L
s1
recon + L
c2
recon + L
s2
recon
Lc1recon = ||Ec2(x1→2)− c1||1, Ls2recon = ||Es2(x1→2)− s2||1 (4)
Domain Adaptation with Content-only Images Once the disentangled
representations are learned, content-only images can be reconstructed by using
Fig. 2: Left: Framework for Disentangled Representation Learning Module. Solid
line: in-domain reconstruction, Dotted line: cross-domain translation. Right:
Pipeline of Domain Adaptation via Disentangled Representations (DADR)
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the content code ci without style code si. For both CT and MR, their content
codes are embedded in a shared latent space that incorporates the anatomical
structure information and excludes the modality appearance information. We
train a segmentation model on content-only images from CT domain and apply
it directly on content-only images from MR domain.
Joint-domain Learning Joint-domain learning aims to train a single model
with data from both domains that works on both domains and outperforms
models trained and tested separately on each domain. Our framework can easily
generalize to joint-domain learning by including content-only images from both
domains for the training segmentation module.
Implementation details The SegModule is a standard UNet [10]. Content
encoders consist of convolutional layers and residual layers followed by batch
normalization, while style encoders consist of convolutional layers, a global av-
erage pooling layer, and a fully-connected layer. Generators take the style code
(vector of length 8) and content code (feature map of 64x64x256) as inputs. A
multilayer perceptron takes the style code and generates affine transformation
parameters. Residual blocks in the generator are equipped with an Adaptive
Instance Normalization (AdaIN) layer to take affine transformation parameters
from the style code. Discriminators are convolutional neural networks for binary
classification. For the loss function, α = 25, β = 10, γ = 0.1 in our experiments.
Experiments were conducted on two Nvidia 1080ti GPUs. The training time each
fold is ∼ 5h for DRLModule and ∼ 2h for SegModule. Testing is very quick.
3 Experiments and Results
3.1 Datasets and Experimental Setup
We tested our methods on unpaired CT slices of 130 patients from LiTS challenge
2017 [1] and multi-phasic MRI slices of 20 local patients with HCC (see Fig. 1).
CT and MR were divided into 5 folds for subject-wise cross-validation. A super-
vised UNet [10] trained and tested on pre-contrast MR serves as upper bound
of domain adaptation, while a supervised UNet trained on CT and tested on
pre-contrast MRI, without domain adaptation, provides the lower bound, which
shows the relatively large domain shifts between CT and MRI (see Table 2).
For our DADR model, in experiment 1, 4 folds of CT and 4 folds of pre-
contrast MR were used to train DRLModule, 4 folds of CT were used to train
SegModule and 1 fold of pre-contrast MR were used to test SegModule. In ex-
periment 2, it was the same as experiment 1, but 4 folds of pre-contrast MR were
also used to train SegModule. In experiment 3, it was the same as experiment
1, except that pre-contrast MR were replaced with multi-phasic MR.
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Fig. 3: Two examples of style
transfer with CycleGAN, Left to
right: CT, generated MR, MR
Fig. 4: Two examples of content-only images
via disentangled representations, Left to right:
CT, content-only CT, content-only MR, MR
3.2 Results
Experiment 1: Segmentation with Domain Adaptation We evaluated
Domain Adaptation with CycleGAN (DACGAN) and Domain Adaptation via
Disentangled Representations (DADR) respectively and compared with UNet
without Domain Adaptation (UNet w/o DA) (see Fig. 5 and Table 1).
Table 1: Comparison of
Segmentation Results
Method DICE std
UNet w/o DA 0.26 0.07
DACGAN 0.72 0.05
DADR 0.81 0.03
Fig. 5: Two examples of segmentation results.
Left to right: pre-contrast MR, liver mask, pre-
dictions from UNet w/o DA, DACGAN, DADR
DACGAN For comparison purposes, we trained a CycleGAN model with un-
paired CT and pre-contrast MR images and performed style transfer on test
CT images to generate synthetic MR images. A standard UNet was trained on
synthetic MR images and validated on real precontrast MR images. It achieved
a DSC score of 0.72 (see Table 1) with subject-wise 5-fold cross-validation. Fig.
3 shows two examples of synthetic MR generated by CycleGAN.
DADR Our DRLModule embeds cross-domain images into a shared content
space and generates content-only images. Fig. 4 shows two examples of content-
only images via Disentanglement Representations. We trained the UNet model
on content-only CT and validated on content-only MR with 5-fold cross-validation
and achieved a DSC score of 0.81 (see Table 1).
Experiment 2: Joint-domain Learning Besides domain adaptation, our
model can achieve joint-domain learning by feeding UNet with both content-
only CT and content-only MR as training data. A single model that works on
both CT and MR modality was obtained and outperformed two fully-supervised
standard UNet models separately trained on each modality (see Table 2).
Unsupervised Domain Adaptation via Disentangled Representations 7
Fig. 6: Two examples of content-only images via disentangled representations for
multi-phasic MR. first row: original images, second row: content-only images.
Fig. 7: Three examples of multi-modal style generation with reference, from left
to right: CT, three pairs of reference MR and generated MR (pre-contrast, ar-
terial, portal venous phase)
Experiment 3: Multi-modal Target Domain We considered multi-phasic
MR with three phases as multi-modal target domain with complex underlying
distribution and conducted domain adaptation and style transfer on it.
A. Robust Domain Adaptation A CycleGAN model was not able to handle
such large variety in the multi-modal target domain e.g. multi-phasic MR. How-
ever, for our model, the shared content space provided a robust representation
for anatomical information in multi-phasic MR; thus it remained effective even
faced with the multi-modal target domain (see Fig. 6 and Table 3).
Table 2: Joint-domain Learning with DADR
Method CT tested DSC MR tested DSC
CT trained 0.901(0.020) 0.260(0.072)
MR trained 0.134(0.091) 0.869(0.044)
Joint CT&MR 0.912(0.012) 0.891(0.040)
Table 3: DA on Multi-
modal Target Domain
Method DICE std
DACGAN 0.52 0.06
DADR 0.74 0.04
B. Diverse Style Transfer Furthermore, our model can realize diverse style
transfer by changing the style code while preserving the anatomical structure
with the same content code. The style code can be randomly sampled in the
style space or encoded from a reference image by style encoder Esi (see Fig. 7).
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3.3 Analysis
We tested our model on unpaired CT and MRI data. It is noteworthy that it is a
highly unbalanced cross-domain data, where CT is of better quality and the size
of the CT dataset is about 6.5 times the size of MR. Experiment 1 shows that
our model is superior to CycleGAN in terms of DSC score for cross-modality
segmentation with domain adaptation. Experiment 2 shows a promising applica-
tion of our model for joint-domain learning, which makes learning from unpaired
medical images with different modalities a reality. Experiment 3 shows robust-
ness of our model under multi-modal target domain with large diversity and the
potential for diverse multi-modal style transfer. The disentangled representation
is the key to fulfill the many-to-many mapping assumption and recover the com-
plex relationship between two domains. It is also of vital importance to discover
the shared latent space that preserves the semantic feature-level information.
4 Conclusions and Discussions
We proposed a cross-modality domain adaptation pipeline via disentangled rep-
resentations, which may improve current clinical workflows and allow for robust
intergration of multi-parametric MRI and CT data. Instead of one-to-one map-
ping, our model considers the complex mapping between CT and MR as many-
to-many and preserves semantic feature-level information, thus ensuring robust
cross-modality domain adaptation for a segmentation task. We validated and
compared our model on CT and pre-phase MR from HCC patients with state-
of-the-art methods. With multi-phasic MRI, our model demonstrated strong
ability to handle multi-modal target domains with large variety. Furthermore,
our model had good generalization towards joint-domain learning and showed
the potential for multi-modal image generation, which can be further investi-
gated in the future. In addition, we could focus on specific anatomical structures
in the content space, such as liver and tumor, by including task-relevant loss to
improve the results further.
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