• Airborne laser scanning (ALS) and digital aerial photogrammetry (DAP) are nearly equally valuable for harvest scheduling decisions even though ALS data is more precise.
Introduction
During the last decade, airborne laser scanning (ALS) has been the most important data acquisition method for forest management inventories both in Finland and Norway (Naesset 2007; Packalen and Maltamo 2007) . The possibility of collecting three-dimensional (3D) data using digital aerial photogrammetry (DAP) during relatively frequent aerial image acquisition campaigns has in recent years been under active research and development. DAP data are usually markedly cheaper than ALS data, provided that a digital terrain model is already available from previous ALS campaigns. Typically forest parameters (e.g. volume, basal area, height, diameter) estimated from DAP data have been less accurate than those estimated from ALS data (Bohlin et al. 2012; Vastaranta et al. 2013; Straub et al. 2013; Rahlf et al. 2014; Yu et al. 2015) , but some studies have demonstrated that similar accuracies may be obtained with the two data sources Tuominen et al. 2017; Puliti et al. 2017) .
Any non-trivial decision typically includes uncertainty concerning the prevailing state of nature (Hirshleifer and Riley 1979 ). The decision maker can then either make an optimal choice between different alternatives with the current information or reduce the uncertainty by collecting more information. Value of information (VOI) in decision making (ex ante) can hereby be defined as the difference between the expected value of this choice with and without the additional information (Hirshleifer and Riley 1979; Lawrence 1999; Kangas 2010) . The VOI of given data acquisition methods thus determines if the difference in the quality of information for different methods is important in practise: the higher the difference in VOI between methods, the more important the difference is in practise.
The problem can also be looked at from a different perspective by analysing the losses due to sub-optimal decisions. Then, the VOI comes from the reduced expected losses when additional information comes available. This approach has been more commonly used in forestry, where different inventory methods have been compared to each other using a so-called cost-plus-loss (CPL) analysis. In CPL, the total costs of an inventory consist of the inventory costs and the losses due to sub-optimal decisions, and the inventory method having the lowest total costs is defined as best (Hamilton 1978; Burkhart et al. 1978) .
Most of the applications of CPL in forestry have dealt with defining the expected losses from a given data acquisition method, such as sampling-based forest inventory, traditional visual forest inventory, photo interpretation-based forest inventory, and ALS-based forest inventory (Holmström et al. 2003; Eid et al. 2004; Mäkinen et al. 2010; Borders et al. 2010) . In some of the analyses, also other sources of error, such as error in the estimation of diameter distributions has been included (Bergseng et al. 2015) . In most cases, analysis has been carried out by assuming that the utility of the decision maker only consists of the net present value (NPV) of the decision without any area-level constraints, such as even-flow or end inventory constraints. The time horizon has varied from 10 years (Holmström et al. 2003) to 100 years (Eid et al. 2004 ) and the interest rate from 2% to 4%. The calculations have been carried out with local planning systems, with either stand-level or single-tree level growth models.
In addition, the studies have been carried out for areas with differences in characteristics such as proportion of mature stands and number of plots or stands. Finally, some of the studies have been carried out using real forest data (Eid et al. 2004 ) with only one realization of each method for each plot/stand, while in other cases the analysis has been carried out using simulated data (Mäkinen et al. 2010) . The results from the CPL analyses carried out so far show large variations. The losses due to the imperfect data have varied from around 13 € ha -1 (Eid et al. 2004 ) to 470 € ha -1 (Mäkinen et al. 2010 ). There can be many reasons for this variation, and if the causes of differences in results can be identified, it may be easier to interpret the results and generalize from previous and current findings.
The aim of this study was to analyse the importance of the difference in data quality between DAP data and ALS data when used for forest management planning. The study was carried out by quantifying and analysing the monetary losses due to the errors in the forest estimates obtained with the two different data acquisition methods. We also analysed how the length of planning period affects the expected losses. Finally, we carried out a meta-analysis of the losses observed in the CPL studies so far, in order to detect the reasons for the large variation of losses between different studies.
Material

Study area
The study was conducted in the municipalities of Gran, Lunner, and Jevnaker ( Fig. 1) , southeastern Norway, as part of an operational forest management inventory going on in the area. The total inventory area was 726 km 2 , located at 114-810 m a.s.l., and the main tree species in the area are Norway spruce (Picea abies (L.) Karst.) and Scots pine (Pinus sylvestris L.). The study took advantage of existing operational stand-based forest inventories conducted 10-15 years ago. The stand values were prorated and the stands were divided into three initial strata according to tree species, age, and site quality information from the previous inventory. The three strata used in this study were stratum A: mature spruce-dominated stands on good sites; stratum B: mature pine-dominated stands on good sites; stratum C: young forest above 8 m in mean height. Good site quality was assigned to sites with interpreted H40 site index values greater than 12.5. The H40 site index is defined by dominant height (h dom ) and average age of the dominant trees. h dom is defined as the mean height of the 100 largest trees per hectare according to diameter at breast height (dbh). The specific values of the H40 index relate to h dom at an index age of 40 years (Tveite 1977; Braastad 1980) . Plots with broadleaves as the main tree species were not included in this study.
Field data
Field data were collected during summer and fall 2016 and consisted of 314 circular field plots of size 250 m 2 . The plots were grouped into clusters of nine plots. In each cluster, the plots were located in a 3 × 3 grid with 250 m between the plot centres. The minimum distance between clusters was 1.5 km, but not all clusters were measured. The final sample therefore cannot be considered a probability sample. Not all plots in every cluster were measured due to harvests since the previous inventory and location of plots outside forest area. Initial plot coordinates were imported into hand held Global Navigation Satellite System (GNSS) receivers and the plot positions were located by navigating to the plot centres in the field.
The position of each plot centre was recorded with sub-meter accuracy using Topcon HiPer V and Topcon Legacy-E dual-frequency receivers observing pseudorange and carrier phase of both the global positioning system and the global navigation satellite system. Collection of data lasted from 11 to 99 minutes with 35 minutes in average, with a 1s logging rate. The recorded GNSS data were postprocessed with correction data from a base station. The distance from the plots to the base station varied from 1.3 km to 22.5 km with 13.4 km as the average. The horizontal errors of the final coordinates reported by the Magnet Tools postprocessing software (Topcon Positioning Systems Inc.) were at maximum 82 cm with an average value of 3 cm.
On each plot, dbh (for trees with dbh > 6 cm) was callipered and tree heights were measured on sample trees. The sample trees were selected with a probability proportional to stem basal area. The number of sample trees per plot ranged from 1 to 29 with an average of 9.6.
The heights were measured with a Vertex hypsometer. For the remaining trees, heights were predicted using height-dbh models by Fitje and Vestjordet (1977) and Vestjordet (1968) . The volume of each sample tree was predicted using species-specific volume models with dbh and either measured height or predicted height as independent variables (Braastad 1966; Brantseg 1967; Vestjordet 1967) . The ratio of the mean volume estimates for trees with predicted heights and the mean volume estimates for trees with measured heights was used to adjust the former volume estimates. Final height estimates for trees without height measurements were obtained by inverting the species-specific volume models to predict height, using the estimated volume and measured dbh as independent variables. The ground reference mean height of each plot was computed as the so-called Lorey's mean height (h L ), i.e. mean height weighted by basal area (Table 1) . Dominant height of each plot was computed as arithmetic mean of the two largest trees according to diameter. Mean plot diameter was computed as mean basal area diameter (dg) from diameter of all callipered trees. Stem number was computed as number of trees per hectare (N). Plot basal area (G) was computed as basal area per hectare from the breast height diameter measurements. Total plot volume (V) was computed as the sum of the individual tree volumes.
Remotely sensed data
The remotely sensed data consisted of wall-to-wall DAP data and wall-to-wall ALS data. Both data types involve point clouds with x, y and z coordinates. In ALS data these point clouds represent the whole vertical structure of the trees, as the laser beams penetrate the canopy, while in DAP the points all represent the surface. Thus, both give information on the density of the stand and the height, but only ALS data can describe the canopy structure.
Digital aerial photogrammetry data
674 spectral images from 22 flight lines were acquired with a Vexcel UltraCamEagle and a Vexcel UltraCamXp sensor on 9 June and 15 August 2015, respectively, by Terratec AS, Norway. The side and forward overlaps between images were 20% and 60%, respectively. In the current study only colour infra-red (RGBI) 8 bit digital imagery was used as these were the only products that could be delivered by the contractor. The images were acquired from a mean flying altitude of 4260 m and 3580 m above ground level for the UltraCamEagle and UltraCamXp, respectively. The different altitudes were used to account for different sensor image resolutions and to ensure the same ground sample distance of 25 cm for both acquisitions.
The sensor location and orientation during image acquisition were recorded using a GNSS and an inertial navigation system. A photogrammetric point cloud and canopy height model were constructed from the aerial images using SURE Photogrammetric software (Rothermel et al. 2012 ) which adopts a matching algorithm similar to Semi-Global Matching (SGM) proposed by Hirschmuller (2008) and Rothermel et al. (2012) . The software was chosen over alternative ones because of the ability to efficiently process large datasets and the ability to ensure larger height variations compared to other photogrammetric software (Haala 2014) . It is likely that larger height variations can provide more valuable information on the forest canopy.
The input data for the generation of the dense point cloud were: 1) non-orthorectified 8 bit RGBI UltraCam imagery; and 2) the aerial triangulation provided by the data vendor. The processing was performed with default settings and resulted in the production of a point cloud with a point density of approximately 33.4 points m -2 . Because of the differences in the two sensors used and different flight altitudes, the processing was performed separately for the two different areas. A Dell PowerEdge R730 2.2 Ghz 128 GB RAM server was used for the processing and the overall processing time was 80 hours. 
Airborne laser scanning data
ALS data were collected in two data collections 2-10 May and 11-20 June 2015 using two Leica ALS70 sensors as part the Norwegian "National Detailed Elevation Model" program. The ALS instruments were operated at a minimum altitude above ground level of 1108 m. The flight speed was 77 m s −1 . The pulse repetition frequency was 273 kHz and the maximum scan angle was ±16°.
The point density was approximately of 14.9 points m −2 . Pre-processing of the ALS data was carried out by the contractor (Terratec AS, Norway). This included the computation of planimetric coordinates, ellipsoid height values, and point cloud classification into ground and non-ground echoes according to the proprietary algorithm implemented in the Terrascan software (Soininen 2016) . A triangulated irregular network (TIN) model was then created by linear interpolation from the ground-classified points. The acquisitions in May and June were under leaf-off and leaf-on conditions, respectively. The Leica ALS70 sensors are capable of recording an unlimited number of echoes per pulse. In the current study, we used the three echo categories classified as "single", "first of many", and "last of many". The "single" and "first of many" echoes were pooled into one dataset denoted as "first" echoes, and correspondingly, the "single" and "last of many" echoes were pooled into a dataset denoted as "last" echoes.
Computations and modelling
Heights above the ground surface were calculated for all first and last ALS echoes and the DAP point cloud by subtracting the ALS TIN heights from the height values of all echoes and points recorded. The ALS echoes and DAP points were extracted for each field plot. Separate distributions were derived from the first and last ALS echoes and from the DAP dataset. A threshold of 1.3 m above ground was used to define canopy echoes. Below this height, ALS echoes and DAP points were considered to have been reflected from shrubs, grass, or ground, i.e. a non-tree objects. Height variables including maximum value (h max ), mean value (h mean ), coefficient of variation (h cv ), and percentiles at 10% intervals (h 0 , h 10 , …, h 90 ) were derived from the canopy echoes. Furthermore, several measures of canopy density were derived. The calculation of canopy density was carried out for 10 different vertical layers of equal height (Naesset 2004b) . The height of each layer was defined as one tenth of the distance between the 95 percentile and the lowest canopy height, i.e. 1.3 m (Gobakken et al. 2012) . Canopy densities were then computed as the proportions of ALS echoes or DAP points above fraction #0, 1, …, 9 to total number of echoes or points and denoted d 0 , d 1 , …, d 9 , respectively. Two dummy variables were also introduced to assess seasonal differences in the remotely sensed data. The value for the first dummy variable was set to 0 for the plots covered by the leaf-off acquisition and 1 for the plots covered by the leaf-on acquisition. In a similar way, the second dummy variable was used to discriminate between acquisitions performed with each of the two cameras. The variables derived from the remotely sensed data were related to the ground values for the field plots using stratum-specific multiple regression analysis for ALS and DAP datasets. In the regression analysis, multiplicative models were constructed as linear regressions using logarithmic transformations of the variables as this has shown to be suitable for modelling of e.g. mean height, stem number, and volume by others (Naesset 2002b) . Both first and last echo variables were used when the models were developed by means of ALS data.
The standard least-squares method and stepwise selection with a significance level of 0.05 was applied to select variables to be included in the final models. Selection of predictor variables was performed using a best subset regression procedure implemented in the "leaps" package (Lumley and Miller 2017) in R, constrained to include a maximum of five predictors in the models.
To avoid overfitting and multicollinearity, the models were selected using the Bayesian information criterion and variance inflation factors were kept below five. An empirical ratio estimator for bias correction proposed by Snowdon (1991) was employed when converting the logarithmic predictions to arithmetic scale; the proportional bias in logarithmic regression being estimated from the ratio of the mean of the observed values to the mean of the back-transformed predicted values. Predictions were finally corrected by multiplying them by the estimated ratio. The R 2 value was calculated in the original scale as the square of Pearson's correlation coefficient between the field and predicted values. The fitted models were evaluated based on the R 2 values.
No independent plot data were available to assess the accuracy of the constructed regression models at a spatial scale equivalent to the size of the field plots (250 m 2 ). Leave-one-plot-out cross validation was therefore used to assess the accuracy. For each stratum consisting of n training plots, one of the training plots was removed from the dataset at a time, and the selected models were fitted to the data from the n-1 remaining plots. The studied biophysical forest variables (volume, basal area, Lorey's height, dominant height, stem number, mean diameter) were then estimated for the removed field plot. This procedure was repeated until predicted values were obtained for all field plots. The accuracy of the predictions was assessed by the relative mean difference and the relative RMSE calculated on the original scale (Eq. 1 and 2): where n is the number of field plots, y i is the ground value for plot i, ŷ i is the predicted value using the model, and y is the mean of the ground values. Accuracy of the three most important variables in ALS and DAP data, respectively, are presented by the stratum in Table 2 .
Methods
Simulation of treatment schedules for the plots
The large-scale forestry scenario model, GAYA, based on simulation of treatments for each plot (Hoen and Eid 1990; Hoen and Gobakken 1997 ) was used to calculate the losses due to imperfect data. GAYA is based on an area-based stand growth model with dg and h L as the basic entities, and N as the scaling factor. The simulations were based on dg increment models (Blingsmo 1984) , h dom development models for spruce (Tveite 1977) , pine (Tveite 1976) , and birch (Braastad 1977) , and a mortality model developed for spruce but applied also for pine and birch (Braastad 1982) . Timber values were estimated from gross price models (Blingsmo and Veidahl 1992) and harvest costs from models based on a tariff agreed upon by employers' and employees' organizations in Norway. An annual real rate of discount of 3% was applied. Projections were performed for 20 periods of 5 yrs and all harvests were assumed to take place in the middle of a period. The variables G, H dom , and N were estimated by the two remote sensing-based inventory methods and used as input to GAYA.
Other input variables such as site index and age were kept constant when comparing the methods.
Calculation of the losses
In order to calculate the losses, both the true and erroneous data must be available for the area in question. The field sample is considered as ground truth, and the data obtained from ALS and DAP are assumed to be the erroneous data. The optimal treatment schedules were calculated using the field data, ALS data, and finally the DAP data. Then, the true NPVs of the schedules selected for ALS and DAP data were calculated based on the field data. The difference between the true optimum calculated with the field data and the value of the optimum with the erroneous data is the estimate of the loss (Ståhl et al. 1994; Eid et al. 2004 ; Fig. 2 ). The losses were further divided into the 5-year periods. If either the true optimal treatment or the sub-optimal treatment occurred in a given period, the loss was included as a loss for that period. It means that the error could be either harvesting too early (the harvest was suggested for the erroneous data but not for true data) or too late (the harvest was suggested in the optimal data but not in the erroneous data), and the period was defined based on which of these occurred first. In later periods only new errors were counted, i.e. neither the erroneous or true data suggested harvest in any of the earlier periods. All the losses were assigned according to the first treatment. In some stands also second harvest is possible, but in the second harvest the inventory errors from the beginning are not relevant any more.
Finally, the losses were grouped using a regression tree approach (Breiman et al. 1984 ; rpart package in R). While it is not possible to accurately predict them at stand level, we assumed that it is possible to define groups where the accurate forest information is most important, i.e. where the losses are greatest.
Meta-analysis
The meta-analysis was based on five studies, with two or more methods compared in one or more test data sets (Table 3) . From each of the studies, the available information was collected. Unfortunately, the reported characteristics between the studies varied quite much. The mean loss, mean volume in the field data, and relative standard error of volume and number of stems were the most frequently reported characteristics. The relative standard error of ALS volumes for Eid et al. (2004) was calculated from Naesset (2002 Naesset ( , 2004 . Studies where these characteristics could not be found, were excluded from the analysis.
From these reported values, the relationship between the mean loss and characteristics of the test were analysed using linear regression analysis. We analysed which of the reported characteristics of the studies could statistically significantly explain the variation in the observed losses. Fig. 2 . The principle of cost-plus-loss analysis (see Ståhl 1994; Eid 2000) . Time here means timing of a harvest, and the curves describe NPV obtainable with a given timing. NPV with the incorrect data is obtained by looking for the true NPV using erroneous timing.
Results
Cost-plus loss analysis
While the relative standard errors of V, G, and N clearly differed between data acquired using ALS and DAP, the differences in the losses calculated for the whole 100-year planning horizon were relatively small. The mean loss with DAP data was 82.79 € ha -1 , while it was 76.26 € ha -1 for the ALS data. Thus, the DAP produced on average 8.5% larger losses (Table 4) . Altogether, the losses per ha were quite small. The maximum losses were exactly the same for DAP and ALS. 5 field plots; Plot10: 10 field plots; ImpLS: imputation using laser scanning and satellites; ImpLa: imputations using laser scanning; ImpSp: using satellite, visual assessment in field; ALS1 and ALS2: denote two different data sets for which the errors are simulated. R = interest rate (%). M is 0: stand-level growth model; 1: single-tree growth model. 
Fig. 4.
The relationship between the losses (€ ha -1 ) with airborne laser scanning (ALS) and digital aerial photogrammetry (DAP). Along the diagonal the same sub-optimal decisions were observed with both methods. On either of the axes, sub-optimal decisions were observed with one of the methods but not with the other. In the origo, all plots had optimal decisions with both methods. For plots in the scatter away from the origo, the two axes and the diagonal, different suboptimal decisions were observed with the two methods.
In most of the plots, no losses were observed (e.g. the median was 0 for both methods), and in vast majority of the plots they were fairly small (Fig. 3) . However, non-zero losses were observed in 43.6% for ALS (137 plots) and 43.3% for DAP (136 plots). Of these, in 105 cases losses were observed with both methods, and about 30 cases where such that losses were observed only with one of the methods (Fig. 4) . The correlation between the losses in these two methods was 75%.
The errors in the first period accounted for almost 50% of the total losses (30-35 € ha -1 ), while the losses rapidly decreased over time (Fig. 5) . After the 7th period, no additional losses were observed, meaning that all the stands were treated within the first seven periods. Obviously, the inventory errors do not have an effect on model-predicted stand development after a clear-cut. Also discounting reduces the effect of the losses over time. When only the first period was accounted for, the mean loss with ALS was 34.57 € ha -1 and with DAP 33.31 € ha -1 . With ALS, erroneous decisions in the first period were observed in 30 plots and with DAP in 26 plots. However, the decision was not the same for these two methods for eight of the plots in the first period.
When the ALS losses of the first period were grouped based on the true volume in the plots using a regression tree, a two-level tree gave a very clear grouping (Fig. 6) . In ALS data, the losses for plots with volume smaller than 392 m 3 ha -1 were on average 9.6 € ha -1 , for plots with volume larger than 597 m 3 ha -1 they were 0 € ha -1 , and for the volume range between 392 m 3 ha -1 and 597 m 3 ha -1 , the losses were largest, i.e. 223 € ha -1 (Table 5) . When this same grouping was used for DAP, the results were similar (Table 5 ). For the group with smallest volume the losses were even lower on average, but for the intermediate volumes a bit larger. The same analysis was carried out as a function of the error in the volume estimate. The errors in volume varied from an overestimate of 174 m 3 ha -1 to 279 m 3 ha -1 underestimate for ALS (mean 0.2 m 3 ha -1 ), and from 211 m 3 ha -1 of overestimate to 331 m 3 ha -1 underestimate for DAP (mean -0.1 m 3 ha -1 ). However, if the error was smaller than an underestimate of 43 m 3 ha -1 (ALS) or 31 m 3 ha -1 (DAP) the losses were very small. For those cases, the estimated volume was either overestimated or only slightly underestimated (Fig. 7) . The largest losses were observed when the volumes were very substantially underestimated (error was larger than 117 m 3 ha -1 (ALS) or 167 m 3 ha -1 (DAP)).
When the losses from the entire planning horizon were considered (Table 5) , the last group still showed zero losses. These stands were clear-cut in the beginning of the planning horizon. No other losses were observed later on, as the characteristics of the regenerated areas did not involve inventory errors. The losses from the first group increased to about 52-58 € ha -1 , as in these stands treatment decisions were carried out in later periods. The losses in the intermediate volume group also increased a bit, but the largest losses were already observed in the first five years. When calculated for the original three strata formed for modelling purposes on the basis of maturity and tree species, the mean losses in the first period were 88, 72, and 72 € ha -1 for ALS and 91, 71, and 86 € ha -1 for DAP, indicating that DAP performed slightly worse in the young sites than ALS. If the data were to be used only for the first 5-yr period, the difference between ALS and DAP method would be 1.26 € ha -1 , with DAP showing slightly smaller losses. In practise, the difference would nevertheless be negligible. Based on this analysis, there is no reason for collecting the more expensive ALS data for forest management planning, as DAP data is equally well suited. If the data were to be used for 10 years, ALS showed a smaller loss of 1.13 € ha -1 compared to DAP (52.15 € ha -1 versus 51.02 € ha -1 ). Only if the data were to be used for 15 years or longer, ALS was superior (Fig. 5) . Even then, the difference was negligible.
Meta-analysis
The meta-analysis was carried out using the available information in Table 3 . The losses observed in different studies and with different methods were related to the used interest rate, growth model type, the mean volume of the case study data and the relative RMSE of volume and stem number estimates in each of the studies. The correlation of the observed mean loss with the mean volume in the datasets was -0.82, with the relative standard error for volume 0.83, and with the relative standard error for stem number 0.86 (Fig. 8) .
The correlation between the relative standard error of volume and the loss would have been even larger, if one of the observations, namely ALS_MV (Bergseng et al. 2015) were excluded. In that case, values for volume, basal area, mean diameter and mean height were first predicted using ALS, and a diameter distribution was predicted using those, while in ALS_DD method of the same study the diameter distribution was directly predicted using ALS. The resulting relative standard error of volume was small, but the losses in € ha -1 large. Thus, in this method, the calculation of diameter distribution introduced additional errors into the analysis, as with the other methods used in Bergseng et al. (2015) the results were well in line with this meta-analysis.
Together the first two characteristics explained about 77% of the variation of losses between the different studies (Table 6 ). Both variables were significant with α = 0.05. Interest rate or the standard error of stem number were not significant predictors given that the relative RMSE of volume and mean volume were already included.
We also tested whether the type of growth models had an effect on the losses. In this study and in Eid et al. (2004) a stand level growth model was used, but in the other studies of the metaanalysis single tree growth models were used. Thus, we tested a dummy variable for the single tree models for the meta-analysis model. Introducing the dummy showed an increase of 69 € ha -1 when using a single tree model, but the effect was not statistically significant (p = 0.11). The nonsignificant result is likely due to the small amount of observations in the meta-study. This result indicates that had we used a simulator with single-tree models, slightly different results would have been obtained. However, based on the meta-analysis model, in mature stands the quality of decisions (i.e. the expected losses) can be predicted very well with RMSE of the volume in the data used for those decisions. On average, increasing the relative RMSE of volume by 1 unit, would increase the losses by 4.4 € ha -1 , Ceteris paribus (i.e. with the same simulator and same test data). In this study, the RMSE increased from ALS to DAP by 6.4 units, which would give an average difference of 28.1 € ha -1 . The observed difference was 6.53, meaning the difference here was smaller than on average in the published studies.
Discussion
Use of ALS in the forest management inventory has been a great success by producing high-quality data compared to the traditional method based on visually interpreted aerial photographs. In recent years, the DAP has been proved to be a very promising alternative to the ALS Tuominen et al. 2017; Puliti et al. 2017) . In all studies the accuracy of the DAP has been lower than that of ALS, but in the most recent studies the difference has been quite small. In the current study, we aimed at analysing if the difference in the accuracy is of importance in monetary terms for the forest owners' decision making.
According to our results, the difference in accuracy is negligible from the forest owner's point of view, especially if the data will be used for at most 10 years. If the data are to be used for a longer time period, ALS performed better. In the current management inventory and planning regime, however, it is not likely that collected data would actually be used for a longer time period than 10 years, and it is likely that new or modified methods (e.g. higher ALS pulse densities) offering higher accuracies would be available by then. Therefore, we can recommend that the DAP data can be utilized in forest planning interchangeably with the ALS data, i.e. the forest owners should choose the type of data based on availability and the cost of the data. While the DAP showed very good performance in this analysis, one should keep in mind that this is only a single individual case study, and the results are based on 314 plots only, so generalization should be done with caution. However, the fact that the results are well in line with previous studies, gives some confidence in generality of our result.
In this case study, only large underestimates seemed to contribute to large losses in monetary terms. Such underestimates are likely to postpone the harvest decisions markedly. Thus, from the forest owner's perspective, underestimates seem much more problematic than overestimates. Kangas et al. (2011) also noted that underestimates and overestimates have a different importance from a decision making point of view. The most problematic cases would be stands with high volumes that are substantially underestimated. In this study, we used plots rather than stands in the comparison. In the stand level, the RMSE of volume would likely be smaller, and thus also the resulting losses would be likely to be smaller. It is also likely that at stand level, the probability of very large underestimates or overestimates would be smaller. However, when related to the observed relative RMSE, the results observed here are in line with the other studies carried out.
The losses observed in the cost-plus-loss analyses carried out in recent studies have shown quite large variation. In the meta-analysis, we concluded that the accuracy of the tested data had a very clear role in contributing to the losses, and so does the characteristics of the test area in question. The more mature the stands are, the smaller are the losses observed (Eid et al. 2004; Mäkinen et al. 2010) . On the other hand, the length of the planning horizon that varied from 10 to 100 years in the studied cases, had only a minor effect on the results. Obviously, the most substantial losses are encountered already in the first years of using a plan, and the last years do not add much to the losses. Likewise, the role of interest rate was quite small.
The use of single-tree versus stand level growth models was statistically insignificant, but it should be kept in mind when interpreting the results of future studies. It is reasonable to expect that the growth model type would have a significant effect in a larger meta-dataset, if such were available. Even if the model type had a significant effect on the losses, the differences observed between methods in each case study are accurate, if we assume that the effect of model type changes only the level of the losses (i.e. the intercept of the meta-analysis model) rather than the slope. In that case, the model type has no effect on the comparison. However, it would also mean that observed losses between case studies with a different model types are not comparable unless the model type is accounted for.
The losses in younger stands have been analysed in a relatively few papers. In Mäkinen et al. (2010) , also younger stands were involved, and the losses were markedly larger than in the other studies. Therefore, more research should be devoted to the analysis of required quality in such stands. For instance in Kangas et al. (2014) , additional measurements needed in each stand were selected simultaneously with the selection of the optimal treatment options for the same stands. In that study, even if the inventory was assumed to cost 18 € ha -1 , measuring the young and well growing stands proved to be profitable, but measuring the mature stands was not. However, in that study the data were assumed to be used for more than 40 years. This indicates that the length of planning horizon would also have a larger effect in young stands than in mature stands. The same phenomenon can be seen from the results of the current study, where the losses in the group with lowest volume increased to be 5.5 times larger in ALS data, and 9.5 times larger in the DAP data, when the data were used for the entire 100-yr period instead of the first five years.
Having a terrain model from a previous ALS scanning makes DAP data from repeated acquisition programs as already established in many countries an attractive data source. However, more studies should be carried out for other forest conditions and using other growth models to confirm the findings in this study.
