Abstract
Introduction
Face recognition is one of most challenging research areas in biometrics as well as computer vision [1, 2] . The variability in the appearance of face images, either due to intrinsic and extrinsic factors, makes the identification problem ill-posed and difficult to solve. Moreover, additional complexities like the data dimensionality and the motion of face parts causes major changes in appearance. In order to make the problem well-posed, vision researchers have adapted and applied an abundance of algorithms for pattern classification, recognition and learning. To cope for the data dimensionality, several appearance-based techniques have been successfully used, such as the Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Fisher Discriminant Analysis (FDA), and Independent Component Analysis (ICA) [1] . Other methods have been studied based on the extraction of salient facial features by means of cascaded scale-space filtering [3] [4] [5] [6] . A largely underestimated problem is the relevance of physical details in the characterization of human faces.
While the geometry of facial components (such as the eyes and mouth) allow to provide a general characterization of the face, the identification of a subject requires to analyze fine details and combine them. In most of the approaches proposed in the literature, these details are related as "facial features" [7] [8] [9] [10] [11] [12] . These approaches are different in nature, robustness, computational requirements, accuracy, but they all extract salient regions from a face by analyzing only the considered subject. In order to distinguish different faces it is required to define the facial features, which are mostly subject to change among different faces. In a recent paper we proposed a computational model to find the most distinguishing facial features to be used to characterize a human face [13] . This methodology can be beneficially applied to extract salient points on the face and build a face template of each subject. Most of the times, one missing part is the link between the features extracted from the face images and the geometry of the face itself. Both information are relevant in humans to identify a subject [14] . An approach recently proposed employs a two face-matching technique, based on the fusion of local and global information [15] . In the local matching strategy, SIFT keypoint features are extracted from face images in the areas corresponding to relevant facial landmarks. Matching of a pair of feature vectors is performed by a minimum Euclidean distance metric. Matching scores produced from each pair of salient features are fused together using the sum rule. In the global matching strategy, the SIFT features extracted from the facial landmarks are fused together by concatenation. Also in this case, matching is performed by means of a minimum Euclidean distance metric.
Detection of distinguishing patterns
The amount of distinctive information in a human face is not uniformly distributed within its image. An image of an eye is often considered to convey more information that of say the chin, both being sampled at the same resolution. Indeed, the performance of any classifier is likely to be influenced by the uniqueness, or degree of similarity, of the features being used, within the given population of samples. Selecting non-distinctive image areas will tend to
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Computer Vision Laboratory, DAP, University of Sassari, Alghero (SS), 07041, Italy increase the required processing resources, and nondistinctive features may also drift, or bias, a classifier's response. This assert is also in accordance with the mechanisms found in the human visual system. Neurophysiological studies from impaired people demonstrated that the face recognition process is heavily supported by a series of ocular saccades, performed to locate and process the most distinctive areas within a face [16] [17] [18] [19] [20] . In detail, the algorithm extracts, from the two face-images, a set of patches centered upon specific points. These points are randomly distributed across the face-image in order to cover most part of the face. This process samples most of the face, in a way similar to that adopted in patchbased image classification and image characterization [21] . Each patch maps on to a coordinate in a multidimensional feature space by virtue of a feature extraction process. The patches from one face-image will tend to form their own cluster in this space: the other face-image ought to form a different cluster. The extracted patches thus constitute two data-clusters of location-independent features, each of which characterize one of the two faces. Based on the distribution of those patches within feature space, it is possible to derive different conclusions: if a patch that lies within, or close to, the other cluster, then it is very similar to patches of the other face, thus may lead to misclassification and so ought to be avoided by any classifier. Conversely a patch that lies on the limb of its own cluster that is most distant from the other might be well employed by a classifier, since it is very different from patches of the other set. We thus formalize the degree of distinctiveness of each face patch by weighting it according to its distance from the projection of the other data-cluster. Patches with the highest weights are then interpreted as encoding the most important differences between the two face-images. This idea is sketched in Fig.  1 , using an oversimplified 2-D feature space. In order to preserve scale and orientation invariance, the patches are sampled according to a logarithmic-polar law [13] . Experiments performed on the BANCA database [22] demonstrated that:
i. The extracted face areas convey most of the discriminant information for identification ii. The amount of data required to perform the identification is reduced with respect to the use of all available information in the face As a direct consequence, this approach allows to automatically extract the most distinguishing features from the face image. These areas or points can be used to assist a human operator in a forensic application scenario. Moreover, this approach is also well sited to define the face areas to be analyzed at high resolution to perform a texture-based identification. Regardless of the resolution of the face image, the extracted patches will still retain a fraction of the pixels forming the original image.
Local and global matching
In this section two matching strategies are described namely the local, based on parts, and the global face matching. In addition, a classifier fusion technique is applied, where the scores obtained from the local strategy are fused together in terms of matching scores obtained from individual classifiers. While raw gray levels have been used to extract the most relevant features from the face image, other methods can be employed to characterize local patterns. The scale invariant feature transform (SIFT) has been proposed by Lowe [8, 9] and proved to be invariant to image rotation, scaling, translation, and partly illumination changes. The basic idea of the SIFT descriptor is detecting feature points efficiently through a staged filtering approach that identifies stable points in the scale-space. Local feature points are extracted by searching peaks in the scale-space from a difference of Gaussian (DoG) function. The feature points are localized using the measurement of their stability and orientations are assigned based on local image properties. Finally, the feature descriptors, which represent local shape distortions and illumination changes, are determined. 
Local face matching strategy
Faces are deformable objects which are generally difficult to characterize with a rigid representation. Different facial regions, not only convey different information on the subject's identity, but also suffer from different time variability either due to motion or illumination changes [14] . A typical example is the case of a talking face. While the eyes can be almost still and invariant over time, the mouth moves changing its appearance over time. As a consequence, the features extracted from the mouth area cannot be directly matched with the corresponding features from a static template. Moreover, single facial features may be occluded making the corresponding image area not usable for identification. For these reasons to improve the robustness of the identification process it is mandatory to decouple the image information corresponding to different face areas. The aim of the proposed local matching technique is to correlate the extracted SIFT features with independent facial landmarks. In Figure 2 Given a face image I, N independent ROIs are extracted. The SIFT feature points are then extracted from these regions and gathered together. From these groups pairwise salient feature matching is performed. Finally, the matching scores obtained are fused together by the sum fusion rule [13] 
where, m and n are the dimensions of concatenated feature points for a pair of gallery and test samples and k is the keypoint descriptor. k is the threshold, which is computed a priori from a training set of face images. This face set must be disjoint from the image sets used for testing and validation. Finally, the fused matching score is computed by combining the N individual matching scores together using the sum rule [13] :
Global face matching strategy
While for the local matching each face area is handled independently, in the global matching all SIFT features are grouped together. In particular, the SIFT features extracted from the image areas corresponding to the located facial landmarks, are grouped together to form an augmented vector by concatenation. The actual matching is performed by comparing the global feature vectors for a pair of face images. Before performing the face matching a one to one correspondence is established for each pair of facial landmarks, as discussed in Section 3.1. Two concatenated keypoint sets can be computed as:
where, m i is the dimension of the extracted keypoint feature sets computed from the i th facial landmark. In order to obtain a fused feature set for a gallery sample face, the keypoints of the N components are joined together:
Similarly, the concatenated feature set for a probe sample is built. The final matching score is computed by first determining all the minimum pair distances and then computing a mean score of all the minimum pair distances as:
the final distance is determined by the Hausdorff distance metric and the distance score is compared against a threshold computed heuristically from a training set of face images. As for the local matching threshold, this face set is disjoint from the image sets used for testing and validation.
Fusion of local and global matching scores
Local and global matching can be fused together with the same fusion strategy as adopted for each individual sets or by means of a more complex strategy such as the Dempster-Shafer belief theory [23, 24] . In this framework the evidences obtained from different sources are combined to compute the probability of an event. This is obtained combining three elements: the basic probability assignment function (bpa), the belief function (bf) and the plausibility function (pf) [15] . By applying this fusion method an Equal Error Rate of 2% was achieved on the Yale database. In figure 5 the comparative results obtained by applying the fusion of global and local matching scores are presented for three databases: the ORL (50 subjects, 10 samples per subject), the IITK (200 subjects, 4 samples per subject) and the Yale (15 subjects, 11 samples per subject with varying facial expression, illumination and occlusions) databases. More details on the experimental procedure are reported in [15] .
Conclusion
Humans naturally perform identification of others from the face appearance. This process involves a variety of cues which can be both classifies as "local" and "global". Characteristic features, as well as the general face shape and hair style, are all useful cues. Depending on several factors including viewing distance, familiarity, movement and facial occlusions we may use a variable number of facial features. There are also specific applications, such as forensics, where face images can be of great importance to establish the identity of a subject. In this specific case, it is crucial to strongly limit the probability of false acceptance to avoid convicting an innocent. For this reason, forensic professionals are trained to identify subtle marks, which uniquely characterize a face, thus reducing the probability of errors. Still global face features are also employed. While global features are easier to capture they are generally less discriminative than localized features, but are less sensitive to localized changes in the face due to the partial deformability of the facial structure. On the other hand, local features on the face can be highly discriminative, but may suffer for local changes in the facial appearance or partial face occlusion. The optimal face representation should then allow matching localized facial features, but also determining a global similarity measurement for the face [14, 15] . In this paper a method to locate subject-specific features, or landmarks, on the face has been presented. These landmarks can be used to build a subject-specific representation, which may reduce the probability of false acceptance. A robust, integrated classification paradigm for face recognition has been also discussed, comparing a local and a global face representation. At the time being most face recognition algorithms rely on low resolution imaging, which do not allow to capture as many peculiar features as the human visual system does. By employing the distinctive feature detection process proposed in [13] it will be possible to process high resolution face images retaining only the relevant information which guarantees a specific representation, thus maximizing the probability of correct identification.
