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Introduction générale
Dans le domaine du suivi des surfaces continentales, les images satellitales sont
une source de données précieuse pour suivre les changements d’occupation et d’usage
des sols d’origine naturelle ou anthropique et en évaluer les impacts. Ces changements
sont caractérisés par des intensités, des rythmes et des formes très variés, allant de
mutations brusques ayant une grande emprise spatiale générées par exemple par des
catastrophes naturelles à des modiﬁcations subtiles et régulières aﬀectant de petites
surfaces, telles que des changements de pratiques sur des parcelles agricoles, en passant
par des changements brusques et irréguliers touchant de petites superﬁcies, comme
l’étalement urbain [Lambin et al. 2001].
L’étude des changements d’occupation et d’utilisation des sols par télédétection
comprend leur détection, l’identiﬁcation de leur nature, la mesure des surfaces qu’ils af-
fectent et la caractérisation de leur organisation spatiale [Macleod & Congalton 1998].
Ainsi, pour interpréter correctement un type de changement, il est nécessaire non seule-
ment de l’identiﬁer, le qualiﬁer, le quantiﬁer mais encore de le localiser et de déterminer
l’évolution de son empreinte spatiale. Un tel niveau de précision nécessite l’utilisation
d’images à très haute résolution spatiale (THRS).
Jusqu’à une période récente, les seules données de télédétection à THRS disponibles
étaient des photographies aériennes, le plus souvent sous format papier, leurs carac-
téristiques pouvant être très variables d’une mission aérienne à une autre. Depuis les
années 2000, des images satellitales provenant de plusieurs capteurs spatiaux à THRS
sont à disposition des utilisateurs, tandis que les photographies aériennes sont à pré-
sent fournies sous format numérique. En conséquence, quand on souhaite reconstituer
l’historique de l’évolution des surfaces terrestres, on est confronté à l’hétérogénéité des
sources de données utilisables qui pose un certain nombre de problèmes méthodolo-
giques.
Sur des zones géographiques de taille réduite, les méthodes utilisées pour étudier
des changements diﬀèrent généralement selon la source de données. Les photogra-
phies aériennes sont comparées par photo-interprétation, assistée par ordinateur ou
non. Toutes les caractéristiques du changement sont alors prises en compte, mais le
processus d’analyse des données est long et fastidieux, très dépendant de l’opérateur
et ﬁnalement assez peu reproductible. L’exploitation des images satellitales à THRS
s’est jusqu’à présent essentiellement limitée à distinguer, en comparant deux images,
les zones où des changements se sont produits de celles qui n’ont pas été aﬀectées
par ces changements [Bruzzone & Prieto 2000a, Inglada & Mercier 2007]. Cependant,
cette approche produit peu d’informations sur les types de transition entre une classe
d’occupation et d’usage des sols et une autre, et s’avère intéressante seulement si l’on se
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focalise sur un type de transition donné [Biging et al. 1998, Van Oort 2007]. Lorsque
l’on s’intéresse à des milieux aux dynamiques complexes tels que les milieux urbain et
péri-urbain, il est nécessaire de privilégier une méthode qui prenne en compte toutes
les caractéristiques permettant d’identiﬁer et de caractériser un type de changement
donné, et qui ne se focalise pas sur un type de changement particulier, mais considère
tous les types de changements.
La majorité des méthodes couramment utilisées pour détecter des changements a
été élaborée pour mettre en évidence des changements abrupts d’occupation du sol
à partir d’images de télédétection à basse ou moyenne résolution en utilisant quasi-
exclusivement la réponse spectrale des pixels [Chan et al. 2001, Coppin et al. 2004,
Lu et al. 2004, Masek et al. 2000, Ridd & Liu 1998]. Aujourd’hui avec le développe-
ment des capteurs à THRS tels que Quickbird, Geoeye, ou Worldview, il devient pos-
sible d’identiﬁer et de caractériser des changements de moins grande amplitude, et
touchant des espaces de petite superﬁcie, en exploitant les propriétés de la texture des
objets géographiques composant l’image [Aguejdad et al. 2006, Puissant et al. 2005].
Néanmoins, ce nouveau type de données nécessite des développements méthodolo-
giques, les méthodes de détection de changement généralement utilisées pour traiter
les images à basse et moyenne résolution n’étant pas adaptées à celles issues de cap-
teurs à THRS [Carleer et al. 2005, Blaschke 2005] : d’une part l’étendue et la résolution
spectrale des capteurs à THRS sont souvent inférieures à celles des autres capteurs, la
résolution spectrale des capteurs diminuant avec l’augmentation de leur résolution spa-
tiale [Aplin et al. 1999, Key et al. 2001]. Ce manque d’information nécessite la mise en
place de méthodes de classiﬁcation qui ne reposent plus uniquement sur l’information
spectrale contenue dans l’image. D’autre part, la variabilité spectrale des pixels déﬁ-
nissant les classes d’occupation du sol augmente en fonction de la résolution spatiale
[De Wit & Clevers 2004, Fuller et al. 2003], ce qui entraîne une baisse de la séparabi-
lité entre les diﬀérentes classes d’occupation du sol et une ineﬃcacité des méthodes de
classiﬁcation spectrale par pixel classiquement utilisées [Irons et al. 1985].
Ainsi, il est nécessaire de développer de nouvelles approches qui s’appuient sur la
texture des images à THRS. En outre, ces approches doivent prendre en compte l’hé-
térogénéité des données utilisées pour détecter des changements puisqu’elles sont géné-
ralement acquises à plusieurs années d’intervalle, à diﬀérentes saisons et au moyen de
capteurs ayant des propriétés spatiales et spectrales diﬀérentes [Lunetta et al. 1991],
l’hétérogénéité des données constituant l’une des principales sources d’erreurs dans
l’interprétation des changements [Lu et al. 2004]. Enﬁn, elles doivent considérer l’évo-
lution de la forme des objets qui est susceptible d’évoluer au cours du temps.
L’objectif principal de cette thèse est donc de développer une série d’outils métho-
dologiques permettant d’analyser les images à THRS et qui gèrent le mieux possible
les diﬃcultés mentionnées ci-dessus. L’application thématique choisie concerne l’iden-
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tiﬁcation et la caractérisation des changements aﬀectant de petites surfaces à partir de
données à THRS acquises à diﬀérentes dates et provenant de diﬀérentes sources en mi-
lieux urbain/périurbain. Ces milieux sont très hétérogènes et soumis à des changements
brusques et irréguliers dans le temps et dans l’espace ; de ce fait, même s’ils constituent
un véritable déﬁ pour la détection des changements, ils apparaissent particulièrement
intéressants pour évaluer les méthodes développées.
Pour faire face à ces contraintes, les méthodes développées dans cette thèse s’ap-
puient sur une approche de traitement d’images reposant sur la transformée en on-
delettes. Nous faisons l’hypothèse que la comparaison des propriétés de texture des
objets observés à partir des images à THRS permet d’identiﬁer et de caractériser les
diﬀérents objets géographiques et donc de mesurer ﬁnement les changements. Ainsi,
nous faisons le choix de ne pas utiliser exclusivement ou essentiellement l’information
spectrale de l’image, mais de nous focaliser davantage sur l’information spatiale qu’elle
contient.
Cette thèse s’articule en trois parties :
– La première partie présente la problématique et l’application thématique. Elle
dresse, à partir de l’analyse de la littérature scientiﬁque, un état des données et
des méthodes permettant d’observer les changements d’occupation et d’utilisa-
tion du sol en milieu urbain et péri-urbain à l’aide d’images de télédétection à
très haute résolution spatiale. Le premier chapitre montre les enjeux d’un suivi
de l’occupation et de l’utilisation du sol à l’échelle locale en particulier dans les
espaces urbains et péri-urbains, expose les spéciﬁcités des images à très haute
résolution spatiale, présente un bilan des méthodes permettant de détecter les
changements à partir de ce type d’images. Le deuxième chapitre se focalise sur
l’utilisation de la texture dans les images de télédétection en la déﬁnissant et
en réalisant une analyse critique d’outils méthodologiques adaptés aux images à
THRS.
– La deuxième partie expose une série d’outils développés dans l’objectif de
détecter automatiquement des changements d’occupation et d’utilisation du sol
à partir d’images de télédétection à THRS qui peuvent présenter des caracté-
ristiques très diﬀérentes. Toute la chaîne de prétraitements et de traitements
d’images est présentée, des prétraitements atmosphériques, radiométriques et
géométriques jusqu’à la validation des résultats obtenus. Les étapes sont suc-
cessivement appliquées et validées sur des images tests représentatives de l’hété-
rogénéité du milieu urbain/périurbain. Le troisième chapitre peut être considéré
comme un chapitre introductif à la démarche proposée : il est consacré à une
l’utilisation des ondelettes sur lesquelles repose la majeure partie des traitements
eﬀectués. Les phases de prétraitement des données font l’objet du quatrième cha-
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pitre. Ensuite, sont successivement présentées les étapes de segmentation dans le
cinquième chapitre, de détection et d’estimation de l’orientation dominante des
textures dans le sixième chapitre, de classiﬁcation et de détection de changements
respectivement dans les septième et huitième chapitres.
– La troisième partie expose l’application des outils méthodologiques sur des
images à THRS et se focalise en particulier sur la détection de changements
d’occupation des sols intervenus sur une période de vingt-cinq ans dans un sec-
teur périurbain de l’agglomération de Rennes. Le neuvième chapitre présente les
enjeux de la cartographie détaillée des changements d’occupation des sols sur le
site de Rennes Métropole pour les scientiﬁques et les gestionnaires. Le dixième
chapitre donne les caractéristiques des données utilisées pour détecter les change-
ments. Le onzième chapitre détaille l’ensemble des prétraitements et traitements
appliqués sur les données. Le douzième chapitre développe les résultats obtenus,
d’abord sur la classiﬁcation de chacune des images prises séparément, puis sur la
classiﬁcation des changements elle-même. Enﬁn, le dernier chapitre discute ces
résultats en les mettant en perspective.
Ce travail de thèse a été réalisé dans le cadre du programme ANR « Villes Du-
rables », plus précisément pour le projet « Évaluation des trames vertes urbaines et
élaboration de référentiels : une infrastructure entre esthétique et écologie pour une
nouvelle urbanité » dont les objectifs sont d’évaluer l’intérêt des trames vertes dans
leur capacité à rendre des services écosystémiques et, donc, à participer à de nouvelles
formes urbaines plus « durables » d’une part, et d’élaborer des référentiels utilisables par
les opérateurs et les collectivités, d’autre part (http ://www.trameverteurbaine.com/).
La thèse intervient très en amont de ce programme, puisqu’elle vise à élaborer la
chaîne de traitements des séries d’images de télédétection à très haute résolution spa-
tiale qui sera mise en oeuvre sur les sites d’étude retenus (Rennes, Angers et Nantes)
pour cartographier la trame verte et son évolution. Elle a été réalisée pour partie au la-
boratoire COSTEL UMR CNRS 6554 LETG et pour partie au laboratoire LIAMA (La-
boratoire d’Informatique, Automatique et Mathématiques Appliquées) à Beijing qui est
un laboratoire franco-chinois (Chinese Academy of Sciences, Institute of Automation,
Tsinghua University, INRIA, CNRS, INRA, CIRAD, Groupe des Écoles Centrales).
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Introduction
La première partie de ce manuscrit expose la problématique de la thèse, en pré-
cisant d’une part les enjeux que représente le suivi des changements d’occupation du
sol en milieu urbain-périurbain et d’autre part comment il est possible d’étudier ces
changements à partir de données de télédétection à THRS.
L’objectif de cette partie est de mener une réﬂexion à partir d’un état de l’art, aﬁn
d’orienter le développement de la méthodologie de détection de changements à partir
de données à THRS puis l’application eﬀectuée sur un secteur périurbain de Rennes
Métropole qui seront présentés respectivement dans les deuxième et troisième parties
du manuscrit. Ainsi, l’analyse réalisée dans la première partie doit permettre de déﬁnir
le choix des méthodes et techniques qui seront utilisées pour étudier les changements
intervenus sur l’agglomération rennaise.
Nous nous attacherons d’abord à déﬁnir les termes de changements d’occupation et
d’utilisation du sol en montrant les enjeux de leur suivi dans les espaces urbains/péri-
urbains, et à exposer les caractéristiques des images à THRS qui sont utilisées pour
eﬀectuer ce suivi ainsi que les méthodes couramment appliquées dans ce contexte.
Nous présenterons ensuite une analyse critique consacrée à la façon dont la texture
contenue dans les images à THRS peut être utilisée pour détecter des changements
d’occupation du sol, l’objectif étant de guider les choix méthodologiques qui seront
eﬀectués pour élaborer une méthode de détection automatique et générique de chan-
gements à partir de données à THRS hétérogènes.
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Chapitre 1
Le suivi des changements
d’occupation et d’utilisation des
sols en milieu urbain et péri-urbain
à partir d’images de télédétection à
THRS
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Chapitre 1. Le suivi des changements d’occupation et d’utilisation des sols
en milieu urbain et péri-urbain à partir d’images de télédétection à THRS
1.1 Problématique et enjeux de l’évolution de l’oc-
cupation des sols en milieu urbain et péri-
urbain
1.1.1 Les changements d’occupation et d’utilisation des sols :
déﬁnitions et enjeux
Les changements d’occupation et d’utilisation des sols contribuent de façon signi-
ﬁcative aux interactions surface terrestre-atmosphère en inﬂuant notamment sur la
biogéochimie de l’eau et de l’atmosphère, la circulation de l’atmosphère, la couverture
pédologique, et sur la biodiversité en jouant un rôle sur la structure et le fonctionne-
ment des écosystèmes, la diversité des espèces ou encore la fragmentation des struc-
tures paysagères [Hubert-Moy 2004]. En retour, ils constituent un élément essentiel
de la réponse anthropique au changement global. Les causes de ces changements sont
pluri-factorielles. Ainsi, Lambin et Strahler [Lambin & Strahler 1994] ont listé cinq ca-
tégories de facteurs explicatifs des changements d’occupation du sol : les changements
climatiques sur le long terme, les processus écologiques tels que l’érosion des sols et
les changements de végétation, les altérations de l’homme sur la nature et les paysages
telles que la déforestation et la dégradation des territoires, et l’eﬀet de serre causé par
les activités humaines.
La connaissance des transformations actuelles (inférieures au siècle) des surfaces
terrestres représente un enjeu important pour l’évaluation de l’état de l’environnement,
qu’il s’agisse de conversions, c’est-à-dire du passage d’une catégorie d’occupation ou
d’utilisation du sol à une autre, ou de modiﬁcations qui représentent une évolution
à l’intérieur d’une même catégorie suite à des changements aﬀectant ses attributs
physiques ou fonctionnels [Hubert-Moy 2004]. Ainsi, les changements de l’occupation et
de l’utilisation des sols constituent un des critères principaux à prendre en considération
au niveau de la mise en oeuvre de décisions fondées sur le concept de développement
durable, que ce soit à une échelle globale, régionale ou locale.
Précisons que l’occupation des sols correspond à une description physique de l’es-
pace, qui désigne l’occupation (bio)physique observée des surfaces terrestres (végéta-
tion, sols, surfaces minérales, eau) et est observée par l’oeil humain ou par des cap-
teurs, notamment par télédétection. L’utilisation des sols correspond quant à elle le
plus souvent à une description des surfaces selon leur ﬁnalité socio-économique (zone
industrielle, de loisirs, parcelle agricole... ), et dans une moindre mesure à une suite
d’opérations visant à tirer des produits ou bénéﬁces des ressources du sol et qui re-
lèvent des pratiques agricoles (fauche, pâture, labourage, fertilisation, récolte... ). Dans
la plupart des applications, les changements que l’on cherche à identiﬁer et caracté-
riser relèvent à la fois de l’occupation et de l’utilisation, ce qui explique le caractère
hybride des nomenclatures des classiﬁcations [Turner & Meyer 1994]. De façon pra-
tique, on observe l’occupation des sols à partir de données de télédétection et on en
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déduit l’utilisation des sols à partir de connaissances expertes en y associant souvent
des informations dérivées d’autres données telles que des cartes thématiques.
Les changements majeurs intervenus au cours des derniers siècles, qui se traduisent
par des conversions d’usage des terres telles que la déforestation, ont été largement
localisés et identiﬁés à l’échelle mondiale [Geist 2006]. À l’inverse, les changements
progressifs, de faibles intensités, ou qui aﬀectent de petites étendues sont encore large-
ment méconnus et sous-estimés ; or, si considérés individuellement ils contribuent peu
aux échanges énergétiques globaux, leurs eﬀets cumulés peuvent inﬂuencer ces derniers
et surtout, ils peuvent entraîner des conséquences environnementales ayant un impact
majeur à une échelle locale, voire régionale. Ainsi, le drainage des zones humides provo-
qué par une intensiﬁcation agricole qui inclue une extension des terres agricoles est non
ou peu perceptible à une échelle globale, mais peut localement modiﬁer radicalement
la qualité des eaux. Autre exemple : l’artiﬁcialisation des terres provoquée par l’étale-
ment urbain entraîne des conversions d’usage des sols très localisées mais qui peuvent
impacter très fortement sur le fonctionnement hydrologique des zones touchées par
ce processus à travers une augmentation sensible du ruissellement de surface, ce qui
contribue au phénomène d’inondations.
Selon leur nature, les changements d’occupation et d’utilisation des sols sont donc
caractérisés par des intensités, des rythmes et des formes très variés, allant de mutations
brusques ayant une grande emprise spatiale (générées par exemple par certains types
de catastrophes naturelles à des modiﬁcations subtiles et régulières aﬀectant de petites
surfaces de quelques dizaines de km2, telles que des changements de pratiques sur des
parcelles agricoles) en passant par des changements brusques et irréguliers touchant de
petites superﬁcies, comme l’étalement urbain [Lambin et al. 2001].
La détection de changements est un processus qui comprend plusieurs opérations.
Dans [Macleod & Congalton 1998], les auteurs en décrivent quatre pour la détection
de changements appliquée au suivi de ressources naturelles : identiﬁer le changement
(détecter si un changement est apparu ou non), déterminer sa nature, mesurer sa
surface (son emprise spatiale) et estimer la précision de sa délimitation. Cette approche,
qui ne se limite pas à la seule identiﬁcation du changement mais prend en compte
son aspect spatial, permet de ne pas se restreindre à l’étude de conversions, mais
d’interpréter des changements plus subtils (modiﬁcations). Dans [Khorram et al. 1999],
Khorram et al. se sont concentrés sur l’emprise spatiale des changements :
« Ils peuvent aﬀecter des zones entières de manière uniforme et instanta-
née, alors que certains peuvent être lents, sans réelles frontières entre les
classes, tandis que d’autres peuvent présenter des conﬁgurations spatiales
complexes ».
Ils distinguent quatre catégories de changements pour l’interpréter d’un point de vue
spatial : le changement de forme, le déplacement, la fragmentation et la fusion. Cette
conception, reprise et synthétisée par Blaschke [Blaschke 2003], est illustrée par la ﬁ-
gure 1.1. Celle-ci permet de mettre en évidence que les changements qui se produisent
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sur les surfaces terrestres sont la combinaison de l’apparition ou la disparition d’objets,
de changements de localisation, de taille et de forme de ces objets. Il faut aussi remar-
quer qu’elle ne prend pas en compte les modiﬁcations internes aux objets qui sont liées
à des changements d’état de surface, et qui sont pourtant une composante importante
du changement.
Figure 1.1 – Les facteurs de changements d’un point de vue spatial (dans
[Blaschke 2003])
Parmi les milieux terrestres, les espaces péri-urbains sont les milieux aﬀectés par les
changements les plus diversiﬁés, des conversions brusques aux modiﬁcations subtiles, et
ceci sur des espaces aux tailles limitées mais variables, et à des rythmes très diversiﬁés.
En conséquence, ils constituent un milieu de choix pour développer une méthodologie
de détection de changement qui soit générique.
1.1.1.1 L’étude des changements d’occupation des sols en milieu urbain et
péri-urbain
L’urbanisation provoque des changements importants de l’occupation des sols et
des activités qui sont à l’origine de la dégradation croissante des écosystèmes et de la
12
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santé des citoyens. Les villes consomment des ressources naturelles, émettent aussi des
polluants et produisent divers déchets, ce qui entraîne diﬀérents types de pollutions,
une artiﬁcialisation des sols, et des ruptures d’équilibre au sein des ﬂux qui régissent le
fonctionnement du système urbain [Kalil 2010]. Ainsi, la préservation, voire la restau-
ration des écosystèmes sont devenues un des enjeux majeurs actuels du développement
urbain.
La majeure partie des villes sont confrontées à une série de problèmes environne-
mentaux telles que la dégradation de la qualité de l’air et de l’eau, l’émission de gaz
à eﬀet de serre, la production de déchets et d’eaux usées, ou encore l’étalement ur-
bain. Les principales causes de ces problèmes ont été identiﬁées [Rousseau 1992] : la
croissance démographique, la modiﬁcation des modes de vie avec la dissociation des
lieux de travail et d’habitat qui entraîne l’augmentation croissante de l’utilisation des
voitures, l’utilisation croissante des ressources naturelles, et la densiﬁcation des villes
qui entraîne des problèmes de circulation, de bruit et de pollution.
Face à ces problèmes, les principaux enjeux environnementaux à l’échelle urbaine,
qui ont été récemment recensés par Kalil [Kalil 2010] sont les suivants :
– La gestion des milieux « naturels » : la biodiversité (faune et ﬂore) repré-
sente un des éléments contributifs à la qualité du cadre de vie et à l’équilibre de
l’écosystème urbain [Clergeau 2007]. Des programmes locaux, nationaux et inter-
nationaux sont actuellement menés aﬁn d’améliorer le patrimoine naturel en ville.
Le suivi de l’évolution de l’organisation des structures paysagères qui, au sein de
l’espace, inﬂuent sur les ﬂux de populations animales et végétales, en particulier
sur leur isolement, constitue donc un enjeu de taille pour la biodiversité.
– La préservation ou la restauration de la qualité de l’air : la pollution
de l’air qui est générée par les activités industrielles, la circulation routière et
le chauﬀage a des eﬀets reconnus sur la santé et l’environnement. La qualité de
l’air (extérieur, mais aussi intérieur) est considérée aujourd’hui comme un des
enjeux majeurs en terme de santé publique. Ainsi, la plupart des communautés
urbaines en France ont mis en oeuvre des systèmes de surveillance permanente
de la qualité de l’air et développent des moyens de transport en site propre aﬁn
de réduire les sources d’émission de polluants.
– La gestion de la qualité de l’eau : la préservation de la qualité de l’eau est
un enjeu vital, tant pour l’homme que pour les écosystèmes. Les prélèvements
eﬀectués sur la ressource en eau pour le développement économique et social, que
ce soient pour les usages industriels, domestiques, agricoles ou d’aménagement
urbain, entraînent des problèmes de gestion de la ressource, tant sur le plan de
la qualité (rejets polluants qui impliquent des coûts importants de retraitement)
que de la quantité (pénurie observée dans certains cas).
– La gestion de l’énergie : la consommation croissante d’énergie en ville pour
le chauﬀage, les activités industrielles, les transports et l’aménagement urbain
entraîne des problèmes tels que l’épuisement des ressources fossiles (charbon, pé-
trole), l’augmentation de la production de gaz à eﬀets de serre et de déchets. En
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France, des programmes de maîtrise de l’énergie sont mis en oeuvre par l’État
et les collectivités territoriales aﬁn de réduire cette consommation d’énergie, no-
tamment en ﬁnançant des opérations mobilisant des énergies renouvelables.
– La gestion des déchets : l’urbanisation entraîne une augmentation des déchets
ménagers et des déchets produits par les diﬀérents domaines d’activités profes-
sionnelles. La gestion de ces déchets nécessite des eﬀorts importants, en amont
aﬁn de réduire l’utilisation des ressources naturelles, et en aval pour procéder à
leur traitement et réduire ainsi leurs impacts sur l’environnement.
1.1.1.2 Les caractéristiques du milieu urbain
La ville est un milieu complexe et dynamique, construit par des hommes et des
sociétés, des activités et des fonctions diverses [Paulet 2005]. Espace extrêmement an-
thropisé, la ville est un milieu hautement hétérogène, où les ruptures structurales sont
nombreuses, créant ainsi un contexte discontinu et complexe [Weber 1995]. La spéciﬁ-
cité du milieu urbain réside dans sa forte hétérogénéité, la taille réduite des objets qui
la composent et qui se succèdent sur de petites distances, lui conférant ainsi une forte
fréquence spatiale [Barles et al. 1999]. Son caractère hétérogène est dû à la grande va-
riété de ses surfaces, comprenant des surfaces minérales, métalliques, chlorophylliennes
et hydriques. L’espace urbain forme ainsi une mosaïque urbaine.
Du point de vue de l’écologie du paysage, la ville est considérée comme un paysage
spatialement hétérogène composé de multiples taches qui interagissent entre elles à
l’intérieur de la ville comme au-delà de ses limites [Aguejdad et al. 2006, Wu 2008].
Généralement, l’écosystème urbain est décrit en opposition à l’écosystème rural. L’es-
pace urbain se distingue d’abord de l’espace rural par une présence de l’homme et du
bâti beaucoup plus forte qui se traduit par une densité élevée de la population et des
surfaces bâties, et la conjonction de fonctions résidentielle, commerciale, industrielle et
infrastructurelle. Ainsi, le paysage urbain est plus hétérogène que le paysage rural. De
plus, l’espace urbain est caractérisé par une biodiversité (faune et ﬂore) diﬀérente de
celle des espaces naturels ou agricoles [Clergeau 2007].
Toutefois, la distinction entre espace urbanisé et espace rural ou naturel n’est pas
synonyme de rupture entre les deux systèmes, et dans le contexte d’une urbanisation
croissante, la dichotomie ville-campagne ou urbain-rural n’est plus vraiment nette. En
considérant la ville comme un écosystème, Clergeau [Clergeau 2007] préfère plutôt utili-
ser le terme de macro-écosystème ou mieux, de paysage urbain, cet espace étant plutôt
composé d’un ensemble d’écosystèmes qui s’interpénètrent et forment une mosaïque
d’habitats [Wu 2008].
1.1.1.3 Les changements en milieu urbain/péri-urbain : des conversions
qui entraînent une fragmentation des paysages
Le processus d’urbanisation se manifeste à travers des modiﬁcations profondes de
l’espace et entraîne des changements généralement irréversibles, notamment au ni-
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veau environnemental, en modiﬁant le paysage tant dans sa composition que dans sa
structure [Aguejdad 2009]. Ainsi, l’artiﬁcialisation du territoire, qui résulte du dévelop-
pement des réseaux de transport, des zones d’activités et de l’étalement résidentiel, est
responsable de changements d’occupation des sols et de la fragmentation du paysage
qui à leur tour entraînent la fragmentation et l’isolement des habitats « naturels ».
Les conversions du milieu rural vers le milieu urbain. L’hétérogénéité du mi-
lieu urbain ne cesse actuellement de s’accroître sous l’eﬀet d’une urbanisation croissante
qui s’exprime par une densiﬁcation des espaces déjà urbanisés et par une extension des
surfaces urbanisées sur le milieu rural.
L’artiﬁcialisation est un processus qui désigne un sol ou un milieu, un habitat
naturel ou semi-naturel qui perd les qualités qui sont celles d’un milieu « naturel »
[Lecompte 1999]. L’artiﬁcialisation des sols, qui résulte de l’urbanisation au sens large
puisqu’elle concerne l’habitat mais aussi les infrastructures de transports et zones ar-
tisanales et industrielles, entraîne une destruction des sols en les imperméabilisant.
Les « territoires artiﬁcialisés » désignent les espaces couverts par les espaces bâtis, les
routes et parkings, ainsi que les autres sols artiﬁciels non bâtis (chantiers, décharges,
carrières, jardins et pelouses d’agrément). Dans [IFEN 2006], les auteurs s’étendent
surtout au détriment des sols agricoles et des surfaces boisées. Notons que la dichoto-
mie « territoires artiﬁcialisés » – « milieux naturels » qui est très souvent reprise dans
les études portant sur l’évaluation des impacts de l’urbanisation, peut être nuancée par
le fait que certains milieux artiﬁciels tels que des carrières peuvent être caractérisés par
un degré élevé de naturalité et peuvent encore jouer un rôle d’habitat de substitution
pour une partie des espèces d’une zone biogéographique concernée. Ces milieux sont
appelés « milieux semi-naturels ».
L’artiﬁcialisation des sols produit un double eﬀet sur l’occupation du sol : des
conversions d’usage des sols (espaces agricoles et milieux « naturels » vers l’urbain)
d”une part, et des modiﬁcations des espaces agricoles et milieux « naturels » non
convertis d’autre part, l’étalement urbain inﬂuençant les espaces agricoles et les milieux
naturels environnants. Les conversions des surfaces naturelles et agricoles vers les sur-
faces artiﬁcialisées sont presque toujours irréversibles, tandis que les modiﬁcations des
espaces agricoles et naturels provoquées par l’urbanisation ont un caractère réversible.
Les études portant sur l’identiﬁcation, la mesure et le suivi de l’étalement ur-
bain traitent presque exclusivement des conversions d’occupation des sols, à travers
l’analyse des transitions des espaces naturels et agricoles vers les espaces artiﬁcialisés
[Aguejdad 2009]. Ceci s’explique par le fait que l’étude des conversions est plus facile à
réaliser techniquement, et par l’absence d’informations disponibles sur l’étalement ur-
bain, l’étude des conversions étant un préalable à celle des modiﬁcations. Par exemple,
dans [Aguejdad et al. 2009], les auteurs ont montré que les surfaces artiﬁcialisées cor-
respondant ici à la tache urbaine ont quasiment doublé en Ille-et-Vilaine (+92 %) entre
1984 et 2005, gagnant ainsi l’équivalent de trois fois la superﬁcie de la ville de Rennes,
soit 15 000 hectares. Les auteurs ont aussi mis en évidence que l’extension urbaine
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est responsable de presque les deux tiers des changements d’aﬀectation d’occupation
du sol ayant eu lieu sur le département et qu’elle s’est eﬀectuée majoritairement au
détriment des cultures et des prairies et dans une moindre mesure des surfaces boisées.
La fragmentation du paysage. La fragmentation peut être déﬁnie comme un pro-
cessus qui se traduit par une absence de connectivité qui entraîne souvent une altération
des processus écologiques. Elle s’exprime par une réduction des habitats et leur isole-
ment les uns par rapport aux autres quand ils ne sont pas connectés par des corridors
[Clergeau 2007].
La fragmentation s’observe à travers le morcellement des habitats naturels et la
réduction de leur superﬁcie. La fragmentation se traduit par la division d’un objet, ap-
pelé « tache » ou habitat en écologie du paysage en un nombre de petits fragments plus
ou moins distants les uns des autres, l’habitat pouvant, dans certains cas, disparaître
complètement. La fragmentation s’accompagne donc de la réduction de la taille de
l’habitat, voire à terme, de sa disparition. Quand on observe la fragmentation non plus
à l’échelle de l’habitat, mais à l’échelle du paysage, la relation entre la fragmentation,
la perte d’habitat et la qualité de l’habitat n’apparaît plus univoque. Ainsi, la ﬁgure
1.2 illustre que dans un paysage donné, la fragmentation peut être associée à une perte
d’habitat et/ou de qualité d’habitat, mais pas nécessairement. D’une façon générale,
le résultat de la fragmentation est un paysage composé d’une matrice, de morceaux ou
taches d’habitat résiduels et de corridors qui relient ces taches [Pereboom 2006].
La fragmentation est principalement causée par l’urbanisation croissante, le dé-
veloppement des réseaux de transport et des infrastructures routières associées,
mais aussi par l’agriculture (opérations de remembrement des terres agricoles
[Serrano et al. 2002]) qui altèrent la structure du paysage et, par voie de conséquence
des processus écologiques qui y sont associés [Scott 1999]. La fragmentation des habi-
tats est d’ailleurs considérée par la communauté scientiﬁque comme l’une des premières
causes d’atteinte à la biodiversité [Jaeger et al. ]. Les deux processus de la fragmen-
tation, à savoir le morcellement et la réduction de la superﬁcie des taches d’habitat,
aﬀaiblissent la capacité à pourvoir les ressources nécessaires pour les espèces et favo-
risent l’isolement des populations. En retour, la fragmentation des milieux naturels et
semi-naturels accélère la conversion de l’usage des sols dans les villes.
Le suivi des changements d’occupation des sols dans les espaces urbains représente
donc un enjeu important sur le plan environnemental. Toutefois, l’étude, par télédétec-
tion, de l’évolution des milieux urbains et péri-urbains qui présentent la particularité
d’être très hétérogènes, fragmentés et soumis à des changements souvent brusques,
fréquents et très locaux, impose un certain nombre de contraintes, tant au niveau du
choix des données à utiliser que de la méthodologie à appliquer.
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Original Landscape
with Focal Habitat
Habitat
Matrix
Landscape boundary
Original habitat boundary
Edge effects
1. Habitat loss + no 
fragmentation
2. No habitat loss + 
fragmentation
4. Habitat loss + 
fragmentation +
change in habitat
quality
3. No habitat loss + 
fragmentation
Figure 1.2 – Quatre cas illustrant la relation entre la perte, la fragmentation
et le changement de qualité des habitats dans un paysage délimité (dans
[Franklin et al. 2002])
17
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
Chapitre 1. Le suivi des changements d’occupation et d’utilisation des sols
en milieu urbain et péri-urbain à partir d’images de télédétection à THRS
1.2 Les données à THRS : de l’acquisition à l’inter-
prétation
1.2.1 Quelques rappels sur l’acquisition des données de télé-
détection
La télédétection consiste à acquérir à distance le rayonnement électromagnétique
émis ou réﬂéchi par une surface sans contact direct avec celle-ci. Dans ce travail, on
s’intéresse plus principalement au rayonnement électromagnétique du Soleil réﬂéchi par
la Terre dans les longueurs d’onde du visible et du proche infrarouge (Domaine optique
de la télédétection passive). Le rayonnement solaire réﬂéchi par les surfaces terrestres
varie selon la nature et l’état de ces dernières, mais aussi en fonction de l’état de
l’atmosphère, de l’environnement des surfaces, des conditions d’illumination ou encore
des caractéristiques du capteur. Il est enregistré par diﬀérents capteurs – embarqués à
bord de vecteurs, le plus souvent des avions ou des satellites – dont les caractéristiques
les rendent souvent spéciﬁques à un domaine d’application donné. De manière générale,
on peut les caractériser à partir de trois résolutions : spatiale, spectrale et temporelle.
La résolution spatiale d’un capteur correspond à la taille minimum des objets
qu’il peut distinguer au sol [Robin 1995]. Elle est déﬁnie comme le pouvoir de sépa-
ration au sol de deux objets adjacents. La précision des détails discernables sur une
image dépend donc de la résolution spatiale du capteur utilisé. En théorie, la résolution
spatiale se calcule à partir d’un test de Fonction de Modulation de Transfert (FMT).
La FMT consiste à évaluer, à partir d’une mire, la capacité à reproduire correctement
des transitions de contrastes à des fréquences de plus en plus élevées. En télédétection,
il est courant que la résolution spatiale soit assimilée au pas d’échantillonnage, celui-ci
correspondant à la distance réelle séparant le centre de deux pixels adjacents. Dans
le cadre de ce travail, nous nous intéressons particulièrement aux capteurs à THRS
qui ont une résolution spatiale égale ou inférieure à 5 mètres. Nous verrons dans la
section suivante que la résolution spatiale est déterminée diﬀéremment si les données
sont acquises de manière analogique ou digitale.
La résolution spectrale est la capacité d’un capteur à distinguer deux longueurs
d’onde voisines [Robin 1995]. La résolution spectrale est d’autant plus élevée que le
nombre de canaux ou bandes spectrales est important. Ainsi, un capteur panchro-
matique contient un seul canal à large spectre et possède donc une faible résolution
spectrale. À l’inverse, les capteurs hyperspectraux, qui disposent d’un nombre impor-
tant – supérieur à une centaine – de canaux sensibles à des intervalles de longueurs
d’ondes très étroits, sont dits à très haute résolution spectrale. Dans le cadre de ce tra-
vail, nous nous intéresserons aux données de télédétection à THRS les plus courantes,
qui sont acquises à de faibles, voire très faibles résolutions spectrales.
La résolution temporelle est déﬁnie par la répétitivité du positionnement du
capteur sur un même lieu à une même heure. Dans le cas des capteurs spatiaux de té-
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lédétection passive, on distingue la répétitivité temporelle réelle correspondant à la
période de revisite d’un même lieu et la répétitivité temporelle eﬀective dépendant
des facteurs climatiques (en présence d’un couvert nuageux, l’information enregistrée
par les capteurs n’est pas exploitable). En ce qui concerne les capteurs aéroportés, les
missions d’acquisition dépendent, elles aussi, des conditions climatiques mais elles ne
répondent à aucune règle de temporalité. En conséquence, les programmations d’ac-
quisitions aéroportées sont plus souples. Par exemple, une couverture nuageuse trop
importante peut entraîner le report de l’acquisition de quelques heures ou quelques
jours alors que le report atteint en moyenne deux semaines pour un capteur spatial à
THRS.
1.2.2 Les données à THRS
1.2.2.1 Bref historique des données à THRS
Avant l’avènement des capteurs spatiaux, les photographies aériennes constituaient
l’essentiel des données à THRS. Elles permettent aujourd’hui de retracer l’historique
de l’évolution des surfaces terrestres avec un niveau de détail élevé.
Les premières photographies aériennes, qui datent de 1858, ont été réalisées à partir
de ballons ou de cerf-volants. Son utilisation s’est développée au cours des deux Guerres
mondiales à des ﬁns militaires [Provencher & Dubois 2007]. En 1940, le Service Géo-
graphique de l’Armée (SGA), en charge des prises de vue aérienne, évolue sous une
forme publique et est renommé sous le nom d’Institut Géographique National (IGN).
Les photographies aériennes sont alors exploitées pour des applications de cartogra-
phie civiles. La première couverture du territoire français a été réalisée après la Seconde
Guerre mondiale, entre 1948 et 1952 [Provencher & Dubois 2007]. Les missions ont été
eﬀectuées à partir d’avions militaires jusqu’à la ﬁn des années 1980 [Bouiri 2001]. En-
tretemps, des avions spécialement dédiés à cette fonction ont été utilisés à partir de
1957.
Jusqu’au début des années 1990, les photographies aériennes étaient essentiellement
réalisées en noir et blanc dans la partie visible du spectre électromagnétique à partir
d’appareils photographiques à chambre simple. En 1942, le ﬁlm infrarouge est utilisé
pour la première fois par l’armée américaine. Il faudra attendre les années 70 pour
que les ﬁlms couleurs fassent leur apparition. Les photographies aériennes analogiques
étaient alors traitées manuellement par photo-interprétation.
La guerre froide a eu une inﬂuence considérable sur le développement des techno-
logies aérospatiales. Ainsi, le capteur américain Corona constitue le premier satellite
d’observation de la Terre [Peebles 1997]. Celui-ci est à mi-chemin entre les plateformes
utilisées pour les photographies aériennes et les satellites actuels : il s’agissait d’un
capteur analogique qui était placé sur orbite pour une durée limitée à quelques jours.
L’engin retombait ensuite sur Terre et les ﬁlms étaient alors analysés. Entre 1959 et
1972, les missions Corona ont eu pour objectif d’espionner le bloc soviétique (prin-
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cipalement l’URSS et la République populaire de Chine). Ce capteur a produit des
photographies restituant des résolutions spatiales de 7.5 m à 1.8 m pour les dernières
missions [MacDonald 1995].
Dès 1978, d’autres capteurs espions issus du projet Corona, dont le KH-11, sont
équipés de systèmes d’acquisitions non plus analogiques mais numériques qui restituent
une résolution spatiale supposée de 15 cm et ne nécessitent plus de retour au sol de
l’engin [Peebles 1997]. La réalisation technique des capteurs spatiaux à THRS a ainsi
été rendue possible dès la ﬁn des années 1970, mais elle n’a connue que des applications
militaires pendant de nombreuses années.
Ainsi, les applications civiles ont longtemps été eﬀectuées à partir d’images ac-
quises par des capteurs spatiaux non pas à THRS, mais à Haute Résolution Spatiale
(HRS),où la distance entre deux pixels correspond à une distance réelle située entre
10 et 80 mètres. Le premier satellite pour la Recherche scientiﬁque a été lancé en 1972
grâce au programme Landsat [Leimgruber et al. 2005]. Ce capteur numérique, équipé
d’un système de radio transmission, dénommé Earth Resources Technology Satellite
(ERTS) puis renommé Landsat 1, produisait des images multi-spectrales avec une ré-
solution spatiale de 80 m. La télédétection a ensuite connu un véritable essor. Avec la
participation d’investisseurs privés, une multitude de capteurs à HRS ont été mis en
orbite (Figure 1.3) et de nombreuses images sont vendues pour des applications civiles
[Lhomme et al. 2003].
Les données acquises par ces capteurs spatiaux à HRS, très diﬀérentes des photo-
graphies aériennes de par leur volume et leurs caractéristiques, ont suscité le dévelop-
pement d’outils de traitement bien spéciﬁques et ont donné naissance à la communauté
scientiﬁque de télédétection et d’observation de la Terre.
La télédétection était alors diﬀérente de la télédétection aérienne dans le sens où
les données étaient diﬀérentes de par leur résolution spatiale et spectrale (les images
satellitales numériques avec une assez faible résolution spatiale mais avec une bonne
résolution spectrale versus les photographies aériennes analogiques produites à partir
d’émulsions chimiques photosensibles à la lumière visible avec une forte résolution spa-
tiale mais une faible résolution spectrale). Néanmoins, elles restaient complémentaires
du fait qu’elles observaient les mêmes surfaces et étaient utilisées pour les mêmes ﬁns.
En 1999, le lancement du capteur Ikonos de la société Space Imaging marque une
nouvelle étape dans la télédétection spatiale civile puisqu’il représente l’avènement
d’une nouvelle génération de satellites : les satellites à THRS. Avec une résolution spa-
tiale de 1 m, Ikonos fournit des données comparables en précision spatiale à des images
aéroportées et les objets géographiques analysables sur une photographie aérienne le
sont désormais visibles sur une image satellitale. Depuis, une autre société américaine,
Digital Globe, s’est spécialisée dans les capteurs à THRS avec la mise en orbite satellite
du Quickbird en 2002 ; la société SPOT Image a notamment investi ce domaine avec le
capteur SPOT 5. La constellation de capteurs à THRS compte à ce jour un peu moins
d’une dizaine de satellites et des projets nouveaux sont toujours présents comme les
constellations de satellites Pléiades qui devraient être lancées au cours de l’année 2011.
20
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
1.2. Les données à THRS : de l’acquisition à l’interprétation
Malgré ce fort développement de l’imagerie satellitale, notons que la photogra-
phie aérienne reste largement utilisée. La disponibilité de photographies aériennes
couleur s’est généralisée en France au cours des années 1990. L’IGN continue à
couvrir l’ensemble de la France avec des mises à jour environ tous les cinq ans
[Provencher & Dubois 2007]. Les capteurs ont considérablement évolué et les ac-
quisitions sont désormais réalisées à partir de capteurs numériques depuis 2005
[Lehideux & Philippe 2010].
Plus généralement, les photographies aériennes ne sont pas devenues obsolètes :
Elles sont indispensables pour retracer ﬁnement l’historique de l’occupation et de l’uti-
lisation des sols sur plusieurs décennies ; elles continuent à fournir des informations
complémentaires à celles des images satellitales ; en outre, elles restent très intéres-
santes pour l’observation sur des petites surfaces, car les missions d’acquisition peuvent
être réalisées avec l’utilisation de plateformes moins coûteuses que les avions telles que
des ULM ou des drones [Gademer et al. 2010].
Depuis le développement des capteurs spatiaux à THRS, la photo-interprétation
reste une discipline à part entière. La cartographie automatique des images à THRS
à partir d’outils de traitements de l’image évolue mais n’est pas encore parvenue à
remplacer le photo-interprète. Actuellement, il y a ainsi un transfert entre les besoins
et les compétences des deux disciplines : le spécialiste en traitement d’images a besoin
d’outils plus adaptés pour traiter ces données à THRS. D’un autre côté, il lui est
nécessaire de comprendre et d’intégrer les compétences du photo-interprète aﬁn de
développer des méthodes d’analyses eﬃcaces.
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1.2.2.2 Les photographies aériennes
L’acquisition. Les photographies aériennes sont acquises principalement à partir
d’avions. Néanmoins, ce terme inclut toute autre photographie qui a fait l’objet d’une
acquisition à partir d’une plateforme aéroportée (drone, ULM, ballon, ...). Une mission
d’acquisition est généralement planiﬁée par plusieurs lignes orientées dans la direction
de la largeur du territoire étudié (Figure 1.4). Les prises de vue des clichés sont réalisées
de manière à oﬀrir un recouvrement suﬃsant entre deux clichés successifs pour pouvoir
réaliser des analyses en stéréoscopie. Le recouvrement latéral, correspondant à l’acqui-
sition d’une même surface au sol par deux photographies provenant de deux lignes
diﬀérentes, est généralement de l’ordre de 10 % à 25 % et le recouvrement longitudinal
(entre deux prises successives) est d’environ 60 % [Bariou 1978].
Les missions de l’IGN sont généralement prévues sur une période allant du 15 mai
au 15 octobre aﬁn de bénéﬁcier du meilleur ensoleillement possible [Bouiri 2001].
1
ère
 ligne
2
ème
 ligne
3
ème
 ligne
Figure 1.4 – Plan de vol d’une mission aéroportée (modiﬁée de
[Bariou 1978])
Des émulsions aux photographies numériques. Les photographies aériennes
de type analogique sont des ﬁlms composés des grains d’halogénure d’argent qui ré-
agissent lors d’une exposition à la lumière. Les émulsions utilisées auparavant étaient
de trois types : panchromatique, couleur et infrarouge (Figure 1.5). L’utilisation des
photographies couleur ne s’étant généralisée qu’à partir du début des années 1990, les
photographies panchromatiques restent les plus employées. Celles-ci ont pour avan-
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tage d’oﬀrir des images plus nettes, plus homogènes et de faciliter les conditions de
réalisation.
Les photographies couleur ont un grain plus grossier que l’émulsion panchromatique
et donc oﬀrent un pouvoir de résolution plus faible [Bariou 1978]. Dans [Bariou 1978],
l’auteur précise que les tirages couleurs sont plus sensibles aux diﬀérences colorimé-
triques entre les photographies lors du tirage. De plus, l’auteur fait état d’une incapacité
à reproduire des variations de couleur entre des objets qui présentent une légère dif-
férence. Enﬁn, l’acquisition doit être réalisée à une altitude plus basse que les images
panchromatiques car la ﬁdélité de restitution des couleurs diminue avec l’altitude.
Les prises de vue infrarouge sont intéressantes pour la délimitation des diﬀérentes
unités naturelles (bonne identiﬁcation des surfaces en eau et de la végétation). Cepen-
dant, elles oﬀrent moins d’intérêt pour l’étude des surfaces artiﬁcialisées (moindre préci-
sion géométrique) et sont particulièrement sensibles aux ombres portées [Bariou 1978].
En France, l’IGN a produit des photographies numériques à partir de 2005
[Lehideux & Philippe 2010]. Le principe d’acquisition est resté le même, seule la pel-
licule est remplacée par un capteur CCD (Charge-Couple Device) qui convertit le
rayonnement électromagnétique en une intensité électrique directement proportion-
nelle à la quantité de lumière reçue. Cette intensité est ensuite numérisée (c’est-à-dire
quantiﬁée en un nombre ﬁni de valeurs) et est aﬀectée à un pixel. On obtient ainsi une
série de nombres, appelée image numérique, qui traduit le rayonnement capté dans
la scène. Ce type de données permet de faciliter la conservation de l’information. En
eﬀet, les émulsions sont des supports fragiles qui se dégradent après plusieurs années
d’utilisation (elles peuvent être rayées, déformées, partiellement déchirées ou peuvent
également comporter des impuretés – marques de stylo, traces d’empreintes digitales).
Ainsi, une image analogique se dégrade au cours du temps. Lorsque l’image est stockée
de manière numérique, alors la reproduction de la série de nombres peut se faire sans
erreur. Même si le support vieillit ou est susceptible de se dégrader (pour les raisons
mentionnées précédemment), il est toujours possible de reproduire la donnée numé-
rique et ainsi de la conserver sans erreur. Par ailleurs, un autre avantage primordial de
ces données numériques provient du fait qu’elles peuvent être traitées numériquement
(ouvrant le champ disciplinaire de l’analyse d’images) et intégrées dans un SIG.
Les échelles et la résolution spatiale. L’échelle représente le rapport entre la
mesure d’un objet au sol et sa représentation sur la photographie. Plus généralement,
on peut calculer l’échelle d’une photographie à partir de l’altitude d’acquisition et la
distance focale de l’objectif. Dans le cas de la ﬁgure 1.6, l’échelle peut se calculer de la
manière suivante :
Echelle = Dc
Dt
= f
H
= 152× 10
−3
3800 =
1
25000 (1.1)
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Exemple du capteur Quickbird
Figure 1.5 – Sensibilité spectrale des photographies aériennes et d’un cap-
teur spatial à THRS
où Dc est la dimension d’un objet représenté sur le capteur, Dt est la dimension d’un
objet représenté au sol, f est la distance focale du capteur et H est l’altitude d’acqui-
sition (distance entre le capteur est le sol).
Terrain
Capteur
Objectif
Dt = 62 m
Dc = 2.5 cm
f = 153 mm
H = 3800m
Figure 1.6 – Calcul de l’échelle d’une photographie aérienne (modiﬁé de
[Provencher & Dubois 2007])
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Tableau 1.1 – Approximation de la résolution spatiale des photographies aé-
riennes numérisées. La résolution spatiale varie en fonction de l’échelle des photo-
graphies aériennes
Échelle Résolution spatiale
1/5000 ≈ 0.22 m
1/8000 ≈ 0.34 m
1/10000 ≈ 0.42 m
1/14500 ≈ 0.61 m
1/20000 ≈ 1.06 m
1/30000 ≈ 1.27 m
La résolution spatiale des photographies aériennes analogiques dépend en partie de
la granulation de la pellicule photographique. Plus les grains d’halogénure d’argent de
la pellicule d’argent sont gros et plus le pouvoir séparateur des objets au sol diminue.
Dans [Petrie & Kennie 1991], la résolution spatiale d’une photographie aérienne est
calculée en tenant compte du type de pellicule et de l’échelle. Cette méthode estime
ainsi une résolution d’environ 37.5 cm pour une échelle au 1/20000ème et de 75 cm pour
une échelle de 1/30000ème.
Le plus souvent, lorsque nous avons accès à une image analogique, nous n’avons
en général pas connaissance des informations sur la pellicule photographique utilisée.
Il est alors possible de calculer la résolution spatiale à partir du constat eﬀectué dans
[Provencher & Dubois 2007] qui estime la résolution optimale de photo-interprétation à
40µm. Comme les photographies sont numérisées, la résolution de numérisation équi-
valente à cette résolution optimale est alors de 600 pixels par pouce. La déﬁnition
de cette résolution optimale nous permet ainsi de ne pas sous-échantillonner ou sur-
échantillonner la numérisation des photographies et de rester au plus proche de sa re-
présentation réelle. Ensuite, il est possible de déduire la résolution spatiale de chaque
photographie à partir de son échelle de cette façon. Quelques exemples de résolution
spatiale calculés à partir de cette méthode sont présentés dans le tableau 1.1.
1.2.2.3 Les images satellitales
Les plates-formes. Les satellites à THRS sont placés sur des orbites héliosyn-
chrones, ce qui leur permet de toujours revisiter un même lieu à la même heure. La
résolution temporelle est variable suivant les capteurs, elle est d’environ 15 jours en
moyenne. Les capteurs à THRS se sont multipliés au cours de ces dix dernières années
et constituent à ce jour une source de données incontournable (Figure 1.7).
La résolution spatiale. Ces satellites sont tous équipés de capteurs à barrettes.
L’acquisition s’eﬀectue à partir d’une barrette de cellules CCD (Charge-Couple De-
vice), les informations étant acquises le long de la trajectoire de déﬁlement du satellite.
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Figure 1.7 – Nombre de capteurs à THRS disponibles depuis 1999. Leur
nombre a été multiplié par 5 en 10 ans
La largeur du capteur à barrettes détermine ainsi la largeur de la surface observée, que
l’on nomme la fauchée. Les fauchées peuvent être variables d’un capteur à un autre et
en fonction de la surface étudiée, cette caractéristique étant un paramètre important
dans le choix de l’usage d’un capteur plutôt que d’un autre. De manière générale, si
l’on considère l’ensemble des capteurs THRS d’une résolution spatiale inférieure ou
égale à 5 m (Figure 1.8), on remarque que le gain en résolution spatiale se produit au
détriment de la taille de la fauchée.
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Figure 1.8 – Fauchée des satellites à THRS en fonction de leur résolution
spatiale. Plus la résolution spatiale est importante et plus la fauchée se réduit
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La résolution spectrale. Les capteurs à THRS possèdent une résolution spectrale
qui est souvent plus élevée que celle des émulsions photographiques. Aﬁn de conserver
une bonne précision géométrique des images tout en assurant une bonne résolution
spectrale, les satellites sont souvent équipés de deux capteurs : un panchromatique
et un multi-spectral. Contrairement aux photographies aériennes panchromatiques, les
images panchromatiques enregistrées par les capteurs spatiaux sont sensibles au proche
infrarouge (Figure 1.5), ce qui constitue un atout de taille pour le suivi de la végéta-
tion. De plus, il est possible de fusionner les images multi-spectrales et panchromatiques
aﬁn d’obtenir une composition dont la résolution spatiale est égale à celle de la donnée
panchromatique (voir [Zhang 2004] pour une revue des méthodes de fusion dans ce
contexte). Un exemple de fusion d’une image multi-spectrale et d’une image panchro-
matique enregistrées par le capteur Quickbird à partir d’une analyse en composantes
principales est présenté à la ﬁgure 1.9.
(a) (b) (c)
Figure 1.9 – Exemple de la fusion d’une image multi-spectrale et d’une
image panchromatique à partir du capteur Quickbird : (a) image multispec-
trale, (b) image panchromatique, (c) image fusionnée
1.2.2.4 Comparaison entre photographies aériennes et images satellites
Contrairement aux capteurs optiques aéroportés, les capteurs spatiaux peuvent
faire des acquisitions en déporté, ce qui leur permet d’avoir une plus large résolution
temporelle. Néanmoins, sans compter les diﬃcultés liées aux corrections géométriques
nécessaires, notons qu’une déportation trop importante par rapport à une acquisition
réalisée directement sous le capteur (au nadir) entraîne des eﬀets de perspectives non
négligeables (ombres, côtés des bâtiments, ...).
Enﬁn, la présence d’un couvert nuageux peut ainsi retarder l’acquisition d’un jour
à deux semaines selon les caractéristiques d’orbite du satellite. Même s’il est possible
de programmer des périodes d’acquisition, l’utilisateur maîtrise moins les conditions
d’acquisition d’images satellitales que de photographies aériennes quand il peut com-
mander des missions aéroportées.
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1.2.3 L’interprétation des données à THRS
1.2.3.1 Déﬁnition d’un objet géographique
Les images à THRS permettent de représenter les zones d’études avec une grande
précision. Il est nécessaire de s’appuyer sur la déﬁnition d’un objet géographique aﬁn
de mieux analyser les images à THRS.
Dans [Brunet et al. 1993], un objet géographique est déﬁni comme une entité qui
a une dimension dans l’espace, qui met en jeu des lieux, et qui possède d’intéressantes
propriétés fonctionnelles du point de vue de la géographie (par exemple : un réseau,
une ville, une région, une montagne, un champ, une distribution spatiale, ...).
Dans [Robin 1995], l’auteur adapte cette déﬁnition à la télédétection :
« L’objet géographique est déﬁni, dans le paysage, comme un élément à
l’interface hydrosphère-atmosphère, lithosphère-atmosphère ou biosphère-
atmosphère. Il est doté d’une surface caractérisée par un ensemble de va-
leurs radiométriques et est délimité par d’autres éléments caractérisés par
d’autres valeurs radiométriques. La forme et l’organisation des valeurs ra-
diométriques de l’élément du paysage sont révélatrices de son identité, au
même titre que sa signature spectrale ».
1.2.3.2 La représentation des objets géographiques à partir d’une image
numérique
Sur une image numérique, un objet géographique ne peut être correctement repré-
senté que par un groupe de pixels. Une partie de ces pixels, les pixels purs, qui sont
généralement situés au centre de l’objet, permettent de caractériser cet objet selon leurs
valeurs spectrales (luminance) et leur arrangement spatial (texture). L’objet géogra-
phique est aussi représenté par des pixels mixtes, parfois appelés mixels, qui délimitent
l’objet par rapport à son environnement. Les pixels mixtes regroupent une information
spectrale mélangeant l’objet étudié et l’objet adjacent. La précision d’analyse d’un ob-
jet géographique repose ainsi sur le rapport entre les pixels purs et les pixels mixtes
qu’il contient.
La ﬁgure 1.10, proposée par Campbell [Campbell 2006], montre la variation des
pixels purs et des pixels mixtes selon la résolution spatiale de l’image. Plus la résolution
spatiale de l’image est ﬁne, plus les objets sont constitués d’un nombre important de
pixels purs. À l’inverse, le nombre de pixels mixtes devient plus important à mesure que
la résolution spatiale devient plus grossière et que la taille des pixels s’approche de la
taille des objets. La confusion entre des objets géographiques est très élevée lorsque les
objets géographiques sont plus petits que la taille des pixels. Dans le cas des données
à THRS, la résolution est suﬃsamment ﬁne pour que la majorité des objets usuels
soient représentés par des pixels purs (cas A de la ﬁgure 1.10) ce qui met en évidence
les détails de chaque objet. Au sein de l’objet géographique, l’homogénéité des valeurs
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numériques des pixels purs varie en fonction de l’hétérogénéité spectrale de l’objet
analysé.
Figure 1.10 – Représentation d’un objet en fonction de la résolution spatiale
d’une image (dans [Campbell 2006]). De (a) à (d), la résolution devient plus
grossière. En conséquence, le nombre de pixels mixtes augmente
Dans [Lhomme et al. 2003, Robin 1995], les auteurs déﬁnissent trois niveaux
d’interprétation en fonction de la résolution spatiale de l’image : la détection,
l’identiﬁcation et l’analyse. Un objet géographique est :
– « détectable » lorsque l’on constate sa présence ;
– « identiﬁable » lorsque l’on peut le déﬁnir ;
– « analysable » lorsque l’on peut le décrire et le diﬀérencier d’un objet du même
type.
La résolution spatiale de l’image ainsi que la taille des objets étudiés constituent
deux paramètres déterminants pour l’analyse des objets.
Dans [Woodcock & Strahler 1987], les auteurs conviennent de l’existence d’une ré-
solution spatiale optimale pour analyser un objet. La méthodologie mise en oeuvre
consiste à réduire progressivement la résolution spatiale de l’image en calculant la
variance des pixels à partir d’une fenêtre glissante de dimension 3 × 3. La résolution
spatiale retenue est celle qui présente la variance est la plus forte. Les auteurs observent
alors que lorsque les pixels sont plus petits que les objets géographiques, la variance
est faible car les objets sont représentés par de nombreux pixels purs. La variance at-
teint ensuite un maximum local lorsque la résolution spatiale s’approche de la taille
des objets. Chaque pixel est alors caractéristique de diﬀérents objets. Enﬁn, lorsque la
résolution spatiale est plus large que la taille des objets, la variance diminue. Les pixels
mixtes sont de plus en plus nombreux et tendent vers une valeur spectrale commune.
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Figure 1.11 – Étude de la variance de diﬀérents paysages en fonction de
la résolution spatiale à partir d’une photographie aérienne de 1978 d’une
résolution spatiale de 1 mètre : (a-b) paysage urbain ; (c-d) paysage rural ; (e-f)
paysage forestier. Le pic de variance déﬁnit la résolution optimale d’identiﬁcation
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Figure 1.12 – Étude de la variance de diﬀérents types d’occupation du sol en
fonction de leur résolution spatiale à partir d’une photographie aérienne de
2001 d’une résolution spatiale de 0.5m : (a-b) champ de céréales ; (c-d) prairie ;
(e-f) forêt. Le pic de variance déﬁnit la résolution optimale d’identiﬁcation
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Néanmoins, il faut préciser que les auteurs observent le pic de variance dès lors que les
pixels ont une taille comprise entre 12 et
3
4 de la taille des objets. Cela s’explique par la
juxtaposition des pixels qui ne peut correspondre parfaitement au positionnement des
objets.
Nous avons reproduit cette méthode sur deux jeux de données représentatifs de
deux échelles d’analyses distinctes. Le premier est constitué de trois images de paysages
diﬀérents (urbain, rural, forestier) de la métropole de Rennes issus de photographies
aériennes de 1978 d’une résolution spatiale de 1 m (1ère colonne de la ﬁgure 1.11).
Le second comporte trois images représentant diﬀérents types d’occupation du sol
(céréales, prairie, forêt) extraits de photographies aériennes de 2001 d’une résolution
de 50 cm (1ère colonne de la ﬁgure 1.12). Les résultats de cette analyse sont présentés
en deuxième colonne des ﬁgures 1.11 et 1.12.
La résolution optimale obtenue pour le milieu urbain et forestier est de 6 et 5 m
respectivement. Le pic de variance du milieu rural correspond à une résolution beau-
coup plus élevée, aux alentours de 40 mètres. Cela s’explique par la taille des objets
qui composent chaque scène : les objets qui constituent le milieu urbain et forestier
sont globalement de la même taille et peuvent varier de 6 à 10 m (arbres, maisons,
... ), tandis que le milieu rural est principalement représenté par des parcelles d’une
dimension variant de 50 à 80 m.
En ce qui concerne les diﬀérents types d’occupation des sols (Figure 1.12), les
céréales et la forêt présentent une variance maximale pour une résolution spatiale
d’environ 5 m alors que la variance de la prairie diminue dès 0.5 m. Dans le cas
de la prairie, la variance calculée décroît rapidement pour des résolutions de plus en
plus grossières. Ceci est représentatif d’un type d’occupation du sol dont on ne peut
distinguer les objets qui le composent (des brins d’herbe dans cet exemple). L’exemple
des céréales est diﬀérent car, bien que la parcelle soit composée d’épis, elle est surtout
caractérisée surtout par les traces de passages d’engins agricoles. Ces dernières, espacées
d’environ 5 m, déﬁnissent ainsi sa résolution optimale. Enﬁn, notons que quelle que soit
l’échelle d’analyse, la résolution optimale de la forêt est sensiblement la même (4–5 m).
1.2.3.3 La structuration des objets géographiques
Les objets géographiques ont la propriété d’avoir des relations sémantiques à dif-
férentes échelles qui leur permet de s’emboîter. Par exemple, dans [Puissant 2003],
l’auteure s’intéresse au milieu urbain et déﬁnit comme « objet urbain » chaque élé-
ment sous-ensemble de l’objet géographique « ville ».
Dans un milieu urbain, un îlot caractérise l’organisation des bâtiments. L’organi-
sation des îlots dépend de la structuration de la voirie, celle-ci étant elle-même dépen-
dante du type de milieu urbain (centre-ville, péri-urbain, ...) ou type de ville (modèle
européen, nord américain, ...). En conséquence, la structuration des objets à une échelle
donnée caractérise l’objet qui les contient à une échelle d’un niveau supérieur (échelle
plus petite).
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Ces représentations aux diﬀérentes échelles sont contenues dans les images à THRS.
Une étude de la structure des objets géographiques peut alors être réalisée à partir
d’un variogramme qui est un outil permettant de mesurer les liens entre les échelles
spatiales. Il est par exemple régulièrement utilisé en géostatisque pour la réalisation
d’interpolations [Rossi et al. 1992].
L’utilisation d’un variogramme repose sur l’hypothèse que les diﬀérents objets au
sol se distinguent par leur luminance selon une fonction Z(xi) où i correspond au
nombre de pixels de l’image. Pour une direction et une distance données, on déﬁnit
ainsi le variogramme γ(h) dans la direction h par :
γ(h) = 12n(h)
n(h)∑
i=1
[Z(xi + h)− Z(xi)]2 (1.2)
où n(h) est le nombre de paires de pixels et xi représente l’ensemble des pixels.
Plus les valeurs du variogramme sont élevées, plus la diﬀérence de luminance entre les
pixels est importante. On en déduit ainsi que les pixels n’appartiennent pas aux mêmes
objets géographiques.
Ce type d’analyse a déjà été réalisé pour caractériser la structure d’images
de télédétection aﬁn de mettre en évidence la taille et la périodicité moyenne
des objets qui les composent [Brivio & Zilioli 2001, Cohen et al. 1990, Curran 1988,
Woodcock et al. 1988a, Woodcock et al. 1988b]. Nous avons calculé ces variogrammes
sur les images précédemment utilisées dans les directions horizontale et verticale. Les
résultats sont regroupés dans les ﬁgures 1.13 et 1.14 .
Les courbes du variogramme du milieu forestier et du milieu rural suivent la même
tendance et sont similaires dans les directions horizontale et verticale. Les structures
sont donc isotropes car elles restent identiques quelle que soit leur direction. Elles
présentent un eﬀet dit « pépite » : la variance augmente puis se stabilise pour une
distance donnée. Cette variance atteint un palier à une distance de 12 m dans le cas
du milieu forestier et de 130 m pour le milieu rural. Ces seuils indiquent la distance à
laquelle un pixel devient indépendant de son voisin. Ainsi, les arbres qui constituent le
milieu forestier sont séparés d’environ 12 m, tandis que le milieu agricole, les parcelles
sont séparées de 130 m environ. Quant au milieu urbain, il présente un variogramme
particulier (Figure 1.13(b)) : sa structure est anisotrope car les courbes ont un com-
portement diﬀérent dans les directions horizontales et verticales ; alors que la courbe
présente un eﬀet pépite dans la direction verticale, la courbe de la direction horizontale
comporte des ﬂuctuations périodiques de variance. On peut ainsi déﬁnir une fréquence
d’environ 60 m qui correspond à la séparation des îlots par la voirie.
Dans le cas des diﬀérents types d’occupation des sols (Figure 1.14), on remarque
que le sol nu et la forêt ont respectivement un eﬀet pépite pour une distance de 3
pixels (1.5 m) et de 20 pixels (10 m). La structure du champ de céréales est similaire
à celle du milieu urbain mais avec un eﬀet encore plus prononcé. Cette anisotropie est
dû à l’ensemencement et on peut remarquer que la période séparant chaque ligne de
passage d’engin agricole est d’environ 20 pixels (10 m).
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L’étude des variogrammes nous montre ainsi que l’organisation des objets à une
échelle donnée caractérise l’objet à une échelle supérieure et que ces organisations
peuvent être mises en évidence à partir d’images à THRS. Il existe une relation évidente
entre la taille des objets présentés précédemment et la manière dont ils sont structurés.
Néanmoins, l’étude de la structure montre aussi que les objets géographiques peuvent
s’organiser de diﬀérentes manières en fonction de leur nature. La structure des ob-
jets peut en eﬀet être déﬁnie par la périodicité et l’isotropie des sous-objets qui les
composent.
1.3 La détection de changements d’occupation des
sols à partir d’images à THRS
Dans le cadre de la détection de changements appliquée à des images à THRS
qui sont caractérisées par une résolution spectrale peu élevée, il convient de revoir les
méthodes existantes, d’identiﬁer leurs avantages et inconvénients aﬁn de mieux déﬁnir
une méthode adaptée aux caractéristiques de ces données. Nous nous intéressons ainsi,
dans les sections 1.3.1 et 1.3.2, à l’identiﬁcation des sources d’erreurs et à une revue
des méthodes les plus usuelles.
1.3.1 Les sources d’erreur dans la détection de changements
Dans [Biging et al. 1998], les auteurs s’inspirent des travaux de Lunetta et al.
[Lunetta et al. 1991] pour inventorier les sources d’erreurs induites par l’application
d’une méthode de détection de changements.
Comme illustré sur la ﬁgure 1.15, les sur-détections ou les sous-détections de chan-
gements proviennent d’une accumulation d’erreurs dans la chaîne de traitements ap-
pliqués aux images.
Ainsi, dès l’acquisition des données, les conditions d’acquisitions (telles que l’angle
de prise de vue, l’illumination par le soleil, la composition de l’atmosphère) ont une
inﬂuence sur la qualité du résultat.
Par ailleurs, dans le cas d’une étude multi-temporelle, la détection des changements
est réalisée en fonction des images disponibles en archives. Celles-ci proviennent sou-
vent de diﬀérentes sources, la série associant des photographies aériennes de diﬀérentes
émulsions et à diﬀérentes échelles et des images satellitales à THRS. Les caractéris-
tiques des capteurs (comprenant les propriétés de la plateforme, lentille, support de
stockage, et les résolutions spectrales et spatiales... ) ainsi que leur calibration étant
rarement identiques, les données produites ne sont alors pas systématiquement com-
parables. L’hétérogénéité des données conduit ainsi l’utilisateur à réaliser une série de
prétraitements qui inﬂuencent à leur tour la qualité des données. Par exemple, le géoré-
férencement d’une image brute dans un repère géographique, son rééchantillonnage, les
opérations de lissage (réduisant le bruit) et les corrections radiométriques sont des trai-
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Figure 1.13 – Étude de la structure de diﬀérents paysages à partir de vario-
grammes dans les directions horizontale (en rouge) et verticale (en bleu) :
(a-b) paysage urbain ; (c-d) paysage rural ; (e-f) paysage forestier. La forme du vario-
gramme caractérise la structure des paysages
36
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
1.3. La détection de changements d’occupation des sols à partir d’images
à THRS
0 10 20 30 40 50
1000
1500
2000
2500
3000
3500
h
g
a
m
m
a
(g) (h)
0 10 20 30 40 50
50
100
150
200
250
300
350
400
h
g
a
m
m
a
(i) (j)
0 10 20 30 40 50
0
500
1000
1500
2000
2500
h
g
a
m
m
a
(k) (l)
Figure 1.14 – Étude de la structure de diﬀérents types d’occupation du
sol à partir de variogrammes dans les directions horizontale (en rouge) et
verticale (en bleu) : (a-b) champ de céréale ; (c-d) prairie ; (e-f) forêt. La forme du
variogramme caractérise la structure du type d’occupation du sol
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tements couramment réalisés qui chacun contiennent une potentielle source d’erreurs
qui aﬀecte le résultat ﬁnal.
Le choix de la méthode de classiﬁcation des images inﬂue aussi fortement sur la pré-
cision de la détection des changements. Par exemple, une méthode qui traite indépen-
damment chaque image produit des erreurs qui sont cumulées lors de la phase de post-
classiﬁcation alors qu’une méthode qui analyse l’ensemble des données lors d’une unique
opération minimise les erreurs liées à la classiﬁcation ([Inglada & Mercier 2007]). En-
ﬁn, l’évaluation de la qualité du résultat est elle-même soumise à des erreurs (liées aux
données et aux méthodes de validation utilisées).
Le choix de la méthode de détection de changements est particulièrement déli-
cat à eﬀectuer quand les changements à identiﬁer sont de faible intensité (modiﬁca-
tions d’occupation des sols) ou ont une faible emprise spatiale. En eﬀet, il est souvent
nécessaire de traiter de grands volumes de données pour détecter des changements
aﬀectant de petites surfaces, parfois irrégulières et clairsemées [Biging et al. 1998,
Bruzzone & Prieto 2000a, Strahler et al. 2006]. Les changements occasionnés ont un
comportement proche d’un bruit inhérent aux images et sont alors très diﬃciles à
identiﬁer. A l’inverse, la présence de bruit dans les données peut tout autant être
assimilée à un changement ne correspondant pas à une réalité de terrain.
1.3.2 Les méthodes image-à-image versus les méthodes par
post-classiﬁcation
Le choix de la méthode de détection de changement est conditionné par la zone
et l’objet étudié, ainsi que par les caractéristiques des données et leur disponibilité. Il
existe ainsi une grande variété de méthodes. Dans [Coppin et al. 2004, Lu et al. 2004],
les auteurs ont revu et catégorisé les diﬀérentes méthodes existantes selon ces critères.
On peut distinguer deux familles de méthodes : les comparaisons image-à-image et les
comparaisons par post-classiﬁcations. Parmi ces deux familles, nous pouvons citer
les méthodes suivantes :
1.3.2.1 Les comparaisons image-à-image.
Elles regroupent un nombre important de méthodes qui dans la majorité des cas,
ne fournit aucune information sur la nature des changements. Ces méthodes, le plus
souvent non-supervisées, ne nécessitent pas d’échantillonnage préalable et reposent sur
un seuil de changement. Parmi la catégorisation recensées dans [Lu et al. 2004], citons
les plus connues :
– Les méthodes algébriques telles que la soustraction et la division d’images,
mais aussi les vecteurs de changement. Dans les deux premières approches, les
changements sont identiﬁés sur l’image des diﬀérences (ou l’image des ratios
dans le cas d’une division d’images), les pixels dont les valeurs sont faibles sont
considérés comme du non-changement alors que les valeurs de pixels plus élevées
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Figure 1.15 – Sources d’erreurs dans la procédure de détection de change-
ments par télédétection (modiﬁée de [Biging et al. 1998]). Les erreurs s’accu-
mulent tout au long de la chaîne de traitements
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correspondent à un changement [Nelson 1983]. Ces méthodes sont particulière-
ment simples à mettre en place mais ne caractérisent le changement que par son
intensité et non par sa nature. L’analyse par vecteur de changements repose sur
la même approche [Bruzzone & Prieto 2000b, Lambin & Strahler 1994]. L’évolu-
tion de chaque pixel est représentée par un vecteur de changement correspondant
aux couples de leurs valeurs spectrales en t1 et t2. Les vecteurs peuvent alors être
représentés dans l’espace spectral : leur intensité permet de détecter la présence
de changements, et leur direction distingue diﬀérents types de transitions.
– Les méthodes de transformation comme les analyses en composantes princi-
pales [Richards 1984] ou encore le Tasseled Cap [Crist & Cicone 1984] sont une
alternative aux précédentes. Une unique transformation est appliquée simultané-
ment aux deux images et les changements peuvent être séparés et caractérisés à
l’aide des composantes résultantes. Dans le cas de l’analyse en composantes prin-
cipales, les premières composantes extraient l’information la plus redondante :
elles correspondent ainsi aux zones de non-changement. Les changements peuvent
alors être identiﬁés dans les composantes suivantes.
– Les méthodes par classiﬁcation consistent à combiner les informations des
deux images et à réaliser une unique classiﬁcation pour détecter les change-
ments. Bien que ces méthodes soient particulièrement intéressantes d’un point
vue pratique, elles ne mettent pas en évidence toutes les transitions d’occupation
du sol et nécessitent souvent des seuillages ﬁxés plus ou moins arbitrairement
par l’opérateur. D’une part, on peut distinguer les classiﬁcations non-supervisées
[Hame et al. 1998]. Dans [Bruzzone & Serpico 1997], les auteurs font l’hypothèse
que les zones de changement suivent une distribution a priori gaussienne et
calculent des probabilités de changements à l’aide de l’algorithme Espérance-
Maximisation (expectation-maximization). On peut aussi citer quelques-unes des
classiﬁcations supervisées complexes qui ont été mises en oeuvre pour détec-
ter toutes les transitions d’occupation du sol. Par exemple, une méthode su-
pervisée par arbre de décisions a été réalisée par [Weismiller et al. 1977] mais
les résultats se sont avérés insuﬃsants par rapport aux données de référence.
L’utilisation des réseaux de neurones permet d’obtenir des résultats intéressants
comme le montrent par exemple les travaux de Liu et Lathrop en milieu ur-
bain [Liu & Lathrop 2002] ou encore Gopal et Woodcock en milieu forestier
[Gopal & Woodcock 1996]. Néanmoins, l’inconvénient de ces méthodes super-
visées est l’étape d’apprentissage car elle nécessite un ensemble d’échantillons
représentatifs de l’ensemble des transitions. En eﬀet, si l’on se base sur une vé-
rité de terrain, cela est souvent une tâche diﬃcile, voire impossible à réaliser,
notamment dans le cas de photographies ou d’images anciennes.
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1.3.2.2 Les comparaisons par post-classiﬁcation.
Elles consistent à réaliser une classiﬁcation indépendante pour chaque image puis
de comparer les classiﬁcations a posteriori. Cette approche est probablement la plus
largement utilisée au vu des publications parues récemment sur le suivi de l’occupation
du sol par télédétection [Pham et al. 2007, Wang et al. 2009, Yuan et al. 2005]. Elle se
distingue par sa capacité à identiﬁer les transitions d’occupation des sols alors que
les comparaisons image à image mettent le plus souvent en évidence les zones de
changements et de non-changement. De plus, les méthodes par post-classiﬁcations ont
l’avantage d’être plus robustes aux variations des conditions atmosphériques et des
conditions illuminations aux deux dates d’études. Enﬁn, elles ont l’avantage de pouvoir
traiter assez facilement des images provenant de capteurs diﬀérents. Les méthodes les
plus souvent employées sont supervisées mais peuvent aussi être non-supervisées. En
revanche, elles présentent l’inconvénient majeur de cumuler les erreurs produites au
niveau de chaque classiﬁcation et nécessitent aussi le plus souvent des seuillages ﬁxés
plus ou moins arbitrairement par l’opérateur.
1.3.3 Les méthodes de détection orientées-objets
Les méthodes précédemment citées s’appliquent en majorité sur des images satel-
litales à moyenne ou haute résolution spatiale (par exemple sur des données MODIS,
SPOT, LANDSAT...). La détection de changements à partir de données à THRS repré-
sente un cas particulier pour lequel l’intégration d’informations spatiales (ou contex-
tuelles) est un paramètre indispensable pour aboutir à de bons résultats, étant donnée
la variabilité photométrique existante à l’intérieur d’une même classe. Il est ainsi né-
cessaire de prendre en compte la dimension spatiale des données à THRS dans des
méthodes de détection de changements ou dans les méthodes de classiﬁcations à une
date.
On parle de méthodes « pixel-par-pixel » lorsque celui-ci est déﬁni comme
élément de référence pour la classiﬁcation. L’opération consiste, dans la majo-
rité des applications, à les regrouper selon un critère de ressemblance spectrale
[Caloz & Collet 2001]. Le principal inconvénient des méthodes de classiﬁcation par
pixel est qu’elles ne tiennent pas compte des liens spatiaux inhérents aux objets. La
résolution spatiale inﬂuence ainsi considérablement la qualité de ce type de classiﬁ-
cation. Dans le cadre d’une utilisation de données à THRS, étant donné que la ré-
solution spectrale des capteurs diminue avec l’augmentation de leur résolution spa-
tiale [Aplin et al. 1999, Key et al. 2001](cf. section 1.2.2.3) les méthodes « pixel par
pixel » s’avèrent inadaptées. Par ailleurs, la variabilité spectrale des pixels déﬁnis-
sant les classes d’occupation du sol augmentant en fonction de leur résolution spa-
tiale (cf. section 1.2.3.2), le pixel seul n’est alors plus représentatif d’une classe donnée
[Aplin et al. 1999, Cushnie 1987, Woodcock & Strahler 1987] et les résultats manquent
alors de cohérence spatiale [Blaschke et al. 2000, Smith & Fuller 2001]. Ainsi, même si
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le résultat d’une classiﬁcation pixel par pixel est statistiquement cohérent, il ne l’est
pas toujours spatialement [Robin 1995]. Dans [Wang & He 1990], la prise en compte
de la texture est considérée comme complémentaire de l’information spectrale. Dans
[Smits & Annoni 2000], les auteurs ont établi des distances basées sur une analyse
de textures par matrice de coocurrence et sont parvenus à atteindre un taux d’er-
reurs comprenant les sous-estimations et les sur-estimations de seulement 15 %. Dans
[Inglada & Mercier 2007], les auteurs se basent sur les distributions des pixels dans des
fenêtres de voisinage pour eﬀectuer la classiﬁcation. Bien que ces méthodes fournissent
des résultats intéressants, le choix de la dimension de la fenêtre reste discutable. Les
objets étant représentés à diﬀérentes échelles, il conviendrait de déﬁnir une fenêtre
pour chaque objet étudié.
En ce qui concerne les méthodes de classiﬁcation pixel par pixel, des améliorations
méthodologiques signiﬁcatives ont été apportées aﬁn de prendre en compte l’infor-
mation spatiale des valeurs de chaque pixel. On peut notamment citer les méthodes
basées sur la création de nouvelles composantes issues de matrices de cooccurrences
[Haralick 1979, Puissant et al. 2005] ou l’utilisation de morphologies mathématiques
[Benediktsson et al. 2003, Dalla Mura et al. 2008].
Les approches « orientées-objet » peuvent être de deux ordres : soit le
regroupement des pixels en objets repose sur des données auxiliaires numéri-
sées (cartes, documents d’urbanisme, photo-interprétation) [Bruzzone & Prieto 2000a,
Smits & Annoni 1999, Walter 2004], soit il s’appuie sur une segmentation au préa-
lable de l’image en régions [Baatz & Schape 2000, Benz et al. 2004, Puissant 2003].
Ces méthodes, qui visent à extraire des objets spatialement consistants dans l’image,
permettent ainsi de s’aﬀranchir du problème des pixels isolés mal classés. Dans
[Bruzzone & Prieto 2000a], les auteurs ont mis en évidence une augmentation signi-
ﬁcative de la précision des changements détectés en prenant en compte le voisinage
de chaque pixel. Dans le cas d’une intégration d’information auxiliaire, la précision
des changements détectés dépendra en premier lieu de la précision des documents
cartographiques. De même, dans le cas d’une méthode reposant sur une étape de seg-
mentation, cette dernière est déterminante pour la précision des résultats. Les ap-
proches « orientées-objet » permettent une caractérisation plus approfondie de chaque
classe, la classiﬁcation peut prendre en compte des informations de texture, de forme et
de contexte en plus de l’information spectrale. En conséquence, les classiﬁcations par
pixels sont progressivement délaissées en faveur des méthodes « orientées-objet » qui re-
présentent une solution plus adéquate pour les images à THRS dans de nombreuses ap-
plications [Aguejdad et al. 2006, Benz et al. 2004, Blaschke et al. 2000, Bovolo 2009,
Durieux et al. 2008, Puissant 2003].
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Le chapitre précédent a mis en évidence la diﬃculté d’analyser les images à THRS
au niveau du pixel. Pour ce type de données, une analyse au niveau des objets géo-
graphiques paraît plus adaptée. Il est ainsi nécessaire de se doter d’outils de carac-
térisation de la distribution spatiale de la photométrie à l’intérieur d’un même objet
géographique. C’est la notion de texture. Cette partie est consacrée à la description et
l’analyse de la texture d’une image. Nous la déﬁnissons tout d’abord avant d’eﬀectuer
une revue succincte des méthodes d’analyse utilisées en télédétection. Enﬁn, nous pré-
sentons la méthode de description qui sera utilisée dans toutes les étapes de traitement
de ce travail.
2.1 Généralités sur la texture
L’analyse de la texture reste un problème ouvert dans le domaine de la vision par
ordinateur. Il n’existe pas de déﬁnition mathématique exacte de la texture qui résulte
plutôt d’une perception cohérente d’une entité observée dans une image. Par exemple,
dans [Maitre 2003], la texture est déﬁnie de la manière suivante :
« Une texture est un champ de l’image qui apparaît comme un domaine
cohérent et homogène, c’est-à-dire formant un tout pour un observateur. »
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Bien que la perception d’une texture donnée soit évidente pour l’observateur, elle
reste très diﬃcile à représenter mathématiquement : d’une part, il n’est pas trivial de
représenter les liens spatiaux qui existent au sein d’un même objet, et d’autre part,
déﬁnir des descripteurs qui assurent une invariance par changement d’échelle, d’orienta-
tion, d’éclairage, de couleur, etc. (comme c’est le cas pour l’interprétation humaine) est
une tâche délicate. En conséquence, un nombre important de déﬁnitions et d’approches
associées ont été développées pour des applications spéciﬁques [Tuceryan & Jain 1998].
Nous détaillons quelques-unes de ces méthodes dans la suite de ce chapitre.
2.1.1 La notion d’échelle
En photo-interprétation, certains auteurs distinguent la texture de la struc-
ture. La diﬀérence entre ces deux termes correspond à une notion d’échelle. Dans
[Provencher & Dubois 2007], la texture correspond à l’arrangement et à la dimension
des micro-éléments qui constituent un objet.
La structure correspond à l’arrangement des macro-éléments qui constituent un
objet ou à l’arrangement des objets entre eux. Les micro-éléments correspondent à
des pixels ou petits groupes de pixels qui ne peuvent représenter précisément un objet
ou une surface. Au contraire, les macro-éléments formés exclusivement de groupes de
pixels représentent parfaitement un objet ou une surface. Dans [Caloz & Collet 2001],
la structure se réfère davantage aux lignes de l’image marquant une transition entre
deux régions ou deux catégories d’occupation du sol par une forte variation de lumi-
nance. Enﬁn, les photo-interprètes ont élaboré une base de reconnaissance des tex-
tures et structures pour aider à la photo-interprétation. Ces déﬁnitions restent néan-
moins ambiguës car il n’y a parfois pas de limite franche entre texture et structure.
Ces termes peuvent être interprétés diﬀéremment en fonction du sujet étudié. Dans
[Provencher & Dubois 2007], les photo-interprètes mettent en évidence cette diﬃculté
à partir de la texture grossière d’une forêt. Son eﬀet ponctué peut ainsi être considéré
comme une texture ou une structure en fonction de l’échelle d’étude. Il y a ainsi une
diﬃculté à déﬁnir lequel de l’arbre ou de la forêt est considéré comme objet élémentaire.
En conséquence, la déﬁnition de structure est davantage dépendante de la résolution
spatiale des images que des objets géographiques.
Dans le cas du traitement d’images numériques, on admet que la texture relève
particulièrement de l’arrangement spatial des pixels alors que la structure relève de
l’organisation de groupes de pixels. Si l’on souhaite caractériser un objet géographique,
ces notions sont donc très proches.
Dans la suite de ce travail, on considère que l’analyse de la texture regroupe à
la fois l’analyse de la texture et de la structure. On déﬁnit par micro-texture une
texture caractérisant les détails les plus ﬁns de l’image et par macro-texture une
texture représentant les détails les plus grossiers de l’image. Dans les images à THRS,
un type d’occupation du sol possède bien souvent sa propre texture (à l’échelle micro
ou macro). Ainsi, la micro-texture ne conditionne pas forcément la macro-texture et
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réciproquement. Par exemple sur la ﬁgure 2.1(c), un champ de céréales est composé
à la fois d’une micro-texture isotrope représentant l’organisation des plantes et d’une
macro-texture anisotrope représentant les traces de passage des engins agricoles.
2.1.2 La notion d’isotropie
La répartition spatiale des pixels qui composent une texture peut être déﬁnie de
deux manières :
– Soit on observe une périodicité dans la texture, c’est-à-dire une répétition régu-
lière d’un motif dans une ou plusieurs directions (Figure 2.1(b–c)). La texture
est alors dite anisotrope, ces propriétés étant dépendantes de la direction.
– Soit la répartition est totalement aléatoire et ne privilégie pas une direction
particulière (Figure 2.1(a) et (d)). Dans ce cas, on déﬁnit la texture comme
isotrope (ou encore homogène), l’isotropie se caractérisant comme l’invariance
des propriétés en fonction de la direction.
(a) (b)
(c) (d)
Figure 2.1 – Exemples de textures de diﬀérents types d’occupation du sol
extraits de photographies aériennes (résolution spatiale = 0.5×0.5 cm) : (a)
prairie, micro-texture de type isotrope ; (b) vigne, micro-texture de type anisotrope ;
(c) céréale, macro-texture de type anisotrope ; (d) forêt, macro-texture de type isotrope
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2.2 Méthodes d’analyse et de caractérisation de la
texture
Il existe de nombreuses méthodes pour analyser les textures. On regroupe souvent
ces méthodes en trois familles : les approches statistiques, les approches fréquentielles,
les approches par modèles.
Le lecteur trouvera une présentation de ces diﬀérentes méthodes dans
[Randen & Husoy 1999, Sonka et al. 1993, Tuceryan & Jain 1998]. La section suivante
présente de manière plus approfondie les approches statistiques et fréquentielles
qui sont les méthodes les plus utilisées dans le cadre de l’analyse d’images de télédétec-
tion car elles ont un champ d’application plus étendu que les approches par modèles,
qui se réfèrent bien souvent à une famille de texture particulière. À travers la pré-
sentation des propriétés de ces diﬀérentes méthodes d’analyse, nous justiﬁerons notre
choix d’une approche fréquentielle avec l’utilisation de la transformée d’ondelettes pour
l’analyse des images à THRS.
2.2.1 Analyse statistique
2.2.1.1 Les statistiques basées sur les histogrammes
Il est possible de caractériser une texture donnée selon des mesures statistiques
calculées à partir de sa distribution de niveaux de gris. Ces mesures statistiques sont
généralement d’ordre 1 (moyenne), 2 (variance), 3 (skewness) ou 4 (kurtosis). Bien
qu’eﬃcaces, ces mesures statistiques s’avèrent souvent limitées en pratique car elles ne
sont pas assez discriminantes.
2.2.1.2 Les statistiques basées sur les couples de pixels : les matrices de
cooccurrence
Aﬁn de prendre en considération l’état de deux pixels simultanément, on réalise une
matrice de cooccurrence C [Haralick et al. 1973]. Soit une image de dimension N
ayant n niveaux de gris, la matrice de coocurrence C est de dimension N×N et chaque
élément p(i, j) (équation (2.1)) est déﬁni pour une distance d et une direction θ par
le nombre de couples de valeurs (i, j) séparés par une distance d dans la direction θ
présents dans l’image.
C =

p(1, 1) p(1, 2) p(1, j) · · · p(1, N)
p(2, 1) p(2, 2) p(2, j) · · · p(2, N)
p(i, 1) p(i, 2) p(i, j) · · · p(i, N)
· · · · · · · · · . . . · · ·
p(N, 1) p(N, 2) p(N, j) · · · p(N,N)
 (2.1)
La matrice C est donc liée à la probabilité des combinaisons des couples p(i, j)
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pouvant se produire. En raison du fait que le système visuel humain ne distingue pas
deux niveaux de gris trop proches, il est en général préférable de représenter la matrice
de cooccurrence sur un nombre limité de valeurs (entre 8 et 64 niveaux par exemple)
pour avoir une meilleure représentation de la texture [Maitre 2003].
Les ﬁgures 2.2 et 2.3 présentent le calcul d’une matrice de cooccurrence et une
application à diﬀérents types d’occupation du sol. Les matrices de cooccurrence de la
prairie ((d)) et de la céréale ((e)) sont diﬀérentes. Il convient de remarquer, du fait de
leur diﬀérence de luminance, que les fortes cooccurrences ne se situent pas aux mêmes
points de la matrice. Dans le cas de la prairie, les cooccurrences sont variées ce qui
caractérise la distribution aléatoire des pixels de l’image. À l’inverse dans l’exemple du
champ de céréales, les cooccurrences se concentrent en quelques points et mettent en
évidence le regroupement des pixels de valeurs proches. Dans le dernier exemple ((f)),
la matrice de cooccurrence est la combinaison des deux textures précédentes. Au vu de
cette matrice, on peut émettre l’hypothèse qu’elle est représentative de la texture de
deux objets distincts, néanmoins elle ne fournit aucun renseignement sur la localisation
de ces derniers.
4 3 1
2
4 4
4 4
4
3 3
33
1
1 1
1
2
2
2
2 3 0 3
3 0 2 1
0 2 4 3
3 1 3 2
0 0 6 1
0 2 0 3
6 0 0 1
1 3 1 0
0 3 2 3
3 0 1 1
2 1 0 3
3 1 3 0
4 1
1 2
0 1
1 3
0 1
1 3
2 2
2 0
d = (1,-1) d = (1,1)
x
y
Figure 2.2 – Exemple de calcul de matrices de cooccurrence à partir d’une
image de dimension 4× 5 ayant 4 niveaux de gris (dans [Delenne 2006])
La matrice peut être calculée globalement à partir d’une image ou localement à
l’aide d’une fenêtre d’analyse. Aﬁn d’interpréter la matrice de cooccurrence, un
certain nombre d’indices ont été créés tels que l’énergie, le contraste, la corrélation qui
peuvent mettre en évidence l’échelle ou l’isotropie d’une texture [Haralick et al. 1973].
La caractérisation des textures peut aussi être réalisée par l’étude des distributions des
coeﬃcients de chaque matrice de cooccurrence [Karoui et al. 2008].
Les matrices de cooccurrence ont l’avantage de discriminer des textures qui ont des
histogrammes identiques. Par exemple, les ﬁgures 2.4 (a–b) présentent deux textures
qui peuvent être discriminées par cette méthode : les textures (a) et (b) ont les mêmes
valeurs de luminance, seul l’arrangement spatial de ces valeurs les distingue. Cepen-
dant, les matrices de cooccurrence ne peuvent pas caractériser tous les types de texture
[Gagalowicz & Tournier Lasserve 1986]. Pour illustrer ceci, la ﬁgure 2.5 présente un cas
particulier de texture qui ne peut être distinguée par cette approche. Ce motif a été
transposé verticalement et ni la direction θ ni la distance d d’analyse ne peuvent les
discriminer. Cette approche reste, toutefois, adaptée à la description des textures na-
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(a) (b) (c)
(d) (e) (f)
Figure 2.3 – Exemple de matrices de cooccurrence. (a) : prairie ; (b) : céréale ;
(c) : prairie + céréale ; (d, e, f) : représentation de leur matrices de cooccurrence en 32
niveaux de gris pour θ = 90◦ et d = 1
turelles et compte parmi les méthodes les plus utilisées. Ses applications en télédétec-
tion sont nombreuses [Delenne et al. 2008, Ferro & Warner 2002, Herold et al. 2003,
Karoui et al. 2008, Maenpaa 2003, Marceau et al. 1990, Narasimha Rao et al. 2002,
Ouma et al. 2008, Puissant et al. 2005, Yu et al. 2006].
L’inconvénient de cette approche réside dans son utilisation peu pratique. Elle
nécessite, en eﬀet, la déﬁnition de nombreux paramètres : choix des directions d’analyse,
des distances séparant les couples, de la taille de la fenêtre d’analyse et des indices
pour interpréter la matrice. Enﬁn, même si les résultats dépendent peu de la taille
de la fenêtre d’analyse, il reste diﬃcile de suivre localement l’évolution d’une texture
[Germain 1997].
2.2.2 Analyse fréquentielle
2.2.2.1 Notions de signal
Pour faciliter la compréhension des méthodes présentées dans les sections suivantes,
on présente des illustrations à partir de signaux à une dimension (1D). L’application
aux images repose sur le même principe étendu au cas bidimensionnels (2D).
Considérons un signal numérique 1D obtenu par extraction de la suite de nombres
(provenant, par exemple d’une ligne de l’image, le signal évoluant dans ce cas dans
l’espace et non dans le temps). La ﬁgure 2.6 représente la variation des niveaux de
gris de la 60ème ligne d’une image donnée. On remarque que la texture anisotrope se
comporte comme un signal plus ou moins périodique où la séparation de deux voies de
passage de l’engin agricole correspond à la période du signal.
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(a) (b)
Figure 2.4 – Exemple de deux textures dont les distributions de niveaux
de gris sont identiques (dans[Germain 1997]). (a) : texture anisotrope ; (b) :
texture isotrope. Contrairement aux méthodes statistiques basées les histogrammes, les
matrices de cooccurrence reposent sur l’arrangement des pixels et peuvent distinguer
ces deux exemples.
Figure 2.5 – Exemple de textures qui ne peuvent pas être distinguées par
les matrices de cooccurrence (dans [Maitre 2003]). Le motif a été transposé
verticalement et ni la direction θ ni la distance d d’analyse ne peuvent les discriminer
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Pour caractériser un signal, il est possible de le décomposer selon diﬀérentes mé-
thodes (dans l’espace des fréquences ou dans d’autres bases comme les splines, les
ondelettes, ...) où la valeur de chaque composante est plus signiﬁcative et est directe-
ment exploitable en vue de sa caractérisation. Parmi ces méthodes de décomposition,
les analyses fréquentielles telles que la transformée de Fourier ou les transformées en
ondelettes sont principalement utilisées.
ligne 60
(a)
0
255
(b)
Figure 2.6 – Représentation d’une ligne d’une image comme un signal à une
dimension
2.2.2.2 Transformée de Fourier
La transformée de Fourier représente un signal périodique f(t) en un signal
déﬁni dans l’espace des fréquences k par :
fˆ(k) =
∫ +∞
−∞
f(t)e−ȷktdt (2.2)
où ȷ est la variable imaginaire pure. La variable k est la variable fréquentielle, elle
correspond aux diﬀérentes fréquences contenues dans le signal (la valeur k = 0 corres-
pondant à sa moyenne).
Cette transformation est donc intéressante car elle permet une visualisation des
diﬀérentes fréquences contenues dans un signal.
.
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La transformée de Fourier est réversible. Les coeﬃcients f(k) permettent de re-
construire le signal original f(t) de la manière suivante :
f(t) = 1√
2π
∫ +∞
−∞
fˆ(k)ejktdk (2.3)
Appliquée à une image numérique I(x, y), la transformée Iˆ(k, l) et son inverse
s’expriment respectivement par :
Iˆ(k, l) = 1
NM
N−1∑
u=0
M−1∑
v=0
I(x, y)e−ȷ2π(
xk
N
+ yl
M ) (2.4)
I(x, y) =
N−1∑
k=0
M−1∑
l=0
Iˆ(k, l)eȷ2π(xkN +
yl
M
) (2.5)
L’interprétation d’un signal à partir de la transformée de Fourier est réalisée à
partir de ses coeﬃcients fˆ(k) dans le cas 1D et Iˆ(x, y) dans le cas 2D. Les coeﬃcients
sont généralement représentés à partir du spectre de Fourier (ou spectrogramme).
Celui-ci représente la norme des coeﬃcients au carré, soit
∣∣∣fˆ(k)∣∣∣2 et ∣∣∣Iˆ(x, y)∣∣∣2 dans le
cas 2D. Le spectre fournit ainsi une valeur d’énergie pour chaque fréquence. La ﬁgure
2.7 propose une illustration de la décomposition du signal 1D correspondant à la ligne
de l’image présentée à la ﬁgure 2.6. Le signal est d’abord décomposé puis reconstruit
en n’utilisant que certaines fréquences. Le spectre de Fourier, illustré en (b), représente
l’amplitude de chacune de ces fréquences constituant le signal (les fréquences les plus
basses se trouvent proches de l’origine et les plus élevées aux extrémités).
Dans le cas d’une application à un signal 2D, le spectre correspondant est une
matrice de même dimension que l’image originale. Les coeﬃcients x sont représentés
en lignes et les coeﬃcients y en colonnes sur une échelle logarithmique. Le spectre de
Fourier a ainsi la particularité de représenter les fréquences de l’image quelle que soit
leur direction.
La ﬁgure 2.8 présente des exemples de spectres de Fourier pour diﬀérents types
d’occupation du sol. À chaque texture correspond un spectre spéciﬁque et on peut
facilement caractériser l’isotropie d’une texture. Dans le cas d’une texture anisotrope
(Figure 2.8 (c) et (d)), les fortes valeurs du spectre forment un axe (représentatif des
hautes fréquences dans une direction privilégiée). À l’inverse dans le cas d’une texture
isotrope (Figure 2.8 (a) et (b)), les fortes valeurs du spectre sont diﬀuses. Dans le
cas d’une image qui représente deux objets de diﬀérente texture ((e) et (f)), il est
intéressant de voir que son spectre ne permet pas d’identiﬁer la présence des deux
objets mais il indique seulement que toutes les fréquences contenues dans ces objets
sont présentes dans l’image. Cet exemple met en évidence l’inconvénient majeur de
cette approche. La transformée de Fourier s’applique à la totalité de l’image et son
spectre ne permet pas de localiser spatialement les caractéristiques de l’image.
Une solution pour « spatialiser » la transformée de Fourier consiste alors à appliquer
un ensemble de transformée de Fourier à partir d’une fenêtre d’analyse [Gabor 1946].
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Figure 2.7 – Décomposition d’un signal par la transformée de Fourier : (a)
signal original ; (b) le spectre des fréquences ; (c-g) exemples de la série de Fourier qui
composent le signal original52
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Le choix de la dimension de la fenêtre reste néanmoins un paramètre contraignant. Nous
verrons ainsi dans la section suivante comment la transformation en ondelettes répond
à ce problème.
(a) (c) (e)
(b) (d) (f)
Figure 2.8 – Exemple de spectres de la transformée de Fourier en 2D : (a-b)
prairie ; (c-d) céréale ; (e-f) prairie + céréale
2.2.2.3 Transformée en ondelettes
Principe. La transformée en ondelettes a été développée par Jean Morlet pour
l’étude de signaux sismiques. Cette approche a été, par la suite, adaptée au trai-
tement des images, entre autres par Mallat [Mallat 1989b] et Meyer [Meyer 1990].
Contrairement à la transformée de Fourier, la transformée en ondelettes permet une
représentation dans l’espace des diﬀérentes fréquences contenues dans un signal
original. La transformée en ondelettes d’un signal continu f(t) s’écrit :
F(a, b) =
∫ +∞
−∞
f(t) 1√
a
ϕ∗
(
t− b
a
)
dt (2.6)
où a est le facteur de dilatation, b le facteur de translation et ϕ∗ le complexe conjugué
de la fonction analysante ϕ∗.
Plus le facteur de dilatation a est élevé, plus le support de ϕ∗
(
t−b
a
)
est étendu selon
l’axe temporel, moins son amplitude est importante selon l’axe des fréquences (Figure
2.9). Par conséquent, la valeur de la transformée en ondelettes F(a, b) correspond à la
projection du signal original sur la fonction d’analyse ϕ∗
(
t−b
a
)
et une ondelette fournit
une représentation du signal à toutes les échelles a.
Concernant les ondelettes analysantes, il en existe diﬀérents types
[Daubechies 1992, Mallat 1998] tels que les ondelettes de Haar, Daubechies ou
Chapeau mexicain (Figure 2.10).
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Figure 2.9 – Variation du facteur de dilatation de l’ondelette (dans
[Mallat 1998]) : plus la fonction analysante est étendue selon l’axe du temps t, moins
son amplitude ω est importante selon l’axe des fréquences
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Figure 2.10 – Exemples de diﬀérents types d’ondelettes : (a) Haar ; (b) Dérivée
première d’une gaussienne ; (c) Chapeau mexicain (dérivée seconde d’une gaussienne)
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Une approche multi-résolution. Les ondelettes permettent ainsi une représenta-
tion multi-résolution du signal analysé. Cependant, si l’on considère toutes les échelles
a d’analyse, il est aisé de démontrer que l’information contenue dans les coeﬃcients
d’ondelettes est redondante. Lorsque l’on manipule des signaux numériques, on peut
montrer que la famille de fonctions ϕj,m(k) = 2−j/2ϕ(2−jk−m) constitue une base or-
thonormale. Elle permet donc une représentation du signal sans redondance. En notant
I0[k] un signal,on peut montrer qu’il s’écrit sur cette nouvelle base par :
I[k] =
∑
m
IJ [m]ϕJ,m[k] +
−1∑
j=−J
∑
m
w[j,m]ψj,m[k] (2.7)
IJ,m est la composante dite « continue » ou « d’approximation » à l’échelle
J tandis que et wj,m représente les coeﬃcients de « détails » (ou encore « hautes
fréquences ») liés à l’échelle j. La ﬁgure 2.11 illustre ces composantes IJ et wj,m pour
le signal présenté à la ﬁgure 2.6 à des échelles variant de 1 à 5. Chaque niveau représente
la composante basse résolution et de détails à une échelle donnée. Dans le niveau 1, le
signal est ﬁltré sur ses hautes fréquences. La composante détaillée est très oscillante
pour les deux types d’occupations du sol. Il y a en eﬀet beaucoup de variations du signal
de luminance lorsque l’échelle d’analyse est ﬁne. Dans les niveaux d’échelle suivants,
les composantes d’approximation font progressivement apparaître la valeur moyenne
(localement) du signal tandis que les composantes de détails mettent en évidence les
plus hautes fréquences correspondant notamment aux sauts en intensité provoqués par
l’ensemencement. Cette structure est caractérisée par une succession de lignes blanches
parallèles sur un fond noir. On parvient alors à isoler et à mesurer précisément la
périodicité de la structure de l’image.
La transformée en ondelettes en 2D. En pratique, les coeﬃcients IJ et wj
de la relation 2.7 sont calculés par application d’une succession de ﬁltres passe-
bas et passe-haut sur le signal original, déﬁnis en fonction de l’ondelette analysante
[Van de Wouwer et al. 1999]. Par exemple, ces ﬁltres peuvent être appliqués sur les
lignes et les colonnes de l’image (Figure 2.12). À chaque étape de ﬁltrage, nous ob-
tenons une série de coeﬃcients pour une résolution donnée : IJ,n correspond à une
image basse résolution et les séries wj,n comportent trois images de détails. Comme
les ﬁltres passe-haut et passe-bas sont appliqués horizontalement et verticalement, les
séries wj,n contiennent des images de détails dans les directions verticales, horizontales
et diagonales. Enﬁn, l’image basse résolution IJ,n peut à son tour être décomposée
pour obtenir une nouvelle série de coeﬃcients à plus grande échelle. Les informations
de texture correspondant aux variations locales de IJ,n seront alors une nouvelle fois
captées par les composantes de détails.
La ﬁgure 2.13 donne un exemple de décomposition d’une image ainsi que la repré-
sentation de l’organisation des composantes qui en résulte. Le premier exemple ((b))
représentant un carré blanc sur fond noir permet de visualiser l’eﬀet des ﬁltres passe-
haut et passe bas dans les diﬀérentes directions d’analyse. Les composantes des détails
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(a)
(b) (g)
(c) (h)
(d) (i)
(e) (j)
(f) (k)
Figure 2.11 – Décomposition d’un signal 1D par transformée d’ondelettes :
de (b) à (f) les composantes « continues » pour les échelles de 1 à 5 ; de (g) à (k) les
composantes « hautes fréquences » pour les échelles de 1 à 5. Les composantes « conti-
nues » font progressivement apparaître la valeur moyenne (localement) du signal tandis
que les composantes « hautes fréquences » mettent en évidence les hautes fréquences
de la texture de céréale
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correspondant aux directions horizontales (W 1J+1 pour le premier niveau et W 1J+2 pour
le second) et verticales (W 2J+1 et W 2J+2) distinguent respectivement les contours hori-
zontaux et verticaux du carré. Quant aux composantes des détails diagonaux (W 3J+1
et W 3J+2), elles mettent en évidence les quatre coins du carré.
Dans le second exemple, l’information spatialisée des diﬀérentes composantes per-
met de localiser distinctement les deux textures. De plus, la transition entre ces der-
nières correspondant à une variation de contraste est nette sur les composantes verti-
cales. On visualise aussi la diﬀérence d’information entre les deux échelles d’analyse.
Lors de la première décomposition, on parvient à extraire les détails les plus ﬁns carac-
téristiques de la texture de la prairie (côté gauche) alors que dans le second niveau de
décomposition, on visualise particulièrement la structure anisotrope propre à la texture
de céréale.
wJ+1
w
J+1
w
J+1
1
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3
wJ+2
w
J+2
w
J+2
1
2
3
I
J
h
g
Lignes
Colonnes
Lignes
Colonnes
h
g
h
g
h
g
h
g
h
g
I
J+3
Figure 2.12 – Application successive de ﬁltres passe-bas et passe-haut : h est
un ﬁltre passe-bas et g est un ﬁltre passe-haut
2.3 Choix d’une méthode d’analyse de texture
adaptée aux données à THRS
Dans ce chapitre, nous avons tout d’abord déﬁni la texture aﬁn de pouvoir carac-
tériser précisément les objets contenus dans une image à THRS. L’échelle et l’isotropie
étant les deux propriétés fondamentales de la texture, le choix de la méthode d’analyse
dépend ainsi de sa capacité à caractériser une texture selon ces deux critères.
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Nous avons revu les méthodes habituellement utilisées en télédétection pour ca-
ractériser ces textures. Les méthodes statistiques basées sur les histogrammes ne sont
pas très adaptées car elles ne tiennent pas compte des directions et des échelles des
textures. Les méthodes par matrices de cooccurrence permettent de pallier ces lacunes.
Cependant, elles ne fournissent qu’une information dans une seule direction et pour
une distance donnée. Il est alors nécessaire de calculer une série de matrices dans dif-
férentes directions et pour diﬀérentes distances aﬁn d’obtenir une analyse complète de
la texture. Cela entraîne une manipulation d’une quantité importante d’informations
qui peut rapidement s’avérer encombrante. Un autre inconvénient de cette approche
est son résultat non spatialisé. Les matrices de cooccurrence ne permettent pas de
détecter spatialement la présence d’objets représentés par deux textures diﬀérentes.
Néanmoins, une alternative consiste à réaliser une analyse à partir d’une fenêtre qui
parcourt l’ensemble des pixels.
En ce qui concerne les analyses fréquentielles, la transformée de Fourier présente
l’avantage d’extraire les diﬀérentes fréquences qui composent une image dans toutes
les directions. Elle constitue ainsi une approche adéquate pour l’analyse de l’isotropie
des textures. Cependant, à l’instar des matrices de cooccurrence, la transformée de
Fourier est une transformation globale qui ne fournit pas une information spatialisée.
La réalisation de transformées de Fourier à partir d’une fenêtre d’analyse constitue une
alternative aﬁn de mettre en évidence les propriétés locales de l’image.
De manière générale, les études eﬀectuées à partir de fenêtres d’analyse présentent
un inconvénient majeur car le choix de la dimension de la fenêtre est toujours diﬃcile.
D’un côté, une fenêtre de dimension réduite permet de mettre plus précisément en
évidence les transitions entre deux objets aux textures diﬀérentes. D’un autre côté, une
fenêtre de dimension plus large permet une caractérisation plus robuste de chacune de
ces textures. Le choix s’eﬀectue alors systématiquement au détriment de l’un ou l’autre.
Contrairement aux méthodes précédentes, l’analyse en ondelettes a la particularité
de fournir une information spatialisée. Tout comme la transformée de Fourier, elle
permet de représenter les diﬀérentes fréquences d’un signal grâce à sa propriété multi-
échelle. Appliquée à un signal 2D, elle permet d’extraire une information de texture
dans trois directions. Enﬁn, elle ne nécessite pas d’approche à partir d’une fenêtre
d’analyse et peut donc représenter correctement les transitions d’un objet à un autre.
Dans le cadre des images à THRS, la transformée en ondelettes s’aﬃrme ainsi
comme une solution adaptée à la caractérisation des textures. En eﬀet, elle prend en
compte la notion d’échelle et d’isotropie propre à la déﬁnition de la texture. De plus,
sa représentation spatialisée fournit une information adaptée à la caractérisation de
plusieurs objets contenus dans une même image.
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(a) (b)
(c) (d)
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(e)
Figure 2.13 – Exemples de décomposition en ondelettes d’une image : (a–b)
image originale ; (c–d) composantes issues de la transformée ; (e) notations des compo-
santes
59
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
CONCLUSION DE LA
PREMIÈRE PARTIE
Les conversions d’usage du sol aﬀectant de larges surfaces terrestres, le plus souvent
traduites en classes binaires « Changement » ou « Non changement », sont à présent
bien identiﬁées à des échelles globales ou régionales, comme l’illustrent les évaluations
eﬀectuées à partir d’images satellitales à basse ou moyenne résolution spatiale sur la
déforestation ou sur la fonte des glaciers. A contrario, les conversions limitées à de
petites surfaces, les modiﬁcations liées aux changements d’état de surfaces à l’inté-
rieur d’une classe d’occupation du sol donnée, ou encore l’identiﬁcation des classes au
détriment desquelles l’extension d’un type d’occupation des sols se produit, ont été
peu étudiées jusqu’à présent. Or, leurs eﬀets cumulés peuvent inﬂuencer les échanges
énergétiques globaux, et surtout ils peuvent entraîner des conséquences environnemen-
tales ayant un impact majeur à une échelle locale, voire régionale. Ainsi, le suivi des
changements d’occupation des sols en milieu urbain et péri-urbain représente un en-
jeu important dans le contexte d’une croissance urbaine continue et généralisée, en
particulier sur le plan environnemental, l’artiﬁcialisation des terres ayant un impact
notamment sur l’extension et l’état des milieux naturels et le ruissellement de surface
au sein des agglomérations.
L’étude des changements d’occupation et d’utilisation des sols par télédétection
comprend leur détection, l’identiﬁcation de leur nature, la mesure des surfaces qu’ils
aﬀectent et la caractérisation de leur organisation spatiale. Ainsi, pour interpréter cor-
rectement un type de changement, il est nécessaire non seulement de l’identiﬁer, le
qualiﬁer, le quantiﬁer mais encore de le localiser et de déterminer l’évolution de son
empreinte spatiale. Aujourd’hui la multiplication des capteurs à Très Haute Résolution
Spatiale (THRS) tels que Quickbird, Geoeye, ou Worldview, permet la mise à disposi-
tion de données de télédétection acquises à très haute résolution spatiale qui constitue
une source d’information importante pour le suivi détaillé des changements d’occupa-
tion du sol sur de petites surfaces. Ces données sont particulièrement intéressantes pour
les applications dans les milieux urbains et péri-urbains car elles permettent d’appré-
hender des changements brusques et irréguliers autant que des modiﬁcations subtiles
et progressives.
Toutefois, l’identiﬁcation et la caractérisation des changements à partir d’images à
THRS sont souvent limitées par l’hétérogénéité des données sources, l’irrégularité des
acquisitions, et la méthode utilisée pour les mettre en évidence. L’analyse de photo-
graphies aériennes par photo-interprétation est un processus long, fastidieux diﬃcile-
ment reproductible et non objectif. La détection automatique de changements à partir
d’images à THRS s’est jusqu’à présent surtout limitée à distinguer les zones où des
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changements se sont produits de celles qui n’ont pas été aﬀectées par ces changements.
Cependant, cette approche produit peu d’informations sur les types de transition entre
une classe d’occupation et d’usage des sols et une autre, et s’avère intéressante seule-
ment si l’on se focalise sur un type de transition donné. Lorsque l’on s’intéresse à des
milieux aux dynamiques complexes tels que le milieu péri-urbain, il est nécessaire de
privilégier une méthode qui prenne en compte toutes les caractéristiques permettant
d’identiﬁer et de caractériser un type de changement donné, et qui ne se focalise pas
sur un type de changement particulier, mais considère tous les types de changements.
Il apparaît donc nécessaire de développer une méthode permettant d’identiﬁer et
de caractériser automatiquement des changements aﬀectant de petites surfaces à partir
de données à THRS acquises à diﬀérentes dates et provenant de diﬀérentes sources.
La majorité des méthodes couramment utilisées pour détecter des changements ont
été élaborées pour mettre en évidence des changements abrupts d’occupation du sol
à partir d’images de télédétection à basse ou moyenne résolution en utilisant quasi
exclusivement la réponse spectrale des pixels. Sur les images à THRS, il est possible
d’identiﬁer et de caractériser des changements de moins grande amplitude, et touchant
des espaces de petite superﬁcie, en exploitant les propriétés de la texture des objets
géographiques composant l’image. Néanmoins, ce nouveau type de données nécessite
des développements méthodologiques, les méthodes de détection de changement géné-
ralement utilisées pour traiter les images à basse et moyenne résolution n’étant pas
adaptées aux images issues de capteurs à THRS : d’une part, l’étendue et la résolution
spectrale des capteurs à THRS sont souvent inférieures à celles des autres capteurs,
la résolution spectrale des capteurs diminuant avec l’augmentation de leur résolution
spatiale. Ce manque d’information nécessite la mise en place de méthodes de clas-
siﬁcation qui ne reposent plus uniquement sur l’information spectrale contenue dans
l’image. D’autre part, la variabilité spectrale des pixels déﬁnissant les classes d’occu-
pation du sol augmente en fonction de la résolution spatiale, ce qui entraîne une baisse
de la séparabilité entre les diﬀérentes classes d’occupation du sol et une ineﬃcacité des
méthodes de classiﬁcation spectrale par pixel classiquement utilisées.
Ainsi, il est nécessaire de développer de nouvelles approches de détection de change-
ments qui prennent en compte la texture des images à THRS. En outre, ces approches
doivent considérer l’hétérogénéité des données utilisées pour détecter des changements
puisqu’elles sont généralement acquises à plusieurs années d’intervalle, à diﬀérentes
saisons et au moyen de capteurs ayant des propriétés spatiales et spectrales diﬀérentes,
l’hétérogénéité des données constituant l’une des principales sources d’erreurs dans l’in-
terprétation des changements. Enﬁn, elles doivent considérer l’évolution de la forme
des objets qui est susceptible d’évoluer au cours du temps.
L’analyse critique de l’état de l’art de cette première partie a permis d’orienter
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le choix méthodologique eﬀectué aﬁn d’analyser précisément les données à THRS ac-
quises à diﬀérentes dates et provenant de diﬀérentes sources. Ainsi, dans la seconde
partie de cette thèse, nous proposons une série d’outils méthodologiques permettant
de manipuler les données à THRS reposant sur une analyse de la texture plutôt que
sur une analyse par pixel. En eﬀet, les objets géographiques composant une image
à THRS possèdent une texture facilement identiﬁables par son échelle et son isotro-
pie. Nous avons choisi d’exploiter certaines propriétés de la transformée en ondelettes
pour caractériser les textures. Cette transformation, dans l’espace temps-fréquence,
s’adapte en eﬀet bien aux objets texturés car nous pouvons caractériser spatialement
de multiples motifs aux fréquences et orientations diﬀérentes. Cela répond ainsi aux
notions d’échelle et d’isotropie propre à la déﬁnition de la texture. Nous proposons une
série d’outils permettant de prétraiter les données, d’estimer l’orientation principale
d’un objet texturé, de segmenter et de classer une image, l’application ﬁnale étant la
détection de changement.
Dans cette étude, nous décrivons la texture par la distribution de sa fonction de
luminance et en fonction de l’échelle associée aux motifs qui la composent, un même
objet pouvant comporter plusieurs distributions en fonction des échelles d’analyse.
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Deuxième partie
Méthodes développées pour
analyser les images à THRS
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Introduction
Dans cette partie, nous présentons une série d’outils pour les données à THRS
qui, regroupés dans une chaîne de traitement, visent à détecter des changements entre
deux images. Ces outils se basent sur une représentation du contenu des images par
les coeﬃcients d’une transformation en ondelettes. Cette partie est structurée de la
manière suivante :
– dans le chapitre 3, nous présentons des généralités sur les ondelettes et la manière
dont elles ont été utilisées tout au long de ce travail ;
– dans le chapitre 4, nous proposons une méthode de prétraitement d’images adap-
tée aux photographies aériennes anciennes ;
– Dans le chapitre 5, nous développons une méthode de segmentation d’image aﬁn
d’identiﬁer des objets géographiques selon leur luminance et leur texture ;
– Dans le chapitre 6, une méthode de détection et de caractérisation des textures
anisotropes est exposée ;
– Le chapitre 7 s’intéresse à la classiﬁcation d’une image à partir de mesures de
luminance et de textures ;
– Enﬁn, une méthode de détection de changement image-à-image est présentée au
chapitre 8.
La présentation et la validation de ces outils sont réalisées à partir de plusieurs types
d’images : (1) des images texturées issues de la collection de Brodatz [Brodatz 1966].
Ces images, fréquemment utilisées dans la communauté de vision par ordinateur,
constituent une base de référence pour évaluer les diﬀérents algorithmes qui mani-
pulent des objets texturés ; (2) des extraits de photographies aériennes représentatifs
de diﬀérents types d’occupation du sol tels que des prairies, des vignes, des surfaces
boisées, ou des surfaces artiﬁcialisées ont été utilisées.
L’ensemble de ces images sont utilisées en tant que telles ou peuvent être modiﬁées
en vue d’applications spéciﬁques. Par exemple, des images de synthèse mélangeant les
diﬀérentes textures de Brodatz sont utilisées dans les chapitres 4 et 5.
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Généralités sur les ondelettes
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Les chapitres suivants reposent sur l’utilisation d’une décomposition en ondelettes.
Ainsi, nous présentons dans ce chapitre la manière dont les informations de luminance
et de texture sont extraites de l’image à analyser. Une introduction aux ondelettes a
été eﬀectuée dans la section 2.2.2.3 du chapitre 2.
3.1 Choix de la décomposition en ondelettes et de
la fonction d’analyse
3.1.1 Décomposition décimée et non-décimée
En pratique, la décomposition d’une image à partir d’une transformée en ondelettes
se caractérise généralement par une étape de ﬁltrage à partir de ﬁltres passe-haut et
passe-bas et une éventuelle étape de décimation (dans le cas d’une décomposition de
type « décimée »).
L’étape de décimation a pour principal intérêt de réduire le volume des don-
nées produites après chaque niveau de décomposition dans le but de suppri-
mer la redondance d’information. L’algorithme le plus utilisé est celui développé
par Mallat [Mallat 1989a]. Celui-ci s’apparente à une décomposition pyramidale
[Burt & Adelson 1983] issue d’une décimation d’un facteur 2.
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La structure « ﬁltres + décimation »est alors appelée un banc de Filtres Mirroir
en Quadrature (QMF). La décomposition est dite dyadique lorsque la décimation est
d’un facteur 2. Comme nous l’avons mentionné, l’intérêt principal de la décimation est
de réduire la redondance de données.
Cependant, cette étape de décimation est peu pratique lorsque l’on souhaite extraire
des informations d’une zone de l’image dans les composantes des diﬀérents niveaux
d’échelle. En eﬀet, la localisation et le nombre de pixels de la zone étudiée se retrouvent
modiﬁés à chaque niveau d’échelle.
Aﬁn de faciliter la gestion des diﬀérentes composantes, nous utilisons principale-
ment une décomposition non-décimée qui garantit une cohérence spatiale entre l’image
originale et les composantes issues de la transformée en ondelettes.
3.1.2 Choix de l’ondelette mère
Parmi le nombre important d’ondelettes disponibles, le choix de l’ondelette mère
peut sembler déterminant. Il n’existe cependant pas de règles spéciﬁques. Dans
[Mojsilović et al. 2000], les auteurs ont essayé d’identiﬁer l’ondelette optimale pour
l’analyse de texture, cependant aucune ondelette ne se démarque clairement des autres.
Pour un grand nombre d’applications (compression, dé-bruitage, etc.), il est préfé-
rable de représenter l’image avec un nombre réduits de coeﬃcients. Dans [Mallat 1998],
il est montré que plus l’ondelette mère possède des moments nuls (nombre de passages
par zéros), plus le nombre de coeﬃcients non nuls pour représenter une discontinuité
d’ordre élevé est réduit. Ainsi, cela est adpaté pour représenter eﬃcacement des motifs
texturés, des contours, etc... . Cependant dans notre travail, nous utilisons la décom-
position en ondelettes aﬁn d’analyser les propriétés multi-échelles de l’image et non
dans un but de compression. Le nombre de coeﬃcients non nuls n’est donc pas impor-
tant. Ainsi, en raison de sa simplicité, nous avons principalement utilisé l’ondelette de
Haar (Figure 2.10(a)). Celle-ci possède le support le plus court parmi les diﬀérentes
familles d’ondelettes et ne comporte qu’un seul moment. En conséquence, elle constitue
l’ondelette la plus simple et la plus pratique à utiliser.
3.2 Représentations des coeﬃcients d’ondelettes
Les étapes de traitement des prochains chapitres se basent sur la comparaison d’ob-
jets préalablement segmentés dans l’image. Nous avons choisi de caractériser chacun de
ces objets par la distribution des coeﬃcients des diﬀérentes composantes de la trans-
formée en ondelettes. L’information de luminance de chaque objet est décrite par la
distribution des coeﬃcients de la composante basses fréquences et la texture est carac-
térisée par les distributions des coeﬃcients des composantes hautes fréquences (dans
les directions horizontales, verticales et diagonales). Pour illustrer cette approche, la
ﬁgure 3.1 présente deux textures distinctes qui ont été décomposées à partir d’une
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transformée d’ondelette (en un niveau de décomposition). Les ﬁgures 3.1 (c)–(p) pré-
sentent les composantes basse et hautes fréquences qui en résultent à la fois sous la
forme d’image et d’histogramme. Nous pouvons considérer l’image (a) et l’image (b)
comme des objets préalablement segmentés et les histogrammes de chaque composante
comme les informations de luminance et de textures qui les déﬁnissent. En pratique,
les histogrammes empiriques sont directement utilisés, tout calcul eﬀectué sur ceux-ci
est susceptible d’être bruité. En eﬀet, le nombre de coeﬃcients peut être insuﬃsant
et/ou certains peuvent avoir des valeurs aberrantes, ce qui conduit à des histogrammes
bruités (Figure 3.1). Une étape préliminaire de lissage est alors réalisée sur l’ensemble
de ces distributions avant qu’elles ne soient utilisées dans la suite des traitements. Ceci
est présenté dans la section suivante.
3.2.1 Lissage de la distribution des coeﬃcients de la compo-
sante basse fréquence
Les mesures relatives à la luminance sont extraites à partir des composantes basse
résolution de la décomposition en ondelettes. En général, les histogrammes de lumi-
nance de chaque région ne suivent pas une loi paramétrique donnée. Pour estimer ces
distributions, nous avons donc choisi un estimateur non-paramétrique par méthode à
noyaux [Bowman & Azzalini 1997].
La méthode à noyaux estime une distribution fˆ tel que :
fˆ(x, h) = 1
nh
n∑
i=1
K
(
x−Xi
h
)
(3.1)
où K est le noyau, h est la largeur de la fenêtre.
Pour une observation x, l’estimateur déﬁnit une fenêtre de largeur h dans laquelle
est calculée une moyenne pondérée des observations. La pondération a pour but d’ac-
corder plus d’importance aux observations proches de x et moins aux valeurs éloignées.
Dans ce travail, K correspond à une densité de fonction gaussienne normalisée :
K(x) = 1√
2π
exp 12x2 (3.2)
3.2.2 Lissage des distributions des coeﬃcients des compo-
santes hautes fréquences
Dans le cas des ondelettes, il a été reconnu que la distribution des coeﬃcients d’une
composante de détails I[ȷ, k] s’apparente à une gaussienne généralisée, Generalized
Gaussian Density (GGD) [Mallat 1989b]. La GGD s’exprime par :
p(x;α, β) = β2αΓ(1/β)e
−( |x|α )
β
. (3.3)
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Figure 3.1 – Exemples de décomposition d’images en ondelettes et repré-
sentation de leur histogrammes empiriques et lissés
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Elle est caractérisée par deux coeﬃcients : le paramètre d’échelle α et le paramètre
de forme β. Par exemple, une distribution gaussienne (respectivement sous-gaussienne
et super-gaussienne) correspond à β = 2 (respectivement β < 2 et β > 2). Le terme
Γ(t) =
∫+∞
0 e
−zzt−1dz correspond à la fonction gamma. La ﬁgure 3.1 illustre l’estimation
d’une GGD (en rouge) à partir de la distribution des coeﬃcients de I[ȷ, k] (en gris).
L’étape de lissage consiste à identiﬁer les paramètres (α, β) de chaque compo-
sante. Plusieurs méthodes peuvent être utilisées telles que la technique des moments
[Teh & Chin 1988] ou le maximum de vraisemblance [Do & Vetterli 2002]. Lors de nos
expérimentations, on a pu observer que la première méthode ne donnait pas de résultat
cohérent et on a ainsi choisi d’utiliser la méthode par maximum de vraisemblance.
La fonction de log-vraisemblance est déﬁnie par :
L(x, α, β) = logΠp(xi;α, β) (3.4)
pour un ensemble de coeﬃcients x = (x1, ..., xn). Les paramètres (α, β) sont obtenus
successivement en annulant la dérivée de log-vraisemblance L en fonction de α et β.
Ceci donne le système suivant [Do & Vetterli 2002] :
∂L(.)
∂α
=−N
α
+
N∑
i=1
β|xi|βα−β
α
= 0, (3.5)
∂L(.)
∂β
=N
β
+NΨ(1/β)
β2
−
N∑
i=1
(|xi|
α
)β
log
(|xi|
α
)
= 0, (3.6)
où L(.) = L(x, α, β) et Ψ(t) = Γ′(t)/Γ(t) est la fonction digamma. Lorsque β est cal-
culé, la relation (3.5) admet une unique solution αˆ =
(
β
N
∑N
i=1 |xi|β
)1/β
. Si on substitue
cette relation dans l’équation (3.6), βˆ est la racine de :
1 + Ψ(1/β)
β
−
∑N
i=1 |xi|β log |xi|∑N
i=1 |xi|β
+
log
(
β
N
∑N
i=1 |xi|β
)
β
= 0, (3.7)
Cette dernière peut être résolue numériquement à l’aide de la méthode de Newton-
Raphson [Do & Vetterli 2002]. Enﬁn, pour obtenir une convergence plus rapide, le
paramètre initial β0 du processus d’itération est calculé par la technique des moments.
3.3 Utilisation des informations issues de la décom-
position en ondelettes
Les distributions lissées des coeﬃcients d’ondelettes sont représentées sous la forme
de vecteurs composés de n bins. Dans les applications suivantes, chaque objet texturé
est alors caractérisé par N vecteurs correspondants aux N composantes issues de la
décomposition en ondelettes (le nombre de vecteurs variant ainsi en fonction du nombre
de décompositions réalisées).
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La comparaison de deux objets texturés revient ainsi à comparer leurs vecteurs.
Cette étape, étant réalisée à l’aide de mesures spéciﬁques aux types de composantes et
à une application donnée, est détaillée dans les chapitres suivants.
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Prétraitement des données
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L’étape de prétraitement des images à THRS est cruciale pour la détection de chan-
gements. Des décalages géométriques d’un ou de quelques pixels ou des distorsions
radiométriques peuvent générer des surestimations de changements ou au contraire
masquer des changements eﬀectifs. Au cours de cette étude, nous avons utilisé des
photographies aériennes anciennes qui sont très aﬀectées par des eﬀets géométriques et
radiométriques comparativement aux images satellitales à THRS. Les photographies
aériennes présentent souvent un assombrissement sur les bords de l’image appelé vi-
gnettage, qui nuit à la bonne reconnaissance des diﬀérents types d’occupations du
sol. Du point de vue de la géométrie, elles présentent de nombreuses distortions liées
aux conditions d’acquisitions. Enﬁn, les clichés papier numérisés ne sont pas géoréfé-
rencés. Dans ce chapitre, nous présentons les diﬀérents prétraitements qui doivent être
apportés aux photographies aériennes acquises à diﬀérentes dates avant de pouvoir en
extraire automatiquement des informations utiles sur les changements et de les classer.
L’objectif est ainsi de restaurer, dans la mesure du possible, la qualité spectrale
des images et d’en corriger les distortions géométriques pour les rendre comparables.
Une fois cette étape réalisée, elles peuvent être assemblées et géoréférencées dans un
référentiel géographique aﬁn de les superposer parfaitement.
Ce chapitre est structuré de la manière suivante : une méthode dédiée à la cor-
rection radiométrique des photographies aériennes est présentée dans la section 4.1 ;
les corrections géométriques sont développées dans la section 4.2 ; la réalisation des
mosaïques d’images est décrite dans la section 4.3.
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4.1 Corrections radiométriques
4.1.1 Le vignettage
4.1.1.1 Principe
Le vignettage correspond a un eﬀet d’assombrissement partant du centre jusqu’aux
bords de la photographie. L’eﬀet de vignettage est particulièrement important sur les
photographies aériennes anciennes. La qualité des objectifs, datant des années 1950
et 1970, s’avère radicalement diﬀérente des capteurs utilisés à ce jour, le niveau de
gris moyen d’une photographie peut diminuer d’environ 80 % entre son centre et ses
extrémités (Figure 4.1). Il est nécessaire de corriger ce défaut récurrent sur toutes les
photographies avant de procéder à une quelconque analyse. En eﬀet, les propriétés de
luminance d’un type d’occupation du sol sont diﬀérentes pour un objet se trouvant au
centre et en bordure de l’image. Enﬁn, dans le cadre de la réalisation d’une mosaïque
d’images, le vignettage produit un assemblage médiocre où l’illumination globale est
fortement hétérogène [Muralikrishna et al. 1982].
Distance au centre de l'image (en nombre de pixels)
N
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(a) (b)
Figure 4.1 – Exemple d’eﬀet de vignettage sur une photographie aérienne de 1978 :
(a) photographie, (b) niveaux de gris moyen du centre jusqu’aux bords de l’image. La
diminution de niveau de gris moyen atteint 80 % aux bords de l’image
Ce type de distorsion n’est pas propre aux photographies aériennes, il est ob-
servable sur tout type de photographies, tant argentique que numérique. Il dépend
essentiellement des propriétés géométriques de la lentille et des paramètres de prise de
vue qui génèrent respectivement un vignettage « naturel » et un vignettage « optique »
[Ray 1988] :
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1. Le vignettage « naturel » résulte d’une perte d’énergie de la lumière traver-
sant l’objectif par un angle supérieur à 0◦ par rapport à l’axe perpendiculaire
à la lentille. Plus l’angle est grand, plus la perte de luminance est importante
(Figure 4.2). Le vignettage naturel est fréquemment modélisé selon la fonction
[Ray 1988] :
v(θ) = cos4(θ) (4.1)
où θ est l’angle du rayon incident (Figure 4.2). Cependant, avec le développement
de nouvelles lentilles, il est désormais admis que le vignettage peut être modélisé
par une fonction de type :
v(θ) = cosn(θ) (4.2)
où n peut varier de 1 à 4 en fonction de la propriété de la lentille
[Da Silva & Candeias 2008, Edirlsinghe et al. 2001]. La ﬁgure 4.3 présente un ef-
fet de vignettage selon une fonction, on observe la diﬀérence entre un vignettage
de type cos2 et cos4. Plus le paramètre n est grand et plus l’assombrissement des
bords de l’image est important.
2. Le vignettage « optique » dépend du paramètre d’ouverture de la prise de
vue. Le paramètre d’ouverture fait varier la taille du diaphragme pendant
l’acquisition de l’image et le diaphragme permet de limiter le nombre de rayons
du faisceau lumineux qui arrivent sur le capteur. Son objectif premier est de ré-
guler l’illumination du capteur : plus la scène est sombre et plus la taille du dia-
phragme doit être grande. Le vignettage est proportionnel à la taille d’ouverture
du diaphragme : à pleine ouverture du diaphragme, la quantité de lumière reçue
est importante et la région centrale du capteur est plus illuminée. À l’inverse, à
faible ouverture, la répartition de la quantité de lumière est plus homogène et le
vignettage moins apparent. Dans [Edirlsinghe et al. 2001], les auteurs montrent
que le vignettage « optique » devient important pour des prises de vue à très
large ouverture (f − 1.4) et qu’il ne suit plus une fonction de type v(θ) = cos4(θ)
caractéristique d’un vignettage « naturel ».
4.1.1.2 Méthodes de correction du vignettage
La correction du vignettage est une opération fréquemment appliquée dans de
nombreux domaines. Pour des applications multimédias, l’eﬀet de vignettage est
corrigé aﬁn de réaliser des vues panoramiques à partir d’un ensemble d’images
[Shum & Szeliski 1997] ou de pallier les défauts de caméra [Sawchuck 1977]. En as-
tronomie et dans le domaine médical, c’est le vignettage des images produites
par des appareils de pointe tels que les télescopes [Lumb et al. 2003], microscopes
[Leong et al. 2003] et capteurs de rayons X [Aach et al. 1999] qui fait l’objet de cor-
rections.
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Lentille
Capteur 
CCD
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pellicule
Scène 
observée
Rayon incident
distance 
focale (f)
Figure 4.2 – Schématisation du vignettage optique. Le vignettage dépend de
l’angle θ, plus il est grand et plus l’eﬀet de vignettage est important
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(a) (b)
Figure 4.3 – Exemples de vignettage « naturel » en fonction de l’angle θ
formé avec la perpendiculaire de la lentille. (a) : vignettage de type cos2(θ), (b) :
vignettage de type cos4(θ). L’assombrissement des bords est plus important pour un
vignettage de type cos4(θ) que de type cos2(θ).
Les approches utilisées pour corriger le vignettage sont nombreuses. La plus simple
consiste à placer un ﬁltre antivignettage devant l’objectif pendant la prise de vue
[Paine & Kiser 2003, Roberts 1995]. D’autres approches requièrent des informations
précises sur les propriétés du capteur telles que la distance focale ou la dimension
de la lentille [Asada et al. 1996, Kang & Weiss 2000]. D’autres approches encore né-
cessitent une étape de calibration à partir d’une surface de référence parfaitement
homogène et parfaitement éclairée [Edirlsinghe et al. 2001, Yu 2004, Yu et al. 2004].
Le vignettage est alors compensé en fonction de l’assombrissement mesuré. Enﬁn, cer-
taines méthodes nécessitent un ensemble d’images acquises par un même capteur
dans les même conditions [Lelong et al. 2008, Causi & Luca 2005]. Dans ce cas, le vi-
gnettage est mis en évidence en calculant la moyenne des images disponibles.
Dans le cadre d’une étude de photographies aériennes anciennes, il est à consi-
dérer que certaines informations sur le capteur peuvent être manquantes (type de len-
tille, distance focale, ouverture ... ). De plus, il est souvent très compliqué, voire impos-
sible, d’accéder à des données de calibration. Enﬁn, il est parfois diﬃcile de travailler
avec un nombre exhaustif de clichés car une ou deux images sont parfois nécessaires
en fonction du site d’étude. En conséquence, les méthodes de correction citées précé-
demment ne sont pas applicables à toutes les situations, notamment dans le cadre des
études multi-dates où le choix des photographies aériennes est contraint par leur dis-
ponibilité en archives. De manière générale, la qualité et la quantité des informations
relatives aux données photographiques varie selon les caractéristiques spéciﬁées par
les utilisateurs ﬁnaux ayant eﬀectué la commande ou le producteur de la donnée lui-
même, comme l’IGN par exemple. Ainsi, l’utilisateur se heurte souvent à un manque
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d’information et ne peut pas prétraiter correctement les photographies aériennes dont
il dispose, ce qui le conduit fréquemment à photointerpréter les clichés sans pouvoir
les traiter automatiquement.
Il se révèle donc particulièrement intéressant de développer un outil permettant
de s’aﬀranchir de l’absence d’informations sur le capteur, de support de calibration et
pouvant s’appliquer à un nombre important de clichés. Son élaboration pourrait ainsi
répondre aux besoins de tout utilisateur, quelque soit l’étendue de sa zone d’étude et
le type de photographie utilisé.
Nous verrons dans la partie suivante comment la mise en place d’un tel outil a
été rendue possible grâce notamment à l’utilisation des ondelettes et de l’analyse de
textures.
4.1.2 Méthode développée
Une photographie aérienne peut être décrite comme la représentation d’un (ou plu-
sieurs) motif(s) uniforme(s) correspondant à un (ou plusieurs) type(s) de paysage(s) ou
structures (cf. section 1.2.3). Dans le cas où l’image ne représente qu’un seul paysage, la
photographie aérienne peut être interprétée comme un motif unique invariant vis-à-vis
de la luminance et de la texture. Cependant, il s’agit d’un exemple « idéal » car une
photographie aérienne comporte souvent plusieurs paysages. En eﬀet, les paysages s’en-
tremêlent et en déﬁnitive, l’image est organisée selon une combinaison de motifs dont
les caractéristiques de luminance et de texture diﬀèrent [Nóbrega & Quintanilha 2004].
Les photographies peuvent ainsi paraître plus sombres localement à cause d’une faible
réﬂectance liée à un type d’occupation du sol donné. Par exemple, comme le montre la
ﬁgure 4.4, le milieu urbain peut être caractérisé par une réﬂectance plus faible sur une
image panchromatique qu’un paysage rural au cours de la saison hivernale quand la
majorité des parcelles agricoles sont nues ou peu couvertes par la végétation. L’image
ne forme pas une surface homogène. Il est alors nécessaire de traiter les données in-
dépendamment et d’identiﬁer l’organisation des paysages ou des structures qui les
composent.
L’ensemble des traitements mis en oeuvre aﬁn de corriger le vignettage sont présen-
tés sur la ﬁgure 4.5. Comme les images peuvent comporter diﬀérents types de paysages,
une étape de segmentation doit être préalablement réalisée aﬁn de les identiﬁer préci-
sément. Les valeurs spectrales des paysages sont ensuite normalisées de manière à ce
que les variations de la luminance ne dépendent plus de l’occupation du sol. Les détails
de l’image normalisée sont alors supprimés à partir d’une décomposition en ondelette
et l’eﬀet de vignettage est enﬁn modélisé selon une fonction cosn(θ).
La présentation de la méthode de correction du vignettage s’articule ainsi de la
manière suivante : la méthode de segmentation est décrite dans la section 4.1.2.1 ; la
normalisation de l’image est présentée dans la section 4.1.2.2 ; la section 4.1.2.3 expose
l’étape de lissage par une décomposition en ondelettes ; l’estimation de la fonction de
correction est développée dans la section 4.1.2.4 ; la correction de l’image et sa valida-
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Figure 4.4 – Image panchromatique composée d’un paysage urbain et rural.
La distribution des niveaux de gris des deux paysages est diﬀérente
tion sont présentées respectivement sont présentées respectivement dans les sections
4.1.2.5 et 4.1.2.6.
4.1.2.1 Identiﬁcation des structures de l’image par segmentation
Aﬁn d’identiﬁer les paysages (ou structures) qui composent les photographies aé-
riennes, celles-ci sont segmentées à partir d’une méthode invariante au niveau de gris
moyen de l’image. Cette méthode est basée sur une analyse de texture par transformée
d’ondelettes présentée dans la suite de ce travail (Chapitre 5). L’invariance au niveau de
gris faisant l’objet d’une paramétrisation particulière de la méthode, le lecteur trouvera
plus d’informations à la section 5.2.4.
4.1.2.2 Normalisation des structures de l’image
Lorsque l’image est correctement segmentée, on reconstitue une image homogène
vis-à-vis des niveaux de gris.
En pratique, les distributions des coeﬃcients de luminance de chacun des paysages
(ou structures) issus de la segmentation sont centrées et réduites de manière à ce
qu’elles aient des moyennes égales à 0 et des écart-types égaux à 1. Les nouvelles
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1. Segmentation
2. Normalisation
3. Débruitage
4. Estimation de l'effet de vignettage 
par une fonction cosn
5. Correction
6. Validation
Figure 4.5 –Organigramme des traitements pour la correction du vignettage
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valeurs de l’image sont alors :
Inorm(x) =
I(x, k)−m(k)
σ(k) (4.3)
où Inorm est l’image normalisée, I l’image originale, k une région de l’image, m et σ
respectivement la moyenne et l’écart-type des coeﬃcients de luminance de la région
k. Une fois les diﬀérentes structures de l’image normalisées, celle-ci est lissée à l’aide
d’une décomposition en ondelettes. Cela est détaillé dans la section suivante.
4.1.2.3 Débruitage par transformée d’ondelettes
Les motifs de l’image sont caractérisés par l’ensemble des objets géographiques
du paysage qui la compose tels que les routes, les bordures des champs, maisons, etc
(Figure 4.4). Bien que l’image soit normalisée, ces objets génèrent des variations de
contrastes importantes sur l’image. Ces hautes fréquences peuvent être assimilées à
un bruit non négligeable qui peut nuire à l’estimation des paramètres liés à l’eﬀet de
vignettage (développé dans la section suivante). Il est donc nécessaire de supprimer les
détails de l’image aﬁn de ne conserver que la variation de son niveau de gris moyen.
Dans [Yu 2004], l’auteur utilise une décomposition en ondelettes pour estimer le
vignettage à partir d’une image de référence. La transformée en ondelettes est connue
pour être un outil performant de débruitage [Donoho 1995, Donoho et al. 1995]. En
appliquant successivement une transformée décimée, il est possible de séparer progres-
sivement le bruit du signal original. Habituellement, le débruitage par ondelettes repose
sur le choix du niveau de décomposition qui sépare au mieux le bruit et l’image. Dans
le cas de la correction du vignettage, la suppression du bruit est plus évidente et seuls
les coeﬃcients d’approximation peuvent être utilisés. Dans [Yu 2004], l’auteur propose
ainsi de décomposer l’image en cinq niveaux (j = 5) et de déﬁnir les coeﬃcients de
l’approximation comme eﬀet de vignettage.
De manière analogue à Yu, nous supprimons les détails de l’image (routes, bordures
des champs, maisons, etc.) pour ne conserver que le niveau de gris moyen de l’image
(eﬀet de vignettage). Nous utilisons une décomposition décimée aﬁn de gérer plus
facilement les ressources du système de traitement. Ce choix est justiﬁé par la taille
des photographies qui peut être particulièrement importante (par exemple 8000×8000
pixels). L’eﬀet de vignettage peut ensuite être reconstruit à la même dimension que
l’image originale en calculant sa transformée inverse. Il faut alors reconstruire l’image
sans prendre en compte les composantes hautes fréquences de l’image de la manière
suivante :
Idenois =
∑
m
InormJ [m]ϕJ,m[k]. (4.4)
Pour illustrer cette approche, la ﬁgure 5.8 présente la décomposition de l’image en
7 niveaux et sa reconstruction selon la relation (4.4).
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Il est alors possible de réaliser une première correction de l’image bruitée à partir
de l’image Idenois. Cependant, cette image reste encore trop hétérogène et risque de
fournir un résultat encore trop imprécis. Nous proposons dans la section suivante de
modéliser une fonction de type cosn à partir de l’image Idenois.
(a) (b) (c)
Figure 4.6 – Débruitage de l’image par décomposition en ondelettes déci-
mées : (a) Image originale (2048×2048 pixels) ; (b) Image basse résolution pour j = 7
(16 × 16 pixels) ; (c) Reconstruction de l’image originale sans les composantes hautes
fréquences (2048× 2048 pixels)
4.1.2.4 Estimation de l’eﬀet de vignettage par une fonction de type cosn
Dans cette partie, on cherche à estimer les paramètres liés à l’eﬀet de vignettage.
Rappelons que cet eﬀet dégrade une image I en une image Ideg par la relation :
Ideg(i, j) = I(i, j) cosn θ(i, j), (4.5)
θ(i, j) étant l’angle résultant en (i, j) entre le point de la scène observée et le centre de
la lentille (approximativement situé au centre de l’image), comme illustré sur la ﬁgure
4.2. On peut donc écrire :
Ideg(i, j) = I(i, j) cosn arctan
(i− ic)2 + (j − jc)2
f2
, (4.6)
où (ic, jc) correspond à la coordonnée dans l’image du centre de la lentille et f la
distance entre la lentille et le capteur. Étant donné que cosn arctan(x) = 1/
√
(1 + x2),
nous avons
Ideg(i, j) = I(i, j)
 f√
f 2 + (i− ic)2 + (j − jc)2
n . (4.7)
Le problème revient donc à estimer les paramètres optimaux [i∗c , j∗c , n∗, f ∗] satisfaisant
la relation ci-dessus et peut donc s’écrire :
[i∗c , j∗c , n∗, f ∗] = min[ic,jc,n,f ]
∑
i
∑
j
Ideg(i, j)− I(i, j)
 f√
f 2 + (i− ic)2 + (j − jc)2
n2 .
(4.8)
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Il existe plusieurs solutions pour résoudre ce problème de minimisation. Étant donné
que la fonction ci-dessus n’est pas convexe, nous avons choisi une méthode de recherche
dichotomique [Bentley 1975]. Ce type de méthode est particulièrement adapté lorsque
l’on est en mesure de ﬁxer la gamme de variation des paramètres à estimer, ce qui est
le cas pour cette application :
1. la distance f est de l’ordre de 100 à 200 mm ;
2. (ic, jc) sont initialisés au centre de l’image (ou à l’endroit où l’image Ideg(i, j)
atteint son maximum). Nous assumons que cette position est exacte à ±10% par
rapport à la taille totale de l’image ;
3. Le coeﬃcient n varie entre 1 et 4 [Ray 1988].
La recherche dichotomique permet de fournir, avec une précision désirée, les paramètres
[i∗c , j∗c , n∗, f ∗]. Nous renvoyons le lecteur vers [Bentley 1975] pour plus de renseigne-
ments sur cette approche.
4.1.2.5 Correction
De la même manière que dans [Lelong et al. 2008, Yu 2004, Yu et al. 2004], on cal-
cule une matrice de correction Icorr à partir d’une image de référence. Cette image
doit représenter une surface parfaitement lisse de couleur et d’illumination homogènes.
Dans le cadre de notre application, l’image de référence correspond à l’image normali-
sée Icos (cf. section 4.1.2.2). Il suﬃt alors de calculer un facteur de correction en chaque
pixel de l’image à partir de cette image :
Icorr (i, j) =
Icos,max
Icos (i, j)
(4.9)
où Icos (i, j) est la valeur d’un pixel en (i, j) , Icos,max est la valeur maximale de
Icos (i, j) et Icorr (i, j) est le facteur de correction pour un pixel en (i, j) , Icos,max.
Toute image prise par le capteur dans les mêmes conditions d’acquisition peut être
corrigée en multipliant les valeurs des pixels de celle-ci par les facteurs de correction :
I ′ (i, j) = I (i, j) Icorr (i, j) (4.10)
où I (i, j) et I ′ (i, j) est l’image avant et après la correction du vignettage.
L’eﬀet de vignettage est ainsi stocké dans une matrice de la même dimension que les
images traitées car les diﬀérents éléments de l’image auront une inﬂuence sur l’image
de correction.
4.1.2.6 Validation
Pour comparer les images corrigées aux images originales, nous avons utilisé deux
indices de qualité régulièrement employés en compression et débruitage d’images.
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Rapport signal sur bruit, Peak Signal-to-Noise Ratio (PSNR). Le premier
indice est le rapport signal sur bruit, appelé aussi Peak Signal-to-Noise Ratio (PSNR).
Il est calculé à partir de l’erreur quadratique moyenne (EQM) des valeurs de luminance
de l’image (équation 4.11) :
EQM =
∑
M,N [I1(m,n)− I2(m,n)]2
M ×N (4.11)
et
PSNR = 10× log10(
1
EQM
) (4.12)
Il est généralement admis qu’une image soit de bonne qualité pour des valeurs de
PSNR variant entre 30 et 40 dB. Il faut souligner que celui-ci ne prend pas en compte
la qualité visuelle de reconstruction. [Wang & Bovik 2002] a mis en évidence que deux
images aux qualités visuelles diﬀérentes peuvent avoir des EQM similaires.
Indice universel de qualité d’image, Universal Image Quality (UIQ). Le
second indice proposé par [Wang & Bovik 2002] est un indice universel de qualité
d’image, appelé Universal Image Quality (UIQ). Il s’exprime par :
UIQ = 4σx,yx¯y¯(σ2x + σ2y)(x¯2 + y¯2)
(4.13)
Cet indice a l’intérêt de prendre en compte les variations locales de l’image. En
eﬀet, l’indice n’est pas déterminé à partir d’une unique valeur calculée sur l’ensemble
de l’image mais est obtenu au moyen d’une fenêtre glissante calculant une valeur de
l’indice UIQj pixel par pixel. Ainsi, Pour M pixels l’indice s’exprime par :
UIQ = 1
M
M∑
j=1
UIQj (4.14)
4.1.3 Application et résultats
Nous avons évalué cette méthode sur des images à THRS où un eﬀet de vignettage
a été simulé : la première représente deux textures de Brodatz [Brodatz 1966] et la
seconde est une image panchromatique du satellite Quickbird composée d’un milieu
urbain et rural. L’eﬀet de vignettage a été simulé à l’aide d’une fonction cosinus et
multiplié aux images originales. Les images originales et avec vignettage sont présentées
sur les ﬁgures 4.7 (a–b) et 4.8 (a–b).
L’objectif de cette application est de reconstruire l’image originale à partir de
l’image bruitée. Plusieurs approches sont testées pour estimer la fonction de vignettage.
Celles-ci s’appuient sur :
– l’image débruitée Idenois issue de la transformation en ondelettes ;
– l’estimation de la fonction cosinus ;
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– la combinaison des deux. C’est à dire une estimation de la fonction de vignettage
à partir de l’image Idenois.
Pour les deux images test, nous présentons les résultats des étapes de segmentation,
de normalisation, d’estimation du bruit et de correction de l’image sur les ﬁgures 4.7
et 4.8.
Nous validons les résultats à l’aide des indices PSNR et UIQ. Comme le montre
le tableau 4.1, la méthode combinant l’utilisation des ondelettes et l’estimation de la
fonction cosinus produit de meilleurs résultats pour les deux images test et se démarque
sensiblement des autres méthodes. Les valeurs des indices UIQ et PNSR, respective-
ment de 0.98 (sur 100) et de 38,56 (rappelons qu’une image de très bonne qualité a un
PNSR compris entre 30 et 40) ne sont pas contradictoires : elles sont très satisfaisantes
et mettent en évidence l’eﬃcacité de cette approche quant à la reproduction de l’image
originale.
Tableau 4.1 – Indices de qualité d’image après dévignettage
UIQ PSNR (dB)
Aucun traitement 0.74 16.25
Ondelettes 0.83 26.79
Fonction cos4 0.89 21.60
Ondelettes et fonction 0.97 34.34
Aucun traitement 0.56 15.33
Ondelettes 0.86 25.01
Fonction cos4 0.91 26.62
Ondelettes et fonction 0.98 38.56
De multiples expérimentations montrent que les faibles scores produits par la mé-
thode de la fonction cosinus s’expliquent par un problème de déﬁnition des coordonnées
de son maximum. Plus ils sont excentrés du maximum recherché et plus l’erreur est
importante. Dans le cas de la méthode par ondelettes, ce sont les fortes variations
locales qui n’ont pu être correctement lissées qui génèrent le plus d’erreurs. Ces va-
riations sont principalement dues à un eﬀet de bords et à la présence d’objets isolés
ayant de fortes valeurs de luminance. Les meilleurs résultats obtenus par la combinai-
son des deux méthodes s’expliquent ainsi par la complémentarité des deux approches.
La sélection des coordonnées du maximum de la fonction cosinus est facilitée par la
décomposition en ondelettes qui fournit une image lissée et globalement cohérente avec
l’eﬀet de vignettage. Les variations locales ne sont alors plus prises en compte par la
fonction cosinus qui s’approche au mieux du modèle physique du vignettage.
Cette application sur des images test a permis de valider la méthode développée :
l’extraction et l’estimation du vignettage correspondent aux valeurs recherchées et les
images corrigées sont similaires aux images originales. Étant donnée la qualité des
résultats, nous avons choisi de retenir cette méthode correction du vignettage pour
prétraiter les photographies aériennes sélectionnées dans le cadre de notre étude. Cette
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(a) (b)
(c) (d)
(e) (f)
Figure 4.7 –Résultat de dévignettage sur une image panchromatique Quick-
bird à partir de la méthode proposée : (a) image originale, (b) image bruitée, (c)
Segmentation de l’image, (d) image normalisée, (e) bruit estimé , (f) image corrigée
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8 – Résultat de dévignettage sur image synthétique à partir de
la méthode proposée : (a) image originale, (b) image bruitée, (c) Segmentation de
l’image, (d) image normalisée, (e) bruit estimé , (f) image corrigée
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méthode a ainsi été appliquée à l’ensemble des clichés de cette étude (Figures 4.9 et
4.10).
4.2 Corrections géométriques
Les images doivent être parfaitement superposables et géoréférencées dans un repère
géographique donné aﬁn de pouvoir être facilement comparées entre elles mais aussi
avec d’autres types de documents (cartes, relevés de terrain...). Cette étape est indis-
pensable pour pouvoir appliquer ensuite des traitements de détection de changement
et intégrer les images dans un Système d’Information Géographique.
Les corrections géométriques ont pour objectif d’attribuer des coordonnées géogra-
phiques précises à chaque image et ainsi de réaliser des images appelées orthophoto-
graphies ou encore orthoimages.
Les propriétés géométriques des photographies aériennes et des images satellites
sont variables, car elles dépendent de leur mode d’acquisition et de la topographie de
la surface observée. Mis à part le relief, qui reste négligeable dans les zones étudiées
lors de ce travail, les distorsions géométriques varient en fonction des capteurs et des
plateformes qui les transportent. Nous présenterons dans cette section les principaux
types de distorsion géométrique possibles et les moyens mis en oeuvre pour y remédier.
Nous nous intéresserons avant tout aux photographies aériennes, pour lesquelles les
corrections géométriques sont particulièrement importantes, et nous décrirons comment
celles-ci peuvent être assemblées en une mosaïque d’images.
4.2.1 Types de distorsions
Les distorsions géométriques sont de deux ordres :
Une partie des distorsions sont dues à la qualité du capteur. En eﬀet, la plupart
des photographies aériennes anciennes comportent une distorsion en barillet. Ce type
de distorsion dépend de la forme de la lentille : il est particulièrement important avec
des lentilles sphériques, tandis que les lentilles asphériques limitent ce phénomène. Le
capteur reproduit une même surface de sol plus grande dans la partie centrale de l’image
que dans les parties périphériques (Figure 4.11). Dans [Provencher & Dubois 2007], les
auteurs rapportent que le changement d’échelle peut être de l’ordre de 20 %, ce qui
explique l’une des raisons pour lesquelles principalement le centre des photographies
est étudié en photo-interprétation.
La seconde partie des distorsions est due au mouvement de la plateforme lors
de l’acquisition des images. Comme le montre la ﬁgure 4.12, le tangage (mouvement de
l’avion de l’avant vers l’arrière) déforme la partie inférieure et supérieure de l’image,
tandis que le roulis (balancement d’un côté à un autre de l’avion) déforme les parties
droite et gauche de l’image.
Il s’ensuit que l’image acquise par le capteur ne représente pas correctement la
réalité au sol. L’image est perturbée par un ensemble de distorsions où l’échelle des
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(a)
(b)
Figure 4.9 – Exemple de dévignettage à partir d’une photographie aérienne de 1958 :
(a) Avant correction, (b) Après correction
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(a)
(b)
Figure 4.10 – Exemple de dévignettage à partir d’une photographie aérienne
de 1969 à partir de la méthode proposée : (a) Avant correction, (b) Après cor-
rection
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objets n’est pas la même en chaque point. Aﬁn de représenter correctement les objets
observés, il est nécessaire d’appliquer un redressement de l’image inhérent à chaque
type de distorsions.
Figure 4.11 – La distorsion en barillet. Les objets représentés au centre de l’image
sont plus grand que ceux représentés aux extrémités
4.2.2 Corrections
Il existe deux types d’approches bien connues pour corriger les distorsions géomé-
triques de photographies aériennes :
Le premier consiste à créer un modèle de correction à partir d’informations sur
le relief du sol (modèle numérique de terrain), d’informations sur les conditions de vol
(altitude, position de la plateforme) et le capteur (focale de l’objectif, calibration de
l’appareil).
La seconde approche conçoit, à partir de points d’intérêt, une relation mathé-
matique entre les coordonnées des pixels de l’image et les coordonnées géographiques
d’une donnée externe géoréférencée (carte, photographie ou image satellitale géoréfé-
rencée).
Bien que le modèle de correction repose sur des mesures physiques et qu’il fournit
des mesures exactes sur les déformations, il reste contraignant à mettre en oeuvre car
il nécessite de nombreux paramètres pouvant être diﬃciles à rassembler. La seconde
approche s’avère plus simple et plus facilement reproductible, mais présente l’inconvé-
nient majeur suivant : le nombre important de points d’intérêt à déﬁnir est une tâche
longue et fastidieuse.
Avec cette seconde approche, les corrections géométriques d’une image sont réalisées
en trois étapes. Il faut tout d’abord établir un lien entre les coordonnées du référentiel
géographique et les coordonnées des pixels de l’image à corriger. Ensuite, on estime la
meilleure transformation possible de l’image correspondant au référentiel géographique.
La dernière étape consiste alors à calculer de nouvelles valeurs de la luminance pour
l’image géoréférencée à l’aide d’une méthode d’interpolation. Chacune de ces étapes
est développée dans les sections suivantes.
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Figure 4.12 – Les distorsions dues au mouvement de la plateforme (dans
[Provencher & Dubois 2007])
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4.2.2.1 Le choix des points d’intérêt
Les points d’intérêt, aussi appelés points d’amer, correspondent à une information
précise que l’on retrouve à la fois dans l’image à corriger et dans la donnée de référence.
Habituellement appliqués à des images satellites à haute résolution spatiale, les
points d’amer correspondent le plus souvent à des croisements de routes, des parcelles
agricoles, une maison. Il existe des méthodes d’acquisition automatiques pour détecter
ces points d’intérêts [Hsieh 1997, Perlant & McKeown 1990, Zitova 2003], cependant
elles sont souvent dédiées à des images satellites à haute résolution spatiale et se
révèlent moins performantes pour traiter des images à THRS qui sont plus complexes.
De plus, elles identiﬁent des points sur des images facilement comparables. Ce type
d’application est plus diﬃcile lorsque les images comportent de nombreuses diﬀérences,
ce qui peut être le cas si l’intervalle de temps entre l’image à corriger et l’image de
référence est important.
Dans le cadre d’une application en détection de changements, rappelons que la
précision géométrique a une importance considérable sur les changements détectés
[Dai & Khorram 1999]. Le résultat attendu doit être quasi parfait et ne peut tolérer
aucune erreur de géoréférencement. Le choix d’une acquisition manuelle des points
de contrôle semble alors plus pertinent. La tâche n’en est pas moins diﬃcile pour
l’utilisateur qui fait face aux mêmes diﬃcultés que la machine : lorsque l’on souhaite
géoréférencer des photographies anciennes et que l’on ne dispose que de données de
référence récentes, la tâche est particulièrement ardue. Un espace de dix ans entre
les images est suﬃsamment important pour restreindre considérablement le choix des
points d’intérêt. Le choix des points est particulièrement diﬃcile en milieu péri-urbain :
des parcelles agricoles disparaissent, des lotissements sortent de terre, et les routes ont
pu se transformer en autoroute. En outre, il faut être très vigilant à la forte représen-
tation de détails des images à THRS qui peut induire l’utilisateur en erreur, un même
objet pouvant être représenté sous deux états diﬀérents selon les images. Par exemple,
un arbre peut être représenté à deux stades phénologiques diﬀérents et ne plus avoir
la même forme.
Ainsi, il s’avère que le choix des points dépend avant tout du contexte (rural ou
urbain). Il faut tirer avantage de l’organisation de chaque type de paysage. En milieu
rural, les points les plus fréquents sont les croisements de routes. Il faut éviter de
chercher des points d’amers dans les formes végétales en général. Les haies boisées
sont généralement dans un état phénologique diﬀérent entre deux dates. Cependant,
un arbre isolé, ou le coin -sans haies- délimitant deux cultures aux réponses spectrales
contrastées peuvent convenir. Enﬁn, les chemins dans les jardins par exemple sont aussi
très utiles.
En milieu urbain, selon les quartiers, la diﬃculté varie. Certaines zones, comme
les zones d’activités, universités, mais aussi jardins publics ou espaces verts sont par-
courues par des chemins très géométriques, de plus leur entretien régulier assure leur
pérennité. En centre-ville, restent surtout quelques parcs à la française. Les cimetières
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sont des lieux typiquement stables et assurent dans le temps une zone pour quelques
points de contrôle.
Dans l’ensemble, certaines règles sont à retenir : il est impératif de prendre des
points au sol, excluant ainsi les arbres, le toit des bâtiments, etc. Les repères en hau-
teur sont sujets aux déformations radiales de l’image et sont trop imprécis. En milieu
urbain, on remarque particulièrement les marquages au sol qui s’apparentent à de
fortes variations de contrastes. Bien qu’ils soient spatialement surreprésentés, ils font
néanmoins oﬃce des repères de second choix. Ils sont à prendre avec prudence, car leur
position sur les routes peut varier. Les terrains de sport et parking sont plus appropriés.
Quelques exemples de points d’amer sont présentés sur la ﬁgure 4.13.
Les points doivent être suﬃsamment espacés et recouvrir l’ensemble de la photogra-
phie de manière homogène. En moyenne, on essaie d’extraire 200 à 250 points d’intérêt
pour une photographie aérienne au 1/25000.
4.2.2.2 Transformation
Le but de la transformation est de créer une relation mathématique entre les co-
ordonnées des points d’amers, qui pourra par la suite être appliquée à l’ensemble des
pixels. Dans la plupart des cas, cette relation est établie par le biais d’une fonction
polynomiale mais elle peut aussi l’être par une transformation élastique.
Les transformations polynomiales . Dans le cas d’une transformation polyno-
miale d’ordre 1, la relation entre les coordonnées de l’image et le référentiel géogra-
phique s’exprime de la manière suivante :[
x′
y′
]
=
[
a× x
c× y
]
+
[
b
d
]
(4.15)
où x′ et y′ sont les coordonnées de géographiques, x et y sont les coordonnées des
pixels de l’image. a et c sont des facteurs d’échelle et/ou de rotation, et b et d des
termes de translation.
On peut élever le degré de la fonction pour s’approcher davantage des coordonnées
des points d’intérêt. Les transformations de degré 1 conservent la forme de l’image
originale, tandis que les transformations de degré 2 et de degré 3 déforment l’image et
entraînent des distorsions locales de l’image.
La mesure de précision souvent utilisée lors de cette étape de transformation est
l’erreur quadratique moyenne (EQM) entre les coordonnées des points d’intérêts préa-
lablement saisis et leur estimation. Il va de soi, que plus le nombre de points est
important, et plus l’EQM est signiﬁcative.
Lors de nos tests, il s’est avéré que ces transformations n’étaient pas adaptées
à la précision géométrique recherchée. Les photographies comportent un nombre de
distorsions locales trop importantes et il en résulte des décalages de 2 à 3 mètres en
certains points de l’image qui ne peuvent être corrigés. Nous nous sommes donc orientés
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.13 – Exemple de points d’amer dans une image à THRS : (a) jonction
de parcelles agricoles sans haies, (b) croisement de route, (c) chemin de maison de plain-
pied, (d) marquage au sol, (e) chemin typique des zones péri-urbaines, universités, (f)
jardin à la française, (b) marquage de terrain de jeu, (b) pied et toit d’un bâtiment (À
éviter)
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Figure 4.14 – Schématisation d’une transformation polynomiale
vers une méthode de transformation dite « élastique » qui applique des transformations
locales spéciﬁques.
La transformation élastique La transformation élastique, rubber-sheeting, repose
sur une triangulation de Delaunay des points d’intérêts [Doytsher 2000, Saalfeld 1985,
White & Griﬃn 1985]. Une transformation polynomiale de degré variable est ensuite
attribuée pour chaque triangle créé. Ainsi, une correction locale est déﬁnie pour chaque
partie de l’image délimitée par un triangle.
Figure 4.15 – Schématisation d’une transformation élastique : la triangula-
tion de Delaunay ﬁgure en rouge. A chaque triangle est appliquée une transformation
polynomiale spéciﬁque (d’ordre 1 dans cet exemple)
La qualité de cette transformation dépend principalement du nombre de points et de
leur emplacement. À partir d’un nombre de points trop faible ou de points positionnés
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à intervalle irrégulier, un nombre insuﬃsant de triangles seraient créés. Dans ce cas de
ﬁgure, les triangles ont des formes allongées et recouvrent d’importantes surfaces de
l’image. La transformation attribuée à chacun de ces triangles est alors trop diﬀérente
des triangles avoisinants et l’image corrigée est aﬀectée par des transitions brutales qui
génèrent des discontinuités dans l’image. La saisie d’un nombre de points important
répartis de manière homogène sur la totalité de l’image est donc cruciale, car elle permet
une bonne triangulation comportant de nombreux triangles à la forme compacte.
4.2.2.3 Le rééchantillonnage par interpolation bicubique
Parmi les trois méthodes de rééchantillonnage existantes, nous avons choisi d’uti-
liser l’interpolation bicubique car cette méthode s’avère plus intéressante que la
méthode par plus proches voisins (qui produit un « eﬀet d’escalier » et dégrade les
contours) et elle préserve mieux la dynamique de l’image que la méthode bilinéaire
[Caloz & Collet 2001].
L’interpolation cubique (« bicubique » dans le cas d’une matrice) consiste à évaluer
localement une équation d’ordre 3 (y = a · x3 + b · x2 + c · x+ d). Il est ainsi nécessaire
de disposer 4 points pour évaluer cette fonction. Dans le cas d’une image en 2D,
l’estimation est réalisée à partir d’une fenêtre de taille 4 × 4 pixels (soit 16 pixels).
L’interpolation permet d’obtenir la même pente pour la tangente de chaque point de
l’image, ce qui produit un eﬀet lissé.
4.3 Réalisation d’une mosaïque
La réalisation d’une mosaïque consiste à assembler l’ensemble des photographies
en une seule image. Pour ce faire, il est nécessaire de tenir compte des déformations
radiales produites par le capteur et d’assurer des transitions entre les images aﬁn de
ne pas faire apparaître de discontinuités.
4.3.1 Déformations radiales
La perspective centrale des photographies aériennes engendre des distorsions ra-
diales qui surreprésentent et déplacent des objets surélevés tels que les habitations ou
certaines formes végétales. Le phénomène est d’autant plus important que la position
de ces objets est éloignée du nadir. Par exemple, la surface occupé par un bâtiment
sur l’image est plus importante que son emprise réelle, car on peut observer à la fois
son toit et sa façade. Cette surreprésentation se produit au détriment d’une partie
de l’occupation du sol avoisinante qui est masquée. Ceci entraîne des conﬁgurations
d’occupation du sol illogiques (une route peut ainsi être sectionnée par le toit d’un
bâtiment) qui créent des erreurs thématiques importantes, des pertes d’information,
ainsi que des pertes d’informations dans l’image.
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Figure 4.16 – Les distorsions radiales observées sur une photographie aé-
rienne (dans [Provencher & Dubois 2007]). Les faces des objets sont nettement
plus visibles lorsqu’ils se situent aux extrémités de la photographie
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Il est alors important de privilégier la partie centrale de chaque photographie qui
est moins aﬀectée par ces déformations radiales. De plus, l’utilisation de toutes les
photographies disponibles est à privilégier aﬁn d’assurer un recouvrement maximum
des objets de la zone étudiée.
4.3.2 Création des tuiles
L’assemblage des photographies est une étape essentielle pour assurer l’homogénéité
de la mosaïque. Il doit être eﬀectué en prenant en compte les diﬀérences de luminance
et les légers décalages géométriques résiduels existant entre les images, et en assurant
la gestion de l’ensemble des objets géographiques contenus dans les images. Au cours
de cette opération, chaque élément de l’image doit être pris en considération.
L’homogénéité de la mosaïque est assurée en découpant des tuiles respectant
la sémantique de chaque photographie [Afek & Brand 1998, Hummer-Miller 1989,
Zobrist et al. 1983]. En d’autres termes, il s’agit de reconstituer un puzzle où chaque
photographie s’imbrique dans l’autre selon des contours communs (routes, limites de
parcelles) comme le présente la ﬁgure 4.17. Ce procédé est réalisé manuellement aﬁn
de ne pas sectionner d’objets.
Rappelons ici que ce type d’objet est soumis aux déformations radiales des photo-
graphies et peut être représenté avec une orientation diﬀérente d’une image à l’autre.
Il est donc préférable de sélectionner la partie centrale de chaque image. De plus, ce
découpage doit éviter autant que possible de passer par les objets surélevés tels que les
bâtiments et les formes végétales telles que les haies. Par exemple, longer une haie sur
une image peut revenir à couper en deux cette même haie qui apparaît plus large sur
l’image voisine. Il faut donc passer sur les routes, les chemins de fer, les cours d’eau
autant que possible.
L’ensemble des tuiles étant délimité (Figures 4.18 et 4.19), la dynamique des images
est normalisée en fonction de leurs zones de recouvrement.Les images sont ensuite
découpées et assemblées. Les ﬁgures 4.20 et 4.21 présentent des exemples de résultats
obtenus à partir de photographies aériennes au 1/25000 sur les métropoles de Rennes
et Angers.
4.4 Conclusion
Dans cette section, nous avons appréhendé l’ensemble des prétraitements appor-
tés aux photographies aériennes avant qu’elles ne fassent l’objet d’une détection de
changements.
Nous avons développé une méthode pour corriger le vignettage des images à THRS.
Ce phénomène est particulièrement récurrent sur les photographies aériennes anciennes
et les méthodes actuellement disponibles pour remédier à ce type de distorsion ne sont
pas adaptées à ce type de données. La méthode mise en oeuvre présente la particularité
d’utiliser une seule image et n’utilise aucune information sur le type de capteur ayant
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Figure 4.17 – Découpage des photographies selon la sémantique de l’image.
Grâce à ce type de découpage, on n’observe pas discontinuités lorsque les deux photo-
graphies sont assemblées
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Figure 4.18 – Présentation d’un ensemble de tuiles (Rennes, 1978, 1/14500) :
à chaque polygone correspond une photographie
Figure 4.19 – Présentation d’un ensemble de tuiles (Rennes, 1969, 1/25000) :
à chaque polygone correspond une photographie
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(a)
(b)
Figure 4.20 –Mosaïques de la ville de Rennes réalisées à partir des photogra-
phies aériennes de 1969 (Échelle : 1/25000) : (a) Réalisation sans dévignettage,
(b) Réalisation avec dévignettage
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(a)
(b)
Figure 4.21 – Mosaïques de la ville d’Angers réalisées à partir de photogra-
phies aériennes de 1958 (Échelle : 1/25000) : (a) Réalisation sans dévignettage,
(b) Réalisation avec dévignettage
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enregistré cette image. Après une identiﬁcation précise des paysages (ou structures)
présentes sur l’image, la méthode extrait le niveau de gris moyen de l’image à partir
d’une décomposition en ondelettes. De manière à reconstituer correctement l’eﬀet de
vignettage, on modélise ensuite une image de correction selon une fonction cosn(θ).
Notre méthode a été testée et validée à partir d’images tests. La qualité des résul-
tats obtenus nous a permis de retenir cette méthode aﬁn de corriger l’ensemble des
photographies utilisées dans la suite de ce travail.
Une fois les images corrigées radiométriquement, nous leur avons appliqué des cor-
rections géométriques aﬁn qu’elles soient facilement comparables d’une date à une
autre et intégrables dans un SIG. Les images ont tout d’abord été géoréférencées en
déﬁnissant des points d’intérêt et en appliquant une transformation élastique. Les pho-
tographies ont ensuite été découpées en tuiles de manière à respecter la délimitation
de l’occupation du sol, puis elles ont été assemblées en une seule mosaïque.
La mosaïque d’images qui en résulte est ainsi corrigée radiométriquement et géo-
métriquement. Elle peut être facilement intégrée à un SIG et peut être comparée
avec d’autres sources d’information, que ce soient des cartes, des relevés de terrain
ou d’autres images. Les données sont ainsi prêtes à être analysées pour une étude de
détection de changements.
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Dans la partie précédente, nous avons vu que les objets géographiques sont cor-
rectement délimités sur les images à THRS. Pour la suite des traitements, il est donc
judicieux de considérer ces objets comme des entités de référence plutôt que de traiter
l’image en chaque point. Dans ce chapitre, nous proposons une méthode de segmenta-
tion d’images pour délimiter les objets géographiques recherchés. Les images à THRS
étant des images texturées, nous avons développé une méthode basée à la fois sur des
critères de luminance et de texture. La prise en compte de la texture a une impor-
tance considérable dans le processus de segmentation. En eﬀet, les données utilisées
dans ce travail sont de faible résolution spectrale (images en niveaux de gris) et la
texture constitue souvent le seul critère exploitable pour diﬀérencier diﬀérents types
d’occupation du sol.
L’objectif de cette méthode est donc de segmenter précisément des objets géo-
graphiques dans des images à THRS tout en compensant le manque d’information
spectrale habituellement nécessaire pour les diﬀérencier.
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5.1 État de l’art
5.1.1 Déﬁnition
La segmentation demeure un problème ouvert en analyse d’images. Cette tâche a
pour but de rechercher des zones possédant des attributs communs, soit de luminance,
soit de texture [Maitre 2003]. Plus précisément, nous déﬁnirons la segmentation comme
le partitionnement d’une image I en sous-ensembles disjoints et connexes Ri, appelés
régions, tels que chaque région soit homogène (équation 5.1) et que l’union de deux
régions adjacentes ne le soit pas (équation 5.2 [Rose 2008]).
H(Ri) = VRAI, i = 1, 2, ..., S (5.1)
H(Ri ∪Rj) = FAUX, i ̸= j, Ri et Rj sont adjacents (5.2)
où S est le nombre total de régions dans l’image et H(Ri) une évaluation booléenne
de l’homogénéité de la région H(Ri).
La segmentation est une étape importante car elle a une inﬂuence considérable dans
la qualité des mesures des propriétés de l’image [Zhang 1995] et en conséquence sur
la qualité des traitements ultérieurs. Il est ainsi nécessaire de choisir une méthode qui
répond correctement aux données à traiter et aux types de résultats attendus. Nous
proposons dans la partie suivante un modèle conceptuel le plus générique possible pour
la segmentation. Celui-ci permettra d’une part de mieux appréhender les diﬀérentes
étapes nécessaires à la segmentation d’images et d’autre part structurera l’ensemble
des traitements de la méthode développée dans la section 5.2.
5.1.2 Modèle conceptuel
Nous présentons le processus de segmentation à partir d’un modèle conceptuel
proposé par [Zouagui et al. 2004, Rose 2008]. Ce modèle est constitué d’un ensemble
de blocs fonctionnels pouvant être associés à certaines méthodes de segmentation et
permettant une compréhension simple de la chaîne de traitement (Figure 5.1).
Le procédé est itératif et cinq blocs fonctionnels y sont présents : les mesures, le
critère, le contrôle, la modiﬁcation, et l’arrêt.
5.1.2.1 Mesure
Le rôle de ce bloc est de créer à chaque itération k un ensemble M de mesures
(scalaires) pour chaque région n parmi les N régions de l’image, noté :{
F k(i, n), i = 1..M, n = 1..N
}
(5.3)
La mesure sert à estimer des caractéristiques d’une région par rapport à ses voisines.
Elle peut reposer sur des propriétés intrinsèques (tels le niveau de gris moyen, la texture
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Figure 5.1 – Modèle fonctionnel proposé par [Zouagui et al. 2004] (d’après
[Rose 2008])
...) et/ou des propriétés relatives à leurs contours et/ou leurs géométries. Le choix est
eﬀectué à partir des caractéristiques en fonction du type d’application et des données
à traiter.
5.1.2.2 Critère
L’homogénéité ou la similarité entre deux régions est déﬁnie par un critère. Le
bloc Critère reçoit l’ensemble des mesures du bloc Mesure et établit un ensemble pour
chaque région n selon l’équation suivante :
Ck(n) =
i=1∑
M
F k(i, n). (5.4)
Le critère doit diminuer lorsque la segmentation s’approche du résultat attendu.
5.1.2.3 Contrôle
Il constitue la prise de décision de l’évolution d’une région. Il peut évaluer si la
région doit être segmentée avec sa voisine, si elle a atteint un niveau de segmentation
suﬃsant ou si elle constitue une région mal segmentée. L’agrégation est réalisée si le
critère vériﬁe des expressions booléennes 5.1 et 5.2 qui sont appelées « prédicats ».
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5.1.2.4 Modiﬁcation
Ce bloc peut être considéré comme le « coeur du processus de segmentation »
[Rose 2008]. Celui-ci fait évoluer la carte de segmentation en respectant les instructions
fournies par le bloc « contrôle ». Trois types de stratégies peuvent être mis en oeuvre :
– la modiﬁcation avec un nombre constant de régions,
– la modiﬁcation avec création de nouvelles régions,
– la modiﬁcation avec l’agrégation de régions.
Ces trois approches seront développées plus en détails dans la section 5.1.3
5.1.2.5 Arrêt
Ce dernier bloc permet de stopper la chaîne de traitements dans le cas où la carte
de segmentation n’est plus modiﬁée ou si un nombre d’itérations ﬁxées a été atteint.
5.1.3 Types d’approches pour la segmentation
Il est possible de les regrouper selon diﬀérentes caractéristiques communes. Dans
[Haralick & Shapiro 1985, Sonka et al. 1993, Zhang 1997], les auteurs distinguent glo-
balement les méthodes par détection de contours et les détections de régions. Le premier
groupe consiste à détecter les discontinuités entre les objets et en déduire les régions.
Le second groupe repose sur des mesures d’homogénéité des pixels ou régions adja-
cent(e)s. Aﬁn d’être plus robustes, il existe aussi des méthodes de segmentations qui
combinent des méthodes de ces deux groupes.
Dans le cadre de la segmentation de données de télédétection à THRS, nous sou-
haitons obtenir des régions qui fournissent une représentation correcte des objets géo-
graphiques présents sur l’image. Cependant les objets géographiques étant de taille
et de forme très variées, il semble diﬃcile de les détecter lors d’une unique étape de
traitement. Nous nous intéressons ainsi à la manière dont des régions initialement
créées peuvent être modiﬁées pour se rapprocher au mieux du résultat souhaité. Dans
[Zouagui et al. 2004], les auteurs distinguent trois types de modiﬁcation de régions :
les modiﬁcations avec un nombre constant de régions, la création de nouvelles régions
et l’agrégation de régions. Nous avons fait le choix de présenter dans la section suivante
les méthodes de segmentation les plus répandues selon cette typologie.
5.1.3.1 Modiﬁcations avec un nombre constant de régions
Les méthodes basées sur l’analyse des histogrammes Ces méthodes ne ré-
pondent pas à la déﬁnition de segmentation énoncée dans la section 5.1.1 dans le sens
où l’adjacence des pixels n’est pas un critère pris en compte. Cependant, leur présen-
tation est inéluctable car ces méthodes ont occupé une place prédominante dans les
applications de télédétection avant le développement des images à THRS et suscitent
110
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
5.1. État de l’art
toujours beaucoup d’intérêt pour le traitement des images de basse et moyenne réso-
lution spatiale. Les méthodes basées sur l’analyse des histogrammes sont les méthodes
dites « pixels ». Celles-ci se basent uniquement sur les valeurs spectrales de chaque pixel
et essaient de les regrouper à partir de caractéristiques communes. L’idée principale est
de considérer les valeurs des pixels comme une fonction de densité de probabilité dans
un espace de mesures à n-dimensions (espace colorimétrique ou spectral, indices de tex-
ture ... ). Le but est d’identiﬁer dans cet espace les zones où les pixels se concentrent,
c’est-à-dire les zones de fortes densités correspondant aux « modes ». Il existe de nom-
breuses méthodes d’analyse de l’espace spectral. Parmi elles, certaines peuvent être
réalisées sans initialisation, ces approches sont dites « non-supervisées ». À l’inverse, si
l’on recherche des groupes de pixels respectant certains critères, il est nécessaire de réa-
liser une étape d’apprentissage avec des échantillons des classes recherchées. On parle
alors de classiﬁcations « supervisées ». Cependant, nous ne nous intéressons pas à ces
dernières car nous recherchons une méthode de segmentation qui ne nécessite pas de
connaissances a priori de l’image. De plus, rappelons que des exemples d’application
de ces méthodes (de type « supervisées » et « non-supervisées » confondues) en télédé-
tection pour la classiﬁcation d’une image à une date ou la détection de changements
sur plusieurs images ont déjà été cités dans la section 1.3.
Les méthodes couramment utilisées dans la communauté de télédétection sont li-
mitées car elles prennent diﬃcilement en compte l’information spatiale de l’image (cf.
section 1.3.3). Dans le domaine de l’imagerie à THRS, elles sont de plus en plus obso-
lètes car elles souﬀrent du manque de prise en compte du lien spatial. En eﬀet, elles
ne répondent pas aux problèmes de la variabilité intra-classes exposée dans la section
1.3.3 et génèrent parfois un eﬀet « poivre et sel ».
Parmi les méthodes « non-supervisées », nous pouvons citer la segmentation par
nuées dynamiques (k-means) qui est utilisée dans de nombreuses applications. Par
une succession d’itérations, l’algorithme recherche les noyaux (les centres de gravité)
d’un nombre de modes déﬁni par l’utilisateur à l’aide d’une distance de similarité (le
plus souvent euclidienne). Les limites de la segmentation par nuées dynamiques sont
principalement le nombre de régions à déﬁnir et l’hypothèse que la distribution des
densités soit uniforme. Cela rend la méthode particulièrement sensible au bruit de
l’image.
La méthode Mean-Shift proposée par [Fukunaga & Hostetler 1975] et ensuite ap-
pliquée à la segmentation d’images par [Comaniciu & Meer 2002] répond aux limites
de la méthode par nuées dynamiques. Celle-ci estime les diﬀérents modes de l’espace
à n-dimensions à partir d’une méthode à noyaux. Notons que cet algorithme est ana-
logue à l’algorithme Espérance-Maximisation (EM) [Dempster et al. 1977] dans le cas
où le noyau est gaussien [Carreira-Perpiñán 2007]. Contrairement au k-means où l’on
ﬁxe k nombres de classe pour rechercher des densités de probabilité V , on ﬁxe ici
V pour rechercher les k régions dans l’espace des mesures. Cette méthode présente la
particularité d’être moins sensible au bruit que le k−means et peut s’avérer particuliè-
rement intéressante pour les traitements des images à THRS comme l’ont déjà démon-
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tré de nombreux travaux [Bo et al. 2009, Huang & Zhang 2008, Leignel et al. 2010,
Mueller et al. 2004]. Cependant, elle est particulièrement adaptée aux images multi- et
hyper-spectrales car plus l’espace des mesures possède un nombre élevé de dimensions,
plus l’identiﬁcation des modes peut être précise. De plus, la qualité de la segmentation
dépend de la taille des modes qui a été déﬁnie par l’utilisateur.
Les méthodes basées sur la croissance de régions Ces méthodes, introduites
par [Zucker 1976], consistent à faire croître une région à partir d’un pixel de départ,
appelé germe. Le germe est fusionné aux pixels adjacents si les conditions du pré-
dicat sont satisfaites. Dans les premières itérations, le prédicat peut être plus rigide
de manière à fusionner les pixels les plus similaires. Par la suite, lorsque les régions
sont plus importantes, les mesures sont évaluées à partir d’un prédicat plus objectif
[Maitre 2003].
La phase d’initialisation correspondant au choix du nombre et du positionnement
des germes est une étape déterminante, car elle a un eﬀet sur les résultats de la seg-
mentation. Il est préférable que les germes correspondent à des zones où l’image est
constante. Ils peuvent être par exemple choisis à partir d’une fenêtre glissante et d’un
ﬁltre moyen. Une autre méthode de positionnement des germes consiste à les posi-
tionner de manière aléatoire. Dans ce cas le processus est répété jusqu’à ce chaque
pixel soit aﬀecté à une région de manière à répondre aux conditions des équations
5.1 et 5.2. En télédétection, les résultats obtenus aboutissent rarement à la segmen-
tation attendue. En eﬀet le critère ﬁxé au prédicat ne peut pas être adapté à tous
les objets qui composent l’image. Il est ainsi nécessaire de réaliser des segmentations
partielles et de fusionner ou diviser ces régions dans une étape ultérieure à partir
d’une approche « multi-résolution ». Telle est, par exemple, la solution proposée par
le logiciel eCognition qui permet de lier des régions issues de segmentations réalisées
à diﬀérentes échelles [Baatz & Schape 2000, Benz et al. 2004, Blaschke 2010]. Cette
méthode de segmentation est très répandue dans la communauté des usagers de la
télédétection et les applications sont innombrables. Cela s’explique en partie par la
facilité d’utilisation de cette approche qui permet à un non-spécialiste de traiter assez
aisément des images. De plus, une telle méthode permet de faire varier facilement les
critères d’échelle, de forme et d’homogénéité.
Enﬁn, la plupart des segmentations réalisées sous le logiciel eCognition sont combi-
nées à des classiﬁcations orientées-objets. Il est alors possible de développer une série de
segmentations à plusieurs échelle dans une logique ascendante (top-down, des plus pe-
tites aux plus grandes) ou descendante (bottom-up, des régions les plus grands aux plus
petites) [Baatz & Schape 2000] et de les mettre en relation à partir de critères de forme,
de luminance et en rapport avec leur contexte. Il est à noter que l’ensemble des critères
est ﬁxé par l’utilisateur de manière à ce qu’il obtienne un résultat au plus proche de ses
attentes. Cependant, il s’avère que le paramétrage des segmentations multi-résolutions
se révèle souvent complexe et requiert une connaissance d’expert [Schiewe et al. 2001].
Ces emboîtements de segmentation suivent généralement des critères établis pour une
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application particulière et un type d’image donné qui est diﬃcilement transposable à
une autre application.
Les méthodes basées sur la ligne de partage des eaux La Ligne de Partage des
Eaux (LPE) considère l’image comme une surface topographique constituée de bassins
versants et de crêtes où, à chaque pixel correspond une mesure d’élévation (Figure 5.2)
[Beucher 1992, Vincent & Soille 1991].
Figure 5.2 – La ligne de partage des eaux (dans [Vincent & Soille 1991]).
L’image est considérée comme une surface topographique
À partir de cette représentation, les régions sont extraites par un processus d’im-
mersion de la surface. Les bassins sont progressivement inondés. À chaque bassin cor-
respond une région et leurs contours sont délimités lorsque les eaux de diﬀérents bassins
se joignent (voir ﬁgure 5.3). L’algorithme s’applique le plus souvent sur une image de
contours, telle que la norme des gradients d’une image où la représentation en une
surface topographique est apparente. Les zones de fortes intensités correspondant aux
contours représentent les lignes de crêtes alors que les zones de faibles intensités repré-
sentent les fonds de bassins.
L’inconvénient de la LPE est la sur-segmentation de l’image. En eﬀet, cet algorithme
est très sensible au bruit de l’image et génère des mini-bassins versants.
La sur-segmentation est due à la présence d’un nombre trop important de bas-
sins versants. Pour limiter le nombre de bassins versants, des méthodes plus élaborées
de LPE ont été développées comme la LPE contrôlée avec des marqueurs (marker-
controlled watershed) et la LPE hiérarchique par cascades (waterfalls). La LPE contrô-
lée par marqueurs applique une LPE uniquement sur des bassins versants préalable-
ment sélectionnés [Meyer & Beucher 1990]. Ces bassins versants ont été identiﬁés par
un «marquage » des valeurs minimales de la norme du gradient. Bien que cette méthode
réduit la sur-segmentation de l’image, les résultats ne sont que rarement satisfaisants.
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(a)
(b)
(c)
(d)
Figure 5.3 – Le processus d’immersion (a) : L’image vue comme une surface
topographique ; (b) : Inondations des bassins versants ; (c) : Rencontre des eaux de
source diﬀérentes ; (d) : Les régions résultantes
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L’identiﬁcation des « bons » marqueurs est particulièrement diﬃcile, d’autant plus si
elle est appliquée à une image de télédétection dont les objets qui la composent ont
des caractéristiques de textures diﬀérentes.
La LPE hiérarchique par cascades [Beucher 1994] réalise successivement des LPE
sur des images progressivement dégradées, appelées images mosaïques. Les images mo-
saïques sont générées à la suite d’une LPE où l’on déﬁnit dans chaque bassin la va-
leur de gris moyenne de l’image originale qu’elle contient. Cette méthode permet de
développer un ensemble de segmentations hiérarchisées s’apparentant à la méthode
multi-résolution. Cependant, le critère d’arrêt doit être déﬁni par l’utilisateur et tout
comme la LPE contrôlée par marqueurs, celle-ci ne peut pas identiﬁer des régions ayant
diﬀérentes caractéristiques de texture.
Parmi les applications en télédétection de ces LPE évoluées, nous pouvons citer
[Sun & He 2008] et [Soares & Muge 2004] qui utilisent respectivement une LPE par
marqueurs et une LPE hiérarchique par cascades.
D’autres solutions tout aussi eﬃcaces consistent à ﬁltrer l’image d’entrée de manière
à ne conserver que les contours des régions attendues : à l’aide d’un ﬁltre médian pour
supprimer le bruit « poivre et sel » [Sun & He 2008], d’un ﬁltre non linéaire pour lisser
l’image en préservant les contours [Chen et al. 2006], ou encore à l’aide de méthodes par
ondelettes pour enlever les détails non-informatifs [Jung 2007, Kim & Kim 2003]. Par
ailleurs, il est possible d’agréger les régions sur-segmentées dans une étape ultérieure à
l’aide de graphes d’adjacence [Chen et al. 2008, Haris et al. 1998, Lefebvre et al. 2010].
Il faut enﬁn ajouter que les méthodes pour palier la sur-segmentation des régions
peuvent être combinées ensemble de manière à améliorer toutes les parties du processus
de traitement comme le montrent [Jung 2007, Kim & Kim 2003].
5.1.3.2 Modiﬁcations avec division de régions
La méthode fondée sur la division de régions est l’opposé de la méthode basée
sur leur fusion. Ce type de segmentation repose sur une approche multi-échelles de
type descendante (top down). Elle commence par l’image entière sans vériﬁer le critère
choisi. L’image est ensuite divisée successivement en blocs. Si le bloc est homogène
alors il n’est pas divisé lors de l’itération suivante. Sinon, il est à nouveau divisé en n
sous-blocs de taille inférieure.
L’algorithme le plus répandu, le quad-tree [Burt et al. 1981, Dyer et al. 1980], a
déjà été utilisé de nombreuses fois sur des images de télédétection [Arellano et al. 1998,
Cross et al. 1988, Wuest & Zhang 2009]. Un exemple est présenté à la ﬁgure 5.4 qui
illustre la segmentation d’une région par divisions successives et l’organisation hiérar-
chique des blocs de diﬀérentes tailles.
Cette méthode manque de précision dans la délimitation des contours. En eﬀet,
les partitions sont trop régulières et les contours, qui correspondent uniquement à
ceux des blocs d’analyse, ne reposent pas sur une étude des contours de l’image.
Les zones à proximité des contours de l’image sont ainsi sur-segmentées par rap-
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(a) (b)
Figure 5.4 – Approche par division de régions : la méthode quad-tree (a) :
l’image segmentée (d’après[Dyer et al. 1980]) ; (b) : l’oganisation hiérarchique des blocs
(d’après[Dyer et al. 1980])
port au reste de l’image. Une solution consiste à mettre cette approche en chaîne
avec une opération d’agrégation à la suite de l’opération de division aﬁn de fusion-
ner les régions sur-segmentées présentant des caractéristiques similaires entre elles
[Ojala & Pietikainen 1999, Wuest & Zhang 2009]. Enﬁn, la déﬁnition de la taille des
blocs est discutable, une taille de départ trop grande peut aboutir à une sous-
segmentation et une taille de bloc trop petite à une sur-segmentation. Il convient
alors de choisir ce paramètre en fonction de l’échelle d’analyse.
5.1.3.3 Modiﬁcations avec agrégation de régions
Les graphes d’adjacence. Les techniques par graphes d’adjacence sont souvent
utilisées à partir de sur-segmentations. L’ensemble des régions est représenté sous forme
d’un graphe où une région est un noeud et un arc est une relation d’adjacence. À
partir du graphe, les couples de noeuds adjacents sont listés comme des candidats. Les
régions correspondant à chaque couple sont comparées. Si elles sont considérées comme
homogènes, alors elles sont agrégées et la liste des couples est mise à jour. Le résultat
peut être variable si la segmentation a commencé par le coin supérieur droit ou le coin
inférieur gauche de l’image. En eﬀet, l’ordre de fusion peut empêcher deux régions
adjacentes similaires R1 et R2 d’être agrégées si R1 a été précédemment agrégée avec
une autre région ayant des caractéristiques diﬀérentes qui ne permettent plus la fusion
avec la région R2 [Sonka et al. 1993].
5.1.4 Choix de l’approche
Notre objectif étant de développer une méthode adaptée aux niveaux de gris et
la plus générique possible, les techniques dédiées aux données multi-spectrales telles
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Figure 5.5 – Exemple de graphe d’adjacences. La liste de couples de noeuds cor-
respondante est : (R1, R2) ; (R1, R3) ; (R1, R5) ; (R2, R3) ; (R2, R4) ; (R3, R4) ; (R3, R5) ;
(R4, R5)
que le k-means ou le mean-shift ne sont pas exploitables. Il en est de même pour la
segmentation par croissance de région.
La méthode quad-tree présente l’avantage de créer des régions de diﬀérentes tailles.
Cependant les contours, qui ne peuvent être représentés que horizontalement et ver-
ticalement, restent trop imprécis. Ainsi, cette méthode n’apparaît pas comme la plus
adaptée pour représenter précisément les contours des objets géographiques qui consti-
tuent une image à THRS.
Enﬁn, l’approche de segmentation par LPE présente deux intérêts majeurs pour
notre étude. D’une part, elle se base sur une image de contours et cette dernière peut
être facilement calculée à partir d’une image en niveaux de gris, quelle que soit sa
nature. D’autre part, en conséquence de l’utilisation d’une image de contours, cette
approche oﬀre l’avantage de fournir des objets dont les contours sont cohérents par
rapport aux objets recherchés. Par élimination des approches de segmentation précé-
dentes, le choix de la segmentation par LPE paraît le plus judicieux pour notre étude.
Néanmoins, rappelons que cette approche est connue pour être sensible au bruit et
qu’elle présente l’inconvénient de produire des résultats souvent sur-segmentés.
Aﬁn de vériﬁer ce choix, nous avons comparé l’ensemble de ces approches sur une
même image. Les résultats présentés à la ﬁgure 5.6 n’ont pas fait l’objet d’une para-
métrisation optimale, ils ont pour seule vocation de mieux appréhender le mode de
fonctionnement de chaque approche.
La segmentation par le k-means, présentée en (b), respecte correctement les contours
des objets. Cependant, la segmentation est trop hétérogène, certaines parcelles agricoles
étant correctement segmentées alors que d’autres sont sur-segmentées. En eﬀet, la
méthode permet de délimiter correctement les prairies mais ne parvient pas à délimiter
les cultures ou les surfaces boisées. Le mean-shift, en (c), permet de mieux délimiter ces
larges objets mais le résultat demeure sur-segmenté pour les objets texturés tels que les
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surfaces boisées. L’image segmentée par croissance de région, en (d), est globalement
sur-segmentée. Cette dernière, qui a été produite à l’aide du logiciel eCognition, dépend
d’un critère de taille à déﬁnir par l’utilisateur, ce qui ne permet pas de générer des
régions de diﬀérentes tailles sans connaissance a priori. La segmentation par quad-
tree, présentée en (f), produit un ensemble de blocs de diﬀérentes tailles. Cependant,
un trop grand nombre d’entre eux chevauchent les diﬀérents objets géographiques et le
respect des contours est insuﬃsant. Enﬁn, la segmentation par LPE, en (g), produit un
résultat en accord avec les contours des objets géographiques mais il reste néanmoins
très sur-segmenté.
Face à la complexité des images de télédétection et plus particulièrement des images
à THRS en niveaux de gris, aucune approche présentée ne peut segmenter correctement
l’intégralité d’une image. Selon les caractéristiques de chaque méthode, un type d’objet
sera toujours privilégié au détriment d’un autre.
Il est alors de nécessaire de pallier les lacunes d’une approche donnée avec les
avantages d’une autre. Dans ce sens, le choix d’une approche « contour », telle que
la segmentation par LPE, semble judicieux car les objets géographiques représentés
sur une image à THRS ont souvent des limites correctement déﬁnies, tandis qu’une
approche « région » est intéressante pour regrouper des objets sur-segmentés puisque
les objets recherchés ont un contenu (leur luminance, texture ou les deux) homogène.
La méthode de segmentation développée dans la suite de ce travail est dite « ad-
hoc ». Elle est adaptée au traitement des images à THRS en niveaux gris et a pour
objectif de détecter correctement les contours d’objets géographiques tout en limitant
les eﬀets de sur-segmentation. Elle associe deux méthodes appliquées successivement :
un premier opérateur de segmentation par LPE fournit un ensemble de régions respec-
tant les contours des objets. Cette méthode est ensuite combinée à un second opérateur
de segmentation qui agrégera les régions sur-segmentées à partir de mesures de texture
et de luminance.
5.2 Méthode
5.2.1 Principe général
Le modèle fonctionnel est composé de deux opérateurs de segmentation (cf. section
5.1.2) mis en chaîne (Figure 5.7). Le premier opérateur segmente l’image à partir d’une
méthode par LPE et le second opérateur agrège les régions sur-segmentées à partir de
graphes d’adjacences. Le second opérateur se décline en deux étapes. Les objets créés
par la LPE pouvant être de très petites tailles, les plus petits objets sont regroupés
en premier lieu à partir d’une mesure de leur luminance. Dans une seconde étape, la
totalité des objets sont pris en compte et sont agrégés, à la fois à partir de mesures de
luminance et de texture, jusqu’à l’obtention des régions recherchées.
Au préalable, l’image originale I est décomposée par une transformée en ondelettes.
Le choix du nombre de décompositions appliquées à l’image est essentiel car il doit
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(a) (b)
(c) (d)
(e) (f)
Figure 5.6 – Comparaison des diﬀérentes approches de segmentation (a) :
image originale (Quickbird panchromatique) ; (b) : Segmentation avec k-means ; (c) :
Segmentation avec Mean-shift ; (d) : Segmentation par croissance de régions ; (e) :
Segmentation par division de région ; (f) : Segmentation par ligne de partage des eaux119
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correspondre à la résolution des objets géographiques recherchés. Les coeﬃcients IJ,m
et wj,m qui en résultent (cf. relation (2.7)) sont ensuite utilisés dans le processus de
segmentation.
Détection des contours Agrégation des 
régions
Figure 5.7 – Le modèle fonctionnel de l’approche proposée. Il est composé de
deux opérateurs de segmentation
5.2.2 Segmentation par LPE
La segmentation par LPE s’applique particulièrement à une donnée pouvant s’iden-
tiﬁer une surface topographique (cf. section 5.1.3.1) telle qu’une image des contours
des objets recherchés.
Les contours d’une image I sont représentés par de fortes variations de contrastes.
Ils peuvent être mis en évidence en calculant les dérivées premières de l’image dans les
directions horizontales (en x) et verticales (en y) de la manière suivante :
∥▽I∥ =
√
(∂I
∂x
)2
+
(∂I
∂y
)2 (5.5)
Aﬁn d’être moins sensible au bruit, les contours sont extraits à partir d’une image
lissée. Le lissage est réalisé à partir d’une décomposition en ondelettes dont la fonc-
tion analysante présente la forme de la dérivée première d’une gaussienne. De la même
manière que dans [Jung & Scharcanski 2005, Mallat & Zhong 1992], les détails corres-
pondant aux contours sont isolés à partir d’un niveau de décomposition j et la norme
des gradients est calculée à partir des composantes horizontale w1j et verticale w2j par
la relation suivante :
∥▽I∥ =
√
(w1j )2 + (w2j )2 (5.6)
Les contours correspondent à de grandes valeurs de ∥▽I∥ (Figure 5.8).
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(a)
(b) (c) (d)
(e) (f) (g)
(h) (i)
Figure 5.8 –Exemples du calcul de la norme des gradients par décomposition
en ondelettes et de segmentation par LPE à diﬀérentes échelles. (a) : image
originale ; (b) : gradients horizontaux w1j (j = 1) ; (c) : gradients verticaux w2j (j = 1) ;
(d) : Norme des gradients ∥▽I∥ (j = 1) ; (e) : gradients horizontaux w1j (j = 3) ;
(f) : gradients verticaux w2j (j = 3) ; (g) : Norme des gradients ∥▽I∥ (j = 3) ; (h) :
Segmentation par LPE (j = 1) ; (i) : Segmentation par LPE (j = 3)
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5.2.3 Agrégation des régions
La segmentation par LPE étant réalisée, nous calculons un graphe d’adjacence
aﬁn de déﬁnir les relations entre les régions. Les noeuds correspondent aux régions et
les arcs correspondent à une relation de contours en commun.
L’agrégation est alors réalisée en deux étapes : la première regroupe les régions
de petite taille selon un critère de luminance et la seconde regroupe les régions plus
grandes selon des critères de luminance et de texture.
5.2.3.1 Agrégation des régions de petite taille
Les régions de faible taille (i.e. surfaces inférieures à un nombre de pixels ﬁxé par
l’utilisateur) issues de la segmentation par la LPE sont trop petites pour que l’on
puisse utiliser l’information de texture qu’elles contiennent. De plus, l’utilisation des
histogrammes des niveaux de gris peut être tout aussi délicate car le nombre de points
est insuﬃsant pour être statistiquement représentatif. Pour comparer deux régions et
éventuellement les fusionner, nous choisissons une mesure qui s’appuie uniquement sur
la luminance et qui correspond à la diﬀérence de leurs valeurs moyennes :
d(Ra, Rb) =
√
(Ma −Mb)2, (5.7)
Deux critères d’arrêt sont déﬁnis. Le premier repose sur un seuillage de cette diﬀé-
rence. Plus ce seuil sera sévère et plus il rassemblera des objets homogènes. Le second
critère repose sur la taille des objets agrégés. Rappelons que les méthodes par agréga-
tion peuvent donner des résultats diﬀérents en fonction de l’ordre dans lequel les ob-
jets sont traités. Cela peut parfois conduire à l’agrégation d’objets mixtes qui peuvent
contaminer l’ensemble de la carte des régions. Pour éviter qu’une région prenne da-
vantage d’importance que les autres, un seuil de taille a été ﬁxé de manière à ce que
chaque objet ait une taille limitée.
5.2.3.2 Agrégation des objets de plus grande taille
Celles-ci sont respectivement extraites à partir des composantes basse résolution et
des composantes de détails de la décomposition en ondelettes. Les mesures sont basées
sur la distribution de leurs coeﬃcients. Chaque distribution est lissée et le bruit qu’elle
contient est extrait pour déﬁnir une mesure d’incertitude de son estimation.
Mesures des caractéristiques de luminance et de texture Les mesures de
luminance sont extraites à partir des composantes basse résolution de la décomposition
en ondelettes. Les histogrammes de luminance de chaque région ne suivent pas une
loi paramétrique donnée. Pour estimer ces distributions, nous avons donc choisi un
estimateur non-paramétrique par méthode à noyaux [Bowman & Azzalini 1997].
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La mesure d’incertitude de cette estimation est basée sur l’erreur-type (équation
5.8) entre les valeurs estimées par la méthode à noyaux et les observations de l’histo-
gramme :
E =
√∑n
i=1(x1,i − x2,i)2
n
(5.8)
où x1,i correspond aux valeurs de l’histogramme empirique et x2,i à la distribution
lissée, n étant le nombre de bins.
Critères de dissimilarité. Les mesures de luminance et de texture sont évaluées par
des critères diﬀérents. En eﬀet, les distributions estimées ont des comportements bien
distincts. Rappelons que toutes les distributions des composantes de détails suivent
une fonction gaussienne généralisée et ont une moyenne nulle. Il n’en est pas de même
pour les distributions des luminances, ces dernières sont diﬃcilement paramétrables et
peuvent avoir une moyenne variant de 0 à 255. En conséquence, les mesures de texture
varient de manière subtile d’une région à une autre et à l’inverse, les variations des
mesures de luminance sont beaucoup plus brutales.
Un même critère pour ces diﬀérentes mesures ne conviendrait pas. Il est donc né-
cessaire de déﬁnir un critère adapté à ces deux types de mesures.
Critère des mesures de luminance. Pour comparer les luminances, un critère
basé sur la distance de Bhattacharyya a été choisi :
L(Ra, Rb) =
(
1−
∫ √
p˜a(x)p˜b(x)dx
)
, (5.9)
où p˜a et p˜b sont les histogrammes lissés pour les niveaux de gris d’une région Ra et Rb.
Le critère est nul si les 2 distributions sont identiques et varie jusqu’à 1 si elles sont
diﬀérentes.
Critère des mesures de texture. La comparaison des GGD est réalisée à l’aide
de la mesure Kullback-Leibler (KL). Soit deux GGD p˜a et p˜b déﬁnies par (αa, βa) et
(αb, βb), la KL s’exprime par :
KL(p˜a, p˜b) = KL(αa, βa, αb, βb)
= log
(
βaαbΓ(1/βb)
βbαaΓ(1/βa)
)
+
(
αa
αb
)βb Γ((βb + 1)/βa)
Γ(1/βa)
− 1
βa
.
(5.10)
Comme cette mesure n’est pas symétrique, nous utilisons une version symétrique :
KLS(p˜a, p˜b) = KL(p˜a, p˜b) +KL(p˜b, p˜a) (5.11)
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Sa valeur est nulle lorsque les distributions sont identiques et augmente lorsqu’elles
diﬀèrent. Aﬁn d’être homogène avec le critère (5.9), nous préférons avoir une mesure
dans l’intervalle [0, 1]. On applique ainsi une fonction g croissante telle que :
g : [0,+ inf]→ [0, 1] : g(x) = x2/(σ2g + x2) (5.12)
et le critère ﬁnalement déﬁni pour tout niveau j et détails Z s’exprime par :
Tj,Z(Ra, Rb) = g(KLS(pa, pb)) (5.13)
Prise en compte de l’incertitude des critères. Les mesures peuvent être brui-
tées par un bruit propre à l’image (un bruit gaussien par exemple) ou par des valeurs
aberrantes dues à des erreurs de segmentation ou des eﬀets de bords trop importants
à proximité des contours des objets de l’image. Dans le cas où celles-ci seraient trop
bruitées, les lissages ne peuvent reproduire correctement les histogrammes originaux
et génèrent inévitablement des mesures erronées dans le processus de segmentation, ce
qui engendrera des résultats incohérents.
Il est donc nécessaire d’avoir une information relative à ce bruit qui permet à la
fois de calculer un degré d’incertitude par rapport au calcul du critère et de stopper la
segmentation dans le cas où celui-ci est trop élevé.
Le calcul d’incertitude se base sur les erreurs-types calculées pour chaque distri-
bution (relation (5.8)). Lorsque l’on combine des incertitudes, chaque source a une
contribution positive. Soit 2 distributions pa = p˜a ± ∆pa et pb = p˜b ± ∆pb. En eﬀec-
tuant un développement de Taylor autour de p˜a et p˜b, toute combinaison f(pa, pb) est
donc entachée d’une incertitude ∆p telle que :
∆f(pa, pb) =
∣∣∣∣∣ ∂f∂pa (p˜a, p˜b)
∣∣∣∣∣∆pa +
∣∣∣∣∣ ∂f∂pb (p˜a, p˜b)
∣∣∣∣∣∆pb. (5.14)
Aﬁn d’appliquer cette relation à l’incertitude ∆L(RA, RB) liée au critère de lu-
minance L(Ra, Rb) de la relation (5.9), notons que
∂L(RA, RB)
∂pa
= −
∫ p˜b
2
√
p˜ap˜b
∂L(RA, RB)
∂pb
= −
∫ p˜a
2
√
p˜ap˜b
En appliquant la relation (5.14) à (5.9), on obtient :
∆L =
∫ (∣∣∣∣∣ p˜b2√p˜ap˜b
∣∣∣∣∣∆pa +
∣∣∣∣∣ p˜a2√p˜ap˜b
∣∣∣∣∣∆pb
)
. (5.15)
En ce qui concerne l’incertitude associée aux critères de texture Tj,Z(Ra, Rb) de la
relation (5.13), on calcule l’incertitude associée i) à la mesure symétrique de Kullback-
Liebler et ii) aux critères Tj,Z(Ra, Rb).
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i) Incertitude associée à la mesure KLS. Cette mesure s’écrit :
KLS(pa, pb) =
1
2
∫ +∞
−∞
(
pa(x) log
pa(x)
pb(x)
+ pb(x) log
pb(x)
pa(x)
)
dx. (5.16)
En suivant (5.14), l’incertitude associée est :
∆KLS(pa, pb) =
1
2
∫ +∞
−∞
(∣∣∣∣∣1− p˜b(x)p˜a(x) + log p˜a(x)p˜b(x)
∣∣∣∣∣ ∆pa+∣∣∣∣∣1− p˜a(x)p˜b(x) + log p˜b(x)p˜a(x)
∣∣∣∣∣∆pb
)
dx
(5.17)
et peut être calculée numériquement à partir de p˜a, p˜b, ∆pa et ∆pb.
ii) Incertitude associée à Tj,Z(Ra, Rb) = g(KLS(pa, pb)) = KLS2(p1, p2)/(σ2 +
KLS(p1, p2)2). D’après (5.14), elle s’exprime par :
∆Tj,Z (Ra, Rb) =
2σ2KLS(pa, pb)
(σ2 +KLS(pa, pb)2)2
∆KLS(pa, pb) (5.18)
Nous avons donc une mesure de similarité (et une incertitude associée) pour chaque
composante de la décomposition en ondelettes des images. Il est donc nécessaire de
combiner toutes ces informations aﬁn de dériver un critère unique. C’est l’objet du
paragraphe suivant.
Fusion des critères à partir de la théorie des évidences de Dempster-Shafer.
Le nombre de critères calculés dépendant du nombre de mesures établies, il peut donc
devenir considérable si les mesures sont réalisées sur plusieurs niveaux de décomposi-
tion.
Aﬁn de simpliﬁer la prise de décision, il est nécessaire de synthétiser en un
critère unique les diﬀérentes mesures de similarité. Pour cela, nous pouvons em-
ployer une moyenne ou une approche plus élaborée exploitant par exemple les mé-
thodes de fusion de données qui permettent de prendre en compte l’incertitude de
chaque mesure. La méthode retenue est la théorie des évidences de Dempster-Shafer
[Shafer 1976] qui a déjà été appliquée avec succès sur des images de télédétection
[Le Hegarat-Mascle et al. 1997, Lu et al. 2006]
La théorie des évidences de Dempster-Shafer (DST) repose sur une approche bayé-
sienne et tient compte de l’incertitude des données. Pour chaque critère, on déﬁnit trois
fonctions de masse attribuées à la croyance des trois hypothèses suivantes :
1. Hypothèse A : les objets Ra et Rb sont similaires suivant un critère C(ℓ) ;
2. Hypothèse B : les objets Ra et Rb ne sont pas similaires suivant un critère C(ℓ) ;
3. Hypothèse A ∪B : incertitude de similarité suivant un critère C(ℓ) ;
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où mA(C(ℓ))+mB(C(ℓ))+mA∪B(C(ℓ)) = 1. En pratique, ces coeﬃcients C(l) corres-
pondent aux critères de similarité présentés dans les relations (5.9) et (5.13). Le calcul
de m pour chaque critère C(ℓ) consiste en une simple étape de normalisation :
S = 1 +∆C(ℓ) et

mA(C(ℓ)) = C(ℓ)/S
mB(C(ℓ)) =
(
1− C(ℓ)
)
/S
mA∪B(C(ℓ)) = ∆C(ℓ)/S
(5.19)
Les fonctions de masses peuvent alors être fusionnées ensemble selon la règle de
fusion de Dempster :
m(H) = [m1 ⊕m2] (H) =
∑
A∩B=H
m1(A)m2(B)
1− ∑
A∩B=∅
m1(A)m2(B) (5.20)
Ainsi, pour chaque objet, on calcule un ensemble de critères C(l) à partir des rela-
tions (5.9) et (5.13). Pour chaque critère, on déﬁnit les fonctions de masses mA(C(l)),
mB(C(l)) et mA∪B(C(l)) à l’aide des formules de la relation (5.19). En appliquant la
règle de fusion présentée en (5.20), on peut fusionner deux mesures m1(relative au
critère C(l)) et m2(relative au critère C(l+ 1)) liées à l’hypothèse A (objets similaires)
par :
m(A) = m
A
1m
A
2 +mA1mA∪B2 +mA2mA∪B1
1− (mA2mB1 +mA1mB2 )
. (5.21)
L’incertitude associée A ∪B est alors obtenue par :
mA∪B = m
A∪B
1 m
A∪B
2
1− (mA1mB2 +mA2mB1 )
. (5.22)
Enﬁn, la croyance en l’hypothèse B est donc mB = 1−mA −mA∪B.
Comme cette règle de fusion est associative, nous pouvons fusionner l’ensemble des
critères C(l) = {L(Ra, Rb), Tj,Z(Ra, Rb)} selon l’algorithme suivant :
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%Initialisation à ℓ = 1:
PA(Ra, Rb) := mA(C(1))
PB(Ra, Rb) := mB(C(1))
PA∪B(Ra, Rb) := mA∪B(C(1))
%Fusion
pour ı = 2 à N
PA(Ra, Rb) =
mA(C(ı))PA(Ra, Rb) + PA(Ra, Rb)mA∪B(C(ı)) +mA(C(ı))PA∪B(Ra, Rb)
1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))
PB(Ra, Rb) =
mB(C(ı))PB(Ra, Rb) + PB(Ra, Rb)mA∪B(C(ı)) +mB(C(ı))PA∪B(Ra, Rb)
1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))
PA∪B(Ra, Rb) =
mA∪B(C(ı))PA∪B(Ra, Rb)
1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))
ﬁn
De cette dernière opération, il résulte un unique critère de similarité κ représentatif
de l’ensemble des critères fusionnés où :
κ(Ra, Rb) = PA(Ra, Rb) (5.23)
Modiﬁcation et arrêt. L’agrégation de deux régions voisines Ra et Rb est contrôlée
à partir d’un seuillage du critère :
κ(Ra, Rb) < σκ. (5.24)
L’ensemble des régions liées par le graphe d’adjacences sont alors comparées et
l’arrêt de l’algorithme est établi lorsque plus aucun critère ne satisfait le seuil ﬁxé.
5.2.4 Cas particulier de l’invariance au niveau de gris moyen
La méthode de segmentation développée repose à la fois sur la luminance et la
texture des régions segmentées. Il est toutefois possible d’utiliser uniquement l’infor-
mation de texture pour segmenter l’image. Seuls les critères relatifs à la texture des
objets doivent alors être fusionnés à partir de la DST (cf. section 5.2.3.2).
Cette propriété est particulièrement intéressante dans le cas où l’on souhaite seg-
menter des objets pour lesquels le niveau de gris moyen de l’image n’est pas constant.
Par exemple, les bords des photographies aériennes anciennes sont sous-exposés par
rapport à leur centre (cf. chapitre 4).
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Aﬁn d’assurer une invariance au niveau de gris moyen de l’image, il convient de
modiﬁer la chaîne de traitements comme présenté dans la ﬁgure 5.9. Dans un premier
temps, il faut normaliser le contenu de l’ensemble des régions issues de l’agrégation des
petites régions (cf. section 5.2.3.1). Les distributions des coeﬃcients de luminance de
l’image originale sont centrées et réduites de la manière suivante :
Inorm(x) =
I(x, k)−m(k)
σ(k) (5.25)
où Inorm est l’image normalisée, I l’image originale, k une région de l’image, m et
σ sont respectivement la moyenne et l’écart-type des coeﬃcients de luminance de la
région k.
Ensuite, il est nécessaire de réappliquer une transformée en ondelettes sur l’image
normalisée Inorm et d’en extraire les coeﬃcients des composantes hautes fréquences.
Les régions peuvent alors être agrégées à partir d’un critère basé sur la texture.
Ce type de conﬁguration a été validé et appliqué lors du prétraitement des photo-
graphies anciennes (cf. chapitre 4). Un exemple est présenté dans la partie suivante de
ce chapitre.
1. Segmentation par LPE
2. Normalisation de l'image 
originale en chaque région
3. Décomposition 
en ondelettes de l'image 
normalisée
4. Segmentation 
par agrégation de régions 
basée sur la texture
Figure 5.9 – Organigramme des traitements appliqués pour une segmenta-
tion invariante aux niveaux de gris moyen de l’image
5.2.5 Validation
L’évaluation d’une segmentation est complexe et de nombreux auteurs
([Carleer et al. 2005, Hoover et al. 1996, Ortiz & Oliver 2006, Zhang et al. 2008]) ont
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déjà proposé diﬀérents indices permettant d’exprimer la qualité de la segmenta-
tion ainsi que ses défauts tels que la sous-segmentation ou la sur-segmentation. Re-
tenons qu’il existe des méthodes non-supervisées [Zhang et al. 2008] qui se basent
sur des critères d’homogénéité, de forme et de taille et des méthodes supervisées
[Ortiz & Oliver 2006] qui nécessitent une image de référence complète ou partielle.
Dans notre cas, nous utilisons une méthode supervisée, une segmentation complète
réalisée par photo-interprétation fera oﬃce d’image de référence. Nous avons utilisé la
méthode proposée par Hoover et al. [Hoover et al. 1996] et ainsi que celle d’Ortiz et
Oliver [Ortiz & Oliver 2006] pour valider les résultats. Ces méthodes sont présentées
dans les sections suivantes.
5.2.5.1 Méthode d’évaluation proposée par Hoover et al.
Cette approche est intéressante, car elle accorde une même importance à chaque
objet recherché. Cela correspond bien aux images de télédétection où l’ensemble des
objets recherchés n’a pas forcément de liens : on cherche à détecter aussi bien une
maison qu’une parcelle agricole, quelles que soient leur taille et leur forme.
Soit Ri un objet issu de l’image de validation (comprenant i objets) et Rˆj une
région issue de l’image segmentée par l’algorithme (comprenant j objets).
La méthode de Hoover distingue les objets segmentés en cinq classes :
– un objet Ri est correctement détecté lorsqu’il est correctement représenté par
un objet Rˆj ;
– un objet Ri est sur-segmenté lorsqu’il est représenté par un ensemble d’objets
(Rˆj, ..., Rˆx) ;
– un objet Ri est sous-segmenté lorsqu’il est inclus dans un objet Rˆj regroupant
plusieurs objets (Ri, ..., Rx) ;
– un objet Ri est manqué lorsque l’algorithme de segmentation n’est pas parvenu
à la détecter ;
– un objet Rˆj est assimilée à du bruit lorsque l’algorithme a détecté celle-ci sans
qu’elle soit présente dans l’image.
L’attribution des classes dépend d’un seuil T qui ﬁxe le pourcentage de pixels com-
muns à Ri et Rˆj nécessaire pour une bonne détection. La classiﬁcation de chaque objets
est alors réalisée à partir des intersections entre les objets segmentés automatiquement
et les objets de référence :
Cij = Ri ∩ Rˆj (5.26)
la classiﬁcation des objets est alors réalisée selon les critères suivants :
– Un objet est classé comme « correctement détecté »(CGHoover) si :
Cij ≥ T × n(Rˆj) et Cij ≥ T × n(Ri) (5.27)
où n(Ri) correspond au nombre de pixels contenu dans une région Ri, n(Rˆj) est
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le nombre de pixels contenu dans une région Rˆj et T le pourcentage de pixels
communs à Ri et Rˆj.
– Un objet Rj est classé comme « sur-segmenté »(OSHoover)si pour un couple d’ob-
jets (Ri, Rˆj1 , ..., Rˆjx) :
∀k, Cikj ≥ T × n(Rˆjk) et
x∑
k=1
Cijk ≥ T × n(Ri) (5.28)
– Un objet Rˆj est classé comme « sous-segmenté »(USHoover) si pour tout couple
(Ri1 , ..., Rix , Rˆj) :
Cijk ≥ T × n(Rik) et
x∑
k=1
Cikj ≥ T × n(Rˆj) (5.29)
– Ri est un objet classé comme « manqué »(MHoover) s’il n’est pas classé comme
correctement détecté, sur-segmenté et sous-segmenté.
– Rˆj est un objet classé comme « bruit »(NHoover) s’il n’est pas classé comme cor-
rectement détecté , sur-segmenté et sous-segmenté.
5.2.5.2 Méthode d’évaluation proposée par Ortiz et Oliver
La méthode d’évaluation d’Ortiz et Oliver [Ortiz & Oliver 2006] présente l’intérêt
de prendre en compte la taille de chaque région alors qu’Hoover et al. ne considèrent
que le nombre d’objets. L’indice de Hoover peut varier d’une image à une autre.
La technique repose sur l’évaluation d’indices représentatifs du pourcentage de
pixels correctement groupés (CGOrtiz), sous-segmentés (OSOrtiz) et sur-segmentés
(USOrtiz). Le calcul de ces trois indices repose sur le nombre de régions Rˆj contenues
dans les régions Ri qui est comptabilisé par la relation suivante :
Si Cij
n(Rˆj)
× 100 ≥ T alors SRa(Ri, Rˆj, T ) = 1 (5.30)
et le nombre de régions Rˆj qui sont contenues dans une unique région Ri :
Si maxk=1,...,N {Ckj}
n(Rˆj)
≥ T alors SRb(Rˆj, T ) = 1 (5.31)
Le pourcentage de pixels correctement groupés, CGOrtiz,
CGOrtiz =
∑Nr
i=1
∑N0
j=1 SRa(Ri, Rˆj, T )× Cij
n(I) × 100 (5.32)
Le pourcentage de sous-segmentation, USOrtiz est calculé par la relation sui-
vante :
USOrtiz =
∑Nr
i=1(1− SRb(Rˆi, T ))× n(Rˆj)
n(I) × 100 (5.33)
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Le pourcentage de sur-segmentation, OSOrtiz est calculé par la relation sui-
vante :
OSOrtiz =
∑Nr
i=1(1− SO(Ri, T ))× n(Ri)
n(I) × 100 (5.34)
5.3 Expérimentation et validation
La méthode de segmentation développée a été expérimentée et validée à partir
d’images de synthèse de taille 512× 512 composées de diﬀérentes textures de Brodatz
[Brodatz 1966].
Chaque région a la particularité d’avoir un niveau de gris moyen très proche de
manière à ce qu’elle soit discriminée selon les critères de textures de l’algorithme.
Les images sont segmentées pour un niveau de décomposition en ondelettes j = 3.
La segmentation par LPE produit 615 régions pour l’image 1 et 581 régions pour
l’image 2. Les objets sont ensuite agrégés selon leur luminance et leur texture, il en
résulte respectivement 3 régions sur les 2 recherchées pour l’image 1 et 7 régions sur
les 5 recherchées dans l’image 2. Globalement, l’algorithme retrouve correctement les
diﬀérentes régions texturées, la sur-segmentation correspondant à de petites régions
qui se situent à proximité des contours des régions. Ces petites régions sont, pour la
plupart, composées d’un ensemble de deux textures. En comparant ce résultat avec
la segmentation issue de la LPE, on remarque que ces régions mixtes étaient déjà
présentes. Ces régions résultent ainsi d’une erreur de la détection des contours de
l’image et non pas d’une mauvaise agrégation des régions.
Dans un second temps, nous vériﬁons la qualité de segmentation lorsque l’algo-
rithme est paramétré pour être invariant au niveau de gris moyen des images. Le
niveau de gris moyen des images précédentes a ainsi été modiﬁé de manière à simuler
un eﬀet de vignettage. Lors de la segmentation par LPE, 582 régions et 544 régions
ont été créées pour les deux images. Après agrégation des régions, 3 régions sur 2 ont
été détectées pour l’image 3 et 16 régions sur 5 ont été détectées pour l’image 4. Les
résultats sont globalement similaires à ceux présentés précédemment pour les images
1 et 2, cependant l’image 4 est un peu plus segmentée.
Le tableau 5.1 présente les indices de Hoover et Ortiz calculés pour chaque seg-
mentation avec un seuil de bonne détection ﬁxé à 90 % (T = 0.9). L’indice de Hoover,
CGHoover, basé sur le nombre d’objets détecté montre que la totalité des objets a été
correctement identiﬁée. L’indice NHoover fournit une information intéressante sur les ré-
gions sur-segmentées puisqu’il les considère comme du bruit. Les régions sont, en eﬀet,
trop petites pour être considérées comme une région à part entière. L’indice d’Ortiz et
Oliver, CGOrtiz, aﬃche de très bons résultats pour les segmentations des trois images
avec CGOrtiz > 90 %. Dans le cas de l’image 4, un score proche de 70 % permet de
nuancer le score de CGHoover.
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(a) (b)
(c) (d)
(g) (h)
(i) (j)
Figure 5.10 – Exemple de segmentation. (a-b) : images originales ; (c-d) : résultats
de la segmentation par LPE (étape 1) ; (e-f) : résultats après l’agrégation des petites
régions (étape 2) ; (g-h) : résultats après l’agrégation des grandes régions (étape 3) ;
(i-j) : régions recherchées
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(a) (b)
(c) (d)
(g) (h)
(i) (j)
Figure 5.11 – Exemple de segmentation avec invariance au niveau de gris
moyen de l’image. (a-b) : images originales ; (c-d) : résultats de la segmentation par
LPE (étape 1) ; (e-f) : résultats après l’agrégation des petites régions (étape 2) ; (g-h) :
résultats après l’agrégation des grandes régions (étape 3) ; (i-j) : régions recherchées
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Tableau 5.1 – Résultats des segmentations selon les indices de Hoover et al.
et ceux de Ortiz et Oliver
Exemple 1 Exemple 2 Exemple 3 Exemple 4
CGHoover 2 5 2 5
OSHoover 0 0 0 0
USHoover 0 0 0 0
MHoover 0 0 0 0
NHoover 1 2 1 11
CGOrtiz 99 95 99 71
OSOrtiz 0 1 0 17
USOrtiz 0 0 0 22
5.4 Conclusion
Dans ce chapitre, nous avons proposé une méthode de segmentation pour des images
texturées en niveaux de gris. Cette méthode se décompose en deux étapes de segmen-
tation. La première consiste à créer un ensemble d’objets sur-segmentés, tandis que
la seconde a pour objectif d’agréger ces objets selon des critères de luminance et de
texture.
Nous avons utilisé une méthode de segmentation par ligne de partage des eaux
pour créer les objets sur-segmentés. Puis, nous avons agrégé les objets à partir des
graphes d’adjacence. Une décomposition en ondelettes de l’image a été réalisée pour
calculer la norme des gradients à une échelle donnée. Cette dernière est utilisée pour
la segmentation par ligne de partage des eaux. De plus, les composantes basses et
hautes fréquences ont été utilisées pour déﬁnir les mesures de luminance et de texture
de chaque objet. Aﬁn de combiner les informations de luminance et de texture, nous
avons fusionné ces critères à partir de la théorie des évidences de Depmster-Shafer. La
décision d’agrégation de régions dépend ainsi d’un unique critère.
Cette méthode a été testée et validée à partir d’images de synthèse construites
à partir de textures de Brodatz. Ainsi, cette première application nous a permis de
vériﬁer que la méthode de segmentation est bien invariante au niveau de gris moyen de
l’image. Ceci conﬁrme ainsi l’apport de la texture dans le processus d’agrégation des
régions.
Enﬁn, c’est à partir de ces objets segmentés que sont extraites les informations de
luminance et de texture qui seront utilisées dans les prochaines étapes de traitements.
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Cette partie porte sur la détection de textures anisotropes et l’estimation de leur
orientation dominante. Dans le cadre de l’élaboration d’une méthode de détection de
changements, cette étape est indispensable pour assurer une invariance par rotation
pour tous les types de motifs anisotropes présents dans l’image. L’objectif poursuivi est
de déterminer l’orientation globale des textures contenues dans des objets segmentés
et de les redresser selon un même axe.
Pour illustrer la nécessité de ré-orienter les diﬀérents motifs contenus dans l’image
selon un même critère, nous présentons sur la ﬁgure 6.1 deux textures anisotropes
identiques avec des angles d’orientation diﬀérents. Une décomposition en ondelettes
a été réalisée pour chacune d’entre elles et la distribution de leurs coeﬃcients dans
les diﬀérentes directions d’analyse sont représentés en (c-e). On remarque que la dis-
tribution de leurs coeﬃcients est sensiblement diﬀérente selon la direction d’analyse
considérée. Étant donné que les méthodes utilisées dans ce document s’appuient prin-
cipalement sur la distribution de coeﬃcients d’ondelettes, ces textures peuvent alors
être considérées comme diﬀérentes alors qu’elles sont parfaitement identiques.
Ce cas de ﬁgure peut apparaître à de nombreuses reprises dans des images de
télédétection à THRS. Par exemple, le changement de sens de labour des parcelles
agricoles est considéré comme une modiﬁcation de pratique agricole et non comme un
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(a) (b)
Image 1
Image 2
Image 1
Image 2
(c) (d)
Image 1
Image 2
(e)
Figure 6.1 – Des textures identiques aux coeﬃcients d’ondelettes diﬀérents.
(a-b) : deux textures identiques avec des orientations diﬀérentes ; (c) : la distribution
des coeﬃcients de la composante détaillée horizontale ; (d) : la distribution des coef-
ﬁcients de la composante détaillée verticale (e) : la distribution des coeﬃcients de la
composante détaillée diagonale
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changement d’occupation du sol en tant que tel, et à ce titre il ne doit pas être mis en
évidence par la méthode de détection de changement. Ce chapitre vise donc à déﬁnir
une procédure de réorientation de tous les motifs contenus dans l’image selon un même
axe (vertical dans ce travail) avant tout traitement visant à les comparer.
6.1 État de l’art
Il existe de nombreuses méthodes d’analyse et de reconnaissance de textures qui
assurent l’invariance par rotation [Zhang & Tan 2002]. Une grande partie d’entre elles
sont basées sur des classiﬁcations supervisées qui nécessitent des textures préalablement
déﬁnies [Chen & Kundu 1994, Manthalkar et al. 2003, Ojala et al. 2002].
D’autres approches performantes ont déjà été proposées, notamment en utilisant
des ﬁltres récursifs [Lepouliquen et al. 2005, Michelet et al. 2007]. Cependant, ces tech-
niques extraient un vecteur d’orientation en chaque point de l’image. Cela n’est pas
nécessaire dans notre application puisque nous désirons extraire un vecteur unique
représentant l’orientation globale d’un motif contenu dans un polygone.
Ce type de problème est généralement résolu en utilisant des méthodes spectrales.
Dans ce contexte, la plupart des techniques existantes sont basées sur la transfor-
mée de Fourier et présentent des performances intéressantes dans de nombreuses
applications [Delenne et al. 2008, Josso et al. 2005, Wassenaar et al. 2002]. Toutefois,
ces approches échouent lorsque de multiples objets, qui peuvent être parfois non-
rectangulaires, sont contenus dans une seule et même image (pour plus d’information,
voir la section 6.3.2). En eﬀet, l’absence de localisation spatiale des fréquences issues de
la transformée de Fourier ne permet pas de traiter diﬀérents motifs. En outre, comme
il est souligné dans [Jafari-khouzani & Soltanian-zadeh 2005], les macrotextures sont
sensibles au bruit provenant des hautes fréquences de micro-éléments dans plusieurs
directions et sont, par conséquent, diﬃciles à analyser avec de telles approches. Il est
donc nécessaire de remédier à cette lacune à l’aide d’une analyse espace/fréquence.
La méthode que nous proposons est basée sur la maximisation d’un critère qui éva-
lue l’orientation, dans une direction donnée (verticale dans notre cas), des motifs de
l’image. Cette orientation concentre au mieux l’énergie des coeﬃcients dans la direction
spéciﬁque choisie. Pour comparer ces coeﬃcients, nous nous appuyons sur la mesure
de Kullback-Leibler. La localisation temps-fréquence de la transformée en ondelettes
permet de traiter n’importe quel polygone pouvant être contenu dans une image (à
l’inverse des méthodes par transformée de Fourier qui ne permettent de localiser spa-
tialement une fréquence donnée). Par ailleurs, nous proposons une stratégie itérative
qui permet d’atteindre une précision souhaitée (ﬁxée par l’utilisateur) en un nombre
minimal d’itérations.
Cette méthode est présentée de la manière suivante : la section 6.2 présente le prin-
cipe. Elle est composée de deux parties : la présentation de l’approche pour estimer
l’orientation et le degré d’isotropie, puis l’exposé du choix de la mesure la plus discrimi-
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nante pour réaliser ces opérations. Enﬁn, la section 6.3 présente plusieurs expériences
aﬁn de valider notre approche et la comparent avec une technique connue de l’état de
l’art.
6.2 Méthodologie
6.2.1 Estimation de l’orientation et du degré d’isotropie
6.2.1.1 Déﬁnition d’un critère à maximiser
Les textures anisotropes concentrent de fortes valeurs d’énergie dans certaines com-
posantes d’une transformée en ondelettes. À l’inverse, pour une texture isotrope, l’éner-
gie des composantes reste relativement faible et homogène.
Pour illustrer cela, la ﬁgure 6.2 présente l’énergie (somme de norme L1 + somme de
la norme L2 des coeﬃcients) des composantes de détails (dans les directions horizon-
tales, verticales et diagonales) pour une texture anisotrope (première ligne) et isotrope
(seconde ligne). Ces textures ont été successivement pivotées entre 0◦ et 180◦. On peut
ainsi visualiser les variations d’énergie de chaque composante en fonction des diﬀé-
rentes orientations. À partir de la ﬁgure 6.2(a), on constate avec évidence que l’énergie
des coeﬃcients de détails verticaux (trait plein) contient un maximum local lorsque
l’orientation principale est représentée verticalement (38◦ dans ce cas). De plus, dans
une telle situation, l’énergie des autres composantes (horizontales et diagonales) est
plus faible. De manière analogue, le même phénomène se produit lorsque l’orientation
des détails horizontaux (ligne pointillée) est représentée horizontalement (128◦).
À l’inverse, dans le cas d’une texture isotrope (Figure 6.2(b)), l’énergie reste très
similaire quelle que soit la direction d’analyse.
Sur la base de cette observation, nous proposons d’estimer l’angle d’orientation
dominante d’une texture en mettant en évidence ces situations spéciﬁques. On pro-
pose d’appliquer itérativement une rotation à l’image originale et d’estimer l’angle
qui concentre le plus d’information dans une direction donnée (verticale en pratique).
Ainsi, si on représente une image Iθ (correspondant à l’image originale I pivotée par θ)
comme {A1θ, H1θ , V 1θ , D1θ , ..., AJθ , HJθ , V Jθ , DJθ }, où Aȷθ (respectivement Hȷθ, V ȷθ , Dȷθ) repré-
sente l’approximation (respectivement les composantes de détails dans les directions
horizontale, verticale et diagonale) selon le ȷième niveau de décomposition, on cherche
un angle θ̂ tel que :
θ̂ = max
θ
(
E(D, {Iθ})
)
=
{
θ|E(D, {Iθ}) = Emax
}
, où
E(D, {Iθ}) =
J∑
ȷ=0
(D(V ȷθ , Hȷθ) +D(V ȷθ , Dȷθ)) .
(6.1)
D(•1, •2) est une mesure de similarité entre les distributions •1 et •2 (le choix de
cette mesure sera discuté à la ﬁn de cette section). Le critère E atteint son maximum
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Figure 6.2 – Variation de l’énergie contenue dans les diﬀérentes directions
des coeﬃcients d’ondelettes lors de la rotation d’une texture anisotrope.
(a) Exemple d’une parcelle viticole (texture anisotrope) ; (b) Exemple d’une prairie
(texture isotrope)
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Emax lorsque la diﬀérence entre la distribution des coeﬃcients verticaux et horizontaux
est la plus grande. Cela représente alors l’orientation dominante de la texture selon
l’axe vertical, la valeur θ̂ correspondant à l’angle du motif par rapport à l’axe vertical.
6.2.1.2 Maximisation du critère E
Le critère E étant non linéaire, sa maximisation est délicate. En pratique, l’espace
des solutions étant relativement restreint, nous avons choisi de réaliser une recherche
exhaustive. Pour une précision souhaitée δθ , un nombre de calculs N = 180/δθ est
théoriquement demandé. Cependant, en raison des propriétés de symétrie de la décom-
position en ondelettes, on peut restreindre l’intervalle de recherche entre [0◦, 90◦]. En
eﬀet, les coeﬃcients dans la composante verticale (respectivement horizontale) de Iθ+90◦
correspondent aux coeﬃcients de la composante horizontale (respectivement verticale)
de Iθ. Enﬁn, comme le propose [Marion & Vray 2009], on peut optimiser le nombre de
rotations à eﬀectuer pour atteindre le maximum. Cela est présenté dans le paragraphe
suivant.
6.2.1.3 Optimisation du nombre de rotations
L’optimisation est réalisée en deux étapes : la première consiste en une estimation
approximative à une précision θ˜ et la seconde consiste en une estimation ﬁne à une
précision δθ.
Le nombre de rotations Nrot(θ˜) nécessaire est ainsi exprimé par :
Nrot(θ˜) =
90
θ˜︸︷︷︸
Estimation approximative
+ 2 θ˜
δθ
+ 1︸ ︷︷ ︸
Estimation ﬁne
. (6.2)
Pour une précision donnée δθ, nous souhaitons donc trouver la valeur de θ˜ qui va
minimiser le nombre total de rotations Nrot. Pour cela, étudions tout d’abord cette
fonction. Sa dérivée s’exprime par :
N ′rot(θ˜) = −
90
θ˜2
+ 2
δθ
. (6.3)
N ′rot s’annule en θ∗ =
√
90δθ/2. Elle est négative (respectivement positive) pour θ˜ <
θ∗ (respectivement θ˜ > θ∗). Elle admet donc un minimum pour θ∗ =
√
90δθ/2. Ainsi,
pour une précision souhaitée δθ, on peut d’abord réaliser une estimation approximative
avec une approximation de θ∗ =
√
90δθ/2, puis aﬃner selon une précision δθ.
Par exemple, si δθ = 1◦, la première étape est réalisée à une précision de θ∗ =√
90/2 ≃ 6.7◦ et le nombre total de rotations est Nrot(θ∗) ≃ 28. Cette optimisation
correspond alors à une diminution du nombre de rotations de l’ordre de 84 % par
rapport aux 180 initialement prévues.
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L’angle d’orientation n’a de sens que si une texture est anisotrope. Il est donc
nécessaire de déterminer si un motif donné est isotrope ou non.
6.2.1.4 Degré d’isotropie
Soit E = [E(0), ..., E(θi), ..., E(180)]T , le vecteur composé de valeurs issues de l’équa-
tion 6.1 pour les angles θi = i × θ∗ (où θ∗ =
√
90δθ/2). Une texture isotrope fournit
une valeur maximale Emax et un écart-type de E peu élevé. Les coeﬃcients seront, en
eﬀet, distribués de manière plus ou moins homogène dans les diﬀérentes composantes
de détails. À l’inverse, une texture anisotrope aura une valeur maximale Emax signiﬁ-
cative et un écart-type de E important. En conséquence, un seuillage de Emax ou de
l’écart-type de E peut convenir à la discrimination d’une texture anisotrope et d’une
texture isotrope. Etudions à présent le choix du critère D à utiliser dans la relation
(6.1).
6.2.2 Choix des critères
Comme nous l’avons vu dans le chapitre ??, la distribution des composantes de
détails issues d’une décomposition en ondelettes peut se modéliser par une gaussienne
généralisée, celle-ci étant représentée par deux paramètres (α, β). Une fois que (α, β)
ont été estimés, on utilise la mesure symétrique de Kullback-Leibler (cf. relation (5.10))
comme mesure de similarité D dans la relation 6.1. Comme nous l’avons vu dans le
chapitre précédent, cette mesure est adaptée à la comparaison de telles distributions.
Ainsi, la mesure s’écrit :
D(p1, p2) = 12 (KLp1,p2 +KLp2,p1) . (6.4)
Parmi les critères de similarité entre les histogrammes habituellement utilisés, le
critère de Bhattacharyya est également connu pour ses performances ﬁables. Cepen-
dant, d’après nos connaissances, la mesure de Kullback-Leibler entre deux GGD est le
seul critère qui peut être exprimé de manière analytique, ce qui simpliﬁe de nombreux
aspects pratiques car elle ne nécessite pas de calculer les intégrations numériques.
6.3 Expérimentation et validation
Dans la section 6.3.1, nous cherchons à démontrer la ﬁabilité du critère pour cap-
turer l’orientation dominante à l’aide de textures de Brodatz [Brodatz 1966] que le
critère est adapté pour mesurer l’orientation dominante et qu’il est ﬁable. Ensuite,
dans la section 6.3.2, nous présentons quelques expérimentations sur des données de
synthèse. Enﬁn dans la section 6.3.3, nous avons utilisé cette approche pour estimer
l’orientation de textures issues de données de télédétection et nous l’avons comparée
avec une approche basée sur la transformée de Fourier [Josso et al. 2005].
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6.3.1 Textures de Brodatz
Cette approche a d’abord été testée sur un ensemble de sept textures de Brodatz
[Brodatz 1966]. Les objectifs sont d’une part de valider le critère de similarité choisi
et d’autre part de ﬁxer le seuil à appliquer à la valeur E pour discriminer les textures
anisotropes (voir la ﬁn de la section 6.2.1.4).
Les images testées sont représentées sur la ﬁgure 6.3 (a–g). Les trois premiers motifs
ont été choisis au hasard parmi les modèles anisotropes, le quatrième est composé de
deux orientations perpendiculaires (notons que cette situation n’est pas gérée par la
méthode proposée ici) et les derniers motifs ont également été déﬁnis aléatoirement
parmi les modèles isotropes de diﬀérentes échelles.
Chaque image (taille 640×640) a été préalablement décomposée en 100 sous-images
de taille 64 × 64. L’approche a été appliquée sur les sous-images. Les histogrammes
empiriques des coeﬃcients d’ondelettes ont été représentés sur 70 bins dans un inter-
valle de [−128, 128]. Nous avons observé que cette taille est suﬃsante pour estimer
correctement une distribution avec un faible temps de calcul.
Aﬁn de valider les critères proposés dans l’équation 6.4, une comparaison a été
établie avec d’autres mesures de similarité D(X1, X2) entre les coeﬃcients X1 et X2,
(chaque coeﬃcient Xi représente un ensemble de valeurs xi qui sont distribuées selon
l’histogramme pi) qui sont :
D1(X1, X2) = 1
N
N∑
i
|x1(i)− x2(i)| norme L1 entre les coeﬃcients (6.5)
D2(X1, X2) = 1
N
N∑
i
|x1(i)− x2(i)|2 norme L2 entre les coeﬃcients (6.6)
D3(X1, X2) = 12{KL(p1, p2) +KL(p2, p1)}
= 12
{ ∫
p1(x) log
p1(x)
p2(x)
dx+
∫
p2(x) log
p2(x)
p1(x)
dx
}
Divergence symétrique de Kullback-Leibler entre
les distributions empiriques p1 et p2 (6.7)
D4(X1, X2) =
(
1−
∫ √
p1(x)p2(x)dx
)
Critère (1-Bhattacharyya) entre
les distributions empiriques p1 et p2 (6.8)
D5(X1, X2) =
(
1−
∫ √
p1(α1, β1)p2(α2, β2)dx
)
Critère (1-Bhattacharyya) entre
les GGD estimées par la relation (3.3) (6.9)
Le critère de Bhattacharyya B = ∫ √p1p2 est égal à 1 lorsque deux distributions
sont identiques et il diminue jusque 0 lorsque les distributions sont diﬀérentes. Il a été
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(a) (b) (c) (d)
(e) (f) (g)
Figure 6.3 – Exemples de textures de Brodatz. (a–c) : textures anisotropes ; (d) :
textures comportement deux orientations perpendiculaires ; (e–g) : textures isotropes
à diﬀérentes échelles.
utilisé sous la forme (1 − B) dans les deux dernières équations aﬁn de retrouver un
comportement comparable aux autres critères.
Dans la ﬁgure 6.4, nous avons représenté les «moyennes normalisées des divergences
maximales» :
E˜max(Di, •) = Emax(Di, {•})/Emax(Di, {a, ..., g}) (6.10)
pour chaque image notée • et critère notée Di. Dans cette relation, le numérateur
représente la moyenne de Emax (voir relation (6.1)) selon Di parmi les 100 échantillons
de l’image •. Le dénominateur est un « facteur de normalisation » avec les valeurs
moyennes de tout Emax (dans toutes les images) issues de Di. Comme un ensemble de
textures isotropes et anisotropes a été pris en compte, on admet que la valeur moyenne
Emax(Di, {a, ..., g}) est représentative de l’amplitude de chaque critère. Par conséquent,
cette normalisation permet une représentation graphique et une comparaison cohérente
entre les critères de similarité. Ces critères sont représentés sur la ﬁgure 6.4.
Sur cette ﬁgure, on peut observer que toute mesure prise pour les textures aniso-
tropes (correspondant en abscisse à 6.3 (a,b,c)) est plus élevée que celles calculées pour
les textures isotropes. La valeur en (d) est plus ambiguë puisqu’elle correspond à un
motif contenant deux orientations.
Sur la même ﬁgure, il est également intéressant de souligner que les mesures basées
sur les modes de distribution sont plus adaptées à la discrimination des textures. La
séparabilité entre les mesures des textures isotropes et anisotropes est en eﬀet plus
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importante que celles des normes L1 et L2. Enﬁn, parmi les critères basés sur les
modes de distribution, on constate que ceux calculés à partir des méthodes de lissage
sont plus discriminants que ceux basés sur les distributions empiriques. De plus, celui
proposé dans (6.4), issu de la divergence symétrique de Kullback-Leibler, est le plus
discriminant (courbe noire). Les valeurs les plus élevées correspondent en eﬀet à des
textures anisotropes.
Ces expérimentations sur les textures de Brodatz montrent que la méthode est
capable de discriminer diﬀérents types de textures et valident aussi le critère proposé
dans l’équation 6.4. À partir de ces résultats et de la ﬁgure 6.4, on peut déﬁnir un seuil
η ≈ 1 pour discriminer les textures anisotropes (E˜max ≥ η) et les textures isotropes
(E˜max ≤ η). En pratique, étant donné que nous utilisons la valeur symétrique de la
divergence de Kullback-Leibler, sa valeur non normalisée correspond à η ≈ 1.82.
Figure 6.4 – Moyenne normalisée des critères pour les images de la ﬁgure 6.3.
(a–g) D1 (en bleu), D2 (en rouge), D3 (en magenta), D4 (en cyan), D5 (en vert) et le
critère proposé (en rouge).
6.3.2 Textures synthétiques
L’approche a été testée aﬁn de vériﬁer l’estimation des orientations. Un ensemble
de 20 sous-images prises dans des textures de Brodatz anisotropes [Brodatz 1966] a
été sélectionné. Ces sous-images ont été pivotées avec des angles choisis de manière
aléatoire. On obtient ainsi un ensemble de textures anisotropes dont les orientations
sont connues.
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La méthode proposée a été comparée avec une technique couramment utilisée pour
estimer des orientations [Josso et al. 2005]. Cette technique est basée sur une analyse
en composantes principales du spectre de Fourier de l’image originale.
Si on considère un objet représenté par une texture anisotrope, on remarque que,
dans son spectre de Fourier, ses fréquences correspondant à l’angle d’orientation ont un
comportement singulier comme le montre la ﬁgure 6.3.2. Dans [Josso et al. 2005], les
auteurs cherchent ainsi l’angle qui contient le plus d’énergie dans le spectre de Fourier
de l’image initiale. La recherche de cet angle s’eﬀectue par une Analyse en Composantes
Principales (ACP) sur le spectre de Fourier. L’identiﬁcation des coordonnées de l’axe
contenant le plus d’énergie donne alors la direction privilégiée de l’image. Une rotation
dans l’espace de Fourier se traduisant par une rotation du même angle dans l’espace
image, cet axe principal coïncide avec l’angle de l’orientation de la texture. Par ailleurs,
le rapport entre la première et la seconde valeur propre de l’ACP de l’analyse en
composantes principales permet de discriminer les textures isotropes et anisotropes.
Néanmoins, un des principaux inconvénients de cette approche est qu’elle ne peut
traiter que les zones rectangulaires. La transformée de Fourier ne permet pas, en eﬀet, la
localisation spatiale des coeﬃcients. Il est donc impossible d’eﬀectuer une transformée
de Fourier sur l’ensemble d’une image et de ne sélectionner que les coeﬃcients liés à la
conﬁguration souhaitée.
Si l’on traite une image contenant des motifs préalablement segmentés, chaque
motif est alors délimité par un polygone de forme variable. Comme le montre la ﬁgure
6.6, l’application de la méthode de [Josso et al. 2005] est alors bruitée si l’on prend en
compte l’entourage des polygones (Figures 6.6 (a-b)) ou si cet entourage est masqué
(Figures 6.6 (c-d)). Le meilleur moyen est alors de déﬁnir un rectangle recouvrant
la plus grande surface du polygone segmenté (Figures 6.6 (d-e)). Cependant, ce type
de technique ne considère pas l’ensemble de la surface et peut nuire à la qualité des
résultats.
Les résultats sont présentés dans le tableau 6.1. On remarque que la précision
moyenne obtenue avec l’approche proposée surclasse la méthode basée sur la trans-
formée de Fourier. La même remarque vaut pour l’écart-type. L’analyse multi-échelle
par ondelettes permet de capturer avec plus de précision les détails relatifs à l’ani-
sotropie d’une texture que l’analyse par la transformée de Fourier. Pour illustrer la
qualité des résultats, la ﬁgure 6.7 représente une texture anisotrope et sa réorienta-
tion selon l’axe vertical en utilisant l’angle obtenu selon l’approche proposée et selon
celle de [Josso et al. 2005]. À partir de ces échantillons, il est manifeste que l’approche
proposée produit de meilleurs résultats.
6.3.3 Données de télédétection
La méthode a été appliquée sur un ensemble de 150 motifs pré-segmentés extraits
d’images de télédétection, de 60cm de résolution issues de diﬀérents capteurs : ce
sont des images à THRS en niveaux de gris dérivées photographies aériennes et images
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Figure 6.5 – Détermination de l’orientation dominante de l’image. (a) : une
image texturée orientée ; (b) sa transformée de Fourier, on aperçoit clairement une
direction privilégiée ; (c) les composants ayant servi à l’acp réorientés sur l’abscisse et
(d) : l’image résultante ; (e) une image texturée où aucune direction n’est privilégiée ;
(f) sa transformée de Fourier, qui est distribuée de manière isotrope. L’angle moyen
n’est pas signiﬁcatif et n’aﬀecte pas les propriétés de texture de l’image
Erreur moyenne (en degrés) Écart-type
Approche proposée 1.2◦ 1.9◦
Approche par transformée de Fourier 7.9◦ 21.7◦
Tableau 6.1 – Comparaison des résultats sur les textures synthétiques entre
l’approche proposée et celle dans [Josso et al. 2005]
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(a) (b)
(c) (d)
(e) (f)
Figure 6.6 – Détermination de l’orientation dominante de l’image. (a) : une
image texturée orientée ; (b) sa transformée de Fourier, on aperçoit clairement une
direction privilégiée ; (c) les composants ayant servi à l’ACP réorientés sur l’abscisse ;
(d) : l’image résultante ; (e) une image texturée où aucune direction n’est privilégiée ;
(f) sa transformée de Fourier, qui est distribuée de manière isotrope. L’angle moyen
n’est pas signiﬁcatif et n’aﬀecte pas les propriétés de texture de l’image
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(a) (b) (c)
Figure 6.7 –Ré-orientation des objets (a) : objet original (orientation = 54◦) ; (b) :
rotation de l’objet selon l’angle estimé par l’approche proposée (54◦) ; (c) : rotation de
l’objet selon l’angle estimé par l’approche de [Josso et al. 2005] (80◦)
satellitales (Bande panchromatique). Cinq classes d’occupation du sol ont été choisies :
prairies, sols nus, surfaces boisées, céréales et vignes. Parmi eux, les sols nus, les prairies
et les surfaces boisées sont considérés comme isotropes alors que les textures des céréales
et des vignes sont anisotropes.
Le taux de bonne classiﬁcation pour les deux types de textures est de 96,7 %
selon l’approche proposée, considérant qu’il est de 82,7 % selon l’approche de
[Josso et al. 2005]. Sur la ﬁgure 6.8, un échantillon de chaque classe d’occupation du sol
(première ligne) est représenté avec l’angle estimé par la méthode proposée (deuxième
ligne). La valeur moyenne de tous les Emax et leur écart-type moyen pour chaque caté-
gorie sont indiqués sur les troisième et quatrième lignes. La dernière ligne présente les
diﬀérences moyennes entre les estimations par l’approche proposée et celles fournies
par [Josso et al. 2005].
À partir de ces exemples, on peut observer que le seuil proposé η ≈ 1.82 tout
comme la moyenne et l’écart-type de Emax, distingue correctement les textures aniso-
tropes (vignes, céréales) et isotropes (surfaces boisées, sols nus, prairies). Les diﬀérences
relatives aux angles estimés par l’approche proposée et celle de [Josso et al. 2005] ne
sont pas négligeables. Pour certaines erreurs importantes, nous présentons dans la ﬁ-
gure 6.9 les images ré-orientées selon l’axe vertical avec les deux angles estimés. À
partir de cette ﬁgure, il est clair que la précision est plus importante avec la méthode
proposée puisque les estimations s’approchent nettement de l’axe vertical.
6.4 Conclusion
Dans ce chapitre, nous avons proposé une méthode pour estimer l’orientation do-
minante de motifs texturés présents dans une image. La méthode proposée consiste à
détecter des textures anisotropes, estimer leur orientation et les redresser selon l’axe
vertical.
Cette méthode a été réalisée à partir de décompositions en ondelettes successives
pour diﬀérentes orientations d’un objet préalablement segmenté. Elle repose sur la re-
cherche de l’orientation de l’objet pour laquelle les coeﬃcients d’une composante hautes
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Exemple
1 Classe Sol nu Prairie
2 Angle estimé NO NO
3 Moyenne des Emax 0.76 0.88
4 Moyenne des écart-type des Emax 0.41 0.32
5 Diﬀérence NO NO
1 Forêt Vigne Céréale
2 NO 42◦ 68◦
3 1.33 8.69 3.24
4 0.31 2.6 1.22
5 NO 3◦ 15◦
Figure 6.8 – Exemples réels à partir de photographies aériennes pré-segmentées (en
blanc). Ligne 1 : occupation du sol ; Ligne 2 : angle estimé avec la méthode proposée
(NO signiﬁe « non-orienté ») ; Ligne 3-4 : moyenne et écart-type des Emax ; Ligne
5 : diﬀérence moyenne entre les angles estimés par l’approche proposée et celle de
[Josso et al. 2005]
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(a) (b) (c)
Figure 6.9 – Exemple de ré-orientation de parcelles agricoles. (a) images ori-
ginales ; (b) rotation de (a) selon la méthode proposée ; and (c) rotation de (a) selon
la méthode de [Josso et al. 2005]
fréquences concentrent le plus d’énergie. La méthode a été optimisée de manière à ce
que le nombre de rotations et de décompositions en ondelettes soit considérablement
réduit. De plus, l’étude de diﬀérents critères nous a permis de déﬁnir le plus adapté à
la discrimination de textures isotropes et anisotropes.
Cette méthode a été validée sur des textures de Brodatz et sur des images à THRS.
De plus, elle a aussi été comparée à une méthode se basant sur une transformée de
Fourier. Les résultats ont mis en évidence que l’application de la méthode proposée
apporte un gain important en terme de précision par rapport à cette dernière. Cette
méthode présente un grand intérêt dans le cadre de l’approche développée ici car elle
permet d’assurer l’invariance par rotation lors de la détection des changements.
150
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
Chapitre 7
Classiﬁcation orientée-objet
Sommaire
7.1 Principes et limites de la classiﬁcation « orientée-objet » . . 151
7.2 Méthodologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.2.1 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.2.2 Caractérisation des objets . . . . . . . . . . . . . . . . . . . . . . 155
7.2.3 Classiﬁcation des objets . . . . . . . . . . . . . . . . . . . . . . . 155
7.2.4 Validation de la classiﬁcation . . . . . . . . . . . . . . . . . . . . 156
7.3 Expérimentations et validation . . . . . . . . . . . . . . . . . . 157
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
Ce chapitre présente une méthode de classiﬁcation supervisée adaptée aux images
texturées telles que les images à THRS. Nous avons proposé, dans le chapitre 5, une
méthode de segmentation dont le principe consiste à regrouper, sans connaissance a
priori, des objets sur-segmentés à partir de graphes d’adjacence. À la diﬀérence de
cette méthode, nous proposons une approche supervisée dont le but est de classer
les objets de l’image en fonction de leur similarité avec des objets choisis lors d’une
étape d’apprentissage. Les méthodes supervisées sont fréquemment utilisées par la
communauté de télédétection car il est courant d’avoir un a priori sur le type d’objet
observé.
Cette approche s’apparente ainsi à la classiﬁcation dite « orientée-objet » sou-
vent utilisée dans le traitement d’images à THRS. Cette dernière étant généralement
contrainte par des étapes de paramétrage spéciﬁques de l’image étudiée, l’objectif de ce
chapitre est de déﬁnir une méthode de classiﬁcation « orientée-objet » simple à utiliser,
facilement transposable, et reposant sur un critère de classiﬁcation unique. Ce dernier
s’appuie sur des mesures de luminance et de texture extraites d’une décomposition en
ondelettes.
7.1 Principes et limites de la classiﬁcation
« orientée-objet »
La classiﬁcation « orientée-objet » peut se décomposer en trois étapes principales
[Puissant 2003] (Figure 7.1) : la segmentation, la caractérisation des régions, la classi-
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ﬁcation, suivies éventuellement d’une quatrième qui est l’agrégation des objets classés
précédemment.
Figure 7.1 – Étapes d’une approche « orientée-objet » (dans
[Puissant 2003]). l’approche orientée-objet se décline en trois étapes : la seg-
mentation, la caractérisation et la classiﬁcation, suivies éventuellement d’une étape
d’agrégation
La segmentation est une étape essentielle car la précision d’une classiﬁcation
augmente sensiblement si les objets géographiques ont été correctement segmentés.
La principale diﬃculté réside dans la représentation d’objets géographiques : ils ré-
pondent à des critères d’échelles, de forme et de texture diﬀérentes et sont donc diﬃ-
ciles à représenter à un niveau de résolution donné. Dans la majorité des classiﬁcations
« orientée-objet » la segmentation des objets géographiques repose sur une approche
multi-résolutions [Baatz & Schape 2000]. Le principe est de combiner un ensemble de
segmentations réalisées à diﬀérents niveaux à partir de critères de taille, de forme et de
luminance des objets, spéciﬁques à chaque niveau de segmentation. Les segmentations
sont hiérarchisées et permettent ainsi d’eﬀectuer des classiﬁcations de régions selon
une approche ascendante ou descendante.
La caractérisation est réalisée selon la déﬁnition des propriétés de chaque objet.
Il s’agit en général de mesures qui peuvent être relatives à leur luminance, texture
ou forme. Elles doivent être particulièrement bien choisies aﬁn d’être suﬃsamment
signiﬁcatives pour regrouper des objets correspondants à une même classe et séparer
des objets de classes distinctes.
La classiﬁcation consiste à attribuer à chaque objet une classe correspondant à une
réalité thématique. Le plus souvent, celle-ci est réalisée selon une approche heuristique
sur la base d’une succession d’hypothèses et des règles de classiﬁcation déﬁnies à partir
d’échantillons connus [Bolstad & Lillesand 1992].
Ainsi, on peut relever trois limites de la classiﬁcation « orientée-objet » telle qu’elle
est utilisée actuellement : le temps nécessaire pour la mise en place du classiﬁca-
teur [Schiewe et al. 2001], le besoin indispensable de connaissances de l’utilisateur
152
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
7.2. Méthodologie
[Caloz & Collet 2001] et la diﬃcile reproductibilité de la classiﬁcation. Ce type de
classiﬁcation demande une interaction pas-à-pas avec l’utilisateur. Le temps nécessaire
pour réaliser une classiﬁcation « orientée-objet » est beaucoup plus important que pour
eﬀectuer une classiﬁcation « pixel par pixel ». D’une part, dans le cadre d’une seg-
mentation multi-résolution, l’utilisateur doit déﬁnir un ensemble de critères (relatifs à
l’échelle, la forme, le contenu, ...). D’autre part, le développement de liens sémantiques
entre les objets segmentés n’est pas une tâche aisée, la déﬁnition des règles de classiﬁca-
tion conduisant à un résultat correct étant souvent fastidieuse. Par conséquent, la mise
en place d’une telle classiﬁcation nécessite une multitude de paramètres qui sont dépen-
dants les uns des autres. Cela conduit ainsi l’utilisateur à réaliser des ajustements sou-
vent complexes nécessitant des connaissances expertes. De plus, la transition d’appar-
tenance d’un objet d’une classe d’occupation du sol vers une autre déﬁnie à partir des
propriétés de chaque objet est rarement nette pour les propriétés de chaque objet et ne
répond pas obligatoirement à une logique booléenne [Cheng 2002, Schiewe et al. 2001].
Dans Benz et al. [Benz et al. 2004], les auteurs proposent ainsi d’intégrer des logiques
ﬂoues au système expert. Cependant, la « fuzziﬁcation » [Civanlar & Trussell 1986],
qui consiste à la quantiﬁcation ﬂoue des propriétés des objets, reste une étape délicate.
Elle ne peut être rendue automatique et en conséquence demande, une fois de plus, du
temps et des connaissances de la part de l’utilisateur. Enﬁn, la transposabilité d’une
classiﬁcation orientée-objet est diﬃcilement envisageable sans avoir à reprendre tout
ou partie des règles de classiﬁcation. En eﬀet, d’une date à une autre, la réﬂectance
spectrale des objets géographiques peut évoluer. Cela peut être dû à un changement de
nature ou d’état des objets considérés, mais aussi à un eﬀet indirect comme la modiﬁca-
tion de la composition de l’atmosphère, l’heure d’acquisition, l’angle de prise de vue ou
encore l’observation par un capteur de diﬀérente nature. Aussi, les règles contextuelles
peuvent être modiﬁées d’une zone d’étude à une autre, d’une date à l’autre.
Nous proposons ainsi de développer une approche « orientée-objet » simpliﬁée ré-
pondant à deux objectifs :
1. réduire le temps et les besoins en connaissances d’expert nécessaires à la para-
métrisation de la classiﬁcation des images,
2. développer une méthode suﬃsamment générique pour assurer aisément sa trans-
position à des sources de données variées.
7.2 Méthodologie
L’organisation des étapes de traitements est présentée sur la ﬁgure 7.2 : l’image est
en premier lieu segmentée selon une méthode de détection de contours multi-résolution.
La caractérisation des objets est ensuite réalisée à partir d’une décomposition en onde-
lettes. Les coeﬃcients issus des diﬀérentes composantes déterminent les informations
relatives à la luminance et à la texture des objets. Aussi, une étape préalable de ré-
orientation des textures selon leur orientation dominante est appliquée aﬁn d’assurer
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l’invariance par rotation de l’analyse. Enﬁn, la dernière étape correspond à une classi-
ﬁcation supervisée qui est basée sur la fusion de diﬀérents critères de ressemblance des
objets à partir de la théorie des évidences de Dempster-Shafer.
Ces diﬀérentes étapes ont été développées dans les chapitres précédents. Nous les
exposons brièvement dans les sections suivantes et invitons le lecteur à revenir aux
chapitres précédents pour une présentation plus approfondie de chacune d’entre elles.
7.2.1 Segmentation
L’étape de segmentation est sur la base de la méthode détaillée dans le cha-
pitre 5. Nous appliquons ici une segmentation par LPE aﬁn d’obtenir des objets sur-
segmentés (cf. section 5.2.2), puis une agrégation des plus petits objets basée sur leur
caractéristique de luminance (cf. section 5.2.3.1). Ces objets seront les éléments de base
pour la suite des traitements.
7.2.2 Caractérisation des objets
Les objets segmentés sont tout d’abord ré-orientés selon l’orientation dominante de
leur texture. Cette opération vise à assurer l’invariance par rotation de la texture
des objets quelle que soit leur orientation initiale. Dans ce cas, l’invariance repose sur
l’hypothèse que deux objets similaires mais ayant une orientation diﬀérente sont de
même nature (par exemple, deux parcelles agricoles ayant le même semis de culture
mais qui ont été ensemencées selon deux orientations diﬀérentes appartiennent à la
même catégorie d’objets). L’objectif est donc de déterminer l’orientation globale des
textures contenues dans les objets avant d’extraire les informations de luminance et de
texture nécessaire à leur classiﬁcation. Cette étape a été détaillée dans le chapitre 6.
Des informations relatives à la luminance et la texture sont ensuite extraites pour
chaque objet à partir d’une décomposition en ondelettes. Comme cela a été dé-
taillé dans le chapitre 3, les distributions des coeﬃcients provenant des composantes
basses et hautes fréquences sont lissées (par une méthode à noyau pour l’informa-
tion de luminance ou bien par une identiﬁcation de paramètres liés aux gaussiennes
généralisées pour l’information de texture) aﬁn d’être moins sensibles au bruit. Ces
distributions caractérisent ainsi chaque objet et sont utilisées dans la prochaine étape
de classiﬁcation.
7.2.3 Classiﬁcation des objets
Dans le cadre d’une méthode de classiﬁcation supervisée, il est nécessaire de déﬁnir
des échantillons d’apprentissage représentatifs des classes recherchées.
Chaque objet est alors comparé avec les échantillons d’apprentissage. De manière
analogue à la méthode exposée dans le chapitre 5, des critères de similarité sont
déﬁnis pour comparer des caractéristiques de luminance et de texture. La distance de
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Image
Image segmentée 
en objets
Image classée Carte de croyance
1. Segmentation
2. Caractérisation
3. Classification
4. Validation
- Redressement des objets selon l'orientation 
dominante de leur texture
- Décomposition en ondelettes
- Distribution des coefficients de luminance
- Distribution des coefficients de texture dans 
les directions horizontale, verticale et diagonale
- Choix des échantillons
- Mesures des similarité entre les distributions 
de luminance et de texture des échantillons 
avec les autres objets
- Fusion des mesures selon la DST
- Attribution des classes en fonction de 
l'appartenance la plus élevée
- Décomposition en ondelettes
- Calcul des gradients
- Segmentation par ligne de partage des eaux
- Agrégation des petits objets aux objets 
adjacents
Propriétés des objets
Figure 7.2 – Étapes de traitement de la méthode de classiﬁcation proposée
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Tableau 7.1 – Exemple d’une matrice de confusion
Classes de références
1 2 i n Total
1 m(1, 1) m(1, 2) m(1, i) m(1, n) m(1,+)
Classes 2 m(2, 1) m(2, 2) m(2, i) m(2, n) m(2,+)
aﬀectées i m(i, 1) m(i, 2) m(i, i) m(i, n) m(i,+)
n m(n, 1) m(n, 2) m(n, i) m(n, n) m(n,+)
Total m(1,+) m(2,+) m(i,+) m(n,+) T
Bhattacharyya a été utilisée pour comparer la distribution des coeﬃcients de la com-
posante continue (cf. relation (5.9)) et la version symétrique de la mesure de Kullback-
Leibler a été choisie pour comparer les distributions des composantes hautes fréquences
(cf. relation (5.10)). Ces critères sont ensuite fusionnés de manière à n’obtenir qu’une
valeur unique de similarité entre les objets. Cette approche, réalisée à partir de la théo-
rie des évidences de Dempster-Shafer, est présentée dans le chapitre 5. Ainsi, une
carte thématique est réalisée en attribuant à chaque objet la classe qui présente la
plus forte similarité. En dernier lieu, une carte de croyance est produite aﬁn de
fournir une information supplémentaire utile pour l’interprétation des résultats.
7.2.4 Validation de la classiﬁcation
Les classiﬁcations sont validées à l’aide de données de référence en calculant des
matrices de confusion : soit N le nombre de classes, la matrice de confusion est un
tableau à double entrée de taille N ×N (Tableau 7.1). En ligne sont représentés les ré-
sultats de la classiﬁcation, les colonnes exprimant les résultats par rapport aux données
de référence [Congalton 1991].
À partir de cette matrice, deux types d’erreurs peuvent être identiﬁées :
– Les erreurs de commission qui correspondent à des individus qui ont été
aﬀectés à une classe à laquelle ils n’appartiennent pas. Ces erreurs désignent les
sur-estimations.
– Les erreurs d’omission qui correspondent aux pixels qui n’ont pas été aﬀectés
à la classe à laquelle ils appartiennent. Ces erreurs désignent les sous-estimations
Ainsi, la matrice de confusion permet de calculer deux indices pour une évaluation
globale de la classiﬁcation :
– La précision globale G est le rapport entre le nombre de pixels correctement
classés et le nombre total de pixels. Cet indice ne prend en compte que les erreurs
d’omission. Foody [Foody 2002] déﬁnit une valeur minimale de 85 % de cet indice
pour valider la classiﬁcation. Ainsi, pour une classiﬁcation automatique S et une
carte de validation V composées de i classes, la précision globale s’exprime par :
G =
∑
m(i, i)
T
(7.1)
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où m(i, i) est la somme des pixels pour S(i) ∩ V (i) et T la somme des pixels de
V .
– L’indice Kappa K, proposé par Cohen [Cohen 1960] et appliqué pour la pre-
mière fois aux images satellitales par Congalton [Congalton et al. 1983], est sen-
sible à la fois aux erreurs de commission et d’omission [Caloz & Collet 2001]. Il
s’exprime par :
K = T ·
∑
m(i, i)−∑ [m(i,+) ·m(+, i)]
T 2 −∑ [m(i,+) ·m(+, i)] (7.2)
où m(i, i) est la somme des pixels pour S(i) ∩ V (i) et T la somme des pixels de
V .
Il a pour intérêt de compenser le fait qu’une classiﬁcation aléatoire entraînerait
un certain pourcentage de pixels correctement classés [Lillesand & Kiefer 1987].
7.3 Expérimentations et validation
Aﬁn d’expérimenter la méthode proposée, nous la testons sur les quatre images
utilisées dans le chapitre 5. Ainsi, nous vériﬁons de la même manière les résultats de
l’approche proposée à partir de mesures de luminances et de textures et à partir de
mesures de textures uniquement.
Échantillonnage. Après avoir réalisé une segmentation par LPE, nous choisissons
des échantillons d’apprentissage représentatifs de chaque classe. Les ﬁgures 7.3 et 7.4
présentent les échantillons choisis pour les images 1 et 3 et les distributions de leurs
coeﬃcients dans les diﬀérentes composantes de la transformée d’ondelettes. Dans ces
exemples, les objets ont été caractérisés à partir de deux niveaux de décomposition.
En ce qui concerne l’image 1, on remarque que les diﬀérentes classes ont la par-
ticularité de présenter des luminances très similaires (aux alentours de 60) et elles
ne constituent donc pas un facteur discriminant. Si l’on s’intéresse aux composantes
hautes fréquences, on remarque que les distributions sont plus « écrasées » dans la
direction verticale d’analyse. Cela s’explique par la réalisation au préalable de l’étape
de ré-orientation où chaque objet a été redressé verticalement selon son orientation
dominante. En conséquence, l’énergie des coeﬃcients contenue dans les composantes
verticales est plus importante que celles contenues dans les directions horizontales et
verticales. Ainsi, à l’inverse de la classe 1, la classe 2 se caractérise par une forte ani-
sotropie.
Dans le cas de l’image 2, on peut observer que les classes 1 et 5 correspondent
à des textures anisotropes. La forme des GGD dans la direction verticale des deux
niveaux de décomposition est en conséquence plus « aplatie » que dans les directions
horizontales et diagonales.
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Les GGD de la classe 2 sont « écrasées » quels que soient la direction et le niveau
de décomposition. Cela met en évidence la présence de fortes variations de contrastes
représentatives des orientations perpendiculaires de la texture de cette classe.
La particularité de la classe 3 réside dans la diﬀérence entre les formes des GGD dans
le premier et second niveau de décomposition. Les GGD sont, en eﬀet, plus « écrasées »
dans le premier niveau que dans le second niveau de décomposition. Cette classe est
caractéristique d’une micro-texture pour laquelle les détails s’observent essentiellement
à une échelle ﬁne. Au second niveau de décomposition, la texture est lissée et est
représentée par des GGD plus « piquées ».
En ce qui concerne la classe 4, on remarque que ses distributions au premier niveau
de décomposition sont proches de celles de la classe 3. Cependant, contrairement à la
classe 3, les distributions au second niveau restent « aplaties ».
Classiﬁcations. Les résultats des classiﬁcations prenant en compte la luminance et
la texture des objets sont présentés à la ﬁgure 7.5 pour l’image 1 et à la ﬁgure 7.7 pour
l’image 2. Les résultats présentés en (c) ont été réalisés à partir d’un échantillon par
classe (présentés précédemment), alors que les résultats en (d) ont été obtenus à partir
de trois échantillons par classe. Rappelons ici que la classe attribuée à chaque objet
correspond à celle de l’échantillon d’apprentissage qui partage la valeur de croyance
la plus élevée. Les classiﬁcations sont visuellement de bonne qualité, chaque classe
est correctement représentée et on remarque peu de confusions entre les classes. La
classiﬁcation de l’image 1, limitée à la discrimination de deux textures, est relativement
plus aisée puisque l’on remarque peu de diﬀérences entre les classiﬁcations réalisées à
partir des diﬀérents échantillonnages. Dans le cas de l’image 2, on obtient de meilleurs
résultats lorsque le nombre d’échantillons est plus important. La classiﬁcation réalisée
à partir d’un seul échantillon par classe présente des confusions entre les classes 1 et 4.
Les échantillons d’apprentissage qui déﬁnissent ces deux classes ont des distributions
proches, ce qui explique ces erreurs.
Classiﬁcations avec invariance au niveau de gris moyen de l’image. Les
classiﬁcations réalisées avec une invariance au niveau de gris moyen sont présentées
sur les ﬁgures 7.6 et 7.8. La qualité des résultats est similaire aux expérimentations
précédentes. Ce test conﬁrme ainsi que la classiﬁcation peut être réalisée sans aucune
information de luminance et fournir quand même de bons résultats.
Cartes de croyance. En analysant les cartes de croyance (présentées en (e–f) de
chaque ﬁgure), on remarque que les valeurs faibles sont souvent associées aux erreurs de
classiﬁcation. De plus, on remarque que les valeurs de croyance sont plus élevées dans
les cas des classiﬁcations réalisées à partir de trois d’échantillons. Un nombre suﬃsant
d’échantillons permet représenter correctement la texture des diﬀérents objets et ainsi
d’obtenir des résultats de meilleur qualité.
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Matrices de confusions. Les matrices présentées sur les tableaux 7.2 et 7.3, ont été
calculées pour les classiﬁcations réalisées à partir de trois échantillons d’apprentissage
pour l’ensemble des images. Elles permettent de vériﬁer statistiquement la qualité des
classiﬁcations. Dans le cas de l’image 1, les erreurs de commission de classe 2 (1927
pixels) conﬁrment une légère sur-détection par rapport aux erreurs de la classe 1 (450
pixels). Lorsque la méthode est appliquée à l’image 2, les erreurs de commission sont
plus homogènes avec respectivement 681 et 858 pixels pour la classe 1 et 2.
Les erreurs par classe sont relativement homogènes pour la classiﬁcation de l’image
3. Dans le cas de la classiﬁcation de l’image 4, on vériﬁe que la classe 4 a été légèrement
sur-détectée au détriment des autres classes. En eﬀet, les erreurs de commissions de
la classe 4 sont nettement supérieures (> 1000 pixels pour chaque classe) aux erreurs
de commission des autres classes. Enﬁn, quelle que soit l’image étudiée, le nombre
de pixels mal classés reste minimal par rapport au nombre de pixels qui constituent
chaque classe. En conséquence, les indices G et K calculés à partir des matrices de
confusion sont supérieurs à 0.9 ce qui conﬁrme d’excellents résultats.
Tableau 7.2 – Matrices de confusion des classiﬁcations des images 1 et 3 :
(a) classiﬁcation de l’image 1 (G = 0.99 et K = 0.98) ; (b) classiﬁcation de l’image 3
(G = 0.98 et K = 0.94)
Classe 1 Classe 2 Total
Classe 1 128530 450 128980
Classe 2 1927 130310 132237
Total 130457 130760 261217
Image de référence
Image 
classée
Classe 1 Classe 2 Total
Classe 1 12792 681 13473
Classe 2 858 130036 130894
Total 13650 130717 144367
Image de référence
Image 
classée
(a) (b)
7.4 Conclusion
Dans ce chapitre, nous avons développé une méthode de classiﬁcation « orientée-
objet » nécessitant un nombre réduit de paramètres.
L’approche utilisée est basée sur un certain nombre de méthodes développées dans
les chapitres précédents. L’image a été segmentée en objets à partir d’une segmentation
par LPE (cf. chapitre 5). Ensuite, chaque objet est caractérisé selon sa luminance et sa
texture (chapitre ??). Les mesures de luminance et de texture reposent sur la distribu-
tion des coeﬃcients des diﬀérentes composantes d’une transformée d’ondelettes. Une
étape d’apprentissage déﬁnit les diﬀérentes classes d’objets à retrouver dans l’image.
Le processus de classiﬁcation consiste alors à comparer l’ensemble des objets de l’image
avec les échantillons d’apprentissage. Cette étape repose sur un unique critère de si-
milarité : on attribue à chaque objet la classe pour laquelle le critère de similarité
avec l’échantillon représentant cette classe est le plus élevé. De manière analogue à la
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Figure 7.3 – Caractérisation des 2 classes de l’image 1 : (a) : image originale ;
(b) : image segmentée par LPE. Chaque couleur correspond à l’échantillon d’une classe ;
(c) : composante continue ; (d) : composante des détails horizontaux (niveau 1) ; (e) :
composante des détails verticaux (niveau 1) ; (f) : composante des détails diagonaux
(niveau 1) ; (g) : composante des détails horizontaux (niveau 2) ; (h) : composante des
détails verticaux (niveau 2) ; (i) : composante des détails diagonaux (niveau 2)
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Figure 7.4 – Caractérisation des 5 classes de l’image 3 : (a) : image originale ;
(b) : image segmentée par LPE. Chaque couleur correspond à l’échantillon d’une classe ;
(c) : composante continue ; (d) : composante des détails horizontaux (niveau 1) ; (e) :
composante des détails verticaux (niveau 1) ; (f) : composante des détails diagonaux
(niveau 1) ; (g) : composante des détails horizontaux (niveau 2) ; (h) : composante des
détails verticaux (niveau 2) ; (i) : composante des détails diagonaux (niveau 2)
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Figure 7.5 – Classiﬁcation de l’image de synthèse 1 : (a) : image originale ;
(b) : objets recherchés ; (c) : carte thématique (réalisé à partir d’un échantillon par
classe) ; (d) : carte de croyance (réalisée à partir d’un échantillon par classe) ; (e) :
carte thématique (réalisée à partir de 3 échantillons par classe) ; (f) : carte de croyance
(réalisée à partir de 3 échantillons par classe)
Tableau 7.3 – Matrices de confusion des classiﬁcations des images 2 et 4 :
(a) classiﬁcation de l’image 2 (G = 0.97 et K = 0.96) ; (b) classiﬁcation de l’image 4
(G = 0.95 et K = 0.94)
Classe 1 Classe 2 Classe 3 Classe 4 Classe 5 Total
Classe 1 55529 27 330 427 36 56349
Classe 2 249 28417 368 363 111 29508
Classe 3 533 279 23572 384 239 25007
Classe 4 1521 2628 1138 67219 2757 75263
Classe 5 3 70 100 0 70354 70527
Total 57835 31421 25508 68393 73497 256654
Image de référence
Image 
classée
(a)
Classe 1 Classe 2 Classe 3 Classe 4 Classe 5 Total
Classe 1 55848 37 112 655 382 57034
Classe 2 267 30724 814 470 124 32399
Classe 3 1227 96 24680 80 165 26248
Classe 4 601 657 0 67164 1510 69932
Classe 5 4 163 54 0 71401 71622
Total 57947 31677 25660 68369 73582 257235
Image de référence
Image 
classée
(b)
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Figure 7.6 –Classiﬁcation de l’image de synthèse 1 avec invariance au niveau
de gris moyen : (a) : image originale ; (b) : objets recherchés ; (c) : carte thématique
(réalisée à partir d’un échantillon par classe) ; (d) : carte de croyance (réalisée à partir
d’un échantillons par classe) ; (e) : carte thématique (réalisée à partir de 3 échantillons
par classe) ; (f) : carte de croyance (réalisée à partir de 3 échantillons par classe)
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Figure 7.7 – Classiﬁcation de l’image de synthèse 2 : (a) : image originale ;
(b) : objets recherchés ; (c) : carte thématique (réalisé à partir d’un échantillon par
classe) ; (d) : carte de croyance (réalisée à partir d’un échantillon par classe) ; (e) :
carte thématique (réalisée à partir de 3 échantillons par classe) ; (f) : carte de croyance
(réalisée à partir de 3 échantillons par classe)
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Figure 7.8 – Classiﬁcation de l’image test 2 avec invariance au niveau de
gris moyen : (a) : image originale ; (b) : objets recherchés ; (c) : carte thématique
(réalisé à partir d’un échantillon par classe) ; (d) : carte de croyance (réalisé à partir
d’un échantillons par classe) ; (e) : carte thématique (réalisé à partir de 3 échantillons
par classe) ; (f) : carte de croyance (réalisé à partir de 3 échantillons par classe)
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méthode développée dans le chapitre 5, les critères de luminance et de texture sont
fusionnés à l’aide de la théorie des évidences de Dempster-Shafer.
Cette méthode a été évaluée sur des images de synthèse à partir d’une approche
prenant en compte la luminance et la texture et d’une approche invariante au niveau de
gris moyen de l’image. Nous avons validé les résultats à l’aide de matrices de confusion.
Les indices de validation ont conﬁrmé les capacités de la méthode à caractériser les
diﬀérentes classes recherchées avec ou sans la prise en compte de la luminance des
objets.
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Détection de changement
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Dans les chapitres précédents, nous nous sommes intéressés aux traitements ap-
pliqués à une seule image. Dans celui-ci, on s’intéresse désormais à la détection de
changements à partir d’un couple d’images. Dans le chapitre 1, un état de l’art des
méthodes de détection de changements existantes a permis de constater que la majorité
des approches eﬀectuent une simple détection binaire des zones de changement et de
non-changement. L’objectif de ce chapitre est de proposer une méthode automatique
qui permette de caractériser le changement et d’identiﬁer précisément les transitions
d’un type d’occupation du sol à un autre.
La méthode de détection, qui s’applique à des images préalablement segmentées en
objets, compare ceux qui ont une partie commune sur les images aux deux dates. L’idée
développée dans ce chapitre consiste à utiliser les composantes d’une transformée en
ondelettes pour extraire des informations relatives à la luminance et à la texture des
objets aux deux dates et de les comparer aﬁn d’identiﬁer une ou plusieurs diﬀérences
caractéristiques d’un type de transition d’un mode d’occupation des sols à un autre.
La détection et la caractérisation du changement sont réalisées à partir du calcul d’un
vecteur de changement. Celui-ci distingue les changements en fonction de leur intensité
et de leur nature. Le changement peut ainsi être abrupt ou subtil, dépendant de la
luminance et/ou de la texture des objets. En particulier, les changements de texture
se déclinent en fonction de l’isotropie et de l’échelle des objets.
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8.1 Méthodologie
Les images sont avant tout pré-traitées radiométriquement (aﬁn que leurs valeurs
de luminance soient comparables) et géométriquement (aﬁn qu’elles se superposent
précisément). Les images sont ensuite segmentées en objets à l’aide de la technique
du chapitre 5, puis chacun de ces objets est réorienté selon son orientation dominante,
par la méthode proposée dans le chapitre 6. Ensuite, il convient d’identiﬁer les couples
d’objets issus de chacune des images aux deux dates qui doivent être comparées. La
gestion des objets issus des segmentations à t1 et t2 est exposée dans la section 8.1.1.
La section 8.1.2 présente les mesures de luminance et de texture extraites de chaque
objet. Pour chaque couple d’objets, ces mesures sont comparées à l’aide de critères puis
regroupées dans un vecteur de changement présenté dans la section 8.1.3.
8.1.1 Gestion des objets segmentés aux dates t1 et t2
Considérons deux images notées I1 et I2 acquises aux dates t1 et t2. Contraire-
ment aux méthodes couramment utilisées, l’identiﬁcation du changement n’est pas
eﬀecuée ici en chaque point de l’image. Dans l’approche « orientée-objet » proposée,
les images sont préalablement segmentées de manière indépendante. Comme le pré-
sente la ﬁgure 8.1.a, I1 et I2 sont respectivement composées d’un ensemble d’objets
S1 =
{
s11, s
2
1, · · · , sH11
}
et S2 =
{
s11, s
2
1, · · · , sH21
}
comportant H1 et H2 objets.
De manière à comparer les deux segmentations (Figure 8.1.b), il convient de les su-
perposer aﬁn d’obtenir de nouveaux objets correspondant chacun à un état particulier
des images X1 et X2. Ils constituent des « objets multi-temporels » et déﬁnissent
un ensemble d’objets P (Xa, Xb) = {p1, p2, · · · , pN} où N ≥ H1 et N ≥ H2.
Dans [Bruzzone & Prieto 2000a], les auteurs identiﬁent le changement en calculant
un vecteur de mesures F ji (Figure 8.1.d) à partir des valeurs des pixels xi(m,n) où
(m,n) ∈ pj (Figure 8.1.c).
On observe que les objets multi-temporels sont toujours plus petits que les objets
en t1 et t2. Cependant, il est possible que ces objets soient trop petits pour en extraire
une information de texture signiﬁcative. Par exemple, cela peut être dû à d’importants
changements d’organisation des territoires entre les deux dates mais aussi à un manque
de précision des contours segmentés. Ainsi, contrairement à Bruzzone et Fernandez-
Prieto [Bruzzone & Prieto 2000a], nous proposons de réaliser les mesures des objets
pj à partir de l’ensemble des valeurs des pixels contenus dans les objets de S1 et S2
qui partagent une surface commune. Par exemple, comme l’illustre la ﬁgure 8.2, les
mesures de l’objet multi-temporel p1 sont calculées à partir des valeurs des pixels qui
composent s11 pour X1 et s12 pour X2. En conséquence, les mesures correspondent à une
caractérisation plus robuste de l’objet p1.
Le vecteur de mesure F se décline alors en fonction du nombre dates étu-
diées. Pour une étude à deux dates, on obtient F1 =
{
F 11 , F
2
1 , · · · , FH11
}
et F2 =
168
LEFEBVRE, Antoine. Contribution de la texture pour l’analyse d’images à très haute résolution spatiale : application à la détection de changement en milieu périurbain - 2011
8.1. Méthodologie
{
F 12 , F
2
2 , · · · , FH22
}
. Intéressons-nous, maintenant, à la composition des vecteurs de
mesure F1 et F2.
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Figure 8.1 – Comparaison des objets segmentés en t1 et t2 selon
[Bruzzone & Prieto 2000a]. Seuls les pixels contenus dans p1 sont comparés
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Figure 8.2 – Comparaison des objets segmentés en t1 et t2 selon notre ap-
proche. Les pixels contenus dans s11 et s12 pour identiﬁer le changement correspondant
à la zone p1
8.1.2 Vecteur de mesures F1 et F2
Les vecteurs de mesures F1 et F2 contiennent à la fois des informations de lumi-
nance et de texture. Aﬁn d’assurer l’invariance des informations de texture, les objets
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de S1 et S2 sont préalablement redressés à partir de la méthode développée dans le
chapitre 6. Ensuite, une décomposition en ondelettes est appliquée à chaque objet et
les mesures qui les caractérisent sont déﬁnies à partir des coeﬃcients de chaque compo-
sante. Ainsi, une décomposition en J niveaux permet d’extraire J composantes dans
les directions Zz = {Z1, Z2, Z3} où Z1 représente la direction horizontale, Z2 repré-
sente la direction verticale et Z3 la direction diagonale. La composante continue est
utilisée comme information de luminance et les composantes hautes fréquences comme
information de texture. Aﬁn d’être moins sensible au bruit contenu dans les compo-
santes, les distributions des coeﬃcients de chaque objet sont modélisées à l’aide d’une
gaussienne généralisée comme cela a été décrit dans le chapitre 3.
Enﬁn, nous utilisons la mesure Emax, issue de l’étape de ré-orientation (présentée
au chapitre 6), comme mesure d’isotropie de la texture de chaque objet.
Une fois les vecteurs de mesure F1 et F2 déﬁnis pour l’ensemble des objets S1 et S2,
nous pouvons comparer les objets à partir d’un vecteur de changement. Cette étape
est décrite dans la partie suivante.
8.1.3 Identiﬁcation et caractérisation des changements
8.1.3.1 Types de changements
Aﬁn d’identiﬁer les changements comme des transitions d’un état d’occupation du
sol à un autre, il est nécessaire de les caractériser précisément. Les informations conte-
nues dans les vecteurs de mesure permettent de distinguer à la fois un changement
de luminance et un changement de texture.
Plus particulièrement, les changements de texture peuvent se décliner en plusieurs
catégories. En eﬀet, il est possible d’identiﬁer un changement dans une direction
particulière (en fonction des directions Zz d’analyse), pour une échelle (en fonction
des J niveaux de décomposition) et en fonction de son isotropie (en fonction des
valeurs de Emax à t1 et t2).
Un changement d’échelle entre deux textures isotropes peut être identiﬁé à par-
tir des niveaux de décomposition. En eﬀet, les diﬀérences entre les distributions des
coeﬃcients varient en fonction de l’échelle d’analyse. Pour illustrer ceci, la ﬁgure 8.3
montre les distributions des coeﬃcients d’une texture de prairie et de forêt dans deux
niveaux de décomposition. On remarque que les diﬀérences entre les distributions des
coeﬃcients se distinguent plus particulièrement au second niveau. Les distributions de
la prairie sont, en eﬀet, plus piquées que celles de la forêt à ce niveau.
De la même manière, un changement d’isotropie peut être mis en évidence par
de fortes dissimilarités dans la direction verticale de décomposition (étant donné que
les objets sont réorientés de manière à ce que leur direction dominante soit sur l’axe
vertical). La ﬁgure 8.4 présente une comparaison entre les distributions des coeﬃcients
d’une prairie (isotrope) et d’un champ de céréales (anisotrope). On observe que les dis-
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tributions dans la direction verticale du champ de céréales sont beaucoup plus aplaties
que celles de la forêt.
Pour mettre en évidence ces diﬀérents cas de ﬁgure, nous présentons dans les sec-
tions suivantes les critères utilisés pour identiﬁer le changement ainsi que le vecteur
qui permet de le caractériser.
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Figure 8.3 – Exemple de changement d’échelle : (a) comparaison entre une
micro-texture (prairie) et une macro-texture (forêt) ; (b) composante de détails hori-
zontaux (niveau 1) ; (c) composante de détails verticaux (niveau 1) ; (d) composante
de détails diagonaux (niveau 1) ; (e) composante de détails horizontaux (niveau 2) ;
(f) composante de détails verticaux (niveau 2) ; (g) composante de détails diagonaux
(niveau 2). Dans le second niveau de décomposition, les distributions de la texture de
prairie (en rouge) sont plus piquées que celles de la forêt
8.1.3.2 Critères de changements
Pour mettre en évidence les changements à partir des diﬀérentes mesures des vec-
teurs F1 et F2 , on utilise un critère diﬀérent pour comparer les distributions des
coeﬃcients de luminance et de texture. Dans le cas la luminance, nous utilisons la
distance de Bhattacharyya :
L(s11, s12) =
(
1−
∫ √
p˜1(x)p˜2(x)dx
)
, (8.1)
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Figure 8.4 – Exemple de changement d’isotropie : (a) comparaison entre une
texture isotrope (prairie) et une anisotrope (céréale) ; (b) composante de détails hori-
zontaux (niveau 1) ; (c) composante de détails verticaux (niveau 1) ; (d) composante
de détails diagonaux (niveau 1) ; (e) composante de détails horizontaux (niveau 2) ;
(f) composante de détails verticaux (niveau 2) ; (g) composante de détails diagonaux
(niveau 2). Dans les composantes de détails verticaux, les distributions de la texture
de céréale (en bleu) sont plus aplaties que celles de la prairie
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où p˜1 et p˜2 sont les histogrammes lissés pour les niveaux de gris de l’objet s11 et s12.
Pour distinguer les changements de texture, nous utilisons la divergence de
Kullback-Leibler. Celle-ci est calculée de manière analytique à partir des paramètres
α et β des distributions modélisées p˜1 et p˜2 (cf. chapitre ??) :
KLD(p˜1, p˜2) = KLD(α1, β1, α2, β2)
= log
(
β1α2Γ(1/β2)
β2α1Γ(1/β1)
)
+
(
α2
α2
)β2 Γ((β2 + 1)/β1)
Γ(1/β1)
− 1
β1
.
(8.2)
Contrairement aux chapitres précédents (cf. chapitres 5 et 6), nous n’utilisons pas la
version symétrique de la KLD. La KLD se révèle, en eﬀet, particulièrement pratique
pour caractériser la « direction » des transitions. Elle permet, par exemple, de distin-
guer une transition d’une classe A vers une classe B et celle d’une classe B vers une
classe A.
8.1.3.3 Vecteur de changement D
Les critères sont ensuite utilisés pour la réalisation d’un vecteur de changement D.
Pour la comparaison de deux objets s11 et s12, celui-ci contient :
1. la distance L(s11, s12) relative à la luminance des deux objets
2. les valeurs d’isotropie Emax1 et Emax2
En ce qui concerne les valeurs de KLSJ,Zz (où J correspond au niveau de décom-
position et Zz = {Z1, Z2, Z3} représente les directions d’analyse), elles sont dérivées en
une série d’indices aﬁn de mettre en évidence plus aisément l’intensité des changements
ainsi que leur nature (échelle et isotropie) :
3. la moyenne de l’ensemble des critères (aﬁn de discriminer un changement
abrupt d’un changement subtil)
KLD =
∑J
j=1
∑3
z=1KLDj,Zz
3 · J (8.3)
4. le rapport entre un critère KLD calculé pour une composante et la somme
des critères des composantes restantes (pour mettre en évidence les composantes
qui mesurent au mieux les diﬀérences entre textures) :
ratio1,Z1 =
KLD1,Z1∑J
j=1
∑Z
z=1KLDj,z
(8.4)
5. l’écart-type des critères entre les diﬀérents niveaux d’échelle pour un
même type de direction (horizontal (Z1), vertical (Z2) ou diagonal (Z3)) aﬁn de
détecter les changements se produisant seulement dans certains niveaux d’échelle ;
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Std.DirZ1 =
√√√√√ 1
J
J∑
j=1
(KLDj,Z1 −KLDJ,Z1)2 (8.5)
Std.DirZ2 =
√√√√√ 1
J
J∑
j=1
(KLDj,Z2 −KLDJ,Z2)2 (8.6)
Std.DirZ3 =
√√√√√ 1
J
J∑
j=1
(KLDj,Z3 −KLDJ,Z3)2 (8.7)
6. l’écart-type des critères d’un même niveau d’échelle dans les trois di-
rections pour détecter les changements qui se produisent seulement dans une
direction particulière :
Std.Nivj =
√√√√1
3
3∑
Z=1
(KLDj,Zz −KLDj)2 (8.8)
où j correspond à un niveau de décomposition de la transformée en ondelettes.
8.1.4 Classiﬁcation des changements
Nous avons choisi d’eﬀectuer la classiﬁcation des diﬀérents types de changements en
utilisant des arbres de classiﬁcation qui s’appuient sur le vecteur D. Les arbres de
décision sont des techniques de classiﬁcation par apprentissage. Le principe est de dé-
composer le problème de classiﬁcation en une série de tests conduisant à une partition
de l’espace des données en sous-régions homogènes en terme de classes. Les diﬀérents
tests sont représentés par les noeuds et les feuilles correspondent à une classe majori-
taire. Pour plus de détails sur les arbres de décision et leur construction, nous renvoyons
le lecteur à [Breiman et al. 1984, Friedl & Brodley 1997, Safavian & Landgrebe 1991].
L’intérêt de cette méthode réside dans la logique déductive du modèle de classi-
ﬁcation créé. Les arbres de classiﬁcation présentent ainsi l’avantage d’être simples à
interpréter, ils permettent d’identiﬁer les variables les plus pertinentes et les seuils
permettant de séparer les diﬀérentes classes recherchées.
8.1.5 Validation
L’évaluation des changements a été réalisée à partir de deux types de matrices :
une matrice de transition et une matrice de changement.
Lamatrice de transition présente a les mêmes caractéristiques qu’une matrice de
confusion [Biging et al. 1998, Macleod & Congalton 1998]. Les classes correspondent
aux transitions d’une classe en t1 vers une autre en t2. Alors que les dimensions de la
matrice de confusion étaient de taille N par N , la matrice de transition peut atteindre
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une taille de l’ordre de N2 par N2 dans le cas où elle représente l’ensemble des combi-
naisons possibles. Le tableau 8.1 montre un exemple de matrice construite à partir de
3 classes d’occupation du sol.
Tableau 8.1 – Exemple d’une matrice de transition
AA BB CC AB AC BA BC CA CB
AA m(AA,AA) m(AA,BB) m(AA,CC) m(AA,AB) m(AA,AC) m(AA,BA) m(AA,BC) m(AA,CA) m(AA,CB)
BB m(BB,AA) m(BB,BB) m(BB,CC) m(BB,AB) m(BB,AC) m(BB,BA) m(BB,BC) m(BB,CA) m(BB,CB)
CC m(CC,AA) m(CC,BB) m(CC,CC) m(CC,AB) m(CC,AC) m(CC,BA) m(CC,BC) m(CC,CA) m(CC,CB)
AB m(AB,AA) m(AB,BB) m(AB,CC) m(AB,AB) m(AB,AC) m(AB,BA) m(AB,BC) m(AB,CA) m(AB,CB)
AC m(AC,AA) m(AC,AA) m(AC,CC) m(AC,AB) m(AC,AC) m(AC,BA) m(AC,BC) m(AC,CA) m(AC,CB)
BA m(BA, AA) m(BA,AA) m(BA,CC) m(BA,AB) m(BA,AC) m(BA,BA) m(BA,BC) m(BA,CA) m(BA,CB)
BC m(BC,AA) m(BC,,AA) m(BC,CC) m(BC,AB) m(BC,AC) m(BC,BA) m(BC,BC) m(BC,CA) m(BC,CB)
CA m(CA,AA) m(CA,,AA) m(CA,CC) m(CA,AB) m(CA,AC) m(CA,BA) m(CA,BC) m(CA,CA) m(CA,CB)
CB m(CB,AA) m(CB,,AA) m(CB,CC) m(CB,AB) m(CB,AC) m(CB,BA) m(CB,BC) m(CB,CA) m(CB,CB)
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La matrice de changement évalue la distinction entre le changement et
le non-changement (Tableau 8.2). Elle est utilisée dans de nombreuses pu-
blications [Bovolo et al. 2008, Bovolo 2009, Chen et al. 2003, Lunetta et al. 2004,
Macleod & Congalton 1998]. Cette matrice rapporte quantitativement le changement
global entre les deux images. Elle est principalement utilisée lorsque l’on s’intéresse à la
détection d’une classe de changement en particulier [Bovolo et al. 2008, Bovolo 2009],
et peut ainsi sembler limitée si l’on s’intéresse à la caractérisation de plusieurs
types de transitions. Pourtant, elle complète l’analyse de la matrice de transition
[Macleod & Congalton 1998]. Dans le cas de mauvais résultats, l’analyste peut dé-
terminer si la faible précision est due à la méthode de technique de changement, ou à
une erreur de labellisation des classes de transitions, ou les deux. Si la précision de la
matrice de changement est signiﬁcativement plus importante que celle de la matrice
de transition, alors il est clair que le changement général est détecté mais la détection
des classes du changement reste inexacte. Enﬁn, si les deux matrices produisent une
précision similaire, alors les changements entre images et les types transitions sont
détectés.
Échantillonnage. L’échantillonnage des zones de référence est particulièrement cri-
tique dans le cadre de la validation de méthodes de détection de changement. En eﬀet,
les changements peuvent souvent être considérés comme des phénomènes rares et lo-
calisés en certaines zones de l’image. Ainsi, l’utilisation d’un échantillonnage aléatoire
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Tableau 8.2 – Exemple d’une matrice de changement
Pas de 
changement
Changement Total
Pas de 
changement
Changement
Total
Image de référence
Image 
classée
des zones de référence peut entrainer une sous-évaluation des classes de changement.
Biging et al. [Biging et al. 1998] présentent un exemple révélateur de ce problème :
« Supposons que l’analyse des changements doive être eﬀectuée sur une
scène comprenant un million de pixels. Supposons ensuite que [...] 1 % des
pixels (10 000) soient choisis au hasard ou systématiquement au début de
l’étude pour servir de sites de référence. Supposons ensuite que 5 % des
pixels (50 000) soient sujets au changement dans l’intervalle de temps étu-
dié. Maintenant, posons-nous la question : Combien sur la totalité des 10
000 pixels de référence peut-on s’attendre à voir ﬁgurer dans les 50 000 qui
ont changé ? Si nous supposons que les changements se produisent au hasard
dans le paysage, alors la réponse est 500 pixels. Ainsi, après un prodigieux
et coûteux eﬀort pour «bien faire les choses», nous aurions seulement 500
pixels à utiliser dans l’évaluation rigoureuse de nos estimations [...]. Si nous
avions seulement 10 classes d’occupation du sol, nous aurions potentielle-
ment 100 classes de transitions, et donc, en moyenne, seulement 5 pixels de
référence par classe ! »
Aﬁn d’améliorer la représentativité des résultats, Biging et al. [Biging et al. 1998]
présentent de nombreuses méthodes d’échantillonnage et portent particulièrement leur
attention sur l’utilisation d’un échantillonnage disproportionné. Dans le cadre de cette
méthode, proposée par [Khorram et al. 1999], il ne s’agit plus de se baser sur un échan-
tillonnage aléatoire mais réaliser un échantillonnage disproportionné favorisant la repré-
sentativité des classes de changement. Les zones de références sont avant tout déﬁnies
dans les zones susceptibles d’être aﬀectées par un changement. Cette méthode a l’inté-
rêt de reﬂéter les diﬀérentes probabilités de changement et diminue considérablement
le taux des erreurs d’omission.
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8.2 Expérimentations et validation
Cette partie présente une application du vecteur de changement D proposé dans la
section précédente. Une application de cette technique à la télédétection sera présentée
dans la partie suivante. L’objectif poursuivi est de caractériser des transitions d’occu-
pation du sol à partir d’images à THRS. Pour cette expérimentation, nous avons choisi
d’appliquer la méthode sur des extraits d’images provenant de photographies aériennes
d’une résolution spatiale de 1 m.
8.2.1 Données et méthode
Nous avons isolé cinq types de textures (surface bâtie, prairie, sol nu, forêt et
céréale) et nous avons simulé l’ensemble des transitions possibles (soit un total de 25).
Ces transitions sont représentatives des diﬀérents types changements susceptibles de
se produire, tels que les changements de luminance (ex : le passage d’un sol nu à une
prairie), les changements d’isotropie (ex : le passage d’une céréale à un sol nu) et les
changements d’échelle (ex : passage d’une prairie à une forêt). Pour chaque classe de
texture, un ensemble de 20 échantillons est choisi (cf. ﬁgure 8.5).
Il est à noter que pour cette application, nous souhaitons uniquement vériﬁer le
pouvoir discriminant du vecteur de changement et qu’aucune étape de segmentation
n’est réalisée. L’étape de réorientation des images décrite dans le chapitre 6 a néanmoins
été appliquée au préalable à tous les échantillons.
Deux sous-ensembles de 10 échantillons par classe déﬁnis aléatoirement sont utilisés
séparément aﬁn de reproduire les 25 transitions possibles. Une série de 100 tests par
types de transitions est alors réalisée ce qui représente un total de 2500 tests par
sous-ensemble.
Nous réalisons ensuite deux applications diﬀérentes. La première consiste à élabo-
rer un modèle par arbre de classiﬁcation à partir du premier sous-ensemble. Dans la
seconde application, nous validons le modèle créé en l’appliquant au deuxième sous-
ensemble.
8.2.2 Création de l’arbre de classiﬁcation
En ce qui concerne l’élaboration du modèle réalisé à partir du premier sous-
ensemble, deux classiﬁcations ont été eﬀectuées. Dans la première classiﬁcation, les
2500 tests ont été utilisés pour l’élaboration et la validation du modèle alors que pour
la seconde classiﬁcation l’élaboration du modèle est réalisée sur 30 % des tests et validée
sur les 70 % restants. La ﬁgure 8.6 met en relation les taux d’erreur des 2 classiﬁcations
avec le nombre de noeuds terminaux de l’arbre. Nous observons que le taux d’erreur
de la première classiﬁcation diminue constamment au fur et à mesure que le nombre
de noeuds augmente. En revanche, le taux d’erreur de la seconde classiﬁcation diminue
rapidement puis se stabilise à environ 7 %. L’arbre a alors été limité à 62 noeuds aﬁn de
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(a) (b)
(c) (d)
(e)
Figure 8.5 – Échantillons des 5 types de textures utilisées pour la classiﬁ-
cation : (a) bâti ; (b) céréale ; (c) forêt ; (d) sol nu ; (a) prairie
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maintenir une rapidité d’exécution. L’analyse des résultats des 2 classiﬁcations montre
que ce nombre de noeuds correspond à un bon compromis entre le taux d’erreur et le
temps de calcul (Figure 8.6).
Aﬁn d’interpréter le modèle de classiﬁcation, nous nous intéressons à la formation
des premiers noeuds de l’arbre de classiﬁcation. La ﬁgure 8.7 représente les 32 premiers
noeuds de l’arbre et met en évidence les indicateurs les plus discriminants pour chaque
type de transitions.
Parmi eux, la distance de Bhattacharyya (L) permet de distinguer les changements
luminance et les changements de texture. Ainsi, la majorité des transitions incluant les
échantillons de sol nu (P→N, N→P, C→N, N→F, ... ) sont séparées des autres classes.
L’indicateur std.H, qui correspond à l’écart-type des dissimilarités entre les diﬀérents
niveaux d’échelle pour les détails horizontaux, permet notamment de distinguer les
changements d’échelle en séparant par exemple les transitions « sol nu→forêt » (N→F)
et « sol nu→prairie » (N→P)
Les indices d’isotropie (Emax1, Emax2) ont un rôle prédominant dans cet arbre. Ils
permettent particulièrement de renseigner sur la direction du changement (N→B et
B→N ou encore F→N et N→F) et de séparer les transitions incluant les textures de
céréale (Emax >= 125.8)
On peut aussi remarquer qu’une erreur moyenne faible (>2.9), représentée par M.
KLD, isole certaines classes de non-changement (F→F, B→B, N→N). Enﬁn, les ratios de
dissimilarité calculés par composantes permettent de caractériser plus ﬁnement chaque
transition. V 1, D1 et V 2 permettent notamment de discriminer certains changements
d’échelles tels que (P→F, B→N).
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Figure 8.6 – Évolution du taux d’erreur de la classiﬁcation par arbres de
décision. En bleu : taux d’erreur de la classiﬁcation élaborée à partir de l’ensemble
des tests ; en rouge, le taux d’erreur de la classiﬁcation élaborée à partir de 30 % des
tests
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8.3. Conclusion
Tableau 8.3 – Matrice de changement : G = 0.97 et K = 0.91
Pas de 
changement
Changement Total
Pas de 
changement
483 49 532
Changement 17 1951 1968
Total 500 2000 2500
Images de références
Images 
classées
8.2.3 Résultats
L’arbre de classiﬁcation est ensuite appliqué au second sous-ensemble. Nous réali-
sons une matrice de changement et de transitions pour vériﬁer les résultats. La matrice
de changement présentée au tableau 8.3 montre peu de confusion entre le « Change-
ment » et le « Non-changement ». La classiﬁcation est ainsi validée avec un indice G
de 0.97 et un indice K de 0.91.
À partir de la matrice de transition (Tableau 8.4) qui aﬃche le taux de bonnes
classiﬁcations pour les 25 types de transitions, on en déduit que 83 % des transi-
tions ont été correctement détectées (G = 0.83) et que l’indice K est de 0.82. On
remarque que la majorité des classes sont correctement détectées avec des taux de
bonne classiﬁcation compris dans une fourchette de 70 à 100 %. En eﬀet, parmi les
25 transitions représentées, seules 3 présentent un taux de bonnes détections légère-
ment inférieur qui varie de 50 à 60 %. Ces transitions concernent plus particulièrement
des changements incluant les échantillons de forêt. Ainsi, la classe de non-changement
« Forêt→Forêt » (F→F) est mélangée avec la transition « Batî→Batî » (B→B), la tran-
sition « Forêt→Prairie » (F→P) est confondue avec les transitions « Céréale→Prairie »
(C→P) et « Forêt→Céréale » (F →C). Enﬁn, la classe « Forêt→Céréale » (F→C) est
mêlée avec les classes « Forêt→Batî » (F→C) et « Batî→Forêt » (B→F).
8.3 Conclusion
Ce chapitre avait pour objectif de mettre en oeuvre une méthode permettant de
détecter et de caractériser automatiquement des changements entre deux images textu-
rées. Cette méthode repose sur la comparaison des textures contenues dans des objets
préalablement segmentés, par le biais des diﬀérences entre les distributions des coeﬃ-
cients issus d’une décomposition en ondelettes. Une étape préliminaire de ré-orientation
des objets permet d’évaluer l’orientation dominante des textures et d’être moins sen-
sible à leur rotation. Le vecteur décrivant le changement est une combinaison des
diﬀérences entre les distributions à chaque niveau de la décomposition des images. Il
permet de détecter automatiquement un changement de luminance et de texture.
Nous avons validé la mesure du changement en eﬀectuant des classiﬁcations par
arbres de décision de diﬀérents types de changement pouvant apparaître sur des images
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Tableau 8.4 – Matrice de transitions : G = 0.83 et K = 0.82
B-B N-N P-P F-F C-C B-N B-P B-F B-C N-B N-P N-F N-C P-B P-N P-F P-C F-B F-N F-P F-C C-B C-N C-P C-F Total
B-B 88 0 0 41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 129
N-N 0 83 13 0 0 0 1 0 0 0 4 0 5 0 8 0 0 0 0 5 0 0 0 0 0 119
P-P 0 7 83 0 0 0 0 0 0 0 5 0 0 0 5 0 0 0 0 0 0 0 0 0 0 100
F-F 12 5 0 51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 68
C-C 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 1 11 116
B-N 0 0 0 0 0 89 0 0 0 0 4 0 0 0 0 0 0 0 0 2 0 0 0 0 0 95
B-P 0 0 0 0 0 1 87 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 90
B-F 0 0 0 1 0 0 0 77 1 0 0 0 0 0 0 0 0 14 0 0 11 0 0 0 0 104
B-C 0 0 0 0 0 0 0 14 83 10 0 0 1 0 0 0 0 4 0 0 8 0 0 0 0 120
N-B 0 5 0 1 0 10 0 0 0 88 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 104
N-P 0 0 0 0 0 0 0 0 0 0 73 0 0 0 3 0 0 0 0 3 0 0 0 0 0 79
N-F 0 0 0 0 0 0 0 0 0 0 0 81 0 0 0 0 0 0 0 0 0 0 0 0 4 85
N-C 0 0 0 0 0 0 0 0 0 0 0 10 90 0 0 0 1 0 0 0 6 0 0 0 0 107
P-B 0 0 0 0 0 0 0 0 0 0 0 0 0 95 0 3 0 0 0 0 0 0 0 0 0 98
P-N 0 0 4 0 0 0 0 0 0 0 14 0 0 0 84 15 0 0 2 12 0 0 0 0 0 131
P-F 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 74 0 0 0 0 0 0 0 0 0 79
P-C 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 8 99 0 0 0 3 0 0 0 0 114
F-B 0 0 0 4 0 0 0 4 0 0 0 0 0 0 0 0 0 72 0 0 12 0 0 0 0 92
F-N 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 95 0 0 0 0 0 0 104
F-P 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 63 0 0 0 0 0 75
F-C 0 0 0 2 0 0 0 1 6 2 0 0 0 0 0 0 0 5 0 0 60 0 0 0 0 76
C-B 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 1 0 0 0 95 0 0 11 110
C-N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 90 0 0 93
C-P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 4 99 1 117
C-F 0 0 0 0 0 0 0 1 10 0 0 0 0 0 0 0 0 0 0 0 0 5 6 0 73 95
Total 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 2500
Changements
Images de référence
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Pas de changement
à THRS. La méthode a détecté 97 % des changements eﬀectifs et a distingué 83 % des
transitions existantes.
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CONCLUSION DE LA
DEUXIÈME PARTIE
Cette deuxième partie, méthodologique, a permis d’exposer l’approche développée
dans l’objectif de détecter automatiquement des changements d’occupation et d’uti-
lisation du sol à partir d’images de télédétection à THRS qui peuvent présenter des
caractéristiques très diﬀérentes. La chaîne de traitement mise en oeuvre vise à détecter
des changements entre deux images. Elle est basée sur une représentation du contenu
des images par les coeﬃcients d’une transformation en ondelettes. Toute la chaîne de
prétraitement et de traitement des images à THRS développée ici a été appliquée et
validée sur plusieurs types d’images test comprenant des motifs texturées issues de la
collection de Brodatz, des extraits de photographies et des images satellitales à THRS
qui sont représentatives de l’hétérogénéité du milieu urbain/périurbain.
L’hétérogénéité des données sources utilisées pour détecter des changements à partir
d’images à THRS impose de procéder à une série de prétraitements aﬁn de rendre les
données comparables. Les protocoles de prétraitement des images satellitales étant déjà
bien déﬁnis par ailleurs, nous avons proposé une approche de prétraitement adaptée
aux photographies anciennes qui sont déformées géométriquement et dont la qualité ra-
diométrique varie beaucoup non seulement d’un cliché à l’autre mais aussi au sein d’un
même cliché. Ainsi, nous avons développé un outil de correction de l’eﬀet de vignet-
tage basé sur l’utilisation des ondelettes et de l’analyse de textures. Les photographies
aériennes sous format numérique sont successivement segmentées, normalisées, lissées
par une décomposition en ondelettes. Puis, une fois la fonction de correction estimée,
l’image est corrigée des eﬀets de vignettage.
La phase de validation de la méthode sur des images tests a montré que l’eﬀet de
vignettage est bien corrigé. En outre, cette méthode présente l’intérêt de permettre
de s’aﬀranchir de l’absence d’informations sur le capteur, de support de calibration
et de pouvoir s’appliquer à un nombre important de clichés. Les images sont ensuite
rectiﬁées géométriquement en appliquant une correction locale reposant sur une trian-
gulation de Delaunay et sont géoréférencées. Les photographies sont ensuite découpées
en tuiles de manière à respecter la délimitation des objets d’occupation du sol, puis
leur dynamique est normalisée en fonction de leurs zones de recouvrement avant d’être
assemblées en une seule mosaïque. Les mosaïques eﬀectuées pour diﬀérentes dates sont
alors comparables.
Une fois prétraitées, les images sont analysées en quatre étapes : La première, basée
sur une décomposition en ondelettes, consiste à segmenter l’image en régions d’intérêt
en créant d’abord un ensemble d’objets sursegmentés par une méthode de ligne de
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partage des eaux puis en agrégeant ces objets selon des critères de luminance et de
texture. Ces derniers sont fusionnés en utilisant la théorie des évidences de Dempster-
Shafer, aﬁn que la prise de décision ne soit eﬀectuée qu’à partir d’un seul critère
synthétique. L’intérêt de cette méthode est d’être invariante au niveau de gris moyen
de l’image pour segmenter les objets d’intérêt dans l’image à THRS. De plus, le niveau
de paramétrage à eﬀectuer par l’opérateur est très limité.
La seconde étape correspond à la détection et à l’estimation de l’orientation do-
minante des textures de l’image aﬁn de déterminer l’orientation globale des textures
contenues dans des objets segmentés et de les redresser selon un même axe. La méthode
proposée consiste à détecter des textures anisotropes à partir de décompositions en on-
delettes successives, estimer l’orientation de ces textures en recherchant l’orientation
de l’objet pour laquelle les coeﬃcients d’une composante hautes fréquences concentrent
le plus d’énergie, et à redresser ces textures selon l’axe vertical de l’image. Cette mé-
thode permet d’assurer l’invariance par rotation lors de la détection des changements,
et ainsi de ne pas considérer comme un changement d’occupation des sols des change-
ments d’orientation des rangs de cultures ou de labours.
La troisième étape est dédiée à la classiﬁcation des objets préalablement segmentés.
L’approche supervisée proposée classe les objets de l’image en fonction de leur simi-
larité avec une base d’apprentissage. La comparaison repose sur un critère unique de
similarité déterminé de manière analogue à la méthode développée au cours de l’étape
de segmentation : des critères de luminance et de texture des objets sont extraits des
objets et fusionnés à l’aide de la théorie des évidences de Dempster-Shafer. Les indices
de précision de la classiﬁcation appliquée sur les images test, avec ou sans la prise en
compte de la luminance des objets, sont supérieurs à 0,9. L’intérêt de cette méthode,
qui repose sur un critère de classiﬁcation unique, est sa simplicité d’utilisation et son
niveau élevé de reproductibilité.
Enﬁn, la quatrième étape est consacrée à la détection de changements entre deux
images. L’objectif était de développer une méthode qui permette de caractériser le
changement aﬁn d’identiﬁer précisément les transitions d’un type d’occupation du sol
à un autre. Le principe de la méthode, qui s’applique à des images préalablement
segmentées en objets, est d’utiliser les composantes d’une transformée en ondelettes
pour extraire des informations relatives à la luminance et à la texture des objets aux
deux dates et de les comparer aﬁn de discriminer les types de transition d’un mode
d’occupation des sols à un autre. La détection et la caractérisation du changement
sont réalisées à partir du calcul d’un vecteur de changement. Celui-ci permet de détec-
ter automatiquement un changement de luminance et de texture correspondant à des
changements d’intensité et de nature variables. L’application de la méthode sur des
images test a permis de détecter 97 % des changements eﬀectifs, d’identiﬁer 83 % des
transitions s’étant produites d’un mode d’occupation du sol à un autre.
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8.3. Conclusion
Au vu des résultats très satisfaisants qui ont été obtenus sur les images tests tant au
niveau des étapes de prétraitement que des étapes de traitement, l’approche méthodo-
logique peut être appliquée pour détecter des changements à partir d’images à THRS.
Deux stratégies peuvent alors être développées (Figure 8.8) : une fois que les images
ont été segmentées en objets (Étape 1) et que la texture de ces objets a été caractérisée
aﬁn d’être réorientée (Étape 2), les images peuvent être classées séparément (Étape
3), le changement étant alors déterminé par post-classiﬁcation ou alors le changement
peut être déterminé à partir de la comparaison des deux images en termes de texture
et de classiﬁcation comme cela a été précisé plus haut (Étape 4). Ces deux stratégies
seront comparées lors de l’application de la méthodologie sur un secteur périurbain de
l’agglomération rennaise présentée dans la troisième partie de cette thèse.
La méthodologie développée ici a fait l’objet de plusieurs publications placées en
annexes :
1. Lefebvre A., Corpetti T., Hubert-Moy L., 2011. Estimation of the orientation of
textured patterns via wavelet analysis. Pattern Recognition Letters, 32(2) :190-
196.
2. Lefebvre A., Corpetti T., Hubert-Moy L., 2010. Segmentation of very high spatial
resolution panchromatic images based on wavelets and evidence theory. Image
and Signal Processing for Remote Sensing XVI, Proc. SPIE, 20-23 September
2010. Toulouse, France, vol. 7830, 1-13.
3. Lefebvre A., Corpetti T., Hubert-Moy L., 2009. A measure for change detection
in Very High Resolution remote sensing Images based on Texture analysis. Pro-
ceedings of the International Conference on Image Processing, ICIP 2009, 7-10
November 2009, Cairo, Egypt. IEEE 2009, 1697-1700.
4. Lefebvre A., Corpetti T., Hubert-Moy L., 2009. Discrimination de textures dans
des images à Très Haute Résolution Spatiale pour l’analyse du changement.ORA-
SIS ’09, Congrès des jeunes chercheurs de vision par ordinateur, Trégastel, 2009.
5. Lefebvre A., Corpetti T., Hubert-Moy L., 2008. Object-oriented approach and
texture analysis for change detection in very high resolution images, IGARSS ’08,
International Geoscience and Remote Sensing Symposium, Boston, USA, 2008,
7-11 July 2008, IV - 663-IV - 666.
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Détection de changement
Détection de l'orientation 
dominante des objets
Segmentation
de l'image en objets
Prétraitement
Détection de changement
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Segmentation 
de l'image en objets
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Classification 
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Détection de changement 
par comparaison image-à-image
Détection de changement 
par post-classification
Figure 8.8 – Organigramme des traitements des méthodes de détection de
changement proposées
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Troisième partie
Application à l’étude des
changements d’occupation des sols
sur la Métropole de Rennes
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Introduction
Cette troisième partie expose l’application de la chaîne de prétraitements et de
traitements développés dans la partie précédente sur un secteur périurbain de l’agglo-
mération de Rennes, aﬁn de mettre en évidence les changements d’occupation des sols
intervenus sur une période de vingt-trois ans.
L’objectif de cette partie est double : sur le plan thématique, il est de détecter les
changements en identiﬁant les conversions et les modiﬁcations d’usage des sols qui se
sont produites sur une période de vingt-trois ans dans un secteur périurbain, ce qui
représente un enjeu important pour les urbanistes et aménageurs. Sur le plan métho-
dologique, il est d’évaluer la méthode de détection développée en conditions « réelles »
sur deux types d’images à THRS, tout en comparant l’approche de classiﬁcation par
date suivie d’une post-classiﬁcation et l’approche de classiﬁcation utilisant les deux
images en même temps.
En outre, dans cette thèse a pour objectif de développer une méthode de détection
de changement générique qui soit aisément reproductible. Ainsi, si l’application centrale
choisie pour cette troisième partie est le milieu périurbain, qui est caractérisé par
un niveau d’hétérogénéité élevé et qui est soumis à des changements fréquents, la
reproductibilité de la méthode est aussi évaluée dans cette partie en s’appuyant sur
des exemples d’application de la méthode à d’autres milieux.
Cette partie s’organise de la façon suivante : après avoir présenté les enjeux du
suivi détaillé des changements d’occupation des sols sur le site de Rennes Métropole,
les images utilisées pour détecter les changements sont décrites avant de détailler l’en-
semble des prétraitements et traitements appliqués sur ces images ; les résultats obtenus
sont exposés ensuite, d’abord sur la classiﬁcation de chacune des images prises sépa-
rément, puis sur la classiﬁcation des changements elle-même. Enﬁn, ces résultats sont
discutés en les mettant en perspective à partir de l’exposé de la méthode à un autre
milieu dans un paysage viticole, et à une autre application, le suivi de ﬂuides dans le
domaine aéronautique.
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Les enjeux de la cartographie
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d’occupation des sols sur le site de
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La zone d’étude retenue pour l’application de la méthode de détection de change-
ments est une agglomération de taille moyenne, Rennes, qui a connu une croissance
marquée par un phénomène d’étalement urbain très important depuis une quinzaine
d’années. Cette forte croissance s’est traduite par des changements importants au ni-
veau de l’occupation des sols et des activités qui ont un impact au niveau environ-
nemental. L’importance des enjeux, notamment en termes de gestion des milieux, ex-
plique le besoin d’un suivi détaillé des changements d’occupation des sols de ce milieu
périurbain.
9.1 Rennes Métropole : une forte croissance ur-
baine
9.1.1 Une croissance qui repose sur un dynamisme démogra-
phique et économique
La ville de Rennes, située à l’Est de la Bretagne et au centre du département
d’Ille-et-Vilaine, compte environ 210 000 habitants intramuros, contre 390 000 pour la
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métropole de Rennes (Rennes et 36 communes périphériques) et 580 000 dans l’aire
urbaine de Rennes (141 communes dans lesquelles au moins 40 % de la population
résidente a un emploi). Enﬁn, une zone d’emploi qui recouvre 200 communes, comprend
deux tiers de la population du département d’Ille-et-Vilaine et rassemble 70 % de ses
emplois (Figure 9.1 et Tableau 9.1). La ville de Rennes occupait en 2006 le 11ème rang
du classement des villes françaises en termes de population, Rennes Métropole étant
au 13ème rang des EPCI (Établissement public de coopération intercommunale) hors
Île-de-France [AUDIAR 2009b]. Ainsi, Rennes a une sphère d’inﬂuence qui s’étend bien
au-delà de son territoire et joue un rôle de capitale régionale grâce à son attractivité.
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Figure 9.1 – Aire d’inﬂuence de Rennes Métropole (dans [AUDIAR 2009b])
Rennes Métropole enregistre la 5ème plus forte croissance démographique des EPCI
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Population Estimation01/01/2009 2006 1999 1990
Rennes 212 000 209 613 206 229 197 536
RM hors Rennes 192 000 176 453 158 603 129 038
Rennes Métropole 404 000 386 066 364 832 326 574
Aire urbaine . 571 754 521 188 463 366
Source : RP 2006, RP 99, RP 90 - INSEE, estimation 2009 Audiar
Population
Estimation
01/01/2009
2006 1999 1990
Tableau 9.1 – Population de Rennes sur la période 1990-2009 (dans
[AUDIAR 2009b])
de plus de 250 000 habitants (Figure 9.2) derrière les communautés de Toulouse, Mont-
pellier, Aix-en-Provence (non représentée sur la ﬁgure) et Bordeaux [AUDIAR 2009b].
Ce dynamisme démographique est dû à un excédent naturel de 0.72 % par an en
moyenne – le plus fort au niveau national après celui de Paris – et un solde migratoire
de 0.59 % par an en moyenne – le 6ème des grandes agglomérations françaises. Il illustre
la jeunesse de la population et l’attractivité de Rennes Métropole. Les projections
démographiques eﬀectuées par l’AUDIAR et l’INSEE montrent que cette croissance
démographique devrait continuer au même rythme d’ici 2030 (AUDIAR, 2009b).
1990/1999 1999/2006Source : INSEE
Figure 9.2 – Évolution annuelle moyenne de la population des métropoles
de plus de 250000 habitants (Hors Paris) (dans [AUDIAR 2009b])
La croissance économique de Rennes est à l’image de sa croissance démogra-
phique. Ainsi, la progression annuelle moyenne de l’emploi observée entre 1990 et 1999
(+1.29 %) contre une croissance annuelle moyenne de la population recensée à +1.31 %
pour la même période, s’est poursuivie depuis (Figure 9.3). Avec plus de 295 000 em-
plois en 2008, Rennes se situe à la 15ème place des 348 zones d’emploi en France. En
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termes de croissance, elle se classe au 24ème rang, avec une augmentation de +1.7 %
par an [AUDIAR 2009a].
Rennes
Moyenne des
22 agglomérations*
France
* Aires urbaines ayant 
entre 300 000 et 1 million 
d’habitants au RP 99.
Source : INSEE,  
traitement Audiar
Figure 9.3 – Évolution de l’emploi salarié de la zone d’emploi de Rennes
entre 1999 et 2007 (base 100 au 31/12/1999) (dans [AUDIAR 2009b])
La croissance actuelle repose sur un tissu économique diversiﬁé, qui rassemble de
nombreuses activités orientées vers le secteur tertiaire et l’industrie : le secteur tertiaire
domine (65 % des eﬀectifs de la zone d’emploi de Rennes en 2007) et est en forte
progression (+ 27 % depuis les années 1990) ; le secteur industriel (16 % de l’emploi
salarié en 2007) est orienté majoritairement vers l’industrie automobile, l’industrie
agro-alimentaire, et les industries électroniques et de télécommunication ; les activités
de commerce et de construction représentent respectivement 16 % et 7 % de l’emploi
salarié contre 1 % seulement pour l’agriculture. Le développement de la métropole
rennaise s’appuie aussi sur un réseau d’enseignement et de recherche bien structuré
(deux universités, près de 60 000 étudiants, environ 4 000 chercheurs).
9.1.2 Une extension urbaine selon un modèle de ville archipel
L’augmentation de la population et des activités se traduit par une extension ur-
baine qui s’est eﬀectuée selon un modèle de ville archipel.
Contrairement à de nombreuses villes, le phénomène de périurbanisation a été très
contraint à Rennes par la politique de planiﬁcation urbaine dès les années soixante,
ce qui a permis de contenir l’étalement de la ville, délimitée par une rocade et enser-
rée par une ceinture verte. Ainsi, dès 1967 Henri Fréville, le maire de la ville, est à
l’origine de la création d’une Communauté de Communes. Le District Urbain de l’Ag-
glomération Rennaise et l’Agence d’Urbanisme et de développement Intercommunal
de l’Agglomération Rennaise, créés respectivement en 1970 et en 1972, élaborent les
documents d’urbanisme du District, en concertation avec de nombreux partenaires.
L’urbanisation du territoire s’est eﬀectuée en suivant trois Schémas Directeur
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d’Aménagement Urbain (SDAU) puis un Schéma de Cohérence Territoriale (SCoT)
du Pays de Rennes :
– Le premier SDAU de 1974, qui concernait Rennes la ville centre plus 28 com-
munes de sa périphérie immédiate prévoyait à l’horizon 2010 un développement
de la ville selon un schéma linéaire selon un axe Nord-Est/Sud-Ouest qui suivait
le schéma de transports en commun, en créant des villes nouvelles dans le pro-
longement de la ville-centre. Ce SDAU a été mis en révision par la municipalité
suivante en 1977 dirigée par Edmond Hervé, qui, opposée à la création de villes
nouvelles, préférait renforcer les villes existantes autour de la ville-centre.
– Le SDAU de 1983 a abandonné le schéma de périurbanisation pour adopter un
schéma de développement radio-centrique qui privilégie une croissance de toutes
les communes du district en contrôlant la croissance de la ville centre à travers
la mise en oeuvre d’une ceinture verte, non seulement autour de la ville centre,
mais aussi autour des villes satellites existantes sur lesquelles l’urbanisation se
concentre alors. L’objectif clairement aﬃché est d’éviter le phénomène des ban-
lieues en contrôlant la consommation des terres agricoles, en interdisant le mitage
et en augmentant la densité des zones bâties [AUDIAR 1993]. Ce deuxième SDAU
a aussi été mis en révision face à l’étalement urbain qui s’est accéléré dans les
années 80, de nombreux lotissements de maisons individuelles ayant vu le jour
autour des villes satellites de Rennes.
– Le SDAU de 1994 renforce le SDAU de 1983 autour du concept d’une ville centre
concentrée, en favorisant une extension urbaine radio-concentrique autour des
villes périphériques. Pour cela, il prévoit de structurer l’urbanisation future sur
les villes périphériques préexistantes et plus particulièrement sur certaines d’entre
elles appelées « pôles d’appui » qui concentrent les équipements et services d’in-
térêt intercommunal [AUDIAR 1993]. Aﬁn d’éviter l’étalement urbain, ce plan
prévoit d’augmenter la densité du bâti et de préserver une campagne bocagère
et des espaces agricoles le long des routes aﬁn d’éviter les continuités urbaines.
Ainsi, sans compter les milieux « naturels » déjà protégés, les espaces « naturels »
et agricoles ne sont plus urbanisables et sont désormais destinés à des usages agri-
coles ou de loisirs. À partir de ce plan, les espaces « naturels » sont alors destinés
à séparer les villes satellites les unes des autres et à constituer des connections
biologiques.
– Le SCoT de 2007 part du constat que l’opposition centre-périphérie entre Rennes
et le reste du territoire n’a plus lieu d’être, et que le territoire de Rennes Métro-
pole est trop étroit pour un plan d’urbanisme intercommunal. C’est à l’échelle
de l’aire urbaine de Rennes au minimum que le projet d’aménagement et de pré-
servation du territoire doit être mené, en concertation avec les communes qui
composent ce territoire. Le SCoT met en évidence les espaces menacés par l’ur-
banisation, les POS (Plan d’Occupation des Sols) les communes permettant un
doublement des surfaces urbanisées.
Ainsi, contrainte par ses plans d’urbanisme successifs, Rennes métropole a connu un
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mode de croissance naturelle le long des radiales et à partir des autoroutes ou rocades.
Le schéma d’organisation territorial actuel est basé sur une alternance ville/campagne
avec un noyau urbain central et des noyaux urbains secondaires qui l’entourent, ces
noyaux étant séparés par une « ceinture verte » principale (entre Rennes et les villes sa-
tellite) et des « ceintures vertes » secondaires (entre les villes satellite elles-mêmes) aﬁn
d’éviter le développement de banlieues. Ces ceintures vertes qui sont censées séparer
ville et campagne, sont se sont maintenues depuis une vingtaine d’années. Toutefois, au
regard de l’étendue actuelle de l’urbanisation sur le territoire de la métropole (bâti et
infrastructures associées), la réalité de la ceinture verte est remise en cause : on observe
aujourd’hui davantage d’une alternance entre espaces bâtis et non bâtis, séparés par
des coupures vertes. Ce schéma d’organisation répond au modèle de ville-archipel.
9.1.3 Les changements d’occupation des sols des vingt der-
nières années
Cette croissance urbaine a entraîné de profonds changements dans l’espace périur-
bain, qui a été aﬀecté par des mutations brusques d’usage des sols (passage de terres
cultivées à des surfaces artiﬁcialisées), mais aussi par des modiﬁcations des surfaces qui
ont conservé leur mode d’occupation des sols (changement de gestion des terres agri-
coles par exemple). L’extension urbaine récente a été mise en évidence sur l’ensemble de
la métropole rennaise à partir d’images satellitales à haute résolution spatiale dans le
cadre du programme de recherche ECORURB [Aguejdad 2009, Aguejdad et al. 2006].
L’évolution de l’occupation des sols a été cartographiée à partir du traitement de cinq
scènes satellitales à haute résolution spatiale (Quatre scènes Landsat et une scène
IRS-LISS), réparties régulièrement tous les cinq ans de 1984 à 2005. L’objectif recher-
ché était de montrer l’extension urbaine, tout en déterminant les grandes catégories
d’occupation des sols au détriment desquelles elle s’était produite.
Sur un plan méthodologique, les images ont été classées selon une approche orientée-
objet avec le logiciel eCognition. La méthodologie rapportée ici a été décrite dans
[Aguejdad 2009]. Les images ont été segmentées en objets homogènes à deux niveaux
hiérarchiquement emboîtés (Niveaux 1 plus grossier et niveau 2 plus ﬁn). Ensuite les
images segmentées ont été classées diﬀéremment à chaque niveau de segmentation : les
objets de l’image segmentée au niveau 1 ont été aﬀectés de façon supervisée par une
classiﬁcation « au plus proche voisin » (Nearest Neighbour) selon une nomenclature
en deux classes (« Tache urbaine » et « Non tache urbaine »). Une fois évalués, les
résultats de cette classiﬁcation ont été et améliorés par des corrections eﬀectuées par
photointerprétation assistée par ordinateur à partir de données de référence. Une fois
validés, les résultats de ce premier niveau de classiﬁcation ont été utilisés comme donnée
d’entrée pour déﬁnir les règles de classiﬁcation des objets de l’image segmentée au
niveau 2 selon une nomenclature en 8 classes (surfaces bâties ; surfaces boisées « en
ville » ; espaces verts non boisés « en ville » ; surfaces en eau « en ville » ; cultures
« hors ville » ; prairies « hors ville » ; surfaces boisées « hors ville » ; surfaces en eau
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« en ville »). Les objets du niveau 2 ont été classés à partir de paramètres dérivés des
valeurs spectrales (les critères de texture, taille, forme et de relations de voisinage,
non discriminants, n’ont pas été retenus). Les objets du niveau 2 ont été reclassés
avec une classiﬁcation supervisée basée sur la logique ﬂoue et utilisant des fonctions
d’appartenance déterminées à partir d’une connaissance expert. Les résultats de la
classiﬁcation des objets de niveau 2 ont été évalués et améliorés par des corrections
eﬀectuées par photo-interprétation assistée par ordinateur à partir des données de
référence. Les cinq classiﬁcations (une pour chaque date) ont été validées à l’aide
des données de référence. Enﬁn, une postclassiﬁcation a été eﬀectuée sur les images
classées à l’aide d’un SIG aﬁn d’extraire les informations relatives aux changements
intervenus d’une classe d’occupation du sol à une autre. L’évaluation des résultats des
classiﬁcations ﬁnales a montré une très bonne précision, avec un indice de Kappa moyen
de 97 %, variant, selon les classes, cet indice prenant en compte les sous-estimations
et les surestimations.
Cette méthode a permis de mettre en évidence l’évolution de la tache urbaine sur
l’ensemble d’une métropole, avec une précision d’un hectare environ, et cela sur deux
décennies (Figure 9.4). Ainsi les résultats ont mis en évidence que l’artiﬁcialisation
des terres a été très marquée au cours de ces vingt dernières années, la tache urbaine
ayant progressé d’environ 67 % de 1984 à 2005, soit une moyenne de 190 ha par an,
ou un peu plus d’un 1 ha tous les deux jours. Cependant, la croissance urbaine a été
irrégulière, tant sur le plan temporel que spatial : très forte pendant la période 1990–
1995, elle a été suivie d’une accalmie jusqu’en 2000, puis d’une reprise à la hausse ; elle
a été essentiellement concentrée sur le Sud de Rennes Métropole, le long des principaux
axes routiers, et à une distance du centre ville comprise entre 3 et 15 km.
La commune de Rennes et le Noyau Urbain Rennais sont fortement artiﬁcialisées,
en particulier la commune de Rennes dont les surfaces bâties représentent environ
70 % de la superﬁcie communale totale, contre 47 % pour le Noyau Urbain Rennais.
Cela s’explique par les politiques d’urbanisation qui ont permis de contenir l’urba-
nisation à l’intérieur de la rocade par des opérations de réhabilitation urbaine et de
densiﬁcation de l’espace communal. Toutefois, Rennes Métropole, malgré l’urbanisa-
tion croissante de son territoire, reste un espace majoritairement à dominante agricole
ou « naturelle » : en 2005, 82 % du territoire est encore non urbanisé contre 18 % d’es-
paces urbanisés, ce qui représente environ 1/6 ème de la superﬁcie globale de Rennes
Métropole [Aguejdad 2009].
L’urbanisation s’est produite surtout au détriment des cultures et des prairies,
la conversion de la classe « Cultures et prairies » vers la classe « Tache urbaine »
représentant approximativement 80 % des changements observés sur la période 1984–
2000. Par contraste, très peu de zones boisées ont été artiﬁcialisées durant la période
d’étude, probablement parce que les surfaces boisées étaient déjà des zones relictuelles
en 1984. Néanmoins, si les forêts et les espaces verts sont quand même en régression
à l’extérieur de la tache urbaine, ils sont en augmentation à l’intérieur de cette tache,
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Figure 9.4 – Évolution des surfaces artiﬁcialisées sur Rennes Métropole
entre 1984 et 2005 (dans [Aguejdad 2009])
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ce qui illustre la politique de maintien d’espaces verts en ville qui est menée depuis
quelques années (Tableau 9.2).
Tableau 9.2 – Évolution des surfaces artiﬁcialisées sur Rennes Métropole
entre 1984 et 2005 (dans [Aguejdad 2009])
1984 1990 1995 2000 2005 2005-1984 
Surfaces boisées TU *  (%) 0.14 0.12 0.13 0.15 0.15 + 9.63 
Surfaces boisées hors TU** (%) 4.46 4.40 4.08 4.07 3.97 - 10.94 
Pelouses et arbustes TU  * (%) 0.35 0.33 0.35 0.46 0.49 + 41.52 
Prairies et cultures hors TU** (%) 82.89 80.63 78.97 77.51 75.46 - 9.97 
*  Inclus dans la tache urbaine  ** Exclues de la tache urbaine
Ce travail a permis de mettre en évidence l’étalement urbain sur Rennes Métropole
depuis une vingtaine d’années tout en montrant que la progression du tissu urbain s’est
eﬀectuée majoritairement au détriment des terres agricoles mais en conservant de plus
en plus d’espaces boisés et herbacés. Toutefois, il présente trois limites :
1. La méthode de classiﬁcation utilisée nécessite de nombreux paramétrages, ce qui
limite sa reproductibilité ;
2. l’extension urbaine n’est pas reconstituée de façon très détaillée, en raison de
la résolution spatiale des données utilisées, les unités cartographiées ayant une
taille minimale de 1 ha. En conséquence, toutes les conversions ou modiﬁcations
intervenues sur des objets ayant une taille inférieure à 1 ha n’ont pas été détectées,
ce qui a entraîné une sous-estimation des changements eﬀectifs et ne permet pas
de qualiﬁer très précisément l’urbanisation (types d’activités, densité de bâti) ;
3. l’étude est limitée à une période récente, des images satellitales à haute résolution
spatiale n’étant pas disponibles avant les années 80.
Or, les enjeux liés à l’extension continue des villes nécessitent d’eﬀectuer un suivi
plus détaillé sur le plan spatial et de reconstituer l’historique des changements sur une
période plus longue.
9.2 Les enjeux d’un suivi détaillé des changements
d’occupation des sols
Parmi les principaux enjeux environnementaux à l’échelle urbaine recensés dans
[Kalil 2010] (cf. chapitre 1 section 1.1), Rennes Métropole est confrontée particulière-
ment à la gestion de la qualité de l’eau et à la gestion des milieux « naturels ».
En termes de qualité de l’air, Rennes Métropole est à l’image des agglomérations
de l’Ouest de la France, qui ont en général un air de meilleure qualité que les autres
agglomérations de la métropole. L’analyse de l’évolution de l’indice ATMO, qui est un
indicateur représentatif de la pollution de l’air sur l’ensemble d’une agglomération et
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repose sur les concentrations de quatre polluants (dioxyde d’azote, particules de type
PM10, ozone, dioxyde de soufre) montre que la qualité de l’air sur l’agglomération
rennaise varie de satisfaisante à très satisfaisante [Airbreizh 2009]. Toutefois, deux
polluants connaissent des dépassements plus ou moins réguliers : Le dioxyde d’azote
dont les concentrations peuvent être problématiques à proximité d’axes de circulation
importants (les stations des Halles situées en plein centre de Rennes atteignent la
valeur limite annuelle et dépassent le seuil d’information) ; des épisodes de pollution
aux particules (PM10) peuvent apparaître en cas d’advection de masses d’air polluées
depuis d’autres régions et/ou lorsque que les conditions météorologiques sont stables et
défavorables à la dispersion des polluants. En outre, l’ozone peut connaître des niveaux
très élevés sur l’ensemble de la région en période estivale, comme ce fut le cas en 2003,
2005 et 2006. Ainsi, si la préservation, voire la restauration de la qualité de l’air est
une préoccupation constante, comme en témoigne le plan climat énergie territorial de
2008 dans lequel Rennes Métropole s’engage à réduire d’au moins 20 % les émissions
de CO2 de son territoire d’ici à 2020, elle ne constitue pas le déﬁ le plus diﬃcile à
relever pour Rennes Métropole.
Il en est de même au niveau de la gestion des déchets et de l’énergie. Les habitants
de Rennes Métropole produisent en moyenne moins d’ordures ménagères que les agglo-
mérations de même taille [Airbreizh 2009]. En outre, même si l’on note une stabilisation
de la quantité totale de déchets collectés hors déchets verts en 2008 ainsi qu’une baisse
de 5,4 % du tonnage collecté par habitant (470 kg/habitant contre 497 kg/hab en 2007),
la collecte et le traitement des déchets atteint un niveau élevé à Rennes Métropole. En
matière d’énergie, les habitants de Rennes Métropole émettent en moyenne 5 tonnes
de CO2 par an, les émissions de CO2 par habitant étant plus importantes dans les
communes périphériques qu’à Rennes. La réduction de cette consommation d’énergie
est inscrite dans le plan climat énergie territorial mentionné plus haut. Ce plan prévoit
notamment l’amélioration de l’isolation des habitations anciennes et la réduction de
l’usage des véhicules individuels à travers le développement des transports collectifs et
des modes de déplacements dits « doux ».
En revanche, la gestion de la qualité de l’eau apparaît comme un enjeu majeur pour
Rennes Métropole. Toute l’agglomération reçoit une eau potable. Toutefois, au cours
des années 2007 et 2008, environ 90 % de la population de Rennes Métropole a utilisé
une eau contenant en moyenne plus de 25 mg/l de nitrates, qui est le taux recommandé
par l’organisation mondiale de la santé (Figure 9.5). Une des conséquences directes est
l’augmentation du prix de l’assainissement sur Rennes Métropole pour soutenir l’eﬀort
de modernisation du parc. Assurer la production régulière d’une eau de qualité (tant au
niveau des nitrates que des pesticides) reste un déﬁ à relever pour Rennes Métropole. À
ce niveau, les facteurs de contrôle sont de deux ordres : le suivi des pratiques agricoles
(Rennes étant une ville qui n’a pas de tradition industrielle ancienne, l’origine des
pollutions est essentiellement agricole), et le suivi de l’artiﬁcialisation des terres qui
accélère le ruissellement de surface et le transfert des eaux contaminées vers les cours
d’eau.
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NO3moy<=10 10<NO3moy<=25 25<NO3moy<=40 NO3moy > 40mg/l
Figure 9.5 – Exposition de la population de Rennes Métropole aux diﬀé-
rentes classes de teneurs moyennes de nitrates (DDASS, AUDIAR, dans
[AUDIAR 2009b])
Enﬁn, la gestion des milieux apparaît aussi comme un des enjeux majeur pour
Rennes Métropole.
Nous avons vu précédemment que le paysage rural du Pays de Rennes présente une
alternance de secteurs de ville et de campagne, selon un schéma de ville archipel. Si la
campagne domine encore largement le Pays de Rennes, avec environ 90 % des espaces
sont considérés comme « agronaturels », ce paysage rural est soumis à de nombreux
changements en raison de la péri-urbanisation résidentielle et de l’extension des acti-
vités économiques non agricoles, particulièrement visibles dans la première couronne
d’urbanisation [Aguejdad 2009]. Ce paysage qui s’artiﬁcialise progressivement, appa-
raît aujourd’hui multifonctionnels, mêlant activités agricoles et non agricoles (tertiaires,
artisanales, industrielles, commerciales), habitat et loisirs.
Ainsi, si le territoire du pays de Rennes dispose de nombreux milieux naturels ils
apparaissent fragilisés, voire menacés. Un total de 429 sites présentant un intérêt écolo-
gique (MNIE, ZNIEFF, ENS, Natura 2000) ont été recensés, ce qui représente environ
10 % de la superﬁcie du Pays de Rennes [DIREN 2007]. Ils comprennent surtout des
zones boisées et dans une moindre mesure des zones humides, des étangs et des zones
bocagères préservées. Très peu d’habitats et d’espèces naturels remarquables ont été
inventoriés, mais la plupart des sites abritent des cortèges ﬂoristiques remarquables
au rang départemental. On remarque que ces sites sont situés majoritairement dans
le Nord-Est du territoire (Figure 9.6) et que certaines parties du territoire, notam-
ment au sud-est, en sont largement dépourvues. En outre, de nombreuses ruptures et
des rétrécissements des liaisons biologiques dus au développement des infrastructures
routières et du bâti ont été identiﬁés. À l’échelle de Rennes Métropole, le réseau des
vallées (Vilaine, Meu, Seiche, etc...) forme l’armature des « milieux naturels »S˙eule la
forêt de Rennes au Nord-Est constitue une grande zone « source » (Figure 9.7). Les
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grandes voies de communication forment une rupture très nette au niveau des conti-
nuités biologiques. Ainsi, les milieux naturels présents sur Rennes Métropole sont de
petite taille, très fractionnés, souvent isolés, et inégalement répartis sur le territoire.
Ils sont fragilisés et menacés par des pratiques agricoles intensives (arasement de talus
avec des haies boisées, retournement de prairies permanentes...), l’extension urbaine,
et le développement des infrastructures routières et ferroviaires [DIREN 2007].
Le maintien de ce réseau écologique et sa restauration constituent des enjeux im-
portants pour Rennes Métropole, et au-delà pour le pays de Rennes. La ville de Rennes
a mis en oeuvre de nombreux projets d’urbanisme et d’aménagement des espaces verts
pour préserver les espaces existants et à en créer de nouveaux. Ils sont ainsi passé de
60 ha en 1966 à 780 ha en 1997 et représentent actuellement 15 % du territoire de
l’agglomération. L’élaboration du SCoT de 2006 a permis d’établir un état de lieux sur
les milieux naturels et les connections biologiques sur le territoire de Rennes Métro-
pole, tout en mettant en évidence les enjeux pour l’élaboration du réseau écologique de
ce territoire [AUDIAR 2006]. Ainsi, l’enjeu majeur déﬁni dans le SCoT est d’éviter le
fractionnement du territoire par les infrastructures routières et par l’extension urbaine
et de structurer l’espace pour organiser les continuités biologiques et préserver la bio-
diversité. Le SCOT comporte des prescriptions fortes aﬁn de contenir l’urbanisation et
éviter les conurbations ou le mitage des espaces ruraux. Il préconise de protéger non
seulement les espaces sources, mais aussi les espaces qui assurent la continuité entre
les milieux (Figure 9.8).
Au-delà de la démarche qui vise à inclure de « la nature dans la ville », Rennes mé-
tropole souhaite se situer dans une perspective plus vaste et penser désormais « la ville
dans la nature » [AUDIAR 2008], aﬁn de maintenir la biodiversité et le bon fonction-
nement des écosystèmes, de répondre aux aspirations des citadins qui veulent disposer
d’espaces d’agréments, de lieux de promenades et de pratiques sportives, de jardins
familiaux... , et de valoriser l’espace urbain en améliorant le confort et le cadre de vie.
Ce changement de concept induit d’aborder la question à plusieurs échelles et sous
de multiples dimensions [AUDIAR 2008] : À l’échelle de la ville-archipel, il est recom-
mandé de s’appuyer sur l’armature écologique des grands milieux « naturels » constitué
par le réseau des cours d’eau et des vallées et relayé par les boisements et le bocage,
aﬁn d’assurer la continuité des liaisons vertes intercommunales. Pour cela, il est né-
cessaire d’étoﬀer ou de recréer les liaisons vertes et bleues qui connectent entre eux
les forêts et les milieux naturels et qui sont composées de chemins bordés de haies,
bordures de voies ferrée, talus, fossés, cours d’eau, zones humides... À l’échelle com-
munale, il faut décliner la trame paysagère en s’appuyant sur les composantes du site.
Cela passe par l’inventaire du potentiel de la commune en termes de milieux natu-
rels (corridors biologiques, parcs, jardins, espaces verts, friches, délaissés, chemins), la
mise en réseaux de ces milieux (reconquête dans les zones habitées, renforcement des
réseaux vert et bleu) et leur inscription dans un projet communal à long terme (PLU,
plans de gestion diﬀérenciée, ...). À l’échelle du quartier, le végétal doit devenir une
partie intégrante et donner une identité à l’urbain par sa nature, sa structure et ses
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Figure 9.6 – L’armature écologique du pays de Rennes (dans
[AUDIAR 2008]).
Figure 9.7 – Place des espaces « naturels » et agricoles sur le territoire de
Rennes Métropole (dans [AUDIAR 2006]) 203
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Figure 9.8 – Extrait du SCoT de Rennes Métropole (dans [AUDIAR 2006])
fonctions (bio-climatiques, gestion de l’eau, de l’air, du sol...). À cette échelle peuvent
être envisagées la réhabilitation de friches urbaines, d’espaces délaissés, l’utilisation
d’éléments naturels existants (jardins, arbres isolés, haies, fossés...), la remise en état
de berges, ou de voiries. Enﬁn à l’échelle des îlots et des parcelles, il apparaît pertinent
de recréer des espaces verts accessibles en cherchant à concentrer les fonctions sur un
même espace, et de changer les pratiques eﬀectuées sur les espaces verts, qu’ils soient
publics ou privés, par la diminution de l’usage des pesticides par exemple.
Ainsi, aﬁn de faire face à ces enjeux et s’engager dans une démarche de restauration
de la qualité de l’eau et une meilleure gestion des milieux naturels, il est nécessaire d’ap-
préhender les changements d’usage des sols sur Rennes Métropole à plusieurs échelles.
La mise en évidence de l’artiﬁcialisation des sols au cours des vingt dernières années a
été eﬀectuée à l’échelle de la Métropole à une échelle assez grossière [Aguejdad 2009].
En revanche, nous n’avons que des connaissances partielles et imprécises sur l’occupa-
tion des sols à une échelle ﬁne et sur son évolution temporelle. Or, un des objectifs
du programme ANR « Villes Durables » pour le projet « Évaluation des trames vertes
urbaines et élaboration de référentiels : une infrastructure entre esthétique et écologie
pour une nouvelle urbanité » est de contribuer à l’élaboration de référentiels utilisables
par les opérateurs et les collectivités. Pour répondre à cet objectif, il est nécessaire de
produire des cartographies à une échelle ﬁne des milieux « naturels » et de leur évolu-
tion dans la ville et en milieu péri-urbain, à l’interface ville-campagne. L’objectif déﬁni
ici est donc d’évaluer les méthodes développées dans la deuxième partie de la thèse
aﬁn de savoir si elles sont adaptées pour déﬁnir ﬁnement les changements d’occupation
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du sol intervenus sur la métropole de Rennes dans un premier temps, puis sur d’autres
agglomérations. Les méthodes développées sont évaluées ici dans la zone périurbaine
de Rennes, à partir de deux photographies aériennes.
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10.1 Sites d’étude et données
Dans le cadre de cette étude, deux sites ont été déﬁnis dans le secteur périurbain
de Rennes (Figure 10.1). Le premier est localisé à l’Est, sur la commune de Cesson-
Sévigné, et le second au Nord-Ouest, sur la commune de Saint-Grégoire. Chacun de
ces sites correspond à une surface de 4 km2. Ils sont composés de paysages mixtes,
puisqu’ils se situent à la lisière des milieux urbain et rural. Ces deux sites ont connu
une progression du bâti à travers la création de lotissements formés essentiellement
de maisons individuelle avec jardins, et des modiﬁcations de leur parcellaire agricole
(agrandissement d’une partie des parcelles et arasement d’une partie des haies boisées
avec leurs talus). Toutefois, leur évolution se distingue par le fait que ces changements
se sont accompagnés de l’apparition d’une infrastructure routière importante et de
l’extension ou de l’apparition de bâtiments à usage commerciale ou artisanal sur le site
de Saint-Grégoire, alors que le site de Cesson en est toujours dépourvu.
Aﬁn de représenter correctement les changements d’occupation du sol pour l’analyse
de la trame verte en ville, six classes d’occupation du sol ont été déﬁnies en collabo-
ration avec les écologues du projet de l’ANR « Évaluation des trames vertes urbaines
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0 5 km
Zone 1
Zone 2
Figure 10.1 – Présentation des sites d’étude
et élaboration de référentiels : une infrastructure entre esthétique et écologie pour une
nouvelle urbanité » : « Bâti », « Voirie » (route et infrastructures associées), « Surfaces
boisées », « Surfaces avec végétation rase » (cultures, pelouses, friches), « Sol nu » (par-
celles agricoles sans couvert végétal, chantiers) et « Eau ». Dans la mesure du possible,
les cultures seront dissociées des pelouses et des friches. Cette nomenclature a été éla-
borée pour répondre aux besoins des écologues, mais en tenant compte des résolutions
spectrale et spatiale des données utilisées, ainsi que de leur fréquence d’acquisition.
Les images utilisées sont des photographies aériennes noir et blanc de 1978 et 2001.
Les images ont été géoréférencées dans le système de projection Lambert 2 étendu
et une interpolation bicubique a été appliquée pour restituer une résolution spatiale
commune ﬁxée à 2 mètres.
Enﬁn, les classiﬁcations ont été validées à l’aide de photo-interprétations eﬀectuées
à partir des photographies aériennes, conﬁrmées pour 1978 par des cartographies an-
ciennes [Guéguan-Roué 1994] et pour 2001 par une image satellitale ASTER de 2000
traitée dans le cadre du programme de recherche PUCA [Aguejdad et al. 2008]. Les
images ont été géoréférencées dans le système de projection Lambert 2 étendu et une
interpolation bicubique a été appliquée pour restituer une résolution spatiale commune
ﬁxée à 2 mètres.
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Dans cette partie, la méthode de segmentation présentée dans le chapitre 5 a été
appliquée aux images de 1978 et 2001 de la ﬁgure 10.1. La segmentation a été eﬀectuée
à l’aide d’une transformée en ondelettes comprenant deux niveaux de décomposition.
Les résultats pour les images de 1978 et 2001 sont présentés aux ﬁgures 10.2 et
10.3. Les ﬁgures 10.2(a) et 10.2(c) correspondant à 1978 (respectivement 10.3(a) et
10.3(c)) montrent les segmentations initiales des images à partir de la LPE alors que les
images 10.2.(b) et 10.2(d) (respectivement 10.3(a) et 10.3(c)) illustrent les résultats
après les agrégations des petits et des grands objets pour les images de 1978 et 2001.
Notons ici que les résultats ont été post-traités à partir d’une opération d’agrégation de
petits objets partageant une bordure commune supérieure à 80 % et dont la distance
d(Ra, Rb) est inférieure à 0.2 (cf. chapitre 5).
Les images segmentées par LPE comportent un très grand nombre d’objets (∼ 104)
(Tableau 10.1). Les opérations d’agrégation réduisent considérablement ce nombre car
il a été divisé par 16 en moyenne. Visuellement, les résultats issus de la segmentation
sont cohérents avec les diﬀérents éléments qui composent l’image. En ce qui concerne
le milieu urbain, la segmentation extrait particulièrement bien les routes et les îlots
bâtis alors que les parcelles agricoles et une partie du linéaire boisé sont correctement
représentées en milieu rural.
Tableau 10.1 –Nombre d’objets segmentés par la LPE et la méthode dévelop-
pée. En moyenne, le nombre d’objets a été divisé par 16 avec la méthode développée
Zone 1 Zone 2 Zone 1 Zone 2
1978 1978 2001 2001
LPE 10444 9616 13221 12418
Méthode développée 784 941 571 719
Aﬁn de valider quantitativement les résultats, des segmentations de validation ont
été réalisées manuellement par photo-interprétation sur quatre zones représentatives à
la fois du milieu urbain et rural. Celles-ci comportent un ensemble d’îlots résidentiels
(zone « Urbain 1 ») et un échangeur autoroutier (zone « Urbain 2 ») pour le milieu
urbain, des parcelles agricoles et des linéaires boisés (zones « Rural 1 » et « Rural
2 ») pour le milieu agricole. Les zones sélectionnées sont présentées sur la ﬁgure 10.4
(colonne de gauche), les segmentations de validation sur la ﬁgure 10.4 (colonne centrale)
et les résultats issus de la méthode de segmentation sur la ﬁgure 10.4 (colonne de
droite). La méthode d’Ortiz et Oliver [Ortiz & Oliver 2006] a été utilisée pour comparer
les segmentations (cf. chapitre 5). Les résultats de la validation sont présentés au
tableau 10.2. L’indice CG, qui représente la cohérence générale des segmentations (cf.
chapitre 5 section 5.2.5), varie entre 48 % et 87 %. Le milieu agricole est globalement
mieux segmenté avec, respectivement pour les zones « Rura 1 » et « Rural 2 », 86.83 %
et 61.99 % contre 48.52 % et 78.80 % pour « Urbain 1 » et « Urbain 2 ». Les zones
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(a) (b)
(b) (d)
Figure 10.2 – Segmentation des images de 1978 sur les zones 1 (Cesson-
Sévigné) et 2 (Saint-Grégoire). (a) : Segmentation par LPE de la zone 1 ; (b) :
Segmentation avec la méthode développée de la zone 1 ; (c) : Segmentation par LPE
de la zone 2 ; (d) : Segmentation avec la méthode développée de la zone 2
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(a) (b)
(c) (d)
Figure 10.3 – Segmentation des images de 2001 sur les zones 1 (Cesson-
Sévigné) et 2 (Saint-Grégoire). (a) : Segmentation par LPE de la zone 1 ; (b) :
Segmentation avec la méthode développée de la zone 1 ; (c) : Segmentation par LPE
de la zone 2 ; (d) : Segmentation avec la méthode développée de la zone 2
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agricoles ont l’avantage d’être peu sur-segmentées (OS = 10.26% pour « Rural 1 »
et OS = 43.48 % pour « Rural 2 ») et peu sous-segmentées (US = 4.33 % pour
« Rural 1 » et OS = 29.58 % pour « Rural 2 »). Le milieu urbain, plus complexe,
aﬃche des résultats plus nuancés. En eﬀet, les images sont globalement sur-segmentées
(OS = 81.81 % pour « Urbain 1 » et OS = 60.84 % pour « Urbain 2 »). La zone
« Urbain 1 » présente aussi une sous-segmentation assez élevée (US = 44.52 %), ce qui
explique une certaine incohérence dans le résultat de la segmentation (CG = 48.52 %).
Bien que les résultats des segmentations automatiques restent diﬀérents des segmen-
tations manuelles, nous admettons qu’ils sont suﬃsamment cohérents et représentatifs
des diﬀérents objets géographiques qui structurent l’image pour être conservés dans la
suite des traitements. Les segmentations des images de 1978 et 2001 sont ainsi utilisées
dans la méthode de détection de changement « image-à-image » développée dans la
section 10.4.1.
Tableau 10.2 – Validation des segmentations selon la méthode de Ortiz et
Oliver [Ortiz & Oliver 2006]. CG : indice de cohérence générale ; OS : indice de
sur-segmentation ; US : indice de sous-segmentation
Rural 1 Rural 2 Urbain 1 Urbain 2
CG 86.83 61.99 48.52 78.80
OS 10.26 43.48 81.81 60.84
US 4.33 29.58 44.52 10.57
10.3 Classiﬁcation
La ﬁgure 10.5 présente les distributions des coeﬃcients dans les diﬀérentes compo-
santes issues de la transformée en ondelettes. Rappelons que l’image « basse résolution
» fournit l’information relative aux luminances des objets. À partir de celle-ci, on re-
marque une forte séparabilité entre certaines classes comme l’eau et les sols nus, ou
les prairies et la voirie. Néanmoins, la distinction entre les autres classes est moins
évidente. Les distributions des classes se chevauchent, l’eau se confond avec les prai-
ries, les sols nus s’apparentent à la voirie, tandis que le bâti s’étale sur l’ensemble des
valeurs de luminance (entre 0 et 210). Si l’on s’intéresse aux composantes de détails, on
remarque que certaines classes présentent des propriétés diﬀérentes en fonction de la
direction d’analyse considérée (horizontale, verticale et diagonale). La classe « Bâti »
se distingue de toutes les autres classes : ses distributions restent aplaties et ses coeﬃ-
cients s’étalent sur un grand nombre de valeurs. Sa texture se caractérise ainsi par des
variations de contraste très prononcées dans les trois directions d’analyse. À l’inverse,
le sol nu a des distributions très piquées. En ce qui concerne les distributions de la
classe « Voirie », elles sont similaires à celles des classes « Eau » et « Surfaces avec
végétation rase » dans les directions horizontales et diagonales. En revanche, dans la
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 10.4 – Validation des segmentations. Colonne de gauche : localisation des
zone de validation ; colonne centrale : segmentations manuelles (validation) ; colonne
de droite : segmentations produites par la méthode développées
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direction verticale, la distribution est très aplatie et distingue les textures des autres
classes. Cette particularité est due à l’étape de réorientation des objets qui redresse
verticalement chaque objet selon l’orientation dominante de sa texture. Dans le cas de
la voirie, les bords des routes constituent des variations importantes et ces contrastes
la caractérisent comme une texture anisotrope. Les distributions des classes « Eau » et
« Surfaces avec végétation rase » restent très similaires. Enﬁn, la texture de la classe
« Surfaces boisées » se caractérise par des variations de contraste modérées qui la dis-
tinguent à la fois du bâti et des autres classes.
Les ﬁgures 10.6(a-b) et 10.7(a-b) présentent les classiﬁcations obtenues en 1978 et
2001 pour les deux sites d’étude. La segmentation met en évidence à la fois des struc-
tures linéaires telles que les routes et les haies boisées et des surfaces plus compactes
comme les parcelles agricoles et les îlots bâtis.
De manière générale, les résultats sont très satisfaisants avec un indice G > 0.9 et
un indice K > 0.88 (Tableau 10.3). Cependant, des erreurs récurrentes sur le classiﬁ-
cations aux deux dates subsistent. Les confusions entre les classes « Voirie » et « Bâti »
s’expliquent par des erreurs de segmentation. Les objets sont très diﬀérents de par leurs
caractéristiques, on en conclut que certaines portions de routes n’ont pas été correc-
tement identiﬁées dans l’étape de segmentation et ont été agrégées par erreur à des
surfaces bâties. À l’inverse, les confusions entre les classes « Voirie » et les « Sols nus »
sont dues à des caractéristiques communes des objets.
Malgré ces quelques erreurs résiduelles, la caractérisation des objets à partir d’in-
formations de texture et luminance est particulièrement adaptée pour discriminer cor-
rectement la majorité des types d’occupation du sol considérés dans cette étude. Les
diﬀérentes composantes issues de la transformée d’ondelettes fournissent des informa-
tions tout à fait exploitables pour la classiﬁcation de l’occupation des sols à partir
d’images à THRS.
10.4 Détection de changements
10.4.1 Détection de changements à partir d’une méthode
« image-à-image »
L’application de la détection de changement selon une approche « image-à-image »
utilise les objets issus des segmentations réalisées dans la section 10.2. Ces objets
sont préalablement réorientés selon leur orientation de texture dominante, puis on
extrait leurs caractéristiques de texture et de luminance à partir d’une décomposition
en ondelettes en deux niveaux. Enﬁn, la liste des couples d’objets à comparer est
réalisée en croisant les segmentations de 1978 et 2001 et la méthode de mesure du
changement est présentée dans le chapitre 8.
La classiﬁcation des changements est réalisée à partir d’un arbre de classiﬁcation.
En ce qui concerne l’étape d’apprentissage, 6 classes d’occupation du sol pour les images
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Figure 10.5 – Signatures de luminance et de texture des 6 classes d’occupa-
tion du sol
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Figure 10.6 – Classiﬁcation du site d’étude 1 (Cesson-Sévigné) en 1978 et
2001. (a) : classiﬁcation en 6 classes de 1978 ; (b) : classiﬁcation en 6 classes de 2001
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Figure 10.7 – Classiﬁcation du site d’étude 2 (Saint-Grégoire) en 1978 et
2001. (a) : classiﬁcation en 5 classes de 1978 ; (b) : classiﬁcation en 5 classes de 2001
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Tableau 10.3 – Matrices de confusion des classiﬁcations à t1 et t2
Ba Sol Nu
Surfaces 
boisées
Surf. avec 
vég. rase Voirie Total
Ba 11694 0 256 0 122 12072
Sol Nu 0 19095 0 810 474 20379
Surfaces 
boisées 199 0 24529 470 0 25198
Surf. avec 
vég. rase 0 258 135 25780 329 26502
Voirie 2154 485 0 98 9360 12097
Total 14047 19838 24920 27158 10285 96248
Classes de référence
Classes 
affectées
(a) : Classiﬁcation zone 1, 1978 (G = 0.93 ; K = 0.92)
Ba Sol Nu
Surfaces 
boisées
Surf. avec 
vég. rase Voirie Total
Ba 19784 0 502 0 0 20286
Sol Nu 2791 6031 0 0 0 8822
Surfaces 
boisées 0 0 18712 0 0 18712
Surf. avec 
vég. rase 0 1180 0 18005 0 19185
Voirie 0 2921 0 151 13592 16664
Total 22575 10132 19214 18156 13592 83669
Classes de référence
Classes 
affectées
(b) : Classiﬁcation zone 1, 2001 (G = 0.90 ; K = 0.88)
Bâ Sol Nu
Surfaces 
boisées
Surf. avec 
vég. rase Voirie Total
Bâ 5204 0 0 13 149 5366
Sol Nu 478 5717 0 0 1 6196
Surfaces 
boisées 314 1 2927 183 0 3425
Surf. avec 
vég. rase 0 0 1 10316 0 10317
Voirie 50 128 3 4681 4862
Total 6046 5846 2931 10512 4831 30166
Classes de référence
Classes 
affectées
(c) : Classiﬁcation zone 2, 1978 (G = 0.95 ; K = 0.94)
Ba Sol Nu
Surfaces 
boisées
Surf. avec 
vég. rase Voirie Total
Ba 5412 0 25 0 169 5606
Sol Nu 0 13422 1 0 0 13423
Surfaces 
boisées 257 0 4587 268 0 5112
Surf. avec 
vég. rase 0 0 142 8905 0 9047
Voirie 1137 1 0 0 1816 2954
Total 6806 13423 4755 9173 1985 36142
Classes 
affectées
Classes de référence
(d) : Classiﬁcation zone 1, 2001 (G = 0.94 ; K = 0.92)
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de 1978 (« Bâti » ; « Voirie » ; « Prairie » ; « Culture » ; « Forêt » ; « Sol nu ») et 5
classes d’occupation du sol pour les données de 2001 (« Bâti » ; « Voirie » ; « Prairie » ;
« Forêt » ; « Sol nu ») ont été déﬁnies. Un ensemble de 10 échantillons a été sélectionné
pour chaque classe. Aﬁn d’obtenir un nombre suﬃsant de mesures de changement, les
transitions d’un état d’occupation sol vers un autre ont été simulées en comparant les
diﬀérents échantillons entre eux : il en résulte un ensemble de 30 types de transitions
(6× 5 classes), chacun composé de 100 comparaisons (10× 10 échantillons).
Deux classiﬁcations ont été réalisées aﬁn de caractériser les changements. Dans la
première classiﬁcation, l’ensemble des transitions est utilisé pour l’élaboration et la
validation du modèle alors que pour la seconde l’élaboration du modèle est réalisée
sur 30 % des tests et validée sur les 70 % restants. La ﬁgure 10.8 met en relation les
taux d’erreur des deux classiﬁcations avec le nombre de noeuds terminaux de l’arbre.
Alors que le taux d’erreur de la première classiﬁcation diminue constamment, le taux
d’erreur de la seconde classiﬁcation se stabilise à environ 30 %.
On sélectionne alors un arbre composé de 199 noeuds pour la classiﬁcation des
changements entre les images de 1978 et 2001. Le taux d’erreur étant élevé, on pro-
cède à un regroupement en 4 classes aﬁn de mettre en évidence l’artiﬁcialisation des
sols. Celles comportent deux classes de « non-changement », représentant les surfaces
qui sont restées artiﬁcielles et non-artiﬁcielles entre 1978 et 2001, et deux classes de
« changements » qui représentent l’artiﬁcialisation et la « désartiﬁcialisation » des sols
entre 1978 et 2001. Les résultats des regroupements de classes sont présentés sur la
ﬁgure 10.9.
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Figure 10.8 – Évolution du taux d’erreur de la classiﬁcation par arbres de
décision. En bleu : taux d’erreur de la classiﬁcation élaborée à partir de l’ensemble
des tests ; en rouge, le taux d’erreur de la classiﬁcation élaborée à partir de 30 % des
tests
Ces résultats mettent globalement en évidence les zones de non-changement qu’elles
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soient urbaines ou rurales. Les zones d’artiﬁcialisation sont cohérentes avec les résul-
tats attendus. On remarque globalement la construction des nouveaux lotissements en
bordure des lotissements existants qui illustre le phénomène d’étalement urbain.
En revanche, on observe des confusions entre les classes de non-changement (« Ru-
ral→ Rural » et « Urbain→ Urbain ») ce qui conduit à un mitage des zones urbanisées.
De plus, les zones de « désartiﬁcialisation »(« Urbain→ Rural »), phénomène peu pro-
bable, occupent une place non négligeable sur les cartes de changement.
Ces résultats ont été quantiﬁé statistiquement à partir d’images de référence repré-
sentant la totalité des deux sites d’études (Figures 10.9(a) et 10.9(c)). Ces données de
validation ont été réalisées par photo-interprétation et comportent les mêmes classes
que les cartes de changement.
Les matrices de transitions calculées à partir de ces données présentent des indicesG
variant de 0.58 à 0.73 et des indices K variant de 0.36 à 0.50. Les valeurs de ces indices,
globalement inférieures à celles que l’on peut retrouver dans la littérature, s’expliquent
en partie par les données de validation qui couvrent la totalité des images. Ainsi, cette
validation prend en compte toutes les subtilités de l’image telles que les structures
ﬁliformes des classes et la fragmentation du paysage, particulièrement complexe dans
les images à THRS. Une telle variété de l’image de référence est rarement présentée
dans la littérature et si nous réduisons la validation à une sélection de zones homogènes
(comme cela est couramment réalisée), les résultats seraient améliorés.
Néanmoins, il convient de noter que les indices de validation sont représentatifs du
manque de précision des changements détectés.
Bien que les résultats présentent une certaine cohérence, ils restent insuﬃsants
en vue d’une cartographie détaillée. En pratique, pour répondre à un problème de
détection de changement précis, il est nécessaire d’avoir un bon a priori sur le type de
sols que l’on est susceptible de rencontrer, en fonction du milieu analysé. Ainsi, nous
avons entrepris de détecter les changements par post-classiﬁcation , en exploitant les
résultats de la section 10.3. C’est l’objet de la section suivante.
10.4.2 Détection de changements à partir d’une méthode par
post-classiﬁcation
Les classiﬁcations réalisées dans la section 10.3 ont été utilisées aﬁn de produire
une classiﬁcation des changements en quatre classes et d’être comparables avec les
cartes de changements réalisées dans la section 10.4.1. Les résultats sont présentés sur
la ﬁgure 10.10(b) pour le site d’étude 1 et la ﬁgure 10.10(d) pour la site d’étude 2.
Ils mettent principalement en évidence la création des lotissements accolés aux bourgs
de Cesson-Sévigné et de Saint-Grégoire. Dans le cas de la zone 2, on remarque aussi
que l’apparition des branches du boulevard périphérique dans les directions Nord-Sud
et Est-Ouest est correctement identiﬁée. La classe « Désartiﬁcialisation des sols » qui
reste très minoritaire dans les deux cas de ﬁgure, représente une transition d’une surface
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Figure 10.9 – Détection de changement à partir de la méthode « image-
à-image ». (a) : vérité terrain du site d’étude 1 (Cesson-Sévigné) ; (b) : carte de
changement en 4 classes sur le site d’étude 1 (Cesson-Sévigné) ; (c) : vérité terrain
du site d’étude 2 (Saint-Grégoire) ; (d) : carte de changement en 4 classes sur le site
d’étude 2 (Saint-Grégoire)
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Tableau 10.4 – Matrices de confusion pour la détection de changement à
partir de la méthode « image-à-image »
Urbain-Rural Rural-Urbain Urbain-Rural Rural-Urbain
Urbain-Rural 906977 181010 10344 40895 1139226
Rural-Urbain 347076 1134640 15406 265274 1762396
Urbain-Rural 89166 93835 1602 23245 207848
Rural-Urbain 93238 232722 6635 705683 1038278
1436457 1642207 33987 1035097 4147748
Classes de référence
Classes 
affectées
Pas de changement Changement
Pas de 
changement
Changement
Total
Total
(a) : matrice de transitions, zone 1 (G = 0.58 ; K = 0.36)
Pas de 
changement Changement Total
Pas de 
changement
2569703 331919 2901622
Changement 508961 737165 1246126
Total 3078664 1069084 4147748
Classes de référence
Classes 
affectées
(b) : matrice de changements, zone 1 (G = 0.73 ; K = 0.36)
Urbain-Rural Rural-Urbain Urbain-Rural Rural-Urbain
Urbain-Rural 469545 238306 9133 120779 837763
Rural-Urbain 330318 1272759 18449 331765 1953291
Urbain-Rural 78973 103821 6325 45061 234180
Rural-Urbain 115363 345543 5477 647229 1113612
994199 1960429 39384 1144834 4138846
Classes 
affectées
Pas de 
changement
Changement
Classes de référence
Pas de changement Changement
Total
Total
(c) : matrice de transitions, zone 2 (G = 0.66 ; K = 0.50)
Pas de 
changement Changement Total
Pas de 
changement
2310928 480126 2791054
Changement 643700 704092 1347792
Total 2954628 1184218 4138846
Classes 
affectées
Classes de référence
(d) : matrice de changements, zone 2 (G = 0.80 ; K = 0.50)
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bâtie vers une surface naturelle. Ce type de transition est peu probable [Aguejdad 2009]
et fournit ainsi une information sur la précision des changements détectés.
De manière analogue à la section 10.4.1, une validation quantitative a été réalisée à
partir des cartes de validation (Figures 10.10(a) et 10.10(c)). Les matrices de transition
aﬃchent une précision globale d’environ 75 % et un indice Kappa étant de 63 %
(Tableau 10.5). Les résultats sont globalement homogènes pour les diﬀérents types de
transitions, ce qui met ainsi en évidence une détection satisfaisante que ce soit pour
les zones de changement ou pour les zones de non-changement. Les taux de précisions
sont légèrement inférieurs à ceux des classiﬁcations réalisées précédemment (cf. section
10.3). Cela s’explique principalement par la dépendance des résultats aux classiﬁcations
obtenues date par date (Tableau 10.5).
10.4.3 Comparaison des deux méthodes
Les deux méthodes sont globalement satisfaisantes, puisqu’elles permettent d’ex-
traire de l’ordre de 70 à 80 % des changements. La méthode de détection de chan-
gements « image à image » présente néanmoins des résultats inférieurs (de l’ordre de
10 % pour les transitions) à la méthode par post-classiﬁcation. Ces erreurs peuvent
s’expliquer en partie par un cumul des erreurs lié à l’étape de segmentation développée
dans la section 10.2. De plus, le classiﬁeur (arbres de décisions) n’est probablement pas
le plus approprié dans cette application. La calibration du modèle ne dépassant pas
les 70 % de bonne classiﬁcation (Figure 10.8), il en ressort que les résultats étendus à
l’ensemble des deux images ne peuvent pas être signiﬁcativement plus élevés.
D’un point de vue thématique, les deux cartes de changement illustrent correcte-
ment le phénomène d’étalement urbain car elles mettent en évidence de façon détaillée
le développement des communes à la périphérie de la métropole rennaise. D’après
la ﬁgure 10.11, les surfaces artiﬁcialisées de la commune ont quasiment doublé entre
1978 et 2001. Ce résultat est révélateur de l’ampleur du phénomène. Les études de
[Aguejdad 2009] ont, en eﬀet, démontré que les surfaces artiﬁcialisées, hors noyau ur-
bain, du territoire de la communauté d’agglomération de Rennes ont été multipliées
par deux au cours des années 1984 et 2005. La détection des changements à partir
des images à THRS permet d’apporter des informations complémentaires, d’une part
en permettant de localiser très précisément ces changements, et d’autre part en dé-
terminant les classes au détriment desquelles les conversions d’usage des sols se sont
produites. La méthode mise en oeuvre ici permet de discriminer les conversions d’une
classe d’occupation du sol à une autre des modiﬁcations liées à des changements d’état.
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Figure 10.10 – Détection de changement à partir de la méthode par post-
classiﬁcation. (a) : vérité terrain du site d’étude 1 (Cesson-Sévigné) ; (b) : carte de
changement en 4 classes sur le site d’étude 1 (Cesson-Sévigné) ; (c) : vérité terrain
du site d’étude 2 (Saint-Grégoire) ; (d) : carte de changement en 4 classes sur le site
d’étude 2 (Saint-Grégoire)
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Tableau 10.5 – Matrices de confusion pour la détection de changement à
partir de la méthode par post-classiﬁcation
Urbain-Rural Rural-Urbain Urbain-Rural Rural-Urbain
Urbain-Rural 275537 23558 1572 17832 318499
Rural-Urbain 12861 252818 2545 20487 288711
Urbain-Rural 29562 43708 2961 1447 77678
Rural-Urbain 45621 55198 702 212409 313930
363581 375282 7780 252175 998818
Classes 
affectées
Pas de 
changement
Changement
Total
Classes de référence
Pas de changement Changement
Total
(a) : matrice de transitions, zone 1 (G = 0.75 ; K = 0.63)
Pas de 
changement
Changement Total
Pas de 
changement
564774 42436 607210
Changement 174089 217519 391608
Total 738863 259955 998818
Classes de référence
Classes 
affectées
(b) : matrice de changements, zone 1 (G = 0.78 ; K = 0.52)
Urbain-Rural Rural-Urbain Urbain-Rural Rural-Urbain
Urbain-Rural 175460 14377 3204 20486 213527
Rural-Urbain 12485 353093 1408 28467 395453
Urbain-Rural 33764 44178 4732 3276 85950
Rural-Urbain 25643 62845 541 232903 321932
247352 474493 9885 285132 1016862
Classes de référence
Pas de changement Changement
Total
Classes 
affectées
Pas de 
changement
Changement
Total
(c) : matrice de transitions, zone 2 (G = 0.74 ; K = 0.63)
Pas de 
changement
Changement Total
Pas de 
changement
555415 53565 608980
Changement 166430 241452 407882
Total 721845 295017 1016862
Classes de référence
Classes 
affectées
(d) : matrice de changements, zone 2 (G = 0.78 ; K = 0.52)
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Figure 10.11 – Représentation des classes d’occupation du sol en 1978 et
2001. Les surfaces artiﬁcialisées de la commune ont quasiment doublé entre 1978 et
2001
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Dans cette troisième partie, les outils développés dans cette thèse ont été appliqués
à des photographies aériennes en milieu périurbain. Cependant, l’ensemble de ces ou-
tils, qui repose sur l’analyse de motifs texturés, peut faire l’objet d’applications plus
variées. Dans le domaine de la télédétection, ils peuvent répondre à de nombreuses
problématiques, quel que soit la résolution spatiale des données de télédétection ou le
type de milieu considéré, à condition que la texture soit un facteur discriminant.
Par ailleurs, les outils développés distinguent des textures « naturelles » (tissus,
bois...), une démonstration ayant été réalisée dans la partie 2 à partir de textures de
Brodatz. On peut donc considérer que ces outils peuvent aussi trouver des applications
dans des domaines autres que la télédétection tels que le domaine médical, aéronautique
ou industriel.
Dans les sections suivantes, nous présentons des exemples d’applications pour des
méthodes de segmentation et d’estimation d’orientation développées dans cette thèse.
Dans la première section, la méthode de segmentation a été appliquée à des images à
THRS de sources variées (images satellitales et photographie aérienne) correspondant
à des milieux diﬀérents (agricole et urbain). Enﬁn, la seconde section présente des
applications de la méthode d’estimation d’orientation de texture dans le cadre de la
détection et de la caractérisation de mouvements ﬂuides et de parcelles viticoles.
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11.1 Segmentation d’images à THRS
Aﬁn de mettre en perspective les résultats obtenus à partir des photographies aé-
riennes de 1978 et 2001 sur le secteur périurbain de l’agglomération rennaise avec la
méthode de segmentation que nous avons développée et présentée dans le chapitre
5, nous avons appliqué cette méthode dans d’autres contextes paysagers et/ou sur
d’autres types d’images.
Ainsi, nous avons évalué cette méthode en l’appliquant à trois images en niveaux
de gris de sources diﬀérentes : une photographie aérienne, et deux images satellitales
à THRS (une image panchromatique Kompsat et une image panchromatique Quick-
bird). Ces trois images ont une résolution spatiale de 1 mètre. La photographie aé-
rienne a un spectre correspondant au domaine du visible et les images panchroma-
tiques ont un spectre de mesure compris entre 0.45µm et 0.90µm. La photographie
aérienne représente un paysage viticole dans le bassin d’Helderberg en Afrique du Sud.
Les images satellitales présentent un milieu périurbain à l’interface ville–campagne.
L’image Quickbird est localisée à Rennes, tandis que l’image Kompsat est centrée sur
le site de Pleine-Fougères.
Les résultats des trois modèles fonctionnels (LPE, Agrégation des petits objets,
Agrégation des grands objets présentés au chapitre 5) apparaissent respectivement pour
chaque image testée : photographie aérienne (Figure 11.1), image Kompsat (Figure
11.2), image Quickbird (Figure 11.3).
11.1.1 Contribution de la texture et de la luminance
L’analyse de chaque modèle montre que la LPE détecte précisément les contours
de chaque objet mais que le résultat reste cependant sur-segmenté. L’agrégation des
régions en fonction de leur luminance, qui limite la création d’objet à 500 pixels, permet
d’obtenir un ensemble de régions de luminance et de taille homogènes. La dernière étape
consiste à agréger les régions à partir de mesures de luminance et de textures fusionnées
à l’aide de la théorie des évidences.
Si l’on s’intéresse de plus près aux images traitées, on observe sur la photogra-
phie aérienne que la méthode regroupe correctement les motifs fortement texturés des
vignes. Les images Kompsat et Quickbird sont plus complexes, car elles associent les
milieux urbain et rural qui représentent deux types de paysages distincts pouvant faire
l’objet d’une analyse à des échelles diﬀérentes. La méthode s’avère particulièrement
adaptée puisqu’elle reproduit correctement les objets larges tout en préservant les plus
petits. Les parcelles agricoles sont bien délimitées tout comme les maisons, les jardins
et les routes qui sont particulièrement ﬁliformes.
L’évaluation de la segmentation selon les indices d’Ortiz et Oliver
[Ortiz & Oliver 2006] (cf. chapitre 5) conﬁrme que les segmentations sont globa-
lement cohérentes avec un indice CG > 50 % pour les trois images (Tableau 11.1).
On remarque que la méthode aﬃche des résultats nettement supérieurs en milieu
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(a)
(b)
(c)
Figure 11.1 – Segmentation de la photographie aérienne (paysage viticole
dans le bassin d’Helderberg, Afrique du Sud). (a) : segmentation par LPE
(étape 1) ; (b) : agrégation des petits objets (étape 2) ; (c) : agrégation des grands
objets (étape 3)
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(a)
(b)
(c)
Figure 11.2 – Segmentation de l’image satellitale Kompsat (milieu périur-
bain, Pleine-Fougère). (a) : segmentation par LPE (étape 1) ; (b) : agrégation des
petits objets (étape 2) ; (c) : agrégation des grands objets (étape 3)
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(a) (b)
(c)
Figure 11.3 – Segmentation de l’image satellitale Quickbird (milieu périur-
bain, Rennes). (a) : segmentation par LPE (étape 1) ; (b) : agrégation des petits
objets (étape 2) ; (c) : agrégation des grands objets (étape 3)
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Tableau 11.1 – Test avec textures, luminance et texture + luminance
Photographie aérienne Image Quickbird Image Kompsat
CG OS US CG OS US CG OS US
Texture (T) 74.00 78.10 14.63 54.95 75.51 25.90 64.18 90.23 19.34
Luminance (L) 83.65 97.23 4.48 55.92 80.65 55.92 71.29 78.63 12.41
T + L 87.70 21.00 3.65 52.64 44.67 30.51 69.78 37.65 16.12
rural qu’en milieu urbain. Cela est principalement dû à la sur-segmentation du milieu
urbain. Enﬁn des expérimentations de segmentationsmenées à partir d’une mesure
unique de texture ou de luminance ont été réalisées. Les résultats sont moins bons et
présentent tous la particularité d’être sur-segmentés. Ces expérimentations illustrent
la contribution mutuelle de la texture et de la luminance de la méthode développée.
L’utilisation conjointe de ces deux composantes permet de diminuer considérablement
la sur-segmentation et d’améliorer les résultats de manière signiﬁcative.
11.1.2 Exemple de segmentation à plus basse résolution
Si l’on souhaite segmenter uniquement les objets les plus larges, il est possible de
déﬁnir un nombre de décompositions en ondelettes plus élevé de manière à ce que la
méthode traite l’image à des résolutions plus basses. Dans un tel cas, la méthode prend
davantage en compte les contours des objets les mieux représentés, une information de
luminance plus générale et les patterns des textures à une échelle plus grande. Cela
peut être particulièrement intéressant dans le cas où l’on souhaite segmenter le milieu
urbain en un unique objet. La ﬁgure 11.4 présente un exemple de résultat sur l’image
Quickbird à l’aide d’une décomposition en ondelettes sur trois niveaux. L’ensemble du
milieu urbain a été correctement délimité, les espaces en eaux enclavés n’y ont pas
été agrégés, et les principaux objets caractérisant le paysage agricole (parcelles, bois,
haies) ont été conservés.
11.1.3 Conclusion sur la segmentation
Dans cette partie, nous avons appliqué avec succès la méthode de segmentation,
initialement conçue pour répondre à la problématique de détection de changement
en milieu périurbain, aﬁn de détecter des objets avant de les classer sur des images
représentant des paysages ruraux et urbains. La méthode a été validée à partir d’images
en niveaux de gris issues de trois capteurs diﬀérents : une photographie aérienne,
une image satellite panchromatique Kompsat et Quickbird. Les résultats mettent en
évidence que la technique est particulièrement adaptée pour délimiter correctement
des objets de forme et de taille diﬀérentes selon leurs caractéristiques de luminance et
de texture.
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Figure 11.4 – Segmentation à plus basse résolution. La segmentation a été
réalisée à partir d’une décomposition en ondelettes de 3 niveaux
11.2 Estimation de l’orientation
Dans cette section, deux exemples d’application sont présentés aﬁn de mettre en
évidence la transposabilité de la méthode initialement appliquée pour caractériser un
paysage périurbain à des domaines d’application diﬀérents.
11.2.1 Application aux mouvements ﬂuides
La première application concerne le domaine de l’aéronautique et des mouvements
ﬂuides. Dans certains systèmes de visualisation, on suit le mouvement du ﬂuide à
l’aide de méthodes dites « PTV »(pour Particle Tracking Velocimetry). Ces techniques
consistent à ensemencer un ﬂuide à l’aide de particules ﬂuorescentes qui servent de
traceur. Dans un second temps, on capture le mouvement de ces particules sur un
temps suﬃsamment long (par rapport à la vitesse de l’écoulement) aﬁn d’observer leur
trace temporelle. Cela génère donc localement un motif dont l’orientation est liée à la
vitesse d’écoulement, comme on peut le voir dans les ﬁgures 11.5(a)(c).
À partir d’une fenêtre glissante, nous avons alors estimé la valeur de l’orientation
en chaque pixel de l’image à l’aide de la technique proposée dans le chapitre 6. Les
ﬁgures 11.5(a-d) présentent des résultats intéressants. On remarque en eﬀet que les
orientations sont cohérentes avec la vitesse de l’écoulement dans les diﬀérentes zones
de tourbillons (l’angle varie linéairement) et homogènes (l’angle est plus ou moins
constant).
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(a) (c)
(b) (d)
Figure 11.5 – Exemples d’application aux mouvements ﬂuides. (a–b) : images
issues de méthodes « PTV » ; (c–d) : cartes des orientations (un angle est estimé en
chaque point de l’image)
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11.2.2 Application à la détection et à la caractérisation de
parcelles viticoles
La seconde application consiste à identiﬁer des parcelles de vigne à partir d’images
à THRS et à estimer l’orientation des rangs de vigne pour chaque parcelle. La zone
d’étude se situe en Afrique du Sud où les données sur l’occupation du sol font défaut.
Les informations sur l’orientation des rangs de vigne intéressent particulièrement les
climatologues qui se penchent sur l’impact du changement climatique sur la qualité de
la production viticole. L’orientation des rangs peut, en eﬀet, être considérée comme
une nouvelle source d’information pour la modélisations de microclimats à l’échelle
d’une parcelle.
La méthode a été appliquée sur des objets pré-segmentés. Les résultats sont pré-
sentés sur la ﬁgure 11.6. Comme on peut le constater, la valeur Emax permet d’extraire
l’ensemble des parcelles de vignes et la mesure d’orientation par objet permet de déter-
miner l’orientation des rangs par parcelles (Figure 11.6). Ce travail a fait l’objet d’une
publication [Lefebvre et al. 2010], on redirige ainsi le lecteur vers celle-ci pour plus de
détails concernant cette application.
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(a)
(b)
(c)
Figure 11.6 – Exemples d’application à la détection et à la caractérisation
de parcelles viticoles. (a) : Photographie aérienne ; (b) : valeur de Emax pour chaque
parcelle ; (c) : carte des orientations des rangs de vignes.
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CONCLUSION DE LA
TROISIÈME PARTIE
Cette troisième partie est dédiée à l’application de la chaîne de prétraitements
et de traitements développés dans la deuxième partie sur un secteur périurbain de
l’agglomération de Rennes, aﬁn de mettre en évidence les changements d’occupation
des sols intervenus sur une période de vingt-trois ans.
Les objectifs de cette partie étaient sur le plan thématique de détecter les change-
ments en identiﬁant les conversions et les modiﬁcations d’usage des sols qui se sont pro-
duites sur une période de vingt-trois ans dans un secteur périurbain, ce qui représente
un enjeu important pour les urbanistes et aménageurs, et sur le plan méthodologique
d’évaluer les méthodes développées sur un cas d’application se situant dans un milieu
hétérogène présentant des changements très diversiﬁés.
La zone d’étude retenue pour l’application des méthodes développées est Rennes
Métropole, agglomération de taille moyenne qui a connu une croissance très importante
sur le plan démographique et économique depuis une quinzaine d’années. Cette forte
croissance s’est traduite par une artiﬁcialisation très importante des sols, que Aguejdad
a mis en évidence sur une période récente de vingt ans à partir d’images satellitales
à haute résolution spatiale [Aguejdad 2009]. Il a ainsi montré que la tache urbaine
progressé d’environ 67 % de 1984 à 2005, soit une moyenne de 190 ha par an, ou
un peu plus d’un 1 ha tous les deux jours, et que cette progression s’était eﬀectuée
surtout au détriment des secteurs cultivés (prairies et cultures) et beaucoup moins des
bois. Par ailleurs, ses résultats mettent aussi en lumière le fait que la ville, au fur et
à mesure qu’elle s’étend, intègre de plus en plus d’espaces « naturels », ce qui traduit
les politiques de la ville qui ont visé à intégrer davantage de nature en ville.
Au vu des prévisions de croissance de la population et des activités à cours et moyen
termes sur la métropole de Rennes, les gestionnaires de l’agglomération ont à faire
face à plusieurs enjeux environnementaux, et plus particulièrement à la restauration
de la qualité de l’eau et à la gestion des milieux naturels. En ce qui concerne cette
dernière, ils souhaitent aborder la question de la nature en ville non plus sous l’angle
de l’intégration de la nature en ville, mais sous celui de la ville dans la nature, aﬁn
de maintenir la biodiversité et le bon fonctionnement des écosystèmes, de répondre
aux aspirations des citadins qui veulent disposer d’espaces d’agréments, de lieux de
promenades et de pratiques sportives, de jardins familiaux... , et de valoriser l’espace
urbain en améliorant le confort et le cadre de vie. Cela nécessite d’aborder l’occupation
des sols et leur suivi à diﬀérentes échelles : celles de la ville-archipel, de la commune,
du quartier, de l’îlot et de la parcelle.
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Pour cela, il est nécessaire d’utiliser des images à THRS : les images à HRS de
type Landsat ou SPOT ne permettent pas de caractériser l’occupation du sol de façon
très détaillée, les unités cartographiées ayant une taille minimale de 1 ha environ : les
conversions ou modiﬁcations intervenues sur des objets ayant une taille inférieure à 1 ha
ne peuvent pas être détectées, ce qui entraîne une sous-estimation des changements et
ne permet pas de qualiﬁer très précisément l’urbanisation (types d’activités, densité de
bâti) ; de plus, ces données ne sont pas disponibles avant les années 80, ce qui limite
l’étude des changements à une période assez récente.
Nous avons donc appliqué les méthodes développées précédemment aﬁn d’eﬀectuer
un suivi des changements d’occupation des sols sur le milieu périurbain à une échelle
ﬁne. Les changements d’occupation et d’utilisation des sols produits entre 1978 et 2001
ont été détectés à partir d’une photographie aérienne en noir et blanc et d’une image
panchromatique Quickbird sur deux secteurs test. Deux approches de classiﬁcation
ont été comparées : une détection de changement « image-à-image » et une autre par
post-classiﬁcation.
Les taux de classiﬁcations obtenus pour chaque image, qui varient de 78 % à 85 %,
montrent l’intérêt d’exploiter la texture pour classer des images à THRS. Les taux de
classiﬁcations de changements entre deux dates, qui varient de 73 % à 80 % et avec une
légère supériorité de l’approche post-classiﬁcation sur l’approche « image à image »,
peuvent être considérés comme très satisfaisants. Les résultats obtenus montrent qu’il
est possible de détecter automatiquement un changement à grande et/ou à petite
échelle, de discriminer un objet ayant une texture homogène d’un objet à texture
orientée et de mesurer la ressemblance entre deux objets. Les méthodes de détection
mises en oeuvre ont permis d’identiﬁer précisément les conversions d’usage du sol : par
exemple les surfaces sujettes à une artiﬁcialisation qui accélèrent le transfert des ﬂux
vers les cours d’eau et qui, dans certains cas, provoquent des ruptures dans les conti-
nuités écologiques (corridors), ou encore le maintien de petits boisements qui peuvent
jouer un rôle dans les corridors écologiques, selon le modèle des pas japonais. La mé-
thode a aussi permis de détecter des modiﬁcations d’occupation des sols, par exemple
des changements de pratiques culturales dans les parcelles agricoles périurbaines, ce
qui traduit des changements d’usages de ces espaces sous la pression urbaine.
Enﬁn, aﬁn d’évaluer la généricité des méthodes développées, elles ont été appliquée à
d’autres données, à un autre milieu dans un paysage viticole, et à une autre application,
le suivi de ﬂuides dans le domaine aéronautique. Nous avons focalisé notre attention
sur les phases de segmentation et de réorientation de la texture, car la qualité des
images qui en résultent conditionnent grandement la qualité des classiﬁcations et de la
détection de changement. Ainsi, la méthode de segmentation a été appliquée sur une
photographie aérienne représentant un paysage viticole en Afrique du Sud, et deux
images satellitales Kompsat et Quickbird centrées respectivement sur un paysage rural
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(Site de Pleine-Fougères) et un paysage périurbain (Site de Rennes). Les résultats
mettent en évidence que cette méthode de segmentation est particulièrement adaptée
pour délimiter correctement des objets de forme et de taille diﬀérentes selon leurs
luminance et texture. De même, l’application de la méthode de ré-orientation de la
texture à un milieu et un domaine d’application très diﬀérents de la détection de
changements en milieu péri-urbain ont conﬁrmé l’intérêt de la méthode. Elle a permis
d’eﬀectuer le suivi de ﬂuides dans le domaine aéronautique, d’identiﬁer des parcelles
viticoles et les de caractériser en fonction de l’orientation des rangs de vigne.
Les résultats présentés dans cette partie ont fait l’objet de plusieurs publications :
1. Lefebvre A., Corpetti T., Hubert-Moy L., Développement d’une méthode
orientée-objet basée sur une transformée d’ondelettes et la théorie des évidences
de Dempster-Shafer pour la caractérisation et le suivi des changements d’occu-
pation des sols : Application à la métropole de Rennes, Revue Internationale de
Géomatique (Soumis en nov. 2010)
2. Lefebvre A., Corpetti T., Hubert-Moy L., 2009. Discrimination de textures dans
des images à Très Haute Résolution Spatiale pour l’analyse du changement.ORA-
SIS ’09, Congrès des jeunes chercheurs de vision par ordinateur, Trégastel, 2009.
3. Lefebvre A., Corpetti T., Hubert-Moy L., 2008. Object-oriented approach and
texture analysis for change detection in very high resolution images, IGARSS ’08,
International Geoscience and Remote Sensing Symposium, Boston, USA, 2008,
7-11 July 2008, IV - 663-IV - 666.
4. Lefebvre A., Corpetti T., Hubert-Moy L., 2011. Estimation of the orientation of
textured patterns via wavelet analysis. Pattern Recognition Letters, 32(2) :190-
196.
5. Lefebvre A., Corpetti T., Hubert-Moy L., 2010. Segmentation of very high spatial
resolution panchromatic images based on wavelets and evidence theory. Image
and Signal Processing for Remote Sensing XVI, Proc. SPIE, 20-23 September
2010. Toulouse, France, vol. 7830, 1-13.
6. Lefebvre A., Corpetti T., Hubert-Moy L., 2009. Détection de changements dans
des images à Très Haute Résolution Spatiale par analyse de texture : application
en milieu périurbain. In Neuvièmes Rencontres de Théo Quant, Besançon.
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Conclusion générale
Les données de télédétection à haute résolution spatiale de type Landsat ou SPOT
ne permettant pas d’eﬀectuer un suivi de l’occupation et de l’utilisation des sols à
une échelle ﬁne et sur une période de temps supérieure à vingt-cinq ans, nous avons
formulé l’hypothèse que les images de télédétection à THRS pourraient être exploitées
pour identiﬁer, qualiﬁer, quantiﬁer localiser et déterminer précisément l’évolution de
l’empreinte spatiale des changements se produisant sur des surfaces terrestres de taille
réduite, couvrant quelques centaines de km2 au plus.
Or, ces données, qui comprennent des photographies aériennes anciennes et récentes
ainsi que des images satellitales disponibles depuis seulement une dizaine d’années,
sont très hétérogènes et présentent la particularité d’être très texturées. Il est donc
nécessaire de développer des méthodes de prétraitement et de traitement adaptées à
ce type d’images.
L’objectif principal qui a été poursuivi dans cette thèse est donc le développement
de méthodes permettant d’analyser les données à THRS pour ﬁnalement identiﬁer et
caractériser automatiquement des changements aﬀectant de petites surfaces à partir
de données à THRS acquises à diﬀérentes dates et provenant de diﬀérentes sources.
L’application principale qui a été choisie est le suivi de changements d’occupation des
sols dans les milieux urbain/périurbain, car l’hétérogénéité de ces milieux et la diversité
des changements auxquels ils sont soumis en font un champ d’expérimentation de choix
pour évaluer les méthodes développées. En conséquence, si l’objectif principal de la
thèse est clairement méthodologique et si elle vise à développer des méthodes les plus
génériques possibles, elle est sous-tendue par un objectif thématique qui est de pouvoir
eﬀectuer un suivi ﬁn de l’occupation des sols en milieu périurbain depuis les années
cinquante.
Aﬁn d’atteindre ces objectifs, nous avons développé toute une chaîne de traitements
basée sur une représentation du contenu des images par les coeﬃcients d’une trans-
formation en ondelettes. Visant à détecter des changements entre deux images, elle
repose sur la comparaison des propriétés de texture des objets observés, aﬁn de ne pas
utiliser exclusivement ou essentiellement l’information spectrale de l’image mais de se
focaliser davantage sur l’information spatiale qu’elle contient.
Le développement de méthodes de traitement des données a été précédé d’une
phase de prétraitements adaptés aux photographies aériennes, les protocoles associés
aux images satellitales étant déjà bien déﬁnis par ailleurs. Nous avons ainsi développé
un outil de correction de l’eﬀet de vignettage basé sur l’utilisation des ondelettes et de
l’analyse de textures. La méthode a été appliquée avec succès sur des images tests.
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La méthode ﬁnale de détection des changements comporte quatre étapes succes-
sives, correspondant chacune à un développement méthodologique particulier : la pre-
mière étape, basée sur une décomposition en ondelettes, consiste à segmenter l’image
en objets d’intérêt en créant d’abord un ensemble d’objets sur-segmentés par une mé-
thode de ligne de partage des eaux. Dans un second temps, ces objets sont regroupés
selon un ensemble de critères de luminance et de texture. Ces derniers sont fusionnés
en utilisant la théorie des évidences de Dempster-Shafer ; la seconde étape correspond
à la détection et à l’estimation de l’orientation dominante des textures de l’image aﬁn
de déterminer l’orientation globale des textures contenues dans des objets préalable-
ment segmentés et de les redresser selon un même axe. La méthode proposée consiste à
détecter des textures anisotropes à partir de décompositions en ondelettes successives,
estimer l’orientation de ces textures en recherchant l’orientation de l’objet pour laquelle
les coeﬃcients des composantes dans une direction donnée concentrent le plus d’énergie,
et à redresser ces textures selon un même axe. La troisième étape est celle de la clas-
siﬁcation des objets segmentés qui est eﬀectuée de façon supervisée en comparant les
objets de l’image en fonction de leur similarité avec des objets choisis lors d’une étape
d’apprentissage. La comparaison des objets repose sur des critères de luminance et de
texture qui sont fusionnés en utilisant la théorie des évidences de Dempster-Shafer ;
Enﬁn, la quatrième étape consiste à détecter des changements entre deux images en
utilisant les composantes d’une transformée en ondelettes pour extraire des informa-
tions relatives à la luminance et à la texture des objets aux deux dates et les comparer
aﬁn de discriminer les types de transition d’un mode d’occupation des sols à un autre.
La détection et la caractérisation du changement sont réalisées à partir du calcul d’un
vecteur de changement original s’appuyant sur des combinaisons de distances entre
distributions issues de la décomposition en ondelette des objets segmentés. Des résul-
tats très satisfaisants ont été obtenus sur les images tests pour ces quatre types de
méthodes : par exemple, les indices de précision des classiﬁcations appliquées sur une
image sont toujours supérieurs à 0.9 et la méthode de détection a permis de détecter
97 % des changements et d’identiﬁer 83 % des transitions s’étant produits d’un mode
d’occupation du sol à un autre.
Sur le plan méthodologique, la recherche de la généricité, de l’automatisation et de
la simplicité d’utilisation ont guidé le développement des outils :
– Au niveau des pré-traitements, la méthode de correction du vignettage présente
l’intérêt de permettre de s’aﬀranchir de l’absence d’informations sur le capteur,
de support de calibration et peut s’appliquer à un nombre important de clichés.
– Au niveau des traitements, l’intérêt de la segmentation est d’être invariante au
niveau de gris moyen de l’image pour segmenter les objets d’intérêt dans l’image
à THRS. De plus, le niveau de paramétrage à eﬀectuer par l’opérateur est très
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11.2. Estimation de l’orientation
limité, la prise de décision étant eﬀectuée à partir d’un seul critère qui synthétise
les caractéristiques de luminance et de texture de l’objet.
La méthode d’estimation de l’orientation dominante des textures permet quant à
elle d’assurer l’invariance par rotation lors de la détection des changements, et ainsi
de ne pas considérer comme un changement d’occupation des sols des changements
d’orientation des rangs de cultures ou de labours. Au niveau de la méthode de clas-
siﬁcation, la prise de décision est facilitée, puisqu’elle est eﬀectuée, à l’instar de la
segmentation, à partir d’un seul critère qui synthétise les caractéristiques de lumi-
nance et de texture de l’objet. Enﬁn, la méthode de détection de changement permet,
à partir d’un vecteur de changement, de détecter automatiquement un changement
de luminance et de texture correspondant à des changements d’intensité et de nature
variables.
D’un point de vue thématique, l’application des méthodes développées sur des
photographies aériennes acquises en 1978 et 2001 a permis de mettre évidence des
changements d’occupation des sols intervenus sur une période de vingt-cinq ans sur un
secteur périurbain de l’agglomération de Rennes en identiﬁant précisément les conver-
sions d’usage du sol telles que l’artiﬁcialisation des terres par les routes ou de petits
éléments de bâtis qui ont une faible emprise au sol, ou l’apparition de petits boisements
qui peuvent constituer un élément d’une continuité écologique. Des modiﬁcations d’oc-
cupation des sols telles que des changements de pratiques culturales dans les parcelles
agricoles périurbaines, qui traduisent des changements d’usages de ces espaces sous la
pression urbaine, ont aussi pu être observés.
D’un point de vue méthodologique, cette application a conﬁrmé l’intérêt d’exploiter
la texture pour classer des images à THRS, les taux de classiﬁcations obtenus pour
chaque image et les taux de classiﬁcations de changements entre deux dates, qui varient
respectivement de 78 % à 85 % et de 73 % à 80 %, étant très satisfaisants.
L’ensemble de la chaîne de prétraitements et de traitements d’images à THRS qui a
été mise en oeuvre dans le cadre de cette thèse est a priori reproductible et applicable à
d’autres types de données comme l’a montré l’exemple de segmentation eﬀectué à partir
d’une image Quickbird sur le même milieu périurbain de l’agglomération rennaise,
mais aussi à d’autre types de paysages et d’autres domaines d’application, comme
l’ont montré les exemples de réorientation de la texture pour l’identiﬁcation et la
caractérisation des parcelles de vigne sur un secteur localisé en Afrique du Sud, ou la
mesure de mouvements ﬂuides dans le domaine de l’aéronautique. Comme extensions,
notons que :
– L’étape de détection de changement résulte de la mise en chaîne d’une série
de quatre traitements (correction de vignettage, segmentation, réorientation des
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Chapitre 11. Perspectives d’application des méthodes proposées
textures, mesure du changement). A l’issue de chaque étape, il est possible de
fournir une mesure spatialisée de la précision obtenue (par exemple, pour la
segmentation, l’information liée à l’incertitude lorsque l’on fusionne deux objets
est disponible). Cette information de précision de la méthode à l’étape N est
pour l’heure inexploitée dans les étapes M > N . Nous nous attacherons donc
à intégrer cette information d’incertitude aﬁn d’améliorer la précision ﬁnale des
changements détectés.
– Nous prévoyons également de réaliser les étapes de segmentation et de détection
de changement de manière jointe plutôt que de les appliquer successivement.
En eﬀet, dans certaines zones, la segmentation peut être incertaine (en raison
de facteurs comme les ombres, etc...) mais la mesure de changement peut être
plus nette (si un nouvel élément a été intégré), et inversement. Il sera alors plus
judicieux de mener, de manière itérative, ces deux étapes de manière couplée aﬁn
d’améliorer la précision de la segmentation et de la détection de changements.
D’un point de vue thématique, les perspectives d’application sont nombreuses. En
milieu urbain, elles ont d’ores et déjà commencé dans le cadre du projet « Évaluation
des trames vertes urbaines et élaboration de référentiels : une infrastructure entre esthé-
tique et écologie pour une nouvelle urbanité » du programme ANR « Villes Durables »,
pour déterminer l’évolution de l’occupation des sols à l’échelle de Rennes Métropole
et de l’agglomération d’Angers aﬁn de contribuer à la cartographie de la trame verte
en ville, avant d’être étendue à d’autres villes. En milieu rural, des applications sont
envisagées pour cartographier les modes de gestion des prairies aﬁn d’évaluer l’impact
de pratiques agricoles sur la qualité de l’eau.
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Résumé : Les données de télédétection acquises à Très Haute Résolution Spatiale (THRS) constituent
une source d’information importante pour le suivi détaillé des changements d’occupation du sol sur de pe-
tites surfaces. Ces données sont particulièrement intéressantes pour les applications dans les milieux urbains
et périurbains car elles permettent d’appréhender des changements brusques et irréguliers autant que des
modiﬁcations subtiles et régulières. Toutefois, l’exploitation d’images à THRS nécessite des développements
méthodologiques, les méthodes de détection de changement généralement utilisées pour traiter les images à
basse et moyenne résolution n’étant pas adaptées : d’une part l’étendue et la résolution spectrale des capteurs
à THRS sont souvent inférieures à celles des autres capteurs, la résolution spectrale des capteurs diminuant
avec l’augmentation de leur résolution spatiale. D’autre part, la variabilité spectrale des pixels déﬁnissant les
classes d’occupation du sol augmente en fonction de la résolution spatiale. Cette thèse présente ainsi une série
d’outils méthodologiques qui permettent d’identiﬁer et de caractériser automatiquement des changements af-
fectant de petites surfaces à partir de données à THRS acquises à diﬀérentes dates et provenant de diﬀérentes
sources. Contrairement à la majorité des méthodes utilisées en télédétection, l’originalité des outils présentés
ne repose pas exclusivement ou essentiellement sur l’utilisation de l’information spectrale de l’image ; ils re-
posent surtout sur les propriétés de texture des objets géographiques observés. La texture est caractérisée à
partir d’une analyse des coeﬃcients issus d’une décomposition en ondelettes des images. Les outils développés
comprennent : une méthode de correction de l’eﬀet de vignettage des photographies aériennes anciennes ; une
technique de segmentation d’images ; une méthode d’estimation de l’orientation dominante de motifs texturés ;
une méthode de classiﬁcation ; une méthode de détection de changements. L’ensemble de ces outils a été validé
à partir d’exemples synthétiques, puis appliqué sur un secteur périurbain de l’agglomération rennaise aﬁn de
détecter les changements d’occupation et d’utilisation des sols à partir de photographies aériennes acquises en
1978 et 2001. Les taux de changement correctement détectés, qui varient de 78 % à 85 %, montrent l’intérêt
d’exploiter la texture pour classer des images à THRS. Il est possible de détecter automatiquement diﬀérents
types de changements et ainsi de distinguer des changements de pratiques culturales et des changements liés
à l’artiﬁcialisation des sols. Les outils développés dans cette thèse sont génériques et s’appliquent à l’analyse
de tout objet texturé. Ainsi nous avons exploité certains outils proposés pour détecter et caractériser des
parcelles viticoles ou estimer des mouvements ﬂuides en aéronautique.
Mots clés : Images à très haute résolution spatiale, occupation du sol, milieu urbain-périurbain, détec-
tion de changements, texture, ondelettes, segmentation, classiﬁcation orientée-objet, fusion d’information
Abstract : Remotely sensed images at very high spatial resolution (VHSR) constitute an important source
of information for land cover change detection over small areas. They are particularly interesting for appli-
cations in urban and peri-urban areas because they can cope with sudden and irregular changes as well as
regular and subtle changes. However the use of VHSR images needs methodological improvements, s ince
usual change detection approaches, based on a pixel analysis, have been developed to process low and medium
resolution images and can unfortunately not be applied for VHSR data. On one hand, spectral resolutions of
VHSR sensors are often lower than those of other sensors, the spectral resolution decreasing with increasing
spatial resolution. On the other hand, the spectral variability of pixels deﬁning classes of land cover increases
with the spatial resolution, resulting in a decrease in the separability between diﬀerent classes of land cover
and limitations of conventional classiﬁcation methods based on pixel values. This thesis presents a series of
methodological tools which allow to automatically identify and characterize changes over small areas from
VHRS images acquired at diﬀerent dates and from diﬀerent sources. The originality of the tools presented
here relies on the comparison of the textural properties of the objects of interest, while not using exclusively
or primarily spectral information of the image but rather focusing on spatial information. The texture cha-
racterization is based on the analysis of the coeﬃcients from a wavelet decomposition. The developed tools
include : a preprocessing method dedicated to the vignetting eﬀect correction for old aerial photographs ; an
image segmentation approach ; a method for texture orientation estimation ; a classiﬁcation method ; a change
detection method. All these tools have been validated using synthetic examples and then applied in the subur-
ban environment of the city of Rennes using aerial photographs acquired in 1978 and 2001. The classiﬁcation
rates, which ranged from 78 % to 85 %„ show the importance of texture for classiﬁcation of VHSR images.
They highlight the possibility of detecting diﬀerent types of changes and thus to distinguish changes related
to agricultural practices and urbanization. The tools developed in this thesis are generic and can be applied
for the analysis of any textured pattern. To illustrate this, we have applied some of the proposed tools for
detecting and characterizing vineyards and estimating ﬂuid motions from images.
Keywords : Very high spatial resolution images, land cover, urban-periurban areas, change detection,
texture, wavelets, segmentation, object-oriented classiﬁcation, information fusion
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