The cumulative probability distribution used to describe the variability of stormwater pollutant concentrations has been a matter of interest in recent years. Many predictive models attempt to estimate appropriate stormwater constituent concentrations based on land use and the amount of impervious area. The most important study that characterized stormwater was the Nationwide Urban Runoff Program (NURP) (EPA 1983). NURP was conducted throughout the U.S. and included about 2300 events from 1978 thru 1982. One of the conclusions of the final NURP report was that the event mean concentrations (EMCs) of stormwater constituents were described by lognormal distributions. This finding has been re-evaluated recently, with the conclusion that not all stormwater constituents were adequately described by lognormal distributions (Van Buren, 1997; Beherra, 2000). 
were obtained of each set of data including box and probability plots for each land use category and for the pooled dataset. It was found in almost all cases that the logtransformed data followed a straight line between the 5 th and 95 th percentile, as illustrated in Figure 1 for total dissolved solids (TDS) in residential areas. The NSQD underwent an extensive data evaluation process, including multiple comparisons of the all data values in the database to original documents. In some cases, data was available from the local agency in electronic form. These spreadsheets were reformatted to be consistent to the NSQD format. However, it was found that all of the submitted electronic data needed to be verified against original data sheets and reports.
When reviewing the NSQD, it was assumed that some of the events in the upper and lower tails of the distributions were caused by errors, most likely due to faulty transcription of the data (such as mislabeling the units for heavy metals or nutrients as mg/L instead of µg/L, for example). Unusual values were verified with the original reports and datasets. While some values (less than 5% of the complete dataset) were found to be in error and were corrected, most of the suspected values were found to be stormwater observations. Besides the targeted extreme values, all reported values were also examined in relationship to other related constituents (COD vs. BOD; total metal concentrations vs. dissolved metal concentrations; TKN vs. NH 3 ; TDS vs. specific conductivity; SS vs. turbidity; etc) and unusual behavior was further checked and corrected, as necessary. In some cases, unusual values could not be verified and were therefore eliminated from the dataset, although this was very unusual.
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After the extensive QA/QC activities and corrections were made to the NSQD, the next step was to conduct a sensitivity analysis to determine the effects of the remaining unusual high and low values on the probability distribution parameters.
The Effects of Unusual High and Low Values on Probability Distribution Parameters
For this evaluation, 10,000 sets of 200 samples each were randomly generated following a lognormal distribution (1, 1), but having differing amounts of extreme values in each data set. For each set, the mean, variance and coefficient of variation were calculated.
Two main factors were analyzed using this data: the extreme value factor and percentage of extreme values in each sample. The following percentages of extreme values were selected for evaluation: 0.5, 1, 5, 10, 25 and 50%. For each percentage of extreme values, the following factors were analyzed: 0.001, 0.01, 0.1, 10, 100, 1.000, 10,000, 100,000
and 1,000,000. For example (5%, 100) indicates that in each set, five percent of the data were increased by a factor of 100. The coefficient of variation was then calculated for each set of data. The medians of the coefficients of variation for the 10,000 runs are shown in Figure For a lognormal distribution (1,1) the coefficient of variation is one. Figure 2 shows how this original value is changed for different amounts of extreme values in the data sets, and for different factors in these extreme values. The horizontal axis represents the factor used in the extreme values. As an example, many of the incorrect extreme values observed in the NSQD for heavy metals were because the units were originally incorrectly reported as mg/L in the submitted information, while the correct units were actually µg/L. This would be an extreme value factor of 1,000. Extreme value factors of 10 were also fairly common and were associated with simple misplacements of decimal points in the data.
This figure shows that for small error factors (0.1, 0.01 and 0.001) there is not a large effect in the coefficient of variation for percentages smaller than 10%. For larger DRAFT DOCUMENT FOR REVIEW (CHI) MAESTRE, PITT -2004 percentages the effect in the coefficient of variation is important. When 50% of the data is affected by an error factor of 0.01, the coefficient of variation was increased by almost three times.
High extreme value factors can have an important effect on the coefficient of variation.
When 10 percent of the data was increased by a factor of 10, the coefficient of variation was increased almost three times. Notice that affecting 10 percent of the data by a factor of 10 has almost the same effect as affecting 50% of the data by a factor of a hundredth.
This effect is reduced when the percentage of elevated values in the dataset is smaller than 10%.
For factors larger than a hundred, the effect on the coefficient of variation is much greater. Very low percentages of elevated values can increase the coefficient of variation by up to 15 times. For example, when only 0.5% of the sample is affected by a factor of a thousand, the coefficient of variation increases almost 12 times more than the correct value. As noted earlier this is important because it is not unusual to find reported values affected by a factor larger than a hundred (See Figure 1) . Some of these values can be due to incorrect reporting units, but in many cases they were considered as valid observations because they were supported by similarly high values of other closely related constituents. For factors greater than 10
The above analyses indicate that in lognormal distributions, the presence of just a few unusual elevated values is important and can dramatically affect the reported coefficient of variation for the distribution of concentration. This observation is critical in the relatively common case were one or a very few observations are affected by a factor larger than a hundred. In the other extreme, factors smaller than one do not have a large impact on the reported coefficient of variation, except when the percentage of extreme values is greater than 50% (obviously, there are many other problems with that data set too).
The effect of extreme values on the mean and standard deviation was also analyzed. For large extreme value factors (larger than one) the standard deviation increases as the percentage of extreme values increases. For small extreme value factors, percentages smaller than 25% do not have an important effect on the standard deviation. For a specific extreme value factor, changing the extreme value percentages from 0.5% to 50%
increases the standard deviation close to 10 times.
The effect of the presence of extreme value on the distribution mean is shown in Figure   4 . For small extreme value factors, the mean is reduced almost 80 percent when the extreme value percentage is close to 50%. This is expected because in a lognormal (1,1) most of the values are located in the lower tail of the distribution. For extreme value occurrences less than 25%, the mean value is reduced by less than 20%.
Large extreme values factor have much larger effects on the distribution means. As the extreme value percentage increases, the calculated means also increase. If 0.5% of the values are affected by a factor of a hundred, the mean value is doubled. If 50% of the values are affected by the same factor, the mean values are increased by almost 50 times. can have a large effect on the calculated distribution parameters. If these are arbitrary removed, the data analyses will likely be flawed.
Analysis of Lognormality of Stormwater Constituents
The goodness of fitness of twenty nine stormwater constituent probability distributions was evaluated using the Kolmogorov-Smirnov test. Figure 5 shows how the test accepts or rejects the null hypothesis that the empirical and the estimated distributions are the same. If the null hypothesis is valid, then the constituent can be adequately represented by the lognormal distribution. The observations are sorted and a probability is assigned by its rank. The distribution generated by this ranking is known as the empirical distribution. The estimated distribution function is also compared on the same plot. The estimated distribution function is calculated with the mean and standard deviation of the original data. If the distance between the empirical and the estimated distributions is higher than a critical value d α or D max , the hypothesis of lognormality is rejected. Notice in Figure 5 that the horizontal axis has a logarithmic scale. There are many options to assign the probability based on the ranks. Most methods assign the probability as a percentage of the total range. The probability of the observation is calculated as its rank divided by the number of observations. Kottegoda (1998) suggested that for extreme events analysis the plotting position can be calculated as:
Where p is the cumulative probability of the observation, i is the rank of the observation and n is the total number of observations. We used this plotting position for these analyses because it does not restrict the probability of the largest observation to be one.
In the Kolmogorov-Smirnov test, the null hypothesis is that the observed data follow a lognormal distribution. If the sample size is small, and the distance between the empirical and the observed distributions is smaller than the critical value D max , the test is interpreted as "there is not enough evidence to reject the hypothesis that the distribution is lognormal." In most cases, the NSQD contains enough samples to be able to accept or reject the null hypothesis with acceptable levels of confidence and power.
The NSQD contains many factors for each sampled event that likely affect the observed concentrations. These include such factors as seasons, geographical zones, rain intensities, etc. These factors may affect the shape of the probability distribution. As more data become available, the critical value D max is reduced in the test. There will
always be a specific number of samples that will lead to rejection of the null hypothesis because the maximum distance between the empirical and estimated probability distributions became larger than the critical value D max . The only way to evaluate the required number of samples in each category is using the power of the test. Power is the probability that the test statistic will lead to a rejection of the null hypothesis (Gibbons and Chakraborti, 2003) .
Masey (1950) states that the power of the Kolmogorov-Smirnov Test can be written as:
where: d α =D max : critical distance at the level of significance α (confidence of the test) S n : Cumulative empirical probability distribution F 1 : Cumulative alternative probability distribution ∆: maximum absolute difference between the cumulative estimated probability distribution and the alternative cumulative probability distribution Massey also found that for large sample sizes, the power can be never be smaller than
This reduced expression can be used to calculate the number of samples required to reject the null hypothesis with a desired power. Figure 6 shows the power of the d test for 1% maximum distance between the alternative cumulative and the estimated cumulative probability distributions is 0.2, and we want an 80% power against the alternative at a 5 percent level of confidence. To calculate the number of required samples, we read that Table 1 shows that the number of collected samples is sufficient to detect if the empirical distribution is located inside an interval of width 0.1 above and below the estimated cumulative probability distribution. If the interval is reduced to 0.05, the power varies between 40 and 65%. To estimate the interval width, 10 cumulative distributions of 1,000 random data points, having a lognormal (1, 1) distribution, were compared with the pointed out, a small number of observations in the upper tail can change the shape of the estimated cumulative probability distribution by affecting the mean and standard deviation of the data.
The methods used previously by Van Buren and Beherra evaluated the probability distributions only using two parameters, the median and the standard deviation. They suggested the gamma and exponential distribution as alternatives to the lognormal for some stormwater constituents. Table 2 shows the comparison for the goodness of fit using the 2-parameter gamma, exponential and lognormal distributions using the method of moments.
DRAFT DOCUMENT FOR REVIEW (CHI) Table 2 shows that for residential, commercial and industrial land uses, the lognormal distribution better fits the empirical data, except for selenium and silver in commercial land uses. In open space land uses, about 50% of the constituents were adequately fitted by the lognormal distribution, 30% by the gamma distribution and the remaining by the exponential distribution. In freeway areas, lognormal distributions better fit most of the constituents, except that fecal streptococcus, total arsenic and total chromium were better fitted by the gamma distribution and ammonia was better fitted by the exponential distribution. Also note in Table 2 that residential, commercial and industrial land uses had larger sample sizes than the other two land uses. It seems that for small sample sizes, gamma and exponential distributions better represent actual stormwater constituent distributions, but once the number of samples increases, the lognormal distribution is best. The few cases were the gamma distribution was a better fit was for NO 2 +NO 3 in industrial land uses, and chromium in freeway areas. The exponential distribution better represents total ammonia in freeway areas (with around 70 detected samples) than the other two distribution types.
Other transformations were also tested, such as the square root, and other power functions, but the results were not improved. It was therefore decided to investigate if a three-parameter lognormal distribution function can be used to improve the overall goodness of fit for stormwater constituent probability distributions. As shown in the following section, this third parameter, in some cases, allows a much better fit of the cumulative empirical and estimated probability distributions.
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4.0 Three Parameter Lognormal Calculations.
Goodness of fit was evaluated using three-parameter lognormal probability distribution.
The probability distributions were created for residential, commercial, industrial, open space, and freeways land uses. The distribution parameters were calculated using the maximum likelihood and the L-moments methods. The maximum likelihood method requires that it be solved iteratively using three equations. The initial parameters were obtained using the method of moments. The results were compared with the two parameter standard model and the actual data. The model with the smaller maximum distance between the empirical and the estimated function was selected as the best model.
All the calculations were made using only the detected values. The percentage of nondetected values was also calculated for each dataset.
In general, the L-moments method provided a better fit for the upper tail of the distribution whereas the maximum likelihood method provided a better fit for the lower tail. Figure 9 shows the three estimated models for TSS in industrial land uses. In this graph it is observed that the empirical distribution has higher values in the upper tail compared with any of the three models. In the lower tail, the maximum likelihood method using the three parameters better fit the observed values best. In this case the maximum likelihood method was better than the other two models, although none of the methods adequately represented the extreme high values.
The L-moments method generally betters fits the upper tail distribution, but typically trims or overestimate the lower tail. one. When the number of samples is large, the p-value is calculated as a chi square distribution with 2 degrees of freedom. This probability is calculated only with one tail of the chi square distribution. The p-value is two times this probability. The maximum pvalue is one, but for effects of comparison this presents two times the probability calculated from a one tail chi square distribution. It seems that when the numbers of samples increase, the L-moments method tends to truncate the function. The maximum likelihood method seems to improve the fit of the distribution, but when the number of samples is large, the cumulative estimated probability distribution is far from the cumulative empirical probability distribution, or no convergence is possible during the iteration process. In commercial, industrial and freeways land uses, the numbers of samples available were between 100 and 500 samples. According to the prior discussion, this number of samples will result in an analysis having a power close or above 0.5. In these cases, most of the better fits were obtained using the L-moments method. In commercial and industrial land uses, more than half of the constituents also had the highest p-values when the Lmoments method was used.
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In open space areas, there were not many samples available. The small number of samples results in a low power. In this case, the higher p-values results were observed when the two parameter lognormal distribution was used. The use of the third parameter in constituents having small numbers of sample observations did not improve the fit of the estimated cumulative probability distribution. In the attached Appendix, the p-values for each land use and constituent are shown for the three methods.
CONCLUSIONS
Most of the stormwater constituents can be assumed to follow a lognormal distribution with little error. The use of the third parameter in the estimated lognormal distribution is recommended, depending on the number of samples. When the number of samples is large per category (approximately more than 400 samples) the maximum likelihood and the 2-parameter lognormal distribution better fit the empirical distribution. For large sample sizes, the L-moments method usually unacceptably truncates the distribution in the lower tail. However, when the sample size is more moderate per category (approximately between 100 and 400 samples), the 3-parameter lognormal method, estimated by L-moments, better fits the empirical distribution. When the sample size is small (<100 samples), the use of the third parameter does not improve the fit with the empirical distribution and the 2 parameter lognormal distribution produces a better fit than the other two methods.
Some constituents (such as TKN, TP, COD and Cu) show an increase in the p-value when the number of samples is acceptable and the 3-parameter lognormal probability distribution is used. The use of the lognormal distribution also has an advantage over the other distributions because it can be easily transformed to a normal distribution.
The few cases were gamma distribution seems to be a better model was for NO 2 +NO 3 in industrial land uses, and chromium in freeway areas. The exponential distribution better fit total ammonia in freeway areas. The remaining constituents were well represented by the lognormal distribution.
Future studies will involve the development of multivariate and general linear models.
Some of the requirements of these models are that the residuals have the same variance and that they are normally distributed. The use of lognormal transformations will facilitate the development of the predictive models.
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MAESTRE, PITT -2004APPENDIX Figure 11 shows the p-values obtained for each constituent and for each method. The labels are organized by the following groups: common constituents, nutrients and metals.
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