Two functional equations are considered that are motivated by three considerations: work in utility theory and psychophysics, questions concerning when pairs of degree 1 homogeneous functions can be homomorphic and calculating their homomorphisms, and the link of the latter questions to quasilinear mean values. The first equation is functional equations in several variables and several unknown functions ͉ homogeneous functions ͉ homomorphisms, diffeomorphisms ͉ order preserving ͉ utility and psychophysics
functional equations in several variables and several unknown functions ͉ homogeneous functions ͉ homomorphisms, diffeomorphisms ͉ order preserving ͉ utility and psychophysics T he two functional equations to be considered here have arisen in the following way. Luce (refs. 1 and 2; two unpublished works) § has axiomatized structures of interest in both utility theory and psychophysics that involve an ordering, տ, and two classes of (nonclosed) operations. In the utility context, one class consists of binary gambles of the form (x, C; y), which is interpreted as the gamble in which a chance experiment with universal set ⍀ is performed and, if event C occurs, the owner of the gamble receives x, and if ⍀‫گ‬C occurs, y is received. The other operation is f Q g and is interpreted as having or receiving both f and g. The case dealt with in ref. 1 is where Q is commutative, has an identity e, and the two types of operations are related by the following property called segregation: ͑x, C; e͒ y ϳ ͑x y, C; y͒ ͑x տ y տ e͒.
[1]
The formalism is reinterpreted in psychophysical terms in ref. 2 and in the first of the unpublished works, the details of which need not be given here, except to say that two generalizations, which were motivated by empirical results of Ragnar Steingrimsson (personal communication), were studied in succession. First, the operation Q was no longer assumed to be commutative but did have either a right or left identity. Second, the assumption that the operation has an identity was dropped and replaced by the assumption of idempotence in the sense x Q x ϳ x. Data in both domains suggested that there is a considerable difference in the way respondents handle (x, C; e) and (x, C; y) with y Ͼ e. Thus, Luce, in the second unpublished work, was led to explore the natural generalization of Eq. 1 to right distributivity ͑x, C; y͒ z ϳ ͑x z, C; y z͒ ͑x տ y Ͼ e, z տ e͒. [2] In developing theorems describing the relations among certain basic assumptions including Eq. 2 and numerical representations of the structure, two functional equations,
and
arose quite naturally. The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact. hЈ͑͑y͒x ϩ ͓1 Ϫ ͑y͔͒y͒͑y͒ ϭ ͑y͒hЈ͑x͒.
[10]
If there existed an x 0 Ͼ 0 such that hЈ(x 0 ) ϭ 0, then we would have
and thus, since is continuous and not 1, there would exist a proper interval on which hЈ ϭ 0. That is impossible, because h is strictly increasing. Therefore hЈ Ͼ 0 on ]0, ϱ[. Setting x ϭ y ϭ t in Eq. 10, we have that hЈ(t)(t) ϭ hЈ(t)(t) and so (t) ϭ (t) for t Ͼ 0 [because hЈ(t) Ͼ 0] and, by continuity, for all t Ն 0, as asserted. Putting that back into Eq. 10, we have, since (y) Ͼ 0,
for y Ͼ 0, and by continuity it holds for all y Ն 0. 
This would contradict Eq. 11. One proves similarly that ␦ ϭ 0. Therefore, hЈ(x) ϭ c and
holds under the following assumptions about the functions and their domains and ranges: 
where g is an arbitrary function satisfying ii. 
[17]
Differentiate Eq. 12 with respect to x:
Again, if we had hЈ(x 0 ) ϭ 0 for an x 0 Ͼ 0, then either hЈ or f Ј would be 0 on an interval, in contradiction to the strict monotonicity of h and f (the latter following from
18 to obtain (see Eq. 17).
hЈ͑x͒f Ј͑0͒ ϭ hЈ͑x͒gЈ͑0͒.
Since hЈ Ͼ 0, we have f Ј(0) ϭ gЈ(0). Now differentiate Eq. 18 with respect to x:
Set y ϭ x, to get
We first consider the case where the left-hand side is 0. This happens in two ways:
(a) hЉ(x) ϵ 0. Then h is affine, as in Eq. 13 (in the rest of the cases, we will assume that h is not affine). f͑z͒ ϭ g͑z͒ ϭ z, h arbitrary.
[20]
Notice, however, that for this solution, both sides of Eq. 12 are independent of y. Under analyticity assumptions, the Proposition at the end of this Proof shows that Eq. 20 is the only solution in this case (b).
(c) So we now consider Eq. 19 when the left side is not 0, in which case both hЉ(x) is not identically 0 and f 
ͪͬͪ.
So Eq. 12 can be written with z ϭ x Ϫ y as ͑y͒͑z͒ ϩ 1 Ϫ ͑y͒ ϭ ͓͑y͒e bz ϩ 1 Ϫ ͑y͔͒.
Take the derivative with respect to z :
We may divide by be bz (y), since it is different from 0 :
Because the left side is independent of y and the right depends on it, there exists a constant c such that
Ј͑z͒ ϭ c, ͑z͒ ϭ cz ϩ dЈ, g͑z͒ ϭ a ln͑dЈ ϩ ce z/a ͒.
Because f(0) ϭ g(0) ϭ 0, we see that d ϭ 1 Ϫ c ϭ dЈ, thus yielding f and g in Eq. 14. The proof is similar but easier for the h in Eq. 23. Here, with ͑y͒ :ϭ p q ϩ py 0, ͑z͒ :ϭ exp͓͑1͞a͒g͑a ln z͔͒, Eq. 12 can be written as 1 ϩ ͑y͒f͑z͒ ϭ ͓1 ϩ ͑y͒z͔.
Differentiating with respect to z, we get, since (y) 0, (0) ϭ 0, (i ϭ 2, 3, . . . , n Ϫ 1), then, while each differentiation with respect to y yields an increasing number of terms, after the nth differentiation, all of them except hЈ͓y ϩ f͑x Ϫ y͔͒f ͑n͒ ͑x Ϫ y͒ Ϫ hЈ͑y͒ n g ͑n͒ ͓h͑x͒ Ϫ h͑y͔͒ vanish when x ϭ y for the following reasons. By the induction hypothesis, all terms with f
. . , n Ϫ 1) as factors vanish when y ϭ x. On the other hand, the terms containing h (n) can be collected, after setting y ϭ x, into one:
So, putting y ϭ x into the above difference, that too has to vanish and we get that f
(0) ϭ 0 (because hЈ Ͼ 0) and excluding the case of affine h this yields f
(0) ϭ 0. Thus the induction is complete.
For analytic f, the case f Ј(0) ϭ 1 is the solution given in Eq. 20, and the case f Ј(0) ϭ 0 means that f ϵ g ϵ 0, which is excluded by ii. ᮀ Note 1: In view of Eqs. 14-16, 5, and 7, we have for case (c) under conditions corresponding to i, ii, and to f Љ(0) 0 or gЉ(0) 0, with m ϭ 1͞a,
as solutions of Eq. 8. Eq. 17, which followed from ii, implies For Eq. 25, however, dropping the idempotence conditions changes the solutions somewhat. We have then
By the above Lemma, this equation has strictly increasing solutions if c ϭ C, d ϭ D, and then 
By the Lemma above, this equation has strictly monotonic solutions if, and only if, c ϭ k, and they are given by h(x) ϭ cx ϩ d. Eq. 3 is a generalization of this equation. We have solved it in Theorem 1 as Eq. 9, for continuously differentiable strictly increasing h (but see Note 3 below). There we obtained the corresponding result ϭ and the same affine function h. Note 3: Zsolt Páles has succeeded (personal communication) in eliminating the differentiability assumption from Theorem 1.
There are two open problems of interest left: First, it would be desirable either to determine the complete solution in the case f Љ(0) ϭ gЉ(0) ϭ 0 (see item b in Theorem 2 and the Proposition thereafter) under the conditions of Theorem 2 rather than analyticity or to find a suitable condition that excludes this case. It turns out that, for the application in Luce (second unpublished work), the present result is sufficient. Second, more generally it is of interest to eliminate the differentiability conditions also from Theorem 2.
Notice that in Note 1, we determined the homomorphism H between K and L given by Eqs. 25 (or 30), 27, or 29 without differentiating. This is equivalent to determining h without assuming its differentiability if, in Eq. 12, f, g are already known to be of one of the forms given in Theorem 2. However, in the proof of that theorem, we needed the second order differentiability of h for calculating these f and g.
Bruce Ebanks (personal communication) has determined K, L in Eq. 8, also without differentiability assumption if H is already known to be of one of the forms Eqs. 24, 26, or 28. Thus, equivalently, f and g in Eq. 12 have been determined without assuming differentiability if h is already known to be of one of the forms Eqs. 21, 22, or 23. But, again unfortunately, we also needed the (second order) differentiability of f and g to determine h.
So the problem of eliminating differentiability assumptions in Theorem 2 remains open.
