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1. Introduction
One major difficulty in the numerical simulation of multiphase flow in the subsurface arises
from the strongly heterogeneous and anisotropic nature of soils. Thin layers of different
material traverse the ground, from impermeable granite to loose sandstone. Layers stretch
over kilometers in horizontal direction, while being only meters or less thick.
If anisotropic layers represent a difficulty for the numerical simulation, fractures aggravate
the problem. Only millimetres or centimeters thick, the can stretch over kilometers. Their
high conductivity for fluids makes it impossible to ignore them in the simulation process,
but the numerical simulation of fluid flow and transport processes in these structures is a
challenge that has became accessible only in the recent years in the field of scientific com-
puting. The task is demanding from different viewpoints, since models for fluid flow in
fractures and fractured porous media are still being developed and their implementation in
computer programs requires the combination of sophisticated efficient techniques. Bringing
together these fields in an interdisciplinary work is a challenging, but instructive experience.
The structure of this work reflects the structure of the modeling process for simulation
in porous media, as outlined in Ewing (1983) for reservoir simulation. The first step is the
development of a physical model. The model should include as much physical detail as nec-
essary to describe the essential phenomena. This requires to recognize what the essential
phenomena of a physical process are. The physical model should then be able to model
these phenomena appropriately. Based on the physical model, the next step in the modeling
process is the derivation of a mathematical formulation. In the case of multi-phase flow, the
mathematical formulation is a system of nonlinear partial differential equations. The charac-
ter of the mathematical model is important for the appropriate selection or development of a
numerical model, because properties of the mathematical model need to be understood. Un-
der ideal circumstances, existence, uniqueness and regularity of the solution can be verified
for the mathematical model, although this is a tough requirement for systems of nonlinear
partial differential equations. The devised numerical scheme should be accurate and stable,
and it should be able to reproduce the distinguishing physical features of the physical model.
Obviously, the numerical scheme should not introduce artificial effects into the solution. Fi-
nally, the numerical model should be implemented in a computer program, which should be
correct and efficient.
If possible, the results of the computer program should be compared to experimental re-
sults. If the results do not compare well, one should iterate through all four stages of the
modeling process and make changes in all the stages of the intermediate models. We would
like to stress that the last point, the development of the computer program, is equally im-
portant as the other intermediate stages, and does not consist of a simple formula translation
or transformation of the equations into an algorithmic language. The development of soft-
ware for the numerical simulation of multi-phase flow in complex domains requires its own
11
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engineering methods.
Chapter 2 will clarify what we mean when we speak of a porous medium, what fractures
are—their characteristic properties—and what the equations that govern fluid flow of one
or more phases in fractured porous media are. In chapter 3, we present a fully coupled,
fully implicit vertex-centered finite volume scheme for the numerical solution of two-phase
flow in fractured porous media which is capable of handling compressible gas-water flow
on unstructured meshes with mixed-dimensional element types. In chapter 4 we explore
a recent development, the discontinuous Galerkin method. There we retreat to the more
simple model of single phase flow in fractures which are resolved by volumetric elements,
but present multigrid results and a comparison to the finite volume method. Chapter 5
presents results obtained with the finite volume method for two-phase flow and is intended
to prove the scheme handles the physical complexity in an adequate and efficient way.
Readers acquainted with numerical simulation of multiphase flow will find the key com-
ponents in section 2.6, where we lay out the assumptions we impose on the fluid flowmodel,
section 3.5 where a finite volume scheme for two-phase equations is presented. Chapter 4
about the discontinuous Galerkin method, reports on a relatively new development in sub-
surface modeling.
12
2. The Model of Fluid Flow in Fractured
Porous Media
This chapter describes how amathematical model is derived from the physical principles that
govern multiphase flow in porous media. We begin our investigation with a close look at
porous media and its constituents, starting with individual grains and pores up to large scale
structures like sedimentary layers and faults. The classification of fractures and a summary of
their common properties lay the ground for the model assumptions that we employ for our
model of two-phase flow in fractured porous media.
The transition between different scales introduces the principle of the representative ele-
mentary volumewhich allows for the description of fluid flow equations on an averaged scale
which doesn’t consider individual pores but rather statistically averaged quantities. Based on
this tool, we present the model for single phase flow in porous media and consider flow in
fractures as a special case. Then we extend the model to two-phase flow by first consider-
ing the additional forces at the small scale where flow phases are clearly distinguishable and
then extending the averaging principle to two-phase flow. We present the concepts that are
acquainted by this transition and discuss their consequences. We conclude the chapter with
the presentation of the system of partial differential equations which build the basis for the
model and discuss some consequences for fractures and general discontinuities in fractured
media.
Further discussion of the material related to porous media in this chapter can be found in
Bear (1972), Helmig (1997), and Bastian (1999); fractured media are the subject of Singhal
and Gupta (1999), Bear et al. (1993), and Sahimi (1995).
2.1. Material properties
Porous media have a complex structure and a clear distinction of the different scales and
of the features at these scales are essential for an understanding of flow processes therein.
Without considering fluid flow yet, we can identify properties of porous media which will
turn out to be essential for the derivation of the fluid flow model.
2.1.1. Porous Media
While an intuitive understanding of the meaning of the term “porous medium” is simple,
a rigorous definition is more difficult. A definition of a porous medium that exceeds the
notion of a ”solid with holes” should cover some characteristic features that are important
for the derivation of the model and on which we base our further investigations.
13
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Figure 2.1.: The molecular scale (left), the microscopic scale (middle) and the macroscopic
scale (right).
. A porous medium is a body which consists of several phases. One of the phases is solid
and is called the solid matrix. The solid phase is distributed throughout the porous medium.
The other phases, which may be liquid or gaseous, occupy the complementary space. This
part of the porous medium is called the pore space or void space.
. Large portions of the void space should be interconnected. Only the
unconnected
pore
dead
end
pore
void space
solid
matrix
interconnected pore space is accessible to flow (it is also termed effective
pore space).
Certain parts of the porous medium, though connected, may be inef-
fective for flow due to narrow connections or dead ends. Pores that are
altogether isolated (unconnected pores) may be considered part of the solid
matrix.
. The average pore size must be larger than the mean free path length
of the fluid molecules (which is 6 · 10−6m for air at standard temperature).
This assumption allows for the transition from the molecular behavior to
a continuum approach on the microscale.
. The average pore size must be small enough that the fluid flow is
controlled by adhesive forces at the fluid–solid interfaces and by cohesive
forces at the fluid–fluid interfaces in the case of multiphase flow. By this
requirement networks of pipes are excluded from the model.
2.1.2. Length scales in the subsurface
The typical scale for a porous medium of interest for waste disposal or groundwater reme-
diation is on the scale of meters or kilometers. This is orders of magnitude above the scale
at which molecular forces determine the flow. To derive a model of fluid flow at the desired
scale we must distinguish the scales which constitute our medium.
On the smallest scale, at about 10−9m, the domain is resolved to individual molecules.
This scale is called the molecular scale. This scale is by far too detailed for our purposes
and so we employ the standard transition of continuum mechanics, where the behavior of
molecules is replaced by the behavior of a hypothetical continuum on the next larger scale,
14
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the microscopic scale. At this scale of approximately 10−3m individual sand grains and pore
channels can be identified, and the flow behavior is determined by the Navier-Stokes equa-
tions. They are the accepted continuum model for fluid flow and have been studied exten-
sively (Temam, 1979, Doering and Gibbon, 1995). These equations assume that quantities
like mass density and viscosity are piecewise continuous in space and time. The Navier-
Stokes equations together with knowledge of the pore space geometry determine the fluid
flow. However, since the pore space geometry is usually not known, and because any at-
tempt to simulate fluid flow on this scale for a region that includes more than just a few
sand grains would require prohibitive amounts of computing resources, a direct numerical
simulation at this scale is not feasible1. This restriction requires the introduction of another
hypothetical continuum, in which each point in the continuum is assigned to an averaged
value. The averaging process (described in section 2.1.6), which employs the concept of
elementary volumes, introduces new quantities (e. g. porosity and permeability) along with
the macroscopic equations on themacroscopic scale. These quantities are measurable statistical
properties.
It is on the macroscopic scale that media discontinuities like fractures become apparent.
Layers of different materials constitute most natural porous media, and even in regions of a
single material the material properties may vary significantly. Fractures are present in many
rock types and can change these properties significantly.
The treatment of fractures has our special attention, so we ask what fractures are and what
their distinguishing properties are when compared to other types of media discontinuities.
2.1.3. Types of Discontinuities in Porous Media
Fractures are not the only types of discontinuities in porous media. After Singhal and Gupta
(1999) we can distinguish
. Bedding planes.
. Foliation (including cleavage).
. Fractures (joints).
. Faults and shear zones.
. Other geological discontinuities.
The distinction between these classes is as follows.
Bedding planes are formed by primary bedding and compositional layers. In sedimen-
tary rocks (sandstones, siltstones,. . . ) they represent the most significant discontinuity. The
bedding plane has a profound influence on the groundwater flow and imports anisotropy.
1While the problem of determining the exact geometry of the pore space is still current, todays supercomputers
have the potential to allow direct simulation of fluid flow in a region of the pore space that is of a size that is
often representative for the porous medium.
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Foliation develops when platy mineral grains are aligned parallel-planar at right angles
to the direction of the stress. The influence of foliation on groundwater movement is almost
as big as the influence of bedding in sedimentary rocks. Bedding and foliation are the most
significant discontinuities in their respective rock categories.
Fractures and joints The terms fracture and joint are used synonymously. Fractures are
caused by a partial loss of cohesion of the rock due to stress. Fractures are of essentially planar
geometry. A fracture is defined as a plane where there is hardly any visible movement parallel to
the surface of the fracture. Otherwise it is defined as a fault. Generally, the term fracture is used
for planar cracks or breaks in the rock without displacement. If displacement parallel to the
plane can be found, the term fault (or shear) is used. Slight movement at right angles to the
fracture will produce open fractures. Over time, they may get filled by secondary minerals or
rock fragments. Filling materials like clay can reduce the hydraulic conductivity of fractures.
The mechanical stresses which are necessary for fracturing can not propagate across open
fractures, which gives a good indication about the development history of fracture sets—if
crossing fractures are encountered, it is probable that the fractures are of different age, and
that one fracture developed after the other was either cemented or closed by compression.
Individual fractures have limited spatial extent and may be discontinuous in their own
plane. If the lengths of the joints are greater than the spacings between them, the fractures
form an interconnected continuous network. This connectivity leads to greater hydraulic
conductivity of the fractured material.
See the next section for a more detailed discussion of fractures.
Faults and shear zones. Faults are
Upthrown
block
Fau
lt p
lan
e
Footwall
Downthrown
block
Hanging
wall
Throw
HadeDip
Fault
created by shear movement and rupture.
The fault-causing stress is mostly a result of
mountain building tectonic activity. Faults
are planes or zones of rapture along which
the opposite walls have moved past each
other. Fault dimensions range from a few
millimeters to several hundred kilometers
(with strike lengths of several tens of kilo-
meters). The figure explains some terms
commonly used in fault description.
Shear zones are generally filled with broken and crushed rocks, possibly embedded in clay
material. The classification of faults is based on slip direction. The influence of faults on
groundwater flow depends on its filling: Silicified faults may act as barriers for groundwater
flow, while faults filled with crushed rock may represent preferred flow paths.
2.1.4. Fracture classification
The essentially planar geometry of fractures was already mentioned above. This section
presents more properties that are common for fractures and will lead us to a clear definition
of what properties we associate with fractures.
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Causes of fracturing. The process by which fractures are produced are believed to be
complex and are not sufficiently understood (Price and Cosgrave, 1990). Some of the origins
of the stresses which cause fracturing are tectonic stresses, residual stresses, construction due
to shrinkage (i. e. because of cooling of magma), surficial movement (landslides, movement
of glaciers), erosional unloading of deep seated rocks and weathering.
Types of fractures. There are two broad types of fractures,
. systematic fractures—which are planar and regularly distributed—and
. non-systematic fractures—which are curved and irregular.
In the picture on the side systematic fractures are denoted by a and
a
a
b
b
b
non-systematic fractures by b. Non-systematic fractures meet, but they
do not cross other fractures. They end at the bedding surface. Their
characteristic is their curvilinear pattern. A geometric classification is
also possible, based on the strike of the fracture compared to the strike
of the bedding or foliation or the dip of the rock. Non-systematic
fractures are developed by dilation in the weathering zone.
A classification based on the extent of the fractures is the distinction between first-order
fractures and second-order fractures. First-order fractures cut through several layers of rocks,
second-order fractures are limited to a single rock layer.
Finally, the genetic classification distinguishes between shear fractures, dilational fractures
and hybrid fractures.
Fracture characterization. The components of a fractured rock are
. the fracture network,
. the matrix, and
. the fracture fillings (if present).
The characterization embodies features of the single discontinuities (like orientation, nature,
persistence, aperture,. . . ) and features of the combination of these discontinuities (e. g. a
certain frequency). The characterization according to Singhal andGupta (1999) is as follows.
Number of sets There may be several sets of fractures in the network (three or four are the
most common). Relevant data has to be collected for each set.
Orientation Defines a single fracture plane in space.
Spacing The distances between joints can be very evenly distributed so that an average value
can be identified.
Persistence Fracture length. The connectivity of the fracture network increases with greater
average fracture length.
17
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B
B
B
BC
C
C
C
D
DD
B
B  blind
C  crossing
D  diffusely connected
Figure 2.2.: Fracture connectivity, after Singhal and Gupta (1999).
Fracture density The density of fractures can be described with respect to length (one-dimensional
measure), area or volume.
Fracture area and shape Common shapes are circular, elliptical, square, rectangular, and poly-
gonal.
Volumetric fracture count The number of fractures per cubic meter of rock volume.
Matrix block count A matrix block unit (mbu) is the rock block bounded by a fracture net-
work. Each matrix block unit can be considered to be independent from adjacent
matrix block units.
Fracture connectivity This is an important property for flow processes. It depends on how
fractures terminate: abutting, crossing or blind. Fractures that do not cross other frac-
tures are blind. Other authors suggests a distinction into blind diffusive and con-
nected (which includes abutting, see figure 2.2), arguing that many fractures classified
as abutting are really of interfingering type (i. e. diffusive). (The first classification is
from Barton et al. (1987), the second from Laubach (1992), both cited after Singhal
and Gupta (1999).)
Rock quality designation The ratio of recovered core more than 4in (≈ 10cm) long and of
good quality to the total drilled length. Stems from core recovery data.
Aperture Perpendicular distance separating the adjacent walls. Aperture may increase by
dissolution and erosion (especially in the weathered zone). Aperture may decrease
with depth due to pressure. Apertures are classified according to their size by the
terms displayed in figure 2.3. Figure 2.3 shows on the left the aperture distribution of
a natural fracture from the A¨espo¨ site (from Jarsjo¨ and Geller (1996)).
Asperity Fracture walls are not smooth surfaces. The irregularities are called asperities. They
reduce fluid flow and lead to channeling (preferential flow).
Wall coatings and infillings Between the walls there may be clay, fault gouge, breccia, chat,
and calcite.
In section 2.5 we present a summarization of the assumptions we base on fractures for our
model.
18
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Aperture in mm Term
< 0.1 very tight
0.1–0.25 tight
0.25–0.5 partly open
0.5–2.5 open
2.5–10 moderately wide
> 10 wide
asperitiesaperture
Figure 2.3.: Aperture distribution for a fracture from the A¨espo¨ site, aperture classification,
and definition of asperity and aperture.
0
0
10
10
20
20
30
30
40
40
50
50
60
60
Porosity Effective porosity
Unconsolidated deposits
Gravel
Sand
Silt
Clay
Dune sand
Loess
Rocks
Sandstone
Limestone, dolomite
Shale
Siltstone
Till
Dense crystalline rock
Fractured crystalline rock
Weathered crystalline rock
Basalt
Figure 2.4.: Some porosity values of porous media (from Singhal and Gupta (1999)).
2.1.5. Porosity
In section 2.1.2 we already mentioned porosity as a quantity on the macroscopic scale. Poros-
ity is a measure of the potential storage volume for porous media. For a given sample of a
porous medium, the porosity is defined as
porosity =
pore volume
bulk volume
=
bulk volume−mineral volume
bulk volume
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Porosity is a dimensionless scalar quantity. In engineering and geology, sometimes per-
centage values rather than fractional values are used. Porosity can be determined by visual
methods and laboratory measurements, both a demanding task. Classical visual methods
tend to underestimate the porosity, because small pores cannot be detected. Inaccuracies
in porosity measurements arise from e.g. incomplete removal of fluids from the medium if
volumetric displacement methods with strongly wetting fluids are employed, or alteration
of the material: Carbonate rocks are compressible and porosity decreases with increasing
effective stress. Therefore measurements should be made at in situ conditions.
Porosity is controlled by shape and arrangement of the constituent grains, the degree of
sorting, compaction and cementation, fracturing and solution. Well-sorted materials have
higher porosities independent of grain size, while poorly sorted materials have lower poros-
ity because small grains occupy the pore space between larger grains.
Porosity rarely exceeds 0.45 in reality. This is understandable if we con-
Cubic
Packed Spheres
Rhombohedric
Packed Spheres
sider the most open type arrangement of spherical grains, the cubic pack-
ing. In this arrangement we find a porosity of 1−Π/6 ≈ 0.476. The closest
packing, the rhombohedral packing, has a porosity of .26. In more realis-
tic settings, only a fraction of the pore space may be connected. Since only
the accessible pore space is important for fluid flow, two types of porosity
are distinguished: The total porosity Φt, which considers all void space in
the porous medium, and the effective porosity Φe, which includes only the
interconnected pore space. Porosity is also divided into primary porosity
and secondary porosity: Primary porosity is an original sedimentary feature
that is present from the time of deposition. It is also called matrix porosity
or intergranular porosity. The secondary porosity describes the void space
that is created after deposition. One possible cause of secondary porosity
is fracturing (especially in carbonates) or solution. If applicable, the term
fracture porosity is used, i. e. the ratio of fracture void volume and total
bulk volume.
Total porosity and effective porosity can be quite different. Figure 2.4 lists some porosity
values for different materials. The values are taken from Singhal and Gupta (1999), where
the effective porosity is defined as the specific yield Sr: the ratio of volume of water that
the unconfined aquifer will release from storage by gravity to the total volume of the fully
saturated aquifer material. It depends on the duration of the drainage, temperature, mineral
composition of the water, grain size and other textural characteristics of aquifer material.
2.1.6. Representative Elementary Volume
The concept of the representative elementary volume (rev) is central to the transition from the
microscopic scale to the macroscopic scale. An rev is the smallest volume which is represen-
tative for the porous medium. Quantities on the microscopic scale are replaced by averaged
quantities on the macroscopic scale. For these quantities, new macroscopic equations must
be derived. An rev can be derived for every property of a homogeneous porous medium.
We only demonstrate it here for porosity, but the derivation of the macroscopic equations is
based on the existence of an rev for all properties.
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Figure 2.5.: An averaging volumeΩ0(x0) around the point x0 and shape of the porosity func-
tion for different materials.
The idea of an averaging volume assumes that if we consider a small subdomain of a
homogeneous porous medium and measure a property in a non-destructive way and then
enlarge the subdomain and measure again, that repeated measurements will (after initial
fluctuations) converge to a value which is representative for the porous medium. Let us
illustrate this for the porosity.
On the microscopic scale, each point x of a porous medium is either part of the void
space or part of the solid matrix. An averaging volume Ω0(x) is a subdomain of the porous
medium, centered around the point x with a diameter d. The porosity of the porous medium
with respect to the averaging volume can then be defined as
(2.1) Φ(x) =
1
|Ω0(x)|
∫
Ω0(x)
γ(y) dy,
with the void space indicator function
(2.2) γ(x) =
{
1 if x ∈ void space
0 if x ∈ solid matrix
Figure 2.5 shows the averaging volumeΩ0(x0) and three typical curves for the functionΦ(x).
For unfractured rock, there are averaging volume diameters l and L, such that the porosity
is constant in these bounds. If the sample consists of only a single material, L may be the
sample diameter. For samples with varying properties (like layers of different materials),
the influence of these variations may become significant from a certain diameter L on. In
fractured rock, it is quite common that the porosity doesn’t reach a constant value in the
rev; instead the variation becomes insignificant in a certain range l < d < L.
If we can determine lengths l and L such that for the diameter d the condition l¿ d¿ L
holds and if the porosity does not depend on the size of the averaging volume in this range,
then the averaging volume Ω0(x0) is called a representative elementary volume.
Determining the rev for a given medium can be difficult or even impossible, and the
size of the rev can vary considerably. Fractures introduce variations into the medium and
fractures appear at length scales from millimeters to kilometers, so we may ask how we can
incorporate them into the averaging process. Let us consider a sample for investigation.
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Figure 2.6.: rev size differences for fractured media.
Figure 2.6 show the four possible settings we can distinguish. If the sample shows no frac-
turing (case A), the averaging process can take place as described above and the rev will be
comparably small. In case B some large scale fractures are present, but the remaining mate-
rial is unfractured. Since the rev size easily fits into the space between the fractures, we can
find an rev for the matrix and can determine a separate rev for the fractures. (Singhal and
Gupta (1999) stress the point that finding an rev for a fracture is in general more difficult
than finding a rock matrix rev.) If the fractures occur on a smaller scale (microfractures in
case C), i.e. if every averaging volume intersects with one or more fractures before the rev
size that we can expect from the unfractured material is reached, then we must use a much
larger averaging volume which incorporates so many fractures that an averaging is possible.
Combinations of both situations A, B and C are possible; this is case D, where three different
revs are necessary: for the unfractured matrix, for the fractured matrix and for the large
scale fractures.
2.1.7. Heterogeneity and Anisotropy
If a macroscopic quantity of a porous medium is independent of its position, the porous
medium is said to be homogeneous with respect to this quantity. Otherwise it is called hetero-
geneous. Natural soils are usually not homogeneous.
A porous medium is isotropic w.r.t. a tensorial quantity if this quantity is independent of
direction; otherwise it is called anisotropic. Anisotropy can be introduced by anisotropic
shape and arrangement of the grains. Figure 2.7 shows (a) the pore scale of an isotropic and
homogeneous medium and (b) the pore space of an anisotropic medium. Due to shape and
arrangement of the grains, fluids will flow preferentially in horizontal direction as opposed
to flow in vertical direction in case (b). Anisotropy and heterogeneity can also be introduced
by fractures. The porous medium (c) of figure 2.7 shows a fractured medium with two
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a b c d
Figure 2.7.: An isotropic porous medium (a), anisotropic media due to pore anisotropy (b)
and fractures (c), and a heterogeneous medium (d).
main fracture directions. These directions dominate fluid flow and transport. Medium (d)
contains domains of different grain sizes and is therefore heterogeneous.
2.2. Single phase fluid flow in fractured porous media
In contrast to the vast amount of competing theories considering different aspects in fluid
flow in the subsurface, we are in the fortunate situation that there is only a single approach
for the macroscopic momentum equation. The valid equation is by common consent of the
porous media community the famous Darcy’s law. It was found 1856 experimentally by the
french engineer Henry Darcy, who investigated the flow of water in vertical homogeneous
sand filters Darcy (1856).
We present Darcy’s law and then consider under what circumstances Darcy’s law is appli-
cable in a single fracture. The application to interacting matrix–fracture networks is done in
section 2.5.
2.2.1. Darcy’s law for flow of a single fluid phase in a porous medium
Darcy’s law states that for the averaged velocity u the equation
(2.3) u = −K0∇h
holds, with the tensor of hydraulic conductivity K0 and the piezometric head h,
(2.4) h =
p
ρg
+ z.
p/ρg is the pressure head and z is the elevation head. The tensor of hydraulic conductivity can
be split into
(2.5) K0 = K
ρg
µ
.
The quantities introduced in these equations and their units are:
u(x, t) The Darcy velocity, also called macroscopic apparent velocity. This is the velocity
which is observable at the macroscale, while the velocity in the pore channels is
u/Φ. [m/s]
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p(x, t) The fluid pressure. [Pa] = [N/m2]
ρ(x, t) The fluid density. It is either assumed to be constant for incompressible fluids or
we employ as the equation of state the ideal gas law p = ρRT with the tempera-
ture T and an individual gas constant R. [kg/m3]
µ(x, t) The dynamic viscosity of the fluid. We consider only applications where µ is con-
stant. [Pa s] = [kg/(ms)]
g The gravity vector. It points in the direction of gravity (the z-direction unless
stated otherwise) with size g, g = (0, 0,−g)T = (0, 0,−9.81)T on middle latitudes
of the earth. [m/s2].
K(x) The symmetric tensor of absolute permeability or intrinsic permeability. It depends
only on position (for heterogeneous media), not on the fluid, and may introduce
anisotropy. [m2]
The form of Darcy’s law that we will use is
(2.6) u = −
K
µ
(∇p− ρg).
Despite the consent on the validity of Darcy’s law, the proper assumptions for the deriva-
tion of Darcy’s law from the Navier-Stokes equations are still investigated. We state the
incomplete set of assumptions that the flow is laminar (so that inertial effects can be ne-
glected), that the fluid is assumed to be Newtonian, and that a no-slip boundary condition
is valid at the microscopic scale at fluid–solid interfaced. For details we refer to Hornung
(1997) and Bear (1972).
Equation (2.6) is completed by the equation for macroscopic fluid mass conservation. Let
the domain defined by the porous medium under consideration be Ω ⊂ R3. Then
(2.7)
∂(Φρ)
∂t
+∇ · (ρu) = ρq in Ω.
Here we employ the porosity Φ and source and sink terms q.
Φ The porosity as defined in section 2.1.5. We use the effective porosity, since this
defines the volume available for fluid flow. Although not considered in this con-
text, the porosity may depend on the fluid pressure p, time and temperature, like
in the swelling of clay or in freezing soils (see Ippisch (2001)). [−]
q(x,t) Source and sink term. [1/s]
Inserting equation (2.6) into equation (2.7) yields
(2.8)
∂(Φρ)
∂t
−∇ ·
(
ρ
K
µ
(∇p− ρg)
)
= ρq in Ω.
This equation for the unknown p is completed by appropriate initial conditions and bound-
ary conditions at the Dirichlet boundary ΓD and the Neumann boundary ΓN, ∂Ω = Γ =
ΓD ∪ ΓN:
p(x, 0) = p0(x) in Ω,(2.9)
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p(x, t) = pD(x, t) on ΓD,(2.10)
ρu · n = φ(x, t) on ΓN.(2.11)
If the fluid is incompressible, ρ is constant and (2.8) reduces to an elliptic equation; if the
fluid is compressible, the equation is of parabolic type.
The assumption that only laminar flow takes place (where viscous forces are dominant) is
too restrictive in some situations. Especially in fractures with high hydrodynamic conductiv-
ity fluid flow can be very fast. According to Sahimi (1995), inertial forces become important
for Reynolds numbers Re> 10 if we choose the characteristic length of the Reynolds number
to
√
K or
√
K/Φ; other authors suggest the limit for Re between 1 and 10 (Bear, 1972). For
Re > 100 turbulence occurs. Then Darcy’s law is no longer valid, as well as for the transition
zone between these limits. Alternatives to Darcy’s law were proposed by Forchheimer (1901)
and Brinkman (1947).
2.2.2. Single phase fluid flow in a fracture
Fluid flow in a filled fracture can be treated by Darcy’s law, since a filled fracture is a porous
medium. For open fractures, a different situation arises, which has been addressed by many
researchers.
A very idealized approximation of an open fracture is the parallel plate model, also called
Hele-Shaw analog. We will comment on the numerous limitations of this model later, but
include it despite its flaws since it is the starting point for many models of fluid flow in a
fracture. Assuming a setup of two parallel plates arranged at a distance b, we find that the
averaged velocity between the plates is
(2.12) u =
b2
12
ρg
µ
∇h.
This means that Darcy’s law is valid in the opening if we choose K = b2/12.
This relation is often called the local cubic law, because the volumetric flux according to
equation (2.12) is
(2.13) Q =
b3
12
ρg
µ
∇h,
where the flux Q is proportional to the third power of the fracture width b.
Appendix A shows how equation 2.12 can be derived from the Navier-Stokes equations.
An experimental validation of the cubic law was given by Witherspoon et al. (1980).
In Singhal and Gupta (1999) several extensions to the parallel plate model are listed. They
account for nonparallel flow, turbulent flow, permeable plate walls and for wall roughness.
For parallel flow with mostly smooth walls, turbulence occurs for Reynolds numbers Re >
2400 according to Lomize (1951), Romm (1966) or Re > 2300 according to Louis (1969).
For rough wall surfaces, turbulence may start as early as Re > 300.
The cubic dependence on the fracture width can quite easily dominate other factors which
influence fluid flow. This is an important consideration for laboratory experiments with
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rock material from great depths, because the fracture width can change considerably in the
absence of the large pressures.
A review of open questions concerning fluid flow in fractures and fractured media can
be found in Berkowitz (2002). From the long list of current research fields we mention
the effect of channeling (Neretnieks et al., 1982, Neretnieks, 1993, Smith and Schwartz,
1984, Tsang and Tsang, 1987), which describes the development of channels along which
the majority of fluid flow and transport processes takes place. Tsang and Neretnieks (1998)
contains an overview of experiments on different scales which show the importance of this
effect. Another important issue is the the modeling of transport behavior at fracture inter-
sections (Park et al., 2001, Adler and Thovert, 1999, Mourzenko et al., 2002).
2.3. Multiphase flow at the microscopic scale
The flow of a single fluid phase is driven by pressure forces due to pressure differences and
gravitational forces only. If two or more phases are present in the system, a new force is
introduced, the capillary force at the interface between the fluid phases. The capillary force has
a significant influence on the fluid behavior. We will consider the microscale to investigate
the origin and behavior of the capillary force and will then move to a continuum model on
the macro scale in the next section.
2.3.1. Capillary forces and the shape of the capillary surface
To explain the origin of the capillary force we must retract to the
the microscopic scale. If we consider a capillary tube with gas and
water, there is an interfacial tension caused by the cohesive forces which
attract molecules in a fluid to each other and adhesive forces between
the solid matrix and the fluid phases. The interaction of these forces
leads to a specific angle θ between the solid matrix and the interface
between the phases. This contact angle depends on the fluids. It also
depends on temperature and chemical constituents of the fluids, but
these dependencies are neglected here.
If we want to determine the shape of the interface between two
phases in a container, we must take into account the adhesive force at the wall and the cap-
illary force at the free boundary which develops because fluid molecules are not surrounded
by other fluid molecules. Following Zeidler (1995) the equation for the free surface is
(2.14) z = u(x, y) in G,
and u can be determined by the variational problem
(2.15) σ
∫
G
√
1+ u2x + u
2
y dxdy︸ ︷︷ ︸
energy stored by deformation
− σβ
∫
∂G
uds
︸ ︷︷ ︸
work by adhesion
−
∫
G
ρgudxdy
︸ ︷︷ ︸
work by gravitation
= min!
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with the side condition
(2.16)
∫
G
udxdy = V.
σ is the surface tension, ρ is the density of the fluid, β is the relative adhesion coefficient,
g is the gravitational acceleration and V is the volume of the fluid. We assume that the
surface energy is proportional to the surface area and that the adhesion forces at the wall are
proportional to the area of the wall wetted by the fluid. Then it is possible to prove that
with
(2.17) T :=
∇u
|∇u|
the variational problem satisfies
div T = κu+ λ in G,(2.18a)
Tn = β on ∂G.(2.18b)
n is the outward unit normal of ∂G, κ = gρ/σ is the capillary constant and
λ = β
length(∂G)
meas(G)
− κ
V
meas(G)
and cos θ = β.
Equation (2.18a) can be written as
(2.19)
∂
∂x
 ux√
1+ u2x + u
2
y
+ ∂
∂y
 uy√
1+ u2x + u
2
y
 = κu+ λ.
The outer unit vector to the free surface is
(2.20) N =
ez − uxex − uyey√
1+ u2x + u
2
y
with the Cartesian basis (ex,ey,ez). The cosine of the boundary angle θ is defined as
(2.21) cos θ = −nN = Tn
which implies cos θ = β by the boundary condition (2.16).
The differential equation (2.15) (without gravity) dates back to papers by Young in 1805
and Laplace in 1806. The heuristic arguments in these works are still employed in the en-
gineering literature. A rigorous approach was proposed by Gauss in 1830, based on the
Lagrange multiplier rule. Note that this derivation describes the static situation. If the fluids
are moving due to some external driving force, the contact angle is subject to change, as will
be discussed in section 2.3.4.
The fluid with θ < 90◦ is called the wetting fluid because of its tendency to adhere to
the solid and spread over it. The other fluid is called the nonwetting fluid. The wettability
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generally decreases from water over the non-aqueous phase liquid (NAPL) to gas, with
water being the wetting fluid w.r.t. NAPL and gas, and NAPL being the intermediate wetting
phase if we have a three-phase system.
2.3.2. Capillary pressure
Across the interface between the wetting phase and the nonwetting phase a jump disconti-
nuity occurs in the pressure, because the pressure pn in the nonwetting phase is larger than
the pressure pw in the wetting phase. This jump is termed capillary pressure pc,
(2.22) pc := pn − pw ≥ 0.
For the idealized situation of two phases in a tube with a small radius r (so that we can
neglect gravitational force) we find that
(2.23) pc =
2σ cos θ
r
and the capillary surface has constant mean curvature. σ is the surface tension, the ratio
between the amount of work ∆W necessary to enlarge the area of the surface by ∆A, and has
the unit [J/m2].
For more general geometries the Laplace equation describes the capillary pressure as
(2.24) pc = σ
(
1
r1
+
1
r2
)
with the mean radii of curvature r1 and r2.
These equations allow for a prediction of fluid behavior in the pore space.
2.3.3. Capillary behavior in the pore space and in fractures
From the capillary pressure equations (2.23) and (2.24) we find that for smaller capillary
tubes the capillary pressure increases and that for increasing radii of the tube the capillary
pressure decreases. The consequence for a porous medium is that if the porous medium
is not fully water-saturated, the water will retreat from the largest pores and reside in the
small pores of the medium and that large pores of the medium will only be filled when
more water is present. The static situation is described in figure 2.8; on the left only a
small amount of water is present in the volume and the water is in the small pores and it is
spread as a thin film over the grains. Capillary pressure is high, and little water flow can take
place because the water phase is largely disconnected. The open fracture can be considered
as a large pore. Consequently it contains no water. It may strike as counterintuitive, but
fractures act as barriers for water flow in this situation. If large amounts of water are present,
the nonwetting phase fills only the largest pores, as shown on the right of figure 2.8. The
capillary pressure is small and water flow can easily take place, especially in the fractures.
The same considerations are in principle valid for flow in a single fracture, too. However,
the processes in a single fracture are complex and not yet fully understood. A discussion
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Figure 2.8.: Distribution of the wetting phase for high capillary pressure and low capillary
pressure.
Figure 2.9.: Parallel plate and sawtooth approximation of fracture walls.
of all issues concerning this problem is beyond the scope of this work; Berkowitz (2002)
explains some of the difficulties.
One large complexity is introduced by fracture wall roughness. The parallel plate model
starts by approximating fracture walls by regions of parallel plates with varying widths, see
figure 2.9. For parallel plates the capillary pressure is
pc =
4σ cos θ
b
, and bc :=
4σ cos θ
pc
is the cut-off fracture aperture which indicates if (for fixed pc) the wetting phase is present
(b ≤ bc) or if the nonwetting is present (b > bc).
Recent results have shown, that this model is too simple and that wetting phase can also
be present in regions of the fracture with greater width; see Jakobs (2003) and the literature
cited therein.
2.3.4. Dynamic processes at the microscale
So far we only considered equilibrium situations. If water-saturated soil is drained (drainage)
or if the soil is being filled with water (imbibition), the processes are more complex. These
dynamic processes introduce hysteresis into the system: For an accurate description we need
to take the history of a porous medium into account. The question whether we are in a
drainage or imbibition process is important and has a significant influence on the flow.
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Figure 2.10.: Contact angle hysteresis. The contact angle depends on the flow direction.
We will only consider processes in one direction, i. e. only drainage or imbibition, and
we assume that appropriate parameters for this process are known. If, however, we would
like to explore processes where drainage and imbibition alternate, hysteresis would become
important and our model would have to be extended.
Contact angle hysteresis Depending on the direction of displacement, the contact
angle and the capillary pressure change. This is called contact angle hysteresis. Figure 2.10
shows the shape of the capillary surface for drainage, equilibrium and imbibition.
Ink bottle effect Due to the variability of the pore channel width, the fluid volume can
be different for the same capillary pressure, depending on whether drainage or imbibition
takes place.
Residual saturation The displacement of one fluid phase by another may not result
in complete removal of the displaced phase from the pore space. During drainage, the
wetting phase retracts to smaller pores until a situation similar to the one on the left in
figure 2.8 is reached. The remaining wetting phase volume can not be displaced by advective
processes and is called residual saturation (a rigorous definition is given in section 2.4). Phase
transitions (like vaporization) can reduce the water volume below the residual saturation;
however, phase transitions are not considered in this work. For the treatment of phase
transitions see Ippisch (2001), Helmig (1997), Class (2001).
The similar phenomenon can be observed during imbibition where the nonwetting phase
can become entrapped in large pores of the porous medium.
Entry pressure If a porous medium is water-filled, then a certain pressure must be
reached in the nonwetting phase before it can penetrate the sample. This is called the entry
pressure, sometimes also threshold pressure or bubbling pressure. Consequently the capillary
pressure must reach a certain level before displacement can take place. This effect is also
important at media continuities and will be discussed later.
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2.4. The transition to the macroscale
The sharp separation between phases at the microscopic scale does not exist on the macro-
scopic scale. On this scale, we employ a continuummodel through averaging like in the case
of the Darcy law for a single fluid phase.
Let us consider two fluid phases in the void space of a porous medium2. The phases are
denoted by lower indexw for the wetting phase and lower index n for the nonwetting phase.
If we consider water-gas systems, we sometimes use lower index g to indicate the gas phase.
For general phases we use greek symbols α,β, γ, . . .
2.4.1. Saturation
The saturation of a fluid phase α in the void space of an rev is
(2.25) Sα :=
volume of fluid within the rev
volume of voids in the rev
.
This can also be expressed by employing a phase indicator function for each point x in the
porous media domain Ω (after Gray and Lee (1977)),
(2.26) γα(x, t) :=
{
1 x ∈ phase α at time t,
0 else.
The saturation in an rev Ω0(x0) around x0 is then
(2.27) Sα(x0, t) :=
∫
Ω0(x0)
γα(x, t)dx
/ ∫
Ω0(x0)
γ(x)dx ,
with the void space indicator function γ from equation (2.2). Note the dependence on time
t for γα(x, t) and Sα(x, t).
The phases fill the void space,
(2.28)
∑
α
Sα(x, t) = 1,
and this implies
(2.29) Sn = 1− Sw and Sw = 1− Sn
in the case of two phases w and n.
2The discussion of more than two fluid phases can be found in Helmig (1997).
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2.4.2. Multiphase flow equations
For a multiphase system in a porous medium which fills the domain Ω ⊂ R3 we require
conservation of mass for each phase α separately:
(2.30)
∂(ΦραSα)
∂t
+∇ · (ραuα) = ραqα.
ρα is the density of phase α, qα is the source term of phase α and uα is the Darcy velocity of
phase α.
Under the assumption that momentum transfer between phases is negligible it can be
shown by homogenization or volume averaging techniques (see Hornung (1997)) that an
extension of Darcy’s law holds for each phase,
(2.31) uα = −
Kα
µα
(∇pα − ραg)
The Darcy velocity now only depends on the macroscopic phase pressure pα.
In the presence of two fluids the movement of one fluid interferes with the other, so we
can expect the phase permeability Kα to be smaller than the absolute permeability K, since
only a smaller portion of the void space is available for fluid flow. This requires that the
phase permeability depends on the saturation. The common technique to introduce this
dependence into the model is by the definition of the relative permeability krα. The relative
permeability is used together with the absolute permeability to yield the phase permeability
Kα:
(2.32) Kα = krα(Sα)K.
The relative permeability is a dimensionless factor. Functions for krα(Sα) are given below.
2.4.3. Capillary pressure functions
The capillary pressure is also part of the macroscopic description of multiphase flow and is
defined as
(2.33) pc(Sw) = pn − pw
for the pressure of the wetting phase pw and the nonwetting phase pw. From the micro-
scopic considerations we expect that the capillary pressure is small when the porous medium
is fully saturated with water. During drainage, capillary pressure increases as the water re-
treats to the smaller pores, until all water is removed from the the pore space or until the
residual saturation Swr is reached. Here we neglect the influence of temperature and fluid
composition on the capillary pressure. We expect pc to be a monotonically decreasing func-
tion which depends solely on the saturation of the wetting phase Sw. Of course we could
make it also depend on Sn, since we know Sw = 1− Sn from equation (2.29).
The shape of the function depends on the pore space geometry. For very well graded
materials, we observe almost linear behavior of the function, while for poorly graded media
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a strong nonlinearity develops. In figure 2.11, the curves for n = 2 (left) and λ = 1/2 (right)
correspond to well sorted materials while the curves for n = 5 (left) and λ = 4 (right)
correspond to poorly sorted material.
Two capillary pressure functions are most commonly used, which both employ the effective
saturation Se of the wetting phase,
(2.34) Se :=
Sw − Swr
1− Swr
Swr ≤ Sw ≤ 1.
The effective saturation can also be defined for each phase α as
(2.35) Seα :=
Sα − Sαr
1− Swr − Snr
Swr ≤ Sw ≤ 1− Srn.
The decision, if Se or Seα is appropriate depends on the processes which take place in the
porous medium. See Helmig (1997, pp. 66) for a discussion of this matter. We employ
(2.34) throughout this work.
The first function is the Van Genuchten capillary pressure function, which was derived for
water-gas systems:
(2.36) pc(Sw) =
1
α
(
S
− 1m
e − 1
) 1
n
,
with parameters α,n and m which have to be fitted to the data. m is usually chosen as
m = 1− 1/n. α is related to the entry pressure.
The Brooks-Corey capillary pressure function is
(2.37) pc(Sw) = pdS
− 1λ
e .
pd is the entry pressure, and λ is related to the pore size distribution: Materials with small
variations in pore size have a large λ value while materials with very different pore sizes have
small λ values. Usually λ is in the range 0.2 ≤ λ ≤ 4.
Figure 2.11 shows some examples of capillary pressure functions. Different correlations
between the Brooks-Corey capillary pressure function and the Van Genuchten capillary pres-
sure functions for equal physical conditions are compared in Ma et al. (1999). They found
the correlation presented by Lenhard et al. (1989) to be the most accurate:
λ = (n− 1)
(
1− (1/2)
n
n−1
)
(2.38)
pd =
1
α
(
0.72− 0.35e−n
4
) 1
λ
((
0.72− 0.35e−n
4
) n
1−n
− 1
) 1
n
(2.39)
The models of Brooks-Corey and van Genuchten were developed for porous media and
we assume that a similar capillary pressure function exists also for fractures, either filled or
open. However, the capillary pressure in a single open fracture was experimentally investi-
gated in Bertels et al. (2001) by means of computed tomography (CT) scanning to measure
aperture distribution and saturation along with capillary pressure and relative permeability.
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Figure 2.11.: Capillary pressure functions after Van Genuchten and Brooks-Corey
They found that the capillary pressure curve shows non-monotonic behavior, contrary to the
above model. After an initial increase of capillary pressure with increased gas saturation, the
capillary pressure decreases with increasing gas saturation, probably due to local rearrange-
ment of fluid under the influence of both capillary and viscous forces. This indicates that a
macroscopic description of capillary pressure in open fractures may be inadequate.
2.4.4. Relative permeability functions
For the relative permeability krα we present the two models that describe krα as a function
of Sα which are most commonly used. The Van Genuchten relative permeability functions are
krw = S

we
(
1−
(
1− S
n
n−1
we
)n−1
n
)2
,(2.40)
krn = S
γ
ne
(
1− (1− Sne)
n
n−1
) 2(n−1)
n
.(2.41)
with parameters  and γ which are usually chosen  = 1/2 and γ = 1/3.
The relative permeability functions after Brooks-Corey are
krw(Sw) = S
2+3λ
λ
we ,(2.42)
krn(Sw) = S
2
ne
(
1− (1− Sne)
2+λ
λ
)
= (1− Se)
2(1− S
2+λ
λ
e ).(2.43)
The function krw(Sw) increases only slowly for small saturations, because the wetting
phase fills the smallest pores first where fluid flow is hindered by the strong molecular adhe-
sion forces. Only for large values of Sw the large pores will be filled and enable easier flow,
i. e. a larger krw value.
For the nonwetting fluid the increase of krn(Sn) for small Sn is faster because the fluid fills
the largest pores first where the fluid can flow easily. For increasing Sn values the nonwetting
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Figure 2.12.: Relative permeability functions after Van Genuchten and Brooks-Corey
fluid phase fills also the smaller pores which contribute less to the overall flux rate, hence the
smaller increase in the function.
2.4.5. The model for two-phase flow in porous media
Themodel for the flow of a wetting fluid phasew and a nonwetting fluid phase n in a porous
medium which fills the domain Ω ⊂ R3 is
∂ΦρwSw
∂t
+∇ · (ρwuw) = ρwqw in Ω,(2.44a)
∂ΦρnSn
∂t
+∇ · (ρnun) = ρnqn in Ω,(2.44b)
uw = −
krw
µw
K(∇pw − ρwg),(2.44c)
un = −
krn
µn
K(∇pn − ρng).(2.44d)
This model will be used for the rest of this work. Saturation and pressure are coupled by
Sw + Sn = 1, and(2.45)
pn − pw = pc,(2.46)
which makes only two out of the four variables pw, pn, Sw, and Sn independent variables.
The model has to be completed by appropriate boundary conditions and initial condi-
tions.
Sw(x, t) = Swd(x, t) on ΓSwd Dirichlet BC for saturation(2.47a)
Sn(x, t) = Snd(x, t) on ΓSnd(2.47b)
pw(x, t) = pwd(x, t) on Γpwd Dirichlet BC for pressure(2.47c)
pn(x, t) = pnd(x, t) on Γpnd(2.47d)
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ρwuw · n = φw on Γwn Neumann boundary condition(2.47e)
ρnun · n = φn on Γnn(2.47f)
Sw(x, 0) = Sw0(x) in Ω initial conditions(2.47g)
Sn(x, 0) = Sn0(x) in Ω(2.47h)
pw(x, 0) = pw0(x) in Ω(2.47i)
pn(x, 0) = pn0(x) in Ω(2.47j)
Depending on the choice of independent variables, only a subset of the boundary and initial
conditions are necessary. In section 3.4 we explain our choice of variables and comment on
the resulting requirements for the boundary and initial conditions.
2.4.6. Interface conditions at Media Discontinuities
The governing equations for two-phase fluid flow in porous media are only valid if the me-
dia properties are subject to slow and smooth variation. However, material parameters are
strongly discontinuous between rock matrix and fractures; Wu et al. (2002) report differ-
ences between matrix absolute permeability and fracture absolute permeability ranging from
a factor 2 up to nine orders of magnitude. At media discontinuities with sharp changes
in properties like permeability or porosity it is necessary to introduce interface conditions
which model the correct physical behavior. This has been done in van Duijn et al. (1995);
we adapt their results for fractured media here.
The significant influence of the capillary pressure on the fluid flow especially at media
discontinuities has been shown in laboratory experiments Dawe et al. (1992), Kueper et al.
(1989). These results indicate that it is especially important to capture the effects of the
capillary forces in the description of the interface conditions since they are responsible for
trapping and pooling at media discontinuities.
The partial differential equations (2.44) for two-phase flow are of second order in space
and an interface condition at an inner boundary does therefore have to consist of two con-
ditions. The first condition is stated by requiring fluid conservation across medium discon-
tinuities for the wetting phase w and the nonwetting phase n, so for all interfaces Γ with
associated vector normal n we require that
(2.48) ρwuw · n and ρgug · n are continuous across Γ.
Otherwise, mass would be produced or lost at the interface.
For the derivation of the second condition we consider two parts of the domain, a filled
fractureΩf and the matrixΩm. (The derivation is the same if we consider lenses or layers of
different materials.) The absolute permeabilities in their respective domains are
(2.49) K(x) =
{
Kf(x) if x ∈ Ωf,
Km(x) if x ∈ Ωm.
Accordingly, the porosityΦ depends on the domain as well as the capillary pressure function
pc(Sw) and the relative permeability functions krα. The capillary pressure functions pc(Sw)
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Figure 2.13.: Capillary pressure curves in a rock matrix and a fracture of higher permeability
according to the Van Genuchten model (left) and the Brooks-Corey model
(right)
look like the functions in figure 2.13, depending on whether we choose the Van Genuchten
or the Brooks-Corey relation.
For the Van Genuchten relation it is possible to determine for every given nonnegative
value of pc the corresponding Sfw and Smw by Sfw = (pfc)−1 and Smw = (pmc )−1, i. e. we know the
wetting phase saturation on either side of the boundary if we know the capillary pressure at
the interface. So for the case of a Van Genuchten relation, the second interface condition is
continuity of the capillary pressure.
For the Brooks-Corey capillary pressure relation, the entry pressure is positive, and there
is a saturation S?w such that continuity of the capillary pressure can only be achieved if Sw ≤
S?w. van Duijn et al. (1995) show for a one-dimensional problem, that for Sw > S?w the
capillary pressure is discontinuous and that Sw is 1 in the matrix Ωm. Physically, if the
nonwetting phase is not present (i. e. Sw = 1 and Sn = 0), then pn is undefined and pc is
discontinuous (pc is not physically meaningful any more). The proposed interface condition
is called extended capillary pressure condition and is
(2.50) Smw =
{
1 if Sfw > S?w,
(pmc )
−1 (
pfc(S
f
w)
)
else.
2.5. Models for Fractured Porous Media
Models for the combined consideration of processes in the fracture network and the matrix
can generally be distinguished into discrete models and continuum models (or equivalence mod-
els). In the continuum model the domain is homogenized based on assumptions about the
regularity of fractures. This process can be applied to different scales from the homogeniza-
tion of microfractures to the homogenization of large fractures on the local scale. In the
discrete model the processes are assumed to be dominated by fractures in a way that makes
homogenization impossible and the fractures have to be treated explicitly with a “local” frac-
ture continuum. Both approaches were developed to allow for the numerical solution of the
resulting equations; in the case of simple equivalence models analytic solutions may also be
possible.
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2.5.1. Equivalence Models
Equivalence models are employed if parts of the fractured system or even the whole system
are accessible to homogenization. The simplest equivalence model is the single continuum
model, in which the fracture network and the rock matrix is homogenized into a medium
with an appropriate choice of effective parameters.
The paper of Barenblatt et al. (1960) introduced the double-porosity model (ormulti-continuum
model). This model separates the fractured rock into two porous systems, the fracture net-
work and the rock matrix. The distinguishing properties of these porous systems are
. high permeability and low storage capacity in the fractures, and
. low permeability and high storage capacity in the matrix.
Fluid flow takes place in each system separately, and at the interface between the two systems
exchange of fluids can take place through the introduction of an exchange term. The fluid
flow in each system is modeled by the classical continuum approach as described in the
previous sections. A direct implication is that two separate revs have to be considered, one
for the fractures and one for the matrix.
The model according to Barenblatt et al. (1960) consists of two separate equations for
the matrix and the fracture network. The fluid is assumed to be slightly compressible which
allows for a simplification of the equation of state for fluids (the situation for gases is more
complicated)
(2.51) ρ = ρ0ec(p−p0) to ρ w ρ0 + cρ0(p− p0),
by series expansion and dropping higher order terms. c is the compressibility factor, ρ0 and
p0 denote some reference state. We can then formulate the equation of continuity in the
matrix and the fractures separately by inserting equation 2.51 (following Sahimi (1995); in
Hornung (1997) the equations are formulated with densities only) and arrive at a system
cmµΦm
∂pm
∂t
−∇ · (Km∇pm) + α(pm − pf) = 0,(2.52a)
cfµΦf
∂pf
∂t
−∇ · (Kf∇pf) + α(pf − pm) = 0.(2.52b)
Upper script m denotes the matrix equation, upper script f denotes the fracture equation.
We do not consider source and sink terms here. The third terms on the left hand sides are
exchange terms. From their form it is clear that they are assumed to describe a steady state
process.
Now two important assumptions are made. The first is that the fracture permeability is
much larger than the matrix permeability, Kf À Km, and that from this we can set Km = 0.
This reduces the matrix space to a pure storage volume; no fluid flow can take place there.
The second assumption, that the storage capacity of the matrix is much higher than the
storage capacity of the fractures, translates into the porosity of the matrix space being much
larger than the porosity of the fracture space (note that the fracture space is embedded in the
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Figure 2.14.: Disconnected matrix blocks in the double porosity model.
matrix space), i. e. we have Φm À Φf and consequently Φf = 0. With these assumptions,
the equations can be specialized further.
The assumption of Km = 0 can also be motivated for the case of totally fissured media. In
this model, depicted in figure 2.14, the matrix blocks are disconnected from each other by
the fracture network. Because no direct flow can take place from one matrix cell to another,
Km is set to 0.
The obvious limitations of the model led to the development of several extensions. One
of the earliest and best known was done by Warren and Root (1963). They considered
an idealized setup of a fully connected fracture network with regular parallelepiped blocks
(shown in figure 2.14). Other than Barenblatt et al. (1960) they did not neglect the storage
capacity of the fractures. In their model, some of the systems parameters can be estimated
from the size and shape of the matrix blocks.
Although the double-porosity model is not necessarily restricted to regular blocks, the ma-
jority of double-porosity models has been used for periodic fracture networks. The model
has helped the understanding of fluid flow in uniform fracture networks and analytical so-
lutions can be derived for a large number of configurations (Chen, 1989, for an overview),
but the complex characteristics of fractures pose a severe limitation to the applicability of
these models—the double-porosity model and its refinements contain too many adjustable
parameters of which “some have no clear physical meaning and no method of estimating
them” (Singhal and Gupta, 1999). Some extensions considered the exchange terms and pro-
posed a dependence on the pressure gradient instead of the pressure (Kazemi, 1969). But
no matter how accurate the exchange term is, it can not hide the fact that a new modeling
parameter is introduced into the equations.
Multi-porosity models extend the model by differentiating between two or more matrix
species with different permeabilities. In the triple-porosity model, a system of dominant frac-
tures intercepts a system of less pervasive and nested fractures, which is set within a porous
matrix. Alternatively, the fractures are located in a configuration of matrices with different
porosities and permeabilities (Abdassah and Ershaghi, 1986)
Another refinement of the double-porosity model is the dual-permeability model of Hill
and Thomas (1985), which considers the rock matrix not only as a storage term but allows
for transmissivity in the matrix. By ignoring the interblock transmissivity, the model reduces
to the double-porosity model.
In the dual-permeability model of Clemo and Smith (1989) those fractures in a fracture net-
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work which are most important to fluid flow are modeled explicitly (primary fractures) while
the large majority of remaining, smaller fractures are modeled by network with a lumped-
parameter representation. The model relies on stochastic residence time functions which
determine the interchange between network blocks, and on probability functions which
model the entrance into a network block. The large number of adjustable parameters makes
the model capable of reproducing measured data, but the introduction of more modeling
parameters and the interpretation step in which the most important fractures are selected is
exactly what we want to circumvent.
A mathematical analysis of the double-porosity model was given in Arbogast (1989), Ar-
bogast et al. (1990), Arbogast et al. (1991). The derivation can be found for single-phase
fluids in Allaire (1997) and for two-phase flow in Bourgeat (1997). Computational aspects
are considered in Arbogast (1997).
2.5.2. Discrete Modeling and Numerical Simulation
An important reason for the development of equivalence models was the desire to make the
problems accessible to numerical simulation. An important concept is the usage of lower-
dimensional elements in the finite element method for the numerical solution of fluid flow.
Lower-dimensional elements, called shell elements, have found widespread acceptance for
many problems in mechanical engineering (Ciarlet, 1978). This concept has been applied
for the numerical simulation of fracture networks which neglect the influence of the matrix
altogether and only model fluid flow in the fracture network. Apart from this approach,
which is only justified for rocks with very small matrix conductivity, there have been finite
element models which employ elements of different dimensionality. The term discrete model
can be found in the literature for both approaches; to distinguish both we refer to the former
by discrete fracture network model. The combination of discrete fracture network models with
a continuummodel is also known as hybrid models. We employ the term discrete model for
our approach. Wilson and Witherspoon (1974) was one of the earliest papers on numerical
simulation of water flow in fractured porous media. It contains two finite element models,
one with two-dimensional elements for rock matrix and fractures and one model with one-
dimensional elements for the fracture network which does not take the rock matrix into
account. Gureghian (1975) formulated a finite element model in three space dimensions with
tetrahedral elements in the rock matrix and triangular elements in the fractures; a similar
approach is presented in Baca et al. (1984) and in Eaton and Bixler (1987). The approach
of element types of different dimension is also pursued in Woodbury and Zhang (2001),
Sudicky and McLaren (1998).
The investigation of unsaturated flow received less attention in the past. J. S. Y. Wang
and T. N. Narasimhan (1985) modeled unsaturated flow with a discrete fracture approach.
Berkowitz et al. (1988) considered solute transport in a fractured porous medium with dis-
crete fractures modeled by one-dimensional equations and the matrix modeled by two-
dimensional equations, coupled by exchange terms. In Helmig (1993) mixed-dimensional
elements were employed for two-phase flow; see also ROCKFLOW (1986–2003).
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2.6. Approach taken in this work
The present chapter has explained some of the many difficulties that arise in the modeling
of fluid flow and transport in fractured porous media. It should be obvious that many
assumptions and simplifications have to be imposed on every model that tries to give a
description of the processes on a large scale. In this section we present our assumptions that
we impose on the model. These assumptions will be essential for the applicability of the
numerical simulation.
1. We assume that fracture width is orders of magnitude smaller than the fracture length.
Fractures are of essentially planar geometry, with an associated aperture in each point.
2. We assume that the multiphase fluid flow equations (2.44) are valid in the rock matrix
and the fractures, i. e. the multiphase extension of Darcy’s law is valid. This implies
that we assume a laminar flow regime in both domains and that an rev can be found
for fracture and matrix. Multi-component and non-isothermal behavior of the fluids
is not considered.
3. The absolute permeability of the fractures is larger than the absolute permeability of
the rock matrix. Fractures may be open or filled, but we do not consider blocking
fractures.
4. Relative permeability functions and capillary pressure functions exist for fractures and
matrix. The capillary pressure function is assumed to be strictly monotone decreas-
ing, and we assume that the capillary pressure functions for rock and matrix do not
intersect.
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Solution
A mathematical description of the equations which model two-phase flow in a fractured
porous medium was developed in the previous chapter, and the purpose of this chapter is to
present an efficient scheme for the numerical solution of the two-phase flow equations. To
device an efficient scheme, we need to determine the nature of the equations, i. e. we need
to determine whether the equations are of elliptic, parabolic or hyperbolic type. This classi-
fication affects the choice of the discretization method from the broad range of algorithms
for spatial and temporal discretization.
The classification is carried out in section 3.2, section 3.1 gives a short overview over ex-
isting schemes for the numerical solution of partial differential equations. After selecting
an appropriate formulation in section 3.4, we present a fully implicit, fully coupled vertex-
centered finite volume method for the two-phase flow equations. This is the main part of
this chapter. The remainder of the chapter is concerned with the efficient solution of the
systems of equations arising from the discretization by an inexact Newton method and a
linear multigrid method.
3.1. Numerical solution schemes for the two-phase
equations
There are several difficulties which have to be dealt with in approaches to the numerical
simulation for subsurface problems. We draw from the accurate description of Ewing (1983)
and Bastian (1999) and give a short overview over some of the available numerical schemes.
Based on the difficulties we must expect to encounter and the properties of the available
schemes, we motivate our choice.
The analysis of the two-phase flow equations in section 3.2 reveals the nonlinear convec-
tion-diffusion nature of the saturation equation. This is the more demanding part in the
simulation process, the treatment of the elliptic equation (the pressure equation) is compar-
atively easy. Application of centered differences or standard Galerkin finite element methods
to transport-dominated parabolic equations yields second order accurate schemes, but the so-
lution can contain oscillations for non-smooth solutions. Stabilization by upwinding makes
the solution monotone, but it reduces the approximation order, introduces grid dependen-
cies into the solution and smears out sharp fronts appearing in the solution.
Capillary effects are normally neglected in reservoir engineering applications, but they
play an important role on a smaller scale. For non-vanishing capillary pressure effects, the
saturation equation is of degenerate parabolic type (instead of hyperbolic) and the numerical
scheme must appropriately handle the free boundary in the solution. Capillary pressure
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effects become especially apparent in the treatment of media discontinuities (to which we count
fractures). Many numerical methods fail to reproduce the behavior of pooling, entrapment
and discontinuous saturations at media discontinuities (Helmig, 1997).
In the formulation in section 3.2, the saturation equation is coupled to the pressure equa-
tion by the velocity derived from the pressure. An accurate calculation of the fluid velocities is
therefore crucial for the numerical scheme.
If the frontal mobility ratio is greater than one, the macroscopic equations are unstable
and fingering develops. This is due to numerical errors, and does not approximate the fin-
gering process which occurs in the physical problem due to microscopic instabilities.
The time differencing scheme influences the solution behavior and a balanced choice be-
tween efficiency and accuracy is difficult and very problem-dependent. Explicit and implicit
methods and combinations thereof are available for two-phase flow equations. With implicit
schemes, fast solvers for the arising systems of nonlinear equations have to be devised. Since
the pressure equation is elliptic, a fully explicit treatment of the two-phase flow problem is
not possible.
Numerical simulation of multiphase flow problems has a long and remarkable history
(Douglas Jr. et al., 1959, for the first numerical simulator). A widespread approach is the
splitting of the treatment of the saturation equation and the pressure equation. After solv-
ing the pressure equations (with coefficients depending on saturation), one or several time
steps are computed for the saturation equation with a fixed velocity field. The name IM-
PES (implicit pressure, explicit saturation) is employed for schemes which use explicit time
differencing schemes for the saturation equation.
In the convection-dominated case, standard finite difference, finite element or finite vol-
ume methods have difficulties, arising either from the temporal discretization error of the
backward Euler method, or from the time step size restrictions due to stability problems
of the higher order Crank-Nicholson or BDF(2) schemes. An attractive alternative is the
strongly stable fractional-step-θ scheme, which captures sharp fronts better than the backward
Euler scheme.
High-order explicit finite volume schemes (LeVeque, 2002) have a Courant number lim-
itation, but their evaluation is cheap. They have been applied to two-phase flow with and
without capillary pressure by Durlofsky (1993) and Helmig and Huber (1996), respectively.
The Essentially Non-oscillatory (ENO) and Weighted Essentially Non-oscillatory Schemes
(WENO) (Shu, 1999, 1998) are based on the idea to choose an adaptive stencil which guar-
antees high-order approximation in regions where the solution is smooth. Then the oscilla-
tions near shocks decay with the order O(∆xk) for kth order approximation. However, they
have not seen application to complex realistic problems yet.
An appealing approach is offered by the characteristic methods, which consider the charac-
teristics of the hyperbolic part. The modified method of characteristics (MMOC) of Douglas
Jr. and Russel (1982) interprets the temporal derivative and the advective part together as a
directional derivative in the characteristic direction and then discretizes by a backward dif-
ference quotient. The method is capable of very large time steps, but does not conserve mass
and has difficulties handling Dirichlet boundary conditions. Non-mass conserving schemes
can lead to false predictions of the front position (Hou and LeFloch, 1994). For nonlinear
problems, the large time steps can not be taken. Another approach to characteristic meth-
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ods is offered by the Eulerian-Lagrangian localized adjoint method (ELLAM) of Celia et al.
(1990). ELLAM-type methods are mass-conservative and can treat all kinds of boundary
conditions. The method uses a weighted residual formulation and chooses weight functions
which have local support and solve the homogeneous adjoint equations in the interior of
each space-time element. Treatment of multiphase flow problems with ELLAM is explained
in Binning and Celia (1994) and Ewing (1991), but no numerical results are given. It turns
out that the implementation of the characteristic tracking algorithm necessary for ELLAM
schemes is already very difficult for general domains in two space dimensions.
The upcoming class of discretization methods by the name discontinuous Galerkin methods
is reviewed in chapter 4. See the introductions by Cockburn (1999, 1998) and the articles in
Cockburn et al. (2000b) for an overview.
If the numerical simulator is supposed to handle a wide range of applications, fully cou-
pled and fully implicit schemes which employ implicit time differencing schemes on the full
system of equations are known to be very robust. The resulting equations have to be solved
with a Newton method or quasi-Newton method. The robustness of the method makes it
very attractive for our fields of application.
The number of discretization methods that have been combined with the fully coupled,
fully implicit approach is far too large to allow a complete presentation. Apart from standard
finite element methods and hp-finite element methods (Schwab, 1999), there are control-
volume finite elements (Forsyth, 1991) and streamline diffusion methods (Brooks and Hughes,
1982). Highly popular, due to their mass conserving and monotone behavior, are finite vol-
ume methods. An overview can be found in Michev (1996). Different fully implicit methods
were compared in Helmig (1997).
The choice of our method was directed by the following considerations:
. The simulator should be applied to problems in fractured porous media from the
laboratory scale to the field scale. We need to be able to capture the effects of capillary
pressure; this is done by including the extended capillary pressure condition of van Duijn
et al. (1995). The simulator should be able to handle a compressible gas phase. An
extension of the functionality to three-phase flow, multicomponent flow, isothermal
problems,. . . should be possible.
. The domains we encounter are usually very complex and unstructured meshes are abso-
lutely necessary. This precludes schemes which only work on structured grids.
. The numerical scheme should be stable, consistent,monotone andmass conservative. Mono-
tonicity is important because the saturation values must lie between 0 and 1. Methods
which are not locally mass conservative can fail to predict the correct location of shocks
or sharp fronts (Hou and LeFloch, 1994, LeVeque, 2002).
. For the time discretization we employ the backward Euler method and the fractional-
step-θmethod. Both methods are strongly A-stable.
. The key ingredient for an efficient implicit scheme is the fast solution of the nonlinear
systems of equations. We use an inexact Newton scheme. The scheme is inexact in that
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it only solves the arising linear systems of equations up to a given tolerance. Global
convergence of the Newton method is achieved by a line-search algorithm. The linear
systems of equations are solved with a multigrid method.
. Efficiency and the memory requirements of realistic applications demand to run the
simulator on parallel computers with message passing architecture. Adaptivity can
greatly reduce run-time and memory requirements.
. The software complexity of a project with the mentioned features is by orders of mag-
nitude too large to be handled by a single person. We based our development on the
software toolkit ug (Bastian et al., 1997).
3.2. Character of the equations
A successful numerical scheme for the solution of the two-phase flow equations can not
be designed without careful consideration of the character of the equations. A first look at
equations (2.44) seems to show two parabolic equations with diffusion-like properties. But
the character is more complex, as a transformation by Chavent (1976, 1981) revealed. The
transformation assumes that the densities of both phases and the porosity are constants—
akin to the assumption that fluids and rock are incompressible—and that there are no gravity
terms. It then defines the total mobility
(3.1) λ(Sw, Sn) =
krn
ρn
+
krw
ρw
=
krn(Sn)
ρn
+
krw(Sw)
ρw
,
the phase mobility for the phases α = n,w
(3.2) λα(Sw, Sn) =
krα
λρα
=
krα(Sα)
λ(Sw, Sn)ρα
,
the average pressure
(3.3) p =
1
2
(pw + pn) +
1
2
pc∫
0
(λn(ξ) − λw(ξ))dξ,
and the total fluid velocity
(3.4) u˜ = −K(x)λ(Sw, Sn)∇p.
If we add and subtract the two-phase flow equations (2.44) and collect terms as in Douglas
jr. (1983), we arrive at the system
∇ · u˜ ≡ −K(x)λ(Sw, Sn)∇p = qn
ρn
+
qw
ρw
,(3.5a)
Φ
∂Sw
∂t
−∇ · (Kλλwλn dpc
dSw
∇Sw) + λwu˜ · ∇Sw = f(qw, ρw, λw, qn, ρn, λn).(3.5b)
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f is a linear function of the flow properties.
Equation (3.5a) is of elliptic type. Without the assumption that the densities of both
phases and the porosity are constants, the equation takes the form of a parabolic equation,
where the total compressibility of the system enters in the time derivative term; if the total
compressibility is very small (as is often the case), the character of the equation is elliptic or
almost elliptic.
Equation (3.5b) looks like a nonlinear convection-diffusion equation. If Sw = 0 or Sn = 0
the corresponding mobilities λw and λn vanish and the coefficients of the diffusion term
degenerate in this case. The diffusion term also degenerates if capillary effects are small.
In both cases the equation is of degenerate parabolic type. Degenerate parabolic equations
have some of the same properties as hyperbolic equations, such as travelling wave fronts.
Fronts moving through the medium will be slightly diffused by capillary pressure effects,
and fingering can occur as a result of viscosity differences.
If the capillary pressure gradient dpc/dSw is zero, the equation (3.5b) is nonlinear hyper-
bolic. Since the treatment of the capillary pressure is a key component of this work, we will
only briefly comment on this case.
The determination of the character of the equations does not answer the question if a
solution to the equations exists. Theoretical analysis of the two-phase flow equations is in
most cases done for the global pressure formulation. This formulation is discussed in detail
in Chavent and Jaffre´ (1978), where also solutions to some variational formulations of the
global pressure formulation are presented for the degenerate and non-degenerate incom-
pressible case. Also in Chavent and Jaffre´ (1978), uniqueness was shown in the case of com-
plete decoupling of pressure and saturation. Solutions to the degenerate parabolic equation
have very low regularity (Yotov, 1997). In Schroll and Tveito (1997) the existence of classical
solutions for the incompressible elliptic-hyperbolic system (with pc ≡ 0) was shown. Exis-
tence of a weak solution to (2.44) was shown in Kroener and Luckhaus (1984) under the
assumption that Se is bounded away from 0 for Dirichlet and mixed boundary conditions.
3.3. Numerical methods for hyperbolic and degenerate
parabolic equations
3.3.1. Nonlinear hyperbolic equations
The global pressure formulation can be reduced in the case of two incompressible fluids in one
space dimension without gravity and source terms. By imposing the boundary and initial
conditions
(3.6) Sw(0, t) = S Sw(x, 0) = Sw0(x)
the problem can be written in the form known as the Buckley-Leverett equation:
(3.7)
∂Sw
∂t
+
∂
∂x
f(Sw) = 0
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with the nonlinear fractional flow function f,
(3.8) f(Sw) =
U
Φ
krw(Sw)
krw(Sw) +
µw
µg
krg(1− Sw)
U is the constant total velocity. The Buckley-Leverett problem as a simple example of a non-
linear hyperbolic equation gets extensive treatment in several excellent sources: LeVeque
(1992) and the recent, largely upgraded monograph LeVeque (2002) are devoted to hyper-
bolic equations. See also Bear (1972), Renardy and Rogers (1993), Bastian (1999).
Some of the important insights gained from the hyperbolic case, which are covered in the
above references, are as follows.
Front capturing. Solutions to hyperbolic equations can contain discontinuities, which
in the case of nonlinear hyperbolic equations can arise even from smooth initial data. Much
of the work on the numerical solution of hyperbolic equations is concerned with the treat-
ment of discontinuouities or sharp fronts. A successful numerical schemes should be able to
represent the sharp front without the addition of artificial diffusion and it should avoid to
produce oscillations near the shock. Oscillations occur for higher order methods, and many
high resolution methods have been developed based on flux limiters (LeVeque, 2002). In
the case of nonlinear hyperbolic equations the smearing of sharp fronts in the numerical so-
lution can be weakened due to the self-sharpening effect arising from the nonlinearities. An
important concept is the TVD property (total variation diminishing), which—if satisfied—
prevents oscillations near a shock.
Stability. A necessary (though not sufficient) condition for the stability of a numerical
scheme for the solution of hyperbolic equations was presented in the landmark paper by
Courant et al. (1928) and is named Courant-Friedrichs-Lewy condition or CFL condition:
(3.9)
|vmax|∆t
∆x
< 1.
It describes the maximal possible time step ∆t. |vmax| is the maximum velocity.
Entropy solutions and jump conditions In some situations the weak solution to a
hyperbolic equation is not unique and an additional condition is required to find the phys-
ically relevant solution. This is the vanishing viscosity solution which is the solution obtained
by considering an additional viscosity term and choosing the limiting solution for vanishing
viscosity. Convergence to this solution can be obtained by imposing an entropy condition;
the resulting solution is called the entropy solution. An additional requirement in the case
of nonlinear hyperbolic equations is that the shock jump must obey the Rankine-Hugoniot
condition.
Fingering. The frontal mobility ratio is defined by
(3.10) M =
krα(S.)
krβ(.S)
· µβ
µα
,
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Figure 3.1.: Solutions to the porous medium equation (3.11) by separation of variables (left)
and Barenblatt’s solution (right) for t = 1, 10, 100.
where α denotes the displacing fluid and β the displaced fluid. S. is the saturation of the
displacing fluid behind the front, .S is the saturation of the displaced fluid ahead of the
front. If M > 1, the position of the shock front is unstable in the multidimensional case
(Bear, 1972, Kueper and Frind, 1988, Glimm et al., 1981, 1983). This leads to the effect of
fingering in the solution.
3.3.2. Degenerate parabolic equations
A simple example for a degenerate parabolic equation is the porous medium equation (Evans,
1998). It has the form of a nonlinear diffusion equation,
(3.11) ∂tu− ∆(uγ) = 0 in Rd × (0,∞)
with u ≥ 0 and γ > 1. An analytic solution to this equation can be found by separation of
variables, which yields the solution
α =
2
γ− 1
µ = αγ(αγ+ d− 2)(3.12)
u(x, t) = ((1− γ)µt+ λ)
1
1−γ |x|α,(3.13)
with a constant λ > 0. Another solution was found by Barenblatt,
α =
d
d(γ− 1) + 2
β =
1
d(γ− 1) + 2
(3.14)
u(x, t) =
1
tα
(
b−
γ− 1
2γ
β
|x|
t2β
) 1
1−γ
,(3.15)
with a constant b. In figure 3.1 the solution curves for γ = 7/8, d = 2, b = 1, λ = 2,
t = 1, 10, 100 are plotted. A feature of the solution u of (3.11) is that it has compact support
for t > 0 and that the partial differential equation becomes degenerate for u = 0. The set
{u > 0} moves with finite propagation speed, which is why it is sometimes considered a
better model of diffusive spreading than the linear heat equation (according to which an
infinite information propagation speed is possible).
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An example for a parabolic equation that can be derived from the two-phase flow equa-
tions (2.44) is the McWhorter problem by McWhorter and Sunada (1990); it is also treated
in Bastian (1999), Helmig (1997). For the unknown Sw the McWhorter problem reads
(3.16) Φ
∂Sw
∂t
+
∂
∂x
(
λnfw
dpc
dSw
K
∂Sw
∂x
)
The numerical treatment of parabolic equations is presented in Thome´e (1997).
3.4. Phase pressure-Saturation formulation
The transformation of the multi-phase flow equations (2.44) in section 3.2 is not applicable
to our field of investigation, because the gas phase is compressible. Instead we choose a fully
coupled approach based on the Phase pressure-Saturation formulation. As already mentioned,
only two out of the four variables pw, pg, Sw, and Sg in the two equations (2.44) can be
chosen as independent variables. We choose the substitutions
(3.17) Sw = 1− Sg, pg = pw + pc(1− Sg)
to obtain the (pw, Sg)-formulation. Other choices are possible, see Helmig (1997). We would
like to note that the difference between the (pw, Sg) formulation and the (pw, Sw) formula-
tion reduces to inserting 1− Sw for Sg. Because of this, we write Sw and Sg in the following
to facilitate reading. Of course the same argumentation is not applicable for pw and pg,
because the choice of pw as an independent variable has larger implications. Formulations
based on pw assume that the water phase is present everywhere in the domain. Because we
consider problems in initially fully water-saturated domains with a residual water saturation
(i. e. the water phase is never completely replaced by gas) this is the appropriate choice.
The equations now read
∂(Φρw(Sw))
∂t
−∇ · (ρwkrw
µw
K(∇pw − ρwg)) −ρwqw = 0,(3.18a)
∂(Φρg(Sg))
∂t
−∇ · (ρgkrg
µg
K(∇pw +∇pc(Sw) − ρgg)) −ρgqg = 0,(3.18b)
where we used Sw for 1− Sg. We consider these equations in (0, T)×Ω. Ω ⊂ Rd, (d = 2, 3)
is a domain with polygonal or polyhedral boundary for d = 2 and d = 3 respectively. The
equations are complemented with initial conditions and boundary conditions of Neumann
or Dirichlet type
pw(x, 0) = pw0(x) Sg(x, 0) = Sg0(x) ∀x ∈ Ω ,(3.19a)
pw(x, t) = pwd(x, t) on Γwd Sg(x, t) = Sgd(x, t) on Γgd ,(3.19b)
ρwvw · n = φw(x, t) on Γwn ρgvn · n = φg(x, t) on Γgn.(3.19c)
If both phases are incompressible no initial condition for pw is required. Γpwd should have
positive measure to determine pw uniquely.
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In the following we assume the dependencies
(3.20)
g = constant qα = qα(x, t)
pc = pc(x, Sw) krα = krα(x, Sα)
ρα = ρα(pα) µα = µα(pα)
Φ = Φ(x)
The influence of fractures on the fluid flow is included through the dependency of the quan-
tities in equation (3.20) on the position, i. e. the values are different depending on whether
they are evaluated in a fracture or in the rock matrix.
A similar derivation as the one leading to (3.18) produces the (pg, Sw) formulation. This
is the appropriate formulation if Sg is bounded away from 0. The choice of (pw, pg) as
the primary unknowns is called the pressure-pressure formulation or (pw, pg) formulation. In
the (pw, pg) formulation the saturation is computed from the capillary pressure function by
inversion, Sw = p−1c (pn − pw). Obviously, the pressure-pressure formulation requires that
Sw and Sg are bounded away from 0.
3.5. The Finite Volume Method
In this section we describe the vertex-centered finite volume method which was devised after
the considerations in section 3.1. Finite volume methods are presented in Michev (1996),
Bey (1998). Their close relation to the finite element method was revealed in Hackbusch
(1989). A recent application to two-phase flow can be found in Michel (2003). The finite
volume method is sometimes called finite volume element method. In the engineering lit-
erature it is often called Control Volume FEM, Bank and Rose (1987), Hackbusch (1989) use
the term box method.
3.5.1. Geometry of the problem and the Primary and Secondary Mesh
In the previous section the domain was only specified with respect to the shape of its bound-
ary and without the description of fractures. Some assumptions on the fracture network
which are essential for the discretization method are described. In the following superscript
m notation denotes entities in the volumetric rock matrix and superscript f denotes entities
in the fracture network.
Let Ω ⊂ Rd be a polygonal or polyhedral domain for d = 2 or d = 3, respectively.
The domain contains a nonempty set of fractures {f1, . . . , fF}. Each fracture fi is a (d − 1)-
dimensional object—i. e. we identify each fracture with its middle surface—and each fracture
fi has a width wi associated with it, which may be variable in the fracture. For simplicity we
assume the fractures to have a planar geometry: In a two-dimensional domain the fractures
are line segments and in a three-dimensional domain we assume polygonal shape of the
fractures (although circular or elliptic shapes can also be treated by the method, as well as
non-planar shapes). The union of the fractures constitutes the fracture network
(3.21) Ωf =
F⋃
i=1
fi ⊂ Ω.
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Figure 3.2.: Example domain with fractures and mesh resolving the fracture network geom-
etry.
Figure 3.3.: Mesh, dual grid and fracture elements/volumes.
The domain of the rock matrix Ωm is the whole domain,
(3.22) Ωm = Ω.
This means that the domains of the fracture network and the rock matrix overlap.
The discretization method requires a mesh for Ωm and Ωf. For the volumetric mesh we
consider a subdivision Emh of Ω
m into K elements e, Emh = {e1, . . . , eK}. By Ωe we denote the
subdomain covered by element e and we require
⋃
eΩe = Ω and Ωe ∩ Ωf = ∅ for e 6= f.
h denotes the diameter of the largest element. The subdivision has to resolve the geometry
of the fractures fi, comparable to domains with inner boundaries. Figure 3.2 shows an
example for a two-dimensional mesh. The volumetric elements Ωe of Emh are triangles or
quadrilaterals in two dimensions and tetrahedrons, pyramids, prisms, or hexahedrons in
three dimensions. Hybrid grids, i. e. grids of mixed element type are admissible, for any
grid we require that Emh is a triangulation: No vertex of an element lies in the interior of a
side of another element.
The volumetric elements are complemented with lower dimensional elements on the frac-
tures which are line elements for two-dimensional problems and triangles or quadrilaterals
for three-dimensional problems. The fracture elements constitute a mesh Efh = {f1, . . . , fKf}
which is conforming with the volumetric mesh, i. e. each Ωfe is an element side or face for
the two-dimensional and three-dimensional case, respectively.
The vertex centered finite volume method requires the construction of a secondary mesh
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Bmh . For the volumetric mesh it is constructed by connecting element barycenters with edge
midpoints as shown in figure 3.3 in two dimensions. In three dimensions, first the element
barycenters are connected to element face barycenters and then these are connected with
edge midpoints. Vertices of the grid are denoted by vi and their corresponding coordinate
vector by xi. By construction each control volume contains exactly one vertex, and the control
volume containing vertex vi is denoted by bmi . The generation of the dual grid for the
fractures happens in the same way for two-dimensional fractures. One-dimensional elements
are simply divided into equal parts. This construction results in a conforming dual mesh for
volumetric and fracture elements. The fracture dual mesh is denoted Bfh.
The construction of the dual grid can happen in alternative ways and the requirements on
the dual grid are quite general (Bey, 1998, Michev, 1996).
The internal skeleton of the volumetric dual grid consists of the sides of the control vol-
umes. The edge between control volume b and b′ inside of element e is denoted by
(3.23) γe,b,b′ = Ωe ∩Ωb ∩Ωb′ for e ∈ Emh , b, b′ ∈ Bmh
and the union of all internal edges of the volumetric dual grid is denoted by
(3.24) Γmint = {γe,b,b′ | e ∈ Emh , b, b′ ∈ Bmh }.
For the fracture dual grid the intersection of control volume b and b′ on the edge between
elements e and f is
(3.25) γe,f,b,b′ = Ωe ∩Ωf ∩Ωb ∩Ωb′ for e, f ∈ Efh, b, b′ ∈ Bfh
and the union of all internal control volume intersections (which are points for one-dimensional
fractures and edges for two-dimensional fractures) of the fracture dual grid is denoted by
(3.26) Γ fint = {γe,f,b,b′ | e, f ∈ Efh, b, b′ ∈ Bfh}.
In the two-dimensional case, γe,f,b,b′ is already determined uniquely by e and f (or b and b′),
but in the three-dimensional case all four are needed.
The external skeleton is the union of the element sides on the domain boundary, defined
for the volumetric dual mesh and the fracture dual mesh,
Γmext = {γe,b | γe,b = ∂Ωe ∩ ∂Ωb ∩ ∂Ω for e ∈ Emh , b ∈ Bmh },(3.27)
Γ fext = {γe,f,b | γe,f,b = ∂Ωe ∩ ∂Ωf ∩ ∂Ωb ∩ ∂Ω for e ∈ Efh, b ∈ Bfh}.(3.28)
With each element of the skeleton we associate a fixed unit normal n. For γ ∈ Γmext and
γ ∈ Γ fext we choose the outward unit normal. For interior sides the direction of n is chosen
arbitrarily, but fixed.
For any function f defined on Ω, which may be discontinuous on Γmint and Γ
f
int, we define
the jump of f at x ∈ γ ∈ Γint to be
(3.29) [v](x) = lim
ε→0+
v(x+ εn) − lim
ε→0+
v(x− εn).
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Figure 3.4.: Basis functions for volumetric elements and fracture elements.
3.5.2. The Approximation Spaces
For the discretization we introduce the standard conforming, piecewise linear finite element
spaces in the matrix and fracture domain
Vmh = {v ∈ C0(Ωm) | v is linear on Ωe ∈ Emh },(3.30)
Vfh = {v ∈ C0(Ωf) | v is linear on Ωe ∈ Efh},(3.31)
and the non-conforming test spaceWh (based on the secondary mesh)
Wh = {w ∈ L2(Ωm) | w is constant on each bmi ∈ Bmh },(3.32)
Wfh = {w ∈ L2(Ωf) | w is constant on each bfi ∈ Bfh}.(3.33)
Figure 3.4 shows two basis functions for Vmh and V
f
h. Depending on the element type, the
term linear has to be replaced by multi-linear in (3.30),(3.31) as well as in the following (e.g.
for quadrilaterals).
We will only describe the treatment of homogeneous Dirichlet-type boundary conditions
to keep the presentation free from notational abundance. The subspaces for homogeneous
Dirichlet boundary conditions for fracture and matrix and the both phases α = g,w are
Vτhα0 = {v ∈ Vτh | v|Γαd = 0},(3.34)
Wτhα0 = {w ∈Wτh | w|Γαd = 0},(3.35)
with τ = m, f. General Dirichlet boundary conditions can be treated as in Bastian (1999).
In the case of inhomogeneous Dirichlet boundary conditions it is necessary to employ sep-
arate function spaces for water pressure and gas saturation, which adhere to the respective
boundary conditions. These spaces can also depend on time, a feature which is also not
treated here. This is only a notational convenience and at all times Vτhα0 andW
τ
hα0 should be
thought of as Vτhα0(t) andW
τ
hα0(t).
The phase saturations Sn and Sw are a discontinuous quantity at interfaces between media
with different properties as well as at all vertices vi ∈ Ωfh, because these vertices are shared
by the rock matrix and the fracture network. A discontinuous saturation can not be repre-
sented by the standard conforming finite element spaces Vmh and V
f
h so instead we choose
discontinuous saturation spaces
Smh = {v ∈ L2(Ωm) | v|Ωe linear for Ωe ∈ Emh },(3.36)
Sfh = {v ∈ L2(Ωf) | v|Ωe linear for Ωe ∈ Efh}.(3.37)
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By means of the mappings Πm and Πf,
Πm : Vmh → Smh ,(3.38)
Πf : Vfh → Sfh,(3.39)
it is possible to formulate the discretization by the conforming finite element functions from
the previous section, but to employ the correct discontinuous saturation function wherever
appropriate. These mappings employ the extended interface conditions from section 2.4.6.
Smh is only continuous within elements so we define the mapping for a given x ∈ Ωe. The
values of the function
(3.40) smh = Π
mvh vh ∈ Vmh , sh ∈ Smh
are uniquely determined by the values of sh in the corners of Ωe by
(3.41) sh(x) = Πmvh(x) =
∑
i∈V(e)
Seiϕ
m
i (x)
where V(e) is the set of indices of the corner vertices of Ωe and the value Sei at corner vertex
vi is found by
(3.42) Sei =

v(xi) if pc(xe, 1− v(xi)) = pcmin(xi),
0 if pcmin(xi) < pc(xe, 1),
1− S else, with S from pc(xe, S) = pcmin(xi).
Here we employ the minimal capillary pressure function pcmin(x) defined as
(3.43) pcmin(x) = min
Ωe∈E(x)
pc(x
e, 1− v(x)).
E(x) is the set of elements which contain x in their closure,
(3.44) E(x) = {Ωe ∈ Ωm ∪Ωf | x ∈ Ωe}.
For fractures the same construction is employed, only that the fracture basis functions are
used instead of matrix basis functions,
(3.45) sh(x) = Πfvh(x) =
∑
i∈V(e)
Seiϕ
f
i(x) for sh ∈ Sfh, vh ∈ Vfh
The connection between the spaces Vmh and V
f
h is created by the projection Λ. So far, V
m
h
and Vfh have been treated as separate spaces with separate unknowns in the vertices of the
grid. The projection
(3.46) Λ : V
m
h → Vfh
vmh 7→ vfh with vmh (x) = vfh(x) for all x ∈ Ωf.
is the function which maps the finite element function vmh defined in the matrix to the finite
element function vfh defined in the fracture network whose values coincide in the fracture
network. Figure 3.5 shows a function vh ∈ Vh and the mappings Πmvh into the matrix space
and ΠmΛvh into the fracture space.
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vh ∈ Vh Πmvh ΠfΛvh
Figure 3.5.: A function vh ∈ Vh and the mapping into the saturation spaces, Πmvh and
ΠfΛvh.
3.5.3. Weak formulation
The weak formulation of equations (3.18) for the rock matrix is found by multiplying with
the test functions and integration by parts. The resulting weak formulation of the two-phase
flow problem in the matrix is (we suppress the time dependencies for notational conve-
nience, and write pwh, Sgh for pwh(t), Sgh(t)):
Find pwh ∈ Vhw0 and Sgh ∈ Vhg0 such that for all wmgh ∈Wmhg0, wmwh ∈Wmhw0 and 0 < t < T
∂
∂t
∑
b∈Bmh
∫
b
Φρw(1− Π
mSgh)dx+
∑
γ∈Γmint
∫
γ
ρwvw · n[wmwh]ds
+
∑
γ∈Γmext∩Γwn
∫
γ
φww
m
wh ds−
∑
b∈Bmh
∫
b
ρwqw dx = 0
(3.47a)
∂
∂t
∑
b∈Bmh
∫
b
ΦρgΠ
mSgh dx+
∑
γ∈Γmint
∫
γ
ρgvg · n[wmgh]ds
+
∑
γ∈Γmext∩Γgn
∫
γ
φgw
m
gh ds−
∑
b∈Bmh
∫
b
ρgqg dx = 0
(3.47b)
In the equations the first term is called the accumulation term, the second term is the
internal flux term, the third is the boundary flux term and the fourth the source and sink
term. For the numerical evaluation of the accumulation term we employ a midpoint rule,
which corresponds to the mass lumping approach in the finite element method. The Darcy
velocities in the interior flux terms are evaluated with an upwind scheme. For the water
phase this is for a given side γ = γe,b,b′
(3.48)
∫
γ
ρwvw · n[wh]ds =
∫
γ
ρwλ
?
wγv˜w · n[wh]ds
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element
element
fracture
Figure 3.6.: Notation for control volumes
with the upwind evaluation of the mobility
(3.49) λ?wγ = (1− β)λwh(x
γ) + β ·
{
λwh(xb) if v˜w · n ≥ 0
λwh(xb′) else
and the directional part of the velocity
(3.50) v˜w = −K(xe)(∇p(xγ) − ρw(xγ)g)
xγ is the center of γ and xb is the grid vertex inside control volume b. The source and sink
terms and the boundary flux terms are evaluated by the midpoint rule. The same evaluation
scheme is employed for the gas phase saturation. The parameter β controls the upwinding
strategy. For β = 1 fully upwinding is achieved, while β = 0 results in a central differencing
scheme. We employ a fixed β, but adaptive choices depending on the local Peclet number
are possible (Michev, 1996). There is also the possibility to choose fixed, but different β for
fracture and matrix discretization, akin to the assumption that the flow processes in the ma-
trix are not convection dominated opposed to the fractures. The full-upwinding scheme is
known to introduce grid-dependencies into the solution, which disappear if sufficiently fine
grids are employed. Unfortunately, this resolution is extremely small for gas-water problems
and some numerical artifacts must be expected.
The forms defined in (3.47) can be abbreviated as the vector-valued form
mm(pwh, Sgh, w
m
wh, w
m
gh) + a
m(pwh, Sgh, w
m
wh, w
m
gh) = 0,
where we collect the accumulation terms in mm(·, ·, ·, ·) and the internal and boundary flux
terms and source and sink terms in am(·, ·, ·, ·). Note that both wmwh and wmgh are only nec-
essary if Dirichlet boundary conditions are present in different parts of the boundary for pw
and Sg.
The corresponding form for the fracture spacemf(·, ·, ·, ·)+af(·, ·, ·, ·) is derived by replac-
ing superscript m with f and not using pw and Sg directly in mf(·, ·, ·, ·) + af(·, ·, ·, ·), but
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using their projections to the fracture space. The weak formulation is: Find pwh ∈ Vhw0 and
Sgh ∈ Vhg0 such that for all wfgh ∈Wfhg0, wfwh ∈Wfhw0 and 0 < t < T
mf(Λpwh, ΛSgh, w
f
wh, w
f
gh) + a
f(Λpwh, ΛSgh, w
f
wh, w
f
gh) = 0.
Note thatwfwh andw
f
gh are just a notational convenience: The fracture space test functions
are related to the matrix space test functions by the projection Ξ : wmαh 7→ wfαh.
The final formulation of the coupled scheme is now found by adding the two forms: Find
pwh ∈ Vhw0 and Sgh ∈ Vhg0 such that for all wgh ∈Wmhg0, wwh ∈Wmhw0 and 0 < t < T
(3.51) m(pwh, Sgh, wwh, wgh) + a(Λpwh, ΛSgh, Ξwwh, Ξwgh) = 0
wherem(·, ·, ·, ·) = mm(·, ·, ·, ·) +mf(·, ·, ·, ·) and a(·, ·, ·, ·) = am(·, ·, ·, ·) + af(·, ·, ·, ·).
3.5.4. Implementation
The implementations of finite volume codes often use a loop over all elements and calculate
the contribution of the dual grid skeleton from inside each element. The implementation of
the presented method for rock matrix and fractures can be done based on a volumetric ele-
ment code without the need to introduce the notion of lower-dimensional elements into the
code, if fractures are represented as inner boundaries and if each element calculates not only
the contributions from Γmint, but also from Γ
f
int. Calculation of the contribution to the stiff-
ness matrix and the defect from γe,f,b,b′ is done by elementΩe andΩf which each contribute
half of the value. This approach is advantageous, because it stays within the element-wise
implementation paradigm and doesn’t require boundary-communications if the method is
implemented on parallel computers with a domain decomposition approach.
3.6. Time discretization
The traditional approach to the numerical solution of time-dependent partial differential
equations is by the method of lines. First, a spatial discretization is applied to the problem
(e. g. a finite element method or a finite volumemethod), which leads to a system of ordinary
differential equations. This system is then solved by a time differencing scheme which can be
chosen from the wide range of available methods, see Hairer and Wanner (1996), Thome´e
(1997).
The opposite approach is taken by the Rothe method, which first applies a time differ-
encing scheme and then approaches the resulting problem by a spatial discretization. The
advantage of this method is that different spatial discretizations can be applied during the
time stepping process.
In the context of finite element methods and finite volume methods we have to deal with
stiff systems of ordinary differential equations. The first definition of the term stiffwas rather
pragmatic: “stiff equations are equations where certain implicit methods, in particular BDF, per-
form better, usually tremendously better, than explicit ones” (Curtiss and Hirschfelder, 1952). We
will indeed focus our attention on implicit methods.
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We divide the time interval (0, T) into discrete time steps
0 = t0, . . . , tk, tk+1 = tk + ∆tk, . . . , tM = T
of variable or fixed size. Superscript n notation
pwh(t
n) = pnwh and Sgh(tn) = Sngh
for functions and coefficient vectors denotes values at time step tn. The coefficient vectors
v ∈ RN are related to the discrete solution function vh ∈ Vh by the mapping C : RN → Vh in
this way:
C(v) = vh, vh(x) =
∑
i∈I
viϕi(x).
The application of the finite volume discretization scheme leads to the semi-discretization
∂
∂t
Mw(pw(t),Sg(t)) +Aw(pw(t),Sg(t)) = 0,(3.52)
∂
∂t
Mg(pw(t),Sg(t)) +Ag(pw(t),Sg(t)) = 0,(3.53)
whereM corresponds tom and A corresponds to a. The system can be written as
(3.54)
(
Mww Mwg
Mgw Mgg
)(∂pw(t)
∂t
∂Sg(t)
∂t
)
+
(
Aw(pw,Sg)
An(pw,Sg)
)
= 0
with the submatrices
(3.55) (Mαw)ij =
∂Mαw,i
∂pw,j
(Mαg)ij =
∂Mαg,i
∂Sg,j
.
This results in a system of differential algebraic equations (DAE) of index 1 in implicit form.
The matrixM,
(3.56) M =
(
Mww Mwg
Mgw Mgg
)
,
is singular in the incompressible case. An analysis for the incompressible case shows that a
discrete form of the elliptic equation has to be satisfied. This is called the implicit constraint.
It is shown, that a backward Euler step guarantees the validity of the implicit constraint.
Further time-steps can be chosen from a different method—the constraint is satisfied if it has
been satisfied on the previous time level. For this reason, we always employ one backward
Euler step as the first time step, regardless of the time differencing scheme of the subsequent
steps.
The time step scheme reads in the one-step-θ notation: For n = 0, 1, . . . ,M− 1 find pnw, Snn
such that
Mn+1w −Mnw + ∆tnθAn+1w + ∆tn(1− θ)Anw = 0,(3.57)
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Mn+1g −Mng + ∆tnθAn+1g + ∆tn(1− θ)Ang = 0.(3.58)
For θ = 0 this is the forward Euler scheme or explicit Euler scheme, for θ = 1/2 the Crank-
Nicholson scheme, and for θ = 1 the backward Euler scheme or implicit Euler scheme,
The explicit Euler scheme is first-order accurate, but subject to severe time step size re-
strictions, so we don’t consider this or other explicit schemes any further. The implicit Euler
scheme is first-order accurate and strongly A-stable, the Crank-Nicholson scheme is sec-
ond order accurate and A-stable. Stability is defined by considering the Dahlquist equation
y′ = λy, y(0) = 1, and then deriving the stability function R(z) for the calculation rule
(3.59) yk+1 = R(hλ)yk.
R is a polynomial for explicit methods and a rational function for implicit methods. The
stability domain of a method with stability function R(z) is
(3.60) S = {z ∈ C | |R(z)| ≤ 1}
A method is called A-stable if its stability domain satisfies
(3.61) C− ⊂ S, C− = {z | Re z ≤ 0}
If |R(∞)| < 1 the method is called strongly A-stable. The one-step-θ scheme has the stability
function
(3.62) R(−λ) =
1− (θ− 1
2
)λ
1+ θλ
= e−λ + O((θ−
1
2
)|λ|2 + |λ|3)), |λ| ≤ 1.
A time differencing scheme should possess these properties (Rannacher, 1999):
A-stability to ensure local convergence
|R(−λ)| ≤ 1
Global stability to ensure global convergence
limRe λ→∞|R(−λ)| ≤ 1− O(∆tk)
Strong A-stability to ensure the smoothing property
limRe λ→∞|R(−λ)| ≤ 1− δ < 0
Low dissipation to ensure energy preservation
|R(−λ)| = 1− O(Im λ), for Re λ→ 0
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The implicit Euler scheme is very stable and damps out perturbations in the data, but it
is also very dissipative and will smear out sharp fronts in a solution. The Crank-Nicholson
scheme is far less dissipative, but it lacks the stability of the implicit Euler method towards
perturbations in the solution. By adapting the time step size this stability concern can be
met, but the necessary time step size may be prohibitively small.
The backward-differencing formulæ (BDF) are a family of schemes, including the popular
second order BDF(2) method. But BDF(2) it is not globally mass conservative in the case of
variable time step sizes—a property possessed by the implicit Euler scheme and the Crank-
Nicholson scheme. Also of second order is the singly diagonally implicit Runge-Kutta scheme
SDIRK(2) (Alexander, 1977).
The fractional-step-θ scheme was originally developed as an operator splitting scheme for
the incompressible Navier-Stokes equations. It consists of three substeps tn → tn+α →
tn+1−α → tn+1, where each substep k is a one-step-θ step with θk and ∆tk chosen as
θ1 = 2−
√
2 ∆t1 = (1−
√
2/2)∆t = α∆t,
θ2 =
√
2− 1 ∆t2 = (
√
2− 1)∆t = (1− α)∆t,
θ3 = 2−
√
2 ∆t3 = (1−
√
2/2)∆t = α∆t
The θi can be chosen different than above as long as θ1 = θ3 = θ ∈ (1/2, 1], and θ2 = 1 − θ
holds. The fractional-step-θ scheme is of second order for α = 1−
√
2/2 and strongly A-stable
for any θ ∈ (1/2, 1]. Its stability function is
(3.63) R(z) =
(
1+ αz(1− θ)
1− αzθ
)2(
1+ (1− 2α)z(1− θ2)
1− (1− 2α)zθ2
)
The scheme possesses, other than the Crank-Nicholson scheme, the full smoothing property
in case of rough initial data. Note that the substepping does not result in higher computa-
tional cost since the step size ∆t can be chosen three times larger than for the single-step-θ
scheme.
Finally, an interesting time differencing scheme is the discontinuous Galerkin method (not to
be confused with the class of spatial discretization methods by the same name), see Thome´e
(1997), Eriksson et al. (1996). It is derived by applying a Galerkin finite element method to
the time variable, which has the advantage that if Galerkin finite element methods are used
for spatial discretization, the resulting method treats time and space variables similarly. The
approximate solution in t will be sought from the space of piecewise polynomial functions,
which are not necessarily continuous at the nodes.
3.7. Nonlinear System Solution
In the fully coupled, fully implicit discretization, a large system of nonlinear equations has
to be solved in each time step and an accurate solution of the equations is necessary, because
otherwise the local mass conservation could be destroyed. The nonlinear system solution is
done with an inexact Newton method, where the linearized systems arising in each step of
the Newton method are solved iteratively with a multigrid method. Without exact solution
61
3. Finite Volume Discretization and Multigrid Solution
of the linearized systems, the quadratic convergence of the Newtons method is reduced, but
since quadratic convergence can only be observed in a close neighborhood of the solution,
where the error is already much smaller than the discretization error, this is not a disad-
vantage in practice. To ensure global convergence, a line search algorithm is applied in the
Newton steps (Braess, 1992).
The discretization scheme leads to a system of nonlinear algebraic equations
(3.64) F(z) = 0
with a vector z which contains pressure and saturation unknowns,
(3.65) z = (pw,1, . . . ,pw,N,Sn,1, . . . ,Sn,N)T
and a vector function F with components
(3.66) F = (Fw,1, . . . ,Fw,N,Fn,1, . . . ,Fn,N)T .
For the one step θ scheme the components are given by
(3.67) Fα = Mn+1α −Mnα + ∆tnθ(An+1α ) + ∆tn(1− θ)(Anα).
Dirichlet values are included in the equation system and treated by inserting a trivial equa-
tion.
The linearized equations are described by the Jacobian matrix J of F at point z,
(3.68) (J(z))ij =
∂Fi
∂zj
(z).
The entries of A are computed by numerical differentiation,
(3.69)
∂Ji
∂zj
(z) =
Fi(z+ ∆zjej) − Fi(z)
∆zj
+ (O)(∆zj)
newton(F, z, nl)
1 κ = 0; z0 = z;
2 while ( ‖F(zκ)‖2 ≥ nl‖F(z0)‖2 ) {
3 Choose κlin ∈ (0, 1];
4 Find sκ such that ‖F(zκ) +A(zκ)sκ‖2 ≥ κnl‖F(z0)‖2;
5 Choose λκlin ∈ (0, 1];
6 zκ+1 = zκ + λκsκ;
7 κ = κ+ 1;
8 }
Algorithm newton(F, z, nl) describes the nonlinear systems solution process. In the
description, ‖ · ‖2 is the Euclidean vector norm. Line 6 of the Newton iteration algorithm
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implements a simple line search strategy (Braess, 1992), which helps to achieve global con-
vergence of the Newton method. The damping factor λκ is chosen as the maximum of
{1, 1
2
, 1
4
, . . . } such that
(3.70) ‖F(zκ + λκsκ)‖2 ≤
(
1−
1
4
λκ
)
‖F(zκ)‖2.
The error in the solution of the linearized equations, which is monitored in the forcing
term κlin, should be sufficiently small because otherwise saturation values can lie outside the
interval [0, 1].
Initial guesses for the solution can be the solution from the last time step—which usually
gives good initial guesses as long as the time step size is not too large—or by a hierarchical
strategy, where the nonlinear system is solved on the coarsest mesh, interpolated to the next
finer mesh and taken as the initial guess. The process is repeated up to the finest grid level.
This is an effective strategy for the first time step, where no previous solution is available.
A combination of both approaches is possible and advantageous for large time steps, where
the initial solution on level 0 uses the solution from the previous time step as an initial guess.
Nonlinear systems can also be solved by nonlinear multigrid methods where the smoother
in the multigrid method (see next section) is replaced by a nonlinear version. We did not
apply this method, because it is usually less efficient than multigrid methods combined with
the Newton method and because only Jacobi- and Gauß-Seidel type smoothers are available,
while for the linear multigrid method more robust smoothers exist.
In the context of this work it is well known that the nonlinear systems resulting from dis-
cretization schemes with the extended capillary pressure condition are more difficult to solve
than systems from discretization schemes without the extended capillary pressure condition
(Jakobs et al., 2003). The solution gets increasingly difficult for smaller viscosities and for
steep capillary pressure and relative permeability functions. This situation arises when gas
saturation increases at the end of a fracture and has to reach the entry pressure before en-
tering the matrix. Since this configuration is found at many places throughout a fracture
network, the convergence of the nonlinear solver is of crucial importance for the overall
efficiency.
3.8. Linear System Solution: The Multigrid Method
The solution of the linear systems arising in the implicit time discretization is usually the
computationally most expensive part of the numerical solution of partial differential equa-
tions. In the present setting, the linear system
(3.71) Ax = b, A ∈ RN×N, b, x ∈ RN
arises from the fully coupled Newton solution of the nonlinear equations, where A is the
Jacobian and b the nonlinear defect. Direct solution of (3.71) requires O(N3) arithmeti-
cal operations (Golub and van Loan, 1996), which can be reduced by banded elimination to
O(N2) or by nested dissection to O(N1.5) for two-dimensional problems arising from the dis-
cretization of partial differential equations. This makes the solution of equations with some
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hundred thousand unknowns possible. In three space dimension, the operations can not
be reduced so substantially and O(N2.33) or O(N2) operations for the mentioned techniques
remain. This complexity is by far too large for the considered complex three-dimensional
systems where several million unknowns must be expected.
A more efficient solution method for systems of linear equations is offered by iterative
schemes. We consider relaxation methods, where the matrix A is split into two matrices M
and N,
(3.72) A = M−N.
M is chosen as an approximation to A which is easy to invert. From a given initial guess x0,
a sequence of iterations is computed by
(3.73) xk+1 = bk +M−1dk, dk = (b−Axk).
dk is the defect in step k. Choices of M which allow for an easy inversion are the diagonal
of A, which gives the Jacobi method, and the lower triangle of A, for which the Gauß-Seidel
method results. The symmetric Gauß-Seidel method consists of one forward step of the Gauß-
Seidel method (i. e. with the lower triangle of A) followed by a backward step of Gauß-
Seidel (i. e. with the upper triangle of A). Another popular method is the incomplete LU
factorization (ILU), where
(3.74) M = LU
is the LU factorization of A in which the sparsity pattern of A is kept for L and U, in order
to avoid the fill-in which could lead to dense matrices—this would not only jeopardize the
efficiency of the method but also the memory requirements of the algorithm.
The convergence of a method can be measured by the factor ρ
(3.75) ‖x− xk+1‖ ≤ ρ‖x− xk‖
with a suitable norm ‖ · ‖. A method is convergent if and only if for the matrix
(3.76) B = I−M−1A = M−1N
the spectral radius of B of is smaller than one,
(3.77) ρ(B) < 1.
Reducing the error by a factor  requires at most dlog / log ρe iterations. For these results
and an excellent overview of iterative methods see the monograph by Hackbusch (1994).
For systems arising from the discretization of partial differential equations on a grid with
mesh size h, a convergence factor of
(3.78) ρ = 1− O(h2)
is common. By the successive overrelaxation method (SOR), this can be enhanced to ρ =
1− O(h), but the SOR method relies on a problem-dependent parameter which is normally
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not known. Convergence of the form (3.78) means that halving the mesh size h leads to a
fourfold increase in the necessary number of iterations.
Convergence theory for the presented relaxation methods is available for many classes of
matrices, including positive definite matrices, diagonally dominant matrices and M-matrices
(Hackbusch, 1994). However, the Jacobian arising in the solution of the multiphase flow
equations as presented above does not fall into any of these classes.
A very efficient class of iterative schemes are Krylov subspace methods. These methods look for
optimal approximations of x− x0 in them-dimensional Krylov subspace Km,
(3.79) Km(A, x0) = span{x0, Ax0, A2x0, . . . , Am−1x0}.
Introductions to Krylov subspace methods can be found in Hackbusch (1994), Barrett et al.
(1994), and Golub and van Loan (1996). There are many ways to specify optimal approxi-
mations, and consequently there is a large range of methods based on the Krylov subspace
principle. Among the most popular are the conjugate gradient method (CG method), the gen-
eralized conjugate residuals method (GCR method), the generalized minimal residual method
(GMRES), and the bi-conjugate gradient stabilized method (Bi-CGSTAB). Of these meth-
ods, Bi-CGSTAB and GMRES are especially popular in fluid mechanics. For general matri-
ces A, Bi-CGSTAB is less robust than GMRES, but in practice Bi-CGSTAB is often much
more efficient because it is cheaper in each step. Bi-CGSTAB also requires less memory
than GMRES. In this work we only use Bi-CGSTAB out of the available Krylov subspace
methods.
Krylov subspace methods benefit greatly from preconditioning, either by one of the re-
laxation schemes mentioned above (ILU is a popular choice), or by the multigrid method
discussed below.
Multigrid methods are a very important class of iterative methods. Their impact has been
so large that their discovery ‘is the most significant development in numerical analysis in
the last 25 years’ (Wesseling, 2001). Among the many introductions and overviews to the
subject we mention Hackbusch (1985), Wesseling (1992), Bramble (1993), and Briggs et al.
(2000). Multigrid methods are based on the observation that relaxation methods applied
to the model equation −∆u = f damp high oscillatory errors more effectively than the low
frequency error components. A coarse grid correction step in the multigrid method reduces
these low frequency errors and leads to a very efficient scheme.
The multigrid method is of optimal order O(N) for elliptic model problems and the con-
vergence factor ρ is independent of the mesh size. There is no other method which achieves
the same convergence rate. The convergence theory for elliptic problems with full regular-
ity assumptions had reached a mature status by the mid 1980s, culminating in the book of
Hackbusch (1985). Further developments included regularity perturbations into the theory
(Xu, 1992, Bramble, 1993) and led to convergence proofs for complex problems like the
Stokes equations (Wittum, 1990, Verfu¨rth, 1988). Multigrid methods have been used for
the solution of two-phase flow problems in an IMPES formulation (Scott, 1985, Dendy Jr.,
1987), but there the multigrid method was only applied to the scalar elliptic pressure equa-
tion. Brakhagen and Fogwell (1990) and Molenaar (1995) applied multigrid methods to the
fully implicit, fully coupled formulation, but restricted themselves to the incompressible case
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on structured meshes in two space dimensions. The first application of multigrid to the fully
implicit, fully coupled approach on general meshes in two and three space dimensions was
done by Bastian (1999), Bastian and Helmig (1999).
3.8.1. The Multigrid Algorithm
The multigrid algorithm operates on a sequence of meshes
(3.80) E0, E1, . . . , EJ,
which are generated from the initial coarse mesh E0 by uniform or adaptive refinement. For
the refinement we employ the stable grid refinement algorithm of Lang (2000) (see also
Bastian (1996) and Bey (1998)), which creates grids without hanging nodes.
On each grid level, the discretized equations are now given by
(3.81) Alxl = bl, l = 0, . . . , J, A ∈ RNl×Nl , b, x ∈ RNl .
A restriction operator R and a prolongation operator P are responsible for the grid transfer
between the different grid levels,
Rl : RNl → RNl−1 ,(3.82)
Rl :RNl−1 → RNl .(3.83)
For conforming finite element methods the prolongation can be defined by finite element
interpolation ,
(3.84) (Plcl−1) =
Nl−1∑
j=1
cl−1,jϕl−1,j(xl−1,i).
Here ϕl−1,j is the finite element basis function corresponding to vertex xl,j on level j. Pl is
a sparse matrix (due to the local support of the basis functions) of rectangular form. The
restriction matrix Rl is chosen as
(3.85) Rl = PTl .
On each grid level a relaxation scheme can be applied; in the context of multigrid methods
it is referred to as a smoother, due to is effect on the high oscillatory error components.
The coarse grid matrices Al can either be constructed by discretization of the continuous
problem on the individual grids (the approach taken in this work), or by the Galerkin coarse
grid operator approach
(3.86) Al−1 = RlAlPl.
The parameter γ in line 9 of the multigrid algorithm mgc determines the cycle form, for
γ = 1 the V-cycle and for γ = 2 the W-cycle results. The parameters ν1, ν2 determine the
number of pre- and post-smoothing steps.
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Algorithm 1: The standard multigrid algorithm for one iteration from the finest
level l applied to xl with right hand side bl.
mgc(l, xl,bl)
1 if (l = 0)
2 x0 := A
−1
0 b0;
3 else
4 {
5 Apply ν1 iterations of S to Alxl = bl
6 dl := bl −Alxl;
7 dl−1 := Rldl;
8 cl−1 := 0;
9 for (k = 1, . . . , γ) mgc(l− 1, cl−1, dl−1)
10 cl := Plcl−1;
11 xl := xl + cl;
12 Apply ν2 iterations of S to Alxl = bl
13 }
3.8.2. Robust Multigrid Algorithms
A multigrid algorithm is considered robust if its convergence rate does not depend on the
coefficients of the discretized partial differential equation. In practice, difficulties with multi-
grid convergence usually arises from interface problems, anisotropic problems or convection dom-
inated convection-diffusion problems. We comment on the types of problems and the solution
approaches that have been developed to overcome these difficulties.
Interface problems can be studied with the groundwater equation
(3.87) −∇ · (K∇u) = f.
If the coefficient K = K(x) is smooth or even constant across the domain, multigrid con-
verges with a convergence rate independent of h. But for many problems, the variation in K
is not smooth and instead exhibits discontinuities of several orders of magnitude (e. g. be-
tween a fracture and the rock matrix). In this case we can distinguish between discontinuities
which are resolved by the coarse grid and discontinuities which arise inside elements. In the
first case, multigrid converges well and it is possible to prove almost optimal convergence
in the two-dimensional case (Bramble et al., 1991), but in three space dimensions coefficient
distributions which deteriorate multigrid convergence are possible (Dryja et al., 1996). If
the discontinuities are not aligned with the coarse grid, special prolongation operators have
to be employed which are constructed from Al and the Galerkin coarse grid operator (3.86),
see Hackbusch (1985). Wagner et al. (1997) use a coarse grid operator based on the Schur
complement.
Anisotropic problems arise from an anisotropic diffusion tensor in
(3.88) −∇ · (K∇u) = f with K =
(
1 0
0 
)
.
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Note that this equation changes it’s elliptic character when ε = 0 and is then of parabolic
type. For  ¿ 1 or  À 1, the convergence of multigrid with Jacobi- or Gauß-Seidel
smoothers deteriorates quickly. One possible solution approach is called semi-coarsening,
where the mesh is only refined in the direction of the strong coupling. This approach is
attractive because it is possible for grids in two and three space dimensions, although the
implementation requires a considerable effort for hybrid grids.
Another approach works by constructing robust smoothers for the problem. Block-line
smoothers or modified ILU smoothers with an appropriate ordering of the unknowns have
been proven to be very efficient (Wittum, 1989). They are, however, not well suited for
three-dimensional problems, as the approach requires the solution of two-dimensional sub-
problems in the smoother.
convection-diffusion problems with dominating convection pose the most difficult
challenge to multigrid convergence theory and practice. They can be studied from the model
problem
(3.89) −∇ · (ru− ∇u) = f.
with a flow field r. A very effective solution strategy is available for the case of pure con-
vection ( = 0) and flow fields without recirculation. In this case the stiffness matrix A
has lower triangular form if the unknowns are ordered in a downwind direction and an ap-
propriate upwind scheme is chosen. The approach has been extended to flow fields with
recirculation zones by several authors (Hackbusch, 1997, Bey andWittum, 1997, Bey, 1998,
Rentz–Reichert, 1996). It is also possible to approach the problem by constructing im-
proved coarse grid correction matrices; see Reusken (2002) and the citations therein.
An increasingly popular class of multigrid methods are the algebraic multigrid methods, which
do not rely on a given hierarchy of refined grids, but instead construct the grid hierarchy
themselves from the given fine grid stiffness matrix. We did not pursue this research direc-
tion in this work, but we applied algebraic multigrid to some of the presented problems
with good success. The work on algebraic multigrid methods was initiated by Ruge and
Stu¨ben (1987); of the large number of subsequent publications we mention Vaneˇk et al.
(1996), Raw (1996), Braess (1995), Bank and Wagner (1999). To distinguish algebraic
multigrid from the geometry-based multigrid algorithms, the latter is sometimes referred to
as geometric multigrid.
An application of multigrid to a problem which bears some resemblance with our setting
is the treatment of crack singularities in Brenner and Sung (1997). This can be considered
the case of a lower-dimensional modeling of blocking fractures.
3.8.3. Parallel and Adaptive Multigrid
The numerical solution of linear systems of equations is accessible to acceleration by adaptiv-
ity and parallelization. Both approaches are employed for the presented discretization scheme
to speed up the solution process. We do not comment extensively on this topic, because it
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Figure 3.7.: Example of adaptive grid refinement of a fractured domain.
can be implemented in a problem-independent way and has received careful attention in
Bastian (1996, 1999), Lang (2000)
It is possible to refine the initial coarse mesh either by error indicators (Verfu¨rth, 1996) or
by prescribed refinement in specified regions. Two-phase flow problems are very well suited
for adaptive refinement due to the local nature of fronts travelling through a medium, but
we did not consider error estimation in this work. In figure 3.7 an adaptive refinement
of a domain with eight fractures is shown on six grid levels. Starting at level 1 only the
elements which share a vertex with a fracture are refined. As the refinement proceeds, the
geometry of the fractures becomes visible. The refinement algorithm is rather complex,
especially when combined with a parallel implementation. It is implemented in the toolbox
ug as described in Lang (2000). The multigrid algorithm needs to be adjusted to the locally
refined hierarchy. An analysis of the specific local multigrid method used here is given in
Neuss and Wieners (2003); see also Bastian (1996).
The parallelization of the multigrid method is described in Bastian (1999). The implemen-
tation is done for MIMD parallel computers, because this is the only architecture offering
scalability up to thousands of processors. Starting with a coarse grid stored on one proces-
sor, on each grid level a balanced mapping of elements to processors needs to be calculated.
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This is the load balancing problem. The distribution phase or load migration phase distributes
elements to the processors. In the case of unstructured grids this involves the identification
and consistent storage of dependencies among the geometrical objects nodes, edges, faces,
and elements. The interaction of the components involved in the parallelization is described
in Lang (2000)
3.8.4. Multigrid for Systems
The standard multigrid smoothers are not directly applicable to the Jacobian system, be-
cause some rows in the Aww block of the matrix may vanish. This problem of point-wise
smoothers can be circumvented by using a point-block ordering and block variants of the
smoothers. This approach was used in Bastian (1999), Bastian and Helmig (1999). We
order the unknowns belonging to one vertex together, resulting in an ordering
(3.90) z˜ = (pw,1,Sn,1, . . . ,pw,N,Sn,N)T
which corresponds to a permutation of z with the permutation matrix Q,
(3.91) z˜ = Qz.
Q transforms the system into the equivalent system
(3.92) A˜z˜ = b˜
with
(3.93) A˜ = QAQT , z˜ = Qz, b˜ = Qb.
The matrix A has a block structure with N×N blocks A˜ij of size 2× 2,
(3.94) A˜ =
 A˜11 · · · A˜1N... ...
A˜N1 · · · A˜NN
 .
We may now ask under what conditions block variants of Jacobi, Gauß-Seidel and ILU
iterations (which operate on the 2× 2 blocks) can be applied. The only situation in which a
block A˜ij can become singular is at boundaries where
(3.95) ρwuw · n = φw, Sn(x, t) = 1.
This boundary condition is not physically meaningful, since no water phase exists at points
where Sn = 1 holds, and consequently no condition can be imposed on the water flux.
The properties of the blocked versions of the smoothers are similar to the point-wise
variants (Hackbusch, 1994), but convergence of the Jacobi and the Gauß-Seidel iteration
have not been proven for the considered problems. Convergence results are also missing for
the ILU iteration, where even the existence of the ILU decomposition remains to be proven.
70
3.9. Computer Program Implementation
3.8.5. Truncated restriction for discontinuous problems
Bastian (1999) considers the case of a discontinuous diffusion coefficient which is 1 in one
part of the domain and  ¿ 1 in the other. Application of the standard grid transfer op-
erators in the multigrid algorithm results in divergence if the jump in the discontinuity is
large enough, because for nodes near the interface a correction on the order of O(1/) will
be computed. In the truncated restriction, the restriction operator Rl is replaced by
(3.96) (R˜l)ij = (Rl)ij ·min
(
c,
(Al)ij
(Al−1)ij
)
,
with a constant c. Note that the modified restriction operator (R˜l)ij = (Rl)ij(Al)ij/(Al−1)ij
results from a scaling of the equation Ax = b with D = diag(A). The additional choice
of the minimum prevents exactly the problems at interior discontinuous boundaries. By
choosing c ≥ 1 the standard restriction operator results for constant coefficients, since in
this case (Al)ij/(Al−1)ij ≤ 1 holds at all interior vertices. At restrictions of interior vertices to
Neumann boundary vertices, (Al)ij/(Al−1)ij may be larger than 1, so we choose c = 2 in all
subsequent computations. Numerical experiments indicate that the choice of c is not crucial
as long as it is smaller than 5. This method is called the diagonally scaled/truncated restriction
multigrid algorithm, DSTR-MG. Bastian (1999) contains examples for which the standard
multigrid iteration diverges, but the modified multigrid iteration with truncated restriction
shows grid independent convergence or O(J) behavior (with the number of grid levels J).
The extension to systems is done for the point-block ordered system. Instead of scaling
with the diagonal matrix, the system is scaled with the point-block diagonal matrix Dˆ, and
the resulting restriction is
(3.97) Rˆl = Dˆ−1l−1RlDˆl.
The 2× 2 blocks which constitute Rˆl are determined by
(3.98) (Rˆl)ij = (Rl)ij(Dˆ−1l−1)ij(Dˆl)ij.
The truncated restriction for systems is defined as
(3.99)
(
(Rˆl)ij
)
αβ
= (Rl)ij ·max
(
0,min
(
c, ((Dˆl−1)
−1
ij (Dˆl)ij))αβ
))
.
3.9. Computer Program Implementation
3.9.1. The simulation environment
The numerical simulation of multi-phase flow in fractured porous media requires several
software components which need to interact as depicted in figure 3.8. The components in
figure 3.8 are employed in many different application fields and we want to comment on the
special requirements of the present application.
The geometry of domains in the subsurface can be very complex and can in all but the sim-
plest cases only be resolved by unstructured grids. The occurrence of sharp front suggests
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Figure 3.8.: The components of a numerical simulation environment and their interaction.
that adaptive grid refinement is employed near the front. A combination of both features
is complicated to implement, but for detailed simulations it is even necessary to run sim-
ulations on parallel computers with distributed memory. The combination of unstructured
grids, adaptivity and parallelization introduces complexity into the code development which
is by orders of magnitude greater than for structured, uniformly refined grids on a single
processor computer. Since it is not reasonable to implement this functionality individually
for each application domain, the framework ug (Bastian et al., 1997) was developed, which
provides the mentioned functionality in a problem-independent way. The code developed
for the solution of the two-phase equations is part of a larger simulation environment, which
contains different models for subsurface flow and transport.
In this chapter we describe some core features of the framework ug and explain how the
implementation of the module for fractured porous media is done based on this framework.
We also explain some crucial components of the discretization process, namely the genera-
tion of fractured domains in a pre-processing step and the visualization of fractured domains
in post-processing.
3.9.2. The numerical framework ug
ug (Bastian et al., 1997) was written to provide a framework on which state-of-the-art simu-
lation environments can be built. Many components that are required for the finite element
or finite volume simulation of processes described by partial differential equations are in-
dependent of the problem, but are so complex that they cannot be implemented by one
developer alone. With a framework like ug, developers can focus on modeling, discretiza-
tion or solvers and don’t need to know how load balancing, parallel load migration work in
detail.
Domain Module The domain module can represent two-dimensional and three-dimensional
geometries. With the domain manager module domain boundaries can be defined by
means of boundary patches and domains can be split into several subdomains (with
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different material properties). It also handles the treatment of boundary conditions,
so that for given nodes or element sides of the grid the user program can determine
which boundary condition is valid in a given location. This works also if the grid is
distributed over several processors. Inner boundaries are used to describe fractures
and to associate a virtual width with each point on the fractures.
Grid Manager ug can handle triangles and quadrilaterals for two-dimensional geometries
and tetrahedrons, pyramids, prisms and hexahedrons for three-dimensional geome-
tries. This variety of element types is necessary to maintain consistent grids in adaptive
refinement (i. e. no hanging nodes will occur). The different element types also offer
flexibility in the triangulation of complicated geometries.
Local grid refinement greatly reduces storage requirements for problems where sharp
fronts or singularities in the solution require grid refinement only in certain regions of
the domain.
Grids are stored in a hierarchical fashion. The hierarchical viewpoint is maintained
throughout all components of the ug framework and is used to ensure scalability of
all components.
Automatic Grid Generation Interfaces to different grid generator softwares exist as well as
two grid generators which are included with ug, one for two-dimensional domains
and one for three-dimensional domains. Additionally there are interfaces to several
other grid generators.
User Data Manager The basic vector-matrix data structure is very flexible and allows for
the attachment of degrees of freedom with nodes, edges, faces or elements. Based
on the user data managers functionality, finite element methods and finite volume
methods can be implemented, from simple node based schemes to complex higher-
order methods.
Numerical Algorithms The numerical algorithms for the solution of linear and non-linear
systems as well as the time-stepping schemes are organized in a class hierarchy. The
object-oriented approach makes designs of solutions schemes possible which are struc-
turally clear, easily configurable and extensible. The algorithms are implemented in a
problem-independent way. Components of a solution scheme can be chosen from a
wide range of implemented classes.
Script Language ug applications are driven by a script language. Its syntax is similar to C.
ug applications can either be run in batch mode by executing scripts, or interactively.
Visualization module The visualization module of ug was designed in a scalable way, so that
large parallel simulations can be visualized in an efficient way. It employs the hierar-
chical data structure and is parallelized, thus avoiding unnecessary calculations in the
process. Output can be drawn to the screen or to PostScript or PPM files (as well as
to a native picture format).
For more sophisticated visualization it is possible to write data in several visualization
program formats: OpenDX/DataExplorer, TecPlot, grape and avs
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I/O and restart In long simulation runs it is often necessary to save intermediate results from
which the calculation can be restarted if a hardware error occurs and prevents the
simulation from finishing. On parallel computers with several hundreds of processors,
this event is much more common than scientists would hope, and on many large
computers there is a time limit for individual jobs which is easily exceeded by large
simulation runs. In both cases the restart functionality is necessary.
Message Passing Parallelization ug is parallelized by a domain decomposition approach. An
underlying framework, ddd (Dynamic Distributed Data) is responsible for the consis-
tency of the data structures during all stages of the lifetime of an application, especially
after modification and distribution of the grid. ddd is also responsible for packing
messages, sending them to processors and unpacking them. The passing of messages
is done with the functionality of the underlying Parallel Processor Interface (ppif),
which usesMPI, PVM or vendor-dependent message passing mechanisms.
Software Engineering The large complexity of ug results in a code basis of over 350.000 lines
which were written in more than twelve years by seven main developers and numerous
other contributors.
All these components work regardless of the underlying physical problem. If solver com-
ponents are not suitable for the underlying problem it is usually easy to extend the con-
cerning module by inheriting from the solver class and then modifying or extending its
functionality.
Knowledge about the physical problem is part of the problem classes. These modules are
implemented on top of ug and contain one or several discretizations of the mathemati-
cal description of the physical problem along with problem specific functionality (like e. g.
constitutive relationships.
3.9.3. Pre- and post-processing
Although the simulation environment contains all components mentioned in figure 3.8, the
components geometric modeling, mesh generation, and visualization are more loosely coupled
to the simulation environment than the others. It is easier to use different visualization pro-
grams or grid generators since they can normally be connected by a file interchange format.
Domain generation
In fractured systems the exact location of the fractures is often not known, but a realis-
tic approximation of the fracture network is crucial for the simulation process. In these
situations a fracture generator can be employed to generate fracture networks based on pre-
scribed geological data. The program FRAC3D (Silberhorn-Hemminger, 2002), developed
by A. Hemminger at the IWS, Stuttgart, can create a discrete structural model of a fractured
domain based on data collected in the laboratory or the field. Domains created by FRAC3D
can be converted to a format readable by ug.
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grid2.net
grid1.net
ART configuration
Domain description
in ART format
Grid,
LGM Format
Assign boundary
conditions
Domain definition,
LGM format
grid.dat grid.art
Grids,
ART format
grid0.net grid.netrename
grid.lgm grid.bcgrid.ng
art2lgm
art
Figure 3.9.: The grid generator ART creates grids from domains descriptions generated with
the fractured domain generator FRAC3D. The resulting grid file is used for con-
version to the lgm-Domain format. Domain as well as grid representation are
taken from the grid file.
Mesh generation
The next step in the simulation process is the creation of an initial mesh. For the geometric
multigrid method it is advantageous to have a coarse initial mesh, but without degenerate
elements (i. e. elements with large aspect ratios or large inner angles). The amount of work
necessary to create these meshes by hand is prohibitive, so automatic grid generation has
to be employed. Fuchs (1999) developed the grid generator art3d in close collaboration
with the research groups in Heidelberg and Stuttgart to meet the special demands of these
problems. The lower-dimensional modeling of the fractures is advantageous in the grid
generation process, because fractures have only to be treated like inner boundaries. This
is much easier than the mesh generation for fracture-matrix systems which are represented
as thin layers. In the latter case, adaptive grid generation has to be employed to avoid
the creation of excessively many elements in the surrounding rock matrix. An interesting
concept was introduced by Kornhuber (e. g. Neunha¨userer et al. (2002)), who proposed to
employ mesh generation for the domain with fractures represented as inner boundaries, and
in a post-processing step to extend the fractures to the full dimensionality. This has to be
done carefully in order not to deteriorate the element quality in fracture intersections. The
numerical results presented later suggest that the different possible shapes of the fracture
ends (triangles or quadrilaterals in two space dimensions) obtained by this procedure have a
significant influence on fluid flow and transport.
Figure 3.9 explains the process of how a mesh is created from the domain description file
and how domain description and mesh are converted to lgm format (a ug-native domain
and grid format). The converter art2lgm is a perl-script, which reads the grid file created
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3
2
1
4
Figure 3.10.: Four domain features which are difficult for automatic mesh generation (left)
and possible elements of good quality (green) and poor quality (red) for paral-
lel and almost parallel fractures (right).
by art3d and produces an lgm-domain description file and an lgm-grid description file.
Only the art3d-grid file is used for conversion, because this circumvents some complex
geometrical calculations which would otherwise be necessary to determine the orientation
of the domain boundaries. art2lgm uses all element sides on the domain boundary to create
a triangulated boundary description. These boundary sides are used as boundary patches
in ug. The third file that is created associates the boundary patches with the appropriate
boundary conditions.
The automatic generation of meshes has persisted as one of the most challenging tasks
of the simulation process. The mesh generation for fractured porous media has to treat
four situations which are especially difficult. They are depicted in figure 3.10 for a two-
dimensional domain, but the even more severe difficulties for three-dimensional domains
can be traced back to these fundamental situations:
1. Fracture intersections, where one fracture end protrudes only slightly from the inter-
section. A fine mesh is required in the vicinity of this region, which should coarsen
rapidly outside this region. In three-dimensional domains, the protruding fracture
end can have a “difficult” shape, e. g. a very flat triangle.
2. Almost meeting fractures, where one fracture ends in close proximity to the other. The
mesh should also be of high resolution only near this region.
3. Parallel fractures very close to each other should be meshed with quadrilaterals in two
space dimensions and with hexahedrons or prisms in three space dimensions, because
they can prevent the generation of elements with large inner angles.
4. Fractures intersecting at a very small angle can lead to the generation of elements with
very large angles.
In both latter cases, automatic mesh generation of Delaunay-type is especially susceptible,
because the mesh generation algorithm minimalizes a penalty functional which places ver-
tices as far apart from each other as possible. In the case of parallel or almost parallel fractures
this leads necessarily to large angles, where two vertices on the two fractures, placed close to
each other, would produce preferable elements. This is illustrated on the right in figure 3.10.
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Even if the green quadrilateral elements are divided into triangles, their largest angles are
still close to 90◦, while the red elements largest angles are close to 180◦.
Visualization
The visualization of fractured porous media problems requires the representation of lower-
dimensional elements. We implemented an interface to the visualization software OpenDX,
in which lower-dimensional elements can be realized and which can be combined in the
visualization with volumetric elements. We also realized an interface to the visualization
environment COVISE, where the virtual reality capabilities have been very helpful in dis-
covering features of the solution which are otherwise difficult to detect.
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4. The Discontinuous Galerkin Method for
Elliptic problems
The discontinuous Galerkin method (DG) is an attractive discretization scheme for fluid flow
problems in porous media, because it is locally mass conservative like the finite volume
method but also allows for higher order approximation and has relaxed requirements on the
mesh. There is a large number of discretization methods which are all titled discontinuous
Galerkin methods and they have been applied to such diverse problems as groundwater flow
and multiphase flow (on which we will comment below), Euler and Navier-Stokes equa-
tions (Oden and Baumann, 2000, Bassi and Rebay, 1997b, 2000), semiconductor device
simulation (Chen et al., 1995a,b), Maxwell’s equations (Warburton and Karniadakis, 1999,
Warburton, 2000), Hamilton-Jacobi equation (Hu and Shu, 2000) and neutron transport
(Reed and Hill, 1973). We apply one discontinuous Galerkin method to the groundwater
flow equation and compare its performance for fractured domains with the finite volume
method of the previous chapter. The element type in the fractures are volumetric elements,
not lower-dimensional elements as for the multiphase flow discretization.
The next section contains a short overview of (some) discontinuous Galerkin methods.
Then we present the bilinear form employed for our discretization, explain the fast multigrid
solution of the systems and present numerical results.
4.1. Development of the Discontinuous Galerkin Method
Discontinuous Galerkin methods derive their name from the choice of trial and test func-
tions which are discontinuous across element boundaries and continuous within elements.
The development of the discontinuous Galerkin method is reviewed in Cockburn et al.
(2000a); an overview of the state of the art in 2000 is the collection Cockburn et al. (2000c).
The original discontinuous Galerkin method was presented by Reed and Hill (1973) for
the solution of the neutron transport equation, a stationary linear hyperbolic problem of the
form
(4.1) ∇ · {au}+ σu = f in Ω.
σ is a real number and a is a constant vector. If we multiply the equation by a test function v
and integrate over the element domainΩe of an element e from a triangulation Eh ofΩ, we
get after integration by parts
(4.2) −
∫
Ωe
ua · ∇v dx+
∫
∂Ωe
a · nuv ds+ σ
∫
Ωe
uv dx =
∫
Ωe
fv dx.
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n is the outward unit normal to element e. To get an approximation uh of u, we choose the
test functions to be polynomials of degree at most k on the elements of the triangulation.
The space of polynomials of degree at most k on element e is denoted by Pk(Ωe). Now we
determine uh as the solution of: Find uh such that for all e ∈ Eh and all v ∈ V ∈ Pk(Ωe)
(4.3) −
∫
Ωe
uha · ∇v dx+
∫
∂Ωe
a · neuˆhv ds+ σ
∫
Ωe
uhv dx =
∫
Ωe
fv dx
with the numerical flux
(4.4) uˆh(x) = lim
s→0+
uh(x− sa).
The value uˆh(x) is the upwind value of uh upstream of the characteristic direction a. When
the elements are ordered according to the characteristic direction of a, the uh values can be
computed element by element from the upstream values of uh hitting ∂Ωe.
The discontinuous Galerkin can be employed as a time differencing scheme as well, see
Thome´e (1997) and Eriksson et al. (1996). The first analysis of the discontinuous Galerkin
method as a time differencing scheme was done in Lesaint and Raviart (1974) and Jamet
(1978), Eriksson et al. (1985) studied the method for parabolic equations. In the context
of ordinary differential equations the first analysis was done by Delfour et al. (1981). A
posteriori error control was pioneered by Johnson et al. (1990).
A series of papers by Cockburn and Shu (Cockburn and Shu, 1991, 1989, Cockburn et al.,
1989, 1990, Cockburn and Shu, 1998b), where the discontinuous Galerkin method was
employed for nonlinear time-dependent hyperbolic problems, propelled the interest in the
method. They investigated the discontinuous Galerkin discretization in space with the ex-
plicit TVD Runge-Kutta time discretization by Shu (1988), together with limiter methods
in the multidimensional case to ensure nonlinear stability and convergence to the entropy
solution.
In 1998, Cockburn and Shu (1998a) introduced the local discontinuous Galerkin method
(LDG), based on the work of Bassi and Rebay (1997a) for the compressible Navier-Stokes
equations, and proved stability and error estimates for this method which is suited for
convection-dominated convection-diffusion problems. The LDGmethod is based on rewrit-
ing the equation as a first order system and then discretizing by the DG method. Nonlinear
stability without flux limiters can be achieved for this method by a careful choice of the
rewriting and the numerical fluxes. The LDG method is locally mass conservative, which
is a property that in general is difficult to achieve for higher-order finite element methods.
If LDG is applied to elliptic equations the method can be ill-posed for some choices of the
numerical fluxes (e. g. the choice by Bassi and Rebay in their original DG scheme).
A discontinuous Galerkin method suitable for elliptic problems was introduced in Bau-
mann (1997), Oden et al. (1998), Baumann and Oden (1999). This is the method we are
going to employ below and we would like to explain the evolution of this method. The
ingredient with the oldest roots is the incorporation of Dirichlet boundary conditions in
a weak form through penalty terms in the standard finite element method (Nitsche, 1971,
Lions, 1968). In order to solve
(4.5) −∆u = f in Ω, u = g on ∂Ω
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one uses the weak form
(4.6)
∫
Ω
∇u · ∇v dx+
∫
∂Ω
µ(u− g)v ds =
∫
Ω
fv dx ∀v ∈ H1(Ω).
The traditional way to impose Dirichlet boundary conditions is by an appropriate choice of
the trial functions. Note that the trial functions above are not zero at the Dirichlet boundary.
The penalty parameter µ is mesh-dependent.
In this setting the trial and test functions are still continuous. The interior penaltyGalerkin
finite element method (IP) (Wheeler, 1978, Percell and Wheeler, 1978) uses discontinuous
basis and trial functions and ensures continuity of the solution at inter-element boundaries
by penalties. The method was extended to nonlinear elliptic and parabolic equations in
Arnold (1979, 1982). The IP method is symmetric and locally mass conservative, and optimal
error estimates could be proven, but it hasn’t found much practical application because the
resulting systems are indefinite and very difficult to solve, and because there is no way to find
an optimal choice of the penalty parameter µ for particular problems; it has to be chosen
large enough to make the bilinear form coercive.
In his thesis, Baumann (1997) proposed a new stabilization. It is non-symmetric and
does not require a penalty term. It was analyzed in Oden et al. (1998) and Rivie`re (2000),
Rivie`re et al. (1999), Rivie`re and Wheeler (2000), where also the non-symmetric interior
penalty method (NIPG) was introduced which contains an additional penalty term. The
relations between LDG, Baumann-Oden DG, IP and NIPG are explored in Arnold et al.
(2002); their performance is assessed in Castillo (2002). Applications to porous medium
problems can be found in Rivie`re (2000), Rivie`re et al. (2000), Aizinger et al. (2001). The
DG method presented here has been extended to transport in Bastian and Lang (2002) and
two-phase flow in an IMPES formulation in Bastian (2002).
The discontinuous Galerkin methods developed in recent years have several advantages
which make them competitive or even superior to standard finite element methods.
. Given that the problem possesses enough regularity, the methods are higher order
convergent. For many methods, the convergence rates are optimal in the L2 and H1
norm.
. The methods can be applied to elliptic, parabolic and hyperbolic problems.
. The methods are locally mass conservative.
. For elliptic problems fast multigrid solvers are available (Bastian and Reichenberger,
2000, Gopalakrishnan and Kanschat, 2003, Hemker and van Raalte, 2002).
. The methods can be employed on unstructured, non-matching grids, which makes
them very flexible and easy to implement. This makes h-adaptivity particularly easy.
Additionally, they provide an easy access to hp-adaptive methods, given the availability
of a p-estimator.
. For time-dependent problems suitable high-order explicit as well as implicit time dis-
cretization are available.
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. Modern, cache-based computer architectures are utilized efficiently since matrices with
small dense blocks arise and themethod is not limited as much bymemory throughput
as is the case for low-order unstructured finite element and finite volume methods.
4.2. Formulation of the bilinear form
We consider the groundwater equation (2.8) with constant density and viscosity,
−∇ ·
(
ρ
K
µ
∇p
)
= ρq in Ω ⊂ Rd, d = 2, 3.(4.7a)
p = pd on Γd(4.7b)
u · n = φ on Γn with u = −ρK
µ
∇p(4.7c)
Let Eh denote a subdivision ofΩ, which does not have to be a triangulation
Admissible
mesh
(i. e. hanging nodes are allowed) and which may contain elements of mixed
type. An example for an admissible mesh is shown here. For the basis and
test functions we choose the space of polynomial functions of degree k on
element e ∈ Eh
(4.8) Pk(Ωe) = {p : Ωe → R | p(x, y) =
∑
0≤a+b≤k
cab x
ayb}.
Pk can be used as the basis for triangles and quadrilaterals; alternatively we can choose the
basis functions from the polynomial space
(4.9) Qk(Ωe) = {p : Ωe → R | p(x, y) =
∑
0≤a,b≤k
cab x
ayb},
which is the more natural choice for quadrilaterals. The extension to three space dimensions
is obvious.
In the implementation of our computer program the bases of Pk and Qk are chosen as
L2-orthonormal polynomials, which are generated from the monomials by Gram-Schmidt
orthonormalization. The shape of the resulting functions is depicted in figure 4.1. The
dimension of the space spanned by the basis functions for a choice of the degree k—i. e. the
number of unknowns per element—is shown in table 4.1.
We choose the space of trial functions to be
(4.10) Vk(Eh) =
∏
e∈Eh
Pk(Ωe).
The interior boundary between element e and f (edges in 2D and faces in 3D) is denoted by
Γef = ∂Ωe ∩ ∂Ωf.
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k = 0 1 2 3 4 5 6 7 8
d = 2 Pk 1 3 6 10 15 21 28 36 45
Qk 1 4 9 16 25 36 49 64 81
d = 3 Pk 1 4 10 20 35 56 84 120 165
Qk 1 8 27 64 125 216 343 512 729
Table 4.1.: Number of unknowns in one element for the DG method.
Figure 4.1.: Discontinuous Galerkin method basis functions. In the upper triangle are the
P2 basis functions on the quadrilateral element, in the lower triangle the P2 basis
functions for the triangular element.
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The set of all interior edges is
(4.11) Γint =
⋃
e,f∈Eh,e6=f
Γef.
With every interior edge Γef we associate a unique unit normal vector n. A possible choice
is to let n point from element e to f if e > f and from f to e otherwise. For any point x ∈ Γef
we define the jump of a function v ∈ Vk(Eh) by
(4.12) [v](x) = lim
→0+
v(x+ nef) − lim
→0+
v(x− nef)
and the average by
(4.13) 〈v〉(x) = 1
2
(
lim
→0+
v(x+ n) + lim
→0+
v(x− n)
)
.
The identity
(4.14) [vw] = [v]〈w〉+ 〈v〉[w]
is easily verified.
Let us now go back to (4.7a) and derive the bilinear form for the discretization. We
consider one element e ∈ Eh and multiply with a test function v ∈ Pk(Ωe). After integration
by parts we get
(4.15)
∫
Ωe
ρ
K
µ
∇p · ∇v dx−
∫
∂Ωe
ρ
K
µ
∇p · n v ds =
∫
Ωe
qv dx ∀v ∈ Pk(Ωe)
Summation over all elements in Eh and collecting the boundary integrals into interior and
exterior edges results in
(4.16) −
∑
e∈Eh
∫
Ωe
ρ
K
µ
∇p · ∇v dx+
∑
Γef∈Γint
∫
Γef
[ρ
K
µ
∇p · n v]ds
+
∑
Γe∈∂Ω
∫
Γe
ρ
K
µ
∇p · n v ds =
∑
e∈Eh
∫
Ωe
qv dx ∀v ∈ Vk(Eh)
The interface between two neighboring elements is handled by the second term on the left
side. For second order elliptic problems there are two interface conditions: The first in-
terface condition is continuity of the pressure, [p] = 0. Second, the normal flux should be
continuous, which can be expressed as
(4.17) [ρ
K
µ
∇p · n] = 0
and which is incorporated into the second term by
(4.18) [ρ
K
µ
∇p · n v] = [ρK
µ
∇p · n]〈v〉+ 〈ρK
µ
∇p · n〉[v] = 〈ρK
µ
∇p · n〉[v].
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The bilinear form for the discontinuous Galerkin method follows from (4.16) by inserting
the flux boundary conditions, splitting the boundary term into Dirichlet andNeumann parts
and collecting terms independent of p on the right hand side. The penalty on the jump of p
at interior edges is included in the second sum of ah.
ah(p, v) =
∑
e∈Eh
∫
Ωe
ρ
K
µ
∇p · ∇v dx(4.19)
+
∑
Γef∈Γint
∫
Γef
〈
ρ
K
µ
∇v · n
〉
[p] − [v]
〈
ρ
K
µ
∇p · n
〉
ds
+
∑
Γe∈Γd
∫
Γe
(ρ
K
µ
∇v · n)p− v(ρK
µ
∇p · n) ds.
lh(v) =
∑
e∈Eh
∫
Ωe
qv dx+
∑
Γe∈Γd
∫
Γe
(ρ
K
µ
∇v · n)pd ds+
∑
Γe∈Γn
∫
Γe
vφ ds
The Baumann-Oden discontinuous Galerkin method by Baumann andOden (1999), Bau-
mann (1997), Oden et al. (1998) is: Find p ∈ Vk(Eh) such that for all v ∈ Vk(Eh)
(4.20) ah(p, v) = l(v).
The NIPG method by Rivie´re and Wheeler employs the additional penalty term
(4.21) Jσ,β0 (u, v) =
∑
Γef∈Γint
σef
|Γef|β
∫
Γef
[u][v] ds+
∑
Γe∈Γwd
σe
|Γe|β
∫
Γe
uv ds.
with user-defined parameters σ and β; this penalty was employed in the original IP method.
The formulation of the NIPG method is: Find p ∈ Vk(Eh) such that for all v ∈ Vk(Eh)
(4.22) ah(p, v) + Jσ,β0 (p, v) = l(v) +
∑
Γe∈Γwd
σe
|Γe|β
∫
Γe
vp ds.
Both the Baumann-Oden method and the NIPG method are nonsymmetric, even if the
underlying continuous problem is symmetric. The Baumann-Oden method requires k ≥ 2
to be stable, for the NIPG method k ≥ 1 is sufficient. Both methods are locally conserva-
tive. This can be verified for the Baumann-Oden method by inserting a test function that is
constant on each element into (4.20),
(4.23)
∑
Γef∈Γint
∫
Γef
[v] 〈ρK
µ
∇p · n〉ds+
∑
Γe∈∂Ω
∫
Γe
ρ
K
µ
∇p · n v ds =
∑
e∈Eh
∫
Ωe
qv dx,
which reduces (4.20) to a flux balance equation. The close relation of the DG schemes to
finite volume methods is apparent.
The Baumann-Oden DG method exhibits optimal order convergence in the H1-norm,
i. e. O(hk) for polynomials of degree k, provided that the solution is sufficiently regular.
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Convergence in L2 is O(hk+1) for k odd and (suboptimal) O(hk) for k even for the Baumann-
Oden DGmethod. The NIPG is optimal in the L2 norm for odd and even choices of k. The
suboptimal convergence of the Baumann-Oden method is due to the absence of a stabilizing
penalty term.
We prefer the Baumann-Oden DG method over the NIPG method because of its lack of
user-defined parameters, because it is computationally cheaper, and because the suboptimal
convergence in the L2 norm does not harm the efficiency of the method for groundwater
flow equations, where the gradient of p—measured in theH1 norm—is the relevant quantity.
The DG method can be extended to handle lower-dimensional elements and hence frac-
tures in a similar way as described for the finite volume method. This would require the
implementation of degrees of freedom on these boundary sides which are part of the frac-
ture network. Another interesting potential of the method is the choice of basis functions
for volumetric fracture elements, which are adjusted to the anisotropy and contain more
degrees of freedom in one direction than in the other.
4.3. Multigrid Solution
After inserting a basis into (4.20), a large system of linear equations has to be solved. The
multigrid method, explained in section 3.8, can be used to solve these systems with optimal
complexity.
We assume a hierarchy of nested triangulations E0, . . . , EL, with nl elements on grid level l.
On every grid level the discrete spaces Vkl = V
k(El) is equipped with the basis
(4.24) Bl = {ϕl1, . . . , ϕ
l
nl
}.
ϕli has support in exactly one element. The indices of the basis functions associated with
element Ωe are
(4.25) Ile = {j | suppϕ
l
j ⊆ Ωe}.
Since the triangulations are nested, the according discrete spaces are also nested,
(4.26) Vk0 ⊆ · · · ⊆ VkL ,
and coarse grid basis functions can be represented in the fine grid basis functions
(4.27) ϕli =
nl+1∑
j=1
ωl+1ij ϕ
l+1
j .
The factors ωl+1ij can be computed as follows. Let ϕ
l
i be the basis function with support
in Ωe, e ∈ El and Ωf be an element obtained from the subdivision of Ωe. By ϕˆli and ϕˆl+1j
we denote basis functions on the reference element that are mapped to the global basis
functions ϕli and ϕ
l+1
j . The restriction of ϕ
l
i to Ωf is a polynomial of degree k and can be
represented uniquely with the basis functions on Ωf. The representation can be computed
on the reference element Ωˆ using
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(4.28) ϕli|Ωf =
∑
j∈Il+1f
ωl+1ij ϕ
l+1
j
⇔ ϕˆli ◦ T−1Ωe ◦ TΩf =
∑
j∈Il+1f
ωl+1ij ϕˆ
l+1
j
⇔ ∀m ∈ Il+1f : (ϕˆli ◦ T−1Ωe ◦ TΩf , ϕˆl+1m )Ωˆ =
∑
j∈Il+1f
ωl+1ij (ϕˆ
l+1
j , ϕˆ
l+1
m )Ωˆ.
Here (·, ·)
Ωˆ
is the L2 scalar product and TΩf is the mapping from the reference element to
Ωf. We can now employ the L2 orthonormality of the basis, due to which the mass matrix is
the identity, and get
(4.29) ωl+1ij = (ϕˆ
l
i ◦ T−1Ωe ◦ TΩf , ϕˆl+1m )Ωˆ.
The factorsωl+1ij can be precomputed, because the transformation T
−1
Ωe
◦TΩf : Ωˆ→ Ωˆ depends
only on the type of refinement and not on the shape of individual elements. However, since
a large number of refinement rules are necessary for hybrid grids in three dimensions, we
evaluate (4.29) using numerical quadrature. The factors ωlij are the entries of the restriction
and prolongation matrices.
The smoother should remove all algebraic errors that are not handled by the coarse grid
correction. In that sense it is complementary to the coarse grid correction. The point-wise
Jacobi and Gauß-Seidel iterations are not applicable since the matrix A is only positive semi-
definite (xTAx ≥ 0). Zero diagonal elements are obtained for inserting into the bilinear form
a function that is constant on an element. For this reason one has to use block iterations. The
most natural block structure is given by combining all degrees of freedom corresponding to
one element
(4.30) Al,e,f =
(
Alij
)
i∈Ile,j∈Ilf
and Al being the block matrix
(4.31) Al =
(
Al,e,f
)
Ωe,Ωf, e,f∈El
.
Unfortunately, Jacobi and Gauß-Seidel iterations with respect to this block structure are
not effective smoothers. This can be explained as follows: The diagonal block Al,e,f cor-
responds to a discretization of the flow equation on element Ωe including a weak form of
continuity of pressure over ∂Ωe. Because neighboring elements fix the “boundary condi-
tions” for the current element, the error on the inter-element boundaries is only removed
very slowly. The situation can be remedied by an overlapping patch smoother, where, for
every element Ωe, all degrees of freedom of Ωe and some neighborhood are updated. This
iteration is an effective smoother but has a high operation count.
The incomplete LU-decomposition on the block structure is a very effective smoother and
has a low operation count. The only drawback of ILU is that an additional matrix has to be
stored. Note that the ordering of the blocks is not important unless some robustness with
respect to discontinuous or anisotropic permeability is required.
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If the permeability K is very different from element to element we observe the following
problem: Assume that elementΩe has permeability K = I and all neighboring elementsΩf
have permeability K = I where I is the identity. Then all entries of the diagonal block Al,e,e
will have size O() and all off-diagonal blocks Al,e,f will have entries of size O(1). The patch-
wise smoothers do not work in this case. The ILU-smoother works if blocks corresponding
to low permeability elements are ordered first. Therefore, for general permeability fields, we
order the blocks with respect to increasing permeability.
Choosing k equal for all grid levels is not necessary; the low-frequency errors on the
coarser levels can be represented with polynomials of lower order. On the other hand, an
implementation with equal polynomial degree on all grid levels is easier to implement and
does not harm the overall performance.
Recently, a different approach to multigrid for the Baumann-Oden method has been pro-
posed by Hemker et al. (2002b), Hemker et al. (2002a), Hemker and van Raalte (2002), for
which convergence of the multigrid method with Jacobi and Gauß-Seidel smoothers could
be shown for the Poisson equation in one and two space dimensions. They employed a
point-wise block-partitioning, which gives better results than the cell-wise partitioning.
4.4. Numerical Results for the Multigrid Solution of
Discontinuous Galerkin Methods
We investigate the efficiency of the multigrid algorithm for the Baumann-Oden method on
several examples, where we compare them to the cell-centered finite volume method. The
examples are chosen as a problem with full regularity, a problem with a reentrant corner and
a problem with a heterogeneous permeability field with discontinuous coefficients. More
applications, including unstructured grids in a complex geometry, are considered in Bastian
and Reichenberger (2000). The last example is a comparison of the Baumann-Oden DG
method and the finite volumemethod for a problemwith a fracture. The fracture is modeled
as a thin layer with different material properties.
We refrain from a description of the cell-centered finite volume method for single phase
flow. The solution of the single phase flow equation would be possible with the finite vol-
ume method for two-phase flow, if Sg = 0 is chosen throughout the domain. Due to its
simplicity we implemented the finite volume scheme for single phase flow in porous media
as well as in fractured porous media with mixed-dimensional elements.
4.4.1. Single Phase Flow in Homogeneous Media
The first example treats a problem with full regularity. For these kinds of problems the
higher-order DG method should be clearly superior to the finite volume method. We solve
the Poisson equation on the unit square
−∆p = f in Ω = (0, 1)2 p = p0 on ∂Ω
and choose f and p0 such that the exact solution
p(x, y) = e−((x−1/2)
2+(y−1/2)2)
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h−1 FV r = 2 r = 3 r = 4 r = 5 r = 6
4 3 5 5 5 5 4
8 4 7 6 6 5 6
16 4 7 6 6 5 6
32 4 7 6 6 5 6
64 4 7 6 6 5 6
128 4 6 6 6
256 4
512 4
Table 4.2.: Number of multigrid iterations for the fully regular model problem.
is obtained. In figure 4.2 the error in the L2 and H1 norms are
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plotted. Note that the x-axis does not show the necessary num-
ber of iterations but the wall clock computation time, which is the
more interesting quantity in practice. The number of multigrid
iterations are displayed in table 4.2, which shows the h-indepen-
dence of themethod. We compared the finite volumemethod (FV)
and the DG method with polynomials up to degree six for a multi-
grid V-cycle with one ILU pre- and post-smoothing step and list
iteration numbers for a 10−8 reduction of the initial residual.
The DG method is clearly superior for this example. The suboptimal convergence O(hk)
in the L2 norm for even degrees k is confirmed by the numerical experiment. For odd poly-
nomial degrees k the convergence is optimal (O(hk+1)) in the L2 norm, and optimal conver-
gence of O(hk) in the H1-norm is obtained for all degrees of k.
4.4.2. Single Phase Flow in Heterogeneous Media
The second example is taken from Durlofsky (1994). It explores the quality of the DG
solutions for elliptic problems with highly discontinuous coefficients for the problem
(4.32) −∇ · (K∇p) = f in Ω = (0, 1)2.
The boundary conditions are chosen as p = 1 for x = 0, p = 0 for x = 1 and no flow
boundary conditions for y = 0 and y = 1. The permeability field is defined on a regular
20×20mesh and is shown in Fig. 4.3 on the left. In dark areas the permeability is K = 10−6 ·I,
elsewhere it is K = I. We employ a coarse grid with 20 ·20 ·2 triangular elements. The coarse
grid resolves the discontinuities in the permeability field, finer grids are obtained by regular
refinement. Fig. 4.3 shows on the right the flow field computed with degree k = 3 on the
coarsest mesh.
Durlofsky (1994) gave a reference solution for the total flux through the system, based on
computing approximations on a sequence of meshes up to 200 × 200 with a cell centered
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Figure 4.2.: L2 and H1 error for the full regularity problem.
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Figure 4.3.: Permeability and flow field for the discontinuous coefficient example computed
with DG(3). Permeability 1 is shown in light gray and 10−6 in black. Vectors
not drawn to scale are indicated by gray color in the vector plot.
h−1 FV k = 2 k = 3 kk = 4 k = 5 k = 6 MFE
20 0.6991 0.5094 0.5152 0.5174 0.5232 0.5152 0.4508
40 0.6466 0.5179 0.5181 0.5208 0.5206
80 0.6170 0.5194 0.5192 0.5201
160 0.5998 0.5199 0.5198
320 0.5890
640 0.5816
Table 4.3.: Total flux through the system for discontinuous coefficient example.
l h−1 FV k = 2 k = 3 k = 4
1 40 6 14 14 16
2 80 7 14 12 15
3 160 7 13 12
4 320 8
5 640 9
Table 4.4.: Number of multigrid cycles in the discontinuous coefficient example.
finite volume scheme and extrapolation to h = 0. The “exact” value is 0.5205. We compare
the vertex centered finite volume method—which in this case is identical to P1 conforming
finite elements— and DG with k = 2, . . . , 6. The values for the mixed finite element method
are taken from Durlofsky (1994). The results show that the conforming finite volume/finite
element method is not well suited for this problem. The error in the mixed finite element
solution on the coarsest mesh is approximately a factor six larger than the error in the DG
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Figure 4.4.: Domain with one fracture. On the left is the domain with the one-dimensional
fracture, on the right grid details of the volumetric fracture ends l3, l3h, l3q.
result on the same mesh, but we note that the number of unknowns for the DG method
(4800) is 2.4 times larger than the number of unknowns for the mixed finite element method
(2000). The mixed finite element method is considered optimal for this kind of problem, and
the results of the DG method show that it is very well suited for this problem.
The performance of the multigrid method for the discontinuous coefficient example is
shown in table 4.4. We use a multigrid V-cycle with ν1 = ν2 = 2 ILU smoothing steps
as a preconditioner in the Bi-CGSTAB-method (van der Vorst, 1992). The table shows the
number of preconditioner evaluations needed to reduce the norm of the defect by 10−8.
Again the iteration numbers seem to be independent of h and k.
4.5. Single Phase Flow in Fractured Media
The third example considers a domain with a single fracture. We compare the behavior of the
DG method with the behavior of a vertex-centered finite volume method which discretizes
fractures either by one-dimensional or two-dimensional elements. The grids with the vol-
umetric mesh were created from the coarse grid of the domain denoted by l3-1d with the
one-dimensional fracture by the methods described in Neunha¨userer (2002). The coarse
grid for domain l3-1d is shown in figure 4.4. There are three variants of the volumetric
fracture: In two domains l3 and l3h the fracture has triangular ends, l3q has quadrilat-
eral elements throughout the whole fracture. In domain l3h the fracture end triangles were
reduced in length to enlarge the very small angle at the fracture end.
In the domains we solve the groundwater equation
−∇ ·
(
ρ
K
µ
∇p
)
= ρq in Ω.(4.33a)
p = 105 [Pa] on 0× [0, 0.6](4.33b)
p = 0.999 · 105 [Pa] on 0× [1, 0.6](4.33c)
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Figure 4.5.: Pressure distribution along a line through the fracture for different fracture re-
alizations (above) and the corresponding absolute value of the velocity.
with parameters
ρ = 1000 [kg/m3] µ = 0.0013 [kg/(ms)]
Km = 8.3333 · 10−11 [m2] Kf = 8.3333 · 10−8 [m2]
b = 5 · 10−3 [m]
As in the previous chapters we denote quantities in the matrix with superscriptm and quan-
tities in the fracture with superscript f.
Numerical solutions to (4.33) are obtained by the methods:
FV-1d The finite volume method with one-dimensional fractures.
FV The finite volume method with two-dimensional fractures.
DG The Baumann-OdenDGmethodwith two-dimensional fractures. The
choice of basis functions is indicated by Pk and Qk.
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Figure 4.6.: Comparison of the DG, FV and FV-1d method.
The number of unknowns for the different meshes on level l are:
l FV-1d FV DG-P2 DG-P3 DG-Q2
0 305 312 3300 5500 4950
1 1151 1179 13200 22000 19800
2 4469 4581 52800 88000 79200
3 17609 18057 211200 352000 316800
4 69905 71697
5 285729
For the finite volume methods, the number of unknowns is equal to the number of nodes
in the grid, for the DGmethod the number of unknowns is equal to the number of elements
times the dimension of the space of basis functions.
The comparison of the method is done by extracting the values along the line from
(0.455, 0) to (0.545, 0.6)—this is the line along the fracture middle surface. Along this line
we compare the pressure p and the absolute value of the Darcy velocity, |v|.
In figure 4.5 we compare how the different fracture realizations—one-dimensional, with
triangles and with quadrilaterals—affect the solution. The figure shows on the left the results
for the DG method with Pk on level 3 and the FV-1d method on level 4. On the right the
results for the FV method on level 5 are compared to the FV-1d method on level 4. The dif-
ferences in the pressure are very small. We can get more insight from the plot of the absolute
value of the Darcy velocity below. Here it is obvious that the choice for the fracture ends has
a significant influence on the velocity distribution. While the realization with quadrilateral
ends agrees nicely with the lower-dimensional approximation, the velocity in the region of
the fracture end triangle on the coarsest mesh introduces an increase in the velocity toward
the fracture end. The velocity peaks appear for the DG method and the FV method, for the
FVmethod they are more developed.
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Figure 4.7.: h and p convergence of the DG method.
The discretization methods are compared once more in figure 4.6, to make the difference
between the methods more visible. The FV-1d method solution is included as a “reference”
solution. In the case of the quadrilateral fracture ends, the FV method and the DG method
solutions are almost identical. The DG method shows some minor discontinuities in the
elements at the fracture ends. The FV-1d method has a smoother progression which is ex-
plainable because a node shared by a fracture and the matrix carries an averaging solution.
Due to this averaging the total velocity in the fracture is smaller than for the other methods,
which have degrees of freedom entirely inside the fracture.
Figure 4.7 compares DG solutions for P2 and P3 on grid levels 2 and 3, and for Q3 on
level 3. The P2 solution on level 3 and the P3 solution on level 2 are almost identical. The
Q3 solution has strong oscillations in the region where triangular elements are employed;
in the case of the quadrilateral fracture ends (l3q) the oscillations are less pronounced. The
quadrilateral case also shows non-monotone behavior for the methods with k = 3, while the
k = 2 solutions are monotone. This suggests that the problem does not possess the required
regularity near the fracture-matrix interface that makes higher order methods applicable.
Figure 4.8 shows development of sharp velocity peaks for the FV-2dmethod, which reach
their maximum for level 4 and decay afterwards. They are not present in the case of the
fracture with quadrilateral ends (as shown in figure 4.6).
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Figure 4.8.: Convergence of the FV-1d and FV-2dmethods.
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5.1. Vertical water-gas flow
The first numerical experiment with two-phase flow is set up to assess the difference between
a lower-dimensional fracture approach and a fracture with volumetric elements. We choose
a simple configuration with only one fracture in order not to include too many different
effects into the solution. The setup includes one vertical fracture inside a domain of 1×1[m],
a sketch is displayed in figure 5.1. The fracture is located along the line from (0.5, 0.2) to
(0.5, 0.8). We consider inflow of a compressible gas phase at the south boundary.
The parameters of the simulation are artificially chosen but give a representative picture of
fracture-matrix interaction. The parameters are
ρw = 1000 [kg/m3] ρg =
pn
84149.6
[kg/m3]
µw = 10
−3 [Pa s] µg = 1.65 · 10−5 [Pa s]
Φf = 0.3 Φm = 0.1
Kf = 10−8 Km = 10−12
Sfwr = 0 S
m
wr = 0
Sfgr = 0 S
m
gr = 0
λf = 2 λm = 2
λf = 1000 [Pa] λm = 2000 [Pa]
1 m
1 m
0.2 m
0.5 m
b
Figure 5.1.: Sketch of the domain for the vertical water-gas flow example and Sg and uw at
t = 70 s.
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Figure 5.2.: Coarse grids of the vertical water-gas flow simulation for the one-dimensional
fracture (left) and the two-dimensional fractures with rectangular ends (middle)
and triangular ends (right).
The fracture width b is chosen from {0.01, 0.005, 0.001} [m], to determine the influence
of the fracture width on the solution and on the solution efficiency. Boundary conditions
are Sg = pw = 0 on the north boundary, and Neumann boundary conditions elsewhere.
At the south boundary the value of the Neumann boundary condition for the saturation is
−2.5 · 10−5 [kg/m2], all remaining Neumann boundary condition values are 0.
Without the fracture, the problem would be quasi one-dimensional, but a look at the
flow field reveals how the influence of the fracture affects the solution behavior (figure 5.1,
right). We choose a vertical fracture in order to exclude grid dependent phenomena from
the experiment. In non-vertical fractures, the gas phase travels along a thin layer below
the top fracture wall. This is the behavior that is to be expected in thin layers, but from
thin open fractures we expect a different behavior because the strong capillary effects in
the fracture create a different flow pattern. It must be doubted that the gas-water flow in
fractures modeled with volumetric elements creates a physically relevant solution: The flow
field developing in the ’additional’ dimension is not supported by fracture flow models.
Three different coarse grids are employed, depicted in figure 5.2. The first grid (left)
employs the mixed dimensional finite volume method and models the fracture by one-
dimensional elements. The other grids resolve the fracture with two-dimensional elements.
The grid in the middle uses only quadrilateral elements, the grid on the right has a triangular
element at both fracture ends. It should be obvious from this example that grid generation
for fractures with volumetric elements is much more difficult than for lower-dimensional
fractures.
For the simulation we employed the backward Euler scheme with fixed time steps. The
nonlinear equations were solved with inexact Newton method with line search. The lin-
ear systems were solved with the V(2,2)-cycle multigrid method with ILU smoothing, ac-
celerated with Bi-CGSTAB. Additional properties of the solution process can be found in
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Figure 5.3.: Linear and nonlinear iterations for vertical infiltration problem with b = 0.005
on level l = 3.
table 5.1.
We compared the discretization schemes by plotting the values for Sg and pw at differ-
ent time steps along the line from (0.5, 0) to (0.5, 1). The time steps are chosen as t =
50 s, 74 s, 100 s. At t = 50 s the gas has not reached the fracture yet, at t = 74 s some gas is
inside the fracture and at t = 100 s the gas has reached the fracture end and has penetrated
the matrix. The series of figures 5.4–5.6 reveals the slow grid convergence which is typical
for gas-water problems. This is especially pronounced at t = 74 s, where the fast movement
in the fracture amplifies the effect. The plot at the top right of figure 5.5 shows a study on six
of eight refinement levels (level 0 is the coarse grid). Only for this refinement can we start to
speak of grid convergence.
The influence of the type of fracture realization (lower-dimensional, with quadrilateral or
triangular fracture ends) has already been observed for single phase flow in chapter 4. In
one-dimensional two-dimensional two-dimensional, triangle
Level l ∆t [s] #E #N #E #N #E #N
2 2 153 128 221 192 384 377
3 1 561 512 825 768 1536 1425
4 0.5 2145 2048 3185 3072 6144 5537
5 0.25 8385 8192 12513 12288 24576 21825
6 0.5 33153 32768
7 0.25 131841 131072
Table 5.1.: Time step ∆t, number of elements #E and nodes #N for grids of the vertical gas
flow problem
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figure 5.8 we display the shape of the saturation curve for the three discretizations at t = 74 s
and t = 100 s. This is an interesting comparison, because it compares the mixed-dimensional
model with a “trusted one”, the model with only two-dimensional elements. First, we would
like to point out that the total mass in the system is the same in all realizations. A contradict-
ing impression could arise because the saturation curve resembles a one-dimensional model
problem and seems to reveal that in the lower-dimensional case less mass is present. This is
not the case—only the mass in the fracture is different.
Apparently, the fracture geometry has a notable influence on the solution. The difference
is, however, small enough to be of relatively small significance when compared to other
uncertainties associated with the modeling and simulation process.
If the differences in the solution are small, the differences in obtaining the solution are
quite remarkable. In figure 5.3 we plot the number of linear multigrid cycles and nonlinear
Newton steps necessary for the simulation with 100 time steps. Note that in some cases
the convergence requirements had to be relaxed if convergence could not be reached to the
desired level. In these cases the counted total number of Newton steps is not increased,
and this accounts for the behavior of the 2DT case. The systems in the lower-dimensional
realization are easier to solve and require less iterations than the two-dimensional realization.
The curves also reveal that the system solution only starts to get difficult when the gas has
reached the fracture and the nonlinearities in the constitutive relations in combination with
the discontinuous material properties make the systems more difficult to solve.
We include only one figure (5.7) with the values of pw at t = 74 s for all three fracture
realizations, because the differences in the pressure are small and the interesting quantity is
the gas saturation.
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Figure 5.4.: Grid convergence of vertical gas-water flow test case for t = 50s. The gas satura-
tion along the line in y-direction is plotted for grid level l and the fracture widths
b = 0.001 (left) and b = 0.01 (right). Results in the first row are for the one-
dimensional fracture geometry, the middle row for the two-dimensional frac-
ture geometry with rectangular ends and the last row for the two-dimensional
fracture geometry with triangular ends.
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Figure 5.5.: Grid convergence of vertical gas-water flow test case for t = 74s. The gas satura-
tion along the line in y-direction is plotted for grid level l and the fracture widths
b = 0.001 (left) and b = 0.01 (right). Results in the first row are for the one-
dimensional fracture geometry, the middle row for the two-dimensional fracture
geometry with rectangular ends and the last row for the two-dimensional frac-
ture geometry with triangular ends.
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Figure 5.6.: Grid convergence of vertical gas-water flow test case for t = 100s. The gas
saturation along the line in y-direction is plotted for grid level l and the frac-
ture widths b = 0.001 (left) and b = 0.01 (right). Results in the first row
are for the one-dimensional fracture geometry, the middle row for the two-
dimensional fracture geometry with rectangular ends and the last row for the
two-dimensional fracture geometry with triangular ends.
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Figure 5.7.: Grid convergence of vertical gas-water flow test case for t = 74s. The water
pressure (labeling of the y-axis is wrong) along the line in y-direction is plotted
for grid level l and the fracture width b = 0.01. Results at the top are for the
one-dimensional fracture geometry, in the middle for the two-dimensional frac-
ture geometry with rectangular ends and the bottom for the two-dimensional
fracture geometry with triangular ends.
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Figure 5.8.: Comparison of the gas saturation value along the vertical axis of the domain
on grid level 3. Results in the first row and second row are for fracture widths
b = 0.01, b = 0.005 resp., with t = 74s in the left column, t = 100s in the right
column.
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5.2. Well simulation
The numerical treatment of wells in porous media is a problem of large practical interest in
petroleum reservoir engineering and groundwater remediation. The difficulty in well simu-
lation is that a straightforward approach with a line source/sink term fails in heterogeneous
porous media, because the line source will act with equal strength on all adjacent grid cells,
but should instead take into account the varying permeability. The traditional approach for
this problem in a physically correct way is by an integral condition along the well (Peaceman,
1978), which is difficult to implement.
An alternative approach can be taken by employing lower-dimensional elements as pre-
sented in the previous section. Assuming that the radius of a borehole is much smaller than
its length and the other length scales in the simulation (which is especially true for reservoir
simulation with typical length scales on the range of kilometers), a well can be represented
as a one-dimensional line. The permeability of the well is much larger than the surrounding
well, thereby fulfilling a fundamental requirement of the fracture-matrix flow model.
In figure 5.9 results from a numerical well simulation for a single phase flow problem
(2.8) are presented. The domain is 40 × 10[m] large, with a pumping well from (30, 2.5) to
(30, 10). 0.05[kg/s] are pumped from the well. In the case of the lower-dimensional element
approach, this is imposed by a Neumann boundary condition at the outflow location of the
well—the mass conserving nature of the finite volume method will then be “distributed”
along the fracture. In contrast, the line sink approach defines a line along which the size
of the sub control volumes of the secondary grid is calculated and then employed in the
calculation of the sink term.
For the simulation we used a permeability of 10−5 in the well and a generated permeability
distribution with K-values between 4.61 · 10−10 and 2.85 · 10−9. ρ is chosen as 1000.0 and the
µ = 1.
Boundary conditions are chosen for both cases as
ρu · n = 0 on [0, 40]× 0
ρu · n = 0 on [0, 30)× 10
ρu · n = 0 on (30, 40]× 10
p(x, y) = (10− y) ∗ 9810+ 100000 [Pa] on 0× [0, 10]
p(x, y) = (10− y) ∗ 9810+ 99600 [Pa] on 40× [0, 10],
In the case of the lower-dimensional element approach we choose
ρu · n = −0.05 [kg/s] on 30× 10
on the north boundary, in the case of the line sink we impose the pumping condition
through the sink term q.
Figure 5.9 displays the differences in the models. While the pressure in the well is indepen-
dent of the surrounding matrix permeability when using the fracture, the line sink exhibits a
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5.2. Well simulation
Figure 5.9.: Numerical simulation of a pumping well. From top to bottom: (1) The pres-
sure field for the simulation with a fracture. (2) The velocity distribution and
the Permeability field for the fracture simulation. (1) The pressure field for the
simulation with a line sink. (2) The velocity distribution and the Permeability
field for the line sink simulation.
variation in the pressure induced by the permeability. In the darker regions, where the per-
meability is smaller, the pressure is larger in the case of the line sink, because larger suction
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is necessary to draw the water from the medium.
The computations are done on a grid with 32768 quadrilateral elements and 33153 nodes,
running on a 800 MHz PowerBook G4.
5.3. Three-dimensional Oil-Water simulation
The next numerical experiment simulates the flow of an incompressible dense oil phase
through a network. Although we are mainly interested in gas-water flow, we include this
experiment to show the flexibility of the method.
The enclosing domain has a size of 12×12×18 [m] and contains an interconnected fracture
network with eight fractures. Two fractures are connected to the domain boundary, it is
through these fractures that oil enters the system. This simulates a contamination of a soil
with dense oil.
The parameters of the simulation are
ρw = 1000 [kg/m3] ρn = 1560 [kg/m3]
µw = 10
−3 [Pa s] µn = 1.2 · 10−3 [Pa s]
Φf = 0.3 Φm = 0.1
Kf = 10−8 Km = 10−12
Sfwr = 0 S
m
wr = 0
Sfgr = 0 S
m
gr = 0
λf = 2 λm = 2
pfd = 2432.39 [Pa] p
m
d = 5439.0 [Pa]
We prescribe a hydrostatic pressure at the boundaries, pw = 9810+ z ∗ 9810 (with z directed
downwards). The boundary condition for the saturation is Sn = 0, except for the lines
where the topmost two fractures intersect the domain boundary. Here we use Sn = 0.4.
The number of elements and nodes in the grid for uniform refinement and adaptive re-
finement (from level 1) is shown in the following table.
uniform refinement adaptive refinement
Level l #E #N #E #N
0 1143 1143 300
1 9144 9144 1943
2 73152 52782 9584
3 585216 224747 40413
4 4681728 848863 152319
5 37453824 6345473 3199899 573632
We ran the simulation in two configurations, one parallel computation with uniform re-
finement and a sequential computation with adaptive refinement. Due to the adaptive re-
finement we were able to achieve the same level of refinement in the fractures for both cases.
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Figure 5.10.: 3D Water-Oil simulation
The adaptive refinement criterion for the elements was based on the neighborhood to a frac-
ture and the resulting meshes are shown in figure 3.7. The sequential results were obtained
on a 1.8 GHz PowerMac G5 with 4 GBDDR SDRAMmain memory. Parallel computations
were performed on the HELICS cluster (HEidelberg LInux Cluster System) consisting of
AMD Athlon 1.3 GHz processors connected by a Myrinet 2000 interconnect.
Figure 5.10 shows visualizations for seven time steps from the sequential computation
and a close-up of a detail from the last time step. It is visible that the expected physical
behavior is achieved by the numerical simulation. Oil flows at different velocities through
the fractures, depending on the angle of inclination of the fractures. The fastest movement
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can be observed in the vertical fractures. At fracture intersections a spreading of the fluid
is visible, with preferred fluid flow in the vertical direction. At the fracture ends the oil
is pooled. With the chosen parameters, the rock matrix is penetrated for Sn = 0.8. This
saturation is reached in the fifth time step. The detail in figure 5.10 shows the isosurface
for the saturation Sm = 0.01 in the matrix. Oil has penetrated the matrix along the whole
fracture end line, but movement in the matrix is only very slow.
The simulation uses the finite volume scheme with full upwinding and the fractional-
step-θ scheme. In each Newton step a defect reduction of 10−5 is prescribed, and a linear
defect reduction of 10−5. The multigrid method uses a V(2,2)-cycle with symmetric Gauß-
Seidel smoothing. The smoothing is damped with a factor 0.8. The time step size changes
depending on the number of required nonlinear iterations.
The next table shows the time steps for the sequential program, the total number of linear
multigrid iterations, the number of linear multigrid iterations in the time step, number of
nonlinear Newton iterations, and the number of nonlinear Newton iterations in the time
step.
T ∆t # lin lin/#t # nonlin nonlin/#t
0.125 0.125 109 109 19 19
0.375 0.25 406 297 46 27
0.875 0.5 992 586 92 46
1.375 0.5 1626 634 141 49
2.375 1 2788 1162 224 83
3.375 1 4054 1266 274 50
Note that one time step consists of three substeps. The convergence rate of the multigrid
method is ≈ 0.2. When ILU is employed the convergence rate is better. However, it is
the convergence of the nonlinear solver which—if improved—would greatly enhance the
performance of the program.
The analogous results for the adaptive computation on level 3 are listed below. Here we
see a solution behavior that is typical: The number of iterations in the time steps increases
until T ≈ 20s. After this point, the matrix has been infiltrated and the influence of the steep
gradient of the capillary pressure function decreases.
T ∆t # lin lin/∆t # nonlin nonlin/∆t
0.125 0.125 61 61 13 13
0.375 0.25 163 102 26 13
0.875 0.5 339 176 45 19
1.875 1 588 249 71 26
3.875 2 1070 482 110 39
7.875 4 2115 1045 175 65
15.875 8 4011 1896 262 87
20 4.125 5314 1303 333 71
24 4 6526 1212 390 57
32 8 7666 1140 434 44
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The large number of Newton iterations stems from the large Peclet numbers which arise
in the current configuration. We assume that the Peclet number is approximately 10, which
proves the robustness of the algorithm. It is also clear that for accuracy reasons smaller time
steps should be employed. Note also that the fractional-step-θ scheme has three sub steps.
5.4. Three-dimensional Gas-Water simulation
The enclosing domain for the gas-water flow simulation has a size of 12 × 12 × 18 [m] and
contains an interconnected fracture network with eight fractures. Two fractures are con-
nected to the domain boundary, it is through these fractures that the compressible gas phase
enters the system.
The parameters of the simulation are
ρw = 1000 [kg/m3] ρg = pn/84149.6 [kg/m3]
µw = 10
−3 [Pa s] µg = 1.65 · 10−5 [Pa s]
Φf = 0.3 Φm = 0.1
Kf = 10−8 Km = 10−12
Sfwr = 0 S
m
wr = 0
Sfgr = 0 S
m
gr = 0
λf = 2 λm = 2
pfd = 1000 [Pa] p
m
d = 2000 [Pa]
We prescribe a hydrostatic pressure at the boundaries with pw = 9810 at the north boundary.
The boundary condition for the saturation is Sn = 0, except for the south boundary with
Neumann boundary conditions φ = 0 except for the lines where the fractures intersect the
domain boundary. There we set φ = −2.4 · 10−4.
Figure 5.11 shows the time step size development for the problem. Again, the Courant
number is very large and makes the system difficult to solve. The fractional-step-θ scheme
has three sub steps, so the numbers have to be divided by three for comparison with other
time stepping schemes.
The simulation uses the finite volume scheme with full upwinding and the fractional-
step-θ scheme. In each Newton step a defect reduction of 10−5 is prescribed, and a linear
defect reduction of 10−5. The multigrid method uses a V(2,2)-cycle with symmetric Gauß-
Seidel smoothing. The smoothing is damped with a factor 0.8. The time step size changes
depending on the number of required nonlinear iterations.
In figure 5.12 we show visualizations for the time steps t = 40s, t = 60s, t = 80s. The gas
saturation is small in these examples. The large picture shows the gas saturation for t = 80s.
Contrary to the Water-Oil problem the gas spreads into a very thin layer along the fracture
end which is hardly visible. This is due to the smaller amount of mass that has entered the
system and due to the substantial viscosity and density differences between gas and water.
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Figure 5.11.: 3D Water-Gas simulation
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Figure 5.12.: 3D Water-Gas simulation at t = 40s (upper left), t = 60s (lower left), t = 80s
(right).
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6. Conclusion
We have demonstrated an interdisciplinary approach to the numerical simulation of multi-
phase flow in fractured porous media. Recognizing the importance of the interaction be-
tween the components of the simulation process, from the physical model over the math-
ematical and numerical model to the computer program, we presented a balanced view of
the problem.
Among the competing models for fluid flow and transport in fractured media, we chose
the discrete modeling approach in which discrete fractures are modeled separately, assuming
a continuum in the fractures and the surrounding porous media. This has the advantage
over equivalence models that no artificial parameters—like exchange terms between fracture
and matrix in the double porosity model—have to be employed. We assumed the existence
of a representative elementary volume (REV) in the matrix and the fracture, from which we
can derive a multiphase flow extension of Darcy’s law, and assume that capillary pressure
functions and relative permeability functions according to Brooks-Corey are valid in the
fractures. The behavior at the fracture-matrix interface and general media discontinuities is
modeled by the extended capillary pressure conditions of van Duijn et al. (1995). The large
role of the capillary pressure has long been recognized and is an important component of
the model.
For the numerical simulation two schemes were considered, a vertex centered finite vol-
ume scheme and the discontinuous Galerkin method of Baumann and Oden. The latter is in
a less mature state and has not seen applications to multiphase fluid flow in heterogeneous
media yet. We applied the method to fluid flow of a single phase in heterogeneous media
and presented a multigrid method for the efficient solution of the groundwater equation.
The multigrid method shows h-independent convergence for homogeneous and hetero-
geneous permeability distributions and performs dramatically better than a finite volume
scheme in the case of problems with full regularity. The cache-efficient nature of the small
dense blocks arising in the discontinuous Galerkin method makes it especially suited for
modern computer architectures. We also compared the discontinuous Galerkin method to
the vertex centered finite volume scheme in the case of a problem with a single fracture. In
this example we also considered the influence of fracture geometries on the solution, which
is an issue if fractures are modeled as volumetric elements. Depending on the shape of the
element at the fracture ends, the velocity field changes considerably between the different
realizations. We also found good agreement between a finite volume method with lower-
dimensional fracture elements, the volumetric finite volume method and the discontinuous
Galerkin method in the case of quadrilateral fracture end.
For the two-phase flow equation we presented a method based on a phase pressure–
saturation formulation. The method treats the two-phase fracture-matrix-system in a fully
coupled way in order to capture the effects of fracture-matrix interaction adequately. The
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method is based on a vertex centered finite volume scheme which implements fracture ele-
ments of lower dimension. Due to the incorporation of the extended capillary pressure func-
tion it is possible to achieve the physically relevant discontinuous saturation at nodes shared
by fracture and matrix in a conforming finite element setting. The discretized nonlinear
equations are solved by an inexact Newton method with line search, the linearized equa-
tions are solved by a parallel multigrid method with special truncated restriction operators.
The implementation of the computer program is based on the framework ug. Multiphase
flow problems in porous media are ideally suited for adaptive refinement; their complex
geometries require unstructured grid methods and the complexity of the problems requires
to run computations on parallel computers. We were able to demonstrate that the method
can be employed for simulations in complex fracture-matrix systems with several million
unknowns. The simulation software was embedded in an environment of domain genera-
tors, grid generators and visualization, which had to be adapted for the lower-dimensional
element representation.
The methodology presented in this work can serve as a starting point for future devel-
opments. For crystalline rocks it would be very attractive to go beyond the convection-
diffusion model and to extend the model to multi-component flow, which would allow to
include the long-term behavior of the system and would provide an efficient tool for long-
term safety assessment. On longer time scales degassing becomes an important issue. The
inclusion of heterogeneous permeabilities is also possible for the simulator and is already
implemented. Experimental data is sparse or non-existent for these problems, but stochasti-
cally generated permeability fields offer an alternative with which simulation experiments to
investigate channeling in fracture networks are possible.
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A. The Hele-Shaw Analog for Viscous Flow in
Parallel Plates
In this section we explain how the cubic law for fluid flow in a single fracture from sec-
tion 2.2.2 can be derived from the Navier-Stokes equations. This analog is called the Hele-
Shaw analog or parallel plate model. We follow the description in Bear (1993).
We consider the Navier-Stokes equations
(A.1) ρ
∂v
∂t
− µ∆v+ ρ∇ · (vvT ) +∇p− ρg = 0
where ρ is the density of the fluid, µ is the dynamic viscosity, p is the pressure, v is the
fluid’s velocity, t is time, and g is the vector of gravitational acceleration. We assume that
the fracture can be described by a fracture plane and a fracture width associated with every
point of the fracture plane, such that the width is much smaller than any length of interest
in the other directions. We then introduce an orthogonal coordinate system (ξ, η, ζ), where
ξ and η in the axis’ plane (see figure A). The stationary fracture walls can the be described
by
(A.2) F1(ξ, η, ζ) = ζ1 − f1(ξ, η) = 0, F2(ξ, η, ζ) = ζ2 − f2(ξ, η) = 0,
where ζ is the coordinate normal to the fracture plane, and ζ1 and ζ2 are the values of ζ on
the fracture wall. The outward normal unit vector at a point on the fracture wall is
(A.3) ni =
∇Fi
|∇Fi| , i = 1, 2,
Fracture plane
Figure A.1.: Nomenclature for the parallel plate model.
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and the fracture width is
(A.4) b(ξ, η) = f2(ξ, η) − f1(ξ, η)
To derive an averaged equation, we integrate (A.1) across the fracture width normal to the
fracture axis and additionally employ the piezometric head h instead of the pressure p
(A.5) h =
p
ρg
+ z,
and arrive at
(A.6)
f2∫
f1
(
ρ
∂v
∂t
− µ∆v+ ρ∇ · (vvT ) +∇h− ρg
)
dζ = 0
Now we can investigate the possible simplifications in each term of (A.6), starting by
deriving the average momentum balance equation in the fracture plane. To this end we
introduce for quantities averaged across the fracture width the notation
g˜ =
1
b
f2∫
f1
g(ξ, η, ζ)dζ.
The velocity is split into the velocity vector in the fracture plane and a velocity deviation v`,
such that
v(ξ, η, ζ) = v˜(ξ, η) + v`(ξ, η, ζ), ˜`v = 0.
For the velocity product vvT the relation
v˜vT = v˜v˜T + ˜`vv`T
holds, where ˜`vv`T represents the dispersive momentum flux.
The first term in (A.6) is then
f2∫
f1
ρ
∂v
∂t
dζ = ρ
∂v
∂t
f2∫
f1
v dζ
 = ρ∂(bv˜)
∂t
.
The second term in (A.6) evaluates to
f2∫
f1
ρ∇ · (vvT ) dζ = ρ∇ξ,η ·
f2∫
f1
vvT dζ− ρvvT |f2 · ∇F2 + ρvvT |f1 · ∇F1
= ρ∇ξ,η · (bv˜vT ) − ρvvT |f2 · ∇F2 + ρvvT |f1 · ∇F1
= ρ∇ξ,η · (bv˜v˜T ) + ρ∇ξ,η · (b˜`vv`) − ρvv|f2 · ∇F2 + ρvv|f1 · ∇F1
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where ∇ξ,η denotes differentiation with respect to the fracture plane coordinates (ξ, η) only.
The third term of (A.6) is
f2∫
f1
ρg∇h dζ = ρg∇ξ,η(bh˜) − ρgh|f2∇F2 + ρgh|f1∇F1,
and the fourth term
f2∫
f1
µ∆vdζ = µ∆ξ,η(bv˜) − µ∇ξ,η · (v|f2∇F2 − v|f1∇F1) − µ(∇v|f2 · ∇F2 −∇v|f1 · ∇F1)
Altogether, this is the averaged linear momentum balance equation in the fracture plane:
ρ
∂(bv˜)
∂t
+
ρ∇ξ,η · (bv˜v˜T ) + ρ∇ξ,η · (b˜`vv`) − ρvv|f2 · ∇F2 + ρvv|f1 · ∇F1 +
ρg∇ξ,η(bh˜) − ρgh|f2∇F2 + ρgh|f1∇F1 +
µ∆ξ,η(bv˜) − µ∇ξ,η · (v|f2∇F2 − v|f1∇F1) − µ(∇v|f2 · ∇F2 −∇v|f1 · ∇F1) = 0
(A.7)
and the averaged mass balance equation is
(A.8)
∂(bρ̂)
∂t
+∇ξ,η · (bρ̂v̂) − (ρv)|f2 · ∇F2 + (ρv)|f1 · ∇F1 = 0.
At this point we can employ the assumptions imposed on the parallel plate model, which
are:
. The fracture walls are stationary parallel plates with an impervious smooth surface.
. Fluid density is constant.
. The fluid flow is stationary. Without loss of generality we assume that flux flow is in
the direction of the ξ-coordinate.
. The dispersive momentum flux is much smaller than the advective momentum flux,
|˜`vv`T |¿ v˜v˜T .
. Changes in the piezometric head across apertures are negligible, h|f1 ' h|f2 . (If the
fracture walls are not parallel, the condition h|f1 ' h|f2 ' h˜ is required.)
This reduces (A.8) to
(A.9) ∇ξ,η · (bρ̂v̂) − (ρv)|f2 · ∇F2 + (ρv)|f1 · ∇F1 = 0.
Substituting (A.9) in (A.7) and applying the assumptions yields the equation
(A.10) ρgb
dh˜
dξ
− µ
(
∂vξ
∂ζ
∣∣∣∣
f2
−
∂vξ
∂ζ
∣∣∣∣
f1
)
= 0,
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where vξ is the ξ-component of the velocity vector v. If we assume a no-slip boundary
condition vξ = 0 at the fracture walls and a laminar flow regime, the velocity distribution
will be parabolic about the fracture axis,
(A.11) vξ(η) =
6v̂ξ
b2
(
1
2
b+ η)(
1
2
b− η) −
1
2
b ≤ η ≤ 1
2
b.
Combined with (A.10) this can be rewritten
(A.12) v˜ξ = −
ρg
µ
b2
12
dh˜
dη
,
which is just (2.12), expressed with the hydraulic conductivity
(A.13) k =
ρg
µ
b2
12
instead of the permeability K. The hydraulic conductivity and the permeability are related
by
(A.14) k = −
ρg
µ
K.
.
The assumption of smooth fracture walls does not apply in reality and as early as 1951 Lomize
investigated the influence of fracture roughness. He introduced the concept of roughness ε
defined in terms of the absolute height of the asperities, and found the empirical equation
Ψ =
96
Re
(
1+ 6.0
( ε
2b
) 3
2
)
︸ ︷︷ ︸
=f
,
which is valid for ε/(2b) > 0.065. f = 1 for smooth surfaces and f > 1 for rough fracture
surfaces. Witherspoon et al. (1980) confirmed the validity of the cubic law for fractures with
widths between 4µm and 250µm, independent of the rock material and with values of f
between 1.04 and 1.65.
If the fracture wall permeability is not neglected in (A.7) and (A.8), we obtain instead of
(A.10) the equation
(A.15) ρgb
dh˜
dξ
− µ
(
∂vξ
∂ζ
∣∣∣∣
f2
−
∂vξ
∂ζ
∣∣∣∣
f1
)
+ ρv˜ξ(vη|f2 − vη|f1) − µ
∂
∂ξ
(vη|f2 − vη|f1) = 0,
which reduces for uniform leakage over the fracture length, vη|f2 = vη|f1 = ql, to
(A.16) ρgb
dh˜
dξ
− µ
(
∂vξ
∂ζ
∣∣∣∣
f2
−
∂vξ
∂ζ
∣∣∣∣
f1
)
+ 2ρv˜ξql = 0.
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We then assume that the velocity in the fracture is much larger than the leakage rate into
the walls, so that the no-slip boundary conditions can still be employed, and arrive at the
modified equation
(A.17) v˜ξ = −
ρgb2
µ+ 2bρql
dh˜
dη
.
Finally, the variable aperture of a fracture can be taken into account (Wilson and Wither-
spoon, 1974), which introduces the concept of the effective aperture
(A.18) b3eff =
∑m
i=1 li∑m
i=1(li/b
3
i )
form discrete segments with different apertures bi and lengths li. The harmonic-type mean
beff is then used in (A.13).
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B. Integral transformations
In this section we explain how the evaluation of integrals on the reference element is done
for lower dimensional elements. The transformation includes only basic vector calculus, but
we include the subject since it is seldomly treated in standard finite element literature. As
a reminder we repeat how the transformation to the reference element is done in the case
of triangular elements in R2. The transformation to the reference elements uses standard
results from vector analysis as they can be found in Ja¨nich (2003) or Marsden and Tromba
(1996).
B.1. Two-dimensional elements in two space dimensions
We consider a function u on a fracture element Ωe and the mapping T which maps the
reference element Ωˆe to the element in R2. The mapping T is an affine mapping of the form
T(ξ, η) = B
(
ξ
η
)
+ d =
(
x1 − x0 x2 − x0
y1 − y0 y2 − y0
)(
ξ
η
)
+
(
x0
y0
)
,
and the derivatives are transformed as
Dξ,ηu(F(ξ, η)) = Dx,yu(F(ξ, η)) ·Dξ,ηF(ξ, η) = Dx,yu(F(ξ, η)) · B
by the chain rule, where Dx,y and Dξ,η are the row vectors (∂x, ∂y) and (∂ξ, ∂η), respectively.
The gradient of u in x, y-coordinates is then
∇x,yu(F(ξ, η)) = (B−1)T∇ξ,ηF(ξ, η).
This is used in the evaluation of the integral over the elementΩe by transformation to the
reference element Ωˆe where we write B−T for (B−1)T .∫
Ωe
∇x,yu · ∇x,yv dxdy =
∫
Ωˆe
∇x,yu(F(ξ, η)) · ∇x,yv(F(ξ, η))|det(Dξ,ηF(ξ, η))|dξdη
=
∫
Ωˆe
B−T∇ξ,ηu(F(ξ, η)) · B−T∇ξ,ηv(F(ξ, η))|det(B)|dξdη
=
∫
Ωˆe
B−T∇ξ,ηuˆ(ξ, η) · B−T∇ξ,ηvˆ(ξ, η)|det(B)|dξdη
=
∫
Ωˆe
(BTB)−1∇ξ,ηuˆ(ξ, η) · ∇ξ,ηvˆ(ξ, η)|det(B)|dξdη
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B.2. One-dimensional elements in two space dimensions
Let us now consider the transformation of a line element into R2. The transformation in
this case is
T(ξ) = B(ξ) + d =
(
x1 − x0
y1 − y0
)
(ξ) +
(
x0
y0
)
,
and the chain rule applies again,
(B.1) uˆ′ = u′(Bξ+ d) · T ′(ξ) = (∂xu, ∂yu) · B = BT · ∇u.
(We write ∇u instead of ∇x,yu.) Like in the example above, ∇x,yu = B−T uˆ′ holds, but
since B is not a square matrix it is not obvious what the inversion means. A geometrically
motivated way to determine B−T is as follows. The linear system is underdetermined and
can be extended in a meaningful way. BT · ∇u is the directional derivative in direction BT ,
i. e. the fracture direction. The function u(x, y) should have no variation in the direction
orthogonal to the fracture direction. This leads to the additional requirement
(B.2) 0 = (∂xu, ∂yu) ·N = (∂xu, ∂yu) ·
(
y1 − y0
−(x1 − x0)
)
.
Together, equations (B.1) and (B.2) state
(B.3)
(
uˆ′
0
)
=
(
x1 − x0 y1 − y0
y1 − y0 −(x1 − x0)
)(
∂xu
∂yu
)
= A˜
(
∂xu
∂yu
)
.
The inverse of A˜ is
(B.4) A˜−1 =
1
(x1 − x0)2 + (y1 − y0)2
(
x1 − x0 y1 − y0
y1 − y0 −(x1 − x0)
)
,
and it follows that
(B.5)
(
∂xu
∂yu
)
=
1
(x1 − x0)2 + (y1 − y0)2
(
x1 − x0
y1 − y0
)
uˆ′ = B+uˆ′.
Note that we write B+ for the generalized inverse of B. It is no coincidence that this notation
resembles theMoore-Penrose pseudo inverse: B+ is the pseudo inverse of B (Horn and Johnson,
1985, 1991). The connection is that A+Ax ∈ (kerA)⊥ (the orthogonal complement of the
kernel of A).
For the integral transformation of lines we know from vector analysis that for T : ωˆe →
ωe, ωˆe = (0, 1), ωe ⊂ R2 the integral transforms as∫
Ω
f(s)ds =
∫
ω
f(T(ξ))‖T ′(ξ)‖dξ =
∫
ω
f(T(ξ))
√
(x1 − x0)2 + (y1 − y0)2 dξ.
124
B.3. Lower-dimensional elements in three space dimensions
B.3. Lower-dimensional elements in three space
dimensions
For two-dimensional triangular elements the transformation rule is
(B.6)
∫
ω
f(x, y)dF =
∫
ωˆ
f(T(ξ, η))
∥∥∥∥∂T∂ξ × ∂T∂η
∥∥∥∥ dξdη
The transformation is given by
(B.7) T(ξ, η) = B(ξ, η) + d =
x1 − x0 x2 − x0y1 − y0 y2 − y0
z1 − z0 z2 − z0
 (ξ, η) +
x0y0
z0
 .
The derivation of B−T can be done in the geometrically motivated way as before by consid-
ering the matrix C,
(B.8) (a,b) :=
x1 − x0 x2 − x0y1 − y0 y2 − y0
z1 − z0 z2 − z0
 C = (a,b,a× b)
Calculating C and selecting the first two columns yields the pseudo inverse B+.
The integral transformation for one-dimensional elements in R3, which are transformed
from the reference element (0, 1) by T : ξ 7→ (x, y, z), is
(B.9)
∫
ω
f(s)ds =
∫
ωˆ
f(T(ξ))‖T ′(ξ)‖dξ =
∫
ωˆ
f(T(ξ))
√
(x1 − x0)2 + (y1 − y0)2 + (z1 − z0)2 dξ.
The derivation of the pseudo-inverse is done as before, except that we have to find two
normal directions to the fracture direction.
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