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Abstract— This paper investigates the online monitoring of 
electrical machine winding insulation systems based on 
parametric modeling and identification. The proposed method 
consists in monitoring the drift of diagnostic indicators built from 
in-situ estimation of high-frequency electrical model parameters. 
The involved model structures are derived from the RLC 
network modeling of the winding insulation, with more or less 
lumped parameters. Because they often present an important 
modeling noise, the authors propose to use the output error 
method not only to estimate the model parameter values but also 
to evaluate their uncertainty. This process is based on the 
numerical integration of the model sensitivity functions. The so-
called global identification scheme is coupled with an 
optimization algorithm that brings the closer combination of any 
diagnostic model structure and its excitation protocol usable in 
operating conditions. Experimental data recorded from an 
industrial wound machines are used to illustrate the 
methodology. 
Keywords—Fault diagnosis,condition monitoring, aging, 
insulation, stator winding, marine renewable energy, parametric 
identification. 
I.  INTRODUCTION  
Among the various ocean energy technologies under 
development, tidal stream and offshore wind turbines have 
nowadays reached their demonstration or even commercial 
size. However, their first operating feedbacks and also recent 
research reports on Marine Renewable Energy (MRE) have 
highlighted the complexity and the harshness of the marine 
environment [1],[2]. Thus, the reduction of the capital 
expenditure and the operating costs of the offshore energy 
farms are clearly the technological and scientific barriers that 
should be unlocked to ensure the economical viability of the 
MRE [3]. 
To this end, the predictive maintenance is a key issue [4]. 
Indeed, due to the cyclical nature of marine energy resources, 
the insulation system of marine electrical generators suffers 
regular thermal cycling and is therefore hardly stressed [2]. To 
avoid its premature degradation by thermal, mechanical 
(lamination) or chemical processes that could leads to an 
unscheduled costly outage, the most efficient way is to 
continuously monitor the insulation health state. It is well 
known that the aging of an insulation system mainly results in 
the variation of its capacitance and resistance: this is the 
underlying principle of the classical offline diagnostic methods 
such as RI and PI [5][6]. For the online monitoring of stator 
insulation condition, the Partial Discharge (PD) analysis is 
currently the only mature technology [4] But it may present 
serious limits for in-situ monitoring when the measurements of 
the partial discharges are done in a noisy environment. The 
analysis of the leakage currents [7] or the detection of 
resonance frequency changes by measurement of high 
frequency electrical field changes [8] are some alternative 
methods proposed in recent scientific literature. 
The in-situ monitoring approach investigated in this paper 
is based on the online estimation of turn-to-turn and turn-to-
ground capacitances of electrical parametric models [9][10]. 
The drift of their estimated values can be used for planning 
optimized corrective maintenance. Indeed, previous researche 
shows that the winding must be changed when the capacitance 
increase of 10 % [11]. Nevertheless, taking the right decision 
required not only to link the model parameter shifts to the 
physical aging phenomena , but also to evaluate the confidence 
in the estimated values in order to avoid false alarms. This is 
the subject of this article. First, the principle of the proposed 
diagnostic approach is justified from the predictive 
maintenance context of offshore marine turbines. The 
theoretical framework of model identification by the output 
error method is presented in the next part. The third section 
illustrate the methodology with experimental data. 
II. MATERIAL AND METHOD 
A. System modeling 
Modeling and identification are essential stages for system 
control, optimal design and monitoring. Discrete recurrence 
equations and identification algorithms derived from the least 
square framework are often used for the synthesis of control 
laws [12]. But if the goal is to deeply understand the system 
behavior, then the approach using knowledge continuous-time 
models is preferable. Indeed, their parameters have a physical 
signification and can be more simply linked to the physical 
phenomena taking place in the system to monitor [10]. 
This a priori knowledge allows not only the experimenter 
to propose different sets of mathematical equations – also 
called model structures  – close to the phys
system, but also to build diagnostic indicato
their drift for making strategicdecision. Fig. 1
role of knowledge in any predictive mainten
The interpretation and decision algorithms ar
of this work. The present study only focuse
design with estimated parameters of model s
the following state-space representation: 
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classical modeling approach of transform
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phenomena remain a key condition of the 
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and mutual inductance can be considered
frequency range [200 kHz - 100 MHz][16]. 
These kind of considerations may allow to r
of unknown model parametersthat must be on
insulation diagnosis. For example, the 
inductances of a winding distributed const
depend on insulation aging, moisture anf T°
diagnostic context, they can be initialized 
method or global identification methods su
algorithms.  
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where ࡳሺࣂ࢕ሻ and ࣢ሺࣂ࢕ሻ denote the gradient
D at point ࣂ࢕. Then, the derivative of (4) 
gives: 
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For each value of ࢖, the identificatio
parameters ࣂௗ೚  and the evaluation of 
Fig. 7.  Evaluation of the parameter uncertaincy. 
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where ܹ ൌ 1 ܸܽݎሺݕ௦ሻ⁄  if the 
diagonal matrix in case of a m
therefore an a-dimensional no
not only to compare differen
structure, but also to compare d
Moreover, the inversion of 
numerical problems when m
different orders of magnitude. 
the optimization (6) in the re
following variable change: δࣂ
the relative variation of ࣂ near
equation (9) of the hypere
becomes: 
ܵሺδ௥ࣂሻ ൌ δ௥ࣂ் ൫diagሺࣂ࢕ᇣᇧᇧᇧᇧᇧ
and the optimization is then 
space, with a much better condi
III. APPLICATION WI
For simplicity, the followi
with the identification of a si
derived from the visual analy
discharging the winding insulat
a step voltage excitation protoc
A. Experimental bench and me
Fig. 9 presents the lab
experiments. The insulation sy
kW delta connected induction m
applied between one phase a
shows the experimentl measur
the input volatge ݑ ൌ ଶܸሺݐሻ aܴ௠݅ are defned by Fig. 4. N
obtained with a star connected 
phases. 
 
Fig. 8.  Scheme of the protocol optim
sing the above identification 
timization is performed with a 
 system output variance: 
ࢋሺ݇, ࣂሻ்ܹࢋሺ݇, ࣂሻ (14) 
system output is scalar (or a  
ultiple output system). ܦ௡ሺࣂሻ is 
rmalized critrerion that allows 
t protocols for a same model 
ifferent model structures. 
the hessian matrix may face to 
odel parameters are in very 
The solution consist in making 
lative parametric space by the 
ൌ diagሺࣂ࢕ሻ. δ௥ࣂ, where δ௥ࣂ is 
 the optimum. By this way, the 
llispoïd around the optimum 
ሻ. ࣢ሺࣂ࢕ሻ. diagሺࣂ࢕ሻ൯ᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇥ
࣢ೝሺࣂ࢕ሻ
δ௥ࣂ 
performed in a a-dimensional 
tioned hessian matrix ࣢௥ሺࣂ࢕ሻ. 
TH EXPERIMENTAL DATA 
ng illustrates the methodology 
mple lumped parameter model 
sis of the current charging / 
ion, and for the optimization of 
ol. 
asurements 
oratory bench used for the 
stem under test concerns a 1.5 
otor. The excitation voltage is 
nd the magnetic core. Fig. 10 
ements used for identification: 
nd the output ଵܸሺݐሻ െ ଶܸሺݐሻ ൌ
ote that similar currents are 
machine, and also for the three 
 
ization. 
B. Model identification 
The parametric model proposed by Fig
shape of the measured current as the sum 
݅ ൌ  ݅௣ ൅ ݅௖ ൅ ݅௅. Its justification in not 
thisarticle. The function ࢌ and g of 
representation (1) are obtained considering
voltages and the inductance currents as stat
analytical jacobian matrices can be obtained
symbolic calculations. The parameters are fi
the output error method coupled with t
optimization algorithm. Then, the results 
initialize the Newton iteration algorithm (6).
good agreement between the measured and 
for the estimated parameters and Table I gi
means and standard deviations for ten experim
TABLE I.  ESTIMATED VALUES OF THE MOD
 ݈ ሺߤܪሻ  ܴ௣ ܴ௖ ܥ ሺ݊ܨሻ ܴ௅ 
Mean 1 1800 19.5 0.350 101.2 
Std 0.1 1 0.3 0.004 1.1 
Fig. 9.  Experimental bench. 
Fig. 10.   Experimental measurement for a step excita
 
 
. 11 explains the 
of three currents : 
in the scope of 
the state-space 
 the capacitance 
e variables. Their 
 manually or with 
rst identified with 
he Nelder-Meder 
can be used to 
 Fig 12 shows the 
simulated currents 
ves the parameter 
ental records. 
EL PARAMETERS 
ܮ ሺሺߤܪሻ ܥ௅ ሺ݊ܨሻ 
15.3 0.159
0.4 0.004
 
C. Protocol optimization 
For the simplicity of exp
illustrate the methodology by o
exciation protocol, for the p
Morever, let us suppose (even
only the capacitance paramete
insulation aging and that the di
given by the ratio ܦܫ ൌ ܥ ܥ௅⁄ . 
this indicator is obtained thanks
 
∆஽ூ
஽ூ ൌ ට
∆
where the parameter uncert
the choice of ߙ and the lenght 
the evolution of this relative un
the step protocol is obtained for
IV. CO
This study investigates th
electrical machine insulation
maintenance. The state monit
identification of high frequenc
the output error method. The id
advantages of the numerical in
functions for estimating the mo
 
Fig. 11.   The proposed model structu
 
tion protocol 
Fig. 12.   Comparison bewteen meas
lanations, we propose now to 
ptimizing the horizon ݐு of the 
revious model (see Fig. 10). 
 it is not exactly the case) that 
rs ܥ and ܥ௅ change with the 
agnostic indicator to monitor is 
Then, the relative uncertainty of 
 to (13): 
஼మ
஼మ ൅
∆஼ಽమ
஼ಽమ  (15) 
ainties ∆ܥ and ∆ܥ௅ depend on ݐு of the records. Fig. 13 shows 
certainty. An optimal length of  
 ݐு ൌ 0.4 µs. 
NCLUSION 
e condition monitoring of the 
 system for its predictive 
oring is based on the in-situ 
y continuous-time models, by 
entification procedure takes the 
tegration of the state-sensitivity 
del parameters and their relative 
 
re of the insulation system 
 
ured and simulated currents 
  
uncertainty. Therefore, it provides an convenient way for 
finding the excitation protocol which offers the smallest 
uncertainty of the diagnostic indicator. The theoretical 
framework of the identification and the research of a structure 
model dedicated to insulation diagnosis is detailed and 
illustrated with a very simple model structure and with 
experimental data recorded from the stator winding of a 
standard 1.5 kW induction machine. 
Now, with the developed experimental tools and the 
programed identification algorithms, it becomes very simple to 
analyze different continuous-time model structures. Future 
works will therefore explore the ability of complex structures 
derived from the R-L-C network modeling of winding 
insulation. And an industrial induction machine will be aged in 
accordance with IEEE standard aging procedures. This will 
allows to propose efficent aging indicators. 
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Fig. 12.  Evolution of the Diagnostic Indicator relative uncertainty 
∆ܦܫ ܦܫ⁄  in respect to the length of the excitation protocol 
