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Non-Markovian Quantum Feedback Networks I: Quantum Transmission Lines,
Lossless Bounded Real Property and Limit Markovian Channels
John E. Gough1, ∗
1Aberystwyth University, SY23 3BZ, Wales, United Kingdom
The purpose of this paper is to set out the problems of modeling quantum communication and
signal processing where the communication between systems via a non-Markovian channel. This is a
general feature of quantum transmission lines. Our ultimate objective is to extend the networks rules
that have been developed for Markovian models. To this end we recall the Hamiltonian description
of such non-Markov models of transmission lines and their quantization. These have occurred in
the context of non-equilibrium thermodynamics, but our interest is in the transmission lines as
carriers of information rather than heat baths. We show that there is an analytic scattering matrix
associated with these models and that stability may be formulated in terms of the lossless bounded
real property. Noting that the input and output fields do not separately satisfy a non-self-demolition
principle, we discuss the rigorous limit in which such models appear Markov and so amenable to
standard approaches of quantum filtering and control.
I. INTRODUCTION
Markovianity is a standard modeling assumption for
dealing with stochastic systems in the physical and engi-
neering sciences. From it we obtain a simple probabilistic
structure where all one requires is an initial state and a
transition mechanism to propagate from present to future
states, and from this one can compute multi-time expec-
tations. Moreover, Markov models can be dilated - that
is, seen as the sub-dynamics of a larger model described,
for instance, by stochastic differential equations. In many
applications, one starts with such a system+noise model.
There exists an enormous literature on the filtering and
control of such models. As is well-known, Markovianity
is a property of convenience and is by no means a natural
situation. For instance, a subsystem of a Markov system
will typically not be Markov: in such cases, the comple-
ment of the subsystem may act as memory. Conversely,
given a non-Markov model, one often tries to realize it as
a sub-system of a Markov model. Central to the model-
ing procedure is the identification of the system so that
there is sufficient information contained in its state to
give the Markov property: ideally this is minimal, that
is, we have no more degrees of freedom in the model than
just the system’s, however this is not essential.
In this article we will be concerned with quantum
open systems however much of our discussion is of rel-
evance to classical stochastic models. There has been
a surge of interest in recent years in so-called “non-
Markovian quantum models”. Typically these deal with
a system coupled to an external environment (typically
a infinite assembly of oscillators with spectral densities
J(ω)) where the resulting dynamical evolution of the sys-
tem exhibits memory effects. (We should stress that the
term non-Markovian is typically used in this context by
theoretical physicists. But, as we shall see in the first
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model of a quantum transmission line with ohmic spec-
tral density below, there are natural non-Markovianmod-
els that actually exhibit a memory-less property.) The
non-Markovian feature is then frequently presented as a
resource - for example a “quantum memory” - that may
be exploited for quantum technologies. From the engi-
neering viewpoint, described above, this is a rather un-
usual way to proceed, however this is explained by the
fact that the starting point here is often a full physical
model.
On the other hand, quantum technology has pro-
gressed in recent years to the stage where principles
from (classical) engineering are now being proposed as
essential control and stabilization techniques: these are
formulated within the Markovian regime. An increas-
ingly important role is being played by the concept of
feedback. Measurement-based feedback was proposed by
Belavkin [1], and subsequently developed as a realistic
tool in quantum optics by Wiseman and Milburn [6].
Central to this has been the used of dilations of quantum
Markov systems using quantum stochastic calculus [2]-
[5]. More recently, there has been considerable interest
in autonomous schemes which avoid the computational
overheads and delays, and the unwanted side effects of
quantum measurement [7] - [15]. These belong to the
category of coherent feedback quantum control schemes.
With M.R. James, the author has developed a system-
atic approach to modeling networks of locally Markovian
systems connected by instantaneous quantum field trans-
mission lines [16, 17]. Here one can give explicit rules for
the feedforward, feedback, cascading, super-positioning,
etc., of arbitrary network architectures. (We remark that
a object oriented visual hardware language for assembling
devices, and then working with devices as basic objects
has been developed for Markovian Quantum feedback
networks by Tezak et al., [18].) This modeling famework
has lead to rapid development in quantum feedback en-
gineering in recen years [19]-[26].
However, the natural “Hamiltonian” description for
open circuits is not Markovian (in the probabilistic sense)
2and generally not even memory-less either, see [27]-[30].
The aim of this paper is to begin the program of ex-
tending the quantum feedback network theory to realistic
models of system-field coupling taking standard models
from electronics as guide. To some extent this has al-
ready been initiated in [28], however, not to the extent
of giving systematic rules for interconnection. We should
also mention the recent analysis in [29] which starts with
the non-Markov models as treated in [30] and sets about
finding the analogue of our series product rule [16]. In
electrical engineering one uses network theory [31] to de-
scribe composite systems, then these devices may be re-
placed by an equivalent circuit that has the same input-
output (I − V ) characteristics. The success of electrical
engineering is that one can give simple rules for connect-
ing components into circuits (the Kirchhoff current and
voltage laws) and deduce powerful network theorems [32],
[33].
During the development of quantum models for open
systems, there was a marked split amongst the quan-
tum probability community between the Markovian and
non-Markovian models. The Markovian regime allows
for a remarkable extension of many of the core practi-
cal concepts of classical stochastic processes to the non-
commutative setting, including technologically impor-
tant methodologies such as filtering. It is now used exten-
sively to model decoherence and dissipation in physical
systems. The non-Markovian models emerged from re-
laxation to thermal equilibrium problems and the motiva-
tions often placed considerable emphasis on the require-
ments of physical correctness to ensure consistency with
the the laws of thermodynamics. The reality is that both
forms are widely used by theoreticians, though in differ-
ent applications. In quantum optics, the auto-correlation
time associated to a bath of photons is so small compared
with the timescale for the system, and one would seri-
ously question why a non-Markovian model is needed. It
is here that the power of the quantum probabilistic pro-
gram has been most apparent in current quantum tech-
nologies. The non-Markov models are essential however
outside of optical models and it is likely that such ap-
proaches are required for treating superconducting qubit
systems, solid state systems, etc. As such, we might rea-
sonably expect that a developed theory of non-Markovian
quantum feedback networks would be of use for circuit
QED systems [34].
The outline of the paper is as follows. In Section II
we recall the theory of (ohmic) quantum transmission
lines. In Section III we discuss the extension to mod-
els with memory and show that the input-output theory
is described by an scattering matrix S[s] related to the
Laplace transform of the memory kernel. As the systems
of equations is linear we may apply the well-known de-
scription of dissipativity by Willems [35]. It is previously
known that the Laplace transform of the memory kernel
must be positive real, in the sense of Cauer [36], and this
has been argued as an essential criterion for thermody-
namic stability of a passive linear system [37] and for the
current class of models when the input fields are in a ther-
mal state [38]. Our main result of this section is Theorem
8 which establishes that the appropriate control-theoretic
requirement on S[s] is the lossless bounded real property
and show that this corresponds to the lossless positive
real property for the Laplace transform of the memory
kernel. From this we deduce the spectral densities J(ω)
for the external transmission lines. For completeness we
give a Hamiltonian model for the transmission line based
on a set of spectral densities J(ω).
Finally, in Section IV we discuss the Markov limit for
these models. This is a crucially important point, both
technically and conceptually. In non-Markovian mod-
els we find that the charge in the transmission line q(t)
at a terminal point may be naturally split as the sum
qin(t) + qout(t) associated with an incoming and an out-
going field. However, the inputs do not commute with
themselves at different times, that is the commutator
[qin(t), qin(t
′)] is a non-trivial distribution g(t− t′), (simi-
larly for qin(t)). To coin a phrase based on [1], this means
that the input field is self-demolishing - as is the output
field - and therefore there is no possibility to construct
a quantum measurement theory (much less quantum fil-
tering theory!) around such models. The situation here
is that markovianity is a much more essential require-
ment in quantum filtering theory than in classical. We
give a rigorous formulation of the Markov limit for the
general quantum non-Markovian models under consider-
ation based on the quantum stochastic limits [39], [40]
of van Hove type (weak coupling). The existence of a
well defined Markov is crucial for the formulation of a
quantum filtering theory [1], see also [41] and [42].
II. QUANTIZING ELECTRIC
COMMUNICATION CIRCUITS
A. Hamiltonian Formulation Of Electric Networks
We give a condensed review of the Hamiltonian formu-
lation of transmission lines and their quantization. The
main references are [27] and [28]. The problem has a
long history however, going back to the Lamb model in
1900 [43], and the is intimately related to the Ford-Kac-
Mazur model [44] for relaxation of a brownian particle
to thermal equilibrium (though we do not wish to spec-
ify to a thermal state for the transmission line!). This
was further developed in [45] where connections with the
Thirring-Schwabl model were made.
1. Lossless Circuits
We consider a component consisting of coupled induc-
tors and capacitors which may be influence by several ex-
ternal voltages. For each terminal we attribute a charge
3qk (t). We may then collect these together as a vector
q (t) =


q1 (t)
...
qn (t)


with a similar vector i (t) = ddtq (t) for the terminal cur-
rents. Likewise let v (t) be the vector of terminal voltages
vj (t). The circuit equation is then
L
d2
dt2
q (t) +Kq (t) = v (t) , (1)
where L ≥ 0 is the inductance matrix (taken to be invert-
ible) and K ≥ 0 is the capacitor matrix. These equations
come from the Lagrangian
L (q, q˙, t) =
1
2
q˙ (t)⊤ Lq˙ (t)− 1
2
q (t)⊤Kq (t)
+q (t)
⊤
v (t) .
The energy of the component system is then
Ecomponent(t) =
1
2
i(t)⊤Li(t) +
1
2
q(t)⊤Kq(t)
and we have
E˙component (t) = i (t)
⊤
{
L
d2q (t)
dt2
+Kq (t)
}
≡ i (t)⊤ v (t) . (2)
The conjugate variables are defined by
p = Lq˙ (t) (3)
and in this case the Hamiltonian is
Hcomponent =
1
2
p⊤L−1p+
1
2
qKq (4)
to which we can add the external driving term Hext =
−q (t)⊤ v (t).
2. Semi-Infinite Transmission Lines
The problem of including a non-zero resistance term
in the circuit has a long history. The model cannot be a
closed Hamiltonian one, and instead one must consider
the circuit as an open system coupled to an infinite en-
vironment.
Consider an infinite transmission line with Q(z, t) de-
noting the charge at position z at time t. This can be
modelled as a continuum of components. The current
and voltage are given respectively by
I(z, t) =
∂Q(z, t)
∂t
, V (z, t) = − 1
κ
∂Q(z, t)
∂z
(5)
where κ is the capacitance per unit length. We obtain
immediately that ∂I∂z = −κ∂V∂t , while a second dynamical
equation is
∂V
∂z
= −ℓ∂I
∂t
where we introduce the inductance ℓ per unit length. The
two equations together imply the wave equation
∂2Q
∂z2
− 1
c2
∂2Q
∂t2
= 0, (6)
known as the telegrapher’s equation which is likewise sat-
isfied by I and V . The wave speed is given by c = 1√
ℓκ
.
The wave equation can be derived from the Lagrangian
density
L =
1
2
ℓ
(
∂Q
∂t
)2
− 1
2κ
(
∂Q
∂z
)2
(7)
so that the Euler-Lagrange equations
∂
∂t
(
∂L
∂(∂Q/∂t)
)
+
∂
∂z
(
∂L
∂(∂Q/∂z)
)
+
∂L
∂Q
= 0,
yield (6). The canonically conjugate field to Q(z, t) is
π(z, t) =
∂L
∂(∂Q/∂t)
= ℓ
∂Q
∂t
, (8)
or π = ℓI, and from this we obtain the energy density
H = π
∂Q
∂t
−L = 1
2ℓ
π2 +
1
2κ
(
∂Q
∂z
)2. (9)
We now consider n transmission lines, each one con-
necting to one of the terminals of the component.
The jth line has an associated charge distribution
Qj (zj, t) where zj ≥ 0 is the spatial coordinate along
the jth line: we have zj = 0 at the jth terminal, and
when no confusion occurs we will often write just z for
the variables. The energy associated with the transmis-
sion lines is therefore
ETL (t) =
∑
j
∫ ∞
0
{
ℓ
2
(
∂Qj
∂t
)2
+
1
2κ
(
∂Qj
∂z
)2}
dz.
Proposition 1 The transmission line energy changes at
the rate
E˙TL (t) ≡ I⊤ (0, t)V (0, t) . (10)
Proof. This follows from
d
dt
∑
j
∫ ∞
0
{
ℓ
2
(
∂Qj
∂t
)2
+
1
2κ
(
∂Qj
∂z
)2}
dz
=
∑
j
∫ ∞
0
{
ℓ
∂Qj
∂t
∂2Qj
∂t2
+
1
κ
∂Qj
∂z
∂2Qj
∂t∂z
}
dz
=
1
κ
∑
j
∫ ∞
0
{
∂Qj
∂t
∂2Qj
∂z2
+
∂Qj
∂z
∂2Qj
∂t∂z
}
dz (by(6))
=
1
κ
∑
j
∫ ∞
0
∂
∂z
{
∂Qj
∂t
∂Qj
∂z
}
dz
= − 1
κ
∑
j
∂Qj
∂t
∣∣∣∣
z=0
∂Qj
∂z
∣∣∣∣
z=0
≡ I⊤ (0, t)V (0, t) ,
where we use (5)).
43. Boundary Conditions
The charge qj (t) at the jth terminal is taken to co-
incide with the value of the charge at the origin of a
semi-infinite transmission line along the positive z-axis.
In vector form, we have
q(t) = Q(z, t)|z=0 , (11)
and therefore
i(t) =
∂
∂t
Q(z, t)
∣∣∣∣
z=0
≡ I (0, t) .
The total energy will be
E (t) = Ecomponent (t) + ETL (t)
and from (2) and (10) we will have E (t) constant pro-
vided that
v (t) ≡ −V (0, t) . (12)
Using the circuit equation (1), the boundary condition
may be written in terms of the fields as
L
∂2Q
∂t2
(0, t) +KQ (0, t) =
1
κ
∂Q
∂z
(0, t) . (13)
A mechanical analogue dates back to Lamb in 1900
[43]. Here the lossy nature of the problem is in clear
evidence - the energy is free to escape to infinity along
the string.
4. The Circuit Equation
The charge densities Qj(z, t) satisfy the wave equation
for z > 0, we again have the general solution (6) which
we now rewrite as
Q(z, t) = qin(t+
z
c
) + qout(t− z
c
)
with the z > 0 left and right propagating parts inter-
preted as inputs and outputs. In particular,
q(t) = qin(t) + qout(t) (14)
We see that
I(z, t) =
∂Q
∂t
= q˙in(t+
z
c
) + q˙out(t− z
c
),
V(z, t) = − 1
κ
∂Q
∂z
= − 1
κc
q˙in(t+
z
c
) +
1
κc
q˙out(t− z
c
),
and we may eliminate q˙out to get
V(z, t) =
1
κc
I(z, t)− 2
κc
q˙in(t+
z
c
)
and so the terminal voltages v(t) = V(z = 0, t) are
v(t) = − 1
κc
I(0, t) +
2
κc
q˙in(t)
≡ −Rq˙(t) + F(t),
where R = 1κc and we have the “noise ”
F(t) = 2R q˙in(t).
We note that the new constant R is in fact
√
ℓ
κ = Z, the
characteristic impedance of the transmission lines. (We
could obviously generalize to different characteristics for
each line.)
The equations of motion for the terminal then take the
remarkable form of a Langevin equation
Lq¨(t) +Rq˙(t) +Kq(t) = F(t), (15)
which are of the form of a normal electric circuit with
inductance matrix L, capacitance matrix K, along with
resistors R and an incoming driving voltage F(t).
We note that
d
dt
[
q(t)
i(t)
]
= A−
[
q(t)
i(t)
]
+ 2R
[
0
L−1q˙in(t)
]
where
A− =
[
0 In
−L−1K −RL−1
]
which we assume to be Hurwitz.
We may then may integrate to get[
q(t)
i(t)
]
= eA−t
[
q(0)
i(0)
]
+2R
∫ t
0
eA−(t−τ)
[
0
L−1q˙in(τ)
]
dτ
(16)
which implies an expression of the form
i(t) ≡ H−iq (t)q(0) +H−ii (t) i(0)
+
∫ t
0
G− (t− τ) q˙in(τ),
where [
H−qq (t) H
−
qi (t)
H−iq (t) H
−
ii (t)
]
= eA
−t
and
G− (t) = 2RH−ii (t)L
−1.
If we wished to solve for negative times, then we en-
counter the analogue expressions
A+ =
[
0 In
−L−1K +RL−1
]
,
so that −A+ is Hurwitz, and[
H+qq (t) H
+
qi (t)
H+iq (t) H
+
ii (t)
]
= eA+t
and
G+ (t) = 2RH+ii (t)L
−1.
55. Initial Data, Input and Output Spaces
It is convenient to introduce the parameter τ = z/c
along transmission lines which measures the time take
for a signal to travel in from a point on the line to the
corresponding terminal. Therefore Q(z, t) ≡ qin(t+ τ)+
qout(t− τ). Let us introduce the time-zero field data
fj (τ) = Qj (t, cτ)|t=0 ,
gj (τ) =
∂Qj (t, cτ)
∂t
∣∣∣∣
t=0
.
(Note that these functions are only defined for τ ≥ 0.)
We then have
f (τ) = qin (τ) + qout (−τ) ,
f˙ (τ) = q˙in (τ)− q˙out (−τ) ,
g (τ) = q˙in (τ) + q˙out (−τ) .
and rearranging
q˙in (τ) =
1
2
g (τ) +
1
2
f˙ (τ) , (τ > 0) ; (17)
q˙out (τ) =
1
2
g (−τ)− 1
2
f˙ (−τ) , (τ < 0) . (18)
Proposition 2 The output field q˙out (t) is given in
terms of the time-zero data fields by (−∞ < t <∞)
q˙out (t) =


H−iq (t) f(0) +H
−
ii (t)g(0)
+ 12
∫ t
0
G− (t− τ)
(
g (τ) + f˙ (τ)
)
dτ
− 12g (t)− 12 f˙(t), t ≥ 0;
1
2g (−t)− 12 f˙ (−t) , t ≤ 0.
(19)
and similarly
q˙in (t) =


1
2g (t) +
1
2 f˙ (t) , t ≥ 0;
H+iq (t) f(0) +H
+
ii (t)g(0)
+ 12
∫ −t
0 G
+ (t+ σ)
(
g (σ) + f˙ (σ)
)
dσ
− 12g (−t) + 12 f˙ (−t), t ≤ 0.
(20)
Proof. From the identity (14) and the expression (16)
we have for t > 0
q˙out (t) = i(t)− q˙in(t)
= H−iq (t)q(0) +H
−
ii (t) i(0)
+
∫ t
0
G− (t− τ) q˙in(τ)dτ − q˙in(t)
≡ H−iq (t) f(0) +H−ii (t)g(0)
+
1
2
∫ t
0
G− (t− τ)
(
g (τ) + f˙ (τ)
)
dτ
−1
2
g (t)− 1
2
f˙(t).
and observing that q(0) = f(0), i(0) = g(0), and substi-
tuting in for q˙in(τ) in terms of g (τ) and f˙ (τ) using (17)
yields the form for t ≥ 0. For t < 0, we have (18).
A similar argument leads to input q˙in in terms of the
initial field data.
The energy in the transmission line may be rewritten
in terms of the initial field data as
ETL (0) =
1
2κc
∑
j
∫ ∞
0
{
gj (τ) + f˙j (τ)
2
}
dτ
and similarly the energy stored in the circuit is
Ecomponent (0) =
1
2
g (0)
⊤
Lg (0) +
1
2
f (0)
⊤
Kf (0) .
Definition 3 Consider the space of n pairs of smooth
compact-supported functions (f ,g) on the domain [0,∞)
with “energy norm”
E (f ,g) =
1
2
g (0)⊤Lg (0) +
1
2
f (0)⊤Kf (0)
+
1
2κc
∫ ∞
0
{
g (τ)
⊤
g (τ) + f˙ (τ)
⊤
f˙ (τ)
}
dτ.
The Hilbert space completion of the space with respect to
the energy norm is referred to as the initial data Hilbert
space H0. The energy norm will then define the norm
‖(f ,g)‖2
E
= κcE (f ,g) (and the inner product!) in the
obvious way.
Proposition 4 The total energy E = Ecomponent + ETL
is given by
E =
1
κc
∫ ∞
−∞
q˙out (τ)
⊤
q˙out (τ) dτ
=
1
κc
∫ ∞
−∞
q˙in (τ)
⊤
q˙in (τ) dτ.
Proof. As E is constant it suffices to look at the time
zero expression
E =
1
2
(q˙in (0) + q˙out (0))
⊤
L (q˙in (0) + q˙out (0))
+
1
2
(qin (0) + qout (0))
⊤
K (qin (0) + qout (0))
+
∑
j
∫ ∞
0
{
ℓ
2
(
q˙in,j
(z
c
)
+ q˙out,j
(
−z
c
))2
+
1
2κc2
(
q˙in,j
(z
c
)
− q˙out,j
(
−z
c
))2}
dz
and the integral term simplifies to
ℓc
2
∑
j
∫ ∞
0
q˙in,j (τ)
2
dτ +
ℓc
2
∑
j
∫ 0
−∞
q˙out,j (τ)
2
dτ.
Now the boundary condition (13) is
L (q¨in (t) + q¨out (t)) +K (qin (t) + qout (t))
=
1
κc
(q˙in (t)− q˙out (t))
6This implies
d
dt
{
1
2
(q˙in (t) + q˙out (t))
⊤
L (q˙in (t) + q˙out (t))
+
1
2
(qin (t) + qout (t))
⊤
K (qin (t) + qout (t))
}
=
1
κc
(q˙in (t) + q˙out (t))
⊤
(q˙in (t)− q˙out (t))
and integrating over the range 0 ≤ t <∞ and using the
integration by parts formula yields
−1
2
(q˙in (0) + q˙out (0))
⊤
L (q˙in (0) + q˙out (0))
−1
2
(qin (t) + qout (0))
⊤
K (qin (0) + qout (0))
=
1
κc
∑
j
∫ ∞
0
q˙in,j (τ)
2
dτ − 1
κc
∑
j
∫ ∞
0
q˙out,j (τ)
2
dτ
and substituting in gives
E =
∑
j
(
1
κc
∫ ∞
0
+ℓc
∫ 0
−∞
)
q˙out,j (τ)
2 dτ
=
1
κc
∫ ∞
−∞
q˙out (τ)
⊤
q˙out (τ) dτ.
The second form, E = 1κc
∫∞
−∞ qin (τ)
⊤
qin (τ) dτ is simi-
larly established.
6. Input and Output Hilbert Spaces
Let us define the Output Hilbert Space to be Hilbert
space Hout of n real-valued functions q˙out on (−∞,∞)
with norm ‖q˙out‖2out =
∫∞
−∞ q˙out (τ)
⊤
q˙out (τ) dτ . The
mapping in Proposition 2 given by (19) is therefore a
mapping
Vout : H0 7→ Hout : (f ,g) 7→ q˙out
and by Proposition 4 Vout is unitary.
Likewise we can define an Input Hilbert Space Hin
of n real-valued functions q˙in on (−∞,∞) with norm
‖q˙in‖2in =
∫∞
−∞ q˙in (τ)
⊤
q˙in (τ) dτ , so that (20) deter-
mines a unitary
Vin : H0 7→ Hin : (f ,g) 7→ q˙in
Combining the two gives the unitary S : Hin 7→ Hout
S = V ∗inVout.
7. The Input-Output Relations
We may write the Langevin equation (15) in the fre-
quency domain as
qˆ(ω) = α−(ω)Fˆ(ω)
where we introduce the susceptibility of the circuit as
α−(ω) =
[−Lω2 − iRω +K]−1
Remark 5 In the case of a single LCR circuit with
ω0 =
1√
LC
the natural frequency of the circuit, and γ = RL
the circuit damping constant, we have the scalar suscep-
tibility α (ω) = 1L
1
(ω20−ω2)−iγω
. The poles of the suscep-
tibility are at ω± = i 12γ ±
√
ω20 − 14γ2 and we note that
we always have damping as Imω± < 0.
Starting from the constraint relation (14) we have
qˆout(ω) = qˆ(ω)− qˆin(ω) or
qˆout(ω) = G(ω) qˆin(ω), (ω ∈ R) (21)
where the scattering matrix is given by
G(ω) = 2iωRα−(ω)− 1
= − (−Lω2 + iRω +K) (−Lω2 − iRω +K)−1
= −α−(ω)α+(ω)−1 (22)
where α+(ω) = α−(ω)∗. In particular, G(ω) is unitary
for all real values ω.
We may represent the functions qin and qout as
qin(t)≡
∫ ∞
0
√
~
4πZω
[
ain(ω)e
−iωt + ain(ω)∗eiωt
]
dω,
qout(t)≡
∫ ∞
0
√
~
4πZω
[
aout(ω)e
−iωt + aout(ω)∗eiωt
]
dω,
(23)
with characteristic impedance Z =
√
ℓ
κ ohms. The
input-output relation (21) therefore implies that
aout(ω) = G(ω)ain(ω), (ω > 0) . (24)
It follows that
E =
1
κc
∫ ∞
−∞
ˆ˙qout (ω)
⊤ ˆ˙qout (ω)dω
=
1
κc
∫ ∞
−∞
ˆ˙qin (ω)
⊤ ˆ˙qin (ω) dω,
which is in agreement with Proposition 4 by the
Plancherel theorem.
B. Quantization
The lossless circuit model is easily quantized by impos-
ing the canonical commutation relations
[qj , pk] = i~ δjk. (25)
In particular, the Hamiltonian (4) can now be interpreted
as an operator and written in the form
Hcomponent ≡
∑
k
~ωk
(
a∗kak +
1
2
)
where we introduce normal modes satisfying [aj , a
∗
k] =
δjk.
7Remark 6 In the n = 1 case we have an inductance L
henries (Ns2 C−2) and a capacitance C farads (C2N−1),
but no resistance (R = 0). Introducing the impedance
Z0 =
√
L
C , which has units of ohms (NsC
−2), we have
annihilation operator
a = (2~Z0)
−1/2
(Z0q + ip)
so that [a, a∗] = 1. Here we have q =
√
~
2Z0
(a+ a∗)
and p = −i
√
~Z0
2 (a− a∗), while the Hamiltonian is then
a H = ~ω0
(
a∗a+ 12
)
where the resonant frequency is
ω0 = 1/
√
LC.
The field is quantized by imposing equal time canonical
commutation relations
[Qj(z, t), πk(z
′, t)] = i~δjk δ(z − z′), (26)
however, this needs to be understood as valid for z, z′ > 0
only!
This should be equivalent to the commutation relations
[ain,j(ω), ain,k(ω
′)∗] = δjk δ(ω − ω′). (27)
We will comment on this further in the following section.
The field Hamiltonian is then
Hfield =
∫ ∞
0
~ω ain(ω)
∗ain(ω)dω.
III. MODELS WITH MEMORY
Memory effects are incorporated by replacing (15) with
the Langevin equation, see for instance [46], [38],
Lq¨(t) +
∫ t
−∞
Γ (t− t′) q˙(t′)dt′ +Kq(t) = F(t), (28)
where now Γ(t) is the memory kernel.
Denoting Laplace transforms as
L f [s] ,
∫ ∞
0
f (t) e−stdt,
we have the relation L q [s] = χ− [s] LF [s] where the
F-to-q transfer function matrix is
χ− [s] =
1
Ls2 + sLΓ [s] +K
, Res > 0.
From this we obtain the susceptibility as the boundary
value of χ− [s]:
α− (ω) = χ−
[
0+ − iω] = 1−Lω2 − iωR (ω) +K
where we introduce the frequency dependent resistance
R (ω) , LΓ
[
0+ − iω] .
In [38] it is shown that for thermal fields, thermodynamic
stability in ensured by the criterion that the Laplace
transform of the memory kernel is lossless positive real.
Similarly, the transfer function G (ω) is the boundary
value of the S [s] which is the analytic function in the
right hand plane defined by
S [s] ,
Ls2 − sLΓ [s] +K
Ls2 + sLΓ [s] +K
, Res > 0, (29)
that is
G (ω) = S
(
0+ − iω) . (30)
A. Linear Passive Restriction
In this section we wish to look at control-theoretic con-
cepts of dissipativity [35]. In particular, we reformulate
the stability of the model as the lossless bounded real
property of S. We recall the basic definitions, [31].
Definition: A function Σ[s] of a complex variable s is
said to be positive real if it is analytic in the open right
hand plane (s with Re s > 0) with
ReΣ [s] ≥ 0 (Re s > 0) ,
and if its boundary function ω 7→ Σ (0+ − iω) is well-
defined for almost all real values ω ∈ R and satisfies
ReΣ
(
0+ − iω) ≥ 0,
Σ
(
0+ − iω)∗ = Σ (0+ + iω) ,
for all ω ∈ R with iω not a pole of Σ. If furthermore
ReΣ (0+ − iω) = 0, for iω not a pole of Σ, then we say
it is lossless positive real (LPR).
Definition: A function S[s] of a complex variable s is
said to be bounded real if it is analytic in the open right
hand plane (s with Re s > 0) with
S[s]∗S[s] ≤ I (Re s > 0) ,
and if its boundary function ω 7→ S (0+ − iω) is well-
defined for almost all real values ω ∈ R. If furthermore
ReΣ (0+ − iω) = 0, for iω not a pole of Σ, then we say
it is lossless bounded real (LBR).
Proposition 7 Let us suppose that we have the relation
S[s] =
I −Σ[s]
I +Σ[s]
(31)
then S[s] is LBR if and only if Σ[s] is LPR.
This is a well known result in linear circuit theory. A
proof can be found in [31], Theorem 2.7.4 where it is es-
tablished that an immittance matrix is LPR if and only if
the scattering matrix is LBR, thereby relating the lossless
property of an immittance matrix to that of the scatter-
ing matrix. See also [47] for a more complete proof.
8Theorem 8 The scattering matrix S given by (29) is
LBR if and only if the Laplace transform of the mem-
ory kernel is LPR.
Proof. This is a straightforward corollary since (31) can
be rearranged as Σ[s] = I−S[s]I+S[s] , and substituting in for
(29) we have specifically
Σ[s] =
2s
Ls2 +K
LΓ [s]
so evidently Σ is LPR if and only if LΓ is LPR.
B. Spectral Density of the Network
Let us make the postulate that the scattering matrix
is LBR, then we define the spectral density matrix of the
network to be
J (ω) , ωRe R (ω) .
By assumption it follows that J (ω) ≥ 0 where defined.
The spectral density matrix actually determines R (ω)
as, from the Kramers-Kronig relations, we have
ω ImR (ω) = − 1
π
PV
∫
J(ω′)dω′
ω − ω′
and combining the two gives
−iωR (ω) = −iJ(ω)− 1
π
PV
∫
J(ω′)dω′
ω − ω′ .
The memory kernel is then
Γ (t) =
1
π
∫ ∞
0
J (ω)
ω
cosωt dω θ (t) .
Proposition 9 In the case that the memory func-
tion corresponds to several independent input chan-
nels, that is, it takes the diagonal form Γ (t) ≡
diag(Γ1 (t) , · · · ,Γn (t)), then the spectral density will be
likewise diagonal:
J (ω) ≡ diag(J1 (ω) , · · · , Jn (ω)). (32)
The function Jk is then called the spectral density for
the kth transmission line.
C. Hamiltonian Models
For simplicity we assume that the spectral density is
diagonal, as in (32). We consider the Hamiltonian
H = H˜comp.
+
∫
dω
∑
k
{
ω
2Jk (ω)
[
πˆk (ω)−
√
2
π
Jk (ω)
ω
q
]2
+
1
2
ωJk (ω) Qˆk (ω)
2
}
(33)
where H˜comp. =
1
2p
⊤L−1p + 12q
⊤K˜q, and we introduce
canonically conjugate field operators satisfying[
Qˆj (ω) , πˆk (ω
′)
]
= i~δjk δ (ω − ω′) .
The Hamiltonian takes the form
H = Hcomp. +HB +Hint
with
Hcomp. = H˜S +
1
2
∑
k
Kkq
2
k ≡
1
2
p⊤L−1p+
1
2
q⊤Kq,
where Kk =
2
π
∫ Jk(ω)
ω dω (assumed finite for each k) so
that K = K˜+ diag(K1, · · · ,Kn), and
HB =
∑
k
∫ {
ω
2Jk (ω)
πˆk (ω)
2
+
ωJk (ω)
2
Qˆk (ω)
2
}
dω,
Hint =−
√
2
π
∑
k
qk
∫
πˆk (ω) dω.
We note that we may introduce the annihilator density
ak (ω) =
√
Jk (ω)
2~
Qˆk (ω) + i
1√
2~Jk (ω)
πˆk (ω)
so that
Qˆk (ω) =
√
~
2Jk (ω)
{
ak (ω) + ak (ω)
∗ },
πˆk (ω) = −i
√
~Jk (ω)
2
{
ak (ω)− ak (ω)∗
}
where
[
aj (ω) , ak (ω
′)∗
]
= δjkδ (ω − ω′), and in these
terms we have
HB =
∑
k
∫ ∞
0
~ω ak (ω)
∗ ak (ω) dω,
Hint = i
∑
k
qk
∫ ∞
0
√
~Jk (ω)
π
{
ak (ω)− ak (ω)∗
}
dω.
The equations of motion are
q˙t = L
−1pt,
p˙t = −Kqt +
√
2
π
∫
πˆt (ω) dω,
d
dt
Qˆk,t (ω) =
ω
Jk (ω)
πˆk,t (ω)−
√
2
π
qk,t,
d
dt
πˆk,t (ω) = −ωJk (ω) Qˆk,t (ω) .
(The last pair of equations are equivalent to a˙k,t (ω) =
−iωak,t (ω)−
√
Jk(ω)
π~ qk,t.) These lead to
Lq¨t +Kqt =
√
2
π
∫
πˆt (ω) dω, (34)
9and
d2
dt2
πˆk,t (ω) + ω
2πˆk,t (ω) =
√
2
π
ωJk (ω) qk,t. (35)
The equation (35) is a linear homogeneous equation in
πˆt (ω) and so has solution of the form general homoge-
neous solution plus particular solution:
πˆk,t (ω) = πˆ
h
k,t (ω)
+
√
2
π
Jk (ω)
ω
[
qk,t −
∫ t
−∞
cosω (t− t′) q˙k,t′dt′
]
where
πˆhk,t (ω) = −i
√
~Jk (ω)
2
{
ak (ω) e
−iωt − ak (ω)∗ eiωt
}
Substituting this representation into (34) yields the gen-
eralized quantum Langevin equation
Lq¨t +
∫
Γ (t− t′) q˙t′dt′ +Kqt = F (t) (36)
with the memory kernel Γ(t) = 2π
∫
J(ω)
ω cosωt dω θ (t)
and the generalized Langevin force F(t) ≡√
2
π
∫
πˆt(ω)dω, that is
Γjk (t) = δjk
2
π
∫
Jk (ω)
ω
cosωt dω θ (t) , (37)
Fk (t) = −i
∫ √
~Jk (ω)
π
(
ak (ω) e
−iωt −H.c.) dω.
(38)
Here θ is the Heaviside function, so that the memory
function is causal, that is Γ (t) = 0 for t < 0.
D. Input-Output Relations with Memory
As before we may write the charge at position z > 0
and at time t on the transmission wire as
Q (t, z) = qin
(
t+
z
c
)
+ qout
(
t− z
c
)
where now, generalizing (23),
qin/out,k (τ) =∫ √
~
4πJk (ω)
[
ain/out,k(ω)e
−iωτ +H.c.
]
dω
with ain,k (ω) identified with ak (ω) above. As before we
have
qout(t) = q(t) − qin(t)
and we may again determine q (t) as a Fourier transform,
this time by solving the generalized Langevin equation
(36) to get qˆ (ω) = α− (ω) Fˆ (ω) with a generalized sus-
ceptibility
α− (ω) =
[
K− Lω2 − iωR (ω)]−1 (39)
and with Fˆk (ω) = −i
√
~Jk(ω)
π
(
ak (ω) e
−iωt −H.c.). We
now obtain
aout (ω) =G (ω)ain (ω) (40)
where, G (ω) = 2iα− (ω)J (ω)− In, which is given by
G (ω) = −K− Lω
2 + iωR (ω)∗
K− Lω2 − iωR (ω) , (41)
in agreement with (30).
The transfer function is unimodular, so that aout(ω)
again satisfies the canonical commutation relations:
[aout(ω), aout(ω
′)∗] = δ (ω − ω′) .
1. Commutation Relations
We find the commutation relations
[Qj(z1, t1), Qk(z2, t2)]
=
i~
2π
∫
dω
dω√
Jj(ω)Jk(ω)
×Im
{
e−iω(t1−t2)
(
2δjk cos
ω(z1 − z2)
c
+Gjk(ω)e
iω(z1+z2)/c +G∗kj(ω)e
−iω(z1+z2)/c
)}
.
In particular we have the equal time commutation rela-
tions
[Qj(z1, t), Qk(z2, t)] = 0,
and the terminal charge commutation relations
[Qj(0, t1), Qk(0, t2)]
=
i~
2π
∫
dω
dω√
Jj(ω)Jk(ω)
×Im
{
e−iω(t1−t2)
(
2δjk +Gjk(ω) +G
∗
kj(ω)
)}
.
By direct substitution we see that the input fields sat-
isfy the CCR
1
i~
[qin,j(t), qin,k(t
′)] = δjk σk(t− t′), (42)
where
σk(τ) = − 1
2π
∫
sin(ωτ)
Jk(ω)
dω. (43)
From the relations (40) and the unitarity of G, we like-
wise have
1
i~
[qout,j(t), qout,k(t
′)] = δjk σk(t− t′), (44)
Remark 10 In the n = 1 ohmic case we find the specific
form σohmic(τ) = − 14R sign(τ).
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2. Input-Output Causality
We also find
1
i~
[qin,j(t), qout,k(t
′)] = gjk(t− t′)
where
gjk(τ) = − 1
2π
∫
1√
Jj(ω)Jk(ω)
Im
{
e−iωτGkj(ω)
}
dω.
Recalling thatG(ω) is the boundary function s = 0+−iω
of the scattering matrix S[s] which we require to be LBR,
and in particular analytic in the right hand plane. It
follows that the functions gjk are causal : the commutator
vanishes if t > t′. This means that past output qout(t′)
will commute with future input qin(t).
3. The Langevin Force
The commutation relations for the force are
1
i~
[Fj(t), Fk(t
′)] = −δjk 2
π
∫
Jk(ω) sinω (t− t′) dω.
We may take a thermal state for the field, so that
〈ain,j (ω)∗ ain,k (ω′)〉 = δjknk (ω) δ (ω − ω′)
with nj (ω) =
1
eβj~ω−1 . The result is that
〈Fj (t)Fk (t′)〉 = ~
π
∫ ∞
0
Jk(ω)
{
e−iω(t−t
′) (nk (ω) + 1)
+eiω(t−t
′)nk (ω)
}
dω.
From this we see that the symmetrized two-point corre-
lation is
1
2
〈Fj (t)Fk (t′) + Fk (t′)Fj (t)〉
=
~
π
δjk
∫
Jk(ω) coth
βk~ω
2
cosω (t− t′) dω.
This is effectively the Ford-Kac-Mazur model [44] for
quantum dissipation (without memory effects), see also
[38] for the non-ohmic case.
IV. MARKOV LIMIT
In this section we consider a Markov limit of open sys-
tems treated up to now. Derivations of the Markov limit
as a broadband approximation have been given in [30]
and [48], however it is advantageous to provide a math-
ematically rigorous account giving the requisite scaling
regime. Our approach will be to to make a weak coupling
approximation, specifically we make the replacements
Jk (ω) →֒ λ2 Jk (ω) ,
t →֒ t/λ2
with λ → 0. This is the van Hove limit corresponding
to an interaction of strength λ which has vanishing av-
erage effect as a first order perturbation but builds up a
non-trivial contribution second order effect when looked
at over long times scales (order λ−2). Once this pre-limit
has been identified, we have available the limit theorems
of [39], [40] which capture the Markovian limit. For sim-
plicity we shall work in the vacuum state for the field,
but the limit for general Gaussian states such as thermal
or squeezed states is also known in this context.
We shall assume that the component Hamiltonian may
be written in mode form as
Hcomp. = H˜S +
λ2
2
∑
k
Kkq
2
k =
∑
k
~Ωka
∗
kak +O
(
λ2
)
where we will now ignore the correction terms which are
order λ2.
We also assume that the terminal charges may be writ-
ten as
qk =
√
~
2

∑
j
Ykjaj +H.c.


where the Ykj are suitable constants. The interaction
takes the form
Hint = −i~
∑
jk
(Ykjaj +H.c.)
⊗
∫
dω
√
Jk (ω)
2π
{
ak (ω)− ak (ω)∗
}
The next step is to move to the interaction picture: we
have the Hamiltonians
H0 = H˜S +HB =∑
k
~Ωka
∗
kak +
∑
k
∫
~ωak (ω)
∗
ak (ω) dω,
Hλ = H0 + λHint,
and the unitary transforming to the interaction picture
is eitH0/~e−itHλ/~ and with rescaled time we have
Uλ (t) = e
itH0/λ
2
~e−itHλ/λ
2
~.
We then have
U˙λ (t) = −iΥλ (t)Uλ (t)
where
−iΥλ (t) = − 1
λ
∑
jk
(
Ykjaje
−iΩkt/λ2 +H.c.
)
×
∫
dω
√
Jk (ω)
2π
{
ak (ω) e
−iωt/λ2 − ak (ω)∗ eiωt/λ
2
}
.
(45)
11
A. Quantum Markov Communication Channels
Let us introduce the processes
Bk,Ω (t, λ) =
1
λ
∫ t
0
dτ
∫
dω√
Jk (ω)
2π
ak (ω) e
−i(ω−Ω)τ/λ2
then we note that
[Bk,Ω (t, λ) , Bk′,Ω′ (t
′, λ)]
= δk,k′
1
λ2
∫ t
0
dτ
∫ t′
0
dτ ′ei(Ω−Ω
′)τ ′/λ2
∫
dω
Jk (ω)
2π
e−i(ω−Ω)(τ−τ
′)/λ2
which converges in the limit λ→ 0 to
δk,k′δΩ,Ω′Jk (Ω) min {t, t′} .
Here we note that 1λ2 e
−i(ω−Ω)(τ−τ ′)/λ2 → 2π δ (ω − Ω).
The Bk,Ω (t, λ) are converging to quantumWiener pro-
cesses. We see that different frequencies lead to indepen-
dent process on account of the rapidly oscillating phase
ei(Ω−Ω
′)τ ′/λ2 : assuming that we have a finite number
of frequencies Ω, then this follows from the Riemann-
Lebesgue lemma.
We also see that in (45) we may similarly ignore the
contributions from terms e±i(Ωk+ω)t/λ
2
as these have an
associated 2πδ (ω +Ωk) distribution, but Ωk > 0 and the
spectral densities are assume to vanish for negative fre-
quencies. Dropping such terms constitutes the rotating
wave approximation and we may rigorously show that the
same limit is obtained when −iΥλ (t) in (45) is replaced
by
1
λ
∑
jk
Ykjaj
∫
dω
√
Jk (ω)
2π
ak (ω)
∗
ei(ω−Ωk)t/λ
2 − H.c.
What one may show rigorously is that the limit evo-
lution (in the sense of weak convergence of matrix ele-
ments) defined on the joint Hilbert space of the system
plus a noise space determined by quantum Wiener pro-
cesses Bk,Ω (t) labelled by the transmission line indices k
and the harmonic frequencies Ω of the component. We
have the quantum Ito¯ table
dBk,Ω(t) dBk′,Ω′(t) = δk,k′δΩ,Ω′ Jk(Ω) dt, (46)
with all other products of increments vanishing. Note
that the total number of independent quantum Wiener
processes equals the number of transmission lines times
the number of distinct frequencies Ωk of the component.
The limit quantum stochastic differential equation is
dU (t) =
{∑
jk
Ykjaj ⊗ dBk,Ωj (t)∗
−
∑
jk
Y ∗kja
∗
j ⊗ dBk,Ωj (t) +K ⊗ dt
}
U (t)
(47)
where
K = −
∑
k
∑
j,j′
δΩj ,Ωj′YkjY
∗
kj′a
∗
jaj′
×
∫
Jk (ω)
2π
dω
i (ω − Ωj − i0+) . (48)
In particular, we note that
K +K∗ = −
∑
k
∑
j,j′
δΩj ,Ωj′Jk (Ωj)YkjY
∗
kj′a
∗
jaj′ .
B. Single Input Case
For clarity we consider the case of a single transmission
line. Here the terminal charge observable may be written
as
q =
√
~C
2L
(a+ a∗)
so that Hcomp. = ~Ωa
∗a with Ω = (LC)−1/2 and
Hint = −iλ~a⊗
∫ √
J (ω)C
2πL
a (ω)∗ +H.c.
The associated QSDE for the limit is
dU (t) =
{√
γa⊗ dB (t)∗ −√γa∗ ⊗ dB (t)
−κa∗a⊗ dt}U (t)
where
κ =
∫
J (ω)C
2πL
{
πδ (ω − Ω) + iPV 1
ω − Ω
}
=
1
2
γ + iε.
In particular
γ = 2Re {κ} = J (Ω)C
L
or γ = R/L where R = J (Ω) /Ω. The imaginary com-
ponent ε of the damping corresponds to a shift of the
resonant frequency, some times referred to as the Lamb
shift [27], [40], but is often negligble in size.
C. General Input-State-Output Case
The Heisenberg equations of motion for the mode aj
are readily deduced from (47). The observable describing
the mode at time t is
aj(t) , U(t)
∗ (aj ⊗ I)U(t), (49)
and from the quantum Ito¯ rule and (47) we find
daj(t) = −
∑
k
∑
j′
δΩj ,Ωj′κkjY
∗
kjYkj′aj′(t) dt
−
∑
k
Y ∗kjdBk,Ωj (t), (50)
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where κkj =
∫ Jk(ω)dω
2πi (ω−Ωj−i0+) .
Similarly, the output fields are defined by
Boutk,Ω(t) , U(t)
∗ (I ⊗Bk,Ω(t))U(t), (51)
and from the quantum Ito¯ rule and (47) we find
dBoutk,Ω(t) = dBk,Ω(t) +
∑
j
δΩj ,ΩYkjaj(t) dt, (52)
where Ω is one of the resonant frequencies for the com-
ponent.
It is worth emphasizing that (50) and (52) are linear
equations in the “state variables” aj(t) as well as the
Markovian input channels Bk,Ω(t) as well as the output
channels Boutk,Ω(t). In fact they take the vectorized form
da(t) = Aa(t)dt +BdB(t)
dBout(t) = Ca(t)dt + dB(t) (53)
which takes the form of an A−B − C −D linear input-
state-output system. While these are fundamentally
quantum systems, the obvious link to classical control
systems has lead to a very natural theory of quantum
control [9], [19]-[26] that has had significant impact on
quantum engineering.
V. CONCLUSIONS
Our interest in non-Markovian models arises out of ne-
cessity - the natural models of classical/quantum trans-
mission lines are not Markovian, even in the ohmic case
where they lead to a δ-correlated memory kernel. In par-
ticular, the standard theory of quantum filtering cannot
apply. In [50], for instance, a tractable approach to fil-
tering a non-Markov model is given but this relies on
the being able to approximate the system as a subsys-
tem of a Markov model. Ultimately, the extraction of
information using quantum filtering techniques can only
proceed if we have a Markov model. In our case it is
clear that there is an idealized Markov model which ap-
proximates the non-Markov model - specifically we have
Markov channels associated with each transmission line
and labelled by the resonant frequencies Ωj of the circuit.
The field quanta are therefore those in transmission line
that are approximately on the mass-shell (ω = Ωj). A
more detailed model would have to assume the existence
of an appropriate oscillator in any measuring apparatus
so as to set up an approximate Markov channel which is
measured.
While transmission lines can give a wholly Hamilto-
nian model of dissipation it is worth recalling that they
were originally introduced to model transmission of infor-
mation (electrical signals in Heaviside’s theory), and not
just a mathematical trick to get a Hamiltonian dilation
of resistive models. The coupling to transmission lines
can give a model of a linear passive heat bath, but they
can also serve to relay (noisy!) signals into a system.
An obvious question to ask at present is the following:
What are the connection rules for these non-Markovian
quantum circuits corresponding to the series product,
feedback reduction, etc.? At one level the answer should
be the same as for classical circuits: e.g., Kirchhoff’s cur-
rent/voltage laws. However, one can consider non-linear
models where the terminal charge (or current) couples to
a quantum mechanical system. This type of modeling is
generic in the SLH framework for quantum feedback net-
works [16, 17] and here one has modular rules for building
networks from Markovian components.
To answer the question, we need to look at the net-
work structure of systems connected by non-Markovian
transmission lines. While the general theory will be mod-
ular, it will be much less applicable than the Markovian
quantum feedback network theory, but there are impor-
tant consistency questions arising. For instance whether
the connection rules and the Markov approximation are
commuting steps. We shall address these in later pub-
lications. However, in this publication we have set out
the theory for simple linear components and derived their
stability criteria, and their Markov approximation.
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