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Disinformation: A Taxonomy∗




This article outlines steps towards a disinformation theory, a simplified and generalized notion of
communication that is intended to be, in some way, misleading or deceptive. The model is derived from
Shannon’s communications model, but with an intentional “noise source” and an unintended receiver.
Alterations of an image containing a message are used to illustrate a variety of disinformation techniques.
1 Introduction: Re-thinking Noisy Communication Channels
Information 
Source Transmitter Receiver Destination
Noise Source
SignalMessage Received Signal Message
Figure 1: Shannon’s Model of a General Communication System
Shannon’s simple but powerful model of a communication system[8], illustrated in Figure 1, is suffi-
ciently general to discuss how one might prevent communication. A message is intended to be transmitted
accurately over a noisy communication channel, and Shannon develops mathematics to characterize the
limits of that channel and how to efficiently and effectively communicate over that channel despite its limits.
There is an implicit assumption of cooperation between the sender and receiver in this model. In the real
world, however, not every communication is a cooperative act: information can be unwittingly transmitted
to be eavesdropped by someone we did not intend. The model depicted in Figure 1 can be reinterpreted to
capture this case: we simply assume the transmission is not entirely within the control of the owner of the
message, and the owner of the receiver has his own motives that may not be very compatible with our own.
We consider what countermeasures that the model offers given this situation: if we can’t completely prevent
the transmission, is there something we can do so that the message is received with some of its content
missing? Or might we distort it enough that it is hard to recover or, better yet, it is entirely misleading?
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Such a model is applicable to many other problems: cryptographic communications [5], signals intel-
ligence [1], physical camouflage [4], or even poker games [6, 9]. In each case there is information trans-
mission that is not desired: you have an adversary that you don’t want figuring out how to interpret the
transmission correctly. How can you manipulate the situation to your advantage?
We assume, for this discussion, that although we might be able to manipulate other parts of the abstract
communication model, we have absolutely no direct control over the receiver: whatever information makes
it through the channel, our adversary is free to interpret as he wishes. That is not to say that there are no
useful suppositions that we can make about how the adversary does his work. We can assume, without loss
of generality, that the adversary will have a probabilistic model which maps the received signal to all of the
possible messages he thinks can receive on the given communication channel. Given a new message, he will
measure it according to the parameters of his model, trying to find the most likely match in his model given
what he has learned from the message.
We assume for the remainder of the article that we and our adversary both have an equal understanding
of how to interpret a given message. That is, the encoding of the message is well-defined and known to both
parties. That is, if both parties read the message together, both would agree what it says. Crucially, we do
not assume that either or both parties believe that the content of the message is accurate. To be more precise,
we know which messages we have interfered with and to what extent we have done so, and the adversary
may or may not take into account that interference with the communications channel is possible.
Ideally, we would like to mislead the adversary into believing that he has received a message that differs
from reality. In order to do a good job of this, we will have to credibly estimate what the adversary’s model
might look like. If we assume, for illustrative purposes, that we think that the adversary’s model has an
important two-dimensional subspace, it might be represented graphically something like Figure 2. Each
ellipsoid shape delimits the boundaries of a single message, including all possible ways of expressing it.
The adversary will map the signal he receives as a point in the model, and interpret it according to the
bubble that the message falls inside1. Messages are close together in the model if they have similar content.
Spaces that are not occupied by messages are allowed by the message encoding, but are excluded from the
model for domain-specific semantic reasons: they do not make sense or are excluded by accepted facts. In
this example, the correct answer, which we don’t want him to know, is inside the shape marked with an
asterisk. Our goal is to do our best to ensure that he cannot place the message in the right spot: we must
either deprive him of enough information to pick out any one message, or find a means of modifying the
message so that he will map it to the wrong point.
In order to effectively deceive our adversary with a modified transmission, not just any modification will
do. Minimally, the received message must still be valid, meaning it must map to one or more members of the
set of possible messages. In addition, the received message must be plausible: we must have good reason to
believe that if our adversary interprets the falsified message as we intend, he won’t disregard it because he
too believes it to be false. One part of overcoming this obstacle is to minimize any overt signs of tampering.
A much, much harder part of this task is framed well by the following frequently-cited passage from the The
Art of War by Sun Tzu:
Know the enemy and know yourself; in a hundred battles you will never be in peril. When you
are ignorant of the enemy, but know yourself, your chances of winning or losing are equal. If
ignorant both of your enemy and yourself, you are certain in every battle to be in peril.
No matter how sophisticated a theory we develop, there is no substitute for the hard work of gathering
all of the knowledge we can about our adversary: we are, after all, trying to guess how he thinks. We find
1This particular 2D model was constructed to have a variety of topological densities, but other than that, the details have no
particular significance. We are using a concrete example to illustrate the strategies that we might use if this was based upon our






Figure 2: An illustration of an adversary attempting to classify our modified transmission using a 2-
dimensional slice of some larger model. Each elliptical region is the subspace occupied by one message.
The correct message is the circle marked with an asterisk. The dotted line indicates how aggressive noise-
injection might affect his model. The letters indicate various strategies for disinformation, which we explain
in detail in the article text.
it useful, therefore, to reason about the model in Figure 2 as if it its topology is influenced by our domain-
specific knowledge of the adversary at least as much as the physical constraints of the communication
channel itself. We will articulate more about how this might work in the remainder of this article in the
context of a running example, introduced in the next section.
2 The Saboteur
The development of disinformation theory took place in the context of the problem of how to prevent iden-
tification of faces by automatic face recognition systems. Motivation for why preventing said recognition
process might be desirable, as well as how disinformation theory is practically applied to this problem, is
addressed in detail in Alexander’s dissertation [2]. Broadly, the problem breaks down into two major parts.
The first half is how information that uniquely identifies an individual (the message) is encoded in a facial
image (the transmission). We put this problem aside for the current paper, and consider the second half:
even if we fully understand the information content of the message, do we know how to disrupt it? To get
better clarity on this question, we also put aside face recognition in favor of a simpler working problem.
Imagine that there is a war underway, one that is geographically distributed over a large area, but in a
pre-radio era. In order to conduct the war, there needs to be communication among far-flung commanders.
The state-of-the-art communication technology is written communique´s in plain text on paper, which are
carried between the communicating parties by trusted courier. The messages are authenticated with a set of
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closely-held paper embossers2. You are a undercover spy whose task it is to limit the effectiveness of that
communication, preferably without arousing too much suspicion: you want to disrupt as many messages as
possible without being caught. For instance, a series of messages that go entirely missing, while completely
effective on a per-message basis, is likely to attract unwanted attention rather quickly.
Figure 3: Our paper-channel message in its original, not-tampered-with form.
In terms of Shannon’s model, we define the communications medium to be the typewritten message as
carried by the courier. The transmitter includes the chain of people that convey the message verbally and the
process of encoding the message onto paper with a typewriter. Once it has left the typewriter, we say that it
has been transmitted. Once it had been transmitted, there are opportunities to degrade or modify the content
by injecting noise into the communication medium3.
We discount manipulating the courier in any way due to high risk of detection, and instead focus on
the vulnerabilities of the paper component of the medium. What tools do we have available in terms of
the model? If we assume, as stated earlier, that we do not have control over the receiving apparatus, that
leaves the transmitter and the noise source. In both cases, what we want to do is take full advantage of
our knowledge of the limits of the communication medium, overwhelming the theoretical capacity of the
channel so that information actually gets lost or, better yet, looks like it has entirely different content than
intended. We consider several possible methods of corrupting this communication channel in turn.
In terms of modeling the plausibility of our manipulations, in addition to minimizing the evidence of
our manipulations, we need to make sure that the message is believable while still giving some tangible
advantage to our side. After all, there is no sense risking changing a message if that change is of no value to
us! Relevant knowledge for making the changes seem plausible include recent events in the battle, similarity
to past directives, consistency with past behavior of specific commanders, and compatibility with all known
current conditions.
4
Figure 4: The same message after an unfortunate encounter with a leaky cup of coffee.
3 Destructive Disinformation: Redaction
The simplest, easy-to-accomplish method that we have conceived of is to inject noise in a subset of the signal
which we choose to our advantage. We reduce the information content of the message, or, in information
theoretic terms, we are increasing its entropy. We do not want to destroy the message outright; instead, we
want to damage the subset of the information we believe is the most important. One way of doing this is
illustrated in Figure 4. For obvious reasons, we refer to this method as redaction. A leaky cup of coffee
placed strategically on the message before the courier has it (or indeed after the courier has delivered it, but
before it has been read), can remove or severely degrade key parts of the message. Other tools that could
cause similar damage to our paper medium include a strategic splash with muddy water or exposure to heat
at key positions. In Figure 2, the expected effect of this targeted noise injection is shown as the dotted-line
circle - the information content of the message has been reduced, so it could have several possible matches
in the receiver’s model. In the radio domain [7], this method is akin to intermittent jamming. In a facial
photograph, this is like inflicting damage on strategically chosen parts of the image.
The problem with this method, of course, is that the loss of information is completely obvious to the
receiver. He knows what pieces of information are missing from the message, doesn’t waste a lot of time
trying to recover it, and perhaps can reconstruct partial knowledge about the missing pieces based on infor-
mation that did come though, context, and prior knowledge. The other problem with the obviousness of this
technique is that if too many messages are delivered with damage that focuses on only the critical parts of
the message, it will be clear that a saboteur is at work. In the next section, we consider a more subtle class
of message manipulation, one which is harder to detect and is potentially much more powerful.
2This somewhat contrived problem is meant to be more explanatory than realistic. We are well aware that more or less effective
cryptographic techniques have been available throughout the history of warfare.
3One could make a compelling argument for making a different assignment of the parts of the communication system to the
components the abstract channel - we are making a specific choice for clarity of discussion.
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4 Constructive Disinformation: Airbrushing
What if, instead of just destroying the key information in the message, we were able to replace parts of it
with false, but convincing, information? If we are able to do this job well, not only might the presence of
tampering be less obvious, we might be able to convince the receiver that they have received an entirely
different message. We are still trying to overflow the channel capacity, but we are doing so in such a way
that the affected words look like they could be legitimate. We refer to this process as airbrushing. Note
that forging messages takes us outside the descriptive capability of conventional information theory: we are
attempting to fool the receiver into believing that the communication system is behaving normally, when, in
fact, it has failed. One cannot characterize this as an increase in entropy as with redaction. It is possible for
the apparent entropy of the message to change in any way: it can even decrease.
Once we have decided to employ signal airbrushing, there are several strategies we can try: consider
Figure 2 once again, focusing on the point marked A. In this variant, we change the shape of the message in
a relatively small way, such that we think it will be topologically near the correct message in the receiver’s
model. That is, we are changing a message that was real, and we can therefore presume its plausibility. We
try to preserve its plausibility by leaving most of the message intact, changing it into a nearby message. We
illustrate such a modified message in Figure 5. In this case, perhaps the replacement bearings are consistent
with historical knowledge about deployments at this position, so the changed message might be even more
plausible that the real one was. We are aiming our deception at the highest density cluster of messages that
is still a small change: We call this strategy local crowd-blending. This change is small, but if chosen well,
but might have a big effect on the battle to come.
The imperfections caused by how the change was accomplished might be overlooked, at least once, as a
genuine error correction on the part of the typist. Our chances of successful deception are particularly good
if we are able to increase the plausibility of the message as desired.
With a facial image, the equivalent of this technique is to use digital retouching methods to reshape or
reposition objectively important features. Examples of such methods are given by Alexander [2].
Figure 5: The message with a small, key piece of information modified by our spy.
If the stakes are higher, we might wish to make a bolder airbrushing attempt: consider position B in
Figure 2. The message has been modified extensively, so it is much farther away from the original. An
example of such a change might be illustrated by Figure 6. Ideally, if we are going to make such large
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modifications, we would like them to lie in one of the most densely populated regions of the receiver’s
model. We call this strategy global crowd-blending. In the case of our running example, perhaps this
choice of flare colors and the timing of the mortar attacks are in accord with the most frequent past events,
but are critically wrong for the upcoming battle. It could be that the commanders have successfully employed
a strategy of moving their forces during bombardment as an element of surprise. If the artillery gunners were
aware of the direction of approach of their own forces, they could adjust their aim accordingly. Of course,
in this case, that was not the plan, so if this message is plausible, we have led our enemy into a very nasty
trap.
Figure 6: The message with more substantial modifications.
Of course, no matter how plausible the resulting message, the larger changes cause more obvious arti-
facts of tampering, making it easier for our adversary or detect our subterfuge. There are ways to improve
our chances, however. Consider Figure 7. In this attempt to deceive, we have made the same changes as
6, but are also using redaction as a form of misdirection: we make liberal use of a lighter in the hopes of
covering up some the evidence of tampering. Notice we have made sure that the worst damage is confined
to parts of the message that are of lesser importance, and the receiver might consider themselves lucky that
the key parts are perfectly readable, missing the more subtle tampering that was our real goal.
A variant of this technique, which is difficult to actualize with our paper message channel, is to use
two separate levels of interference. One level is meant to be detected: a deliberate, but somewhat clumsy,
attempt at disinformation. This level serves as misdirection for more subtle disinformation, which might go
undetected, and might be more valuable for our larger strategy.
Instead of making difficult-to-hide modifications, another very valuable airbrushing technique we might
try is inserting additional distractor information into the message, as illustrated by Figure 8. This method
might push us into the vicinity of D in the receiver’s model as shown in Figure 2. In this case, we mean
that the target message is a statistical outlier, meaning that this is a very unlikely message to be sent, but we
still think that it is a message that occurs in their model. Perhaps commanders have heard of retreat being
signaled by a flare, but have not actually received such orders themselves. It might strain credulity a bit too
far, or might get reluctantly accepted. Certainly, more than one or two unusual messages like these would
get accepted without confirmation or investigation. We refer to this as the curve ball strategy, and could
certainly be accomplished by airbrushing as well.
The last possibility shown in 2, C, is a statistical outlier that is not likely to be anywhere near any
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Figure 7: The message with the same modifications as Figure 6, but with some noise added to distract from
some of the evidence of tampering.
Figure 8: A possibly harder-to-detect attempt at inserting disinformation into a message.
match in the model. This might be a message that has been modified to include implausible, outlandish
disinformation: the intervention of Martian forces, perhaps. We have not fully worked up this case as a
full-fledged example since we don’t think it is often a viable strategy (unless you know your adversary to be
very gullible). In terms of our face recognition problem, such an implausible outlier might be illustrated by
the digital insertion of a third eye.
We conclude this section with one final disinformation method, illustrated by Figure 9. The idea is that
we corrupt the message before it ever passes through the typewriter, for instance by passing false information
verbally to one or more of the key players. This is, strictly speaking, not the same class of attack: we have
taken control of the transmitter rather than manipulating the noise source. If we can pull it off, this method
might be very risky indeed, but it has the distinct advantage of producing a transmission that is free of any
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evidence of tampering: there have been no changes at the transmission level. The message is totally genuine:
it is just not the message that was intended.
Figure 9: An ideal disinformation method: insert the false information earlier in the process, and the message
will lack detectable artifacts.
5 Future Developments
As shown by Alexander [2], thinking about this simpler communication scenario, even in its relatively
abstract form, has been a very helpful tool. It has led us to concrete strategies for disguising faces, and has
exposed some of the problems we might encounter in their use in real-world applications.
We additionally believe that there is a lot more depth to be plumbed in this model. We are causing
deliberate and precise failures of a communication system: whether the message appears to have been
tampered with or not, the intended message is lost to the receiver. We have therefore moved beyond what
information theory was intended to describe. In terms of formalizing the model, what is really needed is a
framework for reasoning about what our adversary may or may not know, and a method of characterizing
how likely our tampering is to go undetected. This moves us more into the realm of behavioral game
theory [3], a variant of game theory that tries to capture the psychological element into how human beings
make strategic decisions. Such an addition would also be useful for thinking through more complicated
scenarios where, for instance, our adversary has partial information about our efforts at sabotaging his
communication channel, and might make an effort to communicate steganographically, or perhaps try to
goad us into exposing ourselves with messages specifically crafted as bait. We leave these refinements of
disinformation theory for future work.
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