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1. 
We are concerned with solutions of the functional differential equation 
W) = F(%), t > 0, (14 
where ~~(0) = x(t + e), BE [-r, 01, subject to the initial condition 
49 = W), 0 E L---r, 01, (lb) 
where + is prescribed. F is a uniformly Lipschitz continuous mapping from 
%([---r, 01) to the reals, with Lipschitz constant w. Solutions of the evolution 
problem (1) if they exist, have the semigroup property: Let X, be a solution 
to (la) which satisfies (lb) for given 4 E %‘([--r, 0]), and define T(t) + in 
‘Z([--r, 0]), for each t > 0, by f3 + (T(t)+) (0) = xb(t + 0). Then T(O)4 = 4 
and T(t, + tz) 4 = T(t,) T(t,) + = T(t,) T(t,) 4, for any t, , t, > 0. Thus, 
“points” along the trajectory t -+ T(t) + are segments, of length r, of the 
solution X~ (see Hale’s paper [5, 61). Conversely, Webb [9] has recently 
shown that a semigroup of nonlinear operators acting in U([-Y, 01) may be 
associated with the evolution problem (1). It was not proved, however, that 
the individual functions (T(t) $: t > 01, provided by the semigroup theory, 
were in fact segments of a “classical” solution X, . This is indeed the case, 
but it is not obvious. Verification of this assertion is the object of this note. 
Our result, combined with the work of Webb, thus makes available a 
semigroup proof of global existence and continuous dependence on initial 
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conditions of solutions to the evolution problem (1). This result is not neu 
(see [SJ), but, in addition to its conceptual elegance, some general facts may 
now be brought to bear on the problem of approximating solutions of (1: 
(see [9]). Moreover, it is always worthwhile to have another specific equatior 
concerning which the still very young theory of nonlinear semigroups car 
provide detailed information. 
The remainder of this note is organized as follows. In Section 2 we intro. 
duce some notation, and provide the background for the somewhat computa- 
tional proof of our result; the details of the proof appear in Section 3; and 
some further remarks are given in Section 4. 
2. 
The existence of a semigroup of nonlinear operators associated with (1: 
follows from a general result of Crandall and Liggett [2]; we only require a 
special case: 
Let X be a Banach space, and let A be a (single-valued) nonlinear map in B 
whose domain D(A) is dense in X. Suppose that: 
(I) Range(l + M) = X for all X > 0; and 
(II) there is an w > 0 such that 
for all X E (0, I/U) and all $, # E X. 
(In II, jA = (I + AA-l, which is dejined on all of X by virtue of (I).) 
Then, for each + E X and t > 0, the limit 
exists, and: 
(i) T(0) = I, the identity in X; 
(ii) T(t, + tz) = T(t,) T(t,), for all t, , t, > 0; and 
(iii) 11 T(t) 4 - T(t) # (1 < tit I/$ - $11 for all 6, 4 E X and t > 0. 
This result, known as the “generation theorem”, is the nonlinear versior 
of half of the Hille-Yosida-Phillips Theorem of linear semigroup theory [IO] 
the other half, that A4 = lim,,,(l/E) [$ - T(E) $1 and that t -+ T(t) 4 solves 
the Cauchy problem u’ + Au = 0 with u(0) = 4, is not generally available, 01 
even true, in the nonlinear case when X is not reflexive. (See [3,4] for an exam. 
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ple in which the nonlinear version fails.) It turns out that the “second half” 
of the nonlinear version of the Hille-Yosida-Phillips Theorem is true for the 
evolution problem (1); h owever, the result cannot be deduced by appealing 
to the general theory. A direct and somewhat lengthy computation will be 
used to establish it. (In the case where F is Zinear or when the Banach space is 
sufficiently nice, the argument may be compressed considerably; see 
Section 4.) 
The generator A of the semigroup associated with problem (1) may be 
discovered as follows. Fix 6’ E [-r, 0), then as E + 0 
provided E is sufficiently small to start with. For 0 = 0, as E -+ 0 we have 
$ km - V(4$) @>I - -d’(O) = --Fw, 
which follows from (1) by setting t = 0. Of course c#‘(O) denotes the left-hand 
derivative of $ at 0 = 0. This argument follows that used by Hale [5, 61 in 
the &near case under the assumption of global existence of solutions to (1). 
Henceforth set X = %‘([--Y, 01). Webb [9] has proved the following 
theoreml: 
If F: X--+ X is Lipschitx-continuous, with Lipschitx constant w > 0, then 
the operator A de$ned in X by A+ = --+I with domain 
D(A) = (4 E X; 9’ E X, 4’(O) = F(4), 
satisJies the hypotheses of the theorem of Crandall and Liggett and, hence, gene- 
rates a semigroup of operators (T(t): t 3 0} having properties (i)-(iii) of that 
theorem. 
In order to show that the semigroup of operators whose existence is 
guaranteed by Webb’s result actually provides a classical solution to the 
evolution problem (l), we prove the following 
THEOREM. For each $ E X there exists a function x4 E V([--r, VI]) such that 
(T(t)+) (0) = dt + 4, (4 t) E [--I, 01 x [O, a). 
1 For the case where F is linear, this result was proved by one of the authors in 
unpublished seminar notes. The method in this case involved direct computational 
verification of the Hille-Yosida-Phillips conditions. Webb [9], for nonlinear F, uses a 
fixed-point argument of elegance and simplicity. 
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Moreover, for each t > 0, 
so that x, is a (continuously) d@wntiabZe2 solution to the evolution problem (1). 
Proof of the first assertion requires examination of the iterates ]I;, , 
where JA was defined for h > 0 in (II) of the Crandall and Liggett Theorem: 
JA = (I + A&l. 
These iterates will be compared with those of Jo,A and Jl,h given for h > 0 by 
Jm = (I+ W-l and 
where A, and A, are both defined on X0 = (4 E X: 4(O) = 0} by 
A,+ = A,$ = -4’ but with the different domains 
From the linear theory it follows that A, generates a semigroup of linear 
operators {T,(t): t > 0} in X0 . This is a translation semigroup (see, for 
example, Yosida [IO]), meaning that T,(t) 4 is obtained from $ by translating 
4 to the left by th e amount t and setting it equal to zero to the right of -t; 
thus, for t E [0, r], 
Recall that, for t E [0, r], T,(t) + is the uniform limit of the iterates J$,,& 
Now, it turns out that for t E (0, r), the iterates J&,& also converge (non- 
un;formly in general) to the function defined in (4), except possibly at the 
point 0 = -t where there may be a discontinuity. We will show that 
as n + co when -r < B < -t. This last assertion indicates very clearly the 
effect of the operator T(t); it translates to the left by an amount t and then 
adds something new on the interval [-t,‘O] in a continuous fashion. The 
existence of a single function x, , of which the T(t)# are segments, follow: 
easily. 
e Of course we can only guarantee that x4 be (continuously) differentiable on [0, co) 
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3. 
We turn now to the details of the proof. For future reference, we list some 
formulae for the resolvents JA, J,,A, and lr,, (see [9]): for X > 0 and 
0 E [-Y, 01, set eA(e) = exp(e/A), then 
(JoA (0) =fe#9 jeo e-44 # s) d , CEXo; (59 
(J1.A~) (0) =UO.h(~ - C(O)) + m (1 - eAv)h 4 E xi (5ii) 
UP+) V-9 = b,(4) e@) + (Jd) (Q $Ex; (5iii) 
where 
bo(#) = (M) (0). 
An inductive argument shows that iteration of JOeh results in 
so that, for t > 0, 
K = 1) 2, 3 ,.*., 
ad) (4 = u;d+ - d(w) (4 + b(o) [ 1 - ede) g +- .j (+f-)J , 
n = 1, 2, 3 ).... (6) 
Since (4 - $(O)) E X0, the linear theory implies at once that 
i= J,“,t,& - d(O)) = To(t) (+ - w% (7) 
uniformly on [-r, O] for each t > 0, where T,(t) was defined in (4), for 
t E [0, T]. We need to examine the limit of the bracketed expression in the 
second term on the right in (6). For a > 0, define M,(a) by 
n-1 
92 = 1, 2, 3,. . . ) 
so that the bracketed expression has the form [l - A&(--B/t)] whenever 
(0, t) E [---I, 0] x (0, oo). We claim that M,(a) -+ 1, for a < 1, and 
M,(a) -+ 0, for a > 1. It is a consequence of these relations that, as asserted 
in Section 2, the iterates J&$, t E (0, T), converge to the function defined 
in (4) (nonuniformly) on [-r, 01, except possibly at B = -t. Indeed, one 
merely has to set a = --O/t in M,(a). 
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To verify the claim, proceed as follows. Let X, , X, ,... be independent 
identically distributed random variables with 
Set 
Then 
Prob[X, = k] = e-” $, 
S* = f Xi and 
i=l 
k = 0, 1, 2 ).... (9) 
K = 0, 1, 2 ).... (10) 
Since 
01= c KProb[X, = K], 
k=O 
the weak law of large numbers implies that &--t CY in probability; that is, 
for each E > 0, 
Prob[--E<Xn-,<E]-+l, (11) 
as s-+ 00. Finally, we see that 
M,(a) = Prob[S, < n] = Prob[xa < I] 
=Prob[&--a<l-or]-+{:: :;:I. 
(12) 
The claim is now verified. We note that if (Y = 1, the Central Limit Theorem 
can be used to show that n/r(l) + Q. We are indebted to Professor R. Stanley 
for this probabilistic proof. 
Turning to the iterates of J,, , we compute from (5iii) that 
n-1 
J&4 = 1 bn-,-d+) J!,tlnetln + JLn4t (13) 
j=o 
where 
bk(4) = <Jf,%4 6% (14) 
We have already examined the limiting behavior of the second term in (13). 
A short computation using (5ii) shows that 
(15) 
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Now if all the bn-rFj($) in (13) were equal to 1, the summation in (13) is just 
Mn(-f?/t). In that case, for 0 < -t, 
(16) 
which is the desired conclusion. Of course the b,-,-,(4) need not equal I ; 
however, if they are all bounded, it follows from the positivity of the terms in 
(15) that the left-hand side of the equality in (16) still converges to zero when 
e < -t. 
To show that the &(+)‘s are bounded, uniformly for K = 0, 1, 2,... (n - l), 
let + E D(A). As shown in [2], we always have 
11 JAyI - #I /I < kh(1 - h&l)-k’+l //f$’ i/ . (17) 
Hence, for Iz ,( n - 1 
as desired. 
We have now shown that for t E (0, r), 
W) 4) (4 = 5w + th +Ge<-t, (19) 
provided 4 E D(A). If $ E X, we can choose a sequence {+,J in D(A) such that 
&‘ + 4, since D(A) is dense in X [9]. F rom (19) and the continuity of the 
operators {T(t): t >, 0} asserted in (ii) of the Crandall and Liggett Theorem, 
it follows that (19) holds for all 4 E X. Observe that, since the left- and right- 
hand sides of (19) are each continuous functions of 6 on [-r, -t], (19) 
actually holds for -r < 0 < -t, t E [0, r]. 
We now define Q, E %([--r, co)) by 
“Q) = $&$) (0): I 
tE[--T,Olj 
t E [O, co) I . (20) 
Formula (19) guarantees that, for all t >, 0, 
tw)+) (4 = dt + 4, e E by, 01, (21) 
so that the function x, is indeed made up of segments T(t) 4. 
Now we must show that x, is a classical solution to (1). In the nonlinear 
case, the semigroup theory does not guarantee the differentiability of T(t). 
Therefore we must begin by approximating T(t) with smoother semigroups. 
409/49/3-9 
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Set A’ = A Jn; then AA = (l/h) (I- JA), which is Lipschitz-continuous on 
X. Now Aa satisfies the conditions (I) and (II) of the Crandall and Liggett 
Theorem (see [2]), so that it generates a semigroup of operators {P(t): t > O}. 
Furthermore, because of the smoothness of AA, we have [I] 
$ P(u) 4 + AT(o) 4 = 0, (22) 
or, equivalently 
T”(o)4 =4 - ~“AJ~~“(~)~~5~ (23) 
0 
In (22) and (23) the argument f3 was supressed. Now set 8 = 0 and recall 
from the definition of D(A) that 
(AJATY~)~) (0) = --F(JAT”(O4)* (24) 
Then 
(T”(u) 4) (0) = 9(O) + 1% JA TA(O 4) dt. 
0 
For any fixed f 2 0, we have 
(25) 
II JAW)~ - WY4 II G II J,T”(5)# - JAW!)+ II + II JG”(O4 - W)d II 
< (1 - we1 II TA(5) 9 - T(6) 4 II 
+ II JAW) + - WI d II - (26) 
As h -+ 0 the second term on the right in (26) tends to zero by equation (3.7) 
in [9], while the first tends to zero by Lemma 2.21 of [2]. Thus, for each 
t > 0, F( J,TA( 5) $) -+F( T(t) 4) as X + 0. By Lebesgue’s Dominated Con- 
vergence Theorem, this together with (25) implies 
V’t44)FV =W) +~W’WM (27) 
Using (20) and the essential property (21), we have 
This proves the Theorem. 
4. 
Since every solution of the evolution problem (1) determines a semigroup 
of operators generated by A, as shown by Webb’s Theorem [9], and since 
the semigroup generated by A induces a classical solution, as we have shown, 
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it follows, from the uniqueness of the semigroup generated by A, that the 
classical solution is unique. Moreover, the solutions depend continuously 
upon the initial functions as seen by (iii) of the Crandall and Liggett Theorem. 
There is nothing intrinsically real valued about our arguments. Clearly 
all results remain valid if g([--r, 01) is replaced by %?([-r, 01; R”). In fact, 
this theorem plays a role in the treatment of nonlinear partial differential 
functional equations of Volterra type by means of the theory of evolution 
operators; examples will be published elsewhere. 
The important property (21) can be derived quite simply if the function 
t 4 T(t) is known to be strongly differentiable. Indeed, it suffices to prove that 
u-+ (T(o)+) (-u) is constant on [-Y, 0] for functions #J E D(A). Define 
@ in [-Y, O] x [0, Y] by @(s, t) = (T(t)+) (s). For fixed s, 
; qs, t) = -(AT(t)+)(s) = -g (T(t)#J) (s) = g qs, t). 
Set 4(u) = @(a, -u), then 
Hence 1F, is constant on [-Y, 01, and we are done. If F is linear, it is always 
true that t--t T(t) is differentiable (see Yosida [lo]), in which case the above 
argument is always valid. 
The simpler argument can also be employed in the semigroup theory of 
certain equations of the type k(t) = F(x, , 3i.J. Such equations are best 
studied in the Sobolev spaces W PJ [ 71, where nonlinear semigroups auto- 
matically have better properties. On the other hand, Webb’s method [9] 
of deriving estimate (II) of the generation theorem apparently fails in these 
spaces. 
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