Abstract: Manufacturing plants are increasingly complex and integrated, requiring control systems able to identify the interactions between the various operating units. Production planning and control design of a process are tools that, if combined, bring many economic benefits to the processes since they aim to identify and maintain optimal decision operations to a system. This work uses such integration between production planning and plantwide control to propose a control system for the Williams-Otto plant from the definition of the operating optimal point for coordinated decentralized optimization, in which the original optimization problem decomposition into smaller coordinated problems ensure that the found local optimum also meets the requirements of the global system. The results for decentralized optimization are satisfactory and very similar to the global optimum problem and to the control system response proposed based on the optimal obtained. It is effective taking smooth actions, working with (economic) optimal set points (economically) of operation. The unification of production planning techniques and plantwide control techniques is an effective tool for the control system design for entire plants.
Introduction
An industrial plant has dozens of processing units, increasingly integrated and complex, in which local control decisions cover the entire plant, resulting in several control loops alternatives to the many possibilities of measured, controlled and manipulated variables [1, 2] .
Interactions between units via recycle streams or energy integration systems have been the focus of several studies over the past decades. The isolated behavior combination of the units of a process does not represent the dynamic behavior of an entire plant. Such interactions can lead to slow responses or to a high sensitivity of the stationary state and even instability [3] . Therefore, it is necessary to develop efficient control strategies for entire plants that consider interactions between its processing units [3] [4] [5] .
The control of an entire plant aims to determine a complex industrial plant control structure. Setting manipulated variables and control objective appropriate measures, considering the interactions of the plant and its complex dynamics and determining the configuration and type of the appropriate control to such system are among the stages of this kind of project [6] [7] [8] .
Synthesizing control systems for entire plants has become an increasing challenge and several studies have made significant effort to develop successful strategies for that.
Stephanopoulos and Ng [8] , Larsson and Skogestad [9] present a meaningful review of the research developed in this area, highlighting the first work done by Buckley [10] can assume. However, several studies show that the method is more accurate than others coordination methods and presents satisfactory results in large-scale system optimization [14, 26] .
The Direct Method is based on a price strategy, in which the coordinator specifies the outputs for the subsystems and seeks to solve the optimization problem. min , , ∑
The local optimization of each subsystem is defined min , ,
subject to , , , 0 Several studies use the hierarchical control with the coordination to obtain satisfactory results in process control; however, only a few associate the decentralized optimization with the coordination to determine the stationary state point for the controller.
Bakallis and Ellis [27] applied four types of coordination strategies to a vaporizer on a pilot scale, decomposed into two interconnected subsystems, obtaining satisfactory results with the implementation of the Direct and the IBM. Flórez and co-workers [28] designed a control structure for a hydropower valley using the model-based predictive controller coordinated from the IBM. The local optimization stage to find the optimal point of operation was not used and the proposal led to a reduced computational cost.
In order to set optimization framework for systems of interest, it is important to note that in the Direct Method, the initial estimates for the coordinator are connection variables. Centralized optimization requires one to know all the initial estimates to variables involved in optimization problems that, in many times, are not measurable. Therefore, the method is more easily implementable in practice, variables of connections are measured on the instant at which the optimization is needed and adopted like initial estimates to the method.
Results and Discussions

Coordinated Decentralized Optimization Applied to Willliams-Otto Plant
Williams-Otto plant has been the focus of several studies due to the complexity presented by the optimization problem that it involves. Fig. 3 shows the process of Williams-Otto plant used in this study.
By means of simplification, it is considered that the reactor is a CSTR (Continuous Stirred Tank Reactor) and that the cooling caused by its jacket is sufficient, thereby excluding the heat exchanger shown in the original work [15] . In the reactor, the following reactions occur:
The constant of the reaction is . It is known that F Ri is an output reactor flow rate of the i compound. P is a product of interest and G is a byproduct discarded after treatment that results in additional cost to the process. The availability of raw materials is limited: 12400 16600 and 56000 .
The optimization problem is to increase the current rate of return on investment of the process, represented by the objective function, considering that the price of utilities is related to the column inlet flow rate and to the recycle flow rate [17] :
Define:
M 8400
Gross return per hour SARE 0.124 8400 Sales, administration, research and engineering charges U 8400 , ,
Utility charges, which can be tied to plant flow rates
60
Fixed charges (depreciation, labor, etc.)
600
Total investments. e are flow rates and unit prices of each flow. The mass balance of the components involved in the reactions represents a dynamic behavior of the system [15] :
2 (15)
The reactor is isothermal with constant volume and considers the pseudo-stationary system; subsystem reaction dynamics is slower than separation system dynamics thus, considering the last one in stationary state. The values for the model parameters are available in Williams and Otto research [16] .
In addition to the six mass balances for species carried out in the reactor, the optimization problem also includes the definition of and the global mass balance system as constraints. The efficiency of separation column is: 0.1 (18) Two subsystems form Williams-Otto plant, determined in accordance with Fig. 4 . The optimal steady state of the plant is determined by decentralized optimization with the Direct Method and the IBM to coordinate the solutions of optimization of local problems.
Subsystem 1 has 10 restrictions, including the overall mass balance, mass balance for the subsystem and the decanter balance, besides the definition of . Subsystem 2 contains only the overall mass balance of the subsystem as a restriction. It was used the value of fixed at the optimal value equal to 4763 lb / h and SP3 point as an initial estimate presented in [16] . To solve the problem, it is adopted Table 1 shows results for centralized and decentralized optimization coordinated with the Direct Method and the IBM. It is noteworthy that both used the SQP algorithm to solve the problem and initial estimate to λ 8. 10 8. 10 . It is noticed that the decentralized optimization promotes an increase of 0.03% in the yield of the plant. Results of decentralized optimization are similar to the optimal point defined by the centralized problem, with small adaptations in these values to ensure that restrictions of subsystems are complied.
The decentralized optimization promotes a slightly higher yield of the plant when coordination of optimization uses the Direct Method.
The IBM promotes a 0.9% increase in yield. Results of decentralized optimization are similar to the optimal point defined by the centralized problem, with small adaptations in these values to ensure that restrictions of subsystems are complied.
In order to simulate changes that have occurred in the market in practice, thus affecting the optimal operating point, the authors have changed the treatment cost value of the waste generated by the process . In the new optimization scenario, , the optimal steady states to this scenario are in Table 2 .
In this case, decentralized optimization promotes an increase of 0.11% and 2.72% in the yield of the plant to the Direct Method and the IBM, respectively. Over again, decentralized coordinated optimization achieved similar results when compared with centralized optimization, however, reaching an even higher yield than the centralized optimization. 
Control System
The selection of manipulated and controlled variables of the plant was based on the methodology proposed by W. L. Luyben, Tyréus, and M. L. Luyben [11] , in order to avoid the so-called snowball effect. Fig. 5 presents a proposed control system to Williams-Otto plant.
The levels of the reactor and column are kept constant, as well as the ratio between the reactant feed flows A and B.
The levels of the reactor and the column are held constant from the manipulation of and , while the recycle flow is maintained in steady state value to it, determined in optimization layer.
The reactant feed flow rate was selected as manipulated variable to hold the flow of P produced in the reactor ( ) in its great value in order to ensure that is in the stipulated amount. The flow rate of B is always maintained at the same ratio in relation to the flow rate of A, which is in the steady-state point / , according to control systems settings to at each instant of time. The temperature is manipulated variable in order to maintain the production of the by-product G at its optimal point. Two PI controllers are designed for those control loops.
The simulated scenario indicates the variation in processing values of the flow rate , directly linked to the treatment of waste generated by the process, by $0.01 / , in scenario 1, to $0.03 / , in scenario 2. The other parameters of the objective function kept the values presented in section 3.1 constant.
In every moment of change of the mentioned variables, it is necessary to activate the decentralized optimization to perform a new planning of the plant from the point in which it lies. Table 3 presents the optimal values of steady states obtained in optimization layer using decentralized coordinated optimization with the Direct Method.
It was determined three stationary states, considering that initially it is used scenario 1 as parameter optimization, later moving on to scenario 2 and returning to scenario 1. The value used as the initial estimate for the optimization is always the value of variables in the instant prior to the change. Centralized optimization is also used to establish the optimum operating points to be compared with decentralized coordinated optimization results. Table 4 shows the values obtained with centralized optimization.
The yield obtained during the time of simulation (50 h), using decentralized coordinated optimization with the Direct Method, is 232.5%, a slightly higher profit. This increase, nearly 0.1% at this time, represents an estimated rise of 1.4% monthly.
A decentralized optimization using the Direct Method ensures optimum operating points much closer, even for different scenarios when compared to centralized optimization. This makes unnecessary to take sudden changes in system to maintain the process in the most profitable point in the established conditions.
The control system proposed uses decentralized coordinated optimization to define steady state points. Figs. 6 and 7 show the results of control systems actions.
Once established an optimal point for the stationary state, it is noted that a relatively simple controller as the PI can keep the system in that point. 
Conclusions
From the results found for the coordinated decentralized optimization, it can be considered that the optimal point found is very close to the optimal centralized optimization, presenting minor adjustments in variables so that such point meets not only the requirements of local problems, but also of the entire plant.
The decentralized optimization is a viable and efficient alternative to the centralized optimization, being an option for large-scale systems with lower computational requirements for solving less complex problems than the optimization problem of a global plant of a process.
It is noteworthy that although the increase provided in the objective function of the system may not appear to be numerically significant, when it is related to the profit of a company, estimated values in millions, an increase can make it a still more attractive process economically.
Utilizing the decentralized optimization as an auxiliary tool in the control design of entire plants, the use of intersecting variables of process subsystems helps in minimizing the effects of the manipulation in the input variables in the other subsystems, as the optimal point was defined by considering many interactions between them.
The planning production association with the control of a process allows the control system to take smoother and more accurate actions in order to maintain the system in optimum, as it presents significant economic benefits for the operation of complex chemical plants.
