This research presents a deep learning based approach to predict stress fields in the solid material elastic deformation using convolutional neural networks (CNN). Two different architectures are proposed to solve the problem. One is Feature Representation embedded Convolutional Neural Network (FR-CNN) with a single input channel, and the other is Squeeze-and-Excitation Residual network modules embedded Fully Convolutional Neural network (SE-Res-FCN) with multiple input channels. Both the tow architectures are stable and converged reliably in training and testing on GPUs. Accuracy analysis shows that SE-Res-FCN has a significantly smaller mean squared error (MSE) and mean absolute error (MAE) than FR-CNN. Mean relative error (MRE) of the SE-Res-FCN model is about 0.25% with respect to the average ground truth. The validation results indicate that the SE-Res-FCN model
Introduction
Deep learning is one of machine learning methods with multiple levels of representation, obtained by composing simple but non-linear modules that each transform the representation at one level into a representation at a higher, slightly more abstract level [1] . Deep learning can deal with much more intricate mapping relationship among many parameters than conventional rigid rules. It used to mainly target at images and audio for classification, style transferring and generation. Due to the development of new learning architectures and the accessibility of computational power, recent advances show that machine learning, deep or not, is getting more and more commonly used in computational engineering fields. For example, fluid simulation [2] [3] [4] [5] , design and topology optimization [6] [7] [8] , nonlinear dynamics analysis [9] , autonomous vehicles [10] [11] [12] , molecular dynamics simulation [13] [14] [15] [16] , quantum learning [17, 18] , and so on.
Fluid dynamics simulation was studied a lot in recent years. Long short-term memory (LSTM), as a type of recurrent neural networks, shows attractive potential in modeling temporal dynamics of turbulence [3] . Besides, generative neural network with convolutional layers could construct dynamic Eulerian fluid simulation and obtain the velocity fields, ranging from turbulent smoke to gooey liquids [5] . Generative adversarial networks (GANs), introduced by Ian Goodfellow et al. in 2014 [19] , can also be widely used in fluid dynamics simulation. Given arbitrary boundary conditions and domain, the conditional GANs can generate the solutions of steady-state heat conduction and incompressible fluid flow [4] , and even the phase segregation in fluid flow [20] .
In addition, neural networks were widely applied to the computational mechanics [21] . As the strong classification and regression capability, deep learning was embedded into FEM to optimize the numerical quadrature for calculating the element stiffness matrix in the element-by-element basis [22] . There is, however, little research on solid material computational mechanics using pure deep learning methods to obtain stress fields directly, just like FEM, from the imported geometry, loads, boundary conditions, and material properties.
This work presents a deep learning based approach to predict stress fields of the elastic deformation using deep convolutional neural networks. Two different architectures are proposed to solve the problem. One is Feature Representation embedded Convolutional Neural Network (FR-CNN) with a single input channel, and the other is Squeeze-and-Excitation Residual network modules embedded Fully Convolutional Neural network (SE-Res-FCN) with multiple input channels. The validation results show that SE-Res-FCN model has significantly high accuracy in stress field prediction with a mean relative error of 0.25%.
Architectures of deep neural networks
Current research is devoted to predicting the stress field of solid mechanical structures with the linear isotropic elastic material. The input data contains geometry, loads, and boundary conditions; output data is the stress field. Based on the input channel condition, two architectures of deep neural networks are proposed respectively: a) FR-CNN architecture with a single input channel, and b) SE-Res-FCN architecture with multiple input channels.
Definition of the physical problem
Consider the cantilever beam in Fig. 1 composed of homogeneous and isotropic linear elastic material. The left end of the beam is pinned on the wall, and the right end is used to bear loads. The evenly distributed external force is applied in both horizontal and vertical directions. The magnitudes of the two components as shown by and vary separately within a certain scope. The shape of the beam is not limited to the rectangle, but other shapes such as the trapezoid, the trapezoid with curved sides, and all above structures with holes, are adopted. To simplify the model, material parameters keep unchanged for all cases. (2)
where and are subscripts with values of 1 or 2, 1 represents the x-axis and 2
represents the y-axis, is the displacement in direction, is strain on surface in direction, is stress on surface in direction, is the body force component in direction , is Young's modulus, and is Poisson's ratio.
Feature representation embedded convolutional neural networks (FR-CNN) with a single input channel
As illustrated in Fig. 2 , a simple fully convolutional neural network is proposed to perform the prediction of the Mises stress field. The input of the model is an image including the information of the geometry and load position. The output of the model is a colorful image of stress field, which contains a Mises stress value on each pixel. Of course, it is necessary to point out that the output result is just a two-dimensional matrix but not a three-channel RGB image although it is displayed in a colorful image.
The model has an encoder-and-decoder structure. The encoder network consists of two convolutional layers E1 and E3 and two pooling layers (E2 and E4).
Each convolutional layer has a filter with a kernel of 3 × 3 and a stride of 1 × 1. The padding scheme is zero padding to keep the output image the same size as the input.
After a reshape layer E5, and a fully connected (FC) layer E6, we can get the feature representation (FR) at the bottleneck (BN). The load vector ( , ) is jointed to the FR vector in the end. The decoder network copies the architecture of the encoder and reverses it. Upsampling layers take the place of pooling layers for increasing the image resolution. The whole model contains totally five convolutional layers.
The convolutional layer applies a convolutional operation to the input channels and passes the result to the next layer. CNN can extract distinguishing features from the input images through the scanning and convolutional operation by filter banks [23, 24] . Downsampling comprises three classic convolutional layers (C1, C2, and C3), and upsampling comprises three reverse convolutional layers (C4, C5, and C6).
Referring to the structure of image transformation networks [25] , we use 9 × 9 kernels in the first and last layers (C1 and C6), and 3 × 3 kernels in all the other convolutional layers. ResNet modules are used to weaken the degradation problem [26] . As shown in channel-wise feature recalibration [27] . The input data ∈ ℛ × × is shrunk into ( ) ∈ ℛ through the global average-pooling layer. Then tow fully connected layers are employed to downsample (FC+ReLU) and upsample (FC+Sigmoid) the linear array respectively. A reshape operation is conducted to obtain the excitation output data ( ) that has the same dimension and size as the initial input data .
The final output of the block is obtained by a rescaling operation that is the elementwise matrix multiplication, as shown in Equation (6).
Methodology of the deep learning
In this section, we illustrate the format of datasets and the methodology of deep neural networks. The activation function, batch normalization, loss function, metric, learning rate and batch size are all discussed.
Datasets
A concise 2D finite element method (FEM) software SolidsPy is used to generate the training and testing data [28] . Some of the results are selected randomly from total 120,960 cases as shown in Fig. 6 . The resolution of each image is 32 × 24.
Images in the left column are input data for the single channel, and right images are ground truth. For the input images, the blue color represents the void domain with no material; the light green color represents the solid domain with the isotropic material; the brown color on the right side represents the position of the loads. All the three colors are numbered in the input-matrix as zero, one, and two. For the ground truth, the Mises stress within the solid domain is plotted as stress field, and the stress value is zero within the void domain. Among all computed FEM cases, the stress magnitude varies from 0 to 2,475 MPa with an average of 67.8 MPa.
Based on FEM results, the dataset of multi-channel for SE-Res-FCN can be transformed from the dataset of the single-channel for FR-CNN, as shown in Fig. 7 .
Firstly, for the geometry channel matrix, as with the single channel geometry matrix, zeros represent the void domain in blue, and ones represent the solid domain in brick red. Secondly, for the two load-channels, the load component magnitude is located on the pixel point of the force position, which is in brick red; and zeros are laid on the other points, which are in blue. Thirdly, for two boundary condition channel matrices, all constrained points are marked as one (blue), and free points are marked as zero (brick red). 
Convolutional neural networks
CNNs are designed to process data that comes in the form of multiple arrays, for example, a color image composed of three 2D arrays containing pixel intensities in the three-color channels [1] . Fig. 8 shows a separable convolutional operation. First, the input grayscale image is a one-channel and two-dimensional matrix with values of gray levels. Of course, for a colorful image, the input matrix would be three channels. Second, a filter with a set of weights scans the input matrix line by line. In the current step, the local weighted sum is the destination value, which is located on the output layer at the central point of the filter. Third, this destination pixel value is usually passed through a non-linearity such as a ReLU activation function before output. We call above three steps "convolutional operation". If we use two filters to repeat such convolutional operation, the output channel will be double, and so on. 
Activation function and batch normalization
Unless stated, a rectified linear unit (ReLU) is employed as the default activation function for both the two proposed CNN architectures. ReLU was first proposed in Restricted Boltzmann Machines [29] , and is the most common non-linear activation function used in deep learning. It returns 0 if it receives any negative input, but for any positive value, it returns the input value. The mathematical expression can be written as in Equation (7).
( ) = max (0, )
For FR-CNN model, Softplus functions are used in layer E7 and D1, which are just on both sides to the feature representation layer. The mathematical equation of Softplus and its derivative, which is just a sigmoid function, are represented:
As shown in Fig. 9 , both ReLU and Softplus are similar except near zero where the Softplus is differentiable. ReLU is much faster than any other activation functions in deep learning. 1 , ⋯ , ) . MSE and MAE can be expressed as, With the increase of training data, it becomes more and more difficult to input the whole dataset for deep neural networks. Therefore, a typical implementation is to divide the training dataset into a series of batches of some fixed size [31] . By monitoring the used GPU memory, a suitable batchsize can be obtained by manual adjustment.
Results and Discussions
To evaluate two proposed architectures, we trained and validated the two FCN has a much better accuracy than FR-CNN as it has a much deeper architecture.
Here we define the mean relative error (MRE) as the ratio of MAE and the mean ground truth ( �), as shown in Equation (12) and (13) . MRE is an error rate in percentage to measure how close predictions are to the ground truth. When MRE is zero, it means the prediction is absolutely the same as the ground truth, and MRE = 100% means 100% error deviating from the ground truth. All the error indicator results are summarized in Table 1 . We can find that the MRE of SE-Res-FCN is only around 0.25%. It is enough accuracy to predict the ground truth. 
Model validation and evaluation
We select some validation results randomly to evaluate our models. Fig. 12 shows five cases computed by the SE-Res-FCN model. Each row is one case, and the first image is ground truth. Images from the second to the last are predictions in different epochs. It can be seen that the prediction becomes closer and closer to the ground truth, and the last one is almost the same as the ground truth without any difference by naked eyes. Comparatively speaking, FR-CNN can reduce the computational time, and reach an acceptable accuracy. For well-extracted feature representation, it is possible to implement a linear interpolation or extrapolation. It means that even for unseen cases, it is possible to search for answers in the existing representations. For SE-Res-FCN, it keeps more information of the input and thus enables more non-linear operation due to its deep architecture. In addition, as its fully convolutional network architecture, it is able to deal with all size of 2D FEM data. This makes SE-Res-FCN great potential once the training data is sufficient to train the network. The limitation of deep learning methods is certainly obvious. Even for relatively simple FEM problems, the method needs a large amount of data for training. The future work could be to improve the network to a more general method, just like the transferring learning, even for dealing with new unknown geometry.
Conclusions
In this paper, we proposed two deep learning architectures for stress field prediction. One is Feature Representation embedded Convolutional Neural Network Hierarchical effect on accuracy is studied. The results indicate that the input channel number does not have too much effect on the prediction accuracy. The hierarchical architecture becomes deeper within certain limits, and then its prediction becomes more accurate. For better prediction accuracy, SE-Res-FCN is a reasonable choice. It keeps more information of the input and thus enables more non-linear operation due to its deep architecture. The future work could be to improve the network to a more general method, just like the transferring learning, even for dealing with new unknown geometry.
