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INTRODUCTION 
De tous temps et dans tous les domaines, l'Homme n'a cessé 
de se surpasser. A des de grés divers, se l on les é poques, les décou-
vertes nouvell e s, en toutes matières, ont créé un monde en mutation 
permanente bouleversant ce que l 1on croya i t définitivement établi. 
Les vingt-cinq dernières années, particul ièrement, ont engendré des 
techniques et des technologies nouvelles. 
Pourtant, si au cours de cette période, le matériel infor-
matique a connu une évolution vertigineuse, il faut bien reconnaître 
que les performances de plus en plus grandes des ordinateurs n'ont 
pas toujours encouragé à bien réfléchir sur la façon dont on peut 
concevoir un algorithme "efficace" ni même sur le choix d'un algo-
rithme le plus "performant" d'un ensemble d'algorithmes ayant,par 
ailleurs, les mêmes prétentions. 
Le but de ce travail est à la fois de mettre en évidence 
l'importance d'une telle approche, d'exposer quelques réflexions 
personnelles au sujet d e l'analyse des performances d'algorithme 
et de la construction d 'algorithmes "efficaces" et d'illustrer ces 
propos1 au travers de la comparaison de sept al gorith mes de flot 
solutionnant le problème du flot maximum. Ce dernier nous a paru 
intéressant en raison d e ses applications multiples : problèmes de 
distribution, du trafic maritime, des représentants, 
Décrivons succinctement le contenu de ce mémoire. 
Le premier chapitre présente une étude détaillée des diffé-
rents outils d'analyse de performances d'algorith me . Nous définissons 
d'abord la notion d'al gorithme et prouvons un p r e mi e r résultat démon-
tran t, à merveille, la difficulté d I une telle dé march e : la non-existence 
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d'un algorithme capable de calculer ou d'estimer le temps d'exécution 
d'un programme appliqué à une donnée. Ensuite, nous exposons les avan-
tages et inconvénients des mesures pratiques et théoriques et définis-
sons les notions de complexités spatiale et temporel l e en distinguant 
les complexités ~(f) et l9(f) au plus. Puis, comme il n'existe pas 
un seul modèle d'analyse applicable à toutes les situations, nous 
introduisons deux modèles couramment employés. Le premier, la machine 
à accès aléatoire, modélise les ordinateurs à un seul accumulateur 
pour lesquels les instructions de programme ne peuvent se modifier . 
Il en résulte trois modèles très utilisés : le modèle séquentiel, le 
modèle des circuits logiques et le modèle des arbres de décision. Le 
deuxième, la machine de Turing, simplifie à l'extrême les ordinateurs 
actuels mais n'en reste pas moins puiss_ant. Il sert , en outre , de 
base aux développements très utiles de la théorie de la NP-complétion. 
Nous introduisons, en fait, deux types de machines de Turing . : les 
machines déterministe et non-déterministe de Turing correspondant 
respectivement,d'une par~ à l'exécution des algorithmes déterministes 
et à la classe de problèmes P et,d'autre part,à l'exécution des algo-
rithmes non-déterministes et à la classe de problèmes NP. Enfin, le 
paragraphe I.10. tente de définir les appellations "bon algorithme", 
"algorithme efficace" et encore "algorithme performant". 
Le chapitre II décrit, sans vouloir toutefois donner LA bonne 
méthode, une méthodologie de recherche d'algorithmes efficaces. Nous 
y énonçons d'abord quelques principes généraux qui, loin de prétendre 
constituer une liste exhaustive, présentent quelques points saillants 
qui ont retenu notre attention. Ensuite, nous montrons comment la 
théorie -de la NP -complétion permet de guider la recherche d'algorithmes 
performants. Enfin, nous résumons au paragraphe II .3) en un méta-
algorithmeJ notre méthodologie. 
Au chapitre III, nous résumons les recherches que nous exposons 
par ailleurs en [ 13 J et comparons sept méthodes de résolution du 
problème du flot maximum : méthode de Ford et Fulkerson particularisée 
à la recherche en profondeur d'abord de chaînes augmentantes, méthode 
de Ford et Fulkerson part i cularisée à la recherche en largeur d'abord 
de chaînes augmentantes, méthode d'Edmonds et Karp, méthode de Dinic, 
méthode de redistribution de flux, méthode des préflots ainsi qu'une 
méthode issue de la théorie de la pro grammation linéaire. A cet effet , 
nous précisons, tout d'abord, les notions et appellations relatives 
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au problème traité et définissons trois problèmes qui lui sont proches 
le problème du flot b-canalisé maximum, le problème de transfert de 
Hitchcock et le problème du flot maximum de coût minimum. Ensuite, 
nous caractérisons brièvement chacune des méthodes précitées et donnons 
les alg;rithmes qui en découlent. Le tableau du paragraphe III.7. 
récapitule les résultats que nous avons o btenus et les tableaux III.8.1. 
et III.8.2. fournissent des mesures pratiques des temps d'exécution 
ainsi que, pour les quatre premières, du nombre d'augmentations de 
flot. Enfin, nous concluons ce travail en établissant, selon notre 
point de vue, la supériorité de la méthode de Dinic. 
Les algorithmes sont écrits dans un pseudo-langage proche du 
Pascal qui nous semble assez suggestif. Néanmoins, le lecteur qui 
éprouverait des difficultés à le comprendre peut consulter l'excellent 
ouvrage de C. Baudoin et B. Meyer ( [ 2 J ). De même, en ce qui concerne 
les notions élémentaires de la théorie des graphes, nous le renvoyons 
à [ 8 ] • 
Nous tenons à exprimer notre particulière reconnaissance à 
Monsieur le Professeur J. Fichefet, qui nous a permis de réaliser ce 
mémoire, pour l'aide constante et efficace qu'il nous a apportée. Nos 
remerciements vont aussi à ceux qui, de près ou de loin, ont collaboré 
à sa réalisation. 
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CHAPITRE I 
QUELQUES OUTILS D'ANALYSE DE PERFORMANCE D'ALGORITHME 
Inventer un algorithme est relativement aisé. En pratique, 
toutefois, on désire non seulement développer un algorithme correct , 
eu égard à sa spécification, mais aussi en obtenir un qui soit le 
plus performant possible. Dès lors, l'objectif de la programmation 
est bien d'inventer de "bons" algorithmes capables de résoudre un 
problème donné et de prouver qu'ils sont "bons". 
Ce chapitre tente de préciser ce quel 'on peut entendre 
p ar "algorithme performant", "bon algorithme", "meilleur algorithme" 
et décrit, sans vouloir cependant paraître exhaustif, les outils 
d'analyse de performance d'algorithmes les plus utilisés. 
C et t e d ém arc h e s 'in s cr i t t o u t n a tu r el l em en t dan s l e c a d r e 
de la théorie d'analyse d'algorithme, développée à la suite de 
Knuth, dont le but est, selon Gentleman, "d'obtenir une compréhension 
suffisante des valeurs relatives d'algorithmes compliqués de façon 
à pouvoir conseiller utilement tout qui est désireux d'entreprendre 
un cal cul". On peut, toutefois, élargir cette int e rprétation à 
l'étude de tous les aspects de performance du processus de résolution 
algorithmique d'un problème depuis sa formulation initiale jusqu'à 
l'interprétation des ré!;;ul tats obtenus en passant par tous les 
s ta d es d e d é v el o p p em en t de p r o g r am m e s • 
Tout ceci sous-entend quel 'on ait, tout d'abord, convenu 
de la définition d'algorithme. Nous adopterons c elle ci-après, 
donnée par 1-4. Leroy dans [ 15 ] • 
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I. 1. L e t ra item en t de l ' in f o rm a t ion et l a no t ion d ' al go r i t hm e 
Le mot information possède au moins deu x acceptions distinctes. 
Dans le langage cou.rant, il désigne une affirmation au sujet de 
quelqu'un ou de quelque chose. Dans le jargon informatique , ce 
qu'on nomme information est plus souvent un nombre, une chaîne 
de caractères, un état imprimé, un fichier ou encore n'importe 
quel assemblage de symboles. 
La différence essentielle entre les deu x est que, dans 
son premier sens, l 'informaion ne peut être que vraie ou fausse 
et ce , in dép en dam m en t de t o ut e p en s é e autre q u e l a c om p ré h en si on 
même del 'affirmation. Ains_i, il suffit d 'avoir compris ce que 
signifie l'affirmation qu'il pleuvra dem a in pour savoir du même 
coup, même sans rien connaître à la météorologie, que cette 
a f f i rm a t i o n n e p eu t ê t r e q u e v r a i e o u f a us se , in dép en dam m en t de 
la volonté et des raisonnements de quiconque. Quelle que soit 
l'accumulation d'observations par satell i tes, de théories de 
raisonnement et de calcul sur ordinateur qui a pu conduire les 
météorologistes à être convaincus et à annoncer qu'il pleuvra 
demain, rien de tout cela n'a le moindre pouvoir d'obliger la 
pl u i e à tom ber d em ai n si , en fait , d em ai n il ne pl eut pas. Par 
contre, dans son second sens, l'information n'affirme rien et 
ne peut être susceptible d'?tre vraie ou fausse. Par exemple, 
l e nom br e 4 2 7 n ' a f f i rm e ri en et il serai t vain de se d em an der s ' il 
est vrai ou faux. Seule pourrait avoir un sens, une affirmation 
au sujet de ce nombre. 
C et te am b i g u Ï t é du m o t in f o rm a t i o n . en t ra 1 n e un e am b i g u Ï t é 
de même nature en ce qui concerne la notion de traitement de 
l'information. La confusion est même encore aggravée par la place 
énorme que tiennent aujourd'hui les machines dans cette activité. 
Pouvoir définir au juste ce qu'est le traitement de 
l'information revient tout d'abord à rép o ndre à la question: 
à q u o i s e r t l e t r a i t em en t d e l I in f o rm a t i o n? Ca r , il f au t b i en q u e 
ce t t e a c t i v i té q u e l I on p eu t a p p el e r un e i n du s t r i e , et m êm e un e 
industrie l ou rd e , ait une f in al i té extérieure à el l e -m êm e. 
- 2 -
En admettant que le traitement ne puisse produire que des 
i n f o rm a t i on s , c el l e s - ci n e p o u r r o n t m an i f e s t em en t s e r v i r q u ' à o r i en t e r 
des choix, des décisions, des actions. Il faut évidemment pour cela 
qu'elles soient des informations dans la première acception du terme 
à savoir des affirmations au sujet de certaines réalités ~usceptibles 
d'être vraies ou fausses et on souhaite évidemment qu'elles soient 
vraies. Par exemple, si on apprend qu'il y a 427 pièces en magasin 
alors qu'il en faut au moins 690, il est clair qu'il va falloir faire 
quel que chose. 
Le but de tout traitement est donc de produire des affirmations 
vraies selon un critère de vérité extérieur au traitement lui-même. 
Cependant, de tels jugements de . vérité ne peuvent être tirés que 
· d ' a ut r e s j u g em en t s de v é r i t é. L e t r a i t em en t de l ' in f o rm a t i on a p p ara! t 
don c c om m e un en ch a î n em en t de j u g em en t s d e v é r i t é . s e d éd u i s an t l es 
uns des autres. C'est ce qu'on appelle e ncore un raisonnement. 
C om m e on n I a pas l I é t e r n i t é d e van t s o i • no t am m en t q u an d il 
faut prédire aujourd I hui, le temps q~ 'il fera demain, tous les moyens 
sont bons pour simplifier les raisonnements à condition , ~ien sG~ de 
ne pas en changer les conclusions.L'un d'entre eux est le calcul. 
Alors qu'un raisonnement part de prémisses qui sont des 
jugements de vérité, en déduit, par des arguments de vérités, d'autres 
jugements de vérité et aboutit à des conclusions qui sont elles-mêmes 
des j u g em en t s de v é r i t é , un c al c ul r e ço i t c om m e do n n é e s des o b j et s 
f o rm el s s a.n s si g n if i cati on ( et donc sa n s vérité n i fausseté ) , s o um et 
ces objets à des manipulations sans aucun rapport avec la vérité ou 
la fausseté et produit, par conséquent, comme résultats d'autres 
objets formels sans si9nification, ' ni vérité, ni fausseté. Les 
manipulations qui constituent le calcul sont entièrement déterminées 
par des règles précises, formant ce qu'on appelle un algorithme, 
auxquelles il faut obéir sans se préoccuper de savoir pourquoi il 
faut obéir à ces règles plutôt qu'à d'autres. Pour cette raison, le 
cal cul peut être mécanisé. 
L e cal cul p e rm et de s im p l if i e r l e s r a i s o n n em en t s en r é al i s an t 
une économie considérable d'arguments et de jugements de vérité. 
Ainsi, face au problème de calculer la s omme des deux nombres 427 
et 856, on pourrait théoriquement effect u er un raisonnement "sur 
mesure" qu'on ne fera qu'amorcer telleme n t il serait long et fastidieux. 
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Tout d'abord, les notations "427" et "856" sont des représentations 
abrégées des expressions 
(4xl0+2)xl0+7 et ( 8 X 10 + 5) X 10 + 6 • 
Dès lors, résoudre le problème revient à trouver une expression sous 
forme standard qui ait la même valeur que l 'expression 
(( 4 X 10 + 2) X 10 + 7) + (( 8 X 10 + 5) X 10 + 6) • 
En faisant appel à l a c om m ut a t i vit é et à l ' associativité de l ' ad di t ion , 
on peut se convaincre (jugement de vérité) qu'elle a la même valeur 
que 
( 4 X 10 + 2) X 10 + ( 8 X 10 + 5) X 10 + ( 7 + 6) 
et c om m e on sa i t ( a u t r e j u g em en t de v é r i t é ) q u e l ' exp r e s s i on 7 + 6 
a la même valeur que l I expression 10 + 3, on est ramené à l 'expression 
( 4 X 10 + 2) X 10 + ( 8 X 10 + 5) X 10 + 10 + 3. 
En continuant de la sorte, on aboutirait finalement à! 'expression 
sous forme standard 
( ( l X 10 + 2) X 10 + 8) X 10 + 3 
ou, en abrégé, "1283". 
Comme chacun le sait, il est beaucoup plus économique de 
centraliser tous ces arguments de vérité dans la construction d'un 
algorithme dont l'exécution aveugle, sans recours à aucune justifi-
cation, permettra d'obtenir rapidement la somme de deux nombres 
quel conques. 
Toutefois, si le calcul permet d'éviter la répétition fasti-
dieuse d'un grand nombre d'arguments de vérité, il ne les élimine 
pourtant pas totalement. De fait, pour qu'il serve à quelque chose, 
il faut au minimum qu'on puisse affirmer qu'en appliquant tel algo-
rithme à "427" et "856" on a obtenu "1283" comme résultat. D'une 
part, cette affirmation n'est pas tautologique en ce sens qu'elle 
pourrait être fausse dans la réalité : on peut s'être trompé de 
données ou d'algorithmes ou en avoir mal appliqué les règles. D'autre 
part, le calcul n'a pu produire cette affirmation : il n'a rien produit 
d ' au t r e q u e l I o b j et f o rm el 12 8 3 q u i n ' a f f i rm e r i en du t o u t • 
Il en est ainsi en toute généralité. L'affirmation quel' 
exécution de tel programme avec telles données a produit tels résultats 
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n I e s t j am a i s ta u t o 1 o g i q u e e t n ' e s t j am a i s p r o du i t e p a r 1 ' e x é c ut i on 
du programme. C'est cette affirmation q~i devra être utilisée dans 
la suite des traitements c'est-à-dire des raisonnements qui en ti-
reront les conséquences utiles. 
L'algorithme (ou le programme) appara1t donc comme une 
description précise et rigoureuse d'une suite d'opérations dont 
1 ' ex écu t i on aveu g 1 e p e rm et d ' o b te n i r , s i el 1 e se t e rm in e , 1 a s o 1 u -
tion d'une cl asse de problèmes. 
Une question se pose alors tout naturellement. Etant donné 
une telle cl asse, existe-t-il un al gori thm e capable de 1 a résoudre? 
La théorie de la calculabilité permet d'y répondre et, par suite, 
offre une partition del 'ensemble des classes de problèmes en classes 
de problèmes calculables pour lesquelles la réponse est positive et 
en classes de problèmes non calculables pour lesquelles elle est 
négative. Notre but n'est nullement de la développer ici. Toutefois, 
elle apporte un premier résultat à 1 a quête d'outils de mesure d' 
algorithmes: la non-existence d'algorithmes capables de calculer 
ou d'estimer le temps d'exécution d'un programme appliqué à certaines 
données. 
I.2. La non-existence d'un algorithme capable de calculer ou d'estimer 
1 e t em p s d I e·x écu t i o n d ' un p r o gr am m e 
Afin de démontrer ce premier résultat, rappelons tout d'abord 
que la théorie de la calculabilité prouve que le problème del 'arrêt 
est en toute généralité insoluble algorithmiquement. En clair, cela 
signifie qu'il n'existe pas d'algorithme général capable de déter-
m in e r si 1 ' exécution A ( X ) d ' un al go ri t hm e A a pp 1 i q u é à un e don n é e X 
se t e rm in e o u n on • 
Il s'ensuit qu'il n'existe pas d'algorithme capable de calculer 
précisément le temps d'exécution d'un algorithme appliqué à une donnée. 
De fait, un tel algorithme détermine aussi, pour tout algorithme A 
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et t ou t e don n é e X , si l ' ex é c u t i on A ( X ) s e t e rm i n e : il s u f f i t de 
l ' a p pl i q u e r à A e t à X e t d e v o i r s i l e t em p s d ' ex é c u t i o n d e A à 
X est fini ou non. 
M ai s on p eut encore al l e r pl us l o in et d ém on t r e r q u ' il 
n'e xi.ste pas d'algorithme capable de déterminer, sil 'exécution A(X) 
s e t e rm in e, un e b o r n e s u p é r i eu r e s u r c e t e m p s d ' ex écu t i o n • P o u r l e 
vérifier, considérons l'exécution d'un algorithme comme l'exécution 
d'une succession d'opérations discrètes appelées pas de programme. 
Nous supposerons qu'on ait convenu d'une définition précise de cette 
notion. Quelqu'arbitraire qu'elle soit, la seule chose qui compte 
pour la suite est qu'un pas de programme soit une opération qui se 
termine toujours. Dans ces conditions, pour tout algorithme A et 
toute donnée X, désignons par t(A,X) le nombre total de symboles 
qui figurent dans la donnée X et dans la représentation de A. Bien 
sûr, pour tout 
.Q.(A,X) = 1 est 
0 
que t(A,X) = 1 
0 
entier 1 , le nombre de couples 
0 
fini. En particulier, le nombre 
et tel s que l ' exécution A ( X ) de 
( A , X ) tel s que 
de couples (A,X) tels 
l ' al go ri thm e A à l a 
donnée X se termine est fini. Comme chacun d'entre eux se termine 
a p r ès av o i r ex écu t é un c e r ta i n nom b r e d e p a s d e p r o gr am m e , il ex i s t e 
un nombre 8 ( ,Q, ) majorant ces nombres de pas. Si aucun des processus 
0 . 
A ( X ) tel s que 1 ( A , X ) = 1
0 
n e s e te rm in e , nous p o son~ 8 ( 1
0 
) = 0. Po son s , 
en o u t r e , p o u r t ou t p r o g r am m e A et t ou t e do n n é e X , t ( A , X ) = 8 ( 1 ( A , X ) ) • 
Comme on le vérifie de suite, cette fonction possède la propriété que 
si le processus A(X) ne s'est pas terminé au bout del 'exécution de 
t(A,X) pas de programme, il ne se terminera jamais. Pour conclure, 
il reste bien entendu à prouver que la fonction t n'est pas calculable. 
De f a i t , si n on , l ' al go r i t hm e s u i v an t p e rm et t r a i t de dé te rm in e r , p o u r 
t ou t al g o r i t hm e A et t ou t e don n é e X , si l ' ex écu t i o n A ( X ) s e t e rm i n e 
- caf.cuf..ea. n = t(A,X) .en uLif.i.-1ant f.'af.goa.i.thm.e d.e cal.cul. d.e t, 
- -1i.muf..ea. f.'.exécuti.on d.e A(X) .en comptant e.e nomla..e d.e pa-1 d.e 
pa.oga.amm.e .exécuté-1, 
- -1i. n pa/2 d.e pa.oga.amm.e ont été .exécuté-1 -1an-1 qu.e f.'.exécuti.on 
-1oi.t t.ea.mi.né.e, .en concf.ua..e qu'.ef.f..e n.e -1.e t.ea.mi.n.ea.a jamai.-1: 
-1i.non, atti.a.m.ea. qu'.ell.e -1.e t.ea.mi.n.e. 
D'o~ une contradiction avec le rappel précédent. 
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Remarquons, en outre, que la propriété de la fonction t 
soulignée ci-dessus reste valable pour toute fonction t' telle que, 
pour tout algorithme A et toute donnée X, t'(A,X) ~ t(A,X). Par suite, 
toute fonction majorant t n'est pas calculable non plus. 
Il n'existe donc pas d'algorithme capable de calculer le 
t em p s d I ex écu t i o n d I un al go r i t hm e a p pl i q u é à un e don n é e n i m êm e 
d'algorithme pour déterminer, a priori, quand il est fini, une borne 
sur ce temps d'exécution. Insistons ici sur le fait que ceci n'im-
plique nullement qu'il soit impossible de déterminer une telle borne. 
Simplement, il n'existe pas de procédé uniforme qui en soit capable 
la détermination d'une telle borne impliquera donc un raisonnement 
particulier à chaque situation. 
I. 3 • M es u r es th é o r i g u·e s et p r a t i g u es 
Bien qu'une grande variété de critères puissent servir de 
b as e à l ' an al y se d ' al go r i t hm e , l es m es u r es d u t em p s e t d e l ' es p ac e 
mémoire requis par son exécution retiennent l'attention de la grande 
m a j or i t é d es in f o rm a t i ci en s • No u s par t a g e on s c e p o i n t d e vu e et no u s 
limitons, dans la suite, à ces deux seuls critères. 
Néanmoins, on peut envisager les choses de deux façons diffé-
rentes. D'une part, ces deux grandeurs peuvent être obtenues, de 
façon très pratique, par des mesures exactes de temps de calcul et de 
l a ta il l e m ém o i r e n é c e s sa i r es à l ' ex écu t ion d e l ' al go r i t hm e é tu di é 
sur une machine particulière à partir de données particulières. Cette 
façon de procéder offre, outre l'avantage de sa simplicité de réali-
sation, la possibilité d'obtenir facilement des mesures moyennes 
ainsi que les écarts-types s'y rapportant. Toutefois, les résultats 
obtenus dépendent fortement de la machine particulière utilisée et 
p a r s u i t e d e s es car a c t é r i s t i q u es i n t r i n s è q u es • D ès l o r s , l a c om p a -
raison de deux algorithmes sur deux machines différentes peut con-
duire à des conclusions différentes. 
D'autre part, ces deux grandeurs peuvent être évaluées, plus 
théoriquement, par l'analyse même del 'algorithme. Les mesures ainsi 
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/ 
obtenues sont m o in s précises m ai s p e rm et te n t t o ut e f o i s , g é n é r al em en t 
une meilleure compréhension des coûts temporel et spatial engendrés 
par l'exécution del 'algorithme analysé, notamment de son évolution 
avec la taille du prol:)lème. 
Comme l'implémentation de la première technique est immédiate, 
nous restrefdrons dans la suite notre attention aux différentes appro-
ches de la seconde. 
I. 4. Complexité de·s algorithmes 
La notion de complexité des algorithmes permet de donner un 
sens précis à l'idée intuitive selon laquelle un algorithme est carac-
térisé par un coût. Nous l'avons déjà dit, par coût, on entend géné-
ralement, le temps d'exécution et la quantité de mémoire requise par 
l ' ex écu t i on de l ' al go ri t hm e traité. Il l eu r cor r es p on d respect i v em en t 
l es no t i o n s d e c om p l ex i t é t em p o rel l e e t d e c om p l ex i té s p a t i al e. No u s 
ne développerons toutefois dans ce chapitre que les notions relatives 
au temps d'exécution, celles relatives à l'emplacement mémoire éta11t 
obtenues, mutatis mutandis, à partir des premières. 
Il convient ici encore de distinguer les notions de complexi té 
temporelle pratique et de complexité temporelle théorique. La première 
consiste en une mes ure pl us précise des temps de cal cul et des tailles 
de mémoire pour un modèle de machine bien défini alors que la seconde 
donne des ordres de grandeurs des coûts de façon plus indépendante 
des con di t i o n s p r a t i q u e s d e l ' ex écu t i on de l ' al go ri t hm e. 
Introduisons ces notions à l'aide d'un exemple simple. Pour 
ce faire, proposons-nous d'écrire un programme déterminant pour tout 
nombre entier supérieur à l son plus grand diviseur autre que lui-
même. L'algorithme suivant convient. Le nombre n y représente l'entier 
à traiter et l'entier pgd fournit, après exécution, le diviseur 
cherché. 
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ALGORITHME I. 4. l. 
p gd : = n - 1: . 
7 ani qu.e. ( n mo d i.) # 0 JZ. ép éi.e. JZ. 
1 p gd : = p gd - 1 • 
Un autre al gori thm e possible se base sur 1 a rem arque que le résultat 
cherché s'écrit sous la forme n/m où m est le plus petit diviseur de 
n supérieur à 1. On obtient alors 
AL GO RI T HM E I • 4. 2. 
m : = 2: 
7ani qu.e. m </n .et (nmodm#O) JZ. épéi.e. JZ. 
/ m :: m+1: 
Si. nmodm = 0 
1 
af..oJZ..6 pgd 
,1i.non pgd := 1. 
:= n!m 
P o u r c om p a r e r l es t em p s d ' ex écu t ion d e ce s d eu x al go ri t hm es , é cr i v o n s 
le premier sous la forme 
i. 1 : 
7ant qu.e. c 1 JZ.épéi.e.JZ. 
li.2 
et le second sous la forme 
i. 3: 
7ani qu.e. c 2 JZ.épéi.e.JZ. 
1 i. 4: 
Si. c 3 
1 
a~OJZ..6 l. 5 
.6l.non l. 6 
et désignons respectivement par t(c 1 ), t(c 2 ), t(c 3 ), le temps 
d'exécution des condition~ cl' c 2 , c 3 . (en comptant le cas échéant, 
le temps nécessaire aux branchements sous-jacents) et par t(i.) 
J 
le temps nécessaire à l'exécution de l'instruction i. (j = l, ••• ,6). 
J 
Le temps d'exécution du premier algorithme vaut donc 
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et le temps d'exécution du second, au pl us, 
où a et S représentent le nombre d'itérations des boucles répétitives 
7ani. qu12. 
que l'on a 
dans le premier et second algorithme. On vérifie de suite 
a = n - 2 et s = r rn 7 - 2 
où I ln 7 désigne l'entier immédiatement supérieur à ln et, par 
suite, en introduisant les constantes appropriées a, a', b, b' 
T1 =a+ bn 
T2 =a'+ b'lrÏ 
Nous dirons que la complexité temporelle de l'algorithme I.4.1. est 
(9 (n) au plus, alors que celle du second est (9(/n) au plus. 
Détailler la complexité temporel l e pratique de ces deux 
versions conduirait à calculer les constantes a, a', b, b' propres 
à une machine donnée et dépendant des temps des instructions de 
base. La complexité temporelle théorique semble beaucoup plus 
intéressante ici. En effet, eil~ montre que plus n est grand, plus 
les termes bn et b'/n sont dominants. Par suite, pour n grand, de 
10 l'ordre de 10 , par exemple, le premier prendrait un temps prohi-
bitif sur les machines actuelles en comparaison du second. 
Plus généralement, étant donné un algorithme A, il existe 
presque toujours un paramètre, soit n, caractérisant la taille des 
données auxquelles A s'applique dans chaque cas. Soit . donc T(n) le 
temps d'exécution de l'algorithme A exprimé en fonction den, soit 
en outre f une Tonction du paramètre n. 
L'algorithme A est de complexité temporelle théorique 
'9 (f(n)) au plus s'il existe une constante Cet une valeur n 0 du 
paramètre n telles que, T(n) ~ Cf(n), pour tout n ~ n 0 • Il est de 
complexité temporelle théorique ~ (f(n)) si la limite 
T(n) 
lim 
n++oo f(n) 
existe, est finie et diffère de O. 
Comme on le vérifie de suite, la complexité temporelle 
l.S) (f(n)) imp·lique la complexité temporelle théorique 0 (f(n)) au plus. 
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Toutefois, l'assertion inverse n'est pas vérifié e . 
Nous avons cru bon de mettre en évidence cette différence. 
L'interprétation en est aisée. La complexité temporelle théorique 
c9 (f(n)) implique que pour e: arbitrairement petit et pour n suffisam-
ment grand, le temps d'exécution T(n) ne diffère pas de 
( lim 
n++oo 
T(n) 
--)f(n) 
f(n) 
de plus de e:. Ainsi l'algorithme suivant de multiplication de deux 
motrices A, B de di men si on n x n 
Pou~~ va~iani de 1 à n ~ttQciue~ 
Pou~ j va~iani de 1 à n et/QcLUQ~ 
-1omme := 0; 
Pou~ k va~iani dQ 1 à n Qtteciue~ 
1-1ommQ :: -1omme + a(i,k)xi(k,j}; 
c(i,j) := -1omme 
3 
est de complexité temporelle théorique ~ (n ). Quelle que soit la 
façon dont on raisonne, on n'arrivera pas à démontrer que le terme 
dominant de T(n) diffère de n 3 , si ce n'est pas une constante multi-
plicative. En outre, dans tous les cas de figure de données, le 
3 temps d'exécution restera proportionnel à n • Par contre, la complexi té 
temporelle théorique c.9 (f(n)) au plus implique seulement l'existence 
d'une constante Cet d'une valeur n 0 den telles que 
T(n) ~ cf(n), 'tin~ n 0 
Dans ce cas, rien ne s'oppose à la découverte d'une borne supérieure 
plus stricte et, par suite, à l'établissement d'une complexité tempo-
relle théorique meilleure. Ceci reflète essentiellement deux situations. 
Dans la première, les connaissances actuelles n'ont pu permettre 
l'établissement d'une inégalité plus stricte et rien ne s'oppose à 
ce qu'on y arrive dans le futur. Dans la deuxième, l'inégalité corres-
pond aux comportements de l'algorithme dans les cas les plus défavo-
rables. Dans cette situation, il est fort probable qu'il s'améliore 
dans certains cas de données plus favorab l es. Ainsi en est-il de 
certa i ns algorithmes de tri dont le temps d'exécution est considé-
rablement décru si les données entrées sont partiellement triées à 
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l'origine. Ainsi en est-il aussi, comm e nous l'établissons en 
annexe (cfr. [13] ), de l'algorithme de Dinic dont les performances 
sont nettement accrues si on l'applique à des réseaux de transport 
de capacités unitaires. 
On peut tenter d'appréhender cette situation en introduisant 
la notion de complexité temporelle moyenne théorique définie de 
même que la notion de complexité temporelle théorique si ce n'est 
qu'on y remplace T(n) par le temps d'exécution moyen de l'algorithm e . 
Ceci n'a toutefois de sens que si l ' on peut faire des hypothèses 
probabilistes sur la répartition des données, ce qui est loin d'être 
toujours le cas. 
Notons, enfin, que 1 'expérience enseigne qu'on · peut généra-
lement associer à tout algorithme une situation particulièrement 
défavorable conduisant l'algorithme à des performances catastro-
phiques. A notre avis, la détection d'un tel cas ne doit pas auto-
matiquement entrainer le rejet de l'algorithme; une telle attitude 
ne pouvant, selon nous, résulter que d'une analyse suffisamment 
poussée de ces cas pathologiques. 
Ces définitions se généralisent aisément au cas où le temps 
d'exécution dépend de plusieurs paramètres. Soient donc, T(n 1 , ••• , nm) 
le temps d'exécution de l'algorithme A et f(n 1 , ••• , nm) une fonction 
des m paramètres n1 , ••• , nm. 
L'algorithme A est de complexité temporelle théorique 
l9 (f(nl' ••• , nm) au plus si, pour touti E. {l, ••• , m}, il existe une 
constante C(n 1 , ••• , n. 1 , n. 1 , ••• , n )-éventuellement fonction de l- l+ m 
ces paramètres sauf den . - et une valeur n. du paramètre n. telle 
l l, 0 l 
que 
T(n 1 , ••• , nm) ~ C(n 1 , ••• ,ni-l' ni+l'""" nm) f(n 1 , ••• , nm) 
pour tout n. ~ n. 0 • Il est de complexité temporelle théorique l l, 
(9 (f(nl' ••• ,nm)) si, pour tout i e {l, ••• ,m}, la limite 
lim 
n.++oo 
l 
' n ) m 
'n ) m 
existe, est finie et diffère de O. 
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Bien " sur, au cas où le temps d'exécution dépend de plusieurs 
paramètres, les deux premières notions restent valables. Ainsi, 
l'algorithme A peut-il être de complexité temporelle théorique 
~ (f(n 1 )) et ~ (g(n 2 )). Il convient ici d'attirer l'attention sur 
le fait suivant. : un algorithme peut très bien avoir une bonne 
complexité en terme d'un paramètre et une médiocre en terme d'un 
autre. Le choix du paramètre adéquat est donc primordial. Nous ne 
connaissons malheureusement aucune théorie guidant ce choix. 
Cette approche théorique peut être critiquée parce qu'elle 
néglige les constantes de proportionalité pour ne retenir que les 
comportements asymptotiques. Ainsi, étant donné deux algorithmes 
Al et A2 
T1 (n) et 
-
résolvant " problème un meme et de temps d'exécution respectifs 
T2 (n), il pourrait sembler ' 
. ' a premiere vue que 
les deux algorithmes sont aussi efficaces l'un que l'autre 
parce qu'ils sont de même complexité temporelle théorique, 
2 par exemple, <.9 (n ) , alors qu'un examen plus approfondi 
révèle que T1 (n) = 100 n
2 
+ 2000 n + 100 et T2 (n) = 300 n
2 
+ 
1000 n + 900 et donc que l'égalité T1 (n) = T2 (n) n'est 
vérifiée que pour les valeurs let 4 den 
- l'algorithme A1 est plus efficace que l'algorithme A2 parce 
que, par exemple, le premier est de complexité temporelle 
théorique é)(n) et le second de complexité temporelle 
théorique 0(n 2 ) alors qu'un examen plus approfondi montre 
que T1 (n) est strictement supérieur à T2 (n) pour toutes 
les valeurs den considérées dans la pratique. C'est 
notamment le cas si T1 (n) = 2000 net T2 (n) = n
2 
+ n 
pour lequel ona O<n<l999 ~ T2 (n)<T 1 (n). 
Il ne manque cependant pas d'arguments pour justifier l'emploi 
de la notion de complexité théorique. D'une part, contrairement aux 
mesures pratiques et à la complexité pratique, elle donne des ordres 
de grandeur des coûts d'exécution des algorithmes sans s'attacher à 
un modèle particulier d'drdinateur et sans obliger à exécuter 
réellement ces algorithmes sur un ordinateur particulier. Or, comme 
l'illustrent les deux tables suivantes, ces ordres de grandeur sont 
particulièrement intéressants. 
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Complexité Taille du problème n 
Temporelle 10 10 2 10 3 10 4 
log 2 n 3,3 6,6 10 13,3 
n 10 10 2 10 3 10 4 
n log 2 n 0,33 X 10
2 0,7 X 10 3 10
4 1,3 X 10 5 
2 10 2 10 4 10 6 10 9 n 
n3 10 3 10 6 10 9 1012 
2n 1024 1,3 X 10 30 10100 
10100 
TAB'LE I.4.1. 
Complexité Taille maximum du problème pour une 
Temporelle exécution en 
1 sec 1 min 1 heure 
log 2 n 2 
10 6 26 X 10
7 23,6 X 10
9 
n 10 6 6 X 10 7 3,6 X 10
9 
n log 2 n 62746 2,8 X 10
6 1, 3 X 10 8 
2 10 3 7746 60000 n 
3 10 2 3,9 X 10
2 1,5 X 10 3 
n 
2n 20 25 32 
TABLE I.4.2. 
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La première illustre la croissance des différentes fonctions de 
complexité en fonction de la taille du problème. La seconde fournit 
les tailles maximum des problèmes pouvant être résolus par les algo-
rithmes de complexité correspondante en une limite de temps spécifiée. 
, -6 Nous supposons qu'une operation s'effectue en 10 sec. On remarqu~ 
dans les deux cas, que le comportement des algorithmes de complexité 
logarithmique est le meilleur alors que le comportement des algo-
rithmes de complexité exponentielle est le moins performant. 
D'autre part, elle constitue une notion fondamentale si l'on 
désire tenir compte des progrès technologiques. Le tableau ci-dessous 
indique les tailles maximales des données que permettraient de traiter, 
dans le même temps, les algorithmes A1 à A6 sur une nouvelle géné-
ration d'ordinateurs sous les hypothèses que celle-ci est 10, 100 ou 
1000 fois plus rapide que celle correspondant à la troisième colonne. 
- 1 5 -
Algorithme Complexité Tallle Génération Génération Génération 
Temporelle Maximale 10 fois 100 fois 1000 fois 
plus rapide plus rapide plus rapide 
A,l log 2 
10 100 1000 
n nl nl nl nl 
A2 n n2 10 nl 100 nl 1000 nl 
1 
A3 log 2 '.::'.10n 3 
'.::'.100 '.::'.1000 1 n n n3 n3 n3 
pour n3 >> pour n3 >> pour n3 >> -
A4 
2 /10 10 4 ✓ 100 4 n n4 n4 n n 
AS 
3 1/Io non 10 5 n ns ns ns n . 
A6 2n n6 n6 + log 2 10 n6 + log 2 100 n6 + lo g2 1000 
\ 1 
TABLE I.4.3. 
. 
• 
On remarque à nouveau que l'algorithme A1 (respectivement A6 ) de 
complexité temporelle théorique ~(log 2 n) (resp. <9(2n)) assure 
l'augmentation maximum (resp. minimum) de taille. 
Ceci tend encore à prouver le fait suivant. Si la recherche 
d'un algorithme efficace destiné à être exécuté sur des machines lentes 
semble primordiale, contrairement à ce qu'on pourrait croire, les 
progrès technologiques la rendent encore plus importante, notamment 
du point de vue de la complexité temporelle théorique, les coefficients 
intervenant dans la compl exité pratique devenant au contraire moins 
fondamentaux. 
Enfin, elle est à la base de la théorie très intéressante 
de la NP-complétion que nous.esquissons au chapitre II. 
Toutefois, afin de l'exposer et de poursuivre notre disser-
tation sur les performances d'algorithmes, il convient de spécifier 
un modèle théorique de machine. Malheureusement, il n'existe pas un 
seul modèle applicable à toutes les situations. Une des difficultés 
principales consiste en la taille des mots des ordinateurs. Par 
exemple, si l'on accepte qu'u~ tel mot puisse contenir un entier de 
taille arbitrairement grande, le problème entier peut être encodé 
en un seul entier dans un seul mot. Par contre, si les mots sont 
supposés finis, il est nécessaire de considérer le problème de 
stockage des entiers arbitrairement grand au même titre que les 
autres, ce qui est souvent oublié lorsqu'on traite des problèmes 
de faible taille. 
Pour chaque type de problème, nous devons donc sélectionner 
un modèle approprié qui reflètera autant que possible l'exécution 
des algorithmes sur les ordinateurs réels. Dans les paragraphes 
suivants, nous décrivons deux de ce~ modèles. Le premier appelé 
machine d'accès aléatoire fournit un modèle général duquel en découlent 
trois autres particulièrement intéressants. Le second, la machine 
de Turing servira de base aux développements de la théorie de la 
NP-complétion. 
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I.5. La machine à accès aléatoire 
La machine à acces aléatoire modélise les ordinateurs à un 
seul accumulateur pour lesquels les instructions de programme ne 
peuvent se modifier. 
Elle consiste en 
- une bande de lecture formée d'une suite infinie (vers la 
droite) de carrés dont chacun contient soit le symbole 
blanc, soit un nombre entier éventuellement négatif. Il 
lui est associé une tête de lecture qui, après la lecture 
du contenu d'un carré, se déplace automatiquement d'un 
carré vers la droite. 
- une bande d'écriture décomposée, de même, en une infinité 
de carrés con t enant tous initialement le symbole blanc. 
Après l'exécu t ion d'une instruction d'écriture, un entier 
est imprimé dans la case située en dessous de la tête 
d'écriture qui lui est associée, puis cette tête se dé-
place d'un carré vers la droite. Une fois qu'un symbole 
a été écrit, il ne peut être changé. 
- un programme composé d'instructions auxquelles la machine 
accède grâce à un compteur noté LC (pour Location Counter). 
- une mémoire constituée d'une suite (r.) éventuellement 
l 
infinie de registres capables de mémoriser un entier de 
taille arbitrairement grande. Le premier r 0 , appelé accu-
mulateur, joue un rôle particulier : tous les calculs s'y 
effectuent. 
La f i gure suivante la rep résente. 
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1-
1 
1 
1 
1 
1 
bande de lecture 
î 
-- -- -- -- -- -- -- -- --
, . 
memoi re 
r 
0 
LC pro gramme 
r1 
r2 
" 
. 
--~---
1 1 
bande d ' écriture 
Comme le programme n'est pas stocké en mémoire, il ne 
peut se modifer. Nous supposerons qu'il consiste en une simple 
suite d'instructions dont la nature exacte importe peu pour autant 
qu'elles ressemblent à des instructions habituellement utilisées 
sur ordinateur réel. Ainsi, nous pouvons toujours supposer 1 'existence 
d'instructions a~ithmétiques, d'entrée-sortie, d'adressa ge indirect 
et de branchement. La liste I.5.1 donne un exemple d'un tel ensem-
' 
ble d'instructions dont le format est toujours constitué de deux 
parties 
- le code opératoire 
1 'adresse, elle-même, quand elle est non vide, 
d'une opérande ou d'une étiquette. 
, 
composee 
Chaque opérande est nécessairement 1 'une des trois formes suivantes 
1) = i, indiquant l'entier i lui-même 
2) i, (où i est positif) indiquant le contenu du registre i 
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3) *i, indiquant l'adressage indirect, (l'opérand e est, 
dans ce cas, le contenu du registrer., j étant l'entier 
J 
représenté dans le re gi stre r .• Par convention, la 
l 
_machine s'arrête si j est strictement négatif). 
Code opératoire Adresse 
1. LOAD Opérande 
2. STORE Opérande 
3. ADD Opérande 
4. SUB Opérande 
5. MULT Opérande 
6. DIV Opérande 
7. READ Opérande 
8. WRITE Opérande 
9. JUMP Etiquette 
10. JGTZ Etiquette 
11. JZERO Etiquette 
12. HALT 
-
LISTE I.5.1. 
Ces instructions sont familières à tout qui a programmé en langage 
ASSE MBLER. Comme dit ci-dessus, on peut, bien sûr, en adjoindre d'au-
tres pour autant qutelles restent des instructions de base d'ordi-
nateur. 
Décrivons à présent l'exécution d'un programme quelconque 
formé des instructions de la liste I.5.1. Pour ce faire, désignons 
pour tout i € IN , par c(i) l'entier mémorisé dans le registrer. et 
l 
définissons la valeur v(a) del 'opérande a par les relations 
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/ 
V ( =i) = i 
v(i) = c(i) 
v(*i) = c(c(i)) 
Initialement, on a, pour tout i E- IN, c(i) = O. En outre, le 
compteur LC pointe vers la première instruction du programme à 
exécuter et les têtes de lecture et d'écriture vers le premier 
carré de leur bande respective. 
L'exécution du programme se déroule alors conformément au 
tableau I.5.2 •• Les instructions non définies telles que STOR E= i 
sont considérées comme équivalentes à l'instruction HALT. De même, 
toute division par zéro arrête la machine. 
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1\) 
1\) 
1 
INSTRUCTION 
l. LOAD a 
2. STORE i 
STORE *i 
3. ADD a 
4. SUB a 
5. MULT a 
6. DI-V a 
7. READ i 
READ *i 
8 . WRITE a 
9. JU MP b 
10 . JGTZ b 
11. JZERO b 
12. HALT 
SIG NI FICATION 
c(o) . - v(a) i n cr ém en te r LC d'une unité 
c(i) . - c(o) i n c r ém en ter LC d'une unité 
C ( C ( i ) ) . - c(o) ; i n cr ém en te r LC d'une unité . -
c(o) . - c(o) + v(a) . i n cr ém e n ter LC d'une unité . - , 
c(o) . - c(o) . - - v(a) i n cr ém en te r LC d'une unité 
c(o) . - c(o) * v(a) i n cr ém en te r LC d'une uni té . -
c(o) . - c(o) div v(a) . i n cr ém en ter LC d'une unité 
' 
c(i) ,- symbole se trouvant sous la tête de lecture 
tête d'une case à droite; incrémenter LC d'une unité 
c(c(i)) := symbole se trouvant sous la tête de lecture 
tête d'une case à droite; incrémenter LC d'une unité 
décaler cette 
décaler cette 
imprimer v(a) dans la case située en dessous de la tête d'éc riture; 
décaler cette tête d'une case à droite et incrémenter LC d'une unité 
positionner le compteur LC sur l'instruction libellée par b 
positionner le compteur LC sur l'instruction libellée par b 
si C ( Ü) > o, sinon, i n cr ém en te r ce compteur d'une unité 
positionner le compteur LC sur l'instruction libellée par b 
si c(O)=O, sinon incrémenter ce compteur d'une unité 
arrêter l'exécution 
Tableau I.5.2. 
Comme on le constate de suit e , l'exécution des huit premièr e s 
instructionsa pour effet d'incrémenter le compteur LC d'un e unité. 
Par suite, l~s instructions de tout programme sont exécutées séquen-
tiellement jusqu'à la rencontre d'une des instructions JU MP ·ou HALT, 
de l'instruction JGTZ quand le contenu del 'accumulateur est plus 
grand que O ou encore del 'instruction JZERO quand ce contenu est 
nul. 
Afin d'être complet, remarquons que tout programme définit 
une application del 'ensemble des contenus possibles de la bande 
de lecture dans l'ensem ble des contenus possibles de la bande d' 
écriture. Comme l'exécution d'un programme peut ne pas se terminer, 
cette application est partielle. De plus, elle est sujette aux deux 
interprétatio~s suivantes. Si le programme Pa pour spécification 
de lire les n entiers x1 , ,xn figurant sur la bande de lecture 
et d'écrire un seul entier y, on peut affirmer qu'elle calcule la 
fonction f(x 1 , ,xn) = y. Par ailleurs, si sa spécification est 
d~ lire une chaine sur la bande de lecture et de produire sur la 
bande d'écriture l'un des deux résultats O ou l, elle constitue un 
accepteur de langage, le langage accepté étant, selon les convention s, 
le langage constitué des chaines pour lesquelles P produit O ou l. 
En guise d'exemple, proposons-nous d'écrire un programme 
dont la spécification est de calculer la fonction définie sur l par les 
relations 
si n ;;i: l 
f(n) 
sinon 
L'algorithme suivant co n vient. Le symbole n représente l'entier en 
lequel on veut calculer la valeur de f et le nombre res fournit, 
après exécution, cette valeur. 
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:= n; 
.6i. X > 0 
af.0.11./2 
1.11..e/2 : = 0 
.6i.non 
x._aux. : = x.: 
cp t .eu .11. : = x. - 1 : 
tant qu.e cpt.eu.11. > 0 .el,l,.ectu.e.11. 
1 x. aux. : = x aux ~ x. : 
1 cpt.eu.11. : = ~pt.eu.11. - 1: 
l.11..e/2 : = x._aux. 
Le programme ci-dessous lui correspond. Les variables x., x_aux. et 
cpt.eu.11. sont respectivement mémorisées dans les registres r 1 , r 2 et r 3 • 
Afin de rendre évi dente cette corresponda nce, nous avons négligé 
certaines optimisations. 
programme 
READ l 
LOAD l } JGTZ pas WRITE =0 
JUMP endif 
pas LOAD l } STORE 2 
LOAD l 
1 sus =l STORE 3 
while LOAD 3 
JGTZ c ontinue 
JU MP endwhile 
continue LOAD 2 t MULT l STORE 2 ) 
LOAD 3 } SUB =l STORE 3 
JUMP while 
end while 1.'/RI TE 2 
endif HALT 
l 
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algorithme 
• 
x. : = n 
.6i. X > 0 
af..0.11./2 
.11..e/2 : = 0 
.6i.non 
x_aux := x. 
cpi.e.u.11. : = x. - 1 
tant qu.e cpi.e.u.11. > 0 
.e/./..ectu.e.11. 
x_aux : = x_aux. >'€ x 
cpt.eu.11. : = cpte.u.11. - 1 
.11. e. /2 : = x_aux. 
Déterminon~ à présent, les coûts occasionnés par l'exécution 
d'un programme. A nouveau, nous ne considérerons comme coûts que le 
temps et l'espace nécessaires à cette exécution. 
Nous définissons la première comme la somme des temps d'exé-
cution des instructions qui composent le programme. Dès lors, il 
reste pour la calculer à définir le temps requis par l'exécution des 
instructions de la liste I.5.1 •• Deux coûts peuvent être retenus. Le 
premier, appelé coût uniforme, impose que chaque instruction s'exécute 
en une unité de temps. Le second, le coût logarithmique, tient compte 
de ce que le temps d'exécution d'une instruction est proportionnel a 
la longueur de son opérande. Pour ce faire, au décodage de chaque 
·opérande est associé le coût défini par la table ci-dessous. 
opérande 
=i 
i 
coût 
.Q,(i) 
.Q,(i) + .Q,(c(i)) 
.Q,(i) + .Q,(c(i)) + t(c(c(i))) 
où, pour tout entier i, l(i) . vaut 
l(i) = [ ! 109 _ii_il + l 
1 Sl 1 = Ü, 
si i -/:. 0 
x désignant le pl~s petit entier supérieur ou égal à x . Le temps 
d'exécution de chaque instruction de la liste I.5.1. est alors défini 
par le tableau suivant où t(a) est l e coût de l'opérande a. 
instruction coût 
LOAD a t(a) 
STO RE i l(c(O)) + l (i) 
STORE * i l(c(O)) + l (i) + l (c(i)) 
AOD a t(c(O)) + t(a) 
SUB a l(c(O)) + t(a) 
MULT a t(c(O)) + t(a) 
DIV a l (c(O)) + t(a) 
READ i t ( e ntr ée ) + .Q, ( i) 
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READ * i .Q,(entrée) + .Q, ( i ) + t ( c (i) ) 
WRITE a t(a) 
JU MP b l 
JGTZ b .Q,( C ( Ü ) ) 
JZERO b .Q,( C ( Ü ) ) 
HALT l 
L'espace mémoire nécessaire à l'exécution d'un programme 
fait aussi l'objet d'une mesure uniforme ou logarithmique. Dans la 
p remière optique, cet espace équivaut à la somme des espaces des 
registres auxquels accède le programme, chaque registre requérant 
une unité d'espace. Dans la seconde, il reste égal à la somme des 
espaces des registres auxquels accède le programme mais chaque 
registrer. requiert cette fois l'espace t(x.) où x. est l'élément 
l l l 
de Z le plus grand en valeur absolue stocké durant l 'exéctjtion dans 
r. • 
l 
Cela étant, les complexités temporelles et spatiales se 
définissent de même que ci-avant. 
Il va de soi qu'un · programme peut avoir une complexité 
temporelle ou spatiale totalement différente selon quel 'on re-
tient pour la calculer les coûts uniformes ou logarithmiques. 
La mesure à considérer dépend des situations. S'il est raisonnable 
de supposer que chaque nombre rencontré pendant l'exécution du 
programme peut être stocké dans un mot d'ordinateur, les premiers 
coûts cités doivent être considérés. Dans le cas contraire, les 
seconds semblent mieux appropriés à une analyse réelle. 
En appliquant ce qui précède au programme ci-avant, on 
obtient, comme on le vérifie de suite, 
complexité temporelle 
complexité spatiale 
coûts uniformes 
<9 (n) 
~ , (l) 
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coûts lo garithmiques 
D (n 2 logn) 
c:) (n log n) 
Dans cet exemple, l'optique des coûts uniformes est réaliste 
seulement si un mot mémoire peut contenir un entier aussi grand 
que nn. Dans le cas contraire, il convient de retenir les coûts 
logari~hmiques. Toutefois, ces derniers sont sujets à critique 
car ce qui précède suppose que deux entiers i et j peuvent être 
multipliés ~n un temps de l'ordre de -i) (.Q,(i) + .Q,(j)) ce qui n'est 
pas toujours possible. 
On remarqueraJen outre~ que les complexités temporelle et 
spatiale calculées sur base des coûts uniformes s'identifient aux 
mêmes complexités de l'algorithme associé, calculées plus intuiti-
vement selon le paragraphe 1.4 •• 
Les trois paragraphes qui suivent introduisent trois 
modèles découlant de la machine à accès aléatoire. Tous abstraient 
certaines de ses caractéristiques et en ignorent d'autres. La 
justification de cette façon de procéder réside dans le fait que 
les instructions ignorées représentent au plus une fraction constante 
du coût de tout algorithme résolvant les problèmes auxquels le 
modèle s'applique. 
1.6. Le modèle séquentiel 
La résolution de nombreux problèmes implique uniquement 
la construction de programmes dans lesquels les instructions de 
branchement ne sont 
la répétition d'une 
tionnel à la taille 
utilisées que dans le 
suite d'instructions 
n du pro bl ème. Ain si 
seul but de provoquer 
un nombre de fois propor-
en est-il de la mul tipli -
cation de deux matrices de dimension n x n grâce à l'algorithme de 
la page 11 ou encore del 'évaluation du polynôme 
n n -1 p(x) =a x +a 1 x n n- + . . . + a1 x + a 0 par la règle d 'Horner (évaluant 
le polynôme par l'égalité 
p(x) = ( ••• ((a x+a 1 )x+a 2 )x+ n n - n-
Dans un cas comme dans l'autre et plus g énéralement pour 
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/ 
tout programme de ce type, il est toujours possible d'éliminer les 
instructions de branchement en duplicitant les instructions à répéter 
un nombre approprié de fois. Ainsi, l'algorithme 
Y : = a ; 
n 
Pou~ i va~iant de 1 à n e//ectue~ 
y:: Y-)(.X + a . • 
n-~ 
traduisant la règle de Horner devient respectivement pour n = 1, 
n = 2 et n = 3 
1: . - a1; . -. - Y.}(.X + a . - 0. 
y : = a2; 
y : = y.}(. X + a1; 
y . - y -)(. X + a . - o• 
y . - a3: . -
y : = Y-)(.X + a2; 
y := y -)(. X + a1; 
jy . - y-)(.X + a . . - 0 
Ceci se justifie par le fait que,pour ces programmes, le coût 
occasionné par les instructions de branchement qui y apparaissent 
ne dépasse pas une fraction constante du coût total du programme. 
Il en est souvent de même pour les instructions de lecture. ,lous 
les négligeons aussi en supposant que les données se trouvent en 
mémoire au début de l'exécution du programme. En plus, comme un 
tel programme se termine nécessairement, l'instruction HALT est 
superflue. En outre, pour la même raison, il ne peut accéder qu'à 
un nombre fini de registres quel 'on peut dès lors désigner par 
un nom symbolique. Cette remarque nous dispense encore del 'instruc-
tion d'écriture si l'on prend la précaution de réserver certaines 
adresses s y m bol i que s aux r é su l ta ts. En fi n , c o mm e l ' effet de s adressage s 
indirects peut ~tre déterminé une fois la taille du problème connue, 
les seules instructions nécessaires au modèle séquentiel sont 
STORE, ADD, SUB, MULT, DIV. Il s'ensuit, si l'on convient de remplacer 
les séquences du type 
LOAD a 
ADD b 
STORE c 
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par l 1instruction c := a+ b, que tout pro gramme de ce modèle peut 
s'écrire dans le pseudo-langage composé des instructions élémen-
taires de la forme 
o a y B 
où a, B; o désignent des noms symboliques et y représente une des 
opérations arithmétiques AOD, SUB, MULT, DIV. 
Dans ce modèle, la complexité temporelle théorique d'un 
programme est déterminée par le nombre d'opérations élémentaires 
exécutées et sa complexité spatiale théorique par le nombre de 
registres utilisés. Ainsi, les 
du programme d'évaluation d'un 
sont respectivement i.9(2n) et 
complexités temporelle et spatiale 
polynôme d'après la règle d' Horner 
'-.9 (n + 4). De fait, en particulari-
sant au cas n =3, on peut l'écrire comme suit 
y . - a3 X Xi . -
y : = y + azi 
y . - y X Xi . -
y : = y + a7i 
y :: y X Xi 
ll..e .6 . - y + a . - . 0 
Le registre nommé ll..e.6 fournit le résultat del 'évaluation. 
L'intérêt de ce modèle est double. D'une part, il modélise 
parfaitement la comparaison ou l'analyse d'algorithmes qui consistent 
à compter le nombre d'instructions arithmétiques exécutées. La com-
paraison des algorithmes V.2.1.3. et V.2.3.1. en annexe constitue 
un exemple particulièrement éloquent d'une telle démarche. D'autre 
part, il permet d'introduire la notion de borne inférieure très 
utile dans la recherche del 'algorithme le plus performant. 
Détaillons ce dernier point. La construction d'un algorithme 
capable de résoudre un problème soulève parfois la question de 
savoir combien d'opérations arithmétiques minimum sont requises pour 
le résoudre c'est-à-dire, en fait, le problème de déterminer une 
borne inférieure du nombre d'opérations arithmétiqu e s que tout 
algorithme qui le résout vérifie. Ainsi, A.V: Aho, J. E. Hopc roft, 
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et J.D. Ullman établissent en [1 ] que l'évaluation d'un polynôme 
de degré n représenté par ses coefficients requiert au moins n mul-
tiplications. Ce résultat est tout particulièrement intéressant si 
l'on tente de construire un algorithme ayant cette spécification et 
minimisant le nombre de multiplications. 
Il convient ici de noter qu'une telle borne n'a de sens que 
si le champ mathématique sur lequel travaillent ces opérations 
2 2 
arithmétiques a été précisé. Par exemple, le calcul de x + y dans 
le champ des réels exige, comme on s'en doute, au moins deux multi-
plications, même si les multiplications par une constante sont négli-
gées. Par contre, ce même calcul requiert une seule multiplication 
dan s l e champ de s c o m p l ex e s à sa v o i r ( x + i y ) ( x - i y ) • Ce t te di s tin c -
tion n'est néanmoins qu'académique car le champ communément utilisé 
est celui des réels. 
I.7. Le modèle des circuits logiques . 
Le modèle précédent repose manifestement sur les coûts 
uniformes, qui, comme nous l'avons déjà dit, ne sont appropriés 
que dans le cas où les quantités manipulées sont de taille raison-
nable • Il est possible de le modifier de façon à tenir compte 
de coûts logarithmiques. Le modèle obtenu, que nous appelons modèle 
des circuits logique~ ressemble essentiellement au modèle séquentiel 
si ce n'est 
- que toutes les variables manipulées ne peuvent prendre 
que les valeurs O ou l. (En ce sens, ce sont des bits) 
- les opérations élémentaires utilisées sont logiques 
plutôt qu'arithmétiques : nous utiliserons l'opération 
/\ pour l'opération logique et 
V pour l'opération logique ou 
~ pour l'opération logique ou exclusif 
7 pour la négation. 
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Les complexités théoriques temporelles et spatiales se 
définissent de même que dans le modèle précédent. 
On remarquera que, vu le choix des coGts employé, toute 
opération arithmétique sur les entiers i et j s'effectue en au 
moins i(i)+i(j) pas. En fait, les meilleurs algorithmes connus 
de multiplication et de division d'entiers s'exécutent en plus 
de i(i) + i(j) pas. 
L'intérêt de ce modèle se situe à deux niveaux. D'une part, 
il est très utile pour exprimer le~ opérations de base telles que 
les opérations arithmétiques considérées comme primitives dans 
d'autres modèles. Par exemple, la multiplication de deux entiers, 
tous deux représentés par n bits, s'effectue en un pas de programme 
dans le modèle séquentiel alors que le meilleur résultat démontré 
dans ce modèle est de l'ordre de(n log n log log~ pas. D'autre 
part, il s'applique très bien aux circuits logiques ainsi qu'au 
calcul des fonctions booléennes. L'exemple suivant est particuliè-
rement probant. On y tente de calculer la fonction de { 0,1 x 0,1} 
dans { 0,1} définie par 
sinon. 
Afin de construire le programme qui le calcule, remarquons qu'on a, 
en notant par x, x.y et x + y respectivement les valeurs 7 x, x /\ y, 
X V y, 
et 
- -
xl •Y1 + xl •Y1 = l ~ xl = Y1 • 
Dès lors, il vient 
Le progra~~e et le circuit suiv~nts · en - d~coulent de suite 
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z : = 
w : = 
u : = z. w; 
. -V • -
,_ u+v; y ·-
y :: y.x.2; 
z :: Yzi 
y := y.z; 
·- x.7.w: lL • -
Y ·- y+u. 
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/ 
Remarquons, pour conclure, que ce modèle d'aspect fort 
théorique permet de résoudre certains problèmes de graphe. Par 
le programme suivant, nous nous proposons de résoudre le problème 
de la k - clique particularisé aux graphes à quatre dimensions et 
au cas où k = 3. Dans ces conditions, il s'agit de déterminer si 
un graphe donné de quatre sommets contient un sous-ensemble de 
trois sommets tel que toute paire de ses sommets soit reliée par 
une arête du graphe. 
Ce problème équivaut à la recherche d'une fonction booléenne 
dont les arguments ont pour valeurs O et 1. De fait, en numérotant, 
conformément au graphe ci-dessous, del à 6 les arêtes susceptibles 
d'exister entre les paires de sommets du graphe et en posant y. =l, 
l 
i E.. {l , ••• , 6 } , si l I arête c o r r e s p on dan te ex i s te , y . = 0 si non , 
l 
résoudre le problème revient à déterminer sil 'un des ensembles 
{a,b,c}, {b,c,d}, {c,d,a}, {d,a,b}, possède la propriété que toute 
paire de sommets qui le composent est reliée par une arête. Or, 
ceci revient encore à prouver qu'un produit de trois variables y. 
l 
vaut 1. Par exemple, l'ensemble {a,b,c} vérifie la propriété ci-
dessus si et seulement si on a y1 .y 2 .y 6 = 1. 
4 d ,:----------,., 
3 
1 
6 
CI'--------..... b 
2 
Il s'ensuit que le programme symbolisé par le circuit 
logique suivant résout le problème. 
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Y6 Y2 Y3 Y5 Y3 Y4 Y6 Y4 Y1 
I.8. Le modèle des arbres de décision 
Les deux modèles précédents ne considèrent que les pas 
de programme impliquant un calcul arithmétique ou logique et igno-
rent totalement les instructions de branchement. Ppurtant, il semble 
réaliste, dans le traitement de certains problèmes, de considérer 
le nombre d'instructions de branchement comme une mesure primor-
diale de la complexité. C'est le cas notamment des programmes de tri 
pour lesquels les données sont identiques aux résultats si ce n'est 
qu'ils apparaLssent dans un ordre différent. 
Le modèle présenté dans ce paragraphe tient compte de ce 
·Y5 
fait et considère comme pas de programme les deux branches résultant 
d'une comparaison entre deux quantités. Les programmes y sont repré-
sentés sous forme d'arbre binaire appelés encore arbres de décision ; 
chacun des sommets y symbolise, en effet, une décision. Son ? arcours · 
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s ' e f fectue comme suit. Tout d'abord, le test r ep r é s e nt é par la 
r aci ne courante e st eff ectu é , puis, s uiv ant l e r é s ultat o bt e nu, 
un de ses fils est examiné. Le résultat final apparait quand une 
des feuilles del 'arbre est atteinte. 
La figure suivante illustre cette notion d'arbre de décision. 
Elle décrit un programme dont la spécification est de t r ier trois 
nombres a, b, c. Les tests y sont encerclés ; pour chacun, la branche 
de gauche correspond au cas où il s'avère positif, la branche de 
droite au cas contraire. 
l'ordre est 
a < b < c 
l'ordr e e s t 
a < c <b 
,----L..---~ 
jl'ordre est 
· b <a < c 
' 
l'ordre est 
c < a< b 
l'ordr e e st 
b < c <a 
l'ordr e e st 
c < b < a 
Dans ce modèle, la complexité temporelle d'un algorithme 
est + a hauteur del 'arbre de décision - c'est- à -dir e le nombre 
maximum de comparaisons situées sur un chemin allant de sa racine 
à une de ses feuilles - considéré comme une fonction de la taille 
du p r o b l èm e t r ai t é • 
Remarquons que le nombre de sommets d'un arbr e de décision 
pe ut e xcéder de beaucoup sa hauteur. Ainsi, un arbre de décision 
associé à un pro gramme de tri den nombres a au moins n! feuilles 
alors que sa hauteur est de l'ordre de n lo g n. 
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L'intérêt porté à ce modèle provient du fait qu'il 
s'applique particulièrement bien aux programmes que 1 'on peut 
représenter sous forme d'arbres de décision. Les exemples les 
plus éloquents sont, sans doute, les programmes "Branch and Bound", 
de tri et encore de recherche dans des tables triées. 
I.9. Les machines de Turing 
Ce paragraphe décrit deux machines ayant accès a une 
masse d'information potentiellement illimitée. Nous les appelons 
machine déterministe de Turing et machine non déterministe de 
Turing en l'honneur de A.M. Turing qui les introduisit en 1938 
dans son article[21] mondialement connu. Sien qu'on puisse les 
considérer comme 1 'expression la plus élémen~aire de la notion 
de machine, elles n'en restent pas moins aussi puissantes que 
les machines ordinaires et, jusqu'à ce jour, aucun exemple d'al-
gorithme n'ayant son équivalent sur ces machines n'est connu, ce 
qui renforce la thèse de Church selon laquelle tout procédé 
uniforme peut être réalisé sur une machine de Turing. 
Ces machines sont dédiées à la résolution de problèmes 
de décision c'est-à-dire de problèmes dont les solutions sont 
booléennes (oui ou non). Ceci ne restreint en rien leur gene-
ralité car, comme on le vérifie de suite, tout problème peut 
toujours se formuler sous une telle forme. 
A toutes fins utiles, rappelons, avant de les exposer, 
quelques notions relatives à la théorie des langages. Dans la 
suite de ce travail, nous appelons 
- alphabet, un ensemble fini de symboles, 
- c h ai n e de 1 ' al p h a be t E un e su i te fi n i e d ' é 1 ém en t s de E 
- longueur d'une chaine, le nombre d'éléments qui la 
composent, 
- langage sur 1 'alphabet E, un ensemble de chaines de 
cet alphabet. 
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De plus, les notations 
E,E*, L 
désignent respectivement un alphabet, l'ensemble des chaines de 
l'alphabet E et un langage. 
La notion de schéma d'encodage établit une correspondance 
entre les problèmes de décision et les langages. Nous définirons 
un schéma d'encodage e relatif à 1 'alphabet E et à la classe de 
problèmes TT Comme une application qui,à tout problème de TT,associe 
une chaine de E*. Comme on le vérifie de suite, ceci partitionne 
1 'ensemble E* en trois classes de chaines 
1) l 1ensemble des ·chaines qui ne correspondent à l'encodage 
d I au c u n p r o b 1 èm e d e TT, 
2) 1 'ensemble des chaines correspondant à l'encodage de 
problèmes de TT dont la solution est positive, 
3) 1 'en semble des chaines correspondant ' 1 'encodage de a 
pro bl ème s de TT dont la solution est négative. 
La deuxième joue un rôle particulier. Nous l'appelons langage 
. , 
' et ' et la notons l(TT,e). associe a 1T a e 
Il convient ici de remarquer qu'on peut associer en toute 
généralité à toute classe de problèmes plus d'un schéma d'encodage. 
Cette remarque nous obligera dans la suite à observer, chaque fois 
qu'un nouveau concept est introduit en terme de langage, que 1~ 
propriété associée est indépendante du codage utilisé. Ceci sera 
toujours vérifié tant que nous nous limiterons à utiliser des 
schémas d'encodage "raisonnables". 
Dans cette optique, la propriété envisagée pourra être 
considérée comme propre à la classe de problèmes et indépendante 
d'un schéma d'encodage. Cette façon de faire requiert évidemment 
la possibilité d'exhiber, à la demande, un schéma d' e ncoda ge par-
ticulier e tel que la propriété soit vérifiée pour L( TT ,e). Notons 
encore qu'en procédant de la sorte, nous perdons toute idée précise 
de la longueur des entrées. Comme il s'agit d'une notion fondamen-
tale pour la complexité des algorithmes, nous suppos e rons qu·'est 
associée à chaque classe de problèmes de décision TT une fonction 
ind ép endante de l'encoda ge Len gth: TT+ JN polynomial eme nt r e liée 
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aux longueurs des entrées qu'on pourrait obtenir à l'aide d'un 
schéma d'encodage raisonnable. Cette dernière restriction équivaut 
encore à imposer pour tout schéma d'encodage raisonnable e de TT, 
l'existence de deux polynômes pet p' telle que tout problème Ide 
TT et toute chaine x qui l'encode sous e, vérifient les inégalités 
Length (I) ~ p(lxl) 
et 
1 xi ~ p' (Length(I)) 
où I x I désigne la longueur de x. 
Reste à présent à convenir du caractère raisonnable d'un 
schéma d'encodage. L'acception généralement admise l'identifie aux 
deux notions de concision et de décodabilité. 
Développons-les. La première impose que les problèmes soient 
décrits aussi brièvement qu'ils le sont dans la pratique. Par suite, 
il est exclu d'allonger artificiellement les données d'un problème 
pour essayer, par exemple, de convertir un algorithme de complexité 
exponentielle en un algorithme de complexité polynomiale. La seconde 
exige qu'à toute variable del 'énoncé générique décrivant la classe 
de problèmes traitée puisse être associé un algorithme de comple-
xité temporelle polynomiale capable d'extraire -sa valeur d'un 
problème particulier de la classe. 
Bien qu'en général satisfaisante, cette pseudo-définition 
n e fou r n i t t o u t e f o i s p a s de d é fi n i t i o n f o r m e 11 e de " s c h ém a d ' en -
codage raisonnable". Alors même que la majorité des informaticiens 
pourrait s'accorder sur le caractèreraisonnable d'un schéma d'en-
codage particulier, l'absence d'une telle définition peut paraitre 
inconfortable. Une façon élégante de résoudre cette difficulté 
serait d'exiger que les énoncés génériques des classes de problèmes 
soient formés à partir d'une collection déterminée d'objets de 
base. Nous n'imposerons pas une telle contrainte ici. Toutefois, la 
notion de schéma d'encodage utilisée dans la suite s'en inspire. 
Elle réfère à la description suivante. 
Soit l'alphabet L= {O, 1, -,[, ], (, ), ,} • Définissons 
d'abord récursivement les chaines structurées par les règles sui-
v an tes 
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(1) la représentation binaire d'un entier k considéré 
comme chaîne dè O e t del ( , , , pr cc e ckc du si gne - si k 
est négatif) est une chaîne structurée représentant 
cet entier 
(2) six est une chaine structurée représentant 1 'entier k, 
alors [x] est une chaîne structurée. Elle peut être 
utilisée comme un nom (par exemple, pour un sommet dans 
un g r a p h e , u n en se m b 1 e d ' é l ém en t s ) 
(3) si les chaines structurées x1 , ••• ,xm représentent les 
objets x1 , ••• ,Xm; alors (x 1 , ••• ,xm) est une chaine 
structurée; elle représente la suite <X 1 , ••• ,Xm> 
La dernière permet, connaissant la représentation de chaque objet 
intervenant dans un énoncé générique d'une classe de problèmes, 
de construire la représentation de cet énoncé. Dès lors, pour déri-
ver un schéma d'encodage d'un problème de décision particulier 
spécifié dans ce -format standart, il reste à fournir la représentation 
de chaque type d'objet. Nous ne considérerons ici que les entiers, 
les nombres rationnels, les suites, les ensembles, les graphes, les 
fonctions définies dans des ensembles finis ainsi que les éléments 
non structurés. 
- Les règles (1) et (3) délivrent la représentation des 
entiers et des suites 
Pour représ~nter les éléments non str~cturés d'un pro-
blème, il suffit d'assigner à chacun un nom construit 
par la règle 2 de telle sorte que sil 'on en dénombre 
N, aucun nom de taille strictement supérieur à N ne 
soit utilisé 
- Un ensemble est représenté en ordonnant s e s éléments 
et en considérant la chaine structurée correspondant 
à la suite ainsi créée 
- Le graphe (X,U) est représenté par la chaine structurelle 
(a,S) où a et S sont respectivement les chaines structurées 
représentant 1 'ensemble de s sommets X et l'ensemble des 
arcs U. 
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. . 
/ 
La fonc t ion finie f : { u1 , ••• ,Um} + ','/ est r ep résenté pa r 
la c haine ((x1 ,y1 ), •.• ,( x ,y )) où x . e st l a chain e m m 1 
structurée représentant l'objet f(U.) €-\V (l < i ~ m) 
l 
- Le nombre rationnel q est représenté par la chaine struc-
turée (x,y) où x et y représentent respectivement les 
entiers a et b premiers entre eux et tels que q = a/b. 
Décrivons à présent la machine déterministe de Turing. 
I.9.1._La_machine_déterministe_de_Turing 
Elle consiste en 
- une bande formée de deux suites infinies de carrés , 
indicées par Z 
- une tête de lecture-écriture 
-
un 
-
un 
état de contrôle 
pro gramme, appelé D-p ro gramme et défini par 
* un ensemble fini r de symboles incluant 
un sous-ensemble E c r de symboles d'entrée 
et le symbole blanc b E. r - E 
* un ensemble fini Q d'états contenant un état 
de départ q 0 et deux états d'arrêts qy et qN 
* une fonction de transition 
6 : (Q \ {qY,q N}) xr+Q x r x { -1,l} 
état de 
contrôl e 
~ 
~ tête de lecture - écr i ture 
. . . bande 
- 3 
- 2 
- 1 0 2 
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L'exécution du D-pro gramme se déroule comme suit. I nit i alement, un e 
c hai ne de longueur 1 composée d'éléments de L remplit les cases 
d'indices l à 1, l'état de con~rôle est q 0 et la tête de lecture-
écriture explore le carré d'indice 1. Le processus suivant s'itère. 
' Si l'état de contrôle q est qy ou qN' le calcul se termine et 
fourni t l a r ép on se o u i si on a q = q y , non sinon • Dan s l e c as con traire , 
en notant s le symbole sous la tête de lecture-écriture, la fonction 
o appliquée à q et s délivre le triplet cS (q,s) = (q',s',6). La tête 
de lecture-écriture efface alors s, imprimes' à sa place et se 
dép l ace d ' un carré vers l a d roi te si 6 = l , d ' un car r e ver s l a 
gauche si 6 = -1. En outre, l'état de contrôle devient q'. Une 
nouvelle itération peut alors commencer 
Le nombre d'itérations ainsi crééesdétermine la complexité 
temporelle de ce programme. De fait, pour tout D-programme dont 
l'exécution à partir de toute chaine de L* se termine, nous définis-
sons sa complexité temporelle, comme la fonction den 
TM(n) = max {m : 3 une chaine x E L* de longueur n telle que 
l'exécution de M à x se termine après m pas} 
Par suite, nous dirons d'un tel D-programme qu'il est de complexité 
temporelle polynomiale s'il existe un polynôme p tel que pour tout 
x E:: IN , TM ( n ) ~ p ( n ) • 
Convenons encore des définitions suivantes : 
l) une chaine x ç:, L* est acceptée par le D-prog r amme M si 
l'exécution de M avec x pour état initial du ruban se 
termine sur l'état qy 
2) 
3) 
le langage reconnu par le D-programme ;vi est l'ensemble 
LM de chaines de L* acceptées par X 
un D-p r o gramme M résout le problème de décision TT sous 
le schéma d'encodage e si M s'arrête pour toutes les 
chaines de son alphabet d'entrée et si l'on a LM =L( TT ,e). 
La classe suivante joue un rôle fondamental dans la théorie 
de la NP-compl~tion. Mathématiquement, elle s'écrit 
P = {L : 3un D-programme M de complexité t empo rell e 
p o l y n o m i al e t el q u e L = L >1 } 
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Moins formellement, on dit qu'une classe de pro bl èm es de décision TT 
appartient ' p le schéma d'encoda ge si le lan g a ge L(TT,e) a sous e 
app arti en t ' p qui a ou, ce est équivalent, s'il existe un D -p r o gr am me 
de complexité polynomiale qui résout TT sous le schéma d'encodage e. 
La discussion précédente sur les xhémas d'encodage raisonnables nous 
permet de dire plus simplement dans ces conditions que TT appartient 
à p. 
Il est une autre classe tout aussi intéressante. Elle 
apprihende non pas, comme la précédente, la possibilité de résoudre 
un problème par un algorithme qe complexité temporelle polynomiale 
mais la faculté de vérifier par un tel algorithme qu'une solution 
candidate est bien solution du problème. Afin de la définir; on 
pourrait , en raisonnant intuitivement, tenter de remplacer dans la 
définition de P, la notion de programme par celle de programme non 
déterministe~ en ce sens que son exécution se déroulerait en une 
phase de devinette suivie d'une phase de choix. La première consis-
terait à deviner une solution d'un problème de la classe à résoudre 
qui conjointement i la description de ce problème conduirait la 
deuxième, déterministe cette fois, à 1~ réponse oui, à la réponse 
non, ou encore à un bouclage infini. Ceci n'est évidemment raison-
nable que si tout programme non déterministe vérifie l'équivalence 
pour tout problème Ide la classe TT analysée, la réponse à I est 
oui si et seulement s'il existe une solution de I telle que l'exé-
cution de la phase de rihoix avec pour donnée cette solution et la 
description de I délivre la réponse oui. 
Remarquons qu'elle introduit une dissymétrie entre les 
réponses oui et non qui n'existe pas dans la définition de la 
classe P. De fait, dans ~e cas, la résolution par un p ro gramme 
déterministe du problème "Etant donné I, est-ce que X est vrai pour 
I " i m p l i q u e q u e s o n c o m p l ém en t ai r e "E tan t do n n é I , X e s t - i l f au x 
pour I" peut être résolu par un programme déterministe. Comme tous 
les programmes déterministes, considérés pour définir la classe P, 
convergent pour toute entrée, il suffit, en effet, d'interchanger, 
dans le programme déterministe,les états d'arrêts qy et p N. Un tel 
raisonnement ne s'adopte bien sûr pas aux programmes non déterministes. 
La machine non déterministe de Turin g permet de définir 
rigoureusement les programmes non déterministes. 
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bande 
I .9.2. La machine non déterministe de Turin g 
------------------------------------------- ~ 
La machine non déterministe de Turing ressemble en 
certains points à la machine déterministe de Turing. Elle dis-
pose aussi d'une bande formée de deux suites infinies de carrés 
indicée par Z et possède de même un état fini de contr6le ainsi 
qu'une tête de lecture-écriture. Toutefois, un module de devi-
nette muni de sa propre tête de lecture-écriture s'y ajoute. 
Enfin, le D - programme est remplacé par un NP -programme défini 
de la même façon mais d'exécution différente car composée de deux 
stades distincts. 
module de 
devinette 
1 1 
. 3 . 2 
tête de 
lecture-écriture 
0 2 
état de 
contrôle 
3 4 
tête 
lecture -écriture 
Dans le premier, une chaine devinée est écrite dans les 
cases d'indices négatifs. Pour ce faire, le procédé suivant est 
utilisé. Initialement, une chaine x de longueur lx I remplit les 
carrés d'indices l à lx I; les autres carrés de la bande contiennent 
le symbole blanc. La tête de lecture-écriture du module de devi-
nette scanne le carré d'indice -1 et celle del 'état de contr6le 
le carré d'indice l. Le processus suivant s'itère alors. Le module 
de devinette écrit un symbole deviné arbitrairement sur la case 
qu'explore sa tête de lecture-écriture. Puis une des deux actions 
suivantes s'exécute. La première déplace cette tête d'un carré vers 
la gauche et une nouvelle itération peut commencer. La seconde 
arrête le module de devinette; l'état de contr6le est alor s activé 
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à l'état q 0 • Le choix entre ces deux situations est décidé 
aléatoirement par le module de devinette. 
Le second, le stade de choix, s'exécute une fois l'état de 
contrôle activé à l'état q 0 • A partir de ce point, tout se déroule 
conformément à l'exécution d'un D - programme. Bien entendu, cette 
fois, la chaine devinée peut et est habituellement examinée. 
L'exécution s'arrête à nouveau lorsque l'état de contrôle est un 
des deux états d'arrêt. S'il s'agit de q, l'exécution est dite y 
acceptable. 
Notons ici qu'à tout ND-programme M est associé une infinité 
d'exécutions possibles correspondant à chaque chaine devinée. Nous 
dirons qu'un ND-programme accepte la chaine x si au moins une de ces 
exécutions à partir de x comme contenu initial de la bande est accep-
table. Le langage reconnu par le ND-programme M, noté LM, est à nou-
veau 1 1 ensemble { x E Z:* : M· accepte x} 
Du fait de l'existence d'un module et d'une phase de devi-
n e t te , l a c o m p l ex i t é d ' un N D - p r o gr am m e di f f ère de ce 11 e d ' un 
D - programme • Nous définirons le temps requis par un ND - programme 
M pour accepter la chaine x E. LM' comme le minimum sur tous les 
calculs acceptables de M pour x, du nombre de pas apparaissant dans 
les étapes de devinette et de choix jusqu'à l'obtention del 'état 
q. Par suite, la complexité temporelle théorique de M vaut y 
TM(n) = max {l, max { m 3 une chaîne x €. L~.1 de longueur n 
telle que le temps mis par M pour accepter x 
est m}} 
Un ND -programme M est dit "de temps polynomial" s'il existe un 
polynôme p tel que \ 1(n) ~p(n), pour tout n. 
Nous sommes à présent à même de définir la classe NP. 
Formellement, celle-ci s'écrit 
NP = {L : 3 un ND - programme M de temps polynomial tel que 
LM = L} 
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Un raisonnement analogue à celui effectué pour la classe P permet 
d'affirmer qu'une classe de problèmes TT appartient à NP sous le 
schéma d'encodage e si le langage L(TT,e) appartient à NP et, par 
suite, d'identifier la classe NP à l'ensemble des classes de 
problèmes de décision résolubles par des algorithmes non déter-
ministes de temps polynomial. 
I.10. A propos de l'algorithme le plus performant 
Les paragraphes précédents décrivent plusieurs outils de 
performance d'algorithmes. Ils soulèvent inévitablement les 
questions : 
Quand peut-on considérer qu'un algorithme est bon ? 
Quand peut-on considérer qu'un algorithme est efficace ? 
Quand peut-on considérer qu'un al gori thm e est performant ? 
Quels ou ti 1 s convient-il d'appliquer pour évaluer judicieuse-
ment les performances d'un algorithme? 
Ces questions sont tout particulièrement importantes car1 pour un 
utilisateur, le critère d'efficacité ou de performance est le seulJ 
en dernier recours,qui lui permette de choisir entre deux ou 
plusieurs algorithmes ayant, par ailleurs, les mêmes prétentions. 
Selon Donovan - et d'une façon générale tous ceux qui 
choisissent un langage de base pour représenter les algorithmes -
pour apprécier correctement les performances d'un algorithme, il 
faut calculer son temps réel moyen d'exécution. Aucune autre mesure 
ne peut en donner une bonne approximation. 
Cet avis peut être critiqué. D'une part, toute moyenne n'a 
de sens que si elle est rapportée à une distribution probabiliste, 
ce qui est rarement le cas pour les données. Pour nous en convaincre, 
considérons l'exemple suivant de A. Cournot ( [ 11] ). Prenons, dit-il, 
plusieurs triangles rectangles et faisons la moyenne des longueurs 
des côtés. Les trois moyennes obtenues peuvent bien sûr servir à 
bâtir un nouveau triangle. On pourrait peut-être l'appeler triangle 
moyen mais il n'est pas rectangle. Pour preuve, les quatre triangles 
rectangles suivants 
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1 er côté 2 eme côté hypothénuse 
5 12 13 
15 8 17 
3 4 5 
7 24 25 
moyenne 7,5 12 15 
pour lesquels le résultat n'est pas un triangle rectangle puisque 
, . " , ( )2 ( )2 la somme des carres des deux premiers cotes est 7,5 + 12 = 
200,25 et que le carré de l'hypothénuse vaut (15) 2 = 225. Dès lors, 
en combinant plusieurs objets possédant tous une même régularité, 
on obtient un objet qui n'a plus la même propriété. Par conséquent, 
l'interprétation des données statistiques ne peut reposer sur la 
la seule moyenne· il convient de tenir compte d'autres paramètres 
importants des distributions manipulée~. 
D'autre part, le temps moyen n'apporte aucune information 
surlecomportement d'un algorithme dans un cas particulier. Or, 
ce qui intéresse fondamentalement l'utilisateur, c'est de pouvoir 
répondre à la question : étant donné tel cas de figure, quel algo-
rithme se montrera le plus performant? 
Enfin, le temps moyen sè rapporte à un modèle particulier 
d'ordinateur. Par suite, les conclusions peuvent ne pas se trans-
poser exactement à un autre modèle. 
Il n'empêche, il convient de l'avouer, que cette mesure 
constitue, en pratique, un excellent indicateur de performance. 
Notre propos n'est pas de polémiquer sur ce sujet; nous 
voulons simplement mettre en évidence les quelques remarques sui-
vantes qui nous semblent fondamentales : 
l) Pour évaluer un algorithme capable de résoudre un 
problème, il n'existe pas un seul outil à appliquer, 
mais plusieurs, certains étant mieux appropriés à 
certaines situations qu'à d'autres. Ainsi, R. Lessuisse 
compare-t-il en [17 ] des algorithmes de recherche 
dichotomiques sur base du nombre d'essais. Ainsi com-
parons-nous en annexe deux al gorithmes de programmation 
linéaire sur base de multiplications et de divisions 
qu'ils contiennent. 
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2) Si on n'y prend garde, les mesures prises peuvent très 
bien sous-estimer ou surestimer les capacités d'un algo-
rithme. Par exemple, la complexité tient compte de tous 
les cas de figure possibles mais il est fort possible 
que,pour les applications traitées, l'algorithme soit 
appliqué à des données favorables et, par suite, ait un 
comportement meilleur que celui annoncé. De même, en 
n'y faisant pas attention, on peut très bien calculer un 
temps moyen d'exécution en générant aléatoirement des 
données qui n'ont que peu de rapports avec les données 
manipulées en réalité. 
3) Il est agréable lorsqu'on développe un produit logiciel 
de pouvoir disposer d'algorithmes capables de résoudre 
le problème qu'on leur a assigné mais, en outre, en . les 
modifiant légèrement, de résoudre certains problèmes 
voisins. En ce qui concerne ce dernier point, certains 
algorithmes s'adaptent mieux que d'autres. 
Nous conseillons donc pour évaluer un algorithme ou encore pour 
comparer plusieurs, de prendre autant de mesures que possible de 
façon la plus réaliste et la plus adéquate qui soit, puis de les 
agréger. La procédure d'agrégation sera bien sûr propre à chaque 
utilisateur, de même que la réponse aux questions précédentes 
ainsi qu'à la question de savoir l'algorithme le plus performant 
d'un ensemble d'algorithmes. 
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CHAPITRE II 
VERS UNE METHODOLOGIE DE RECHERCHE D'ALGORITHMES EFFICACES 
Sous ce titre bien ambitieux, nous décrivons certaines 
approches permettant d'obtenir, étant donné un problème ou plus 
généralement une classe de problèmes, un algorithme de complexité 
spatiale et temporelle faible qui le résout. Il s'agit, sans nul 
doute, d'une des branches les plus difficiles de la programmation 
et, par voie de conséquence, l'obtention d'un algorithme efficace 
restera certainement un art à part entière. Bien qu'il n'existe 
pas de règles miracles, on peut, cependant, guider la recherche 
d ' un al g o r i t hm e p e r f o rm an t • En é cr i van t c e ch a p i t r e , n o t r e b u t 
est moins d'énoncer une liste fastidieuse de méthodes utilisées 
que de présenter quelques points saillants qui ont retenu notre 
attention. De ce fait, ce chapitre peut para!tre incomplet mais, 
répétons-le, nous n'avons nullement la prétention d'être exhaustif. 
Enonçons, tout d'abord, quelques principes généraux. 
, · 
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II. l. 
, , Quelques principes generaux 
I I. l. l. _Div i se r _p ou r _ r é 9. n e r 
L'une des idées les plus décisives consiste à décomposer 
un problème de taille n en une opération d'une certaine complexité, 
<.0(n) ou D (l) par exemple, et en un ·problème semblable de taille m, 
inférieure à n, ou pl us généralement k problèmes de tailles 
m1 ,m 2 , ••• ,mk telles que m1 +m 2 + ••• +mk~ n. 
Ceci n'est rien d'autre que 1 'idée d'une résolution 
récursive d'un problème. Pour rappel, ·cette méthode implique les 
trois étapes 
- paramétrage du problème, faisant appara!tre les différents 
éléments dont dépend la solution et, en particulier, la 
taille du problème à résoudre. 
- recherche d'un cas trivial et de sa solution. C'est 
souvent l'étape-clé del 'algorithme. (Un tel cas apparaît 
généralement quand la taille· du probième est nulle ou 
égale à l) 
- déc om p o s i t i on du c a s g é n é r al v i s an t à l e r am en e r à 
un ou plusieurs problèmes, en principe plus simple(s), 
de taille plus petite. 
Bon nombre de méthodes de tri en découlent. 
II. l. 2. _Eguil ibrer 
Toutes les méthodes de division, cependant, ne donnent pas 
le même résultat du point de vue de la complexité théorique. Pour 
nous en convaincre, considérons les deux méthodes de division 
suivantes. 
La première ramène le problème de taille n à un problème 
de taille n-1, en exécutant des opérations de complexité tem-
porelle c.9(n). Il vient, dès lors, si T(n) désigne la complexité 
temporelle del 'algorithme qui en découle etc une constante, 
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pour n assez grand, 
T(n) ~ c n + T(n-1) 
et encore, en développant, 
T ( n ) ~ c n + c ( n -1) + ••• . + c + T ( 0) 
c'est-à-dire 
T(n) ~ c n(n+l) + T(O) 
2 
Par conséquent, l'algorithme sous-jacent à cette méthode est de 
complexité temporelle théorique c.9(n 2 ). 
La deuxième ramène un problème de taille n en deux 
sous-problèmes de tailler; l (où 1xl désigne le plus petit entier 
plus grand ou égal à x) moyennant aussi des opérations de com-
plexité i.9 (n). Il vient alors, en utilisant des notations semblables, 
T'(n) ~ en+ 2 T'( lil) 
et, donc, 
T' ( n ) ~ c n + 2c n 2 + 4c 
n 
4 
log n 
+ ••• + 2 2 T'(l) 
c'est-à-dire 
T'(n) ~ log 2 n en+ n T'(l). 
Dan s c e s con d i t i o n s , l I al go r i t hm e o b te n u es t, c e t t e f o i s, d e 
complexité temporelle théorique "9(n log n), ce qui est incompara-
blement meilleur que t.9 (n 2 ). 
Il ne suffit donc pas de diviser pour obtenir des algo-
r i t hm e s e f f i c ac e s , en c o r e f a u t - il é q u il i br e r l e s m o r ce a u x r é su l tan t 
des divisions. A ce propos, l'expérience enseigne que, en général, 
parmi toutes les partitions possibles, c'est la division en parties 
égal es qui donne les meilleurs résultats. 
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II. l. 3. _Eviter _les _répétitions 
L'étude approfondie d'un algorithme met parfois en évidence 
l a r ép é t i t i o n de l I é val u a t i o n d I un e m êm e q u an t i t é • A in s i en es t - il 
de l I al go rit hm e récursif de cal cul du nom br e de c om binais on s cP 
n 
basé sur les formules cP = cP 1 + cP-1
1 
, en = l , c0 = l pour tout 
n n- n- o n 
n , p > 0 • C om m e l e m o n t r e l e g r a ph e ci - des s o us , il en t r a in e , en 
effet (notamment), le calcul de cP- 12 deux fois ainsi quel 'éva-n-
P-1 cP-2 luation de C · et trois fois. 
n -3 n -3 
cP 
n-1 
~ 
cP 
n 
cP 
n-2 
/ Cp-1 
n-2 
cP-2 
n-2 / \ / 
cP 
n-3 "" 
cP-1 
n-3 
/ ~ 
cP-1 cP-2 
n -3 n -3 
Cp-2 
n-3 
cP-3 
n-3 
De telles répétitions ne peuvent évidemment être tolérées 
si elles peuvent être éliminées, ce qui est généralement le cas. 
Ainsi dans l'exemple précédent, on procédera avantageusement de 
façon ascendante en remontant des feuilles del 'arbre à sa racine, 
plutôt qu'en parcourant l'arbre de haut en bas. 
II. l. 4. E v i ter un en c om br em en t m ém o ire et l ' ex écu t ion 
d'instructions inutiles 
Ce principe parait évident. Il est, toutefois, bon de 
le rappeler comme le suggère l'exemple classique del 'évaluation 
récursive de la fonction factorielle. 
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I I. 1. 5 • _ C om p il e r _ l e s _ e a r am è t r e s 
L a p r em i è r e é b au ch e d ' u n al go r i t hm e con d u i t s o u v en t à 
traiter toutes les données telles quelles: 
1 DONNEES / 
1· 
al gor i thm e 
1 
JRESUL TATS / 
Souvent, cependant, les données sont de deux types: les unes 
servent à p a r am é t r e r l ' al go ri t hm e et sont r é ut il i s é es pl u si eu r s 
fois; les autres servent à décrire les caractéristiques précises 
de chaque problème que l'on cherche à résoudre à un moment donné. 
Le schéma ci-dessus est donc, en fait, mieux décrit par: 
C PAR AM ETRES 1 
exploration 
répétée 0 
l 
al gor i thm e 
j 
/ RES UL TAT S / 
Par analogie avec la structure des systèmes permettant d'exécuter 
des programmes écrits dans des langages de programmation et en 
considérant les "paramètres'' comme un programme écrit dans un 
certain langage, on peut donc considérer un tel algorithme comme 
un interprète. Or, il est bien souvent décisif, dans l'amélioration 
de la complexité del 'algorithme, de mettre au préalable les 
p a r am è t r e s s o u s un e f o rm e i n t e r n e , p e rm et tan t un e u t il i s a t i o n 
beaucoup plus efficace. On est donc conduit, dans un tel cas, 
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/ 
a c om p il e r l es p a r am è t r e s 
jPARAMETRES 1 
1 
compilateur 
l 
!FORME INTERNE! /DONNEES 1 
1 
algorithme 
1 
1 RESUL TATS j 
II. l. 6. _ L e __ c om p rom i s _es e ace - t em p s 
Bi en des pro gr am m es ex i s tan ts peu v en t être am él i o rés d ' un 
ordre de grandeur à la fois en temps et en espace par la seule 
application de techniques élémentaires, par exemple, en améliorant 
les structures de données employées. Toutefois, une fois un niveau 
d'efficacité convenable atteint, on est souvent obli gé de choisir 
entre une amélioration de la complexité spatiale · et une amélioration 
de l a c om p l ex i t é t em p or el l e , l ' un e s e f a i s an t a u d é t r im en t d e 
l'autre. 
A titre d'exemple, supposons trois grandeurs X, Y, Z reliées 
par une équation du type 
X= f(Y,Z) ( *) • 
0 n p eut im agi ne r , pour fixer l es idées , q ü ' il s r e présentent l es 
crédits, les débits et les sol des. Si l'on traite un grand nombre 
de t r i pl e t s de l a f o rm e ( X , Y , Z ) , di son s l O O O O o u l DO O O O O , o n p eu t 
se poser la question de savoir s'il faut conserver tous les triplets, 
ou seulement les paires (Y,Z), les X correspondants étant recalculés 
p a r l a r el a t i on ( * ) l o r s q u ' o n en a b e s o in • Il n ' y a é v i d em m en t p a s 
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de réponse universelle à cette question : le choix dép e nd du mode 
et de la fréquence d'utilisation de s diverses donné e s et del 'i mpor-
tance respective des limitations en temps et en espace. Deux règles 
générales se dégagent cependant : 
garder présente à l'esprit l'importance du compromis 
espace-temps : bien souvent, par exemple, on arrive à 
traiter des problèmes qui paraissaient demander une 
capacité de mémoire énorme, en recalculant systémati-
quement certaines quantités, recalcul qui parait souvent 
absurde en première approche; 
considérer toujours un nom de donnée comme représentant 
moins la donnée elle-même qu'un mécanisme d'accès à cette 
donnée. De cette façon, les programmes utilisant X, dans 
l'exemple ci-dessus, n'ont pas besoin de "savoir" si X 
est obtenu directement ou recalculé : il ne sera pas 
nécessaire de le modifier sil 'on change la représen-
tation interne des triplets, par exemple, si, à la suite de 
tests statistiques, on décide qu'il est plus écono-
mique de calculer les X. par un appel de sous-programme 
l 
que de les stocker. 
II.2. La théorie de la NP-complétion 
La théorie de la NP-complétion offre aussi des directions 
de recherche d'algorithme performant. 
Afin d'établir sa pertinence, rappelons qu'au vu des tableaux 
I.4.1., I.4.2. et I.4.3., les algorithmes de complexité polynomiale 
semblent supérieurs aux algorithmes de complexité exponentielle. J. 
Edmonds écri·t · d'aill e urs à ce sujet en [ 6 ] : "L e s alg orithmes de c am-
p l exi t é (temporelle) exponen ti elle ne devraient pas être considérés 
comme de bons algorithmes, alors qu'il en est ainsi d'habitude. La 
plupart d'entre eux ne sont que des variantes de recherches exhaus-
tives tandis que les algorithmes de complexité (temporelle) polyno-
mi ale r e posent généralement sur lo perception de pro p r ié tés 
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intrinsèques du problème qu'ils résolvent •••• Il est généralement 
admis qu'un problème n'est convenablement résolu que lorsqu'un algo-
rithme de complexité - (temporelle) polynomiale qui le solutionne a 
été découvert.". 
A cela, on pourrait objecter que l'exécution d'algorithmes 
de complexité temporelle exponentielle peut très bien se montrer 
plus rapide que celle d'algorithmes de complexité temporelle polyno-
miale. En outre, certains algorithmes de complexité temporelle expo-
nentielle sont très utilisés et apparaissent très efficaces en pra-
tique. Ainsi en est-il de l'algorithme primal du simplexe en pro-
grammation linéaire et des algorithmes "branch and bound" généra-
lement considérés comme des succès en dépit de leur complexité 
exponentielle. 
Malheureusement, de tels cas sont rares. Bien que beaucoup 
d'algorithmes, de temps d'exécution exponentiel soient connus, peu 
d'entre eux sont réellement employés en pratique. Et même la popu-
larité des algorithmes précédents n'a pas découragé les recherches 
d'algorithmes de complexité polynomiale qui les substitueraient. 
En fait, dans ces derniers cas, leur grand succès conduit à penser 
qu'ils captent d'une façon ou d'une autre une propriété cruciale 
dont le raffinement pourrait fournir des méthodes de résolution 
meilleures encore. 
Pour les chercheurs de la théorie de la NP-complétion, tous 
les problèmes insolubles par des algorithmes de complexité temporelle 
polynomiale en la taille du problème sont intraitables. Cette affir-
mation fait appara!tre trois types d'intraitabilité. Le premier 
concern~ les problèmes insolubles algorithmiquement. Pour de tels 
problèmes, toute discussion sur les algorithmes qui les résolvent 
est évidemment varne. Le second rassemble les problèmes de nature 
si complexe que seuls des algorithmes de complexité temporelle 
exponentielle peuvent les résoudre. Enfin, le troisième traite des 
problèmes dont les solutions sont si longues à exprimer qu'il est 
impossible de les décrire par un algorithme de complexité temporelle 
polynomiale. La variante du problème du voyageur de commerce dans 
laquelle on demande de déterminer tous les tours du voyageur de 
longueur inférieure ou égale à une constante B arbitrairement grande 
en est un exemple. Ce dernier type d'intraitabilité est particulière-
ment significatif car il met en évidence le caractère peu réaliste 
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de la définition du problème traité : sa résolution dE:mande, en 
effet1 beaucoup plus d'information q u'on ne peut en utiliser. 
Les classes Pet NP appréhendent ce qui précède. Pour le 
voir, rappelons tout d'abord quelques résultat~ théoriques très 
utiles de la théorie de la MP - complétion. 
II.2.1._Quelques_résultats_de_la_théorie_de_la_NP - complétion 
Les classes Pet NP introduites au chapitre I vér~fient 
l'inclusion P c NP. De fait, chaque problème résoluble par un 
algorithme déterministe de c om plexité temporelle polynomiale l ' est 
aussi par un algorithme non déterministe de même complexité : il 
suffit,en effet,d'ignorer le résultat produit par la phase de 
devinette et de prendre pour algorithme de la phase de choix l'algo-
rithme déterministe qui le résout. 
La question de savoir si cette inclusion est st~ic~e reste 
ouverte . Toutefois, l'expérie nce conduit a pe n ser que P diffère de 
NP. L'argument le plus probant en faveur de cette thèse est, sans 
doute, qu'à ce jour, aucune méthode générale convertissant un 
algorithme non déterministe en un algorithme déterministe n'est 
connue. En fait, le meilleur résultat que l'on puisse établir est, 
pour toute classe de problème de taille n de NP, l'existence d~un 
polynôme pet d'un algorithme déterministe de complexité temporelle 
c9 (2p(n)) qui le résout. Dès lors, la capacité d'un algorithme non 
déterministe de choisir un nombre exponentiel de possibilités en un 
temps borné polynomialement tend à penser que les algorithmes no~ 
déterministes de complexité temporelle polynomiale sont strictement 
plus puissants que les algorithmes déterministes de même complexité. 
Pratiquement, pour beaucoup de problèmes de la classe NP tel que 
celui du voyageur de commerce ou encore le problème d'isomorphisme 
de graphe, aucun algorithme les solutionnant en un temps borné 
polynomialement n'ont pu être trouvés et ce, en dépit d'efforts de 
beaucoup de chercheurs. Pour ces raisons, l'hypothèse selon laquelle 
les classes Pet NP diffèrent est généralement admis e . Cependant, 
l'absence de preuves indéniables obli ge à formuler tous les résultats 
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en l'incluant dans les hypothèses. Ainsi, on ne démontrera pas qu'une 
classe de problèmes appartient à NP - P mais que si P diffère de 
NP, cette classe appartient à NP - P. 
L'outil de base le plus utilisé dans cette approche condi-
tionnelle est sans aucun doute la transformation polynomiale. For-
mellement, une transformation polynomiale d'un langage L1 c Eî dans 
un langage L2 c. r 2 est une fonction f: Eî +r 2 qui satisfait aux 
deux conditions 
l) il existe un D - programme de complexité temporelle 
polynomiale qui la calcule; 
2) pour toute chaîne xe. Ei, on a xeL1Rf(x)E.L 2 
Par convention, nous écrirons 
s'il existe une transformation polynomiale de L1 dans L2 et, pour 
toute classe de problèmes 7Tl et 7Tz 
s'il existe des schémas d'encodage raisonnables e1 et e 2 tels que 
L(7T 1 ,e1 ) œ L(7T 2 ,e 2 ). Comme d'habitude, nous oublierons toute réfé-
rence aux schémas d'encodage et affirmerons qu'une tr ansf orm a ti on 
polynomiale entre la classe de problèmes 7Tl et la classe de problèmes 
7T 2 est une fonction f: 7Tl + · 1T 2 soumise aux deux propriétés 
1) il existe un D - programme de complexité temporelle qui 
la calcule 
2) pour tout problème I, on a I e:. 7Tl \=? F(I) E. 7T 2 
Bien entendu, l'existence d'une telle transformation entre 
les classes 7T 1 et 7T 2 et la connaissance d'un algorithme résolvant 
les problèmes de la classe 7T 1 assurent l'existence d'un algorithme 
résolvant ceux de la classe 7T 2 • Réciproquement, l'inexistence d' 
algorithme résolvant les problèmes de la classe -,,-2 implique, sous 
l'existence d'une transformation polynomiale entre 7T 1 et 7T 2 , l'in-
existence d'algorithme résolvant les problèmes de la classe 7T 1 • Par 
sui te, on peut interpréter la relation 7T 1 œ 7T 2 en disant que les pro-
blèmes de la classe 7T 2 sont aussi difficiles à résoudre que ceux de la 
classe 7T 1 • 
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Remarquons qu'un langage L1 appartient à la classe P s'il 
existe un lan g a ge L2 q ui y appartient e t tel que L1 œ L2 • 
Cette notion de transformation polynomiale permet de dé finir 
les problèmes NP-complets. Nous dirons, tout d'abord, par définition, 
d'un langage qu'il est NP - complet s'il appartient à la classe NP 
et si, pour tout langage L' de NP distinct de L, on a L' œ L. Par 
analogie, une classe TT de problème est NP - complète si elle appar-
tient à la classe NP et si toute classe de problème TT ' de NP dis-
tincte de TT vérifie la relation TT 1 œ TT . 
La remarque précédente permet d'identifier les problèmes 
NP - complets comme les problèmes tes plus difficil e s à résoudre. 
De fait, si un problème NP - complet peut être résolu par un algo-
rithme de complexité temporelle polynomiale alors il en e st ainsi 
de tous les problèmes de NP. De plus, si tous les problèmes de NP 
sont intraitables, il en est de même ~ es problèmes NP - complets. 
Plus précisément, tout problème NP - complet TT vérifie 1 'équiva-
lence 
TT Ë P~P = NP • 
Supposant que la classe P diffère de la classe NP , on peut donc 
représenter les trois classes P, NP et des problèmes NP - complets 
comme suit. 
NP 
p NP - co:Jplet 
/ 
,,,' 
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L'intérêt principal de la théorie de la NP - complétion 
rés i de, c o mm e le su g g ère son n o m, dan s l ' étude des pro b l èm es NP -
complets. Historiquement, S.A. Cook a tout d'abord établit la 
NP - complétion du problème de satisfaisabilité. Ensuite, six 
autres problèmis de base ont été démontrés NP - complets. A présent, 
des centaines de problèmes sont reconnus NP - complets. Afin d'itre 
complet, nous énonçohs les sept problèmes mentionnés ci .-avant. 
PROBLEME DE SATISFAISASILITE 
Soit U = {u1 , ••• ,u } un ensemble de variables booléennes. m 
Définissons tout d'abord une assignation de vérité sur U comme une 
fonction t : U + {vrai, faux} et disons qu'une variable booléenne 
u est vraie (respectivement fausse) sous t si et seulemen~ s'il en 
est ainsi de t(u). De plus, à toute variable u de U et à toute 
assignation de vérité t sur U, associons les deux littéraux ut et 
ut sur U dont nous dirons par définiton qu'ils sont vrais sous t si 
et seulement si la variable u est, respectivement, vraie et fausse 
sous t. Appelons enfin clause sur U la disjonction de littéraux. 
Nous affirmerons qu'une telle clause est satisfaite pa~ une assignation 
de vérité si et seule~ent si au ~oins un de ses ~e~bres est vrai 
sous cette assignation. 
Cela étant, le problème de la satisfaisabilité s'énonce 
comme suit soient U un ensemble de varialbles et C une collection 
de clauses sur U. Existe-t-il une assignation de vérité qui satisfait 
toutes les clauses de C? 
PROBLEME DE 3-SATISFAISABILITE 
Soit C une collection de clauses de cardinal égal à 3 d'un 
ensemble fini U de variables booléennes. Existe-t-il une assignation 
de vérité qui satisfait toutes les clauses de C? 
PROBLDlE D 'ASSORTH1ENT TRI -DI1lEN SIONN EL 
Soient X, Y, Z trois ensembles deux à deux disjoints ayant 
le même nombre q d'éléments. Soit en outre Mun ensemble de XxYxZ. 
Existe-t-il un sous-ensemble M' de M de cardinal égal à q et tel que 
deux quelconques de ses éléments n'aient aucune coordonnée en commun? 
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/ 
PROBLE ME DE COUVERTURE DE SO MM ETS D'U ~ GR APHE 
Soit un graphe ( X,U) dont l'ensemble de s somm e ts X 
possède au moins k éléments. Existe-t-il un sous-ensemble X' 
de X de cardinal inférieur ou égal à k tel que tout arc de U 
ait au moins une extrémité dans X'? 
PROBLE~E DE CLIQUE 
Soit un graphe (X,U) dont l'ensemble des sommets X possède 
au moins k éléments. Existe-t-il un sous-ensemble X' de X cardinal 
k au moins tel que deux quelconques de ses sommets soient joints 
par un arc de U. 
PROBLEME DU CIRCUIT HAMILTONIE N 
Un graphe (X,U) donné contient-il un circuit hamiltonien? 
PROBLEME DE LA PARTITION 
Soient un ensemble fini A et une fonction S : A ~IN. 
Existe-t-il un sous-ensemble A' de A tel que La E:.. A'S(a) = 
La E A - A'S(a) ? 
Cependant, démontrer directement qu'un problème est NP -
complet est une tâche ardue. Aussi préfère-t-on appliquer la pro-
cédure suivante. Soit TI la classe de problèmes dont on veut établir 
la NP - complétion. 
(1) Etablir l'appartenance de la classe TI à la classe NP 
(2) Sélectionner une classe de problème TI 1 déjà prouvée 
NP - complète 
(3) Construire une transformation f de la classe TI' dans TI 
(4) Démontrer que f établit une transformation polynomiale. 
Le choix de la transformation f varie considérablement d'un problème 
à l'autre. Toutefois, on peut dégager les trois méthodes suivantes. 
- 60 -
1. méthode de restriction 
Elle consiste à établir une bijection entre une sous-classe 
TI" de la classe TT et la classe TI 1 connue comme étant NP- complète qui 
préserve les réponses oui et non. Toute la difficulté de cette méthode 
réside bie~ sûr -dans les restrictions à apporter aux p roblèmes de TT 
pour obtenir TI 11 • 
2._Méthode_de_remplacement_local 
Elle consiste à obtenir les problèmes de la classe TI en 
remplaçant dans l'énoncé générique de la classe TI', certaines 
structures par d'autres, les remplacements des diverses structures 
étant indépendants les uns des autres. 
3._Méthode_de_construction_par_composante 
Elle consiste à utiliser les constituants de la classe TI 
pour construire certaines composantes qui, combinées, réalisent les 
p r o b l èm e s de l a cl a s se TI ' • 
Montrons à présent en quoi la théorie de la NP - complêtion 
peut être utile. 
Ce qui précède suggère que la première question à se poser, 
lorsqu'un problème à résoudre, algorithmiquement s'entend, apparait, 
est 
Le problème est-il résoluble par un algorithme de 
complexité temporelle polynomiale? 
Si la réponse est de toute évidence positive, rien d'autre ne peut 
être déduit de la théorie de la NP-complétion. Il reste, dans ce 
cas, à rechercher un tel algorithme, aussi effi~ace que possible. 
Par contre, si aucun algorithme de complexité temporelle polynomiale 
n'est apparent~ ce qui est souvent le cas - une deuxième question 
appropriée est 
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Le problèm e est-il NP - complet? 
Dans l'affirmative, une preuv e ind éniabl.e qu'il ne peu t ê tr e r é solu 
par un algorithme de complexité temporelle polynomial e est établie. 
Toutefois, alors même que cela réponde aux deux questions précé-
dentes, beaucoup d'autres peuvent encore être soulevée s. Détaillons 
les principales. 
D'une part, le problème analysé peut être mal posé et exi ge r 
beaucoup plus que ce quel 'on pourrait vouloir a priori, par exem-
ple parce qu'il a été obtenu par raffinement d'un problème durant 
lequel quelques détails furent écartés. Dans ce cas, une modification 
de l'énoncé peut altérer suffisamment le problème pos é pour le 
rendre résoluble par un ·algorithme de complexité t e mp or e lle tout e n 
garantissant sa compatibilité avec le problème réel. 
D'autre part, il apparaît généralement des sous-problèmes 
très intéressants évitant le traitement des cas qui entraine la NP-
complétion du problème. C'est en particulier le cas des problèmes 
de graphe que l'on re~treint ~ux cas des graphes planaires, bipartis , 
acycliques, 
Enfin, même si l'on sait le problème résoluble uniquement 
au moyen d'algorithme de complexité temporelle exponentielle, certai n s 
sont préférables à d'autres. L'analyse des résultats de la théorie 
de la NP-complétion et tout particulièrement de la complexité des 
sous-problèmes éclaire généralement sur ce point. Ainsi, si un sous-
pràblème obtenu à partir du problème analysé en fi x ant la valeur d'un 
paramètre m à 2 s'avère NP-complet, il est exclu de trouver un algo-
rithme de complexité l)(nm) _(qui résout le problème analysé) puisqu'un 
tel algorithme -particularisé au sous-problème où m = 2 est de com-
plexité polynomiale. 
Analysons à présent les méthodes de résolution algorithmique 
des problèmes NP-complet. Il existe essentiellem e nt deu x alternativ e s. 
La première consiste à reconnaitre l e caract è r e inévitable-
ment exponentiel de la complexité des algorithmes qu i résolvent les 
problèmes NP-complets et tente d'améliorer autant que faire se peut 
la rech e rche exhaustive de solution. Les méthodes " Branch and Bound" 
constituent l'e xemple le plus utilisé d'une telle ap pr och e . Pour rappel, 
ell e s gé tl è r etl t des solutions parti e lles ainsi qu' une s t ru c ture 
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d'arbre dans lequel elles pro gressent. Dans ce but, certaines 
utilisent des méthodes de bornation pour reconnaitre les solu-
tions qui ne peuvent probablement pas être étendues, éliminant 
de la sorte en un pas des branches entières del 'arbre. D'autres 
incluent, en outre, de la programmation dynamique. Nous donnons en 
annexe une application de ces méthodes qui visent à résoudre les 
problèmes de la programmation linéaire en nombres entiers. 
Notons encore qu'il est parfois possible de réduire 
substantiellement le temps de recherche exhaustive pour les cas 
pathologiques simplement en faisant un choix plus intelligent des 
objets sur lesquels elle travaille. A titre d'exemple, citons la 
résolution du problème de la partition en [12]. 
La deuxième s'applique uniquement aux problèmes d'opti-
misation. Elle implique une diminution de nos ambitions et se 
restreint à trouver, à la place d'une solution optimale, une 
"bonne solution" endéans une quantité acceptable de temps. Les 
algorithmes qui en découlent· sont appelés heuristiques parce qu'ils 
résultent souvent de procédés empiriques. Bien que les méthodes 
u tilisées pour les construire soient généralement spécifiques du 
problème traité, on peut toutefois mettre en évidence un principe 
g énéralement employé. Il co nsiste en une recherche de voisinages 
dans laquelle un ensemble présélectionné d'opérations, spécifiques 
au problème étudié, est utilisé pour améliorer de façon répétitive 
une solution initiale. Ce processus se poursuitjusqu'à ce qu'aucune 
amélioration de la solution courante ne puisse être effectu&e. 
' Les algorithmes construits de cette sorte ont un succes 
complet en pratique bien qu'une quantité considérable de temps de 
calcul soit habituellement requise pour obtenir un résultat satis-
faisant. En conséquence, il est rarement possible de prédire comment 
de tels algorithmes s'exécuteront en les analysant auparavant. 
Aussi préfère-t-on habituellement les évaluer ou les comparer au 
travers d'une combinaison d'études empiriques et d'arguments 
intuitifs. Toutefois, il est parfois possible de prouver, par 
application de la théorie de la NP-complétion, que les solutions 
trouvées par application de certains algorithmes heuristiques ne 
différeront jamais de plus d'un certain pourc e nta ge d'une solution 
optimum. Dans les autres cas, si e ll e s s'en écartent trop, il r e ste 
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à améliorer les algorithmes heuristiques par adjonction d'heuris-
tiques sophistiquées et de techniques d'optimisat i on spécifi ques. 
Il convient ici d'observer les faits suivants. D'une part, 
quand elles existent, les bornes déterminant le pourcentage d'erreur 
de la solution trouvée sont établies de façon à tenir compte de 
tous les cas de figure possibleiet en particulier des cas patho-
logiques. Par suite, il est fort probable qu'en pratique, l'heuris-
tique fournisse des solutions les plus proches d'une solution 
op t imum. D'autre part, on pourrait être tenté de prendre comme 
indicateur d'erreur le pourcentage moyen d'erreurs des solutions 
proposées par l'heuristique. Nous l'avons déjà dit, une telle 
moyenne n"a de sens que lorsqu'une distribution probabiliste du 
pourcentage d'erreur a pu être établie, ce qui est rarement le cas. 
De plus, elle ne renseigne en rien sur le comportement del 'heuris-
tique dans les cas particuliers, alors que les bornes, bien qu'elles 
ne garantissent pas exactement ce comportement, donnent au moins 
une idée pessimiste de sa performance. 
En conclusion, à notre sens, sil 'on désire obtenir autant 
d'informations que possible sur le comportement d'un heuristique 
en pratique, il est meilleur de l'analyser d'autant de façons que 
possible à la fois du point de vue des cas les plus défavorables 
et du point de vue des cas moyens. 
II.3. Conclusion 
Les résultats des paragraphes précédents suggèrent le 
méta-algorithme suivant de construction d'un algorithme de réso-
lution d'une classe de problèmes donnée. 
Soit TT la classe de problèmes à résoudre. 
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(1). Si la ~épon /2 e d l 'un e de/2 que/2tion/2 
TT peut-il it~e ~é/2olu pa~ un algo~ithme de complexit é 
polynomiale? 
TT e/2t-i l NP - complet ? 
TT e/2t-il in/2o l uile algo~ithmiquement? 
e/2t immédiate alo~/2 pa /2/2e~ d la pha/2e /2 uivante. Sinon, 
al.le~ en (3). 
(2). Si TT peut lt~e ~é/2olu pa~ un algo ~ it~ne de comp lexité 
tempo~elle polynomiale 
a l o ~/2 ~eche~che~ un tel algo~ithme au/2/2i etticace 
que p0/2/2ilf.e , pa~ exemple, en /2 1 appu yant /2U~ le/2 
p~incipe/2 du pa~ag~aphe 11.1. 
Si TT e/2t IVP - complet 
alo~/2 con/2t~ui~e un algo~it~ne de comp lexité tempo~lle 
exponentielle ou, le ca/2 échéant, une heu~i/2tique au/2/2i 
pe~to.lUTlante que p0/2/2il le , en /2e Ra/2ant /2U~ le/2 ~é/2ult at/2 
de /2 deux pa~ag~aphe/2 p~écédent/2, 
Si TT n e peut ~t~e ~é/2olu algo~ithmiquement · 
alo~/2 alandonne~ ou modi t ie~, /2i c 1 e /2t p0 /2/2 ille , le 
p~oi l ème de taçon d oiteni~ un p~oi!!.ème /2 u /-t i/2amment 
p~oche ~é/2oluile algo~ithmiqu0n ent. 
(3). A~~ivé d cette pha/2e, aucune de /2 t~oi/2 que4 tion/2 p~écé-
dente/2 n'a ~eçu de ~épon/2e, Il /2e~ait tentant de con-
cent~e~ tou/2 le/2 etto~t/2 dan/2 une mime di~ection de 
~eche~che. Cependant, l'expé~ience app~end que /2 i l ' 
intuition ~e/2 t e un t~è/2 ion guide, i l lui a~~iv e néan-
moin/2 de /_a u /2/2e~ comp lètement la ~e che~che d'une /2olut ion. 
le tait que de noml~eux p~oilème/2 ~é/2 o luile/2 pa~ de/2 
algo~ithme/2 de complexité t empo~elle polynomiale dittè~ent 
/2eulem e nt de peu d'aut ~e/2 NP-complet/2 e/2t pa~t icu l iè~ men t 
éloquent d ce /2 uiet. 
Dè /2 l o~/2, il e/2t p~été~alle de p~océde~ dune ana-
ly/2e t~i-di~ectionnelle. Pendant que nou /2 e/2/2a yon/2 d'une 
pa~t,de con/2t~ui~e un algo~ithme de complexité tempo~l le 
polynomiale, nou /2 tenton /2 , d'aut~e pa~t, de découv~ i ~ 
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une p~euve de NP-complétion ou d'in/2oluiilité afgo~ith-
mique. Celle de/2 di~ection/2 que l'on décide d'accentue~ 
à un mom.e.n.t donné dépend, /2an/2 doute, de l'état cou~ant 
de/2 ~eche~che/2 mai/2 à çhaque in/2tant, if doit êt~e po/2-
-0ilfe d'lnve~/2e~ la di~ection de ~eche~che et de p~o-0-
pecte~ dan/2 une aut~e. 
ln tait, cette afte~nance pe~met géné~alement de 
-0uggé~e~ de-0 ~é-0uftat/2 de ~eche~che dan/2 une di~ection 
d'aut~e/2 ~é-0ultat/2 dan-0 une aut~e di~ection. Ain-0i la 
~eche~che d'un afgo~ithme de complexité tempo~elfe 
polynomiale peut-elle it~e à la Ra-0e d'une p~euve de 
NP-complétion. De m12.m.e, la ~eche~che d'une telle p~euve 
peut-elle condui~e à la découve~te d'un afgo~ithme de 
complexité te.m.po~elfe polynomiale. 
If e/2t cfai~ que l'application d'une telle app~oche 
t~i-di~ectionnefle demande un ce~tain e-0p~it imaginatit 
aU/2/2i Rien pou~ con-0t~ui~e de telle/2 p~euve-0 que pou~ 
élaRo~e~ de tel/2 algo~ithme-0. 
On remarquera le caractère récursif de l'~lgorithme précédent . 
La recherche d'un algorithme de complexité temporelle exponentielle 
ou d'une heuristique dans le cas où TT est NP-complet et la résolutio n 
d'un nouveau problème ''voisin" de TT quand il est insoluble algorith-
miquement impliquent, en effet, l'analyse de nouvea~problèmes. 
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/ 
CHAPITRE III 
ETUDE D'UN CAS : L'ANALYSE DE 7 ALGORITHMES 
SOLUTIONNANT LE PROBLEME DU FLOT jvf AXI MUM 
A titre illustratif, ce chapitre présente 1 'étude et la 
comparaison de 7 algorithmes solutionnant le problème du flot maximum . 
Il r é s um e 1 es r e ch e r ch es q u e no us ex p o s on s par a i 11 e u r s en [ 1 3 J . 
Par suite, nous nous bornerons ici à rappeler les quelques concepts 
fond am enta u x ut il i s é s et a dm et t r on s l es rés ul ta t s cités sans démons -
tration. Nous renvoyons le lecteur désireux d'en connaître davantage 
à l'annexe [ 13 ] · 
III.l. Le problème 
Le problème du flot maximum est sans nul doute l'un des 
problèmes de flot le plus important. Il repose sur les notions de 
flot et de reseau de transport. Afin de le définir, pr é cisons tout 
d'abord le sens que nous· leur donnons. 
1) Un réseau de transport est un triplet R = (X,U,c) soumis 
au x deux conditions suivantes : 
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( i ) ( X , U ) = ( { x 1 , . . . , x n } , { u 1 , . . . , um } ) est un 1 - gr a ph e 
sans boucle dans lequel le sommet x 1 , appelé l'entrée du reseau est 
t el q u e d - ( x 1 ) ~ 0 e t p o u r 1 e q u e 1 1 e s om m et x n , a p p e 1 é 1 a s o r t i e du 
reseau vérifie l'égalité d+(x ) =0; 
n .. 
(ii) c: U-+IR+ est une fonction . qui, à tout arc u E- U1 associe un 
nombre réel positif c(u) appelé la capacité del 'arc u 
2) Un flot d'un réseau de transport R = (X,U,c) est une 
fonction f : U -+IR+ telle que 
(i) \iu E:. U: 0 ~ f(u) ~ c(u) 
f(u) = E 
+ U E-W (x) 
f(u) 
( l ) 
( 2 ) 
Le nombre f(u) ainsi associé à l'arc u est appelé le flux dans l' 
arc u. Par abus de langage nous 1 'appelons de même si la fonction f 
viole la propriété (2) tout en vérifiant les inégalités (1). 
Dans la suite decetravail, les notations 
R ou (X,U,c) 
désignent un réseau de transport dont nous notons systématiquement 
X ou { x 1 , • • • , x n } ; U o u { u 1 , • . • , um } ; x 1 o u e ; x n o u t 
respectivement 1 'ensemble des sommets, l'ensemble des arcs, l'entrée 
et 1 a sortie. 
La proposition I.1.4. del 'annexe [13 J affirme quel 'on a, 
pour tout flot f du réseau de transport R, 
E 
+ U€W ( e) 
f ( u) • 
Cette valeur est encore appelée la valeur du flot f. Elle est notée 
1 f , • 
L es rés ul ta t s précédents s ' in te rp r ê te nt ais ém en t. Si 1 'on 
assimile les arcs du réseau R à des voies de communication et les 
flux f(u) à des quantités d'un bien quelconque circulant sur ces 
v o i es , 1 a r el a t i on ( 1 ) a f f i rm e q u e 1 a q u an t i t é n e t t e f ( u ) , n é c e s -
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sairement positive, du bien considéré qui circule sur u n'excède 
p as l a c a p ac i t é de l ' a r c u e t l a r el a t i on ( 2 ) q u ' il n ' y a n i cr é a t i o n 
ni destruction de bien en un sommet quelconque distinct del 'entrée 
et de la sortie de R. Par ailleurs, If I représente la quantité de 
bien qui sort de x 1 vers le réseau et arrive du réseau en X • n 
Cela étant, le problème du flot maximum consiste à rechercher 
dans l'ensemble des flots quel 'on peut déf~nir sur un réseau R un 
flot dont la valeur est maximum. De nombreux problèmes s'y ramènent. 
En guise d'exemples, citons le problème de distribution, le problème 
dLi . trafic maritime, le problème de la bataille de la Marne ainsi que 
le problème des représentants, tous quatre dével_oppés en [ 13 ] . 
Tous les algorithmes présentés dans ce chapitre visent à le 
résoudre. Néanmoins, certains d'entre eux peuvent, en outre, servir 
de base à la résolution d'autres problèmes : le problème du flot b-
canalisé maximum, le problème du flot maximum de coût minimum, le 
problème de transfert de Hitchcock. 
Le premier consiste à rechercher, étant donné une fonction 
b dé f in i e sur R tell e que . 0 ~ f ( u ) ~ c ( u ) , pour tout u € U , p a rm i l es 
flots vérifiant les inégalités b(u) ~f(u) ~ c(u), pour tout u E.U, un 
flot de valeur maximum. 
Le second permet d'appréhender le coût qu'occasionne un flot. 
Dans ce but, on définit, si d représente une fonction de coût de U 
+ " dans IR , - le d - cout du flot f comme le nombre 
E d(u)f(u) • 
u E.U 
Dans ces conditions, le problème du · flot maximum de coût minimum 
revient, é~ant donné une telle fonction d, à rechercher dans l'en-
semble des flots de valeur maximum quel 'on peut définir sur R un 
flot de d - coût minimum. 
Enfin, le problème de transfert de Hi tch co ck parti cul arise 
le problème précédent aux réseaux de Hitchcock. Pour rappel, un tel 
réseau est un réseau de transport R = (X,U,c) vérifiant les propriétés 
suivantes : 
( i) les ensembles X et U peuvent s'écrire sous la forme 
X = { e , e 1 , • • • , em , t 1 , ••• 
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't 't} n avecm,n ~ l 
e 
U = { ( e, e. ) : i = l, • . . ,m } U { ( t. , t) : j = l, , n} 
l J 
U { ( e. , t. ) : i = l, • • • ,m; j = l, • • • , n}; 
l J 
(ii) pour tout i e {l, ••• ,m} et tout j E {l, ••• ,n} on a 
(iii) 
c(e.,t.) = 
l J 
on a ~=l 
+oo• 
' 
c(e,e.) 
l 
n 
= L l c(t.,t). J= J 
Il peut se schémat i ser comme suit 
t 
,/ 
/ 
L e problème de transfert de Hitchcock consiste à résoudre le problème 
du flot maximum de coût minimum dans un réseau de Hitchcock 
( { e, e 1 , • • • , em , t 1 , ••• 
les égalités 
,t ,t},U,c), la fonction de coût d vérifiant 
n 
d(e,e.) = O, i =l, 
l 
,m 
d(t.,t) = O, j = l, ,n. 
J 
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S o n in t e r p r é t a t i on e s t b i en c o nu e • Ch a q u e s om m e t e . ( i = l , • • • , m ) 
l 
correspond à une source à laquelle c(e,ei) unités de .marchandises 
sont disponibles et chaque sommet t. (j = 1, · ... ,n) à un e destination 
J 
demandant c(t.,t) unités. Le coût unitaire du transport de e. à t. 
J l J 
est d(e. ,t.). Une solution est recherchée qui minimise le coût de 
l J 
transport. 
III. 2. Quel gues résul tat·s f ondam,entaux 
L es sep t al go r i t hm e s ci -a p r ès r e p o s en t su r l es r é s u l t a t s 
suivants, parmi lesquels le théorème du flot maximum et de la coupe 
mnimum joue un rôle prépondérant. Afin de les exposer, introduisons, 
tout d'abord, les notions de coupe de réseau et de capacité de coupe 
de réseau. 
l) La coupe du réseau de transport R associée à un sous-
ensemble A ex tel que erj.A et t eA est l'ensemble w-(A) des arcs 
incidents à A vers l'intérieur. 
2) La capacité de la coupe w-(A) est la quantité 
c(A) = c(w-(A)) = E c(u) 
UEW-(A) 
En outre, posons, pour tau~ sous-ensembles A,B de X, tout sous-
en s em b l e C d e U e t t o u t e f o n c t i on a : U + IR , 
d(A,B) = E 
aeA 
bEB 
(a, b )e U 
o((C) = E a(u) 
U'=.C 
a ( a , b ) , 
e t dés i g no n s par A l e c om p l ém en ta i r e d e A dan s X • 
Les résultats annoncés s'écrivent 
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LEM ME III. 2. l. Pour tout flot f et tout ensemble S tel que 
e ~ S et t ,;/. S, on a 
If 1 = f (S,S) - f(S,S). 
En particulier, pour tout flot f et toute coupe w-(A), on a 
THEOREME DU FLOT MAXIMUM ET DE LA COUPE MINI MUM III.2.2. Si 
un flot f et une co~ w-(A) sont tels que 
alors f est de val -eur maximum et w-(A) de capacité minimum. 
Nous les admettons sans démonstration. 
Venons en à p rés en t aux m é th o des de rés o l u t ion du pro bl èm e 
du flot maximum. Plusieurs méthodes ont été proposées parmi lesquelle·s 
nous ne retenons que les sept suivantes dont nous pensons qu'elles 
représentent au mieux les différentes approches connues à ce jour. 
Les quatre paragraphes suivants les décrivent. Le premier explique 
l es m é th o des d ' é t i q u et a g e , va r i an t e s de l ' al go r i t hm e b i en con n u d e 
Ford et Fulkerson. Le second analyse l'approche de redistribution de 
flux proposée par B. Kinariwala et A.G. Rao. Le troisième expose la 
m é th o de des p r é f l o t s dé v el o p p é e p a r A. V • Ka r z an o v • En f in , l e der n i e r 
résout ce problème grâce à la programmation linéaire. 
III.3. Les méthodes d'étiquetage 
L e s m é th o d e s d' é t i q u e ta g e con s t i tu en t d e s m é t ho de s i t é r a t i ve s 
q u i, à chaque itération, tente n t d ' am él i o r e r u n f l o t don n é ( p a r l ' 
itération précédente, quand elle existe, par l'initialisation, sinon) 
en un flot de valeur supérieure. A cet effet, elles utilisent les 
graphes d'écart définis ci-après. 
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III.3.1. Le graphe d'écart et l'algorithme AUGMENTATION 
Soient R = (X,U,c) un , reseau de transport et fun flot dans R. 
Le graphe d'écart R(-f) associé à f est le graphe (X,U(f)) dont l'en-
semble des arcs U(f) est obtenu en associant à chaque arc u = (x,y)E U, 
. + l'arc u = (x,y) si f(u) < c(u) et l'arc u = (y,x) si f(u) > O. 
L'intérêt du graphe d'écart apparaît dans le théorème suivant. 
THEOREME III.3.1.1. Un flot f d'un réseau de transport R 
est de valeur maximale si et seulement si le graphe d'écart R(f) 
as s o ci é à f n e con t i en t p·a s d e ch em i n d ' ex t r ém i t é s i n i t i al e e et 
t e·rm in al e t. 
Ainsi. oour déterminer si un flot est maximum. il suffit de 
rechercher dans le graphe d'écart qui lui est associé un chemin d' 
origine e et d'extrémi~é terminale t. S'il n'en existe pas, le flot 
traité est de valeur maximum. Sinon, il est possible de modifier les 
flux des arcs d'un tel chemin de façon à obtenir un flot de valeur 
supérieure. L'algorithme AUGMENTATION suivant répond, comme l'établit 
la proposition II.1.4. del 'annexe [13], à cette spécification. 
ALGORITHME AUGMENTATION(f,(y 1 , ••• 
fun flot dans R et (y 1 , ••• ,yp) un chemin 
et terminale t dans R(f). 
m :: +co; 
,Y ) ) III. 3. l. 2. Soient p 
d ' e x t r ém i t é s i n i t i al e e 
Pou~ i va~iant de 1 à p-1 et/ectue~ 
,t, i ( y . , y . 1 ) E /J. et ( y . 1 , y . ) t/- IJ. a R. o ~ ,t, ' ,+ ,+ ' 
l
min := c(y . ,y . 1 ) -/(y.,y. 1 ): ' ,+ ' ,+ 
/.Ji (y . ,y . 1 Ji/J. et (y. 1 ,y.)E..IJ. af.o~/2 ' ,+ ,+ ' 
l
min :: /(y. 1 ,y.); ,+ ' 
/.Ji (y.,y. 1 Js/J. et (y. 1 ,y.)E../J. aR.o~/2 ' ,+ ,+ ' 
/
min := c(y.,y. 1 ) -t(y.,y. 1 ) + t(y . 1•Y·); ' ,+ ' ,+ ,+ ' 
1 m : = min; 
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/ 
Pou/1. tout u € li .e/./_.ectu.e/1. 1- ' ( u) : = /_ ( u): 
Pou/1. i va/1.iant d.e 1 à p-1 .e//..ectu.e/1. 
.o i ( y . , y . 1 ) €: li .et ( y . 1 , y . ) <j: li a e_ o /1..o L L+ L+ L 
1
1-'(y . ,y . 1) := /_(y.,y. 1) + m: 
L L+ L L+ 
.o i ( y . , y . 1 ) i li .et ( y . 1 , y . ) E. li a f.. o /1..o L L+ L+ L 
1
-J.'(y . ,y. 1) := /.(y.,y. 1) - m: 
L L+ L L+ 
.oi (y.,y . 1 )E.li .et (y. 1 ,y . )E.li af..o/1..o L L+ L+ L 
/.'(y. 1 ,y . ) := /_(y . 1 ,y . ) -max.{O,m - c(y . ,y. 1 ) +/_(y . ,y . 1 )} L + L · L + L L L + L L + 
Dans la suite, un tel chemin (y 1 , ••• ,y) sera encore appelé 
.P 
chai n e f - au gm enta n te ou , p 1 u s s im p 1 em en t , qua n d aucun do ut e sur 1 e 
f 1 o t f n I est p e rm i s , chaine au gm enta n te. De pl us , no us appel on s au g -
mentation de flot le long de la chaîne f-augmentante a ou, plus sim-
p 1 em en t , au gm en ta t i o n de f 1 o t , 1 ' o p é r a t i on q u i c o n s i s t e à r em p 1 a ce r 
le flot f par le flot f' résultant del 'exécution del 'algorithme 
AUGMENTATION appliqué à f et a. 
III.3.2. L'algorithme de Ford et Fulkerson 
L e par a g r a ph e p r é c é d en t su g g è r e t o u t n a tu r el 1 em en t un al go -
r i t hm e de con s truc t ion d ' un f 1 o t de val eu r m a x im um • P art an t d I un 
flot initial f
0
, il suffit, en effet, de déterminer de proche en 
proche grâce à l'algorithme AUGMENTATION III.3.1.2. les éléments 
f, ••• ,fN d'une suite de flots telle que lf.l < If. 1 1,pour tout 0 1. 1.+ 
i E { 1 , ••• , N -1 } ; 1 a suite se te rm in an t 1 ors q u ' un f 1 o t m a x im um a 
été obtenu. 
Cet algorithme a été découvert en premier lieu par L.R. Ford 
et D.R. Fulkerson en 1962. Il est connu sous le nom d'algorithme de 
Ford et Fulkerson. 
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ALGORITHME DE FORD ET FULKERSO N III. 3. 2.1. 
Ch.oi. .o i. /l.. un t, f.ot i.ni.ti.af. /,
0 
· ( p a /l.. .ex.emp f..e , .en po.oan t /,
0
(u) = 0, 
pou .Il. tout ue/J.); 
k : = 0: 
7ant q.u'i.f.. .ex.i..ot.e un.e cha'ln.e ./..k - augm.entan t.e d an .o R(./..k) .ll. épé t.e.ll. 
choi..oi..ll. un.e t.ef.f...e cha'ln.e, .ooit (y 1 , ••• , yp ); 
./..k+l :: ll /J.Çf'llN7ll7ION( ./..k,(y 1 , ••• ,yp)); 
k:=k+1. 
Il détermine bien sûr, après e x écution, un flot de valeur 
m a x im um • T o ut e foi s , sa con ver g en ce r e q u i e r t 1 1 i n té g r i té des cap ac i tés 
du réseau ainsi que des flux constituant le flot initial f. 
0 
L es p a g e s I I • 6. à I I. 1 3. de 1 ' an n ex e 1 3 m o n t r en t c om m en t 
l'adapter de façon à ce qu'il puisse résoudre le problème du flot 
b -canalisé maximum. De plus, les paragraphes II. 6., I I. 7. et II.8. 
du même ouvrage le transforment pour qu'il résolve les problèmes du 
f 1 o t m a x im um de c o û t m i n im um e t d e t ra n s f e r t de H i t ch c o c k. 
Il n'indique cependant d'aucune manière la fa çon de détermin er 
les chemins (y 1 , ••• ,yp) joignant e à t dans le réseau d'écart. 
Plusieurs méthodes ont été proposées : nous en avons re t enu quatre 
donnant chacune naissance à une des méthodes d'étiquetag e exposées 
ci-après. Il convient ici de remarquer que le choix d'une telle 
méthode est particulièrement important; un choix peu heur e ux 'peut, 
en ef f et, entrainer 1 'exécution d'un nombre considér a bl e d'itérations. 
Dans 1 'exemple suivant 
u 
M 
e 1 t 
M 
V 
~-
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où M désigne un entier strictement positif et où les valuations des 
arcs définissent la capacité de ceux-ci, l'exécution del 'algorithme 
III. 3. 2. l. peut entraîner 2M (soit la valeur maximum d'un flot) 
itérations de la boucle 7ant que ••• si le procédé de recherche de 
chemin dans R(f) conduit à sélectionner alternativement les chemins 
(e,u,v,t) et (e,v,u,t). 
m.3.3. La méthode de recherche en profondeur d'abord 
La première méthode est basée sur une exploration en profGn-
d eu r d ' abord des s om m et s d ' un graphe. De ce f ait , 1 es s om m et s sont 
visités selon le principe 
- Ayant déjà vi.-6i.té f.e -6ommet x. e. X, -6e dépf..ace/1. -6U/1. un a/1.c j 
(xj,xk) e. lL i.nci.dent ve/1.-6 f.'exté/1.i.eu/1. à xj. 
Si. f.'on a déjà• vi.-6i.té f.e /20mmet xk, 
un aut/1.e a/1.c i.nci.dent ve/1./2 f.'exté/1.ieu/1. à x.: j 
-6i.non, vi.-6i.te/1. f.e /20mmet xk et appf.i.que/1. f.e f)/1.0Ce/2/2U/2 ai.n-6i. 
déti.ni. de mani.è/1.e /1.éCU/1.-6i.ve à xk. 
- Si. tou/2 f.e-6 a/1.c-6 i.nci.dent/2 ve/1./2 f.'exté/1.i.eu/1. à x. ont été j 
expf.o/1.é-6, /1.eveni./1. au -6ommet x.e X qui. a pe/1.mi. -6 d'attei.nd/1.e 
. L . 
x., pa/1. f.'a/1.c (x.,x .),et conti.nue/1. à expf.0/1.e/1. f.e/2 a/1.c/2 
j L j 
i.nci.dent/2 ve/1./2 f.'exté/1.i.eu/1. à x . • 
L 
L'algorithme ci-dessous en découle. Soit f le flot courant 
à augmenter. On y tente, tout O'abord, de déterminer une chaîne f-
a u gm en t an t e. Dan s c e but , un e pro c é du r e r é c u r s i v e RE C H ER C H E C HAIN E ( x ) 
de spécification 
Si le sommet x est visité, alors RECHERCHE CHAINE(x) 
recherche dans le sous-graphe de R (f) engendré par l' 
ensemble des sommets non encore visités uni à {x}, 
' un chemin joignant x a t 
a été développée. Al 'issue del 'appel RECHERCHE CHAINE(e), deux 
cas peuvent se présenter. 
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Dan s l e p r em i e r , l e s om m et t a p u ê t r e m a r q u é e t , p a r s u i t e , 
une chaîne f-augmentante a a été découverte. On en déduit alors de 
même qu'en qu'en III.3.1.2. un flot de valeur strictement supérieure. 
Toutefois, afin d'améliorer l'efficacité del 'algorithme développé, 
le nombre m intervenant dans l'algorithme AUGMENTATION III.3.1.2. 
est calculé lors de la recherche de la chaîne a. Il reste enfin à 
essayer d'améliorer le nouveau flot obtenu grâce à une itération 
supplémentaire. 
Dan s l e deux i èm e • l e s om m et t n ' a ou être m a r au é. Il s ' ensui t 
qu'aucune chaîne f-augmentante n'existe. Le flot courant est d~s lors 
maximum. 
Les structures de données suivantes sont utilisées. A chaque 
s om m et x , o n a s s o ci e 
une valeur booléenne, ma11.qué(x), indiquant si le sommet x 
a été visité, 
- un entier, mi.n(x), permettant de calculer m, 
- un sommet, p11..e.d( x), déterminant le sommet à partir duquel x 
a été visité. 
L ' a p pl i c a t i on p 11. .e. d : X + X d é t e rm i n e , b i en en t en du , p o u r t o u t s om m et x 
marqué un chemin dans R(f) joignant e à x. Le nombre mi.n(x) vaut 
alors le minimum des valuations des arcs de ce chemin, la valuation 
del 'arc u = (x,y) étant 
c{u) - f(u) + si u €. u et u 1- u' 
+ f ( u) + si u f u et u E... u' 
+ 
c(u) - f(u) + f(u) + si u E. u et u E. u' 
+ 
o u u = ( y , x ) • En p art i cul i e r , m J.. n ( t) vaut m si t est m arqué. 
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de X. 
ALGORITHME RECHERCHE CHAINE(s) III. 3. 3.1. Soit s un sommet 
Pou//. tout x e,X .e././..e.ctu.e./1. 
.6i. ma/1.q.U é ( t) = non .et .6i. ma/1.q.u é ( x) = non .et .6i. 
{ ( ( ,ô, X) E- Il .et t ( ,ô, X) < C ( ,ô, X) ) 0 u ( (X, ,ô) E- Il .et t (X, ,ô) > 0 ) } 
af..0/1..6 
ma/1.q.ué(x) :: oui.; 
p/1..e.d(x) := -6; 
.6i. ( .6, x) e. ll .et ( x, .6) 1- LL alo/1..6 
lmi.n(x) :: mi.n{mi.n(-6),c(x,.6) -/.(.6,x)}; 
.6i. (-6,x)'l-ll .et (x,.6)E-ll alo/1..6 
Jmi.n(x) :: mi.n{mi.n(.6),/.(x,.6)}; 
.6i. (.6,X)€.. ll .et (x,-6)<::.. ll alo/1..6 
lmi.n(x) :: mi.n{mi.n(-6),c(.6,x) -/.(.6,x) + /_(x,-6)}; 
RlCHlRCHl_CHAINl(x): 
Si. ma/1.q.ué(t) = non alo/1..6 
Pou//. tout x E. X .e././..e.ctu.e./1. 
1 
.6i. p/1..e.d(x) = .6 al0/1..6 
Jma/1.q.ué(x) :: non. 
ALGORITHME DE FORD ET FULKERSON III. 3. 3. 2. 
Choi..6i./1. un /_f..ot initial/.; 
0 
t : = t ; 0 
Pou//. tout x E- X \ { .e} .e././_.e.ctu.e./1. ma/1.qu é ( x) : = non; 
ma/1.q.ué(.e.) := oui.; 
mi.n(.e.) :: +oo; 
RlCHlRCHl_CHAINl(.e.): 
7ant q.u.e. ma/1.q.ué(t) = oui. /1.épét.e./1. 
( a améli.o /1.a ti.on du /_lot actu.e.l a ) 
.6 :: t: 
p-6 := p/1..e.d( -6); 
/1, é p é t .(!_/1, 
.6i. (p .6 ,.6) E- 11 .et (-6,p.6) </ ll alo/1..6 
~/_(p.6,.6) :: /_(p.6,.6) + mi.n(t): 
.6 i. (p .6 , .6)r/- ll .et ( .6 ,p .6 )ell alo/1..6 
1 /.(.6 ,p .6) := /. ( .6 ,p .6) - mi.n(t) : 
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,t,i_ (p.6,.6)~ IJ. .e.t ( .6 , p .6 ) E /J. a f.. 0 .11...6 
l
/_(p .6 ,.6) :: 
' t( .6,p .6 ) :: 
/_(p .6 ,.6) + mi.n{mi.n(t), c(p .6 , .6 ) - /_ (p.6,.6)}; 
/_( .6 ,p.6) - max{O,mi.n(t) - c(p .6 , .6 ) + /_(p.6,.6)}; 
,6 :: p.6; 
tant qu.e. .6 i .e.; 
( • .11...e.ch.e..11..ch.e. d'un.e. chatn.e. 1--augm.e.ntant.e. • ) 
Pou.11.. tout x€-X \ {.e.} .e./_/_.e.ctu.e..11.. ma.11..qué(x.) := non; 
ma.11..qué(.e.) := oui_; 
mi.n(.e.) :: +oo; 
RéCHéRCHé_CHAINé(.e.). 
Le théorème II.3.3. de l'annexe [ 13 ] détermine le nombre 
d ' i té r a t i on s d an s l a b o u cl e 7 an t q u .e. ma .11..q u é ( t ) = o u i_ • • • si les 
capacités des arcs du réseau de transport R sont entières et si M 
désigne l a val eu r d ' un flot m a x im um dans R , l 'al go rit hm e III. 3. 3. 2. 
exécuté à partir d'un flot initial à valeurs entières converge après 
au pl us M au gm enta t i on s de f l o t. 
III.3.4. La méthode de recherche en largeur d'abord 
Dans une deuxième approche, la recherche d'une chafne f-
augmentante s'effectue selon une exploration en profondeur d'abord 
des sommets du réseau d'écart. 
Rappelons ici que, suivant ce mode d'exploration, les sommets 
d'un graphe sont visités conformément à l'algorithme 
Choi..6i..11.. un .60mm.e.t x.; 
n um ( x.) : = 1 ; 
i_ := 1; 
7ant qu'il e x. i..6t.e. un .6omm.e.t numé.11..oté i_ .11.. épét.e. .11.. 
numé.11..ot.e. .11.. i_ + 1 tout .6omm.e.t non .e.nco.11...e. vi..6i.té adjac.e.nt à 
un .6omm.e.t déjà ma.11..qué i_; 
l. := i.+1 • 
. o u n um ( x. ) e s t un n um é r o as s o ci é a ch a q u e s om m e t x • 
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Ainsi, si l'on appelle "scanner un sommet x" l'opération qui 
consiste à visiter les sommets non encore visités adjacents au sommet 
x, l'exploration des sommets en largeur d'abord s'effectue selon le 
principe "premier visité, premier scanné" par opposition au processus 
d'exploration en profondeur d ' abord s'effectuant quant à lui selon 
la règle "dernier visité,premier scanné". 
En particularisant, cette exploration des sommets en largeur 
d'abord à la recherche d'un chemin d'extrémités initiale e et termi-
nale t, l'algorithme de Ford et Fulkerson III.3.2.1. s'écrit 
ALGORITHME DE FORD ET FULKERSON III.3.4.1. 
Choi.-1i.~ un teot i.ni.ii.al t: 
0 
t ·- t . : - 0, 
.6 :: e.; 
Répéi12.~ 
(* améli.o~aii.on du tloi cou~ant ' *) 
7 ant q.u12. /2 'F 12. ~ ép étz~ 
P -1 : = P ~12.d ( -1 J : 
-1i. (p-1,,1)€./l et (-1,p-1)f/,/l aeo~/2 
Jt(p-1,-1) := t(p-1,-1) +mi.n(t); 
-1i. (p-1,-1)f Il 12.t (-1,p-1)Ë Il aeo~-1 
1tr-1,p-1) :: t(-1,p-1) -mi.n(t); 
-1i. (p-1,-1)E-/l 12.t (-1,p-1)r;;./l alo~-1 
t(p-1,-1) := t(p-1,-1) +mi.n{mi.n(t),c(p-1,-1) -t(p-1,-1)}; 
t(-1,p-1) := t(-1,p-1) -max{O,mi.n(t) - c(p-1,-1) + t(p-1,-1)}; 
(* ~12.ch12.~ch12. d'une chalne t-augmzntante * ) 
Pou~ tout x E: X\ {12.} 12.tt12.ctu12.~ num(x) : = O; 
num ( 12.) : = 1; 
i. : = 1 : 
mi.n(z) := +oo; 
Répétz~ 
ti.n_i.té~ati.on-1 := v~ai.: 
Pou~ tout x E.. X 12.ttectue~ 
1 -1i. num(x) = i. aeo~-1 
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Pou 11.. tout y e. X el./,.e c t u e11.. 
-6 i.. ( n um ( y ) = 0 ) e t ( { ( x, y ) e lL et l. ( x , y ) < c ( x , y ) } 
ou { ( y, x ) e lL et /. ( y, x) > 0 } ) a f..0 11..-6 
n um ( y ) : = i.. + 1 ; 
p11..ed(y) := x; 
/.i..n_i..té11..ati..on -6 := /_aux; 
-6i.. (x,y)e lL et (y,x),t. lL af..011.. -1 
/ mi..n(y) :: mi..n{mi..n(x),c(x,y) - /. (x,y)}; 
-6 i.. (x, y) 1- lL et (y, x) E: lL a!.011.. -6 
l mi..n(y) := mi..n{mi..n(x),/.(y,x)}; 
-6 i.. (x,y) E lL et (y,x)E_lL af..011.. -6 
l mi..n(y) :: mi..n{mi..n(x),c(x,y) - /. ( x ,y) + /.(y,x)}; 
~ :: i..+1; 
tant q.ue ( /. i..n_i..té11..ati..on -6 = /_aux) et (num(t) = O ); 
-6 :: t; 
tant q.ue nu.m ( t) i O. 
Les structures de données suivantes y sont manipulées 
sommet x, on associe 
- un numéro, num(x), 
à chaque 
- un sommet, p11..ed(x), déterminant le sommet à partir duquel 
le sommet x a été visité. 
Bien sûr, comme dans l'algorithme III.3.3.2. et pour les mêmes raisons 
d'efficacité, le nombre m intervenant dans l'algorithme AUG MENTATION 
III.3.1.2. est calculé lors de la construction de la chaine augmen-
tante. 
Le théorème II.4.1O. del 'anne xe [ 13 J établit sa complexité 
temporelle théorique. Il affirme que le nombre d'augmentations de 
flot effectuées lors d'une exécution est 
n(n-l)(n+2) 
4 
En particulier, la complexité temporelle théorique de l'algorithme 
III.3.4.l. est 8 (n 6 ) au plus. On note ra que la démons t r a tion du 
théorème II.4.1O. é~ablit la convergen c e de cet algorithm e même s'il 
e st appliqué à un r é seau de transport à capacités non e ntières. 
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III.3.5. La méthode d'Edmonds et Karp 
Dans leur méthode, J. Edmonds et R.M. Karp suggèrent de 
~echercher parmi l'ensemble des chaines augmentantes, la chaine 
fournissant l'augmentation la plus grande possible de flot. Dans ce 
but, ils proposent l'algorithme III.3.5.1 •• Les structures de données 
suivantes y sont utilisées. A chaque sommet x~ X, on associe un 
sommet p/1.ed(x.) déterminant le sommet à partir duquel x a été visité. 
De plus, deux sous-ensembles en/2_/2ommet/2_ma//.qué/2 et en/2_ /2 ommet/2_ 
non_ma//.qué/2 constituent après chaque itération une partition de X. 
Ils mémorisent respectivement l'ensemble des sommets déjà visités 
et l'ensemble des sommets non encore visités. 
, 
ALGORITHME III.3.5.1. Soit fun flot d'un reseau de transport. 
en/2_/2ommet/2_non_ma//.qué/2 := X\{e}; 
R. ép éte/1. 
evaf.. := +oo; 
tin_ité//.ation/2 := oui; 
Pou//. tout x. E. en/2_/2ommet/2_ma//.qu é/2 e/,/.ectue/1. 
Pou//. tout y E. en/2_/2ommet/2_non_ma//.qU é/2 ettectue/1. 
/2 i { (X., Y ) ~ /.L et t (X., y ) < C (X., y ) } 0 U 
{ (y, x.) E.. I.L et t (y, x.) > 0 } a R. o /1./2 
/2 i (x.,y)ç;,I.L et (y,x.)11.L af.o/1. /2 
levai' := c(x.,y) -t(x.,y); 
/2 i ( X. , y ) 'f /.L et ( y , X. ) €.. /.L a f. 0 /1. /2 
1 evae • :: t(y, x.); 
/2 i (x.,y)E. /.Let (y,x.) E I.L alo/1./2 
j evaf.' := c(x.,y) - t ( x. ,y) + t(y,x.); 
/2 i evaf.' < evaf. af.0/1. /2 
x._/1.etenu : = x.; 
y_/1.etenu · - y; 
tin_ité//.ation/2 ·- non; 
evaf.. : = evaf.': 
Si t,in_ité//.ation/2 = non af.0/1./2 
p//.ed(y_/1.etenu) := x._/1.etenu; 
en/2_/2ommet/2_ma//.qU é.o : = en.o_ /2ommet/2_ ma//.qu é .o U { y_/1.etenu}; 
en/2_/2ommet/2_non_ma//.qué/2 := en/2_ /2ommet/2_non_ ma//.q ué /2 \ 
{ y_/1.etenu} ; 
tant que (tin_ité//.ation/2 = non) et (t E en/2_/2ommet.o_non_ma//.qu é.o) . 
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Cet algorithme, appliqué à un flot f, converge et vérifie, 
après exécution, l'assertion : le sommet t appartient à l'ensemble 
€n6_6omm€i6_ma~qué6 si et seulement s'il existe une chaine f-augmen-
tante. De plus, s'il en est ainsi, l'application p~€d: X +X déter-
mine une telle cha!ne fournissant, en outre, une augmentation maximum 
de flot. 
Conceptuellement, il repose sur la notion de goulot d'une 
chaine augmentante. Précisons tout d'abord cette notion. Soit fun 
flot d'un réseau de transport R et, une chaine f-augmentante. Un 
arc v €. , est un go u l o t de , s ' i . l v é ri fi e l ' égal i té 
ev(v) = min ev(u) 
u E.' 
où, pour tout arc u = ( x, y) ~ U (f.), e v ( u) est défini par 
{
c(x,y) -f(x,y) si (x,y)ë U et (y,x)ji.U 
ev(u) = f(y,x) si (x,y) tf- U et (y,x) EU 
c(x,y) - f(x,y) + f(y,x) si (x,y) e: U et (y,x)E. U 
L'idée maitresse reste, tout comme dans la méthode de recher-
che en largeur d'abord,d'atteindre de proche en proche, partant de 
l'entrée e, la sortie t. Toutefois, à chaque itération, l'algorithme 
ne retient plus tous les sommets non visités adjacents aux sommets 
visités à l'itération précédente, mais un arc qui, parmi les arcs 
d'origine visitée et d'extrémité terminale non encore retenue, four-
nirait, s'il était goulot d'une chaine augmentante, une augmentation 
de flot maximum. 
L'algorithme d'Edmonds et Karp résulte del 'adaptation de 
l'algorithme général de Ford et Fulkerson III.3.2.1. à la recherche 
d'une telle chaine augmentante. 
ALGORITHME D'EDMONDS ET KARP III.3.5.1. 
Choi6i~ un tloi initial t: 
0 
J! • - J! • 
1- ·- 1- , 0 
6 : = €; 
R. ép éi€~ 
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(* amélio/1.aiion du /.toi cou/1.ani l *) 
7 ani que. -o i: e. e./,/,12.ciue./1. 
P -6 : = P /1.e.d ( '° ) : 
,t, i, (p -o , -o )e li e.i"(-6,p-o)'jtli alo/1.-6 
1 /_(p-o,-o) := /_(p-o,-o) + min(i); 
-6 i ( p -o , -o ) /- li e.i ( -o , p .t> ) E: li al o /1.-o 
J /.(-o,p.o) :: /_(-o,p-o) -min(i); 
-oi (p -o , -o)E li e.i ( -o , p -6) E li al o /1.-o 
\ 
/_(p-o,-o) :: 
t ( -o,p-o ) :: 
/_(p-o,-6) +min{min(i),c(p -o , -o) - /_(p.o ,-o)}; 
/_(-o,p-o) -max.{O,min(i) - c(p-o,-o) + /_(p-o,-o)}; 
(* /1.e.che./1.che. d'une. chaln e. /. -au gm12.nianie. *) 
e.n-o_-oomme.i-6_ma/1.qué-o :: {12.}; 
e.n/2_-oomme.i.o_non_ma/1.qué-o := X\{12.} ; 
R. ép éie./Z. 
12.val : = +00 ; 
/,in_iié/Z.aiion-o := oui; 
Pou/Z. ioui x. E- e.n/2_-oomme.i-o_ma/Z.qu é-o e././,12.ciue/Z. 
Po U/Z. tout y e. en-o_/2omme.i-o_non_ma/1.qu é-o e/_/,e.ciue./1. 
-6 i { (X., lJ ) C li ei C (X., lJ ) < /_ (X., lJ ) } 0 U 
{ (y,x.}E. li e.i /_(y,x.)>O} alo/Z.-o 
-é> i ( x., y) e li ei (y, x.) ~ li al o /Z.-o 
ieval' := c(x.,y) - /_(x.,y): 
-o i (x.,y)r/. li ei (y,x.}E li al0/1.-o 
1e.val' := /,(y,x.); 
-o i (x.,y)E.li e.i (y,x.)E li alo/Z.-o 
1 e.va l ' : = c ( x. , y) - /. ( x., Y) + 1- (Y, x.) : 
-oi eval'< eval alo/1.-o 
x._/1.e.ie.nu · - x.: 
y_ /1.e ienu : = y; 
/.in_iié/Z.aiion :: non: 
e.val : = e.val'; 
Si /_in_iié/Z.aiion-o = non alo/Z.-o 
I P /Z.e.d(y_ /1.eienu) := x._ /1.e.ie.nu ; 
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/ 
'6i. ( x._ 1u!.i..enu, y_//..e.l.e.nu) E:. Il el ( y_//..e.l.e.nu, x._//.elenu), /1 a !..o //./2 
mi.n(y_//..e.lenu) :: mi.n{mi.n(x._//.el.e.nu),c(x._//..e.lenu,y_//..e.lenu) 
- t(x._//..e.lenu,y_//..e.lenu)} 
'6i. (x._//.elenu,y_//..e.l.e.nu)~ Il .el (y_//..e.l.e.nu,x._//..e.l.e.nu)E Il aeo//./2 
l
mi.n(y_//..e.l.e.nu) := mi.n{mi.n(x._//..e.l.e.nu), 
t(y_//..e.lenu,x._//..e.ienu)} ; 
.6i. ( x._//..e.l.e.nu, y_//..e.lenu) E /1 .et ( y_//..e.l.e.nu, x._//..e.l.e.nu) E /1 a e o //./2 
mi.n(y_//..e.lenu) := mi.n{mi.n(x._//..e.lenu),c(x._//..e.l.e.nu,y_//..e.l.e.nu) 
- t(x._//..e.l.e.nu,y_//..e.l.e.nu) 
+ t(y_//..e.l.e.nu,x._//.elenu)} 
.e.n/2_'6omm.e.1'6_ma//.qué'6 : = en/2_'6omm.e.1'6_ma//.qu é'6 U { y_//..e.ienu}; 
.e.n/2_'6omm.e.1'6_non_ma//.qUé'6 : = en/2_'6omme1'6_non_ma//.qUé'6 \ 
{ y_//..e.l.e.n u} ; 
lanl qu.e. (ti.n_i.l é//.aii. on/2 = non) .el ( i ft- en/2_'6omm.e.Lt>_ma//.qu é'6); 
.6 := t; 
lanl qu.e. ( l E. .en .6_'6omm .e.l'6_ma//.q u é /2) • 
Le théorème II.5.4. de l'annexe [ 13 J précise le nombre maxi-
mum d'augmentations de flots qui y sont effectuées. Si M désigne un 
entier positif tel que, pour toute partition des sommets de X en deux 
sous-ensembles Set 5, le nombre d'arcs ayant une extrémité dans S 
et une autre dans 5 est plus petit ou égal à Met si, en outre, f* 
est un flot de valeur maximum, l'algorithme précédent, appliqué a 
un réseau de transport à capacités entières converge, après au plus 
l + log M/M-l if*I 
augmentations de flots. 
III.3.6. La méthode de Dinic 
La méthode de Dinic repose sur la notion de réseau de référence. 
Définissons la tout d'abord. Le réseau de référence associé au réseau 
de transport R = (X,U,c) et au flot f de ce réseau est le réseau 
(X,U f'c) dont l'ensemble des arcs U f est constitué de l'ensemble 
r, r, 
des arcs composant les chemins de R(f) d'extrémité initiale e et de 
longueur inférieure ou égale à la distance de e à t dans R(f). Bien 
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sûr, l'e xistence d'un tel réseau suppose l'existence d'une cha1ne 
augmentar:ite. 
Plutôt que de construire, comme dans les méthodes précédentes, 
à chaque itération le rés,eau d'écart du flot courant, E.A. Dinic 
propose d'effectuer certaines _augmentations successives de flot sur 
un même réseau, le réseau de référence associé au flot courant. Sa 
méthode repose donc sur une suite de phases. 
Chacune commence par construire le réseau de référence 
associé au flot courant. Ceci peut, comme le montre l'algorithme 
III.3.6.1., s'effectuer grâce a une exploration en largeur d'abord 
des sommets du réseau d'écart que l'on arrête lorsque la sortie a 
pu être marquée. Bien sûr, si la construction de ce réseau échoue 
c'est-à-dire sil 'algorithme précédent se termine en assignant à la 
variable .e.ch.e.c la valeur faux, le flot courant est de valeur maximum. 
Dans le cas contraire, grâce à une exploration en profondeur des 
sommets du réseau de référence, une chaine augmentante est déterminée 
et le flot courant augmenté. Les arcs du réseau de référence n'appar-
tenant pas au réseau d'écart du nouveau flot sont éliminés et une 
nouvelle recherche en profondeur d'abord d'une chaine augmentante 
commence • Et ainsi de suite jusqu'à ce que la sortie t soit 
devenue inaccessible. A ce moment, une nouvelle phase commence. 
L'algorithme de Dinic qui en découle repose encore sur les 
deux algorithmes auxiliaires suivants. Le premier, RECHERCHE_CHEMIN(s), 
vise à déterminer à partir d'un sommets, un chemin entres et t 
dans le réseau de référence décrit par les ensembles /2 ucc(x) (XE X) 
des successeurs de x dans ce réseau. Le second, AUG MENTATION FLOT(f), 
a pour but d'augmenter le flot f le long de la chaine augmentante 
définie par l'application /2ui..v et d'éliminer les arcs du reseau de 
référence n'appartenant pas au graphe d'écart du nouveau flot. 
ALGORITHME CONSTRUCTION RESEAU_REFERENCE(f,echec) III.3.6.l. 
Soit fun flot du réseau de transport R = (X,U,c). 
Pou//. :tout x EX\{ d .e./!./!..e.c:tu.e. /1.. 
1 
num ( x) : = 0: 
/2ucc(x) := (j); 
n um ( .e. ) : = 1 : 
i.. : = 1 : 
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R ép éte11. 
/. in_ité 11.at ion/2 ·- v11.ai; 
Pou11. tout x. E. X e/./.ectu e11. 
/2 i num(x.) = i alo 11./2 
Pou11. tout y e. X e/./.ectue11. 
,t,i { ((x.,y) E- llet/_(x.,y)<c(x.,y)) ou 
( ( y , x. ) '=- lL et /. ( y , x. ) > 0 ) } et n um ( y ) E.. { 0 , i + 1 } 
a f. o 11./2 
num (y) : = i + 1 ; 
/2U CC (X.) : : ,6U CC (X.) U { y} ; 
/.in_ité11.ation,t, :: /_ aux.: 
l. :: l.+1: 
tant que ( /. in_ité11.ation ,t, = /_a ux.) et (num(t) = 0): 
Si num(t) = 0 
l
af. 0 11./2 echec :: 
/2inon echec : = 
v 11.a i 
/_aux.. 
ALGORITHME RECHERCHE CHEMIN(s) III.3.6.2. Soit s un sommet. 
Pou11. tout x.E.-oucc(-6 ) e/./.ectue11. 
/2i t_ma11.qu é = non af.011./2 
,t,i X.= t 
af.011./2 
Jt_ma 11.qué :: oui: 
r ,t,uiv( ,t, ) :: t: 
/2inon 
1
-t, uiv(,t,) :: x.: 
RéCHéRCHé CHé~IN( x. ). 
ALGORITHME AUG MEN TATION FLOT(f) III.3.6.3. Soit fun flot. 
x. : = e : 
min : = +oo; 
R ép éte11. 
y :: ,t,u i v(x. ): 
/2 i ( x. , y ) E lL et ( y , x. ) </- lL a t. o 11. /2 
1 m :: c(x.,y) - /.(x. ,y): 
/2 i (x.,y)'llL e t (y, x. ) ElL af.011./2 
jm :: /.(y , x.) : 
/2 i ( x. , y) E- lL et (y, x. ) € lL a f. o 11./2 
/m := c(x.,y)-/.(x.,y)+/_(y,x.): 
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/2i. mi.n > m af..o /1./2 
1 mi.n :: m; 
X : : y; 
tant que. x p t; 
X :: .e; 
R. ép éte./1. 
y :: /2ui.v(x); 
/2i. (x,y)e il 2.t (y,x)f il af..0/1./2 
l
t(x,y) :: t(x,y) + mi.n; 
/2i. t(x,y) = c(x,y) af.0/1./2 /2ucc(x) :: /2ucc( x ) \ {y}; 
/2i. (x,y),j.. il 2.t (y,x)E. il af.0/1./2 
l
t(y,x) :: t(y,x) - mi.n; 
/2i. t(y,x) = 0 af.0/1./2 /2ucc(x) := /2ucc(x) \ {y}; 
/2 j_ (X, y ) E il 2.t ( y , X ) E.. il a f.. 0 /1. /2 
t(x,y) :: t(x,y) + mi.n{mi.n,c(x,y) - t(x,y)}; 
t(y,x) :: l,(y,x) - max{O,mi.n - c(x,y) + t(x,y)}; 
/2i. t (X, Y) : C (X, Y) 2.t t (y, X) : Q' a f.. 0 /1./2 
l/2ucc(x) :: /2ucc(x) \ {y}: 
X : : y; 
tant que. x p t. 
ALGORITHME DE DINIC III.3.6.4. 
t ·- t . • - 0, 
R. ép éte./1. 
CONS7R.ilC7ION_R.lSlAil_RlTlR.lNCl(t,2.ch2.c); 
/2i. 2.ch2.c = taux af..0/1./2 
R. ép éte./1. 
t_ma/1.qué :: non; 
R.lCHlR.CHl_CHlMIN(e.); 
/2i. t_ma/1.qu é = oui. af.0/1./2 
IAilÇMlN7A7ION_TLO7(t); 
tant que. t_ma/1.qU é = oui.; 
tant que. 2.ch2.c = taux. 
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Appliqué aux réseaux de transport à capacités entières et 
à partir d'un flot initial à valeurs entières, l'algorithme de Dinic 
III.3.6.4. possède une complexité temporelle théorique de c9 (n 4 ) au 
plus. Toutefois, les réseaux à capacités entières offrent une com-
plexité meilleure encore : le théorème II. 9. 20. établit, en effet, 
dans ce cas, qu'il possède une complexité temporelle théorique de 
0 (n 813 ) au plus. 
III.~. La méthode de redistribution de flux 
La méthode de redistribution de flux repose essentiellement 
sur l'augmentation ou la diminution locale de flux, les équations de 
conservation de la somme des flux aux sommets étant temporairement 
dél alssées. Toutefois, à chaque fonction f: U-tlR+ elle associe une 
fonction de poids wf dont le but est de mémoriser en tout sommet 
la différence entre la somme des valeurs f(u) des arcs qui lui sont 
incidents vers 1 'extérieur et la somme des mêmes valeurs correspon-
dant aux arcs qui lui sont incidents vers 1 'intérieur. Cette dernière 
est encore définie par les relations 
wf(x) = f(x,X) - f(X,x), 'tlx E:.X. 
Tout chemin du réseau R composé d'arcs donnant à f une valeur stric-
tement positive dont 1 'origine x possède un poids wf(x) strictement 
positif et l'extrémité terminale y un poids strictement négatif est 
appelé f-chemin d'élimination ou, plus simplement, chemin d'élimi-
nation. Un tel couple de sommets (x,y) est encore appelé f-paire d' 
élimination ou, plus simplement, paire d'élimination. 
L'algorithme ELIMINATION ci-dessous, appliqué a un sous-
ensemble Y de X détermine puis supprime les paires d'élimination de 
Y. On procède comme suit. On tente tout d'abord, partant d'un sommet 
de poids strictement positif, de tracer un chemin d'élimination 
· ayant ce sommet pour origine, puis on réduit les flux des arcs qui 
le composent. Ce processus se répète jusqu'à ce qu'il n'y ait plus 
de sommet dans Y de poids strictement positif ou qu'il n'existe plus 
de chemin d'élimination. Dans ce dernier cas, s'il subsiste des 
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sommets de poids strictement positif, l'algorithme ELI MI NATIO N 
i dentifie en plus l'ensemble Z des sommets de Y extrémités terminales 
d'un chemin composé d'arcs donnant à la fonction courante f une 
valeur strictement positive et dont l'origine possède un poids stric-
tement positif. 
ALGORITHME ELIMINATION(Y,Z) III.4.1. Soient f une fonction 
du réseau de transport (X,U,c) telle que O ~ f(u) ~ c(u), pour tout 
u e U et Y un sous-ensemble de X. 
z : = <I>; 
f.g_ch..emi.n :: O; 
lj aux. : = lj; 
7ant que {y E lj : wp(y) > O} ~ cj) /1.. épéi.e/l.. 
aux. ,... 
/2i. f.g_ch.emi.n = 0 af.O/l../2 
choi./2i./l.. x. EX tef. que wl-(x.) > O; 
chemi.n(1) :: x.; 
f.g_chemi.n := 1; 
RlCHlRCHl_CHl~IN(ch..emi.n,f.g_ch..emi.n, état_ch.emi.n); 
/2i. état_chemi.n = if.oqué af.O/l../2 
Z : = Z U { ch..emi.n ( l.g_chemi.n)}; 
lj : = lj \ { chemi.n( l.g chemi.n)}; 
aux. aux. -
l.g_ch.emi.n :: l.g_chemi.n - 1; 
/2i. état_ch.emi.n = i.e/l..mi.né al.O/l../2 
0 :: mi.n{wl-(ch.emi.n(1)), wl-(ch.emi.n(lg_ch.emi.n)), 
m~n /_(ch.emi.n(i.),ch.emi.n(i.+1))}; 
1 ~ i. < f!.g_ch.emi.n 
wl-(chemi.n(1)) :: wl-(ch.emi.n(1)) - 0; 
wl-(chemi.n(l.g_chemi.n)) := wl-(ch.emi.n(lg_ch.emi.n)) + 0; 
Pou/l.. i. va/l..i.ant de 1 à ( l g_ch.emi.n - 1) e/./_ectue/l.. 
/_( che:ni.n ( i.), ch.emi.n ( i. + 1)) : = /_( ch.emi.n ( i.), ch.emi.n ( i. + 1)) - 0; 
lg_ch.emi.n : = 0. 
o~ la procédure RECHERCHE_CHEMIN{chemin,lg_chemin,état_chemin) est 
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ALGORITHME RECHERCHE CHEMIN(chemin,lg_chemin,état_chemin) 
III.4.2. Soient une fonction f du réseau de transport R = (X,U,c) 
telle que O ~ f (u).:::; c (u), pour tout u E. U et un chemin de ce réseau 
de longeur lg_chemin mémorisé dans le tableau chemin. 
éiai_ch~in :: nolUllal; 
7ani que ( 3 YEY : /.(chemin(lg_chemin),y}->0) et 
aux 
( éiat_chemin # telUllin é) 11. ép étv1. 
choi-1i11. ye. lj tel que /.(ch~in(lg ch~in),y) > O; 
aux -
-1i w/.(y) < 0 
af.011.-1 
1 état_ch~in := telUlliné 
-1inon 
-1i y E. ch~in 
al o 11.-1 
indice := min{i : 1.:s; i < f..g_chemin et y= chemin(i)}: 
6/. :: min{/.(ch~in(i),ch~in(i+1) : 
indice~ i < lg_ch~in}; 
Pou.11. i va.11.iant de indice à f.g_ch~in - 1 e/./.ectue.11. 
l
/.(chemin(i),chemin(i+1)) :: 
/.(ch~in(i),chemin(i+1)) - 6/.: 
lg_chemin := indice: 
-1inon 
l 
lg_ch~in :: lg_ch~in + 1; 
chemin(lg_chemin) := y; 
Si état_chemin # te.11.min é af.011.-1 
état_ch~in := ifoqué. 
L'utilité de ces algorithmes et des notions précédentes 
provient de la remarque suivante. Supposons avoir résolu le problème 
obtenir un sous-ensemble X' du réseau (X,U,c) et une fonction f 
tels que 
O~f(u)~c(u), \:lusU, 
eE-X', ttX', 
f(X',X') = c(X',X'), (1) 
f(X',X') = O, ( 2) 
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/ 
et 
wf(y) ),!-0, \:iysX' \ {t}. 
Comme f(X',X') est nul, les poids négatifs dans X' peuvent être 
associés aux chemins d'élimination d'origine e et d'extrémité ter-
minale distincte de t et les poids positifs aux chemins d'élimination 
d'origine distincte de e et d'extrémité terminale t. Eliminons grâce 
à l'algorithme 111.4.1. ces classes de chemins. Comme ceci ne modifie 
en rien les flux des arcs de X' x X' et de X' x X', les équations (l) 
et (2) restent valables. Par suite, le théorème du flot maximum et 
de la coupe minimum affirme que la coupe associée à X' est minimum 
et que le flot obtenu est de valeur maximum. 
Reste donc, pour résoudre le problème du flot maximum, à 
déterminer un tel ensemble X'. Or c'est j~stement le but des itéra-
tions de la méthode de redistribution des flux que de construire un 
tel ensemble X' vérifiant en outre les relations 
Toutefois, avant de les amorcer une phase d'initialisation est 
requise. 
la_phase_d'initialisation 
+ Soi t f une f on c t ion de U dan s IR te 11 e que O ~ f ( u ) ~ c ( u ) • 
Lors de celle-ci, les paires d'élimination sont tout d'abord supprimées 
de telle sorte qu'on ait, pour tout xE:.X\{e,t}, wf(x)~O. (L'égalité 
f(t,X) =0 permet alors d'interpréter la quantité wf(x) comme l'excès 
des flux d'entrée en x en provenance de e) Ensuite, pour faciliter 
les calculs, les poids fictifs - Met M, où M désigne une constante 
arbitrairement grande, sont respectivement affectés aux sommets e 
et t .. Ils assurent les inégalités wf(e) < 0 et wf(t) > 0 et, par suite, 
aucune exécution de la procédure ELIMINATION ne peut réduire les 
flux des arcs de w+(e) et w-(t). Enfin, un ensemble auxiliaire X' 
est créé et initialisé au vide. 
Le but des itérations est donc de faire évoluer la fonction f 
ainsi modifiée et l'ensemble X' de telle sorte qu'ils vérifient, 
apres exéc ution, les relations précédentes. Pour ce faire, chacune 
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1 
se compose d'une suite de phases de déplacement de flux suivie d'une 
phase d'élimination. Analysons tout d'abord les premières. 
les_phases_de_dérlàcement_de_flux 
Avant toute exécution de cette suite de phases, l'ensemble 
X'~ des sommets dei' de poids strictement négatif est non vide et 
l ' o n a , p ou r t ou t x e. X ' \ { t } , w f ( x ) ~ 0 • Ce ci e s t a s sur é à l a p r em i ère 
itération par l'exécution de la phase d'initialisation et, pour 
toute itération ultérieure, par l'itération précédente. 
Cela étant, lors de toute phase r, le complémentaire de 
l'ensemble X' courant est partitionné en deux sous-ensemblesX et Y 
r r 
dont le dernier cité contient les sommets contre lesquels l'excès 
de flu~ d'entrée disponible dans X'- (défini de même que X'-) est à 
r 
déplacer. De plus, cette partition vérifie les relations 
et 
x; = {x e-Xr : wf(x) > O} = et>, 
f(X',Y) = 
r 
f(X ,Y ) ~ 
r r 
c(X',Y) 
r 
c(Xr,Yr) 
f(Y ,X' 
r 
X ) = O. 
r 
Elle donne, en outre, lieu à une des deux situations suivantes. _ Dans 
la première, on a x- = cp ou f(X ,Y) = c(X ,Y). Dans ces conditions, 
r r r r r 
aucun déplacement de flux n'est possible, l'ensemble X est ajouté 
r 
à X' et la phase d'éliminatio~ décrite ci-dessous, est exécutée. 
Dans la seconde, aucune des deux égalités précédentes n'est vérifiée; 
Les arcs de X x Y sont alors saturés augmentant et diminuant respec-
r r 
tivement les poids de X et Y • Des paires d'élimination peuvent 
r r 
maintenant exister entre x+ et x-. Leur suppression réduit les poids 
r r 
des sommets de x+ et l'excès de flux d'entrée disponible dans X-. 
r . r 
La quantité correspondante de flux est ensuite déplacée contre Y 
r 
et l'ensemble L des sommets de X extrémités terminales de chemins 
r r 
composés d'arcs donnant à f une valeur strictement positive et d' 
ori gine appartenant à x+ est retiré de X pour êtr e ajouté à Y . Une 
r r r 
nouvelle phase, numérotée r+l, commence. 
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Il convient ici de clarifier le concept de déplacement de 
flux. 
le_concept_de_déplacement_de_flux 
La suppression des paires d'élimination représente une 
réduction d'une certaine quantité de flux dans x+ x x-. Ceci n'est 
r r . 
possible que parce qu'un poids positif supérieur ou égal fut créé 
pendant le processus de saturation (représentant une augmentation 
de f l u x d an s X • x Y ) • D ès l o r s , un e ce r t ai n e q u an t i t é de f l u x con tr e 
r . r 
x- a été réduite et, au moins, une quantité correspondante de flux 
r 
contre Y a été accrue. Noas interprétons ce changement comme un 
r 
déplacement de flux puisque le flux contre x- a été déplacé contre 
r 
Y • Dans la suite, nous utiliserons ce terme "déplacement" pour 
r 
désigner un moyen de réduction de flux entre les paires d'élimination, 
celle-ci étant compensée par une augmentation correspondante de 
flux dans une autre direction • 
. 
Décrivons à présent la phase d'élimination. 
la_phase_d'élimination 
Arrivé en ce point, un nombre fini h de phases de déplacement 
de f l ux ont été effectuées et on a 
chaq ue ensemble L. 
l 
(l ~-i < h) pouvant contenir des sommets de poids 
positif ou négatif créé durant l'exécution de celles-ci. 
Dans la phase d'élimination, les arcs saturés durant les 
phases de déplacement de flux sont sélectionnés dans l'ordre inverse 
del 'ordre de saturation et leur flux est réduit. Ce processus se 
répète jusqu'à ce que tous les poids positifs soient éliminés. 
On peut prouver les inclusions 
L. xl. l () U c X. xY.nU, \:/iE{l, ,h} 
l l- l l 
e t d ém o n t r e r q u e l ' é l i m i n a t i o n d e s p o i d s p o s i t i f s d an s L : ( i = l , • • . , h) 
l 
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nécessite une réduction de flux, initialement augmenté dans L. x L . 1 fl U. l. l. -
Toutefois, avant que les flux dans (L. x L. 1 ) n U (i = l, ••• ,h) ne l. l. -
soient réduits:, il convient de supprimer toutes les paires d'élimination 
existant dans L .• Notons qu'une telle suppression entraine des dépla-
1. 
cements successifs de- flux à travers les ensembles L., L. 1 , ••• , . {t}. l. l. -
Enfin, la phase d-'élimination se termine par la réinitiali-
sation des flux dans X' de telle sorte à avoir wf(x) ~ O, pour tout 
xeX'\{t}. 
L'algorithme suivant formalise ce qui préc~de. · 
ALGORITHME DE REDISTRIBUTION DE FLUX III.4.3. Soit f une 
fonction d'un réseau de transport telle que 0~ f(u) ~ c(u), pour 
tout u e.U. 
( Pou/t. tout x e. X\ Le.} e././.e.ctu,u 
w(x) :: t(x,X) - /.(X,x); 
w(e.) := -l'l; 
tll/'1INA1ION(X,Z); 
w(t) :: /'1; 
X' :: cp; 
1 t ~, 1 ~ ,, t an qu~ ~ ~ ~ e.~~e.c ue./l. 
X := X' ; 
0 
Yo := <P ; 
L : = { t} ; 
0 
P ou/t. tout u e. U. e././.e. ctue./l. ô /. ( u) : = 0; 
X 1 : = X ' , { t} ; 
y 1 : = { t}; 
/l. :: 1; 
7ani que. x- I $ e.t /.(X ,y)< c(X ,y) /t.épéte./l. 
/t /t /t. /t /t 
Pou/l. tout ( x, y) € ( X xY ) "U. e././.e.ciue./l. 
/t /t 
ô/.(x,y) := c(x,y) -/.(x,y): 
,t,i, ô/.(x, y)> 0 af.O/l.-6 
/.(x,y) :: c(x,y); 
w(x) := w(x) + ô/.(x,y); 
w(y) := w(y) -ô/.(x,y); 
tll/'11NA1ION(X ,L ); 
/t /t. 
Il.:= 11.+1: 
X . -. -
Il. X 7\l 7: Il.- /l.-
yll. : = y 7UL 1: Il.- Il.-
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Si. X - ,J <!> a f. o /l..o /l. X':: X'uX /l. 
/l. :: /l. -1: 
7 ant que. /l. F O e.-1./.e.ctue./l. 
Ell~INA7IOH(l ,ZJ: 
/l. 
7 ant que. l + F <!> e.-t.te.ctue./l. 
/l. 
ch.oi..oi./l. un a/Le (x.,y)E..(l+ x.l 1 Jnll te.f. que. /l. /l.-
8 = mi.n{ ôt( x., y), w( x.J} > 0: 
t(x.,y) :: t(x.,y) -8; 
w(x.) :: w{x.) - 6; 
·w(y) :: w(y) + 6: 
ô/_(x.,y) :: 6/,.(x,y) - 6: 
/l. :: /l.-1: 
w(e.) :: c(X',X') + lw(X''.'"JI: 
w(t) :: - c(X' ,X'): 
t l I f!l_I NA 7 I O iV ( X ' , Z ) • 
Sa complexité te~porelle théorique est '"9 (n 5 ) au plus. 
On notera que cette méthode ne requiert pas que la fonction 
f que l'on tente de transformer en un flot de valeur maximum soit 
un flot. Ceci constitue un avantage par rapport aux méthodes précé-
dentes, par exemple, lorsque, disposant d'un flot de valeur maximum 
d'un réseau, on recherche un même flot d'un réseau "voisinu obtenu 
par une létj~re modifica~ion du premier. 
III.5. La méthode des préflots 
La méthode des préflots repose sur les notions de préflots 
et de réseau de couches. Définissons les tout d'abord. 
1 ) Un e f on c t i on f : U -+- IR + e s t u n p r é f 1 o t si e 11 e v é ri f i e l e s 
trois propriétés suivantes. 
(i) Pour tout arc u E:U, on a 0~ f(u) ~ c(u). 
(ii) Pour tout X€-X\{e,t}, on a f(w-(x))) f(w+(x)). 
- 96 -
(iii) Tout chemin d'extrémités initiale e et terminale t 
contient au moins un arc saturé c'est-à-dire donnant 
aux fonctions f etc les mêmes valeurs. 
2) Le réseau de couches associé au réseau de transport 
R = (X,U,c) et au flot f de ce réseau est le graphe dont l'ensemble 
des sommets est composé des couches L. définies par les relations 
l 
L = {e}, 
0 
{ r1 i -1 ::J i -1 L. =XE.X: xl"-U. 1 L. et .:::JyEU. 1 L. l J= J J= J 
( ( y ' X ) € u e t f ( y ' X ) < C ( y ' X ) ) 0 u ( ( X ' y ) e u e t f ( X ' y ) > 0) 
Lk = {t}, 
où k désigne la longeur mi nimum d'une chaine f-augmentante, et dont 
l'ensemble des arcs est constitué des arcs (x,y) EU tels que 
f(x,y) < c(x,y) pour lesquels il existe i E {O, ••• ,k-1} tel que 
xe.L. et ye:L. 1 et des arcs (y,x)E.U tels que f(y,x)>O et pour l l+ 
lesquels il existe i E {O, ••• ,k-1} tel que x e L. et yE. L. 1 • Bien l l+ 
sûr, quand il existe, le graphe (X,UR f) du réseau de référence 
' (X,UR,f'c) s'identifie au réseau de couches associé au flot f et 
au réseau de transport R = (X,U,c). 
Décrivons à présent brièvement la méthode des préflots. Elle 
consiste en une suite d'itérations dont chacune a pour objectif de 
transformer un flot donné en un flot de valeur supérieure. Dans ce 
but, chacune d'entre elles tente tout d'abord de construire le réseau 
de couches associé au flot courant. En cas d'échec, ce flot est de 
valeur maximum. Sinon, un flot de valeur supérieure peut être défini. 
Pour ce faire, les arcs incidents vers l'extérieur à l'entrée e sont 
saturés puis une succession de phases d'augmentation et d'équilibrage 
modifie progressivement le flot courant, établissant ainsi une suite 
de préflots dont le dernier élément est le flot cherché. 
L'algorithme suivant en découle 
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ALGORITHM E DE S PREFLOTS III.5.1. 
1- : = /.f. ot nu l ; 
Pou11. tout x €. X e./!../!.ectue11. 
!Un -out)( x ) := O; 
R. ép éte11. 
CO/V S7 RI.LC 7 ION _R.E.S E.AI.L_COI.LCl-1.E.S (_t, eche c); 
Si echec = /,a ux a l o11.-6 
Pou 11. tout x e: X e/,./,ectue11. 
a..(x) := /l...(x.): 
~ ~ 
a ( x ) := w (x); 
e e 
S(x) := (j); 
Pou11. tout x E. L 1 e/../!.ectue11. 
Un - out)(x) := Un - out)(x) - /_ ( e,x) + c(e,x); 
aj o ti.t ( S ( x), ( i, e, c ( e, x) - 1- ( e , x)); 
Un - out)(e) := Un - ·out)(e) - c( e , x) + ,f!.(e ,x); 
,f!.(e,x) := c(e,x.); 
-6 : = 1 
R ép éte11. 
1
./!. :: PHASE._AI.LÇME.N7A7ION(t,-6); 
t := PHASE._E.JI.LILIBR.AÇE.(,f!.,-6); 
tant que -6 i O; 
tant qu e echec = /,aux. 
Les procédures CO NSTRUCTIO N RESEAU_COUCHES, PHASE_AUGME NTATIO N, 
PHASE_E QUILI3RAGE ainsi que les structures de données qu i apparaissent 
sont trop compliquées pour être expliquées ici. Nous renvoyons le 
lecteur désireux d'en connaitre davantage à l'annexe [ 13] . 
Cet algorithme converge et détermine, après exécu tion, un 
flot de valeur maximum. Sa comple xité temporelle théorique est de 
l9(n 3 ) au plus. 
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III.6. La programmation linéaire 
La théorie de la programmation linéaire résout les problèmes 
du flot maximum, du flot b-canalisé maximum, du flot maximum de coût 
minimum et de transfert de Hitchcock. 
De fait, le premier (resp. le second) consiste en la recherche 
de m nombres (réels ou entiers) f(u 1 ), ... ,f(um) maximisant la 
fonction 
w = r f(u) 
U€.W-(t) 
et soumis aux contraintes 
f(u) = r 
+ 
f ( u) ' 'r/ x E: X\. {e,t}, 
U E.W (X) 
O~f(u)~c(u) (resp. b(u)~f(u)~c(u)), 'du€.U 
c'est-à-dire -à la résolution du problème de programmation linéaire 
min r f(u) 
ue.w-(t) 
sous les contraintes 
f ( u) = r 
+ UE.W (x) 
f ( u ) ' 'ri XE:. X\ {e,t}, 
O~f(u)~c(u) (resp. b(u)~f(u)~c(u)), \:t'ue.U 
en les inconnues (réelles ou entières) f(u 1 ), ... ,f(um). 
Par ailleurs, le problème du flot maximum de coût minimum 
revient à la recherche parmi les flots maximum d'un flot minimisant 
la fonction 
r d(u) f(u). 
UE U 
Un tel flot peut être obtenu par résolution du problème de programmation 
linéaire en les inconnues f(u 1 ), ,f(um) 
min { - M t: f ( u ) + I d ( u ) f ( u )} 
uE.w-(t) ue.U 
sous les contraintes 
f(u) = r 
+ U E. W (X) 
() ~ f(u) ~ c(u), 'rluEU 
f ( u) ' 
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'ri xt: X\{e,t}, 
o~ ~ dési gne une constante p ositiv e arbitrairement grande. 
Enfin, le problème de transfert d' Hitchc~ck, cas particulier 
du problème précédent peut bien sûr être ramené à un problème de 
programmation linéaire. 
La résolution du problème du flot maximum en variables réelles 
semble exiger l'application de la méthode des deux phases ou de la 
méthode des pénalités. Toutefois, un examen plus attentif montre qu' 
on peut déduire des contraintes du PLS associé une base réalisable 
et, par suite, appliquer directement l'algorithme primal du simplexe. 
En effet, en introduisant dans les m équations f(u.) ~ c(u. ), 
l l 
(i =l, ,m) des variables d'écarts e 1 , ,em et en associant 
aux n-2 équations de conservation de la somme des flux aux sommets 
distincts de e et t les variables artificielles a 2 , ,an-l de 
coût arbitrairement grand, le nouveau PLS ainsi obtenu admet la base 
réalisable (e 1 , ••• ,en,a 2 , ,an_ 1 ). Sa solution fournit, bien 
sûr, la solution du problème du flot maximum. On réalise de la sorte 
un gain appréciable de temps ainsi qu'une économie non négligeable 
de m colonnes d'un tableau du simplexe. 
La complexité temporelle théorique de 1 'algorithme obtenu 
reste n é an moi n s de (_S) ( A n2 +m ( n +m ) 
2 ) au p 1 us . 
n+m 
Par ailleurs, la résolution de ce même problème mais en 
variables entières relève de techniques plus sophistiquées que 
nous exposons en [ 13 J. 
III.7. Tableau récapitulatif 
Le tableau suivant résume les résultats rappelés dans ce 
chapitre. Dans ses cinq premières colonnes, il énonce les contraintes 
imposées par les sept algorithmes et indique , pour chacun, la possibi-
lité qu'il offre de s'adapter à la résolution des trois problèmes 
an n ex e s : p r o b l èm e du f l o t b - c an al i s é m a xi mu m , du f l o t m a x i mu m de 
coût minimum et de transfert de Hitchcock. En ·outre, s e s trois 
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dernières colonnes déterminent, pour chacun, la place mémoire qu'il 
requiert ainsi que, quand elle a été démontrée, sa complexité tempo-
relle théorique ou, sinon, une borne sur le temps d'exécution. 
La signification des symboles utilisés est la suivante 
+ renseigne une adaptation aisée, 
renseigne une inadaptation, 
± 
Jf*I 
N 
renseigne une adaptation possible mais non immédiate, 
représente la valeur maximum d'un flot, 
désigne un entier posi~if tel que, pour toute partition 
des sommets de X en deux ensembles Set S, le nombre 
d'arcs ayant une extrémité dans Set l'autre dans S 
est plus petit ou égal à N. 
De plus, les abréviations b~·1, i'-'lcm, Hi, alg, ens, vect, mat, dim 
remplacent respectivement les termes problème du flot b-canalisé 
maximum, problème du flot maximum de coGt minimum, problème de trans-. 
fert de Hitchcock, algorithme, ensembie, vecteur, matrice et dimension. 
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0 
1\) 
algorithme 
ou 
méthode 
al g. de Ford et 
Fulkerson 
recherche en 
profondeur 
d'abord 
lalg. de Ford et 
Fulkerson 
recherche en 
largeur d'abord 
al g. d 'Edmonds 
et Karp 
al g. de Dinic 
méthode de 
redistribution 
de flux 
méthode des 
préflots 
programmation 
linéaire 
contraintes 
résolution sur le reseau 
nombre bM Mcm Hi de transport en 
capacités 
entier ± ± entières + 
entier 
/ ± ± ou + réel 
-
capacités 
entier ± ± entières + 
capacités 
entier ± ± entières + 
- - -
capacités 
entier entières - - -
/ entier ou 
- - -
réel 
-
entier 
/ réel + + + ou 
complexité borne théorique temporel 1 e place mémoire temporelle 
/ au plus If* 1 3 vect. de dim. augmentations n 2 mat. de dim. de flot n x n 
au plus 
l9(n 6 ) . au plus n(n-l)(n+2)/lt 3 vect. de dim. n 
au gm en ta t i o n s 2 mat. de dim n X n 
de flot 
au plus 
/ l+logN/M-l j f* j 3 vect. de dim. n 2 de dim augmentations mat. n X n 
de flot 
2 vect. de dim. n 
(9(n4) plus / 2 mat. de dim. n X n au 1 vect. de n en s. = dim. 2m 
3 mat. de dim. n x n 
2 vect. de dim. m 
c9(n5) plus / 2 ens. = 1 vect. de au dim. n 
n ens. = l vect. de 
dim. n 
2 vect. de dim. n 
2 mat. de dim. n X n 
/ 6n en s. = 2 vect. de (.9(n3) dim. 2m au plus 1 de n en s. = vect. 
dim. n 
ii ens. de dim. non 
bornées 
(Am 2 ( n +m) ) l mat. de dim. 2n / (m+n+2) x (2m+n) plus au pour pour résolution résolution 
réelle réelle 
remarque : La taille de l'espace mémoire nécessaire à l'exécution 
des différents algorithmes a été déterminée comme suit : 
1) la méthode de recherche en profondeur d'abord nécessite l'emploi 
- de 3 vecteurs de dimension n pour mémoriser les tableaux 
min, ma~qué et p~.e.d, 
de 2 m a tri ce s de di m en si on n x n p ou r m ém or i se r l e f l o t et 
les capacités du réseau de transport; 
2) la méthode de recherche en largeur d'abord nécessite l'emploi 
- de 3 vecteurs de dimension n pour mémoriser les tableaux 
num, min et p~.e.d, 
de 2 m a tri ce s de di m en si on n x n p ou r m ém or i se r l e f l o t e t 
les capacités du réseau de transport; 
3) l'algorithme d'Edmonds et Karp nécessite l'emploi 
- de 3 vecteurs de dimension n pour mémoriser les tableaux 
min, num et les ensembles .e.n/2_/2omm.e.i/2_ma~qué/2, .e.n/2_ 
/2omm.e.i/2_non_ma~qué/2, 
d e 2 m a t r i ce s de di m en si on n x n p o u r m ém o ri se r l e f l o t e t 
les capacités du réseau de transport; 
4) l'algorithme de Dinic nécessitB l'emploi 
de 2 vecteurs de dimension n pour mémoriser les tableaux 
num et /2uiv, 
- den ensembles /2ucc dont la longueur totale représente un 
vecteur de 2m éléments, 
de 2 m a tri ce s de di m en si on n x n p ou r m ém or i se r l e f l o t et 
les capacités du réseau de transport; 
5) la méthode de redistribution de flux nécessite l'emploi 
-
de 3 matrices de dim en si on n x n pour m émeriser le flot, 
les capacités du reseau de transport et la matrice of, 
-
de 2 vecteurs de dimension n pour m émeriser les tableaux 
w et ch.e.min, 
, 
- de deux ensembles X et Y dont la lon gueur totale repre-
r r 
sente un vecteur à n éléments, 
- d'au plus n ensembles L
0
, ,Ln dont la longueur totale 
représente un vecteur an éléments; 
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6) la méthode des préflots nécessite 1 'emploi 
de 2 vecteurs de dimension n pour mémoriser les tableaux 
num et (i..n - out), 
- de 2 m a tri ce s de di m en si on n x n p o u r m ém o ri se r 1 e f 1 o t e t 
les capacités du réseau de transport; 
- d'au plus n ensembles L. dont la longueur totale représente 
l 
au plus un vecteur den ·éléments, 
- den ensembles S de taille non bornée, 
- de 4n ensembles w, w., r., 
2. l. l 
représente un vecteur de 2m 
re dont la longueur totale 
éléments, 
- de 2n ensembles a, a. dont la longueur totale représente 
e l 
au plus un vecteur de 2m éléments; 
7) l'algorithme expliqué au paragraphe III.6. nécessite l'emploi 
d ' une m a tri ce de di m en si on ( m + n + 2 ) x ( 2m + n ) pour m ém or i se r 1 e 
tableau du simplexe. 
III.8. Mesures pratiques 
Le tableau III.8.1. ci-dessous, extrait de [ 5] , compare 
les méthodes de recherche en profondeur d'abord (1), de recherche 
en largeur d'abord (2), d'Edmonds et Karp (3), de Dinic (4), des 
préflots (5) ainsi que de redistribution de flux (6). Il fournit, 
en fonction du nombre de sommets et du nombre d'arcs, la moyenne 
des temps d'exécution (en seconde et sur IBM 360/65) de chacun de 
ces algorithmes appliqués à dix réseaux de transport générés aléa-
toirement et dont la fonction de capacité est soumise, par groupe 
de deux, aux cinq bornes supérieures : 50, 100, 300, 500 et 1000. 
Les * indiquent que les cas correspondant n'ont pas été traités, 
les résultats précédents ayant clairement établi 1 'infériorité de 
1 'algorithme considéré. 
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. 
_ _/ 
num. IX 1 IU 1 (1) ( 2) ( 3) (4) ( 5 ) ( 6) 
1 
l 25 60 0,07 0,08 0, 14 0,07 0,10 0,13 
2 25 120 0,17 0,15 0,43 0,17 0, 31 0,34 
3 25 180 0,24 0,28 0,90 0,26 0,55 0,48 
4 25 240 0,43 0,47 1,64 0,33 0,63 0,66 
5 25 300 0,48 0,49 1,84 0,41 0,75 0,78 
6 25 360 0, 61 0,65 2, 76 0,48 0,84 0,83 
1 7 25 420 0,85 0,85 3,82 0,60 0,96 1,17 
8 25 480 0,94 0,99 4,73 0,66 1,06 1,32 
9 25 540 1,04 1,08 5,13 0, 70 1,06 1,43 
10 50 . 246 0,46 0,47 1,51 0,45 0,88 0,83 
11 50 490 1,03 1,07 5,48 0,98 1,48 1,38 
12 50 736 1,86 1,53 8,91 1,39 1,79 1,78 
13 50 980 2,66 2,40 15,66 1,87 2,72 2,53 
14 50 1226 4,19 3,52 26,60 2,38 3,60 3,66 
15 50 1470 4,19 3,87 25,39 2,63 4,13 4,74 
16 50 1714 5,38 4,64 75, 71 3,11 4,54 5,56 
17 50 1960 5,35 4,64 
* 
3,34 4,38 6,26 
18 50 2204 6,52 6,20 
* 
3, 63 1 5,11 7,99 
19 75 556 1,59 1,41 
* 
1,43 2,35 2,08 
20 75 1110 3,24 2,68 
* 
2,69 3,77 3,58 
21 75 1666 5,50 4,52 
* 
4,09 7,20 6,08 
22 75 2220 7,83 6,64 
* 
5,49 7,62 7,91 
23 75 2776 11,06 8,52 
* 
6,54 · 9, 0 5 10,31 
24 75 3330 12,12 11,52 
* 
8,42 10,70 12,76 
25 75 3884 15,19 13,87 
* 
10,45 12,57 16,30 
26 75 4440 18,20 17,78 
* 
11,66 14,45 17, 74 
27 75 4994 20,59 18,82 
* 
12,93 14,66 22,0 9 
28 100 594 1,98 1,91 
* 
1,82 3,00 
* 29 100 692 2,43 2,20 
* 
2,13 3,29 
* 30 100 792 2,90 2,71 
* 
2,44 3,66 
* 31 100 890 3,55 3,14 
* 
2,97 4,72 
* 32 100 990 3,63 3,29 
* 
3,04 5,35 
* 33 100 1980 8,29 7,04 
* 
6,35 9,23 
* 34 100 2970 12,15 11,51 
* 
9, 78 12,68 
* 35 100 3960 17, 02 16,21 
* 
12,57 14,65 
* 36 100 4950 21,78 20,93 
* 
15,42 18,13 
* 37 200 1194 7,21 6,82 
* 
6,32 10,93 
* 38 200 1592 10,35 8,94 
* 
8,54 14,93 
* 39 200 1900 12,76 11,21 
* 
10,38 15,78 
* 40 200 2388 15,33 13,47 
* 
12,49 17,45 
* 41 200 2786 17,04 15,82 
* 
14,47 20,07 
* 42 200 3184 20,45 19,23 
* 
17,17 22, 78 
* 43 200 3582 24,89 21,86 
* 
18,96 27,23 
* 44 200 3980 26, 76 24, 15 
* 
20,84 28,93 
* 45 200 7960 56,12 51,62 
* 
43,35 53,68 
* 46 300 1794 16,46 15,93 
* 
14,82 
* * 47 300 2692 25,53 24,49 
* 
21, 48 
* * 48 . 300 3588 32,13 28,19 
* 
29,84 
* * 49 300 4486 35,65 35,72 
* 
37,84 
* * 50 300 6278 56,96 52,60 
* 
52,92 
* * 51 500 2496 34,29 32,51 
* 
31,37 
* * 52 500 3742 49,22 49,37 
* 
46,45 
* * 53 500 4990 68,18 67,47 
* 
62,91 
* * 54 1000 2998 76,90 77,17 
* 
74,12 
* * 55 1000 3996 103,79 99,58 
* 
93,94 
* * 56 1000 4996 135,71 132,08 
* 
124,60 
* * 57 1500 4998 175,37 184,06 
* 
173,94 
* * 58 1500 5622 218,04 214,95 
* 
203,63 
* * 
TABLEAU III.8.1. 
Temps moyen d'exécution 
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On peut tirer les conclusions suivant e s : 
1) L'algorithme de Dinic s'avère le plus ef f icace. )e fait, 
seules la méthode de recherche en profondeur d'abord dans les cas 
3 et 49 et la méthode de recherche en largeur d'abord dans les cas 
2, 19, 20, 48, 49 et 50 se montrent plus rapides. Toutefois, elles 
ne s'y révèlent supérieures que d'une manière insignifiante. 
Il semble donc judicieux d'éviter certains étiquetages en 
recherchant plusieurs chaines augmentantes dans le même réseau. 
2) Pour les problèmes de taille faible, les performances 
des méthodes de recherche en profondeur d'abord et en largeur d'abord 
sont comparables à celles del 'algorithme de Dinic. Ce f ait, couplé 
à leur facilité de programmation mais aussi au fai bl e e space mémoir e 
qu'elles requièrent en fait de "bons" algorithmes. 
3) L'algorithme d'Edmonds et Karp est tout à fait inefficace 
les 16 cas traités montrent clairement la croissance rapide de son 
temps d'exécution. Cette inefficacité est certainement due au pro-
cessus d'étiquetage : le marquage d'un nouveau sommet exige, en effet, 
l'examen de tous les arcs joignant un sommet marqué à un sommet non 
, 
marque. 
Cependant, comme le montre la table III.8.2. ci-après, il 
requiert, parmi les quatre algorithmes dérivés del 'algorithme de 
Ford et Fulkerson, le moins d'augmentations de flot. 
4) La méthode de redistribution de flux est tout aussi 
médiocre. Ce fait et sa complexité de conception e t de codage nous 
conduisent à la rejeter. 
5) 3ien que de complexité temporelle théor i que inférieure, 
la méthode des préflots impose des temps d'exécut i on supérieurs 
aux temps d'exécution de la méthode de Dinic. 
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num. 
l 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 . 
16 
1 X 1 lui ( l ) ( 2) ( 3) 
25 60 1.07 1.00 1.00 
25 120 l. 57 1. 39 1.00 
25 180 1. 74 1.54 1.00 
25 240 2.12 1.62 1.00 
25 300 2.06 1.60 1.00 
25 360 3.24 1.78 1.00 
25 420 2.47 1.83 1.00 
25 480 2.27 1.77 1.00 
25 540 2.07 1.67 1.00 
50 246 l. 50 1.67 1.00 
50 490 1. 75 1.88 1.00 
50 736 2. 40 l. 65 1.00 
50 980 3.64 2.06 1.00 
50 1226 4.04 2.04 1.00 
50 1470 3.07 1.98 1.00 
50 1714 2.60 l. 62 1.00 
TABLEAU III.8.2. 
Proportion du nombre moyen d'augmentations 
de flot relativement à l'algorithme (3) 
( 4) 
1.00 
1.39 
1.54 
1.62 
1.60 
l. 78 
l. 83 
l. 77 
1.67 
1.67 
1.88 
1.65 
2.06 
2.04 
1.98 
l. 62 
III.9. Le meilleur algorithme 
Au vu des résultats précédents, l'algorithme de Dinic est, 
à nos yeux, le meilleur algorithme et ce, pour les raisons suivantes 
1) il possède le meilleur temps moyen d'exécution, 
2) il requiert un espace mémoire des plus faibles, 
3) il possède une complexité temporelle théorique des 
meilleures, 
4) il s'adapte aisément à la résolution d'autres problèmes 
tel que le problème du flot b-canalisé maximum, 
5) il est de conception et de codage relativement simples. 
, -
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ANNEXE : CON.CElP::TION __ 
D'ALGORI~HMEB DE FLOT 
DAN S 1-ES 
· .: j 
RESEAUX DE TRANSPORT 
Annexe au mémoire 
ANALYSE DES PERFORMANCES 
D'ALGORITHMES ET 
APPLICATION A LA COMPARAISON 
D'ALGORITHMES DE FLOT DANS 
LES RESEAUX DE TRANSPORT 
présentée par 
J. M. JACQUET 
Année académique 1983-1984 
INTRODUCTION 
Dans cet ouvrage, nous présentons les différentes recherches 
effectuées à propos d'algorithmes soluti onnant certains problèmes de 
flot dans les réseaux de transport et to u t spécialement le problème 
du flot maximum. Ce dernier nous a paru particulièrement intéressant 
en raison de ses nombreuses applications. Citons p~ur preuve le pro-
blème de distribution, le problème du trafic maritime ainsi que le 
problème des représentants. 
Au chapitre I, nous précisons les divers concepts utilisés 
dans la sui te : notions de flot, de réseau de transport, de fonction 
admi~sible, de préflot, de pseudo-flot, .... Nous définissons aussi 
le problème du flot maximum ainsi que trois problèmes annexes qui 
nous permettent de tester la modifiabilité des algorithmes qui le 
résolvent : les problèmes du flot b-canalisé maximum, du flot maximum 
de coût minimum et de transfert de Hitchcock. Nous donnons, en outre, 
pour chacun d'eux des exemples d'application. Enfin, nous rappelons 
les notions de complexités d'algorithme et démontrons le théorème 
fondamental du flot maximum et de la coupe minimum. Ce dernier résultat 
nous a sug géré le théorème du flot b -canalisé maximum très utile à 
la résolution du problème du flot b-canalisé maximum. 
Le second chapitre a pour objectif l'étude des méthodes d 1 
étiquetage. Nous décrivons tout d'abord le g raphe d'écart en montrant 
son intér~t au travers de l'algorithme AUGMENTATION. Ensuite, nous 
g énéralisons l'algorithme de Ford et Fulkerson (généralement exposé 
dans le cadre de 1-graphes antisymétriques) au cas de 1-graphes. Nous 
montrons , en outre, en nous appuyant sur le théorème du flot b-cana-
lisé maximum, les modifications à lui apporter pour qu'il résolve le 
problème du flot b-canalisé maximum. Enfin , nous particularisons c et 
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algorithme à quatre types de recherche de chaînes augmentantes en 
établissant , pour chaque méthode qui en découle , sa complexité théo-
rique temporelle ou une borne sur le nombre d ' augmentations de flot. 
La première résulte d ' une exploration en profondeur d'abord 
des sommets du graphe d'écart . Nous p r ouvons , qu 1 appliquée à des 
réseaux de transport à capacités entières, elle converge après un 
nombre d'augmentations de flot égal au plus à la valeur d'un flot 
maximum du réseau traité. 
La deuxième se base sur la recherche en largeur d'abord 
d'une chaîne augmentante . Nous établissons qu'elle converge après 
au plus 
n (n-1) (n+2) 
4 
augmentations de flots , où n désigne l e nombre de so mmet s du réseau 
considéré, et prouvons que sa complexi té temporelle théorique est 
de <.9(n 6 ) au plus. 
Dans une troisième méthode, nous recherchons, à la suite 
de J . Edmonds et R. M. Karp , une chaîne augmentante fournissant 1 1 
augmentation la plus grande possible de flot . Nous démontrons qu' 
elle converge après au plus 
1 + log M/M - 1 1 f-*I 
augmentations de flot , où M désigne , pour tout sous - ensemble de 
sommets S, le nombre maximum d ' arcs ayant une extrémité dans Set 
une autre dans son complémentaire Set I f 1}1 la valeur d ' un flot 
maximum, et comparons , en outre , ces deux dernières bornes . 
Enfin, la quatrième se propose de rechercher plusieurs 
chaînes augmentantes dans un même réseau appelé réseau de référence . 
Nous établissons qu'elle possède une complexité temp~relle théorique 
de ~(n4 ) au plus et démontrons que, dans le cas plus favorable de 
réseaux de transport à capacités unitaires , cette complexité est de 
'5)(n8 / 3 ) au plus. 
Nous modifions aussi la méthode d ' Edmonds et Ka rp de façon 
à résoudre les problèmes du flot maximum de coût minimum et de trans-
fert de Hitchcock . Une première démarche permet de construire un 
algorithme les solutionnant dont nous établissons qu'il converge 
après au plus 
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1 2 
4 (n-1) n (n+2) D + 1 
augmentations de flot, où D est la valeur maximum des coûts associés 
aux arcs duréseau considéré. Toutefois, cette borne n'étant guère 
performante, nous développons une variante, la méthode de g raduation, 
pour laquelle cette borne dépend de façon logarithmique plutôt que 
linéaire des capacités. Nous l'exposons tout d'abord dans le cadre 
plus simple de la résolution du problème de transfert de Hitchcock 
et montrons ensuite comment l'adapter à la résolution du problème 
du flot maximum de coût minimum. 
Au troisième chapitre, nous expliquons la méthode de redis-
tribution de flux de B. Kinariwala et A.G. Rao. Nous définissons, 
tout d'abord, les notions de fonction de poids et de déplacement de 
flux sur lesquelles elle repose. Puis, nous construisons l 1algorithme 
qui en découle en donnant une démonstration personnelle plus simple 
et plus compréhensible. Sa complexité temporelle théorique est de 
~(n5 ) au plus. 
Le chapitre IV décrit la méthode des préflots. Nous intro-
duisons notamment la notion de réseau de couches et expliquons les 
phases d'augmentation et d'équilibrage qui la caractérisent. Nous 
prouvons, en outre, que l'algorithme obtenu possède une complexité 
temporelle théorique de ~(n3 ) au plus. 
Enfin, le dernier chapitre contient les techniques de la 
programmation linéaire nécessaires à la résolution des problèmes 
précédents. Nous rappelons l'algorithme primal du simplexe, le modi-
fions de telle sorte qu'il puisse tenir directement compte de 
variables bornées supérieurement et donnons encore une forme révisée 
évitant le calcul inutile de certains éléments du tableau du simplexe. 
Nous comparons, en outre, cet algorithme révisé avec l'algo rithme 
primal du simplexe classique sur base du nombre de mult iplications 
et de divisions. Nous exposons ensuite les méthodes des deux phases , et 
des pénalités ainsi que l'algorithme dual dont nous fournissons aussi 
une forme révisée. Après quoi, nous construisons et démontrons un 
a~gorithme particulièrement efficace d'inversion de base et traitons 
quelques problèmes de postoptimisation, d'analyse de sensibilité et 
de paramétrage. Enfin, nous concluons ce travail en résolvant grâce 
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à une méthode "branch and bond" le problème de pro grammation linéaire 
en nombres entiers. 
Les algorithmes sont écrits dans un pseudo-langage proche 
du Pascal qui nous semble as sez suggestif. Néanmoins, le lecteur qui 
éprouverait des difficultés à le comprendre peut consulter l'excellent 
ouvrage de C. Baudoin et B. Meyer ([ 2]). De même, en ce qui concerne 
les notions élémentaires de la théorie des graphes, nous le renvoyons 
à [ 8 ] • 
Nous tenons à exprimer notre particulière reconnaissance à 
Monsieur le Professeur J. Fichefet, qui nous a permis de réaliser ce 
travail, pour l'aide constante et efficace qu'il nous a apportée. Nos 
remerciements vont aussi à ceux qui, de près ou de loin, ont collaboré 
à sa réalisation. 
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CHAPITRE I 
PROBLD1ES DE FLOT DANS LES RESEAUX DE TRANSPORT 
I. l. Flots et 
, 
reseaux de transport 
Un des meilleurs exemples pour illustrer la notion de 
flot sur un graphe est certainement celui du courant électrique 
continu parcourant un réseau de dipôles. C'est d'ailleurs dans 
ce cadre qu'ont d'abord été é t udiés les problèmes de flot. 
Toutefois, l'intérêt quel 'on porte aujourd'hui à cette notion 
vient de ce qu'elle fournit, couplée à la notion de réseaux de 
transport, un modèle général applicable à un grand nombre d'autres 
pro·blèmes concrets: problèmes de transport (routiers, aériens, 
ferroviaires), structuration et dimensionnement optimau x des 
réseaux de comm uni cation, problèmes de gestion de stocks, d'or -
donnancement, d'affectation a i nsi que de son intérêt considérable 
dans les mathématiques combinatoires: théorèmes de Meng e r, Hall, 
Ko n i g - E g e r v a r y , G a 11 ai -M il g r am , D il w o r th , • • • • 
Afin d'être aussi complet que possible, définissons 
tout d'abord les concepts de lot et de réseau de transport. 
DEFINITION I.1.1. Un r éseau de transport est un triplet 
R = ( X,U,c) soumis aux deux conditions suivantes: 
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(i) (X,U) = ({x 1 , ••• ,x },{u1 , ••• ,u }) est un 1-graphe n · m 
sans bou_cle dans lequel le sommet x 1 , appelé l'entrée du réseau, 
est tel que d-(x 1 ) = 0 et pour lequel le sommet xn' appelé 
la sortie du réseau, vérifie l'égalité d+(x ) = O. 
n 
( i i ) c : U -r IR + es t un e f on c t i o n q u i , à t o u t a r c u 1: U , 
associe un nombre réel positif c(u), appelé la capacité del 'arc u. 
CON V EN TI ON I • l. 2 • Dan s l a s u i t e de ce t r a v ail , 
R ou (X,U,c) 
désignent un réseau de transport, dont nous notons systématiquement 
X ou { x 1 , • • • , x n } ; U ou { u 1 , • • • , um } ; x 1 o u e ; x n o u t 
l'ensemble_ des sommets, l'ensemble des arcs, l'entrée et la sortie. 
DEFINITION I. l. 3. Un flot dans R est une fonction f: U +IR+ 
telle qu'on ait 
"ïJ U E LJ 0 ~ f(u) ~ c(u) (l) 
'dx E...X \ {e,t} : f(u) = L 
+ u e.w (x) 
f(u) ( 2) 
Le nombre f(u) ainsi associé à l'arc u est appelé le flux dans 
l ' arc u. P a r abus de l an gag e , no us l ' a pp el on s de m êm e , si l a 
f on c t i o n f : U ~ IR+ viol e l a pro p os i t ion ( 2 ) t ou t en v é ri f i an t 
les inégalités (1). 
PROPOSITION I. l. 4. Po u r tout flot f d'un 
transport R, on a 
L 
+ UE.ù.l (e) 
f(u) = L f(u) 
u ~ù.) - ( t ) 
, 
res e au de 
Démonstration. C'est une conséquence immédiate de la condition 
I. l. 3. ( 2) / / / 
- I - 2 -
DEFINITION I. l. S. Le nombre 
f(u) = E f ( u) 
UEW-(t) 
est la valeur du flot f 
REMARQUE I.1.6. Remarquons dès à présent que, s'agissant 
de traiter des probl~es de flot, les restrictions imposées au 
cou pl e G = ( X , U ) en I • 1. 1. sont très peu contraignantes. D 'une 
part, on peut toujours supposer qu'on a, pour tout couple de 
s om m et s ( x , y ) E X , m Z ( x , y ) ~ 1. De f a i t , s i d e u.x s om m e t s x , y e.. X 
sont tels que m;(x,y) > 1, il suffit de résoudre le problème de 
f 1 o t pro p o s é sur 1 e g r a ph e o b t en u en a j o u tan t un s om m et · s u r 
chaque arc d'origine x et d'extrémité terminale y ou encore, 
si on ne s'intéresse qu'à la valeur des flots, en introduisant 
un seul arc (x,y) de capacité égale à la somme des capacités 
des arcs in i t i aux d 'o ri gin e x et d ' ex t r ém i té te rm in al e y • D ' autre 
part, on peut toujours supposer avoir d-(x 1 ) ~ 0 et d~(xn) = O. 
Il suffit, en effet, dans le cas contraire, d'introduire, selon 
1 es besoins, une nouvelle entrée x1 , une nouvelle sortie x~ et 
de nouveaux arcs (x1 , x1 ) et (x~ , xn) de capacité infinie. 
En outre, des arcs de capacité négative peuvent toujours 
être remplacés par des arcs d'orientation et de capacité opposées. 
Enfin, le cas d'un graphe simple peut être . traité en 
considérant chaque arête comme deux arcs de sens opposés et 
de même capacité. 
R EM AR QU E I • 1. 7 • 0 n p eu t don n e r u n e i n t e rp r é La t i o n a u x 
r é s ul t a t s p r é c é d en t s • S i 1 ' o n a s s im i 1 e 1 e s a r c s d u r é s e au R a 
des voies de communication et les flux f(u) à des quantités 
d'un bien quelconque circulant sur ces voies, la relation I.1.3. (1) 
affirme que la quantité nette f(u), nécessairement positive du 
bien considéré qui circule sur u, n'excède pas la capacité de 
l'arc u et la relation I.1.3. (2) qu'il n'y a ni création, ni 
d es t r u c t ion de b i en en un s om m et q u el c o n q ü e di s t i n c t d e 1 ' e n t r é e 
et de la sortie de R. Par ailleurs, jf j représente la quantité de 
bien qui sort de x 1 vers le réseau et arrive du réseau en 
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X • n 
Remarquons ici que les notions développées ci-dessus 
. permettent de tenir compte d'une perte ou d'un gain de bien en 
un sommet. Pour ce faire, il suffit d'introduire, pour tout tel 
s om m e t x , un s om m e t aux il i ai r e x * e t , dan s l e p r em i e r c a s , d eux 
arcs ( x , x * ) et ( x * , x n ) de c a p ac i tés égal es à l a perte m a x im um 
autorisée, dans le deuxième cas, deux arcs (x 1 ,x*), (x*,x) de 
capacités égales au gain maximum autorisé puis de considérer les 
problèmes de flot sur le graphe ainsi obtenu. 
De même, on peut prendre en considération une capacité 
m a x im um d e t r a i t em en t de b i en en un s om m et • I 1 s u f f i t , p o u r y 
parvenir, de dédoubler tout tel sommet x en deux sommets x',x", 
d'introduire un arc (x',x") de capacité égale à la capacité 
m a x im um de t r a i t em en t en x , d e rem p l a c e r t o u t a r c d e l a f o rm e ( y , x ) 
(resp. (x,y)), yE.X, par un arc (y,x') (resp. (x",y)) puis, 
enfin , de r é sou d r e l e pro bl èm e de f l o t sur 1 e graphe ainsi con s t ru i t • 
Les notions de préflot et de pseudo-flot seront largement 
utilisées dans la suite. Afin de les expliciter, adoptons les 
définitions suivantes. 
DEFINITION I.1.8. Une fonction f: U +\R+ est admissible 
s i el l e v é r i f i e l e s i n é g al i t é s 
0 ~ f(u) ~ c(u) 'rluE-U 
DEFINI TI ONS I. l. 9. Soit f: U +IR+ une fonction admissible. 
a ) Un arc u est f - saturé s ' i 1 vérifie l ' égal i té f ( u ) = c ( u ) 
b) Un chemin est f-blogué s'il contient au moins un arc 
f-saturé 
c) Un sommet x est f-blogué si tout chemin d'extrémité 
initiale x et d'extrémité terminale test f-bloqué. 
DE F IN I TI ON I. l. l O • U n f l o t f e s t l im i t e s i l ' en t r é e e 
est f-bloquée. 
DEFINITION I. l.11. Une fonction f: U +\R+ est un p réflot 
si elle vérifie les trois propriétés suivantes. 
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( i ) f est admissible 
(ii) Pour tout xE-X \ {e,t}, on a 
~ f(u) 
UE-W (x) 
(iii) Le sommet e est f-bloqué. 
D EF IN I T I ON I • l • 12 • U n e f on c t i o n f : U + IR + e s t p s e u do - f l o t 
si elle vérifie les égalités 
f(u) = E 
+ U E.W (x) 
f ( u) ' VxEX\{e,t} 
La proposition suivante est immédiate. 
PROPOSITION I.l.13. 
a) Pour tout flot limite f, l'entrée e est f-bloquée 
b) Tout pseudo-flot admissible est un flot et réciproquement 
c ) T o u t f l o t l im i t e f e s t un p r é fl o t e t un p s eu do - f l o t 
pour lequel e est f-bloqué et réciproquement. 
D ém o n s t r a t i o n • C ' e s t iÎn m éd i a t • / / / 
REMARQUE I. l.14. On peut, bien sûr, donner une interp ré-
t a t ion aux no t ions de pseudo - f l o t et de pré fl o t • Si l ' on as s im il e 
à nouveau les arcs du réseau R à des voies de communication et 
les nombres f(u) à des quantités d'un bien quelconque circulant 
sur ce s v o i es , l a no t ion de pseudo - f l o t f o rm al i se l e f ai t q u ' il 
n'y a ni création, ni destruction de bien en un sommet quelconque 
distinct del 'entrée et de la sortie de R. Par contre, la notion 
de préflot implique que la quantité nette f(u), nécessairement 
positive, n'excède pas la capacité del 'arc u du bien considéré 
qui circule sur u et qu'il n'y a création de bien en aucun 
s om m et di s tin c t de l ' entrée et de l a sorti e de R • 
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I.2. Problèmes du flot maximum, du flot b-canalisé maximum, 
du flot maximum de coût minimum, de transfert de Hit chcock 
Un problème d'importance parmi les problèmes de flot est, 
sans aucun doute, le problème du flot maximum. Nous · le définissons 
dans ce . paragraphe et donnons ensuite quelques exemples d'application. 
T o u s l e s al go ri t hm e s d é v el o p p é s dan s l e s ch a p i t r e s s u i van t s 
visent à le résoudre. Certains d'entre-eux peuvent, en outre, 
servir de base à la résolution d'autres problèmes annexes: le 
pro bl èm e du f l o t b - c an al i s é m a x im um , l e p r o bl èm e du f l o t m a x im um 
de coût minimum, le problème de transfert de Hitchcock. Dans 
le but de fixer dès à présent les appellations, nous les définissons 
aussi, tout en fournissant, pour chacun d'eux quelques exemples 
d ' a p pl i c a t i o n • 
DEFINITION I.2.1. Le problème du flot maximum consiste 
à rechercher dans l'ensemble des flots quel 'on peut définir 
sur un rés eau R un f l o t don t l a val eu r est m a x im um • 
De nombreux problèmes se ramènent à la résolution d'un 
probllème de flot maximum. En guise d'exemples, citons le problème 
de di s tribut ion , l e pro b l èm e du t ra f i c m a ri t im e , l a bat ai 11 e de 
la Marne et le problème des représentants. 
EXEMPLE I. 2. 2. Problème de distribution. Un grand magasin 
désire approvisionner en marchandises ses succursales à partir de 
ses entrepôts. Les ressources disponibles dans les entrepôts 
el' 
ml, 
tonnes. 
,e sont respectivement r 1 , ••• ,r tonnes; les magasins p m 
, m q n e p eu v en t en t r e p o s e r r e s p e c t i v em e n t pl u s de s 1 , ... 
Le transport des marchandises est assuré par le grand 
magasin: ses camions ont un itinéraire fixe et un tonnage limité. 
Il s'agit d'acheminer une quantité maximale de marchandises des 
en t r e p ô t s aux m a g a s i n s en u t il i s an t l e s c am i o n s • 
Afin de fixer les idées, particularisons ce problème au 
cas suivant: 
- p = 3 et l es entre pô t s e 1 , e 2 , e 3 situés respect i v em en t 
aux villes A, 8, C ont respectivement pour ressources 
25, 15 et 20 tonnes, 
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's m 
Ville A 
Ville 8 
Ville C 
/ 
q = 3 et l es m a g a si n s r e s p e c t i v em e n t s i t u é s a u x v il l e s F , G 
et H ne peuvent respectivement entreposer plus de 20, 20 
et 25 tonnes, 
- l'itinéraire est fixé par le graphe ci-dessous où les flèch es 
in di que nt l es rel a t i on s ex i s tantes et l es val u a t i on s l es 
quantités transportables. 
Ville G 
Ville D 10 t 
Ville. F 
Ville E 15 t 
St Ville H 
Comme on le vérifie de suite, résoudre ce problème revient 
à rechercher un flot maximum dans le réseau de transport défini à 
partir du graphe précédent en introduisant les sommets x1 (entrée 
du réseau) et x 2 (sortie du réseau). Les valuations sur les flèches 
défini s sent l ' a p pl i cati on c du réseau • 
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15 t 
20 t 
e1 
<ville A) 
e2 
(Ville 8) 
e3 
(ville C) 
ville D 
ville E 
5 t 
m2 
15 t/ <ville G) /· 
10 t 
m, 
(ville F) 
15 t 
m3 
Cvill e H> 
20 t 
20 t 
25 t 
EX EM PL E I . 2 • 3 • P r o b 1 èm e du t ra f i c m a r i t i m e • Des p o r t s 
' s p maritimes a 1 , ••• , ap, où sont stoc_késrespectivement s 1 , 
litres de pétrole doivent alimenter les ports b 1 , •.• , bq dont 1 a 
d em an d e en p é t r o 1 e es t r es p e c t i v em en t d 1 , • • • , d q 1 i t r es • L e 
transport du pétrole est effectué par des navires ayant un itiné-
raire fixe et ne pouvant transporter plus de t .. tonnes entre les lJ 
ports a. et b .• Est-il possible de satisfaire à toutes les demandes? 
1 J 
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Comment organiser les expéditions? 
Répondre à ces questi o ns revient a rechercher un flot 
maximum dans l e réseau de t ra n sport ( { a , a 1 , • • • , a p , b 1 , • • • , b q , b} , 
{(a,a.): ie:.{l, ••• ,p}}U{(a . ,a.): iE{l, ••• ,p}, je{l, ••• ,q}},c) 
J. J. J 
où 1 'application c est définie par les · relations 
c(a,a.) = s . 'o'ie.{l, . . . ,p} l J. 
c(b ·. ,b) = d • \1 j E-{ l ' ... 'q} J J 
c(a. ,b.) = t .. 'o'ie.{l, • • • 'p} ' j d 1, ... ,q} J. J J.J 
· t 11 
b1 
a1 
tp 
d1 
s1 
b 
.. 
Sq t1q 
dq 
ap 
tpq 
bq 
EX EM PL E I . 2 . 4 • L a b a ta il l e de l a M a r n e • D e di f f é r en t es vil l es 
a 1 , ••• , an partent des voitures désirant se rendre en une desti-
n a t i on un i q u e b • S ' il ex i s t e un e r o u t e r el i an t d i r e c t em en t l a vil l e 
a . et l a vil l e a . ( r es p. b ) , c . . ( r es p. c . b ) r e p rés ente l e nom br e de 
l J lJ l 
v é h i cul es p o u va n t p a r t i r d e a . v e r s a . ( r e s p • b ) p a r u ni t é de t em p s 
J. J 
et t .. (resp. t.b) le temps -du parcours. Le nombres. représente le 
lJ J. l 
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nombre de voitures disponibles en a. au temps initial etc. le 
l l 
nombre de voitures pouvant stationner en a .• 
l 
Comment organiser le trafic routier pour que, dans un inter-
vall e de temps donné T le nombre de voitures arrivées en b soit 
aussi grand que possible? 
Ce problème a été étudié par R. Fulkerson sous le nom de 
réseaux dynamiques. On peut le ramener à un problème de flot maximum 
en considérant dans 11 'espace-temps les sommets a. (t) pour idl, ••• ,n} 
1. 
et tdO,l, ••• ,T} • Il suffit alors de joindre, si t <T, le sommet 
a. (t) au sommet a. (t+l) par un arc de capacité c. et de tracer, s~il 
1. 1. l 
existe un~ route reliant a. à a., un arc d'extrémité initiale a 1.(t) 1. J . 
et d'extrémité terminale a.(t+t .. ), de capacité c ..• Pour obtenir 
· J lJ lJ 
un réseau de transport, il reste enfin à ajouter une entrée a, une 
sortie b et des arcs (a,a. (o)) de capacités. et (b(t),b) de capacité 
1. 1. 
infinie. Le flot maximum dans ce réseau de transport déterminera 
le trafic routier optimum. 
Ajoutons que cet exemple est très caractéristique et const~tue 
un bon modèle pour beaucoup de problèmes de transports (routiers, 
ferroviaires, ••• ) • 
Le graphe ci-dessous donne un exemple d'un tel 
le cas suivant où n=3 et î=3. 
a, t,2 = 1 a2 
t23= 1 / a3 
t1b = 1 t3b =1 
b 
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, 
reseau dans 
f:3b 
aJ 
b 
- I - 11 -
EXEMPLE I.2.5. Le problème des représentants. Les individus 
d'une société A se répartissent dans un certain nombre de clubs 
c1 , ••• , Cq' formant ainsi des sous-ensembles de A non nécessairement 
disjoints, et un certain nombre de partis politiques P1 , ••• , Pr 
qui représentent des sous-ensembles disjoints de A. Chaque club 
choisit parmi ses membres un représentant disposant de pouvoirs spé-
c i a u x ; u n i n di v i du n e p eu t r e p r é s en ter q u I u n s eu l cl u b m êm e s ' il a p -
partient à plusieurs. 
Comment doit-on choisir ce système de représentants dist1ncts 
X={x 1 , ••• ,xq} si l'on 
tenant à chaque parti P. 
J 
~eut que le nombre de représentants appar-
vérifie les ·inégalités 
b. ~ .:#cxnP.) ~ c. 
J J J 
où b. et c. représentent des entiers tels que r~ 1 b. ~ q? J J J = J 
Une solution est donnée par la recherche d'un flot maximum, 
de valeur q, dans un réseau de transport construit comme celui de 
la figure ci - d·e s sous où q = 4, r = 3 , A = { a 1 , . • • , a 8} • L es points 
A1 , A2 , A3 , A4 y apparaissant sont des points auxilliaires; les 
capacités des différents arcs sont indiquées sur ceux-ci. 
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a, 
1 ~ p1 c1 
1 c, a2 
1 
a3 
1 
1 
1 
- I - 13 -
/ 
L a r é s o l u t i on d e c e r t ai n s p r o b l èm es i m p o s e n o n s e u l em en t 
la recherche d'un flot f dans un réseau de transport mais aussi 
des contraintes sur les flux f(u), uE.U, du type 
b(u) ~ f(u) \j u E- u 
où les réels positifs b(u) satisfont aux relations b(u) ~ c(u), 
pour tout uE- U. Ainsi en est-il en pratique pour le problème de 
distribution I. 2. 2. et pour le problème de trafic maritime I. 2. 3 •• 
Avant de les expliciter, introduisons tout d'abord la 
définition suivante. 
DEFINITIO N I. 2. 6. Soient R = ( X , U , c ) un , reseau de transport 
et b : U + IR + un e f o n c t i on a dm i s s i b l e • 
a) Un flot f est b-canalisé dans R s'il vérifie les 
inégalités 
'du e- U: f(u) ~ b(u) 
b) Le problème du flot b-canalisé maximum dans R consiste 
a r e ch e r ch e r d an s l ' en s em b l e de s f l o t s b - c an al i s é s q u e l ' o n p eu t 
définir dans R, un flot b-canalisé dont la valeur est maximum. 
EXEMPLE I.2.7. Problème de distribution. Dans la vie 
courante, les camions de l'exemple I.2.2. n'assureront le transport 
de marchandises que si c el l es - ci atteignent un tonnage m in im um • 
La résolution de ce • problème revient al ors à la recherche 
d'un flot b-canalisé de valeur maximum dans un réseau de transport 
semblable à celui de la figure ci-dessous. 
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x, 
e1 
<ville A) 
ville D 
10)0) ( 0,20) 
(0,15) 
--------e2 m, 
(ville F) 
ville E (10)5) 
e3 
(ville C) ( 1,5) 
m3 
Cvill e H> 
Les valuations sur les arcs indiquent respectivement 
l e s t o n n a g es m in i m um et m a xi m um q u e t r an s p o r t e r o n t l es di f f é r en t s 
camions. 
EXEMPLE I. 2. 8. Problème du trafic maritime. 
réalité, les ports a. n'accepteront d'alimenter les 
l 
si la demande de ceux-ci est au moins de b .. litres lJ 
" De m·em e, en 
ports b. que 
J 
de pétrole. 
Résoudre ce problème revient alors à la recherche d'un 
flot b-canalisé de valeur maximum dans le réseau de transport 
défini en I. 2. 3., l'application b étant définie par les relations: 
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b(a. ,b.) = b . . l J lJ \:i i E, {l, •.• , p}, j E {l, ••. , q } 
b(a,a.) = b(b.,b) = 0 
l J ' 'd i E { l' ,p}, j e. {l, 
Il arrive souvent, notamment dans le cas du problème de 
distribution et du problème du trafic maritime, quel 'on veuille 
déterminer une solution optimale minimisant un certain coût. Le 
problème du flot maximum de coû·t minimum permet d'appréhender 
' q } 
cette notion. Afin d'en donner une définition formelle, définissons 
tout d'abord ce que nous entendons par coût d'un flot. 
DEFINITION I.2.9. Soient fun flot d'un reseau de transport R 
et d: U +IR+ une fonction. Le nombre 
E d(u) f (u) 
uEU 
est le d-coût du flot f. 
DEFINITIO N I.2.10. Soient Run 
, 
reseau de transport et 
d: U +IR+ une fonction de coût. Le problème du flot maximum 
de coût minimum consiste à rechercher,dans l'ensemble des flots 
de valeur maximum que l'on peut définir sur R, un flot de d-coût 
minimum. 
EXEMPLE I.2.11. Problème de distribution. En réalité, 
l es d ép l a c em en t s d es c am i on s d e l I ex em p l e I. 2. 2. o cc a si on n en t 
certains frais qu'il convient de prendre en considération. La 
résolution du problème revient alors à la résolution d'un 
problème de flot maximum de coût minimum dans un réseau de 
transport semblable à celui de la figure suivante 
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( 0,25) 
(0)5) 
e1 
<ville A) 
e2 
(ville 8) 
e·3 
(ville C) 
ville D 
ville E 
( 1,5) 
m2 
/ (ville G) 
~1,15) 
5,10) 
m, 
(ville F) 
( 2,15) 
m3 
Cvill e H> 
( 0,20) 
( 0,20) 
Les valuations sur les arcs indiquent respectivement 
l es c o û t s d e t ra n s p o r t et l e s ton na g e s m a x im um s d es di f f é r en t s 
camions. 
Remarquons que si on avait voulu considérer des coûts 
de stockage aux entrepôts e. (i = 1, ••• ,3) ou aux magasins m. 
l J 
(j = 1, ••• ,3), il aurait suffit d'introduire des coûts non 
nuls sur les arcs (x 1 ,ei) ou sur les arcs (mj,x 2 ). Par ailleurs, 
il est toujours possible de prendre en compte des coûts de 
traitement en un sommet. Pour y parvenir, il suffit, tout comme 
dans la remarque I. l. 7., de dédoubler un tel sommet x en deux 
s om m e t s x ' , x " , d ' i n t r o du i r e un arc ( x ' , x ".) p o r t an t u n c o û t un i ta i r e 
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de t r a i t em e n t e t d e r em p l a c e r t o u t a r c d e l a f o rm e ( y , x ) 
(resp.(x,y)), yE.X, par un arc (y,x')(r~sp.(x",y)). 
EXEMPLE I. 2.12. Problème du trafic maritime. De " m em e, 
dans la vie courante, le transport des marchandises occasionne 
un certain coût. La résoluti o n du problème revient, si on veut 
en tenir compte, à la recherche, parmi les flots de valeur 
m a x im um , d ' un fl o t de d - coût m in im um , o ù l a f onction de coût d 
est définie par 
d(a.,b.) = d .. l J lJ \ii E- {l, ,p}, j E. {l, ••• ' q } 
d(a,a.) = b(b.,b) = 0 
l J 
\iiE..{l, ,p}, jE.{l, ••• ,q} 
Le problème de transfert de Hitchcock constitue un autre 
exemple du problème de flot maximum de coût minimum. 
DEFINITION I.2.13. Un 
, 
reseau de Hitchcock est un réseau 
de transport R = (X,U,c) vérifiant les propriétés suivantes 
(i) X= {e,e1 , ••• ,e ,t 1 , .•• ,t ,t} avec m,n :;i,. 1 m n 
(ii) U = {(e,e.): i = 1, .•• 
l 
{(t.,t): j = 1, ••• 
J 
,m} u 
' n } 
{(e.,t.): i = l' l J . 
j = 1' 
... 
... 
(iii) \iiE{l, ••• , m}, j E {l, 
' 
n } : C ( e . , t . ) = +oo 
. l J 
m n 
(iv) E c(e,e.) = E c(t.,t) 
i =l l j =l J 
Un tel réseau peut se schématiser comme suit: 
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,m; 
'n} u 
\ 
e \ 
e ...__ 
m 
La valeur d'un flot maximum est bien A sur 
m 
I 
i =l 
c(e,e. ). 
l 
t 
DEFINITION I.2.14 .. Le problème de transfert de Hitchcock 
consiste à résoudre le problème du flot maximum de coût minimum 
dans un réseau de Hitchcock ({e,e 1 , ••• ,em,t 1 , ••• 
la fonction de coût d vérifiant les égalités 
d(e,e.) = 0 
l 
d(t.,t) = 0 
J 
i = 1, ,m 
j = 1, • . • ,n 
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,t ,t},U,c) ., 
n 
RE :'vl ARQUE I. 2.15. L'interprétation du problèm e d e transfert 
d e H i t c h c o c k e s t b i en c o n n u e • C h a q u e s om m e t e . ( i = 1 , , m ) 
l 
correspond à une source à laquelle c(e,e.) unités de marchandises 
l 
sont disponibles. Chaque sommet t. correspond à une d e stination 
. J 
demandant c(t.,t) unités de marchandises. Le coût unitaire de 
J 
transport de e. à t. est d(e. ,t.). Une solution .est recherchée qui 
l J l J 
minimise le coût de transport. 
EX EMP L E I. 2. 16. C om m e on 1 e v é r if i e de sui te , 1 e pro bl èm e 
du trafic maritime I.2.12. constitue un problème de Hitchcock. 
C0MVENTI0N I.2.17. Dans la suite de ce travail, sauf 
mention ex pl ici te du contraire, 1 es appellations 
flot b-canalisé, d-coût 
sous-ente~dent respectivement que b est une fonction admissible 
et que d est une fonction définie de U dans~+. En outre, pour 
tout réseau de Hitchcock, nous noterons systématiquement 
't ; t n 
respectivement l'entrée, l'ensemble des sources, 1 'ensemble des 
destinations et la sortie; et poserons 
a. 
l 
= c( .e,e.) 
l 
b. = c(t.,t) 
J J 
't/ i €. {l, ,m} 
\:Jj E. {l, ••• ,n} 
I. 3. Le théorème du flot maximum et de la couoe minimum 
L e th éo r èm e du f l o t m a x im um et de 1 a cou p e m in im um j ou e 
un rôle fondamental dans la résolution du problème du flot 
maximum. Afin de! 'établir, introduisons tout d'abord les notions 
de coupe de réseau et de capacité de coupe de reseau. 
- I - 20 -
_/ 
DEFINITION I.3.1. 
a) La coupe du reseau de transport R associé à un 
sous-ensemble AC X tel que e <f, A et t E:- A est 1 'ensemble w-(A) 
des arcs incidents à A vers 1 'intérieur. 
b) La capacité de la cou~e w-(A) est la quantité 
c(A) = c(w-(A)) = E c(u) 
u éW- (A) 
NO T AT I ON I. 3. 2. S o i en t A , B d eu x s ou s - en s em b 1 es d e X , 
+ C un sous-ensemble de U et a: U +IR une fonction. Dans la suite 
de ce travail, nous posons 
et 
a(A,B) = E 
a A 
b B 
(a,b)éU 
a(C) = E a(u) • 
UEC 
En outre, nous notons, 
A 
Œ(a,b) 
1 e complémentaire de A dans X. 
LEMME I. 3. 3. Pour tout flot f et tout ensemble S te!_~ 
e E. S et t ft. S, on a 
1 f 1 = f < s , s) - f (s, s ) . 
En particulier, pour tout flot f, tout flot b-canalisé fb et toute 
coupe w-(A), ~~ 
et 
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Démonstration. De f ai t , c om m e on a w + ( { x n } ) = <t> , il vie n t , 
pour tout flot g 
191 = E g(u) 
U E..W - ( { X } ) 
n 
= }: g(u) + }: ( }: g(u) -
uew-({x }) xe.S \ {x } uew-({x}) 
n n 
}: g(u) - }: = E 
X€ "S° u~w-({x}) xéS 
= }: }: g(u) - E g(u) 
xé"S" uE..w-({x}) u€UnSxS 
+}: 
UE W ( {X}) 
g(u) - }: g(u) 
uEU n "S" x S 
= 
}: g(s,x) 
-
}: g(x,s) 
s E..5 SéS 
X E: "S° XE=-5 
(s,x)EU (X, S )E. U 
= g(S,S) - g (S, s) 
La thèse résulte alors du fait qu'on a, pour tou~ flot f et tout 
flot b-canalisé fb' 
c(S,S) ~ f (S,S) - f(S,S) 
et de la définition de la coupe d'un 
, 
reseau. 
THEOREME DU FLOT MAXIMU'.·1 ET DE LA COUPE MINIMUM I. 3. 4. Si 
un flot f et une coupe w-(A) sont tel ·s que 
alors, f est de valeur maximum et w-(A) de capacité minimum. 
Q~~~~~!E~!!~~- C'est une conséquence immédiate du lemme précédent. Ill 
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THEOREME DU FLOT B-CANALISE MAXIMUM I. 3. 5. Si un flot b-
canalisé fb et une coupe w-(A) sont tels que 
lfb 1 = c(w-(A)) - b(w+(A)) 
alors fb est un flot b-canalisé maximum. 
Q~<2'2~!!:~!!~'2• Cela résulte aussi tôt du lemme précédent. 111 
I .. 4·. L a c orri p 1 ex i t é d ' a 1 go ri t hm e 
. Dans les chapitres suivants, nous présentons différents 
algorithmes capables de résoudre le problème du flot maximum. Afin 
de donner un sens précis à l'idée intuitive de "coût" qu'ils occasion-
nent, nous rappelons succinctement la notion temporelle théorique 
d'algorithme. Nous renvoyons le lecteur désireux d'en connaître 
davantage à. [ 26]. 
DEFINITION I. 4. l. Soient un algorithme A et un paramètre p 
caractérisant la taille des données auxquelles A s'applique dans 
chaque cas. Soient, en outre, T(p) le temps d'exécution del 'algori-
thme A exprimé en fonction de p et f(p) une fonction de p. 
a) L'algorithme A est de complexité temporelle théorique 
(.9 ( f ( p ) ) si l a l lm i te 
T(p) 
l im 
p + +oo f { p) 
existe, est finie et diffère de O. 
b) L'algorithme A est de complexité temporelle théorique 
(.9 (f(p)) au plus s'il existe 
paramètre p tell es que 
T(p)~Cf(p), 
un e constante C et un e val eu r p du 
0 
Ces définitions se généralisent aisément au cas où le temps 
d'exécution dépend de plusieurs paramètres. 
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DEFI NITION I.4.2. Soient T(p 1 , ••• ,pn) l e tem p s d' exécution 
del 'algorithme A exprimé en fonction des paramètres p1 , ••• ,pn , et 
f(pl' ••• ,pn). 
a) L talgorithme A est de complexité temporelle théorique 
(9 (f(p 1 , ••. ,pn) si, pour tout iE {l, ••• ,n}, la limite 
1 im 
p i ++oo f ( p 1 ' 
existe, est finie et diffère de O. 
b) L'algorithme A est de complexité temporelle théorique 
0 (f(p 1 , ... ,pn) au plus si, pour tout iE.{l, ••• ,n}, il existe 
un e c o n s ta nt e C ( p 1 , • • . , p i _ 1 , pi + 1 , . . . , p n ) é v en t u el 1 e m en t f o n c t io n 
des par am è t r es p 1 , • • . , p . 1 , p . 1 , • • . p et un e val eu r p . du l- l+ n 1,0 
paramètre p . tell es que 
l 
T(pl' ••• ,pn) ~ C(pl' ••• ,Pi-l'Pi+l' ••• ,pn) f(pl' ••• ,pn), 
pour tout p. ~ p. • 
l 1,0 
On peut définir de même la notion de complex i té spatiale 
théor i que. Toutefois, nous nous limiterons au concept te~porel et 
parlerons parfois, par souci de concision, simplement de complexité. 
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CHAPITRE II 
LES METHODES D'ETIQ~ETAGE 
II.l. Le graphe d'écart 
DEFINITION II.l.l. Soient R=(X,U,c) un , reseau de transport 
et f un flot dans R. Le graphe d'écart R(f) associé à f est le 
graphe (X,U(f)) dont l'ensemble des arcs U(f) est obtenu en associant 
à chaque arc u = (x,y) E: U, l'arc u = (x,y) si f(u) < c(u) et 
+-1 'arc u = (y,x) si f(u) > O. 
L'intérêt du graphe d'écart apparaît dans le théorème suivant. 
THEOREME II.1.2. Un flot f d'un réseau de transport Rest 
de valeur maximale si et seulement si le graphe d'écart R(f) 
associé à f ne contient pas de chemin d'extrémité initiale e 
e t d ' e x t r ém i t é t e rm i n al e t • 
Q~~?.'2~!E~!~?.'2· La condition est nécessaire. Procédons par l'absurde. 
Si ce n'est pas le cas, il existe, dans R(f), un chemin yl' ,Yp 
d ' ex t r ém i t é s i n i t i al e e e t t e rm i n al e t g r â c e a u q u el o n p eu t 
con s t ru i r e l a f on c t i o n f ' : U + IR + défi n i e par l es é g al i t é s 
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u u f'(u) = 
f(u) +m 
s'il existe iE. {l, ••• ,p-1} tel que 
u=(y.,y. 1 ) et (y.,y. 1 )E.U et (y. 1 ,y.){U l l+ l l+ l+ l 
f(u) -m 
s'il existe i <=--{l, ••• ,p-1} tel que 
u = (y. ,y. 1 ) et (y. ,y. 1 ) ri. U et (y. 1 ,y.) E:.. U l l+ l l+ r l+ l 
f ( u ) + min {m , c ( u ) - f ( u) } 
s'il existe iE{l, ••• ,p-1} tel que 
u=(y.,y. 1 ) et (y.,y. 1 )E..U et (y. 1 ,y.)E..-U l l+ l l+ l+ l 
f ( u ) - max { 0 ,m - c ( y . , y . 1 ) + f ( Y . , Y. 1 ) } l l+ l l+ 
s'il existe i E- {l, ••• ,p-1} tel que 
u=(y. 1 ,y.) et (y.,y. 1 )E:.U et (y. 1 ,y.)E-U l+ l l l+ l+ l 
f(u) 
sinon 
où m = r.iin{A,B,C} avec 
A = min 
i =l, ••• ,p-1 
(y.,y. l)EU l l+ 
( y i +l'y i) f., U 
B = min 
i =l, ••• ,p-1 
(y.,y. 1 )fU l l+ 
(y. l'y.)e.U l+ l 
C = min 
i = 1, ••• ,p-1 
(yi,Yi+l)E U 
(yi+l'yi)EU 
c(y. ,y. 1) - f(y. ,y. 1> l l+ l l+ 
c(y. ,y. 1) - f(y. ,y. 1) + f(y. l'y.) l l+ . l l+ l+ l 
Pour conclure, il suffit de prouver q ue f' est un flot de valeur 
s t r i c t em en t s u p é r i e u r e à I f 1 • D ' un e p a r t , f ' e s t , c o mm e o n l e v é r if i e 
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de suite, un flot. D'autre part, del 'égalité 
et de la définition de f'(y 1 ,y ) on déduit de suite qu'on a p- p 
if'I = lfl+m 
ce qui suffit puisqu'on a, vu la définition de R(f), m > O. 
La condition est suffisante. Pour le démontrer, considérons 
l 'ensemble A des sommets non accessibles de e dans R ( f ) • On a' bien 
.,.. 
hypothèse, e <). A et t E- A et, conséquent, w-(A) est sur, par par une 
du 
, R. coupe reseau Prouvons en outre qu'on a 
-\:f(u,v)E-U utA et V €. A f(u,v) = c(u,v) ( *) 
-\t(u,v)eu ue.A et V 1,-A f(u,v) =Ü ( **). 
En effet, les égalités (*) résultent de suite du fait que si deux 
sommets u,t A et v sont tels que (u,v) e. U et f (u,v) < c(u,v) alors 
(u,v) appartient à U(f) et, vu la définition de A, v n'appartient 
pas à A. De plus, les égalités (**) résultent du fait que si deux 
sommets u et v f/-- A sont tels que (u,v) EU et f(u,v) > O, alors (v,u) 
appartient à U(f) et, vu la définition de A, u n'appartient pas à A. 
Dans ces conditions, le lemme I.3.3. établit les égalités 
If 1 = f (À,A) - f(A,À) 
= E f(x,y) 
(x,y)e.U 
xfj,A, yeA 
= E c(x,y) 
(x,y)e.U 
xr/A,ye.A 
= E c(u) = 
UEW-(A) 
-
E f(x,y) 
(x,y)eU 
xEA,yrpA 
0 
c(w-(A)). 
La thèse résulte alors de l'application du théorème du flot maximum 
et de l a c o u p e m i n im um I • 3 • 4. • / / / 
La démonstration du théorème précédent fournit un algorithme 
de construction d'un flot de valeur strictement supérieur à la valeur 
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• 1 
d'un flot (de valeur non maximum) donné. Nous l'écrivons comme une 
routine à deux paramètres: le flot f supposé de valeur non maximale 
et (y 1 , ••• ,yp) un chemin d'extrémités initiale e et terminale t 
dans R(f). 
ALGORITHME AUGMENTATION(f,(y 1 , ••• ,y )) II.1.3. Soient f . p 
un flot dans R et (y 1 , ••• ,yp) un chemin d'extrémités initiale e 
e t te rm i n al e t dan s R ( f ) • 
m : = +oo 
Pou~ i. va~i.ant d~ 1 à p-1 et/ectue~ 
-1.i. (y.,y. 1 J e..t.L et (y. 1 ,y . )/41.L af..o~ ✓-, ' ,+ ,+ ' 
l
m.in :: c(y.,y. 1J -/(y . ,y. 7J ' ,+ ' ,+ 
-1.i. (Y•, Y. 1 ) </ l.L et (y. 1 , y . )€ l.L af..o~ ✓-, ' ,+ ,+ ' 
l m.in:: /(y. 1 ,y.) ,+ ' 
/2 i. ( y . , y . 1 ) E l.L et ( y . 1 , y . ) .s. l.L a f. o ~/2 ' ,+ ,+ ' 
l m.in :: c(y.,y. 1 ) -/(y.,y . 7) + /.(y. 7•Y·) ' ,+ ' ,+ ,+ ' 
-1.i. m > mi.n af.o~✓-, 
1 m : = mi.n 
Pou~ tout u e.l.L e/!,/ectue~ t'(u) :: t(u) 
Pou~ i. va~i.ant d~ 1 à p-1 ettectue~ 
-1.i. (y.,y. 1 }El.L et (y. 1 ,y.)tt.L af.o~✓-, ' ,+ ,+ ' 
l t'(y . ,y . 1) :: /_(y.,y. 1) +m 
' ,+ ' ,+ 
-1.i. (y., y. 1 ) é l.L ~t (y . 1 , y.) e l.L af.o~/2 ' ,+ ,+ ' 
lt'(y. 1 ,y.) :: /(y. 1 ,y.) -m ,+ ' ,+ ' 
✓-,.j_ ( Y •, Y , l) E li ~t ( y . l, y . ) E l.L af.0~/2 
' ,+ ,+ ' 
1
1.'(y.,y. 1 ) :: /(y.,y. 1 ) +mi.n{m,c(y.,y. 1 ) -/.(y.,y. 1 )} ' ,+ ' ,+ ' ,+ ' ,+ 
/.'(y. 1 ,y.) :: /.(y. 1 ,y.) -max{O,m - c(y . ,y. 1 ) + /(y.,y. 1 )} ,+ ' ,+ ' ' ,+ ' ,+ 
La proposition suivante résulte du théorème II.1.2. 
PROPOSITION II.1.4. L'algorithme AUGMENTATION appliqué à un 
f1 o t f dans R et à un ch em in ( y 1 , • • • , y ) d ' ex t r ém i tés in i t i al e e p 
et terminale t dans R(f) détermine un flot f' de valeur strictement 
supérieure à If I• De pl us, f' est à valeurs entières s'il en est 
ainsi du flot f et de la fonction c. 
Démonstration. On prouve cette proposition comme la nécessité de la 
conditi.on énoncée en II.1.2 •• Ill 
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CO NVEN TIO N II.1.5. Dans la suite de ce tra v a il , nous app elons 
c h aîne f -augm en tan te 
toute chaîne de R constituant dans R(f) un chemin d ' e x trémités ini-
tiale e et terminale t. En outre, nous appelons 
augmentation de flot le long de la chaîne f-augmentante a 
ou plus simplement 
augmentation de flot 
l'opération qui consiste à remplacer le flot f par l e f l ot f' résul-
tant del 'exécution del 'algorithme AUGMENTATION appl iq ué à f et a • 
II.2. L'algorithme de Ford et Fulkerson 
Les résultats précédents suggèrent un algorithme de cons-
truction d'un flot de valeur maximum. Partant d'un flot initial f 
( p a r ex em p l e en p o s an t f 
O 
( u ) = 0 , p o u r t o u t u E- U ) , o n d é t e rm i n e de 
proche en proche les éléments d'une suite f
0
,f 1 , ••• ,f N de flots 
t el l e q u e I f . 1 < 1 f . 1 1 p o u r t o u t i € { l , • • • , N -1 } , l a su i t e se 1 l + 
te rm i n an t l o r s q u ' un f l o t m a x im um a é t é o b t en u • 
0 
Cet al go rit hm e a été découvert en p rem i e r l i eu par L • R. Ford 
et D.R. Fulkerson en 1962. Il est connu sous le nom d'al gorithme de 
Ford et Ful kerson. 
ALGORITHME DE FO RD ET FUL KERSO N II. 2.1. 
Choi /2 i ~ un tl ot initial t (pa ~ exemp le , en po/2 ant 
0 
t(u) = 0, pou~ tout u E-/.L); 
k : = 0; 
7ant qu'i l exi /2 te une chain e t k-augm eniante 
choi /2 i ~ une t e lle chain e , /2 oit (y 1 , ••• 
t k+ 1 : = ALLÇ f1 é. !V 7A7ION( /_k ,(y1 , ••• ,yp )) 
k := k+1. 
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~épéte~ 
, y ) 
p 
THEOREME II.2.2. Si . les capacités des arcs du reseau de 
transport ~ sont entières alors 1 'algorithme de Ford et Fulkerson 
exécuté à partir d'un flot initial à valeurs entières converge et 
détermine, après exécut•ion, un flot dans R de valeur maximum et à 
valeurs entières. 
D ém o n s t r a t i on • E t a b 1 i s s o n s t o u t d ' a b o r d q u e 1 ' a 1 go ri t hm e de F o r d e t 
Fulkerson converge. De fait, _tout flot fk de la suite construite par 
1 'algorithme II. 2.1. est, vu la proposition II. 1. 4., à valeurs entières . 
et vérifie jfk 1 < if k+l l ce qui suffit, puisqu'on a, vu le lemme I. 3. 3., 
pour tout flot fk' 
Pour conclure, il reste à établir que le flot fN déterminé après exé-
cution est de valeur maximum. Ceci résulte de suite du théorème II.1.2. 
et du f a i t q u ' il n ' ex i s te pas de chaine f N - au gm enta n te. / / / 
REMARQUE II. 2. 3. L'algorithme de Ford et Fulkerson reste 
applicable à un réseau de transport pour lequel les capacités sont 
mutuellement commensurables. Il suffit, en effet, dans ce cas, de 
multiplier ces capacités par une constante Cassez grande pour 
obtenir des capacités entières.L'application del 'algorithme II.2.1. 
au réseau ainsi obtenu détermine un flot de valeur maximum dont les 
flux et la valeur correspondent aux flux et à la valeur d'un flot 
maximum du réseau initial multipliés · par C 
Une façon de résoudre le problème du flot maximum dans le 
cas contraire consiste à multiplier par une constante C' assez grande 
les capacités des arcs, à approximer les capacités obtenues aux · nombres 
entiers les plus proches et à appliquer au nouveau réseau l'algorithme 
I I • 2. 1. • L es f 1 u x et l a val eu r du f l o t m a x im um o b tenu di v i s é p a r C ' 
constituent souvent une excellente approximation des flux et de la 
valeur d'un flot de valeur maximum du réseau donné. 
L'algorithme de Ford et Fulkerson permet aussi de résoudre 
le problème du flot b_-canalisé maximum. 
Il semble judicieux dans cette optique d'introduiie dans 
l'algorithme II.2.1. quelques modifications mineures de façon à tenir 
compte des bornes b(u). Toutefois, ceci suppose 1 'existence d'un 
flot b-canalisé de départ, ce dont nous ne sommes pas assuré. 
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Afin d'apporter une solution à ce problème d'existence, 
remar q uons tout d'abord que sil 'on essaye de passer d'un flot dans 
R à un flot f* dans R en posant f*(u) = f(u) - b(u) pour tout u E. U, 
l'équation de conservation de la somme des flux en un sommet x. 
l 
devient 
f*(u) -
f(u) - E 
+ uew (x.) 
l 
f(u) = 0 
E 
+ UeôW(x.) 
l 
f*(u) - ( E 
UE. W-(x.) 
l 
b ( u) - E 
+ U E.W (X. ) 
l 
b(u) ) = 0 
ce qui signifie que les réels f*(u) ne constituent pas dans tous les 
cas un flot. Cependant l'équation précédente devient une condition 
de conservation de la somme des flux en x. s'il existe lorsque 
l 
e:. b = E l -
' UEW (x.) 
b ( u) - E 
+ UEW (X.) 
l 
b(u) > 0 ( resp. e:. b < O) 
l ' 
l 
' un arc v incident a x. 
l 
lequel circule un flux 
vers l'intérieur (resp. l'extérieur) sur 
f*(v) = e:. b (resp. f*(v) = -e:. b). 
l , l , 
De là l'idée d'introduire le réseau b-auxiliaire de R. 
CONVENTION II.2.4. Soient R = (X,U,c) un reseau de transport 
et b: U -+IR une fonction admissible. Dans la suite de ce travail, 
nous posons, pour tout id 2, ••• ,n-1} 
et appel on s réseau b -aux il i aire R * = (X * , U *, c * ) 
de transport défini par les égalités 
X* = X U {x 0 ,xn+l} 
U* = UU{(x ,x.): 2~i~n-l, e: . b > O} 
0 l l, 
a sso ci é a R. le 
U{(x . ,x 1 ) 2~i~n-l ,e: . b>O}U{( x ,x 1 )} 1 n+ 1, n 
c * (u) = c(u)-b(u), Vu E: U 
c * (x , x. ) = c:. b' \li E.{2, 
0 l l, 
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, n -1} e;. b >O 
l ' 
, 
reseau 
c * ( x . , x 1 ) = -c: . b , \i i e. { 2 , • • • , n -1} l n+ l, c:. b > 0 l ' 
Les sommets x
0 
et xn+l sont respectivement l'entrée et la sortie 
de R*. 
De plus, sauf mention explicite du contraire, l'expression 
réseau b-auxiliaire associé à R 
sous-entend que b est une fonction admissible dans R. 
RAPP EL I I. 2 • 5. L e s a r c s i n c i d en t s v e r s 1 ' ex t é r i e u r à 1 ' en t r é e 
d'un réseau de transport R et les arcs incidents vers l'intérieur à 
la sortie de R constituent les arcs terminaux de R. 
Donnons à présent une condition. nécessaire et suffisante 
pour qu'il existe un flot b-canalisé dans un réseau de transport. 
THEOREME II. 2. 6. Il existe un flot b-canal isé dans R si et 
seul em en t s ' il existe un f 1 o t saturant 1 es arcs te rm in aux de R *. 
Démonstration. La condition est nécessaire. De fait, si f est un 
flot b-canalisé dans R, il suffit de poser 
f*(u) = f(u) - b(u), \:lue.U, 
f*(x ,x.) = c:. b' 'd (x ,x.) E:.U* 
0 l l, 0 l 
f*(x.,x 1 ) = -E. b' \i(x.,x 1 )eU* 1 n+ 1, 1 n+ 
pour obtenir , c om m e on l e vérifie de suite , un f 1 o t saturant 1 es 
arcs terminaux de R*. 
La condition est suffisante. En effet, si f* est un flot 
saturant l es arcs te rm in aux de R *, 1 e vecteur ( f ( u 1 ) , • • • , f ( um ) ) 
défini par les égalités 
f(u) = f*(u) +b(u), \:iu€.U 
constitue un flot b-canalisé dans R. Ill 
THEOREME II. 2. 7. S'il existe dans R un flot de valeur ma xi-
m um n e satura n t p a s l es arc s te rm in aux de R , al o r s il en est ai n si 
de tout flot de R. 
D ém on s t r a t i on • C ' e s t im m éd i a t • I I I 
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Les deux théorèmes précédents suggèrent les modifications 
à a p porter à l'algorithme de Ford et Fulkerson II.2.1. pour qu'il 
fournisse un f l o t b - c an al i s é de val eu r m a x im um • 
R em a r q u o n s t o ut d ' a b o r d q u e si l ' o n dé t e rm i n e u n f l o t m a -
ximum ne saturant pas les arcs terminaux de R*, il n'existe pas de 
flot b -canal i s é dans R. Par contre, si l e flot f * sature l es arcs 
terminaux de R*, le flot défini par les égalités 
f(u) = f*(u) +b(u), \:iueU 
est b-canal isé. Comme il n'est pas nécessairement maximum, il reste 
à l'améliorer en utilisant l'algorithme de Ford et Fulkerson où l'on 
prend f comme flot initial. Toutefois, il convient d'assurer que 
tous les flots fk de la suite construite soient b-canalisés, ce qui 
requiert une modification de l'algorithme AUGMENTATIO N II. l. 3 •• 
Dans ce but, nous introduisons la notion de b-graphe d'écart. 
DEFINITION II.2.8. Soient R = (X,U,c) un réseau de transport 
et fun flot b-canalisé dans R. ~ b-graphe d'écart Rb(f) associé à 
f est le graphe (X,Ub(f)) dont l'ensemble des arcs Ub(f) est obtenu 
en associant à chaque arc u = (x,y) E- U, l'arc u = (x,y) si f(u) < c(u) 
. + 
et l'arc u = (y,x) si f(u) > b(u). 
L'intérêt du b-graphe d'écart apparaît dans le théorème 
suivant. 
THEOREME II.2.9. Un flot b-canalisé f d'un réseau de transport 
est de valeur maximale si le b-graphe d'écart Rb(f_) associé à f ne 
c o n t i en t p a s d e ch em i n d ' ex t r ém i t é s i n i t i al e e e t t e rm i n al e t. 
Démonstration. La condition est nécessaire. Procédons par l'absurde. 
Si ce n'est pas le cas, il existe dans Rb(f) un chemin y 1 , ••• ,yp 
d ' ex t r ém i té in i t i al e e et d ' ex t r ém i té te rm in al e t grâce au q u el on 
peut construire à partir de f, la fonction f': U +I~+ définie par les 
égalités 
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/ 
f(u) +m 
s ' il ex i s t e i E. { l , • • • , p -1 } t el q u e 
u = (y.,y. 1 ) et (y.,y. 1 )E-- U et (y. 1 ,y. )f U l l+ l l+ l+ l 
f(u) -m 
s ' il existe i E. { l , , p -1 } tel que 
u = (y.,y. 1 ) et (y.,y. 1 )fU et (y. 1 ,y. )E-U l l+ l l+ l+ l 
VuE-U f'(u) = f ( u ) + m in {m , c ( u ) - f ( u ) } 
s'il existe i E-{l, ••• ,p-1} tel que 
u = (y. ,y. 1 ) et (y. ,y. 1 ) e U et (y. 1 ,y. )E.. U l l+ l l+ l+ l 
f(u) -max{O,m - c(y. ,y. 1 ) + f(y. ,y. 1 )} l l+ l l+ 
s'il existe iE.{l, ••• ,p-1} tel que 
u=(y. 1 ,y) et (y.,y. 1 )sU et (y. 1 ,y.)e.U l+ l l+ , l+ l 
f ( u) 
sinon 
où m = :nin{A,B,C} avec 
A = 
3 = 
C = 
min 
i=l, ••• ,p-1 
(y.,y. l)e.U 
l l + 
(y. l'y.)1,U l+ l 
min 
i =l, ••• ,p-1 
(yi,Yi+l)iu 
(y. l'y.) E. U 
l + l 
min 
i =l, ••• ,p-1 
(y.,y. l)E-U l l+ 
(y. l'y.) e.U l+ l 
c(y. ,y. 1) - f(y. ,y. l) l l+ l l+ 
f(y. l'y.) - b(y. l'y.) l+ l l+ l 
c(y. ,y. 1) - f(y. ,y. 1) + f(y. l'y.) - b(y. l'y.) l l+ l l+ l+ l l+ l 
Pour conclure, il suffit de prouver que f' est un flot b-canalisé 
de valeur strictement supérieure à lfJ. D'une part, f' est, comme 
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on le vérifie de suite, un flot b-canalisé. D'autre pa rt, de l' ég alité 
if' i = if i + (f'(y 1 ,y ) - f(y 1 ,y )) p- p p- p 
et de la définition de f'(y 1 ,y ) on déduit de suite qu'on a p- p 
if'I = ifl+m 
ce qui suffit puisqu'on a, vu la définition de Rb(f), m >O. 
La condition est suffisante. Pour le démontrer, considérons 
l'ensemble A des sommets non accessibles de e dans Rb(f). On a, bien 
sûr, par hypothèse, e ,j,, A et t E. A et, par conséquent, w-(A) est une 
coupe du réseau R. Prouvons en outre qu'on a 
V(u,v)E..U 
\:f(u,v)E.U 
u 1- A et v E. A 
ue.A et v r/., A 
f (u,v) = c(u,v) 
f(u,v) =b(u,v) 
( * ) 
(** ) 
En effet, les égalités (*) résultent de suite du fait que si deux 
sommets u Jt A et v sont tels que (u,v) E U et f(u,v) <c(u,v) alors 
(u,v) appartient à Ub(f) et·, vu la définition de A, v n'appartient 
pas à A. De plus, les égalités (**) résultent du fait que si deux 
sommets u et v</-A sont tels que (u,v)€ U et f(u,v) >b(u,v) alors 
(v,u) appartient à Ub(f) et, vu la définition de A, u n'appartient 
pas à A. Dans ces conditions, le lemme I.3 . 3. établit les égalités 
f = f(A,A) -f(A,A) 
= E f(x,y) 
(x,y) e. U 
xr-A,yeA 
= E c(x,y) -
(x,y)e.U 
x!!/,A,y e. A 
E 
(x,y)e:U 
XE-A,y fj.,A 
E 
(x,y) e. U 
XE.A' y,j,, A 
f(x,y) 
b(x,y) 
La thèse résulte alors del 'application du théorème du flot b-canalisé 
m a x im um I • 3 • 5 • • / / / 
La démonstration de ce théorème détermine les modifications 
a apporter à l'algorithme AUG~ENTATIO N. Nous l'écrivons de nouveau 
sous forme 
supposé de 
initiale e 
d ' un e r o u t i n e à d e u x p a r am è t r e s : l e f l o t b - c an al i s é f 
val eu r non maximal e et ( y 1 , , y ) un ch emin d ' ex trémités . p 
et te rm in al e t dans Rb ( f ) • 
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ALGORITHM E AUG ;"1 ENTATIO N ADAPT E(f, ( y 1 , ••• , y ) ) II. 2.10. 
- p 
S o i en t f un f l .o t b - canal i s é dan s R e t ( y 1 , • • • , y p ) un ch em i n 
d ' ex t r ém i tés initial e e et te rm in al e t dans Rb ( f ) • 
m : = +oo; 
Poun i va n iant ~e 1 à p-1 e/_/_e ctuen 
-!>i (y.,y. 1 )E./J. et (y. 1 ,y . ) <j.. /J. a l. on /.> L L+ L+ L 
1 
min : = c( y . , y . 1 ) - /_ (y., y. 1 ) L L+ L L+ 
-!> i (y . ,y. 1 J r/- lJ. et (y . 1 ,y . } E. /J. a t. o n;;, L L+ L+ L 
l
min :: /_(y.,y. 1 )-fJ..(y . 1 ,y.) L L+ L+ L 
1:, i (y . ,y . 1 JE/J. e t (y. 1 , y. ) E.. /J. af.0 /1../2 L L+ L+ L 
!
min:: c(y . ,y. 1) - /_ (y . ,y . 1) + /_ ( y . 1,y . ) - fJ.. (y. 1,y . ) 
. ./.. L+ L L+ L+ ./.. L+ L 
1:,i m > min af.o n/.> 
1 m : = min; 
Poun tout uE:..-/J. e /.1-ectuen /. '( u ) := /_ (u}; 
Poun i vaniant de 1 à p-1 e/./.ectuen 
1:,i (y., y . 1 ) e- /J. et (y. 1 , y.) <f- /J. af.o n;;, L L+ L+ ./.. 
1
/_'(y.,y. 1) := /_(y . ,y . 1) +m 
./.. L+ L L+ 
-!>i (y.,y. 1 Ji/J. et (y. 1 , y .) Ec /J. a f. 0 /1../.> ./.. L+ L+ L 
1
/_'(y. 1,y.) :: /_(y. 1,y.) -m 
L+ L L+ L 
-!>i (y.,y . 1 J E /J. e t (y. 1 ,y . ) E. /J. a l. o n;;, L L+ L+ L 
/_'(y.,y . 1) := /_(y . ,y. 1) +mi.n{m,c(y.,y . 1) - /. (y.,y. 1 )} 1 L L+ L L+ L L+ L L+ 
/.'(y. 1 ,y.) :: /_(y. 1 ,y . ) -max{O,m - c(y . , y . 1 ) + /_ (y . ,y. 1 )} L+ L L+ L L L+ L L + 
L a proposition suivante rés ul te du th éo r èm e II • 2. 9. 
PROPOSITIO N II.2.11. L'algorithme AUGM ENTATIO N-ADAPTE appliqué 
à un fl o t b - canal i s é dans R et à un chemin d ' ex t r ém i tés in itial e e et 
terminale t dans Rb(f) détermine un flot b-canalisé f' d e valeur 
strictement supérieure à ifj. De plus, f' est à valeurs entières s'il 
en est ainsi du flot f et de la fonction c. 
Q~~~~!E~!~~~- On prouve cette propos i tion comm e la néce ssité d e la 
condit i on énoncé e e n II. 3. 9 •• /// 
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Donnons, enfin, l'algorithme adapté de Ford et Fulkerson 
capable de résoudre le problème du flot b-canalisé maximum. 
ALGORITH~E ADAPTE DE FORD -ET FULKERSON II.2.12. 
Dét12..11..min12..11.. g.11..âc12. à f. 'af.go.11..ithm12. II. 2 .1. un -/.lot max.imum -/. ;' 
dan/2 l12. .11..é/212.au d12. t.11..an/2po.11..t l-aux.iliai.11..12. R* : 
Si-/.* /2atu.11..12. tou/2 l12./2 a.11..c/2 t12..11..minaux. d12. R* 
af..0.11../2 
Pou.11.. tout u E. t.L 12.-/.-/.12.ctu12..11.. -/. ( u) : = -/.;' ( u) + Id.. ( u) 
0 
k := 0 
7ant qu'il. 12.x.i/2t12. un ch12.min d'12.x.t.11..émité /2 initial12. 12. 12.t 
t12..11..minal12. t dan/2 R,(-t-) .11..épét12..11.. 
choi/2i.11.. un t12.l ch12.min, /2oit (y 1 , ••• ,yp) . 
-t.k+l := At.LÇMlN7A7ION_ADAP7l( t k,(y 1 , ••• ,yp)) 
k := k+1 
THEOREME II. 2. 13. Si les fonctions c et b d'un 
, 
reseau de 
transport R sont à valeurs entières, alors l'algorithme adapté de 
Ford et Fulkerson converge et détermine, après exécution, s'il 
existe un flot b-canalisé dans R de valeur maximum et à valeurs 
entières. 
Q~~'2~!E<!!!~'2• La démonstration, semblable à celle du théorème II.2.2 . , 
repose sur les théorèmes II.2.2., II.2.6., II.2.7., II.2.9. et sur 
la proposition II.2.11.. Ill 
REMARQUE II. 2.14. On peut bien sûr traiter de la même façon 
qu'en II.2.3. les 
, 
reseaux de transport pour lesquels les nombres 
c(u) et b(u) sont commensurables ou non. 
L es al go rit hm es II. 2. l. et II. 2. 12. n ' indiquent d ' aucune 
m an i è r e l a f a ç on de d é te rm i n e r l e s ch em i n s ( y 1 , • • • , y p ) j o i g n an t 
les sommets e et t dans R(f) et Rb(f). Plusieurs méthodes ont été 
développées. Nous les exposons dans les paragraphes qui suivent en 
donnant pour chacune la complexité des algorithmes qui en découlent. 
Montrons dès à présent qu'un choix peu heureux de chemin 
peut entra1ner l'exécution d'un nombre considérable d'itérations. 
Dans l'exemple suivant, 
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e 1 t 
M M 
V 
où M désigne un entier strictement positif et où les valuations des 
arcs définissent les capacités de ceux-ci, l' ex écution de l 'al go-
rit hm e II • 2. l. peut entra 1 ne r 2M ( so i t l a val eu r m a x im um d ' un fl o t ) 
itérations de la boucle 7anl que ••• si le procéd~ de recherche de 
chemins dans R(f) conduit à sélectionner alternativement les chemins 
(e,u,v , t) et (e,v,u,t). 
II.3. La méthode de recherche en profondeur d'abord 
Cette méthode est basée sur l'exploration en p rofondeur 
d'abord d e s sommets d'un graphe. De ce fait, les somm e ts sont visit é s 
selon le principe : 
- ·,4. yanl dé j à v.i. .o.i.l é l e .001;z;nel x . E.- X , -6e d ép l a c e/1.. -6 U/1.. un a /1.. c j 
( x j, x k) t: /.l .i.nc.i.de nl v e/1..-6 f. ' exl é /1.. .i. e u /1.. à x j. 
- Si. l'on a dé jà vi -6 ilé le -6 omme l x k, /1..eveni /1.. en x j el cho i -6 i /1.. 
un aul /1..e a /1.. c incide nt ve /1..-6 f. ' e xlé /1.. i e u /1.. à x . • Sin on, vi -6 .i. te/1.. j 
le -6 0mmel xk e l appliqu e/1.. le p/1..0c e-6-6U-6 a .i.n -6 i dét ini d e 
man.i. è/1..e /1..é CU/1..-6 .i. ve à xk. 
- Si tou -6 le-6 a /1.. c -6 .i.nc.i.dent -6 v e/1..-6 l ' ext é /1.. .i. eu/1.. à x . ont été j 
e xpf.0 /1..é-6 , /1..e v e n.i. /1.. au -6 0mmet x . €..X qui a pe/1..m .i. -6 d ' att e .i.nd/1..e 
~ 
x . el c on t .i.nue/1.. à exp lo/1..e/1.. f.e-6 a/1.. c -6 .i.n c .i. dent-6 ve/1..-6 l ' ex -
J 
t é/1.. .i_ e U/1.. à X. • 
~ 
- II - 1 4 -
L'algorithme ci-dessous en découle. Il permet de résoudre 
l e pro b l èm e du f l o t m a x i m um ; l é g è r em en t m o di f i é , il p o u r r a i t , b i en 
sûr, résoudre le problème du flot b-canalisé maximum. 
On y tente tout d'abord de déterminer une chaîne augmentante. 
Dans ce but, une procédure récursive RECHERCHE CHAINE de spécification 
si le sommet x est visité, alors RECHERCHE CHAINE(x) 
recherche dans le sous-graphe de R(f) engendré par 
l'ensemble des sommets non encore visités uni à {x}, 
un chemin joignant x à t 
a été développée. A l ''issue de l'appel RECHERCHE_CHAINE(e), deux cas 
peuvent se présenter. 
Dans le premier, le sommet t a pu être marque et, par sui te, 
un chaîne f-augmentante a a été découverte. On déduit alors, de même 
qu'en II.1.3. du flot courant fun flot de valeur strictement supé-
rieure. T o ut e f o i s , a f in d ' am él i o r e r l ' e f fi c ac i té de l ' al go ri t hm e 
développé, le nombre m intervenant dans l'algorithme AUG;v!ENTATION 
II. l. 3. est cal culé lors de la recherche de la chaîne a. Il reste 
enfin à essayer d'améliorer le nouveau flot obtenu grâce à une ité-
ration supplémentaire. 
Dans le deuxième, le . sommet t n'a pu être marqué. Il s'ensuit 
qu'aucune chaîne f-augmentante n'existe. Le flot courant f est dès 
l o r s m a x im um • 
Les structures de données suivantes sont utilisées. A chaque 
sommet x, on associe 
une valeur booléenne, ma~qué(x), indiquant si le sommet x 
a été visité, 
- un entier, min ( x), permettant de cal culer m, 
- un sommet, p~.ed(x), déterminant le sommet à partir duquel 
1 e sommet x a -été visité. 
L'application p~.ed: X+ X détermine, bien ent 3,,du, pour tout 
sommet x marqué un chemin dans R(f) joignant e à x. Le nombre mi.n(x) 
vaut alors le minimum des valuations des arcs de ce chemin, la va-
luation del 'arc u = (x,y) étant 
c(u) - f (u) si u E. U et ~ '/- U 
+-f ( u) +-si ufU et uE.U 
+-
c ( u) - f(u) + f(u) +-si u E- U et u e. U 
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où i!= ( y,x ). En particulier , mi.n (t) vaut m si test marque. 
ALGORITHME RE CHER CHE CHA I NE (s) II.3.l. Soit s un sommet de X. 
·Pou/7.. tout x E- X .e.-/./..e.ctu.e./7.. 
-!> i. ma/7..(Jué(t) = non .et -!> i ma/7..qué (x) = non .et /2i 
{ ( . ( /.) , X ) €.- Ll .et t ( /.) , X ) < C ( /.) , X ) ) 0 u ( ( X , /.) ) E: Ll .et t ( X , /.) ) > 0 ) } 
af.0 /7../.> 
ma/7..qué(x) := oui.; 
p /7...e.d (X) : = /.) ; 
/2i. (-!>,x)e;,Ll .et ( x , /2)rj.-Ll af.0/7../.> 
1min( x ) := mi.n{mi.n(/2),c(x,/2) - -/.(-6,x}}; 
-!>i ( /.>, x ) r/-- LL .et ( x , -!>) €. LL af.0/7../2 
1mi.n(x) := mi.n{mi.n(/2),-/.(x,-6)}; 
-!> i ( /.> , x) E LL .et ( x, -6 ) e. LL af.o/7../.> 
1min(x) :: mi.n{mi.n(-6),c(-!>,x) - -/.(-6 , x) + -/.(x ,-6)}; 
RlCHlRCHl_CHAINl(x): 
Si. ma /7..qué(t) = non af.0/7../.> 
Pou/7.. tout x € X .e./_/...e.ci:.u.e./7.. 
1 
-!>i p/7...e.d( x) = /.> af.0/7../.> 
1 ma /7..q u é ( x. ) : = non ; 
ALGORITHME DE FORD ET FULl<ERSON II. 3. 2. 
Choi-!>i/7.. un -/.f.o t initial. -/.; 
0 
1- :: t ; 
0 
Pou/7.. tout xE..X \{.e.} .e../!.-/..e. ctu .e./7.. ma/7..qué(x) ·- non; 
ma/7..qué(.e.) := oui; 
min(.e.) :: +oo; 
RlCH.lR.CHl_ CiiA I !Vl ( .e.); 
7ant qu.e. ma/7..qué(t) = oui. .e././..e.ctu.e./7.. 
/.) : = t ; 
p-6 :: p/7...e.d(-!>); 
/7..é p ét.e./7.. 
-!>i (p-!>,-6)€- Ll .et (-!>,p-!>) </- Ll af. o /7..-6 
I-J.(p-6 , -6) :: -J.(p-6 , /2) +mi.n(t) 
-6i. (p-6 , -!>)tLl .et (-6,p.6)élL af.o/7../2 
1 /.( /2 ,p -6) := /.(-!> , p/2) - mi.n(t) 
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/ 
.6i (p.6, .6 }E-/.L 
l
/_( p .6 , .6 ) :: 
t.( .6,p.6) :: 
/.) : = p .6 
tant que .6 i: e; 
et (.6,p .6 )E-I.L a l0 /1.. .6 
/_ (p .6 , .6 ) + min{ min(t), c(p .6 , .6) - t,(p.6 , .6 )} 
/.(.6,p.6) -max.{O,min(t) - c(p .6 , .6 ) + J_ (p.6, .6 )} 
(* /1..eche/1..che d'une chalne /_-augmentante * ) 
Pou/1.. toui. xEX \ {e} e/_/_eci.ue/1.. ma/1..qué(x) := non; 
ma/1..qué(e) :: oui; 
min ( e) : = +oo; 
RlCHlRCHl_CHAINl(e). 
L e th é o r èm e s u i van t d é t e rm i n e l e n an b r e m a x im um d ' i t é r a t i o n s 
dans la boucle 7ant que ma/1..qué(i.) = oui... 
THEOREME II.3.3. Si les capacités des arcs du reseau de 
transport R sont entières et si M désigne la valeur d'un flot maximum 
dans R , al ors l ' al go rit hm e II. 3. 2. exécuté à p art i r d ' un fl o t in i -
tial à valeurs entières converge après au pl us M augmentations de 
flot. 
Démonstration. De fait, d'une part, le théorème II.2.2. affirme, 
dans ces conditions, quel 'algorithme II. 3. 2. converge et détermine 
un flot de valeur max.imum M. D'autre part, si (f
0
, ••• ,f N) désigne 
la suite de flot définie par son exécution à partir du flot initial 
f
0 
à valeurs entières, on a, pour tout ke.{O, ••• , M-1}, 
1 f k+l 1 - 1 f k 1 ~ l 
ce qui suffit, puisque, vu la proposition II.1.4., tout flot fk 
( 0 ~ k ~ N ) est à val eu r s entières. / / / 
II.4. La méthode de recherche en largeur d'abord 
Dans une deuxième approche, la recherche d'une chalne aug-
mentante s'effectue selon une exploration en largeur d'abord des 
sommets de R(f ). 
~appelons ici . q u e , suivant ce mode d'e x plor a tion, les sommets 
d'un graphe sont visités conformément à l'algorithm e 
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Choi /2 i ~ un /2 0mme t x; 
num ( x ) : = 1 ; 
7ant qu'i l exi /2 te un /20mm e t num é~oté i ~ épét~~ 
numé~ote~ i +1 tout /20mmet non enco ~e n u~é~oié 
adjacent à un /20mmet numé ~oté i; 
L :: i+1. 
où num( x ) est un numéro associé à chaque sommet x. 
Ainsi, sil 'on appelle "scanner un sommet x" l'opération 
qui consiste à visiter les sommets non encore visités adjacents au 
sommet x , l'exploration des sommets en largeur d'abord s'effectue 
s el o n l e p r in ci p e "p r em i e r v i s i t é , p r em i e r s c a n n é " p a r o p p o s i t i on 
au processus d'exploration en profondeur d'abord s'effectuant, quant 
à l u i , sel on l a r è g l e "der ni e r visité , p rem i e r scanné". 
Particularisé à la recherche d'un chemin d'e x trémités ini-
tiale e et terminale t dans R(f), le mode d'exploration en largeur 
d'abord donne naissance à l'algorithme II. 4. l.. Les structures de 
données suivantes y sont manipulées : à chaque sommet x, on associe 
- un n um é r o , n um ( x.) , 
- un sommet, p~ed(x), déterminant le sommet à partir duquel 
le sommet x a été visité. 
ALGORITH:v!E II. 4. l. Soit f un flot dans un réseau de transport 
R = (X,U,c). 
Pou~ tout X~ X \ { e} e/,f!,.e.ctue~ num( x ) : = 0: 
nwn( e) : = 1 ; 
L : = 1 ; 
7ant que (]xE X : num ( x) = i.) e t ( num ( t) = 0 ) ~ép ét e~ 
Pou~ tout X E. X e/./.ectue~ 
/2 i. num ( x ) = i a l o~ /2 
Pou~ t out y E.. X e/./.eci u e~ 
/2 .i_ ( { ( X, y) E... lL .et /_ ( X , y ) < C ( X , y) } 0 U 
{ ( y, x ) E-lL e t /_ (y, x ) > O}) et ( ( nu;n(t) = 0 ) a f.o~/2 
L :: L+1. 
1 
n um ( y ) : = i. + 1 : 
p ~ed(y) := x ; 
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0 n p eut fac i 1 em en t d ém o n t r e r q u e 1 es ch a 1 n es au gm en tan tes 
déterminées par 1 'algorithme II. 4.1. sont de longueur minimale. Cette 
propriété permet de déterminer la complexité del 'algorithme de Ford 
et Fulkerson II.4.2. adapté à la recherche en largeur d'abord de 
ch em in s d ' ex t r ém i tés in i t i al e e et te rm in al e t dan s 1 e graphe d ' 
écart R(f). Enonçons le tout d'abord. 
ALGORITHME DE FORD ET FULKERSON II. 4. 2. 
p • - p • 1-•-1-, 0 
R. ép é Le.Il. 
(* amélio1Z.ation du /_lot cou1Z.ant /_ *) 
7 ant que -6 ~ e e/_/_ectuell. 
p-6 : = pll.ed( -6): 
-6i (p-6,-6)E-_IJ. et (-6,p-6),t/J. alOIZ.-6 
j/_(p-6,-6) :: /_(p-6,-6) +min(t): 
-6 i ( p-6, -6) fj IJ. et ( -6, p-6) e IJ. al o IZ.-6 
1 /_(-6,p-6) ·:= /_(-6,p-6) - min(t): 
-6i (p-6,-6)E-IJ. et (-6,p-6)E.IJ. alOIZ.-6 
:: /_(p-6,-6) +min{min(t),c(p-6,-6) -/.(p-6,-6)} 
:: /_(-6,p-6) -max.{O,min(t) - c(p-6,-6) + /_(p-6,-6)} 
(* 1Z.eche1Z.che d'une chalne /_-augme.ntante *) 
Poull. tout xE.X\{e.} e././.e.ctue.lZ. num(x.) := 0: 
num ( e) : = 1: 
i : = 1 : 
illin( e) : = +oo; 
R ép éte1Z. 
/-in_ité1Z.ation-6 :: vil.ai: 
Pou1Z. tout x. €.- X e./_/_ectue.lZ. 
-6 i n um ( X. ) : i a l O Il. -6 
Pou1Z. tout y€. X e/_/.e.ctuell. 
-6 i ( n um ( y ) = 0 ) et ( { ( x. , y ) E- IJ. e t /. ( x. , y ) < c ( x., y ) } 
ou { (y, x.) e IJ. et /_ (y, x.) > 0} ) al o IZ.-6 
n um ( y ) : = i + 1 : 
pll.ed( y) : = x.: 
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/ in_i:lé~a:lion /2 :: / aux: 
/2i (x,y)e-U. .e.:l (y,x)r/LL alo~/2 
jm in(y) :: min{min(x),c(x,y) - /!.(x ,y)}; 
/2i (x,y) f/, U. .e.:l (y,x)E-U. ae.o ~/2 
lm in(y) :: min{min(x),t(y,x)}; 
/2i (x,y) E- U. .e.:l (y,x) E U. ae.o~/2 
lmin(y) :: min{min(x),c(x,y)-/_(x,y) +j!.(y,x)}: 
~ :: i+1: 
:lan:l qu...e. (/.in_i:lé~a:lion/2 = /_aux) .e.:l ( n. u..;;z{:l) = 0): 
/2 := :l: 
:lan:l qu...e. nwn(:l) ~ O. 
Afin d'obtenir une borne sur le nombre d'au gmenta tions de 
flot effectuées dans l'algorithme précédent, définissons tout d' 
abord le concept de goulot et démontrons les lemmes suivants. 
DEFINITION II. Li:. 3. Soient f JJn flot d'un , reseau de tran s-
.port R et ç une chaîne f-augmentante. Un arc vs ç est un goulot 
de ç s ' il v é ri fi e l es égal i tés 
ev(v) = min ev(u) 
Ue;ç 
où, pour tout arc u = (x,y)E:. U, ev(u) est défini par 
c(x,y) - f(x,y) si (x,y)E.. U et (y,x) f U 
ev(u) = f(y,x) si (x,y)fo U et (y,x) E. U 
c(x,y) - f(x,y) + f(y,x) si (x,y) E-U et (y,x) E.U 
CONVENTION II. 4. 4. Dans ce paragraphe, sauf mention 
explicite du contraire, 
( f ' 0 
désigne la suite de flots déterminée pa r l'exécution del 'algo-
rithme de Ford et Fulkerson II.2.1. à pa rtir du flot initial f
0
• 
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De plus, nous notons 
(kE.{O, ,N-1}) 
la distance de x à y dans le réseau d'écart R(fk)' et nous 
désignons par 
(kE.-{0, ,N-1} ) 
l e ch em in d ' ex t r ém i tés initial e e et te rm in al e t dans R ( f k ) 
grâce auquel fk+l est obtenu par augmentation du flot fk. 
LEfl~1E II. 4. 5. Pour tout k E:.-{0, ••• ,N-1}, tout goulot 
de Pk n'appartient pas au réseau d'écart R(fk+l). 
Q~~Œ~!E~!!~Œ· Soit (x,y) un goulot de la chaîne fk-augmentante Pk' 
k E { 0 , • • • , N -1 } • Deux cas son t à cons i dé r e r. Dans l e p rem i e r , 
l 'arc(x,y) appartient à U. Il vient alors, vu l'algorithme AUGMEN-
TATION II.1.3. et la définition II.4.3., si (y,x) n'appartient pas 
à u, 
fk+l(x,y) = ·fk(x,y) + min(t) 
= fk(x,y) + c(x,y) - fk(x,y) = c(u,v) 
et si (y,x) appartient à U, 
fk+l (x,y) = fk(x,y) + min{min(t) , c(x,y) - fk(x,y)} 
= fk(x,y) + min{c(x,y) - fk(x,y) + fk(y,x), 
c(x,y) - fk(x,y)} 
= c(x,y) 
' 
fk+l (y,x) = fk(y,x) -max{O, min(t) - c(x,y) + fk(x,y)} 
= fk(y,x) -max{O, fk(y,x)} 
= 0 
Dans ce cas, (x,y) ne peut, dès lors, appartenir a R(fk+l). 
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Dans le second, l'arc (x,y) n'appartient pas à U. Comme c'est un 
goulot, on doit alors nécessairement avoir (y,x) E.. U. Les égalités 
fk+l (y,x) = fk(y,x) -min(t) 
= 0 
s'ensuivent. Elle prouvent qu'on a (x,y)'fiR(fk+l) et, par suite, la 
thèse. / / / 
L EM M E I I • 4. 6. T o ut arc ( x , y ) E. R ( f k + l ) \ R ( f k ) ( k E.. { 0 , • • • , N -1 } ) 
est tel g u e ( y , x ) €. P k • 
Q~<?.'2~!~~!!~'2· De fait, pour tout arc (x,y)E-R(fk+l) \R (fk)' 
ke.{O, ••• ,N-1}, on a nécessairement fk+l(x,y) -/:-fk+l(x,y) ou 
fk+l(y,x) -/:-fk(y,x) et, par conséquent, un des .deux arcs (x,y) ou 
(y,x) doit ap?artenir à Pk. La thèse résulte alors du fait qu'on ne 
peut avoir (x,y)E.Pk' puisqu'on a, par hypothèse, (x,y) fR (fk). Ill 
L EM M E I I • 4 • 7 • P o u r t o u t k E. { 0 , , N -1 } e t t o u t x E. X , o n a 
ok(e,x) ~ ok+l (e,x) et ok(x,t) ~ ok+l (x,t). 
Démonstration. Etablissons la pren ière relation, la preuve cl3 la 
seconde étant similaire. Comme le , cas où ok+l (e,x) = +00 est évident, 
on peut bien sûr supposer avoir ok+l(e,x) =h, he.lN. Dans ces con-
ditions, il existe un chemin u
0 
= e, ••• ,uh = x de longueur h et 
d'extrémités initiale e et terminale x dans R(fk+l) pour lequel on 
peut établir qu'on a 
De fait, d'une part, si l'arc (u.,u. 1 ), iE-{0, ••• ,h-1}, appartient l l+ 
à R(fk) on a ok(e,ui+l)~ 1 + ok(e,ui). D'autre part, sil 'arc 
( u . , u . 1 ) , i E. { 0 , • • • , h - 1 } , n ' a p p a r t i e n t p a s à R ( f k ) , 1 e 1 ern m e l l+ 
p r é c é de n t a f f i rrn e q u e ( u . 1 , u . ) a pp a r t i en t à P k • I 1 s ' en s u i t q u ' o n l+ l · 
a, puisque Pk est un chemin de longueur minimum entre e et t dans 
R(fk)' ok(e,ui) = 1 + ok (e,ui+l) c'est-à-dire 
ce qui suffit. La thèse résulte alors aussitôt des inégalités 
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(\ ( e , x ) = cSk ( e , u h ) 
~ cSk ( e, u0 ) + h. = h = cSk+l ( e, x). III 
LEM ME II.4.8. Pour tout k etmE-{0, , N} tels que k<m 
et tout goulot (x,y) de Pk ~ Pm, il existe e, e{O, ,N} tel que 
k < Q, < m et ( y , x) E- Pe. • 
Démonstration. Soient k et m deux entiers de {O, ••• , N} tels que 
k < m et (x,y) un goulot de Pk et Pm. Prouvons quel 'entier 
Q, = min{ t: N ~t >k et (x,y)e R(ft)} - l 
vérifie la thèse. De fait, del 'appartenance de (x,y) à R(f ), on 
m 
déduit de suite que l'ensemble {t :N ~t>k et (x,y)E:.R(ft)} n'est 
p a s v i d e e t q u e l ' o n a Q, + l ~ m • De pl u s , l e l em m e I I • 4. 5 • a f f i rm e 
que (x,y) n'appartient pas au graphe d'écart R(fk+l). Par suite, 
il vient Q, + l > k + l c ' est -à - dire Q, > k. L a thèse rés ul te al ors du 
lemme II.4.6. et du fait qu'on a (x,y)E.R(f Q,+ l) \R (f Q,) . Ill 
L EM M E I I. 4. 9. Pour toute paire d ' entiers ( k, Q, ) E.. { 0 , ••• 
tell e g u e k < Q, , s ' il ex i s te un arc ( x , y ) E U tel g u e ( x , y ) E. P k ~ 
(y,x) E.PQ,, ~ cSQ,(e,t).::; cSk(e,t) + 2. 
2 
' N} 
Q~~12~!~~!!~12• Soient (k,l) un tel couple d'entiers et ( x , y ) un arc 
tél que (x,y)E. Pk et (y,x)E. PQ,. Dans ces conditions, la proposition 
I I • 4. 7. a f f i rm e q u ' o n a 
et 
Par suite, les définitions de Pk et P Q, permettent d'écrire 
ce qui suffi t pour conclure. · Ill 
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Le théorème suivant détermine le nombre maximum d'augmen-
tations de flot effectuées dans l'algorithme II. 4. 2. ainsi que sa 
complexité. 
THEORDtE II.4.10. Le nombre maximum d'augmentations de flot 
e f f e c tu é es l o r s d ' un e ex écu t i on de l ' al g o r i t hm e I I • 4. 2 • es t 
n(n-l)(n+2) 
4 
En particulier, la complexité del 'algorithme II. ·4. 2. est (0(n 6 ) au 
pl us. 
Démonstration. Etablissons tout d'abord que le nombre maximum d'oc-
currences d'un arc comme goulot d'une chaîne fk - augmentante 
(kE-{0, ,N}) est 
n + 2 
4 
Soit (x,y) 
de { 0, ••• 
un arc. Désignons par (k. ). 
l l 
, N } p ou r l es quel s ( x , y ) est 
l la suite d'indices = ' ••• ' p 
un go ul o t du ch em in P k . • L e 
l 
lemme II.4.8. lui associe une suite (SI,.). 1 d'indices telle 11=1, ••• ,p-
que 
et 
k. < SI,. < k. l , \i i E.{l, ••• ,p-1} 
l l l + 
(y,x) E PSI,. , 'di E. {l, .•• ,p-1} • 
l 
De plus, l'application du lemme II.4.9. à la suite 
' k l' .Q, l' k p - p- p 
notée (m.)._ 1 2 _1 , permet d'écrire 11- , ••• ,p 
et, par suite, 
6 (e,t) 
m. 
J 
cS (e,t)+2, 
m. 
J 
'dje:{l, ••• 
~ 2(j-l) + 6 (e,t) 
m 1 -
, 2p -2} 
~ 2 ( j -1 ) + l , id j e.. { l , • • • , 2p -1 } . 
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Dan s ces c o n di t i on s , c om m e t o ut ch em i n P k est de l o n q u eu r i n f é ri eu r e 
ou égale à n-1, il vient 
. 2 ( 2 (p - l) ) + l 
et, par conséquent, 
n + 2 
4 
ce qui suffit. 
~ o ~ n - l 
m 2 (p -1) + l 
Démontrons, à présent, que le nombre maximum d'augmentations 
de f l o t e f f e c tu é e s l o r s d e l ' ex é c u t i o n d e l ' al go r i t hm e I I . 4. 2 • es t 
n(n-l)(n + 2) 
4 
De fait, chaque augmentation de flot détermine un goulot. Il s'ensuit 
que le nombre d'augmentations de flot effectuées lors del 'exécution 
de l'algorithme II. 4. 2. est inférieur au nombre total d'occurrences 
de goulot. La conclusion résulte alors de ce que ce nombre est lui-
A borné, qui précède, m em e vu ce par 
A2 
n + 2 n(n-l)(n+2) 
= n 4 4 
Enfin, la complexité del 'algorithme II. 4. 2. se déduit de 
sui te de l'assertion précédente et du fait que chaque augmentation 
de flot nécessite la recherche d'une chaîne augmentante, ce qui 
s'effectue en II.4.2. par un algorithme de complexité l.9(n 3 ) au plus. //1 
REMARQUE II. 4.10. La démonstration du théorème précédent 
A prouve quel 'algorithme de Ford et Fulkerson II.4.2. converge, meme 
s'il est appliqué à un réseau de transport de capacités non entières. 
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II.5. La méthode d'Edmonds et Karp 
Dan s l eu r m é th o de , J • E dm on d s et R. I< a rp su g g é r ère n t de 
rechercher parmi l'ensemble des chaînes f - augmentantes, une chaine 
fournissant l'augmentation la plus grande possible du flot f. 
Dans ce but, ils proposèrent l'algorithme II.5.1.. Les structures 
suivantes y sont utilisées. A chaque sommet xE--X, on associe un 
sommet p1u!..d(x) déterminant le sommet à partir duquel x a été 
visité. De plus, deux sous-ensembles .en/2_/2omm.et/2_ma/1.q.ué/2 et 
.en/2_/2omm.et/2_non_ma/1.q.ué/2 constituent, après chaque itération, une 
partition de X. Ils mémorisent respectivement l'ensemble des 
sommets déjà visités et l'ensemble des ·sommets non visités. 
AL GOR I T HM E I I. 5. 1. Soit fun flot d'un 
, 
reseau de · transport R • 
.en/2_/2omm.et/2_ma/1.qué/2 :: {.e}; 
.en/2_/2om.m.et/2_non_ma/1.q.u é-6 : = X\ { .e}; 
R ép ét.e/1. 
.evaf.. : = +oo; 
tin_ité~ation/2 ·- oui; 
Pou/1. tout x € .en/2_/2omm.et/2_ma/1.q.u é-6 .ett.ectu.e/1. 
Pou/1. tout y€ .en/2_/2omm.et/2_non_rtza/1.q.u é-6 .ett.ectu.e/1. 
/2 i { (X, y) E. lL .et /_ (X, y) < C (X, y) } 0 U 
{ (y,x)E.- lL .et t(y,x) > 0 } af.0/1./2 
· -é>i (x, y) E.. lL .et (y, x) fj.. lL af.0/1./2 
J.evaf. ' := c(x.,y) - t ( x ,y); 
-é>i (x,y)f/-lL .et (y,x)E..lL af.0/1./2 
j.evaf' := t(y,x); 
-é>i (x,y)E:lL .et (y,x.)e.lL af.o/1./2 
1.evae ' :: c( x ,y) - t ( x ,y) + t,(y , x); 
-é>i .evaf.' < .evaf. af.o/1./2 
x_/1..et.enu • - x. 
y_/1..et.enu · - y 
tin_ité/1.ation/2 := non; 
.evae : = .evaf.,; 
Si t, in_ité /1.at ion/2 = non af.o/1./2 
p/1..ed(y_/1..et.enu) := x._/1..et.enu; 
.en/2_ /2omm.et/2_ma/1.q.ué/2 : = .en/2_ /2omm.et/2_ ma/1.q.u.e/2 U { y_ /1..et.enu}; 
.en/2_/2omm.et/2_non_ma/1.q.U é-6 : = .en /2_ /2omm.et/2_ non_ ma/1.q.U é-6 \ 
{ y_ /1..et.enu}; 
tant q.u.e ( tin_it éll.ati on/2 = non) .et ( t E- .en/2_ /2om.m.et/2_non_ma/1.q.u é-6) . 
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L'idée maîtresse reste, tout comme dans la méthode de 
recherche en largeur d'abord, d'atteindre de proche en p roche, 
partant del 'entrée e, la sortie t. Toutefois, à chaque itération, 
l'algorithme ne retient plus tous l e s sommets non visités adjacents 
aux sommets visités à l'itération précédente mais un arc qui, parmi 
les arcs d'origine visitée et d'extrémité terminale non encore 
retenue, fournirait, s'il était goulot d'une chaîne augmentante, 
une au gmentation de flot maximum. 
La proposition suivante caractérise l'algorithme II.5.1.. 
P ROPOSITIO N II.5.2. Soit fun flot. L'algorithme II.5.1. 
converge et vérifie, après exécution, l'assertion 
" t appartient à ,en-1,_-1omm,ei.-1_ma/l.qué-1 si et seulement 
s'il existe une chaîne f-augmentante " 
De plus, s'il en est ainsi, l'application p/1..ed: X+ X détermine une 
ch ai n e f - a u gm en t an t e g u i f o u r n 'Ï t un e a u gm en ta t i on m a x im um du f l o t f • 
Q ~ ~ '2 ~ ! E ~ ! ~ ~ '2. Il s I a gi t d I une s im p l e v é ri f i cati on. / / / 
L'algorithme d'Edmonds et Karp résulte del 'adaptation de 
l'algorithme général de Ford et Fulkerson II.2.1. à la recherche 
d I un e chai n e au gm en tan te sel o n l I al go r i t hm e I I. 5. l. 
ALGORITHME D 'EDMO NDS ET KARP II. 5. 3. 
t : = 1- : 0 
/2 :: .e.: 
R ép éi..e /1. 
( * amé l io /1.a i.ion du 1-l oi. cou /1.a ni. /. * ) 
7 ani. q.u,e /2 i ,e .el-/.e. ci.ue. /1. 
p-1 :: p/l.e.d(-1): 
-1 i (p-1,-1)ELL e.i. ( -1 ,p -1 ) </-LL a l o/1. /2 
ll-(p-1,-1) :: /_(p-1,-1) + min( i. ): 
-1i (p-1,-1),tLL e.t (-1,p-1)E.LL alo/1.-1 
1 /. ( -1 ,p -1) := l- ( -1 ,p -1 ) - min(i.) 
-1i ( p -1 , -1 ) E LL 
l
l- (p -1 , -1 ) :: 
t (-1,p -1) :: 
et ( -1 , p /2) E LL af..o/1./2 
/_ (p -1 , -1 ) + min {m in(t) ,c(p -1 , -1 ) - /.( p -1 , -1 )}; 
/_ ( -1 , p-1) - max.{O , min(t) - c (p-1 , -1 ) + ./. (p-1 , -1 )}: 
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(* ~eche~che d'une chaZn e l -augmentante * ) 
en/.>_/.>ommet/.>_ma~qué-6 := {e}; 
en/.>_/.>ommet/.>_non_ma~qué-6 := X\{e}; 
Répéte~ 
evaf. :: +oo; 
/_in_ité~ation/.> := oui; 
Pou~ tout x E. en/.>_/.>ommet/.>_ma~qué-6 e/,/.ectue~ 
Pou~ tout y E.. en/.>_/.>ommet/.>_non_ma~qu é-6 e/_/_e ctue~ 
/.> i { (x,y)E-lL et c(x,y) > /_(x,y) } ou 
{ (y,x)s lL et /_(y,x)>O } af..o~/.> 
/.> i ( x,.y) s lL et (y,x)ti-lL af..o ~/.> 
jeva .€ ' . - c(x,y) - /.(x,y); . -
/.> i ( x, y ) 5i lL et ( y , x) E. lL a f.. o ~ /.> 
/ evaf..' := /_(y,x); 
/.>i (x,y)E lL et (y,x)E. lL ae.o~/.> 
ievaf..' := c(x,y) -/.(x,y) + /_(y,x); 
hi evaf..'< evaf.. af..o~/.> 
x_~etenu : = x; 
y_~etenu : = y; 
/.in_ité~ation/.> :: non; 
evaf.. := evaP..'; 
Si /.in_ité~ation/.> = non af..o~/.> 
p~ed(y_~etenu) := x_~etenu; 
/.>i ( x_~etenu, y_~etenu) E. lL et ( y_~etenu, x_ ~etenu) (..,lL a!.o~/.> 
min(y_~etenu) :: min{min(x_~etenu),c(x_~etenu,y_~etenu) 
- t (x_~et enu,y_~etenu)} ; 
/.>i ( x_~etenu, y_~etenu) 1-- lL et ( y_~etenu, x_~etenu) E. lL at.o~/.> 
l
min(y_~etenu) := min{min(x_~etenu), 
/_( y_~etenu , x_ ~etenu)} ; 
/.> i (x_~etenu,y_~etenu)E.lL et (y_~etenu,x_~etenu)E.lL af..o~/.> 
min(y_~etenu) := min{min(x_~etenu),c(x_~etenu,y_~zienu) 
- /_ (x_~etenu ,y_~etenu) 
+ /_ (y_~etenu, x_ ~etenu)} 
en/.>_/.>ommet/.>_ma~qu é-6 : = en/.>_/.>ommet/.>_ma~qu é-6 u { y_~etenu}; 
en/.>_/.>ommet/.>_non_ma~qué-6 :: en/.>_/.>ommet/.>_non_ma~qué-6, 
{ y_ ~etenu} 
tant que ( /_ in_i t é~ati on/.> = non) et ( t /- e n /.>_ /.> ommet/.>_ ma~qu é-6) ; 
-6 :: t: 
tant que ( t E tin-6_ /.>ommet/.>_ ma~q u é-6). 
- I I - 28 -
Le théorème suivant précis e le nombre maximum d'au gmentations 
de flot eff e ctuées dans l'algorithme d' Edmonds et Karp II. 5. 3 •• 
THEOREME II.5.4. Soit ;1 un entier positif tel que, pour tout e 
partition des sommets de X en deux sous-ensembles S et S, le nombre 
d'arcs ayant une extrfuité dans Set une autre dans S est plus petit 
ou égal à M. Soit en outre f * un flot de valeur maximum. L'algorithme 
d'Edmonds et Karp appliqué à un réseau R de capacités entières con-
v erg e e t c e , a p r ès a u pl u s 
1 + log M/( M-l) lf*I 
au gm enta t i on s de f 1 o t. 
g~~'2~!~~!!~'2· Comme le théorème II. 2. 2. affirme que 1 'algorithme 
d'Edmonds et Karp appliqué à un réseau de capacités entières converge, 
il suffit de prouver que 1 e nombre maximum d 'augm en tati ons de flot 
effectuées lors de toute exécution de cet algorithme à un tel réseau 
est 
1 + log ~1101 _1) lf*I. 
S o i t ( f O , • • • , f N ) 1 a su i t e de f 1 o t s d é t e rm i n é e 1 o r s d ' un e 
t el l e ex é c u t i on • F i x o n s k E:- { 0 , • • • , N -1 } , p o son s E: k = j f k + l 1 - 1 f k I et 
considérons l'ensemble 
S = {e} u {xr;;.X : il existe un chemin de e à x dans R(fk) 
constitué d'arcs (x,y) tels que e(x,y) > E:k} 
où, pour tout arc (x,y) E.R(f), e(x,y) vaut 
lc(x,y) - f(x,y) si (x,y)E.U et (y, x ) ~ U e(x,y) = f(y,x) si (x,y)/f U et (y,x) e-.. U c( x ,y) - f(x,y) + f(y,x) si ( x , y ) E. U et (y, x ) E. U. 
On a, bien sûr, t E. S et es S. De plus, tout arc ( x , y ) E..R (fk) t el qu e 
x E- S et y E- S vérifie 1 ' inégal i té e ( x , y ) ~ E: k • Dans ces con dit ions , 
il v i en t , c om m e on l e v é ri f i e de sui te , 
~ E:k 1 { (X, y) : X E S, y E 5, (X, y) E.. LJ OU (y, X) é... LJ } 1 
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Par conséquent, comme on a, vu le lemme I. 3. 3., 
lf * I ~ c(S,S), 
ifkl = fk(S,S) -fk(S,S) 
on obtient, 
1 f * 1 - 1 f 1 k ~ Ek M 
Il s'ensuit, 
et, dès lors, en raisonnant par induction 
Par ailleurs, comme les capacités du reseau considéré sont 
entières, chaque flot fk' kE:.{0, ••• , N}, est à valeurs entières. 
Ceci signifie qu!on a, pour tout flot fk' kE:.{0, ••• ,N-1}, 
e t , p a r su i t e , v u ce q u i p r é c è de , 1 ' i n é g al i t é 
c'est-à-dire 
k ~ logMl(:,1-l) if*I • 
En particulier, il vient 
N-1 ~ logMl{;1-l) if*I, 
d'où la conclusion. Ill 
Afin d'évaluer les performances relatives des algorithmes de 
Ford et Fulkerson II.4.2. et d'Edmonds et Karp II.5.3., tentons de 
comparer les bornes fournies par les théorèmes II.4.10. et II.5.4 •• 
Dans ce but, désignons par ë la capacité moyenne d'un arc de U. On 
" a bien sur, en utilisant des notations connues 
if * l~ën 2 • 
De plus, comme on le vérifie de suite, le nombre 1·1 satisfait l 'iné-
gal i té 
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2 
n 
2 
Dans ces conditions, il vient 
l o g M / ( M- l ) 1 f * 1 -:S l o g 
ln 
(n2/n2 
2 -
n C 
= -----:::-2--
n ln ( 2 ) 
n - 2 
2-
2) (n c) 
/ 
Pour conclure, il reste à évaluer le dénominateur. Or, on peut 
l ' e s t im e r en é cr i v an t 
ln 
2 
<-+-) 
n - 2 
= 
2 ln (l + 2 ) 
n - 2 
~ ln 2 (l +2) 
n 
2 l (2-) 
2 
~ 2 - 2 2 
n n 
la dernière inégalité se déduisant de suite du développement en série 
du logarithme népérien. Par conséquent, le nombre maximum d'augmen-
tations de flot 
l + log~/( :1-l) lf*I 
peut être approché par 
-2 ln n + ln c 4 n 
l + = l + ( 2lnn+ln - ) C 
2n 2 
- 2 
= 
2 ln n + ½ 2 ln - + ([) ( n 2 ln n + 2 ln ë n n C n 
, rn 2 2 - , , 
o u \.Y ( n l n n + n l n c ) d e s i g n e un t e rm e q u i.; di v i s e p a r 
2 2 - -
n ln n + n ln c I converge vers O quand n ou c tend vers l'infini. 
En conclusion, bien que la borne précédent é dépende des 
capacités et requiert leur intégrité, elle est supérieure à la borne 
du théorème II. 4.10. dans, approximativement, l 'int erval () ~ ë ~ en/ 4 • 
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II.6. L'algorithm e d' Edmonds et Karp de résolution du problème du 
flot maximum de coût minimum 
Nous présentons ici un algorithme de résolution du problème 
du flot maximum de coût minimum dû à J. Edmonds et R. l<arp. Comme 
il s'agit d'un algorithme applicable uniquement aux réseaux de trans-
port asymétriques, nous formulons, tout au long de ce paragraphe, 
l'hypothèse II.6.1.. 
HYPOTHESE II.6.1. Pour tout 
, 
reseau de transport R = (X,U _,c), 
on a 
Vx,ye,X (x,y)6U (y,x) ~ u. 
Remarquons qu'on peut toujours s'y ramener en introduisant 
lorsque deux sommets x,y d'un réseau de transport R sont tels que 
(x,y) lé. U et (y,x) E:- U un sommet intermédiaire x * et eo remplaçant 
l'arc (x,y) par deux arcs (x,x*) et (x * ,y). La résolution du problème 
du flot maximum de coût minimum dans R. est, comme on le vérifie de 
suite, équivalente à la résolution du même problème dans le nouveau 
, 
reseau. 
La convention et les définitions suivantes seront utiles 
dans la sui te. 
CONVENTION II. 6. 2. Soit d: U +IR+ une fonction de coût. Dans 
ce paragraphe, nous notons, sauf mention explicite du contraire, 
le nombre défini pour tout couple de sommets x,y ~ X t els que (x,y) E. U 
ou ( y , x ) E... U par l 'é g al i té 
De plus, 
la somme 
{ d(x,y) si (x, y ) E. U 
6d(x,y) = 
-d(x,y) si (y,x) E.- U 
nous appelons, 
6d - coût d'un chemin ~ 
L d(u) • 
U E.~ 
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Enfin, la notation 6d(x,y) et 1 'appellation 6 d - coût sous-entendent 
q u e d e s t un e f o n c t i on de U d a n s IR +. 
DEFINITION II.6.3. Une fonction d'étiquetage est une 
f o n c t i on de 1 ' en s em b 1 e d es s o mm et s d ' un r es eau d e t r an s p o r t su r IR • 
DEFINITION II. 6. 4. Soit d: U +IR+ une fonction de coût. Un 
flot est d - ex t r êm e s 'il est de d - coût m in im um p a rm i 1 es f 1 o t s de 
même valeur. 
DEFINITION II. 6. 5. Soit d: U +IR+ une fonction de coût. Un 
flot f et une fonction d'étiquetage TT sont d-compatibles si on a, 
pour tout (x,y)E. U, 
TT (X) 
TT (X) 
TT(y) + d(x,y) > 0 
TI(y) + d(x,y) < 0 
==• f(x,y) = 0 
==• f(x,y) = c(x,y). 
CONVENTION II. 6. 6. Dans 1 a sui te de ce travail, sauf mention 
explicite du contraire, les appellations 
d-extrême et d-compatible 
sous-entendent que d est une fonction définie de 1 'ensemble des arcs 
, . , , + U du reseau cons1dere dans IR • 
Le théorème suivant est fondamental. Il repose sur la théorie 
de la programmation linéaire et tout particulièrement sur les théo-
rèmes de dualité. Afin d'alléger! 'exposé, nous l'admettons. 
TH EOR EM E I I. 6. 7. S o i en t f un f 1 o t e t d : U + IR + un e f o n c t i on 
de coût. Les assertions suivantes sont équivalentes. 
a) Le flot f est d - extrême. 
b) Tout circuit du réseau d'écart R(f) est de t.d - coût non 
négatif. 
c) Il existe une fonction d'étiquetage TI telle que, pour 
tout arc (x,y)E..R(f), on ait 
TI (x) + 6 d(x,y) - TI (y) ~ o. 
d) Il ex iste une fonction d'étiquetage TI d - compatible avec 
le flot f. 
Démonstration. ;-{ é s ul ta t a dm i s (cf r. [ 1 3 J ) . Il/ 
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La proposition suivante est immédiate. 
PROPOSITION II.6.8. Soient fun flot et TT une fonction 
d'étiquetage. Soit, en outre, pour tout arc (x,y) E. R(f), le poids 
a) Pour tout circuit C de R(f), on a 
E Ed(u) = E 6d(u). 
u€-C ue.C 
b) Pour tout chemin P de R(f) d'extrémités initiale e et 
terminale t, ~ 
E 6d(u) + TT(x) - TT(y). 
UE.P 
c) Tout circuit de R(f) est de poids positif (resp. négatif) 
si et seulement s'il est de 6d - coût positif (resp. négatif). 
d ) Tout ch em in de R ( f ) est de poids m in im um si et seul em en t 
s ' il est de 6 d - c o û t m in im um • 
Q~~~~!~~!!~~• Les assertions a) et b) sont évidentes et les propo-
sitions c) et d) s'en déduisent aussitôt. Ill 
Le théorème ci-dessous constitue aussi un résultat de base. 
TH E O R EM E I I • 6 • 9. T o u t f 1 o t o b t en u p a r a u gm en ta t i on d ' un f 1 o t 
f d - extrême le long d'une chaîne f-augmentante de 6d - coût minimum 
est d - extrême. 
Q~~~~!~~!!~~- Soient f un flot d-extrême et P un chemin, dans R(f), 
d'extrémités initiale e et terminale t, de 6d - coût minimum. 
Pour conclure, il suffit, bien sûr, vu le théorème II. 6. 7. 
d'établir l'existence d'une fonction d'étiquetage TT' compatible avec 
le flot f' obtenu par augmentation de f le long de P. 
Dans ce but, associons tout d'abord à f, grâce au théorème 
II.6.7. , _une fonction d'étiquetage TT telle que, pour tout x,y Ec-X, 
(x,y)E.-R(f) 
Désignons, en outre, pour tout XE.. X, par cS(x), le poids (pour les 
poids l d ) d ' un ch em in d 'or i g in e e et d ' ex t r ém i té te rm in al e x de p o id s 
(pour ces mêmes poids) minimum et par I 1 'ensembl e des sommets inac-
cessibles à partir de e dans R(f). ~-1odifions, enfin, le graphe 
G = (X,U) en un graphe G' obtenu en introduisant pour tout sommet ieo I 
- II - 34 -
un arc (t,i) de poids 6d(t,i) 
6d(t,i) = 3 L j6d(u)j. 
Ué-U (f) 
Dans ces conditions, la fonction d'étiquetage 7T' définie par 
les égalités 
TI 1 (x) = TI(x) + o'(x), t/ xeX 
ou o'(x) désigne, pour tout XE.X, le poids d'un chemin de poids mi-
nimum dans le graphe G', est compatible avec f'. 
D'une part, 7î 1 (x) est défini pour tout XË- X. De fait, tout 
s om m et x d e G ' e s t a c ces si b l e de e dan s G ' e t , f é t a ·n ;t d - ex t r êm e , 
G' ne contient pas de circuit absorbant. 
D'autre part, pour tout arc (x,y)E.R(f'), on a 
7î 1 (x) + lid(x,y) - TI'(y)? O. 
En effet, comme seuls les flux des arcs d'extrémités appartenant 
au ch~min Pont été modifiés, les arcs (t,i) n'appartenant pas a 
R(f) n'appartiennent pas non plus à R(f'). On a donc p_our tout . arc 
( x , y ) E. R ( f ) t el q u ' un des de u x a r c s ( x , y ) o u ( y , x ) a u m o i n s a pp a r -
tienne à R(f'), 
Deux cas se présentent. Dans le premier, on a (x,y)E.R(f') Il R(f). 
Par suite, les poids o'(x) et o'(y) vérifient l'inégalité 
o'( y ) .:::: o'( x ) + Ed < x , y > 
c ' est - à - dire l ' inégal i té 
o'( y ) + 7î ( y ) .::; o'( x ) + 7î ( x ) + 6 d ( x , y ) , 
ce qui suffit. Dans le second, l'arc (x,y)e.. R(f') n'appartient pas 
à R(f). Du lemme II. 4. 6., on déduit alors 1 'appartenance de (y,x) 
à P et par conséquent l'égalité 
o'( x ) = o'( y ) + E ct < y , x ) 
c ' est - à - dire l ' égal i té 
o'( x ) + 7î ( x ) = o'( y ) + 7î ( y ) + 6 d ( y , x ) , 
ce qui suffit. Ill 
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M on t r on s à p rés en t c om m en t o n peut m en e r à b i en l a r e ch e r ch e 
d'un chemin de poids minimum dans un graphe. L'algorithme de Moore-
Dijkstra résout ce problème. Il suppose le graphe sans circuit de 
p o i d s s tri c t em en t n é g a tif et l ' en s em b l e des arc s tel q u ' il ex i s te 
toujours un arc d'un sommet donné vers un autre (ce qui est toujours 
v é ri f i é grâce à l ' a j o ut e é v en tu el l e d ' arcs f i c tif s de p o i d s in fin i ) • 
ALGORITHME DE MOORE-DIJKSTRA II.6.10. 
D := {.e}; 
pi.(.e) := O; 
Pou/1.. tout x E. X\ { .e} .e/,./,..eci.u.e/1.. 
lpi(x) := poi.d-6(.e ,x); 
7 ani. qu.e D i X /1.. ép éi..e/1.. 
Choi./.>i./1.. yE:.-XID i.e!. qu.e pi.(y) = m~n pi.(x); 
XéX\ D 
D : = D V{ y}; 
Pou/1.. tout x E X\ D .e/../,..eci.u.e/1.. 
/ pi ( x) : = min {pi ( x) , pi (y) + p o i d-6 (y, x) } 
Le vecteur p~ délivre, a.près exécution de cet algorithme, 
les poids des chemins de poids minimum _joignant le sommet e à chaque 
sommet du réseau. L'égalité pi(x) = +00 indique qu'il n'existe pas de 
chemin joignant le sommet eau sommet x. En particulier, l'égalité 
pi(t) = +00 implique l'inexistence de chemin entre e et t. 
On vérifie de suite que la complexité de l'algorithme II. 6.10 • 
. n ( 2) . ,.. , , . 
est \..Y n • Ceci est du a la representation sous forme de matrice 
des poids des arcs du grap.he ainsi qu'à l'introduction d'arcs fictifs 
de poids infini. 0 n peut ais ém en t l e transfo rm e r en un al go rit hm e 
de complexité '9(nm) répondant aux mêmes sp écifications en utilisant 
les structures de données suivantes. A tout élément x EX est associé 
l'ensemble /.>ucc(x) des successeurs de x. De plus, .e im in représente 
à la fin de chaque itération l'élément y E-X\D tel que 
pi(y) = min pi(z). 
zEX\D 
L ' al go r i t hm e de v i en t · 
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ALGO RIT HM E II.6.11. 
s : = <t> ; 
pi..( e ) := 0: 
e t i.. q. ( e ) : = 0 : 
Pou. 11. tout x.GX\{e} e-/.,/_e ctu. e11. pi..(x.) := +oo ; 
7ant q.u. e .6 u.cc( e f.mi..n) ri S i <t> 11. ép éte11. 
S : = S u { e f.. m i.. n } ; 
pml.n : = +oo ; 
Pou. 11. t out x. e -t,u.cc( el.au x. ) n S e -/.,/_e ctu. e11. 
-t, j_ pi..( x. ) > pi..( el au. x. ) +poi.. d-6 ( elau. x. , x.) alo11.-6 
l
pi..( x. ) :: pi..(e f. au.x.) +p o i..d -6 ( el au. x. ,x.) : 
eti..q.(x.) := elau.x. 
-t,j_ pmi..n > pi.. ( x.) a f.. 0 11.-6 
1 
e !.mi.. n : = x.: 
pmi..n := pi..(x.), 
De nouveau, après exécution, l'égalité pi(y) = +00 signifie 
q u I il n 'existe p as de ch em in joignant e à y • Par a il 1 eu r s , 1 e ta bl eau 
e ti..q. permet de reconstituer, pour tout sommet y€- S le chemin de poids 
m in im um joignant e à y . 
Donnons pour terminer l'al gorithme d'Edmonds et Karp résolvant 
le problème du flot maximum de coût minimum. 
ALGORIT HME D'EDMOND$ ET KARP II.6.12. 
1- : = /_f.ot nu l ; 
0 
TT :: /_onct i o n d' éti..q.u.et age nu lle : 
0 
k : = 0: 
( • a u gme nta tion du. t,t o t c o u 11.ant • J 
Re che11. che11. dan-6 R( -/.,k ) un che min d 'o 11. i..gi.. ne e et d' e x.t 11.émi.. té 
t e11.m i..n ale t d e poi.. d-6 mi..ni.. mu m p ou 11. f.e-6 po i.. d-6 
6 k(x. , y) = TT;/x. J + 6 d(x. , y) - TTk(y ). 
mo i..n -6 d ' a11. c -6 . S o it Pk ce c h em in de po i.. d -6 
t k +? := AUÇ~lN 7 A7I ON ( t,k , Pk) : 
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a , : 
/(. 
(* c /1..éat i on d'une nouvelle /o nction d'étiqu etage * ) 
a1J t) · - a k; 
_ak(e) := O; 
Pou//.. tout x6-X\{e,t} ettectue/1.. 
Ok(x) := poid-6 d'un chemin d'ext/1..émité-6 initia le e et 
te/1..minaf..e i dan-6 R(tk) de poid-6 minimum pOU/1.. 
f..e-6 poid-6 6k ( = +00 -6 'if.. n' ex i -6ie pa-6 de chemin 
dan-6 R( t k) joi gnant e à t) 
Pou//.. tout xE- X\{e,t} ettectue/1.. 
:= ak.(t) + 3 E 
ue.U ( t k) 
Pou //.. tout x X ettectue/1.. 
J rrk+ 1 (x) := rrk(x) + ak(x); 
k:=k+1. 
Le théorème suiva·nt le caractérise. 
T HEOREME II.6.13. Appliqué à un réseau de transport à capacit é s 
entières, l'algorithme II.6.12. converge et fournit après exécution 
un flot maximum de d - coût minimum. En outre, si f * désigne un flot 
de valeur maximum, au plus lf*I augmentations de flot sont nécessaires. 
De plus, si la fonction de coût d est à valeurs entières et 
sil 'entier D les majore, l'algorithme II.6.12. appliqué au même 
, ' 
reseau converge apres au plus 
l 2 
4 (n-l) n(n+2)D + l 
au gm en t a t i on s d e f l o t s • 
Q ~ ~ '2 ~ ! ~ ~ ! ! ~ '2. De f ai t , l e l em m e I. 3 • 3. e t l a th é o r èm e I. 3 • 4. i m p l i -
que nt de sui te que l ' ex écu t i on de l ' al go ri t hm e I I. 6. 12. a pp l i q u é à 
un réseau de transport à capacités entières se termin e et ce, après 
au plus if * i augmentations de flot. En outre, le flot déterminé est 
de valeur maximum. Etablissons· qu'il est de coût minimum. Vu le 
t h é o r èm e I I. 6 • 8 • , il s u f f i t b i en s û r d e p r o u v e r q u ' il e s t d - c om p a t i b l e 
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/ 
avec une fonction d'étiquetage. Dans ce but, posons (f
0
, ••• ,fN) 
e t ( TT 
O 
, • • • , TT N ) r e s p e c t i v em en t l e s su i t es d e f l o t s e t d e f o n c t i on s 
d'étiquetage définies par une telle exécution et prouvons que, pour 
tout k~N, le flot fk et la fonction d'étiquetage TTk sont compatibles. 
Procédons par induction. D'une part, le flot f et la fonction d'éti-
o 
quetage TT
0 
sont trivialement d - compatibles. D'autre part, la démons-
tration du théorème II.6.9. établit de suite que, pour tout k > l, 
la d - compatibilité de TTk-l et fk-l implique celle de TTk et fk' ce 
qui suffit. 
Pour conclure, démontrons que si la fonction de coût d est 
à valeurs entières, l'exécution s'arrête après au plus 
1 (n-1) 2 n(n+2)D 4 + l 
augmentations de flot. Dans ce but, prouvons tout d'abord que, pour 
tout k€-{l, ••• ,M}, TTk(t) est le poids d'un chemin de poids minimum 
entre e et t dans R(fk_ 1 ) pour les poids 6 0 • De fait, vu les défini-
tions de TTk et de ok, on a, pour tout k e.{O, ••• ,N-1}, 
où Pk est un chemin entre e et t dans R(fk) de poids minimum pour 
les poids 6k et, par suite, 
= 
La proposition II.6.8. permet alors de conclure. 
R em a r q u o n s , en o u t r e , q u ' o n a , p o u r t o u t k E. { 0 , • • • , N -1 } , 
TTk+l(t) ~TTk(t). 
Etablissons a présent la borne ci-dessus. Le calcul entier 
peut être regardé comme une suite de phases, chacune correspondant 
à une période pendant laquelle TTk(t) est constant. Or, dans une telle 
phase, les augmentations de flot s'effectuent le long de chemins de 
longueur minimum appartenant au sous-réseau 1' du réseau R constitué 
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par l'ensemble des arcs des chaines augmentantes intervenant dans 
la phase. Le théorème II.4.10. est dès lors applicable. Il affirme 
qu'il existe au plus, dans chaque phase, 
.. l 
4 (n-l)n(n+2) 
augmentations de flot. En outre, excepté pour k =Ü, TT k(t) représente 
le poids, pour les poids 6d' d'un chemin de e à t dans R(fk_ 1 ) et 
est, par conséquent, un entier compris entre l et (n -1) D. Il y a 
donc au plus (n - l) D phases auxquelles il convient d'ajouter la 
première augmentation de flot. En conclusion, le nombre total d'aug-
mentations de flot est borné par 
l 2 
4 (n-1) n(n+2)D + 1. 
D I o ù l a c o n cl us i on • / / / 
REMARQUE II.6.14. Comme on le vérifie de suite, l'algorithme 
II. 6.12., modifié en prenant pour flot f un flot non nécessairement 
0 
nul mais à valeurs entières et pour fonction TT une fonction d'éti-
o 
quetage d - compatible, appliqué à un réseau de transport à capacités 
entières converge et fournit après exécution un flot maximum de 
d - coût minimum. 
3ien qu' 'il soit rassurant de savoir que l'algorithme II.6.12. 
converge, les bornes sur le nombre d'augmentations de flot ne sont 
guère performantes. La méthode de graduation dév ~loppée dans les 
deux paragraphes suivants constitue une variante de cet algorithme 
p o u r 1 a q u e 11 e 1 e s b o r n es d ép en d en t d e f a ç o n 1 o g a r i t hm i q u e pl u t Ô t q u e 
linéaire des capacités. 
No u s 1 ' e x p o son s t o u t d ' a b o r d da n s 1 e c a d r e pl u s s im p l e d e 
la résolution du problème de transfert de Hitchcock. Ensuite, nous 
montrons comment on peut la modifier afin de solutionner le problème 
du fl o t m a x im um d e c o û t m i n i m um • 
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II. 7. La méthode de graduation com;ne méthode de résolution du 
problème d e transfert de Hitchcock 
D an s l a m é t ho d e de g r a du a t i on , l a r é sol u t i on du p r o b l èm e de 
transfert de Hitchcock résulte de la résolutior d'une suite de pro-
blèmes de transfert de Hitchcock où les coûts sont les mêmes 
que les coûts du problème donné mais où les capacités approximent 
progressivement cel .les du problème initial. L'efficacité d'une telle 
méthode se base sur les caractéristiques suivantes: 
1) les capacités ainsi que les augmentations de flot se 
mesurent plus grossièrement que dans le problème initial, 
2) la solution finale de chaque problème intermédiaire 
d é t e rm i n e un b o n fl o t p o u r _l e pro b l èm e i n t e rm é d i a i r e 
suivant. 
Afin del 'expliciter, établissons tout d'abord les quelques 
résultats suivants. 
CONVENTION II. 7.1. Dans tout ce paragraphe, étant donné un 
r é s e a u d e H i t c h c o c k ( { e , e· 1 , • • • , e m , t 1 , , t n , t } ) , U , c ) , n o u s p o s on s , 
pour toute fonction a définie sur U 
a(e,e.) = a oi ' 't/i E.{l, ,m} l 
a(t.,t) = a. 't/js{l, 'n} J JO 
a(e.,t.) = a . . ' \liE..{l, 'm} ' j E.- · { l' . . . 'n} . l J lJ 
THEORD-1E II. 7. 2. Un flot f d'un reseau de :-lit chcock est 
d - extrême si et seulement s'il existe des réels u
0
, 
V O' ,vn tels que 
u.-v.+d .. ~O l J lJ \:iiE.{ l, ,m}, j s {l, 
u.-v.+d .. >O~f .. =0, l J lJ lJ 'oiE.-{l, 
f . = 0 Ol 'di E- {l, ,m} 
u. > u 
l 0 
f. = a., 't/iE...{l , ... ,~,} Ol l 
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,u et 
m 
'n } 
,m}, jE. {l, 
'n} ' 
V. > V J 0 
V > V. 
0 J 
==~f. =0, J O 
==• f. = b., JO J 
't7'j€{l, 
\-ijE-{l, 
'n} ' 
'n}. 
Démonstration. La condition est nécessaire. De fait, à tout flot f 
-----------.--
d - extrême, le théorème II.6.9. associe une fonction d'étiquetage TT 
telle que, pour tout arc (x,y)E..U, 
TT(x) - TT(y) + d(x,y) > 0 ====? f(x,y) = 0 
TT(x) - TT(y) + d(x,y) < 0 ~ f(x,y) = c(x,y). 
Pour conclure, il suffit alors de poser 
U = TT(e), 
0 
v
0 
= TT(t), 
U. =TT(e.), 
l l 
V. = TT(t.), 
J J 
V i E.-{l, 
'm } ' 
\:/j~{l, 'n}. 
La condition est suffisante. En effet, la fonction d'étiqu~-
t age défi n i e par l es égal i tés précédentes est d - c om p a t i bl e avec l e 
flot f. Par suite, vu le théorème II. 6. 7., f constitue un flot d -
extrême. Ill 
Le théorème précédent suggère la notion de flot pseudo-
extrêm e. 
DEFINTION II. 7. 3. Soit d: U -+IR+ une fonction de coût. Un 
flot f d'un réseau de Hitchcock est d - pseudo-extrême s'il existe 
des ré el s u 1 , •. • ,u . m et v 1 , ••• , v tels que n 
u. -v. +d .. ~ 0, l J lJ \iiE.{l, ,m}, j E... { l, 'n} ' 
u. -v. +d .. > 0 ~ f .. = O, l J lJ lJ Vi E... {l, ••• ,m}, jE.{l, ••• ,n}. 
CONVENTION II. 7. 4. Dan s l a su i te de ce travail , l I appel l a t ion 
d - pseudo -extrême 
sous-entend, sauf mention explicite du contraire, que d est une 
f on c t i on d é f i n i e de l ' en s em b l e d e s a r c s U du r é s e a u c o n s i d é r é d a n s IR +. 
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P R OP O SI TI ON I I. 7. 5. T o u t fl o t m a x i m um d - p s eu do - ex t r êm e e s t 
d - extrême. 
Démonstration. De ·fait, si f désigne un flot maximum d -pseudo-
extrême, il existe des réels u 1 , ••• ,um et v 1 , ••• 
pour tout 
u. l 
et 
u. l 
Posons, en 
' U 
0 
et 
vo 
i1=:{l, ... ,m} 
- V. + d .. :;,i,, 0 J lJ 
- V. + d .. > 0 J lJ _ 
outre, 
= min 
i = l , ••• ,m 
= min 
j =l, ••• ,n 
et jE:.{l, ••• ,n}, 
=~f .. =0. lJ 
u . 
l 
V • . 
J 
,v tels que, 
n 
La thèse résulte de suite de l'application du théorème II.7.2. aux 
ré el s u , u 1 , • • • , u et v , v 1 , • • • , v o m o n 
f est de valeur maximum, f . =a., pour Ol l 
f. =b., pour tout jE. .{l, ,n}. Ill JO J 
et du fait qu'on a, puisque 
tout i e. { 1, • • • ,m} et 
Ce dernier résultat fournit un algorithme alternatif à l 'al-
gorithme d'Edmonds et Karp II. 6.12. Il consiste essentiellement a 
construire une suite (f
0
,TT
0
), ••• ,(f N,TT N) de paires de flot et de 
fonction d'étiquetage telle qu'on ait, pour tout kE.{0, ,N}, 
tout i e. {l, ••• ,m} et tout j E... {l, ••• ,n}, 
TTk(ei) - TTk(tj) + dij :;,i,, 0 
TTk(e.) - TT , (t.) + d .. > 0 ~ f .. = o. l K J lJ lJ 
Par suite, tout flot fk (k E {O, , N } ) es t p s e u do - ex t r êm e • 
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AL G OR I T H~1 E I I. 7. 6. 
1- : = /_1.oi nuf.; 
0 
TT :: /_oncii..on d'éiiq.u.eiag.e nuf.i.e; 
0 
k : = 0; 
7ani q.u'ii .ex.i/21.e un.e chaln.e 1-k-augm.eniani.e .e/_/_ .eciu.e/1. 
(* augm.eniaiion du /_loi cou/1.ani * ) 
R.ech.e/1.ch.e/1. dan/2 R(/_k) un ch.emin d'o/1.igin.e .e .el d'.ex.l/1.émiié 
1.e~inal.e 1 d.e poid/2 minimum pOU/1. l .e/2 poid /2 6k dé/_ini /2 , 
pOU/1. ioui a/1.c (x.,y)E-R(/_k) pa/1. f.'égaf.ité 
U { ( 1 . , f.) : 1 ~ j ~ m } 
{
o /2i (x.,y) E.{ (.e,.e;_) : 1 ~ i ~ m } 
= n 1Jx) -nk(y) +6d(x,y) :inon ' 
S'if. .en .ex.i/21.e pf.u/2i.eu/1./2, choi/2i/1. un q.u~ p0/2/2èd.e i.e 
moin/2 d'a/1.c/2. Soit Pk c.eii.e chaln.e d.e poid/2 ok; 
1-k+? :: AUÇMlN7A7ION(/_k,Pk); 
(* c/1.éaiion d~un.e nouv.ell.e /_onction d'éiiq.u.eiag.e *) 
ok(i) ·- ak: 
ak(.e) := O; 
Po U/1. io ut x. E X\ { .e, 1} .e/-/-.e ciu.e/1. 
ak(x.) :: poid/2 d'un chemin d'ex.i/1.émiié initiale .e .el 
1.enmi..nale x. dan /2 R(/_k) de poid/2 minimum pOU/1. 
l.e/2 poid/2 6k, +00 /2 1 il n'.ex.i /2 1.e pa /2 d.e ch.emin 
dan/2 R(/_k) joi..gnani e à i; 
Pou /1. ioui x. E. X \ { .e, 1} .e/. /_.eciu.e/1. 
/2i a, (x.): +00 af.0 /1./2 
i(. 
ak(x.) := ak(i) + 3 
Pou/1. tout x. X e/-t.eciue/1. 
ITTk+1(x.) = TTk(x.) + ak( x. ); 
k:=k+1. 
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L e th éo r èm e su i v an t c a r a c t é r i s e l ' al go r i t hm e I I • 7. 6 . 
THEOR D'IE II.7.7. L'algorit hme II.7.6. appliqué à un réseau 
d ' Hi t ch co c k de capacités a . ( i e { l , • • • , m } ) et b . ( j E- { l , • • • , n } ) 
l - J 
entières converge après au plus. r i:l ai augmentations de flot et 
détermine, après exécution, un flot maximum de d - coût minimum. De 
plus, toute paire (fk,rrk) construite . lors d'une tell e e x écution 
vérifie les relations 
rr k(ei) - rr k(tj) + d .. ~ 0' lJ 
rrk(ei) - rrk(tj) + d . . > 0 fk(e.,t.) = 0' lJ l J 
pour tout i E- {l, ... ,m} et j E.- {l, 'n}. 
Démonstration. De fait, on démontre, de même qu'en I I.6.13., q ue 
l'algorithme II.7.6. appliqué à un réseau d'Hitchcock d e capacités 
a. (i E.. {l, ••• ,m}) et b. (js{l, ••• ,n}) entières co n ver g e après 
l m J 
au plus Ii=l ai augmentations de flot et détermine, après exécution , 
un flot maximum de d - coût minimum. Pour conclure, il r e ste, bien 
sûr, à démontrer les relations précédentes. 
S o i t ( f , ir ) , • • • , ( f N , irN ) l a s u i t e d e p a i r e d e fl o t e t d e 
0 0 1 
f o n c t i on d I é t i q u et a g e d é t e rm i n é e p a r u n e t el l e ex é c ut i on • D ' un e 
part, les premières relations se déduisent de suite du fait qu'on 
a, pour tout k E.{0, ••• ,N-1}, tout i E... {l, ,m} et tout 
j E.{l, ••• ,n}, (ei,tj) s R(fk) (puisque la capacité c( e i,tj) est 
infinie) et par suite 
ok(tj) ~ ok(ei) + 6k(ei,tj) 
~ ok(ei) + rrk(ei) - rr k(tj) + dij 
c'est-à-dire 
D'autr e part, on a, pour tout k e. {O, ••• , ~I}, tou t 
i E. { l, ••• ,m} e t j E: { l, ••• ,n}, 
rrk(e
1
.) - rrk(t.) + d .. > 0 ====:> f 1 (e. ,t.) = O. J lJ K l J 
Pour l'établir, procédons par l'absurd e . Il ex iste al o r s 
k E.{ 0, ... 
' N } ' i E.{ l, ,m } e t j E.{ l, ' n} tel s que 
rrk (ei) - rr k(tj) + d .. > 0 e t fk( e . ,t.) > O. Ce ci in t ro d uit u n e l J l J 
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absurdit é 
/ 
car de la der ni ère relation on déduit de sui te l 'appartenance de 
(t. ,e.) à R(fk) et par suite, grâce à un raisonnement analogue au J ]. 
raisonnement ci-avant, l'inégalité 
Présentons, à présent, la méthode de graduation. Dans ce but, 
adoptons tout d'abord la convention suivante. 
CONVENTION II.7.8. Dans la suite de ce paragraphe, nous 
associons à tout problème de transfert de Hitchcock P et à tout 
entier nE-IN, le problème de transfert de Hitchcock P obtenu à 
n 
partir de P en conservant les mêmes coûts mais en imposant aux arcs 
(e,e.), iE-{l, ••• ,m} (resp. (t.,t), js{l, ••• ,n}), les capacités ]. J 
l :~ J ( resp. l ~ J l
o ù , p o u r t o ut ré el x , L x J dés i g n e l e pl u s gr an d entier p l us petit 
ou égal ' a x. 
En particulier, si le réseau de Hitchcock considéré est à 
capacités entières, le problème P équivaut au problè:ne P. 
0 
Le lemme suivant est fondamental. 
L EM M E I I • 7. 9. Po u r t o u t en t i e r n , ~ l o t f e s t d - p s e u do -
extrême pour le problème Pn+l s'il en est ainsi du flot f/2 pour le 
problème P • 
n 
~ ~ ~ '2 ~ ! !: ~ ! ~ ~ '2. I l s ' a g i t d ' u n e s im p l e v é r if i c a t i on • / / / 
Explicitons, à présent, la méthode de graduation. Elle corn -
mence par déterminer un entier L tel que 
max { max 
i = l, .•. ,m 
a. ' ]. max j=l, ••• ,n 
b. } < 2L. 
J 
La résolution du problème PL est aisée : le seul flot acceptable est, 
c om m e on l e v é r i f i e d e su i t e , l e f l o t i d en t i q u em en t n u l • En s u i t e , 
partant de cette solution, elle i;ésout de proche en proche les pro-
blèmes PL-l' ••• , P O en appliquant le lemme ci-dessus. Etant donné 
le flot d -pseudo-extrême f, solution du problème Pn (n E. {l, ••• ,L}) 
et la fonction d'étiquetage TT d - compatible avec f, le flot 2f est 
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pr i s comm e flot d - p s e udo-extrêm e initial pour le problème P 1 ; il n-
est, bien entendu, d-compatibl e av e c la fonction TT . 
L'algorithme ci-dessous en r é sulte. 
ALGORITHME DE GRADUATIO N II.7.10. 
ma x. { 
~ 
t. i..ni..i . -. -
max. 
= 1 , ••• , m 
t.f. o i nuf..: 
a . 
~ 
, max. 
1=1, ••• ,n 
&. . } < zL 
j 
Pou~ e. va ~ i.. an i de L-1 à O et.t.e c i u e~ 
d éi e~m i..n e~ , /2el on l ' af.. go~i..i hme 11.7.6., un ttoi max. imum 
d - p-t,eu do - ex.i~ême t pou~ f_e p~oP,.f ème P f_ en p~en an i pou~ 
/_l oi i..ni.. i i.. af.. f..e /,l oi t . . 1 : ~n~ 
t. 'f_ :: 2-t, . 
~n~ 
Le théorème suivant décrit l'algorithme de g raduation. 
THEOREME II. 7.11. L'algorithme II. 7.10. appliqué à un réseau 
de Hitchcock de capacités a. (i E. {l, ••• ,m}) et b. (j s{ l, ••• ,n}) 
- l - J 
entières converge et délivre après exécution un flot ma ximum d-extrêm e . 
De plus, le nombre maximum d'augmentations de flot r equis par une 
telle exécution est 
max(m,n) ( 2 + l log 2 
m 
Ei=l a i j 
) . 
max(m,n) 
~~~'2~!E~!!~'2· Seule la borne sur le nombre d'augm e nt a tions de flot 
n'est pas immédiate. Afin del ' é tablir, désignons, pour tout 
,Q, E. { 0 , • • • , L } p a r f r l e f l O t m a X im um d - p S e U d O - e X t r êm e S O l U t i On d U 
, m n 
probl eme P ,Q, et par 3 la val e ur commun e des somm e s Ei= l ai e t Ej =l bj. 
Prouvons tout d'abord qu'on a , pour tout ,Q, e {O, ••• ,L} 
lf f l ~ ma x (O,~ - max(m,n)) ( * ) 
. 2 
De f ai t, del 'ex istence, pour tout i E.{ l, ••• 
tel q u e 
et 
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, m} d'u n nombrer. n 
l ' x, 
on déduit de suite l e s relations 
m m 
l } j t a. - L r. 9, i =l l i =l l' m L = i =l 29, 
m 
t a. 
2 9, - .l i =l l m 
~ t 
2 9, i =l 2 9, 
m 
t a. 
i =l l 
~ - m 
2 9, 
De 
,. 
obtient m em e , on 
n 
l ~: J t b. n j =l J t ~ --- - n • j =l 2 9, 
Dans ces conditions, comme la définition de f f implique l'égalité 
il vient 
lf f 1 =min .( 
m 
t 
i =l 
B 8 
lf [ I ~ min ( - m - n ) 
2 9, 2 9, 
a 
>,:. - max (m , n ) , 
ce qui suffit car on a, bien sûr, lf [ I ~ O. 
Démontrons ensuite qu'on a 
L -1 8* 
L I f Î 1 >,:. t ( ~ - max (m , n ) ) 
9, =l 9, =l 
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ou 
8 * = l l o g 2 m a x (: , n ) J 
En effet, vu les inégalités (*) et l'équivalence 
9 
il suffit de prouver pour con cl ure qu'on a B* < L. Or ceci résulte 
de suite des inégalités 
B m a. 
L . l < 
max (m , n) i =l m 
m 
I: 
i =l m 
Etablissons enfin la thèse. Comme chaque augmentation de 
flot provoque un accroissement entier de la valeur du flot et puis-
q u e l e f l o t i n i t i al du pro b l èm e P .Q, _ 1 e s t 2 f Î (· .Q, E. { l , , L } ) , l e 
nom br e t o t al d ' au gm en ta t i on s de f l o t est b or n é p a r 
L-1 L-1 
ift_1 1 + i:i <iff_1 1- lffl> = ifil- i:i iffl. 
Or il vient, vu ce qui précède, 
L -1 B* B 
1 f * 1 -0 L iffl ~ ifi l - L t =l t =l 
- m a x (m , n ) ) 
~ B - max(m,n) 
B 
= + B* max(m,n). 
28* 
La thèse résulte alors du fait qu'on a, comme on le vérifie aisément 
B 
B* 2 
~ 2 max(m,n). I ll 
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II.8. La méthode de graduation comme méthode de résolution du 
problème du flot maximum de coût minimum 
Tentons à présent de généraliser la méthode développée dans 
le paragraphe _ précédent au cas du problème du flot maximum de coût 
minimum. L'approche générale reste la même. Se donnant un problème 
de flot maximum de coût minimum P sur un réseau R, nous définissons 
aussi, pour tout entier n, le problème P comme le problème du flot 
n 
m a x im um de c o Û t m in im um dé du i t de P en rem p l a ça n t l a cap ac i té c ( u ) 
de chaque arc u E.. U par la capacité l C :~) j 
De même, nous choisissons pour valeur de L le plus petit entier i 
tel que 
min c(u) < 2i 
ueU 
et nous essayons de résoudre de proche en proche les problèmes PL-l' 
••• , P en utilisant l'algorithme II.6.12. en prenant comme flot 
0 
initial du problème PJl,-l (Q,e{l, ••• ,L}) le double du flot solution 
du problème PQ,. 
Toutefois, si ff désigne un flot maximum de d - coût minimum 
pour le problème PQ, (JI, E {O, ••• ,L}) rien n'assure que le flot 2ff 
est d - extrême. Afin de lever cette difficulté, introduisons la notion 
de flot d -presqu'extrême. 
DEFINITION II. 8. l. Soit d: U +IR+ une fonction de coût. Un 
flot f est d -presqu'extrême s'il existe une fonction d'étiquetage TT 
tell e que , pour tout ( x , y ) E: U , 
TT(x) + d(x,y) 
TT(x) + d(x,y) 
TT(y) > Ü ~ f(x,y) = Ü 
TT(y) < 0 ~ f(x,y) ~ c(x,y) ~ f(x,y) + l. 
CONVENTION II. 8. 2. Dans la sui te de ce travail, sauf mention 
ex pl i ci t e d u c o n t r a i r e , l ' a p p el l a t i o n 
d -presqu'extrême 
sous-entend que d est une fonction définie del 'ensemble U des arcs 
, . , , + du r es e a u c o n s 1 d e r e dan s IR • 
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L E:Vl M E I I. 8 • 3 • Po u r t o u t en t i e r n , s i 1 e fl o t f e s t d - ex t r êm e 
p o u r 1 e or o b 1 èm e P 1 al o r s 1 e f 1 o t 2 f es t d - p r e s q u ' e x t r êm e p o u r 1 e n+ 
problème P • 
n Q~~'2~!~~!!~'2· De fait, si f est un flot d - extrême pour le problème 
P 1 , n E IN , 1 e th é o r èm e I I. 6 • 7. a f f i rm e 1 
1 ex i s t en c e d ' un e f o n c t i on 
n+ 
d'étiquetage TT telle que, pour tout arc (x,y) E. U, on ait 
TT(x) +d(x,y) -TT(y) > 0 ~f(x,y) = 0 
TT(x) + d(x,y) -TT(y) < 0 / f(x,y) = l c(x,y) j 
2 n +l 
et, par suite, en uti=1,.isant les inégalités 
2 lc(x,y) j ~ l c(x,y) j 
2 n +l 2 n 
+ 1, \:1(x,y)EU 
telle que, pour tout (x,y)sU, 
7T (X} + d (X, y) - 7T (y) . > 0 ~ 2f (X, y) = 0 
TT(x) + d(x,y) - TT(y) < .Q ===;> 2f(x,y) ~ --- ~ 2f (x,y) + 1, l c 2(,xn, y )j 
ce qui suffit. Ill 
Remarquons ici que rien n'assure la d - compatibilité de 2f 
et TT p u i s q u e c el l e - c i r e q u i e r t q u ' o n a i t , p o u r t o u t ( x , y ) E U , 
l c(x2n,y) j TT(x) + d(x,y) - TT('y) < 0 ===? 2f(x,y) = 
Il est donc intéressant de donner une méthode efficace de transfor-
m a t i on d u f 1 o t 2 f e n u n f 1 o t d e m êm e v a 1 e u r m a i s d - ex t r êm e p o u r l e 
problème P • Nous décrivons ci-dessous une telle méthode. Elle peut 
n 
être considérée comme une variante del 'algorithm e "out-of-kilter" 
de Ford et Ful kerson dans laquelle les phases de changement de flot 
et de changement de potentiel sont combinées en un seul calcul. Afin 
de 1 'expliciter, adoptons tout d'abord la convention suivante. 
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CONVENTION II.8.4. Dans la suite de ce travail, étant donné 
un flot f, une fonction d'étiquetage v e t un e fonction de coût d, 
nous posons, pour tout arc (x,y) 8 U 
d(x,y) = TT(x) + d(x,y) - TT(y) 
et définissons le nombre 1(f (x,y) del 'arc (x,y) €. U relatif à f et 
' TT par 
Kf (x,y) 
' TT 
f f(x,y) _ si d(x,y) > 0 
= Î O si d(x,y) =0 
l c(x,y) - f(x,y) si . d(x,y) < 0 
La propositon suivante est immédiate. 
PROPOSITION II.8.5. Un flot f et une fonction d'étiquetage TT 
sont d - compatibles si et seulement si tout arc (x,y) E.. U possède un 
nombre l(f (x,y) nul. 
'TT --
Démonstration. C I est imm éd,iat. / / / 
Remarquons aussi que les nombres K2f,TT relatifs au flot 2f 
et à la fonction d'étiquetage TT du lemme II.8.3. sont nuls ou égaux 
à 1. L ' a 1 go r i t hm e s u i va n t t en t e de d éd u i r e de 1 a p a i r e ( 2 f , TT ) un e 
nouvelle paire (f',TT') de flot et de fonction d'étiquetage pour 
laquelle tous les nombres Kf, , sont nuls. 
' TT 
ALGORITHME II.8.6. Soient fun flot et TT une fonction d'éti-
quetage non d - corn patibl es · d'un réseau vérifiant 1 'hypothèse II. 6. l.. 
(1 ). Pou/l. :lou:l a/l.c (x,y) e: il( /_ ) .e././..e.c:lu.e./l. 
= f à(x,y) 
-ël.(x,y) 
/2 i.. ( X , y ) E. IJ. .e.:l /_ ( X , y ) < C ( X , y ) 
.6 i.. (y, x ) E il .e.:l /_ (y, x ) > 0 
donn.e./l. à i'a/l.C (x,y) f .e. poi..d .6 p( x ,y) = max {6d(x,y),O} • 
(2). Choi...6i.. /l. un a/l.c (x ;' ,y ;' ) Eli( /, ) :l .e.f q.u .e. 
ou 
(y * , x*)e li .e.:l à( x , y) > 0 .e.:l /. (y* , x*) > O. 
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(3). Po/2en N* = {x x = y 1f ou i.. f.. e x i.. /2te un ch v:z i..n de y':• à x 
dan/2 R( /_ )}; 
Poun iout x E- N;; e/./_ectuen 
6(x) := poi..d/2 d'un chemin de poi..d/2 minimum de y* à x 
dan /2 R ( 1- ): 
Poun tout x E: X \N i; e/_/_ectuen 
6(x) :: max 
{ (y, x)dl( /_ ) : yft-N * , xEN ;; } 
Poun tout x e X e/_/_ectuen 
rr'(x) :: rr(x) + 6( x ) • 
(4). Si.. x 1;E..N 1; af..on /2 
choi../2i..n un cyc le C de R(/_) con /2ti..tué de (x* ,y*) et 
d'un chemin d e poi..d/2 minimum d'extnémi..té/2 i..ni..ti..aie 
y ;:- et tenmi..naf..e x;; et o.i..teni..n 1- ' à pantin de 1- en 
e/tectuant une augmentation de /lot le f..ong de C 
• - p 
• - 1--., 
Le théorème suivant décrit l'algorithme II.8.6 .. Comme sa 
preuve sort du cadre de ce travail, nous l'admettons. 
T HE OR EM E I I. 8 • 7 • L ' al g o ri t hm e I I. 8 • 6 • c o n v e r g e e t d é te rm i n e 
après exécution un flot f' et une fonction d'étiquetage rr ' tels que, 
en utilisant les notations de II.8.6., 
(i) Kf,,rr 1 (x,y) ~ Kf,rr(x,y), pour tout arc ( x,y)E.. U, 
(ii) si (x * ,y * ) ~partient à U alors 
1( f 1 1 ( X * ' y * ) ~ K f ( X * ' y * ) - l ' 
' TI '7T 
(iii) si (y *,x* ) appartient à U ~lors 
l(f 1 1 (Y * 1 X*) ~ Kf (Y *, X* ) - l. 
' 7T ' 7T 
Q ~ <?_ '2 ~ ! E ~ ! ! ~ '2 • Ré s ul ta t a dm i s (cf r. [ l 3 ] ) • / / / 
Ainsi par itération del 'algorithme II. 8. 6. on pe ut espérer 
convertir une paire (f, TT ) de flot et de fonction d'étiquetage non 
d -compatibles en une paire (f', TT ') d -compatibl e telle q ue if'!= ifJ. 
De plu s, comme chaque itération rédu it d'au moins une unité la somm e 
des valeurs de la fonction l< f , le proce ssus entier requiert au plus 
' 7T 
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L l<f ( u ) 
UE.U , TI 
itérations. 
En guise d'application, solutionnons le problème soulevé au 
début de ce paragraphe. Comme nous l'avons déjà noté, si ff désigne 
un flot maximum de d - coût minimum pour le problème P .R, , rien n'assure 
q u e l e f l o t 2 f Î s o i t d - ex t r êm e • Il e s t t o ut e f o i s , vu l e l em m e I I. 8 • 3. 
d -pseudo-extrême. Dans ces conditions, il reste, pour résoudre ce 
problème, à appliquer le processus ci-dessus qui, comme nous l'avons 
établi, fournit un flot de même vaieur que 2f ! et d-extrême pour le 
problème P.R,-l après 
itérations c'est-à-dire, comme on a, en utilisant la fonction d'éti-
quetage 7T du lemme II. 8. 3. , 
1{2f TT(x,y) E..{0,1}, 
' 
pour tout arc (x,y) E. U, après 
m 
itérations. 
Enonçons à présent la méthode de graduation résolvant le 
problème du flot maximum de coût minimum. 
ALGORITHME DE GRADUATION II.8.8. 
Déte~mine~ l e p l u/2 petit entie~ l tel que 
max 
ueLL 
t init 
TT . . t 
~n~ 
c(u) < 2l: 
:= /,lot nul: 
:= /, onction d'étiquetage nu lle ; 
Pou~ e va~iant de l-1 à 1 e/,/,e ctue~ 
déte~mine~, pou~ le p~o tf ème Pg, g~âce à f. ' algo~ithme 
II. 6. 1 2., un /,.e ot maximum de d - coût minimum -/. e t un e 
/,onction d'ét iqueta ge TT d - compati ile avec 1- , à pa~ti ~ 
du /,lot initi al /_ . . t et de la /_o nction d ' ét iquetage TT . . t: 
~n~ LnL 
- II - 54 -
app [ i..qu z~ t ' afgo~i..:thme 11. 8 .6. à ea pai..~ e (Z t , TT) ~épé:t i..-
t i..v ~nen:t ju/2qu'à o1:tzni..~ une pa i.. ~z (g , 0) dz /.lo t et de 
/. oncii..on d' é:ti..quziagz d - compaii..P,.f.z/2; 
TT i..ni..i :_: 0 ; 
/.i..ni..:t := g; 
Détz~m i..ne~ g~âcz à f. 'af.go ~i..:thm z 11.6.12. un /.f.o:t maximum 
dz d - cot.d m~n~mum /. pou~ f.z p~oif.èmz P à pa~:ti..~ du /.f.o:t 
0 
i..ni..ii..af. /.. . . J. zi dz f.a /.oncii..on d' éii..quziagz TT • • .;. • 
~n~ ~ ~n~~ 
Le théorème suivant le caractérise. 
THEOREME II. 8 .9. Soit Run réseau de transport à capacités 
entières vérifiant l 'hyp·othèse II.6.1.. Soient, en outre, T, le 
nombre maximum d'arcs incidents vers l'intérieur à une coupe de R 
et f* un flot de valeur maximum dans R. L'algorithme II. 8 .8. appliqué 
au réseau R converge et fournit, après exécution, un flot maximum 
de d - coût minimum. De p-lus, une telle exécution ne requiert pas 
plus de m(L -1) applications del 'algorithme II.8.6. et plus de 
i f * i + (L - l) T 
augmentations de flot. 
Q~~'2~!~~!!~'2· Seule la borne sur le nombre d'augmentations de flot 
n'est pas immédiate. Afin de l'établir, démontrons tout d'abord qu' 
on a, pour tout 9, E- {O, ••• ,L}, en désignant par f * le flot solution 
du problème P9,, 
if*I- T. 0 
De fait, le théorème du flot maximum e t de la coupe minimum I.3.4. 
a f f i rm e q u ' o n a 
·= min 
X E-Z 
yt...Z 
{ E 
Xé.S 
yE 5 
l c(:;y) J 
l c(:;y) J 
(S,S) constitue une partition 
de X tell e que e e. S , t e.- S} 
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/ 
pour une telle parti tian (Z, Z) et, par sui te, comm e tout arc u E:. U 
vérifie l'inégalité 
qu'on a 
c(u) 
~ - l 
lfîl ~ -i:" c(Z,Z) - T 
2 
ce qui suffit. 
Etablissons a présent la thèse. Comme chaque augmentation 
de flot provoque un accroissement entier de la valeur du flot et 
pu i s q u e l e f l o t i n i t i al du pro b l èm e P .R, - l e s t 2 f Î ( .R, e. { l , • • • , L } ) , 
le nombre total d'augmentations de flot est borné par 
Or il vient, vu ce qui précède, 
1 f* 1 -0 
if * I + (L-1) T. 
0 
D'où la conclusion. 111 
II.9. La méthode de Dinic 
Afin d'exoliciter la méth·ode de Dinic, introduisons, tout 
d'abord, la notion de réseau de référence. 
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DEFINITION II.9.1. Le reseau de référence associé au reseau 
de transport R = (X, U, c) et à un flot f de ce réseau est le réseau 
(X,UR,f'c) dont l'ensemble des arcs UR,f est constitué del 'ensemble 
des arcs composant les chemin,s de R(f) d'extrémité initiale e et de 
longueur inférieure ou égale à la distance de e à t dans R(f). 
CONVENTION II. 9. 2. Dans la suite de ce trava.il, la notation 
désigne le réseau de référence associé au flot f et au reseau de 
transport R = (X,U,c). 
La proposition suivante enonce une propriété fondamentale 
du réseau de référence. 
PROPOSITION II. 9. 3. Soient f un flot d'un réseau de transport 
R = ( X , U , c ) et P un e ch a 1 ne f - au gm enta n te de l on g u eu r m in im um L • ~o i t , 
en o ut r e , f ' l e f l o t o b t en u p a r au gm en t a t ion du fl o t f l e l o n g de P • 
Toute chaîne f'-augmentante est de longueur supérieure ou égale à L. 
De plus, tou t e cha!ne f'-augmentante de longueur égale à L appartient 
au réseau de référence (X,UR,f'c). 
Démonstration. Notons pour t ou t couple de sommets x,y€- X, d(x,y) la 
distance séparant x de y dans ( X,U f,c) c'est-à-dire la longueur d'un 
r' 
ch em in de longueur m in im um dans l e réseau de référence ( X , U f , c ) 
, r' joignant x à y. 
Comme le lemme II.4.6. affirme que tout arc (x,y)E. R(f')\R(f) 
es t t el q u e ( y , x ) E- P et pu i s q u e l ' au gm en ta t i o n du f l o t f l e l o n g de 
P ne modifie que les flux des arcs ayant leurs extrémités sur P, il 
suffit, bien sûr, de prouver quel 'addition à UR,f d'un arc (a,b) 
tel que (b,a)EP n'introduit que des chemins d'extrémités initiale 
e et te rm in al e t de longueur strict em en t supérieure à L • 
De f a i t , t o u t ch em i n é l ém e n t a i r e d ' e x t r ém i té s i n i t i al e e e t 
terminale t contenant l'arc (a,b) est constitué d'un chemin de 
(X,UR,f'c) joignant e à a de longueur nécessairement supérieure ou 
égal e à d ( e , a ) , de l ' arc ( a , b ) de l on g u eu r l et d ' un ch em in de 
(X,UR,f'c) joignant b à t de longueur supérieure ou égale à d(b,t). 
Par suite, la longueur totale de ce chemin est supérieure ou égale à 
d(e,a) + l + d(b,t) 
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c'est-à-dire à 
d(e,a) + d(a,t) + 2 
puisque del 'appartenance de (b,a) à P, on déduit de suite l'égalité 
d ( b , t ) = d ( a , t ) + 1. Dans ces con di t ion s , 1 a th ès e r é s ul te im m éd i a t em en t 
del 'égalité d(e,a) + d(a,t) =L. Ill 
Donnons à présent un algorithme de construction de réseau 
de r é f é r en c e. L ' al go ri t hm e I I • 9 • 4 • r ép o n d à c e t t e s p é ci f i c a t i on • Il 
utilise une technique d'exploration des sommets en largeur d'abord 
_ainsi que les structures de données suivantes. A chaque sommet x est 
associé 
- un numéro, num( x ) 
- 1 'ensemble /2ucc(x) des successeurs de x dans le réseau de 
référence. 
De plus, la valeur booléenne echec détermine si la sortie test 
s'J. cc es si bl e de l 'entré e e dans (X ·, UR, f , c) • 
ALGORITHME CONSTRUCTION_RESEAU_REFERENCE(f,echec) II.9.4. 
Soit f un flot du réseau de transport R = (X,U,c). 
Pou.Il. :lou:l x é X\ (e} e/..-/.eci.ue.ll. 
1 
num ( x) : = 0: 
/2 U C C ( X) : ·= Q) ; 
num ( e) : = 1; 
i : = 1 ; 
R. ép é:le.ll. 
/,.in_i:lé.ll.a:lion/2 := V.Il.ai: 
Po U.ll. :lo u:l x E. X e/./.ec:lue..ll. 
/2i num ( x ) = i af..O.ll. /2 
Pou.Il. :lou:l yeX e././.e.c:lue..ll. 
/2 i { ( ( X , y ) E li e.f. -/. ( X , y ) < C ( X , y ) ) 0 U 
( ( y , x ) E li e.:l /. ( y , x) > 0 ) } e.:l n um ( y ) é:. { 0 , i + 1 } 
a f..O.ll./2 
~ := i+1: 
n um ( g ) : = i + 1 : 
/2 ucc(x) := /2Ucc(x) u{y}: 
/. in_i:lé .ll.a:l ion /2 := /.a u x ; 
:lan:l que. ( /. in_ii.é.ll.a:lion /2 = t aux) e.:l (num(:l) = 0): 
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Si.. num ( t) = 0 
1 
a~0//..-0 .e.ch.e.c : = 
-é>l.non .e.ch.e.c : = 
V//..ai.. 
taux. 
L e thé or èm e sui van t car ac té r i se l ' al go ri t hm e II. 9. 4. 
THEOREME II.9.5. Soit fun flot du réseau de transport 
R = (X,U,c). L'algorithme CONSTRUCTION RESEAU REFERENCE(f ,echec) 
appliqué au flot f converge. Son exécution établit les propriétés 
suivantes 
( l ) L'application num : X +IN induit un tri topol ogigue des 
sommets du 
, 
de reseau référence (X,UR,f'c). De pl us, pour 
tout X€ X, la valeur num ( x) 
- l si elle diff ère de -1 
donne la longueur d'un chemin de longueur minimum entre 
e et x dans (X,UR,f'c) et sinon indique que le sommet x 
est inaccessible de e dans (X,UR,f'c). 
(2) Pour tout x € X, -é>ucc(x) est l 'ensernble des successeurs 
de x dans (X,UR,f'c). 
(3) La variable booléenne, ech.e.c, possède la valeur vrai si 
et seulement si la sortie t est accessible del 'entrée e 
dans (X,UR f,c). 
' 
Démonstration. Il s'agit d'une simple vérification. Ill 
Décrivons à présent la méthode de Dinic. Plutôt que de cons-
t r u i r e , c om m e d an s l e s m é t ho de s p r é c é de n t es , à c h a q u e i t é r a t i on l e 
graphe d'écart du flot courant, E.A. Dinic propose d'effectuer cer-
tain es au gm en ta t i on s suc ces si v es de f l o t sur un m êm e r é se a u , l e 
réseau de référence associé au flot courant. Sa méthode repose donc 
sur une suite de phases. 
Chaque phase commence par la construction du reseau de réfé-
rence,défini ci-dessus, associé au flot courant. Une telle construc-
t i on p eu t , c om m e n o u s l ' a v o n s m o n t r é , s ' e f f e c tu e r g r â ce à u n al g o -
rithme d'exploration en largeur d'abord des sommets du graphe d'écart 
quel 'on arrête lorsque la sortie a pu être marquée. Bien sûr, si 
la construction du réseau de référence échoue c'est-à-dire sil 'algo-
rithme précédent se termine sans avoir visité t, alors le flot courant 
est, comme l'établit le théorème II.1.2., de val eu r maximale. Dans 
- II - 5 9 -
la cas contraire, grâce à une exploration en profondeur d'abord des 
sommets du réseau de référence, une chaîne augme~tante est déter-
minée et le flot courant augmenté. Les arcs du réseau de référence 
n'appartenant pas au graphe d'écart du nouveau flot sont éliminés 
et une nouvelle recherche en profondeur d'abord d'une chaîne augmen-
tante commence ••• Et ainsi de suite jusqu'à ce que la sortie t soit 
devenue inaccessible. A ce moment, une nouvelle phase commence. 
Av an t d I é n on ce r l ' al g o r i t hm e q u i en d é c o ul e , é t u di o n s t o ut 
d I ab or d l e s al go r i t hm e s a u x il i a i r es su i v an t s • L e p r em i e r , ~ E C l-1 ER C H E _ 
CHEMIN(s) vise à déterminer à partir d'un sommets, un chemin entre 
set t dans le réseau de référence décrit par les ensembles /2ucc(x) 
(x e, X) des successeurs de x dans ce réseau. Le second, AUGMENTATION 
F L O T ( f ) a po u r bu t d ' a u gm e n t e r l e f l o t f l e l o n g d e l a ch a î n e au g -
mentante définie par l'application /2u.iv et d'éliminer les arcs du 
réseau de référence n'appartenant pas au graphe d'écart du nouveau 
flot. 
ALGORITHME RECHERCHE CHEMIN(s) II.9.6. Soit s un sommet. 
Pou11.. tout x E. /2ucc ( -d) e../_/_e..ctue..11.. 
/2.i t_ma11..qu é = non af..011../2 
/2.i X : f_ 
af.011./2 
l
t_ma11..qué := ou.i; 
/2u.iv(/2) := t; 
-1.inon 
l
/2u.iv(/2) := x; 
RlCHlRCHl_CHlMIN(x). 
ALGORITHME AUGMENTATION FLOT(f) II.9.7. Soit fun flot. 
X : : e; 
m.in :: +00 : 
R ép éte..11. 
y := /2u.iv(x); 
/2.i ( x, y) E lL e..t ( y, x) </- lL a /_ 011./2 
im := c(x,y) - /_(x,y): 
/2.i ( x, y) rJ. lL e..t ( y, x) E. lL a f.. 011. /2 
Jm := /_ (y,x): 
/2 .i ( x, y ) e. lL .et (y, x ) e. lL a f. o 11. /2 
lm:= c(x,y) -t(x,y) + ,t(y,x): 
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.oi min > m a l o 11.. .o 
!min :: m ; 
X : : ?Ji 
tani qu .e x. /: t; 
X :: .e.: 
R ép ét.e11.. 
y:: .ouiv(x.); 
/2 i (X, y) E il .ei (y, X) (/_ il a f.. 0 //.. /2 
1 
/_ ( x., y ) : = /. ( x., y ) + m i.n ; 
.oi t,(x.,y) = c(x.,y) af..0 11.. -0 .oucc(x.) :: .oucc( x. )\ { y}; 
/2 i (X., y) r/,, il .et (y, X.) € il a f.. 0 //.. /2 
1
/!.(y,x.) := /,(y,x.) -m.Î.11. j 
.oi /_(y,x.) = 0 af..011.-0 .oucc(x.) := .oucc( x. )\{ y }; 
.oi ( x., y) E. il 12.t ( y, x.) s il af..011.-0 
-1,(x.,y) :: /,(x.,y) +min{min,c(x.,y) -t,(x.,y)}; 
/, (y, x.) : = 1- (y, x. J - max. { 0, min - c ( x., y J + /, ( x., y J} ; 
.oi /_(x., y)= c(x.,y) .et /,(y,x.) = 0 a f. 011. -0 
1 .oucc(x.) := .oucc(x.)\ {y}; 
X. :: y; 
tant qu.e x. /: t. 
Les deux théorèmes suivants les caractérisent. 
THEORE ME II. 9. 8. Soit G un graphe partiel d'un réseau de 
référence. Si, pour tout xe X, l'ensemble .o ucc(x.) est l'ensemble des 
successeurs de x dan~ G, alors toute exécution de RECHERC HE _C HEMIN(s) 
se termine et établit les propriétés 
(i) t_ma.11..qué a la valeur oui si et seuleme nt s'il existe un 
chemin entre s et t dans G; 
(ii) si t_ma.11..qué a la valeur oui, alors l' application .ouiv X+ X 
définit un chemin entres et t dans G. 
De plus, la complexité del 'algorithme II. 9. 6. est D (n) au plus et 
~ (m) au pl us. 
Q~~'2~!E~!!~'2• Comme d'une part, les propriétés (i) et (ii) sont 
immédiates et que, d'autre part, la convergence de l 'al gorithme II.9.6. 
se déduit de suite du fait que tout graphe partiel d ' u n réseau de 
réf érence peut être décomposé en niv e a u , il suffit po u r c onclure d' 
é t a bli r que la com p lexité l'algo r ithm e II.9.6. e st <9 (n) au plus e t 
(9 (m) au plus. Or si T est le temps d' ex écution de RE CHER CHE CHEMI N ( x ) 
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et T' le temps d'exécution de l'instruction conditionnelle /Ji. 
i_ma/7..qué = non af.o/7../2 ••• où l'on ne prend en considération quel 'appel 
de la procédure RECHERCHE_CHEMIN, le temps d'exécution de RECHERCHE 
CH EM I N ( s ) est b o r n é p a r ( n - l ) ( T + T ' ) e t p a r m ( T + T ' .) • D ' o ù l a c o n -
cl usion. / / / 
TH E O R EM E I I. 9. 9. S o i en t f un f l o t du 
, 
reseau de t r a n sp o r t R 
et G un graphe partiel d'un réseau de référence associé à R. Sil' 
application /2ui.v:X+X définit une chaine f-augmentante P dans G 
et si, pour tout x f... X, l'ensemble /2ucc(x.) est l'ensemble des succes-
seurs de x dans G, alors l'algorithme II. 9. 7. appliqué au flot f 
converge et son exécution établit les propriétés 
( i ) f te rm est l e fl o t o b tenu par au gm en ta t i on du f l o t f in i t 
le long de la chaine P; 
(il) pour tout XE.-X, /2ucc(x.) désigne l'ensemble des successeurs 
de x dans G \ R(ft ); 
erm 
où f .. t et ft représentent respectivement le flot f avant et après 
- 1n1 - erm - -
exécution. De plus, la complexité del 'algorithme II.9. 7. est 1.0 (n) 
au plus et <.9(m) au plus. 
D ém o n s t r a t i on • I l s ' a g i t d I u n e s lm pl e v é r i f i c a t i o n • / / / 
Enonçons à présent l'algorithme de Dinic. 
ALGORITHME DE DINIC II.9.10. 
t : = t. : 0 
R ép éi.e./7.. 
CO/✓S7R.l.iC7ION_R.tStAl.i_R.t'TtR.tNCt(t.,e.che.c): 
/2i. e.ch.e.c = /_aux. af..0/7../2 
R. ép éi.e./7.. 
i_ma/7..qu é : = non: 
R.lC/ilR.Clit_Clilr1 IN ( .e.): 
/2i. i_ma/7..qu é = oui.. af.o /7../2 
jAIJÇr1lN7A7ION_'TL07(t.): 
iani qu.e. i_ma/1.qu é = oui: 
iani qu.e. .e.ch.e.c = taux.. 
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/ 
Le théorème ci-dessous le décrit. 
TH E O R EM E I I. 9 • 11. S i l e s c a p a c i t é s de s a r c s du 
, 
reseau de 
transport R sont entières, alors l'algorithme de Dinic II.9.1O. 
exécuté à partir d'un flot initial à valeurs entières converge et 
détermine après exécution un flot dans R de valeur maximum et à valeurs 
entières. Sa complexité est '9(n 4 ) au plus. 
Démonstration. De fait, d'une part, la convergence et la détermination 
d'un flot de valeur maximum et à valeurs entières résultent aussi tôt 
des théorèmes II.2.1., II.9.5., II.9.8., II.9.9. et de la proposition 
II.9.3 •• 
D'autre part, la complexité est '"9 (n 4 ) au plus. Afin del' 
établir, prouvons tout d'abord que la complexité de la boucle 
R.épéi.eJ1.. ••• tant q.u.e t_ma/1..q.ué = oui. est ~(n 3 ) au plus. De fait, à 
chaque itération de cette boucle un arc au moins est retiré du réseau 
de référence. Dès lors, comme les algorithmes RECHERCHE CHEMIN et 
AUGMENTATION FLOT ont une complexité de D(n) au plus, la complexité 
de la boucle-est J)(n 3 ) au plus. 
Pour conclure, il reste, comme la complexité del 'algorithme 
CONSTRUCTION RESEAU REFERENCE est (9(n 3 ) au plus, à prouver que toute 
ex écu t i on de l ' al go ri t hm e de Di ni c r e qui e r t au pl u s n i té ra t i on s de 
la boucle R.épét.e/1.. ••• tant q.u.e .ech.ec = /_aux.. Ceci résulte de suite 
du fait que chacune augmente, vu la proposition II.9. 3., d'une unité 
au m o in s l a l o n g u eu r m in im um d e s ch a 1 n e s a u gm en t an t es e t du f ai t q u ' à 
tout chemin non élémentaire on peut toujours associer un chemin élé-
mentaire (de longueur inférieure ou égale à n) ayant mêmes extrémités. // 
On peut encore établir une meilleure complexité temporelle 
dans le cas particulier d'un réseau de transport à capacités unitaires. 
Afin d'y parvenir, montrons tout d'abord comment on peut modifier 
l'algorithme CONSTRUCTION RESEAU REFERENCE pour obtenir un algorithme 
- - 2 
répondant à la même spécification mais de complexité l.0 (n ) au plus. 
Dans ce but, associons à chaque sommet x, l'ensemble S(x.) des suc-
cesseurs de x dans U et P(x.) des prédécesseurs de x dans U. De plus, 
t 
. , 1 . em e cons ruisons a al itération l'ensemble V(i.+1) des sommets nume-
rotés i + l. L'algorithme CONSTRUCTION RESEAU REFERENCE devient 
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ALGORITHME CO NSTRUCTIO N RESEAU_REFERENCE(f,echec) II.9.12. 
Soit f un flot d'un réseau de transport R = (X,U,c). 
Pou//. tout x ~X\{e} e/!:/_ectue/1. 
1 
n um ( x ) : = 0 ; 
,1ucc(x) ·- (j); 
num ( e) : = 1; 
V(1) := {e}; 
i : = 1 : 
R ép éte/1. 
V(i..+1) := q,; 
/_in_ité/l.ation/2 := v /1.ai; 
Po U/1. tout x E: V ( i ) e/_/_e ctue/1. 
Pou //. tout y E..S(x) e,t./_ectue/1. 
/2 i 1- ( x, y) < c ( x, y ) et n um ( y ) E- { 0 , i + 1 } al o /1. -6 
n um ( y ) : = i + 1 ; 
/2ucc( x) : = /2 ucc( x) u {y}; 
V(i..+1) := V(i+1)v{y}; 
/_in_ité/l.ation/2 := /_aux; 
Pou//. tout y ËP(x) e/_/_ectue/1. 
-6 i /_(y,x) > 0 e t num(y)s {0,i+1} af.o/1./2 
n um ( y ) : = i + 1 ; 
,1ucc( x) : = -6ucc( x) u {y}; 
V(i..+1) := V(i..+1)v{y}; 
/_ in_ité /l.at ion -6 := /_aux ; 
'- :: i+1; 
tant que ( /_ in_ité /l.a tion/2 = ./,aux ) et (num( t) = O) ; 
Si num( t) = 0 
1 
alo /1./2 echec : = 
-6 inon echec : = 
V /1.a i; 
/_a ux, 
Bien quel 'algorithme reste apparemment de ~omplexité '9 (n 3 ) 
au plus, on peut démontrer le théorème suivant. 
THE OREME II.9.13. La complexité de l'algorithm e CONSTRUCTIO N-
2 R ES E A U R E F ER EN C E ( f , e ch e c ) I I. 9. l 2. ( o Ù f dé s i g n e u n f l o t ) e s t 0) ( n ) 
au plus et '9 (m ) au plus. 
Démonstration. De fait, le théorèm e II. 9. 5. affirm e quel 'algorithme 
II.9.12. converge. Soit donc N le nombre d'it érations de la boucl e 
~-
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R.épéte/l ••• tant" qu e (/_i..n_i..té/lati..on.o = /_aux) et (num(t) = 0) . Soit en 
o ut r e T l e t em p s m a x im um d ' ex écu t ion des in s truc t i on s con di t ion n el l es 
.oi.. t(x ,y) < c(x,y) ••• et .oi.. /_ (y,x) > 0 •••• Posons de plus, pour 
tout xE: X, n(P(x)) et n(S(x)) respectivement le nombre d'éléments 
de P(x) et S(x). 
Etablissons à présent 
du sommet x E. V(i) _(i E. {l, ••• 
l a t h ès e • L e t em p s p a s s é à l I ex am en 
, n} ) est au pl us 
n ( S ( x) ) T + n (P ( x) ) T 
et, par suite, le temps maximum requis pour l'analyse des sommets 
de V(i) (iE:{l, ••• · ,n}) est 
E ( n(S(x)) + n(P(x)) ) T. 
xe.V(i) 
Dès lors, le temps total d'exécution de cette boucle est, au plus, 
[ ~ E n(S(x)) i=l xe.V(i) + N ] E E n(P( x )) i=l xe..V(i) T. 
Ceci conclut _la démollstration car comme tout arc est identifié par 
son extrémité initiale et son extrémité terminale et puisque, par 
construction, les ensembles V ( i) sont deux à deux disjoints, les 
deux sommes ci -·dessus sont majorées par le nombre m d'arcs du réseau 
et par conséquent, le temps total d'exécution de la boucle est majoré 
par 2mT et par n(n-l)T. Ill 
No us pouvons à présent démontrer le théorème 
THEOREME II. 9.14. ~liqué à des réseaux de transport de 
capacités unitaires et à des flots initiaux nuls, l'algorithme 
de Dinic a une complexité d-e '9(n 3 ) au plus. 
Q~<?. 12.~!~~ !!<?.12.· Vu l I al go ri thm e précédent et la démons tra tian du 
théorème II.9.11., il suffit de prouv e r que l e nombre d'itérations 
de la boule R.épéte/l ••• tant qu e t_ma/lqué = oui.. del 'algorit hme II.9.10. 
est n au plus. De fait, comme tous l es arcs ont une capacité 
un i té , à chaque itération , l ' au gm enta t ion de l a val eu r du fl o t est l 
e t l'arc de la chaîne augmentante utilisée d'origine e est 
él i m i n é du r é s e a u d e r é f é r en c e • / I I 
" On peut mem e aller plus loin! Dans ce but, introdui sons 
la notion de réseau d'écart. 
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DEFINITION II.9.15. Soit un flot f d'un 
, 
reseau de transport 
R = (X,U,c) à capacités unitaires. Le réseau d'écart associé au 
réseau R et au flot f est le réseau obtenu en associant à tout 
+ 
arc u = (x,y) E:.U l'arc u d'extrémités initiale x et terminale y 
de capacité c(u) - f (u) si on a c(u) f (u) > 0 et l'arc t 
d'extrémités initiale y et terminale x de capacité f(y,x) si on 
a f(y,x)>O. 
CONVENTION II.9.16. Dans la suite de ce travail, nous 
notons 
le réseau d'écart associé au réseau (X,U,c) et au flot f. En outre, 
cette notation sous-entend que (X,U,c) est un réseau de transport 
et fun flot de ce réseau. 
REMARQUE II.9.17. Il peut exister deux arcs distincts 
entre deux sommets du réseau d'écart. C'est le cas notamment 
du réseau d'écart associé au flot f et au réseau (X,U,c) pour 
lesquels il existe une paire de sommets x,yE..X telle que (x,y)E.U, 
(y,x)E. U, c(x,y) - f(x,y) > 0 et f(y,x) > O. Toutefois, comme on 
le vérifie de suite, il n'existe jamais plus de deux arcs ayant 
m êm es ex t r ém i tés initial es et m êm es ex t r ém i tés te rm in al es. 
Les lemmes suivants seront utiles dans la suite. 
LEMME II.9.18. La valeur d'un flot maximum dans le réseau 
d'écart (X,Uf,cf) est M-lfl, où M désigne la valeur d'un flot 
m a x im um d an s ( X , U , c ) • 
Démonstration. De fait, pour tout sous-ensemble S de X tel que 
ee.S et t/S, on a 
E 
xE:S 
yE:S 
(x,y)<=Uf 
cf(x,y) = E c(x,y) - f(x,y) + 
XES 
yES 
(x,y)E.U 
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E 
XES 
yE.S 
(y,x)E:..U 
f (y,x) 
c'est-à-dire, vu le lemme I. 3. 3. 
E c(x,y) - 1 f 1 • 
xe:.S 
yE.S 
(x,y)EcU 
Dans ces conditions, toute coupe minimale dans (X,Uf,cf) correspond 
à une coupe minimale dans (X,U,c) et réciproquement. La thèse résulte 
alors du théorème du flot maximum et de la coupe minimum. Ill 
L EM M E I I. 9. l 9. S o i en t ( X , U , c ) un r é s e a u d e t r an s p o r t de 
capacités unitaires et fun flot de ce réseau à v~leurs entières. 
S ' il en ex i s te , l a l o n g u eu r m in im um d ' un ch em in d ' o ri g in e e ~ ' 
extrémité terminal ·e t dans le graphe d'écart associé au flot nul et 
au réseau d'écart (X,Uf,cf) est au plus 
2 12. n 
M 
où M désigne la v·al eur d'un flot maximum dans le reseau d'écart. 
Q ~ ~ '2 ~ ! ~ ~ ! ! ~ '2. Soi t L l a l on g u eu r d ' un ch em in de l on g u eu r m in im um 
d'origine e et d'extrémité terminale t dans le graphe d'écart G 
associé au flot nul et au réseau d'écart (X,Uf,cf). Soient, en outre, 
pour tout i E {O, ••• ,L}, V. l'ensemble des sommets accessibles de e 
i 
dans G par un chemin de longueur minimum i et VL+l l'ensemble des 
sommets n'appartenant ,as aux ensembles précédents. 
Etablissons tout d'abord qu'on a, pour tout kE. { O, ••• ,L-1}, 
De fait, pour tout kE.{0, 
k 
U i =0 V i 
( *) • 
,L-1}, l'ensemble 
, . L +l de complementaire dans G, Ui=k+l Vi, contient e et ne contient pas t. 
Dès lors, le théorème du flot maximum et de la coupe minimum I. 3. 4. 
affirme, pour tout k E.{0, ••• ,L-1}, que la valeur M d'un flot maxi-
mum est · inférieure ou égale à la capacité de la coupe associée à 
UL + l V ' ' d · l . t , . t . . k 1 . c est-a- ire, comme es arcs ont une capaci e uni aire, i= + i au 
b d ' . . d l ' . , . ' UL + l V . t nom re arcs inci ents vers interieur a i=k+l i soi encore, vu 
la remarque II.9.17., au double d'arcs d'ori gi ne dans V1 et d' ex tré-
,< 
mité terminale dans Vk+l· D'où la conclusion. 
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Démontrons ' présent la thèse. Les égalités ( *) impliquent a 
qu'on a ' pour tout k E. { 0 ' ,L-1}, 
lvkl~~ ~ lv k+l l ?f{ 
et dès l o r s , sel on que l 'on a I V 1 ~ J M I 2 o u no n , p o u r t o ut k im p ai r 
0 
ou pair de {O, ••• , L-1}, 
Dan s c e s c o n di t i on s , de l ' i n é g al i t é Zï =Ü I V i 1 ~ n , o n d é du i t d e s u i t e 
L 
E lv. 1 
i =Ü l 
L L 
~ E 1 V. 1 (resp. E 1 V. 1 ) 
i=O l i =Ü l 
i impair i pair 
If L L ~ E l (resp. E l ) i=O i =Ü 
i impair i pair 
? tl~J 
? flf L 2 
ce qui suffit. Ill 
Le résultat suivant fournit une complexité inférieure au 
théorème II. 9. 14 •• 
THEOREME II.9.20. Appliqué à des reseaux de transport de 
capacités unitaires et à des flots initiaux nuls, l'algorithme •de 
D. . l •t' d rî'I ( B/ 3 ) l 1n1c a une comp exi e e '-Y n au pus. 
Démonstration. Comme la complexité temporelle del 'algorithme 
------------- 2 
CONSTRUCTION_RESEAU_REFERENCE est (9(n ) au plus et puisque, comme 
le prouve la démonstration du théorème II. 9.14., la boucle ll.épéi:..e.ll. ••• 
tant qu.e. i_mall.qué = oui. a une complexité temporelle de <9(n 2 ) au plus, 
il suffit d'établir qu'une exécution del 'algorithme de Dinic appliqué 
à un réseau de transport à capacités unitaires R = (X,U,c) requiert 
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213 
au plus, n itérations de la boucle ~ipite~ ... tant que e chec = 
/_aux. . Deux cas se présentent. 
Dans le premier, la valeur ivJ d'un flot maximum dans Rest 
· f' · , l ' 213 L h' l , ·1· in erieure ou ega e an • a t ese est a ors etao ie car toute 
itération de cette boucle augmente d'une unité au moins la valeur 
du flot courant. 
213 Dans le second, on a M >n • Désignons alors par F le flot 
f tel qu'il est défini au début de l'itération pendant laquelle la 
valeur du flot courant atteint ·1a valeur M - n 213 • On a, bien sûr, 
!FI <M-n 213 
et, par suite, vu le lemme II.9.18., la valeur i"IF d'un flot maximum 
dans le réseau d'écart (X,UF,cF) vérifie les inégalités 
MF = M IF 1 
> M - (M - n 2 I 3 ) 
213 
= n • 
Dans ces conditions, le lemme II.9.19. affirme que la longueur minim um 
L d ' un e ch a î n e F - au gm en tan te dan s R - é tan t c om m e on l e v é ri fi e de 
suite égale à la longueur minimum d'un chemin d'origine e et d'extré-
mité terminale t dans le graphe d'écart associé au réseau (X,UF,cF) 
et au flot nul - vérifie les relations 
2/i n 2 ✓2 n 2 ✓2 n2l3 L ~ = = JÇ )n2l3 . 
Dès l ors , puisque l a pro p os i t ion II . 9. 3. im pl i que que l a l on g u eu r 
m in im um des ch a î n es au gm en tan tes au gm en te d ' un e uni té au m o i n s à 
chaque i té rat i on , l e nom br e d ' i té ration s e f f e c tu é es j us q u ' à l 'o b te n t i o n 
de F est au pl us 
2✓2 n2l3 • 
La thèse résulte aors du fait que la valeur du flot courant augmente 
aussi d'une unité au moins à chaque itération. Ill 
- II - 69 -
CHAPITRE III 
LA METHODE DE REDISTRIBUTION DE FLUX 
III.l. Les fonctions de poids 
Ce chapitre décrit la méthode de redistribution de flux 
proposée par B. Kinariwala et A.G. Rao dans [ 34 J. Elle repose essen-
ti l lement sur l'accroissement et la diminution locale de flux, les 
équations de conservation de la somme des flux aux sommets étant 
temporairement délaissées. Toutefois, afin de mémoriser, en tout 
s om m et , l a di f f é r en c e en t r e l a s om m e d e s f l u x de s a r c s q u i l u i s o n t 
i n ci den t s v e r s l I ex t é r i eu r e t l a s om m e d es f l u x d es arc s q u i l u i s o n t 
incidents vers l'intérieur, nous introduisons la notion de fonction 
de poids et démontrons quelques unes de ses propriétés. 
DEFINITION III.1.1. La fonction de poids associée à la fonction 
admissible . f du réseau de transport R = (X,U,c) est la fonction ,·;f 
définie par les égalités 
t/x E-X : wf(x) = f(x,X) -f(X,x). 
Pour tout x E. X , l a quanti té w f ( x ) est appel é e l e f -p o i d s de x. 
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CONVENTION III.1.2. Dans la suite de ce travail, la notation 
dés i g n e l a f on c t i on de p o i d s as soc i é e à l a f on c t i on f • El l e s o us -
entend que f est une fonction admissible d'un réseau (X,U,c). De 
pl us, pour tout sous-ensemble y c. X' nous posons 
y+ 
f = { y E y wf(y) > 0}' 
v; = { y E.. y wf(y) < 0}' 
yO 
f = {y E.. y wf(y) =0}. 
Enfin, quand le contexte permet d'omettre la fonction f, nous écrivons 
w , Y + , Y - , Y O en l i eu et pl ace respect i v em en t de w f , Y; , Y; , Y~ • 
PROPOSITION III. l. 3. On a 
E wf(x) = 0 • 
X é.X 
Démonstration. De fait, vu la définition III.l.l., on a 
= 
E 
x1::.X 
E E 
+ XEX UEW (x) 
f(u) - E E f(u) 
XE'cX UEW-(x) 
= E f(u) - E f(u) = o. Ill 
U E. U 
COROLLAIRE III.1.4. A tout sommet de poids strictement positif 
correspond un sommet de poids strictement négatif et inversément. 
Q~<?.'2~!E~!~~'2• Cela résulte immédiatement de la proposition précédente.! 
P R OP O SI TI ON I I I. l. 5 • P ou r t o u t s o u s - en s em b l e Y de X , o n a 
E wf(x) = f(Y,Y) - f(Y,Y) 
XEY 
Démonstration. De fait, la définition III.l.l. implique, pour tout 
xE.X, les égalités 
wf(x) = f(x,X) f(X,x) 
= f(x,Y) + f(x,Y) - f(Y, x ) - f(Y,x) 
= f(x,Y) - f(Y,x) + f(x,Y) - f(Y,x) 
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Dans ces conditions, il vient 
I wf(x) = I ( f(x,Y)-f(Y,x)) + I ( f(x,Y) -f(Y,x) 
x~ Y X€ Y x~Y 
= f(Y,Y) f(Y,Y) + ( E E f (x,y) 
XE.Y yEY 
= f(Y,Y) - f(Y,Y), 
ce qui suffit. / / / 
D EF IN I TI ON I II. l. 6. Pour t o ut s o us - en s em b l e Y c X , 
I wf(Y) 
XE. y 
es t l e f -p o i d s de Y • 
f(y,x) ) 
CONVENTION III.1.7. Dans la suite de ce travail, la notation 
wf(Y) 
dés i g n e l e f -p o i d s de Y. El l e s o us - en t en d. q u e f e s t un e f o n c t i on 
admissible. 
DEFINITION III.1.8. Soit f une fonction admissible d'un 
réseau de transport R. 
a) Un f-chemin dans R ou, plus simplement, chemin de flot 
est un chemin dans R tel que tous les arcs qui· le composent donnent 
à f une valeur strictement positive. 
b) Un f-chemin d'élimination ou, plus simplement, chemin 
d'élimination est un f-chemin dans R dont l'origine possède un poids 
strict em en t p os i tif et l ' ex t r ém i té te rm i n al e un p o i d s s tri c t em en t 
négatif. 
c) Une f-paire d'élimination ou, plus simplement, paire 
d'élimination est une paire de sommets x,y pour laquelle il existe 
un f-chemin d'élimination d'extrémités initiale x et terminale y. 
CONVENTION III. l. 9. Dans la sui te de ce travail, les 
appellations 
f-chemin, f-chemin d'élimination, f-paire d'élimination 
sous-entendent que f est une fonction admissible. 
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PROPOSITION III.l.10. Pour tout sommet x E. x;, il existe 
un sommet y E:- x; et un f-chemin P d'extrémités initiale x et terminale y 
tels qu'une réduction non nulle de wf(x) et de -wf(y) puisse être 
obtenue par réduction de la même quantité de flux aux arcs gui com-
posent P, les poids des sommets intermédiaires sur P restant inchangés. 
D ém o n s t r a t i o n • S o i t x €. X; . Et ab l i s s o n s t o u t d ' a b o r d q u ' il ex i s te un 
sommet y E. x; et un f-chemin d'extrémités initiale x et terminale y. 
Procédons par l'absurde. Dans ce but, désignons par Y l'ensemble des 
sommets inaccessibles de x dans le graphe partiel (X,{u e:.. U : f(u) > O}). 
L'évaluation du f-poids de Y introduit une contradiction. De fait, 
d I un e p a r t , l a d é f i n i t i on I I I. l. 6 • im p l i q u e l ' é g al i t é 
et, dans ces conditions, del 'égalit é Y nx; = (j), on déduit de suite 
wf(Y) > O. 
D'autre part, la proposition III.1.5. implique qu'on a 
wf(Y) = f(Y,Y) - f(Y,Y) 
c'est-à-dire 
wf(Y) = -f(Y,Y) ~ 0 
puisque la définition de Y implique l'égalité f(Y,Y) =0. 
La conclusion 
un tel chemin P entre 
flux de chaque arc de 
min f(u) > 0 
ueP 
est dès lors immédiate. De fait, étant donné 
+ -
x E. Xf et y E. Xf, il suffit de soustraire du 
Pla quantité 
pour obtenir une fonction admissible f' telle que 
et 
wf 1 (z) = wf(z), 'dzt: P \ {x,y}, 
ce qui suffit. Ill 
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Etablissons à présent une propriété intéressante des coupes. 
PROPOSITION III.1.11. Pour tout sous-ensemble Y de X tel que 
e E-Y, t )i Y, f(Y,Y) =c(Y,Y), f(Y,Y) =0 ~ wf(x) ~ O, pour tout xEcY\{e} 
et tout sous-ensemble Y'c. Y tel que e e.Y', ~ c(Y',Y') ~c(Y,Y). 
D ém o n s t r a t i on • S o i en t Y et Y ' de tel s s o u s - en s em b l e s • As s o c i on s a u 
-------------
réseau (X,U,c) et à la fonction admissible f, le réseau R' = 
( Y v { x 
O 
, x 1 } , U n Y x Y v E , c ' ) e t l e f l o t f ' dan s R ' o b te n u s c om m e sui t • 
Tout d'abord, deux sommets auxiliaires x
0
,x 1 / X sont associés à Y 
pour former l'ensemble des sommets du nouveau réseau. L'entrée est 
·de no u veau e et l a sorti e x 1 • En suite , p o u r t o ut x e Y , t o us l es arcs 
de l a f o rm e · · ( x , y ) , y E Y s o n t r em p l a c é s par un a r c un i q u e ( x , x 1 ) de 
capacité 
E c(x,y) 
yeY 
(x,y)E:.U 
sur lequel circule le flux 
E f (x,y) • 
yEY 
(x,y)E:.U 
En outre, pour tout x~ Y\ {e},l 'arc (x,x ) de capacité lwf(x) 1 est 
. 0 
in t r o du i t ; l e f l u x I w f ( x ) 1 y circ ul e. Enfin , l ' arc ( x 
O 
, x 1 ) de cap ac i té 
et de flux 
achève la construction. 
Comme on le vérifie de suite, la coupe associée à {x
0
,x 1 } 
dans R' vérifie l'équation 
et, par suite, vu le théorème du flot maximum et de la coupe minimum 
I. 3. 4., est minimum dans R '· Dès lors, la coupe associée à l'ensemble 
C Y ' vérifie l ' inégal i té R' 
c'est-à-dire, vu ce qui précède, 
E 
XEY' 
yE-Y' 
(x,y) E:. U 
c(x,y) + E 
XEY' 
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E c(x,y) + E 
XEcY XE.Y 
YE y 
(x,y) e. U 
La thèse résulte al ors de l'inégalité 
I: 
XE:-Y 1 
lwf(x) 1 ~ I: lwf(x) 1 • Ill 
XEY 
III.2. L'algorithme ELIMINATION 
Introduisons dès à présent l'algorithme ELIMINTATION. Son 
utilité provient de la remarque suivante. Supposons avoir résolu le 
problème : obtenir un sous-ensemble X' du réseau (X,U,c) et une 
fonction admissible f tels que 
f(X ' ,X') = c(X',X') (l) 
f(X',X') = 0 ( 2) 
wf(x) ~ 0' \:Jx EX'\{e} 
et 
wf(y) ~ 0 ' \JyEX'\{t}. 
Comme f(X', X') est nul, les poids négatifs dans X' peuvent être 
associés aux chemins d'élimination d'origine e et d'extrémité termi-
nale distincte de t et les poids positifs aux chemins d'élimination 
d'origine distincte de e et d ' extrémité terminale t. Supposons que 
nous soyons capables d'éliminer ces classes de chemin. Comme ces 
éliminations ne modifient pas les flux des arcs de X 'xX', les égalités 
(l) et (2) restent valables. Par suite, le théorème du flot maximum 
et de la coupe minimum affirme que la coupe associée à X' est minimum 
et q u e l e f l o t o b tenu est de val eu r m a x im um • L e pro bl èm e du f l o t 
m a x.im um es t do n c r é sol u ! 
L'algorithme ELIMINATION ci-dessous permet d'effectuer ces 
él im in a t ions. A p pl i q u é à un sous - en s em bl e Y de X , il dé te rm in e puis 
supprime les paires d'élimination de Y. On procède comme suit. On 
tente tout d'abord partant d'un sommet de poids strictement positif 
de tracer un chemin d'élimination ayant ce sommet pour origine, puis 
on réduit les flux des arcs qui le compose comme exposé dans la 
démonstration de la proposition III. l.1O •• Ce processus est répété 
jusqu'à ce qu'il n'existe plus de sommet dans Y de poids strictement 
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/ 
positif ou qu'il n'existe plus de chemin d'élimination. Dans ce 
dernier cas, s'il subsiste des sommets de poids strictement positif, 
l'algorithme ELIMIMATION identifie en plus l'ensemble Z des 
s om m et s de y ex t r ém i tés te rm in al es d ' un ch em in de f l o t d I o ri g in e 
'y+ appartennant a • 
ALGORITHME ELIMINATION (Y ,Z) III. 2.1. Soient f une fonction 
admissible du réseau de transport (X,U,c) et Y sous-ensemble de X. 
z := (fl : 
t.q-ch.e.mi.n : = 0 
lj aux. : = lj 
7ani que lj:ux. ~ (fl e//eciue~ 
/2i. lg-chemi.n = 0 alo~/2 
h . . x+ C 0~/2~~ X.€. ; 
chemi.n(1) := x. 
lg-ch.e.mi.n : = 1 
RlCHlRCHl_CHlMIN (chemi.n, lg-ch.e.mi.n, éiai-chemi.n) 
/2i. éiai-ch.e.mi.n = if.oqué alo~/2 
Z := ZU {chemi.n (lg-chemi.n)} 
lj : = Y \ { chemi.n ( f..g-ch.e.mi.n)} 
aux. aux. 
lg-ch.e.mi.n := lg-ch.e.mi.n - 1 
/2i. éiai-ch.e.mi.n = ie~mi.né aio~/2 
8 := mi.n{bJ1 (chemi.n (1)), ltJ1 (chemi.n( ig -ch.e.mi.n))j, 
m~n /(chemi.n (i.),ch.e.mi.n (i.+1)}} 
7-<. i. < t. g-ch.e.mi. n 
bJf(ch.e.mi.n (1)) := W-f-(ch.e.mi.n (1)) - e: 
bJf. (ch.e.mi.n (lg-ch.e.mi.n)) := bJ-,. (chemi.n (lg-chemi.n)) + 8 
Pou~~ va~i.ani de 1 à (f.g-chemi.n - 1) ~épéie~ 
I (chemi.n (i.),chemi.n (i.+1)) := I (ch.e.mi.n (i.), 
chemi.n (i. +1)) - e: 
lg-ch.e.mi.n : = 0 • 
où la procédure RECHERCHE CHEMIN (chemin,lg-chemin, état-chemin) 
est 
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AL G O R I T HM E R E C HE R CH E _ C H E~H N ( ch em i n , l g - ch em i n , 
état-chemin) III.2.2. Soient une fonction admissible f 
du réseau de transport (X,U,c) et un chemin de ce réseau de 
longueur f..g-ch.e.mi..n mémorisé dans le tableau ch.e.mi..n. 
éiai-ch.e.mi..n := no~maf.. 
7ani qu.e. (3y E Y : 1- (ch.e.mi..n (!..g-ch.e.mi..n),y) > 0) .e.i 
aux. 
éiai-ch.e.mi..n i i.e.~mi..né, ~épéi.e.~ 
choi../2i..~ yélj i.e.€. qu.e. 1- (ch.e.mi..n (l.g-ch.e.mi..n),y)>O 
aux. 
,t,i., /;Jt(y)<O 
af..o~/2 
/ éiai-ch.e.mi..n · - i.e.~mi..n é 
,t,i,_ y E.. ch.e.mi..n 
af..o~/2 
i..ndi..c.e. := mi..n{i..: 1 ~ i < f..g-che.min 
.e.i y= che.mi..n (i..)} 
ot := mi..n{/_(che.mi..n(i..),che.mi..n(i.+1): 
i..ndi c.e. ~ i < f..g-che.mi..n}; 
Pou~~ va~iani d.e. indi..c.e. à 
( f..g-ch.e.min - 1) .e./_/_.e.ciu.e.~ 
/_(ch.e.min(i),ch.e.mi..n(i..+1)) := 
1 /_(ch.e.mi..n(i..),ch.e.mi..n(i..+1 )) - 61-
f.g-ch.e.mi..n := i..ndi..c.e.: 
-t>i..non 
lg-ch.e.min := f.g-ch.e.min + 1 
che.min(f..g-che.min) :=y: 
Si.. éiai-che.mi..n ~ i.e.~mi..né af.o~-1 
léiat-ch.e.min := if.oqué • 
Enonçons tout d'abord la spécification del 'algorithme 
RECHERCHE CHEMIN. 
THEOREME I II • 2. 3. Soient f une fonction a dm i s si bl e d 'un 
réseau de transport R = (X,U,c) ~ Vaux un sous-ensemble de X. 
L'algorithme RECHERCHE_CHEMIN appliqué au f-chemin élémentaire 
(x 1 , ... ,xq) ~ R tel que Wf(xi) ~O, pour tout i ~ {l, ... ,q}, 
converge et fournit, après exécution, un chemin élémentaire de 
flot (y 1 , ••• ,yk) où y 1 = x 1 , vérifiant une seule des deux 
propriétés suivantes. 
- III - 8 -
(i) W(Yk) < 0 et 1H Y.) ~ O, 't/i E {l, ••• ,k-1 } et .état -
- l 
ch.emi.n = te)uni.n é 
(ii) W(Yi) ;;::-0, 'di e.{l, ••• ,k} et ~ y E. X: f(yk,y) > 0 et 
état-che.mi.n = iloqué 
Démonstration. De fait, comme on le vérifie aisément, si f a 
------ (init) . (init) 
pour valeur f , si le tableau ch.emi.n mémorise le f - chemin 
( (init) 
z l ' 
tel que 
(ini t) 
'
2 K(init)) 
pour tout iE.{l, ,l<(init)} et si la variable état_ch.emi.n possède 
la valeur normal, 1 'exécu.tion du corps de la boucle tant qu.e ••• 
affecte à fla valeur f(final) et détermine, dans che.mi.n, un f(final )_ 
chemin élémentaire de flot 
tel que 
( (fin al ) z 1 ' • • • (final) 
' z K ( f in al ) ) 
(final) (init) 
zl = zl ' 
w f (fin al ) ( z 1 fin al ) ) ~ 0 , V i E. { l, , K ( fin al ) - l } , 
( f . 1 ) ( ( fin al ) ) < 0 w f 1 na z K ( fin al ) 
'( f . 1 ) ( (fin al ) ) ~ 0 wf ina zK(final) r 
si après exécution on a 
.etat_che.mi.n = t.e/1.mi.né, 
si après exécution on a 
.etat_che.mi.n = no/1.ma !. , 
et, si apres exécution on a .etat_ch.emi.n = no/1.ma f. , tel qu'une des deux 
assertions suivantes soit vérifiée 
(i) f(init) = f(final) et K(final) = K(init) +let 
( (init) 
z l ' 
(i n i t ) = ( z 
1
( fi n al ) , • • • ( f in al ) 
'
2 K(init)) ' 2 K(final)-l)' 
(ii) 'rl u e U f(init)(u) ~ f(final)(u) et 3 u E.. U: 
f (in i t) ( u ) > 0 et f (fin al ) ( u ) = 0 • 
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Il s'ensuit que sil 'on représente la boucle 7ani qu e "c ondition" 
.e. /./_ eciue /1. "co/1.p.o" par 1 'organigramme 
(condition 
j 1 Q 
corps 
1 ors de t o ut passa g e en A , 1 ' al go ri t hm e RECHERCHE CH EM I N v é ri fi e 
l'invariant 
"la variable chemin représente un chemin élémentaire de 
f 1? t ( z 1 , • • • , z K) tel que 
zl = xl' 
wf(zi) ~ 0' 'ri i E- { 1' . . . ,K-1} 
wf(zk) < 0 si eiai_ chemin :: i.e./1.m in é 
wf (zk) ~ 0 si eiai_ chemin :: no/l../Tlaf.. . 
De plus, la valeur de la variable f.g_chemin est K. " 
Pour conclure, il suffit, dès lors, d'établir que 1 'algorithme 
RECHERCHE CHEMIN converge. Procédons par 1 'absurde et désignons, pour 
- (i) ( (i) (i) . . 
tout iE:IN, par f et z 1 , ,zl<(i)) respectivement la valeur 
de f et le chemin élémentaire mémorisé dans chemin. Comme le graphe 
du réseau de transport est fini, pour tout nt IN, on ne peut avoir, 
pour tout i~n, 
( ( i +l ) 
z 1 ' 
et K(i+l) = K(i) + 1 • 
(i+l) 
'
2 K(i+l)-l) 
Considérons alors la sous-suite des indices i(i) pour lesquels cette 
propriété n'est pas vérifiée. Elle introduit une contradiction. D'une 
part, elle est infinie car, pour tout i, comme la propriété ci-dessus 
ne peut être vérifiée pour tout indice j ~i(i), il existe nécessai-
rement un indice i(i+l). D'autre part, elle est finie car, pour tout i, 
on a, vu ce qui précède, 
- I I I - 1 0 -
f ,Q, (i) ~ f ,Q, (i)+l et 3 u E- U: (f ,Q, (i)(u) > 0 et f ,Q, ( i )+l(u) = 0) 
( . ) 
f(zK(i-l)'y) >O. Ill et 3 y Ë. Y aux 
Avant de spécifier 1 'algorithme ELI~I NATION, adoptons tout 
d'abord la convention suivante. 
CONVENTION III. 2. 4. Dans la suite de ce tra vail, pour toute 
partie Y d'un réseau de transport (X,U,c) et toute fonction f admis-
sible de ce réseau, nous notons 
Ly+ y 
f ' 
ou, plus simplement, 
quand aucun doute n'est possible surf, l'ensemble des sommets de Y 
+ 
ex t r ém i t é s te rm i n a 1 e s d ' un f - ch em in d e Y d ' o r i g i n e dan s Y f • 
Le théorème suivant caractérise l'algorithm e ELI MI NATION. 
THEORE ME III.2.4. Soient f une fonction compatible du réseau 
de transport (X,U,c) à capacités entières et Y un sous-ensemble de X. 
L'algorithme ELIMINATION(Y,Z) appliqué à Y et f converge et son exé-
cution détermine un ensemble Z et une fonction compatible f' vérifian t 
les propriétés suivantes. 
( i i i ) 0 n a { y l. Y; : i 1 n e p a r t a u c un f - ch em i n de y d an s Y } c Z 
c {y Eo Y wf 1 (y) ~ 0 et il ne part aucun f'-chemin 
de y dans Y}. 
(iv) On a L + = Z. 
y f "y 
+ (v) On a (Y Z)f, = (j). En particulier, Y\Z n e con t ient aucune 
f ' -p a i r e d ' él im i n a t i on • 
(vi) Si le sommet y E. Y possède un demi-degré int ér ieur nul et 
est tel que wf(y) < O, alors tout arc u E w+ ( y ) v é rifie 
l'égalit é f'(u) = f(u) et on a wf 1 ( y ) = wf( y ). 
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(vii) Si le sommet yE.Y possède un demi-degré extérieur nul 
et est tel que wf(y) > O, alors tout arc u e. w-(y) vérifie 
l'égalité f'(u) =f(u) et on a wf 1 (y) =wf(y). 
(viii) Pour tout arc u E UnCXxX YxY, on a f'(u) =f(u). 
(ix) Pour tout sommet x €Y, ~ wf(x) = wf, (x). 
D ém on s t ration • L ' al go ri t hm e EL I:H NA TION ( Y , Z ) con ver g e car à ch a que 
itération de la boucle 7ani que ... ou bien le nombre d'éléments de 
Y diminue d'une u·nité et la somme (fonction de la fonction compa-
aux 
ti bl e courante) 
L 
+ yE:.Y 
w(y) + 
. 
1 w <Y> 1 
ne change pas ou bien cette somme diminue d'une unité au moins et, 
alors, le cardinal de Y n'est pas modifié. Pour conclure, établis:-
aux 
sons les propriétés (i) à (ix). Dans ce but, remarquons, tout d'abord, 
qu'en repré_sentant la boucle 7ani que ... comme dans la démonstration 
précédente, l'invariant 
"Y uZ=Y" 
aux 
est vérifié lors de tout passage en A. 
Cel a é tan t , l es pro p ri étés ( i ) , ( i i ) , ( v ) , ( v i i i ) et ( i x ) 
sont immédiates. 
P r o u von s l a pro p ri é t é ( i i i ) • D ' une part , de l a f o rm e de l ' 
algorithme, on déduit
0
de suite que le poids d'un sommet introduit 
dans l'ensemble Z ne varie plus et par suite qu'on a 
Z c {yE Y : wf 1 (y) ~ 0 et il ne part aucun f'-chemin de 
de y dans Y}. 
D'autre part, on a 
{ y €. Y ; : il n e p a r t a u c un f - ch em i n d e y d an s Y } c Z • 
Sinon, il existe un sommet y E--Y'\ Z tel que wf(y) > 0 duquel ne part 
aucun f-chemin dans Y. Ceci est absurde car, apr:ès exécution, l' 
ensemble (Y\Z);, est vide. 
Démontrons l a pro p ri été ( i v ) . L ' in cl us i on Z c. L y+ y est 
f 1' 
est évidente car tout élément de Z est l'extrémité terminale d'une 
chain e f'-augmentante dont l'origin e x vérifie l'in égalité 
w f , ( x ) > 0 • Pour con cl ure , il rest e à p r ou ver q u 'on a L + c Z. 
y f "y 
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Procédons par l ' absurde. Il ex i s te al ors un s om m et z <j Z ex t r ém i té 
' ' + te rm in al e d un f ' - ch em in dan s Y d ' or i g in e a pp a r te n an t a Y f , , soi t 
(x,x 1 , ... ,xq,z). Or le mode d'insertion dans Z implique la non 
appartenance de x,x 1 , ... ,x dans Z et pa.r suite leur appartenance q + 
à Y \ Z , c e qui es t a b s u r d e c a r l ' en s em b l e ( Y \ Z ) f , es t v i d e • 
Prouvons pour terminer les propriétés (vi) et (vii). La 
deuxième partie de la propriété (vi) résulte de suite du fait que 
t o u t e m o di f i c a t i o n de s p o i d s s e f ai t au x ex t r ém i t é s d ' un ch em i n d ' 
élimination et du fait qu'un tel chemin ne peut avoir pour origine 
un sommet de poids strictement négatif ni pour extrémité terminale 
un s om m et de d em i - de gr é intérieur nul • Dan s ces con di t ion s , c om m e 
s euls les flux des arcs des chemins d'élimination sont modifiés et 
puisqu'un arc ue w+(y) ne peut appartenir à un tel chemin, on a, pour 
tout u E.W+(y ), f'(u) =f (u). Enfin, la propriété (vii) s'établit de 
même. Ill 
III.3. La méthode de redistribution de flux 
Décri von s à p rés en t l ' al go ri t hm e de r e di s tri but i on de fl u x 
de l<inariwala et Rao. Il s'agit d'un algorithme itératif dont chaque 
itération se compose d'une suite de phases de déplacement de flu x 
suivi e d'une phase d'élimination. Il s'applique à toute fonction 
admissible. Toutefois, avant d'amorcer les itérations, l'exécution 
d'une phase d'initialisation est requise. 
la_phase_d'initialisation 
Lors de celle-ci, les paires d'élimination de X\{e} sont 
tout d'abord supprimées de telle sorte qu'on a, pour tout xeX\{e,t}, 
w(x) ~ O; l'égalité f(t,X) = 0 permet alors d'interpréter la quantité 
w(x) comme l'excès de flux d'entrée en x en provenance de e. Ensuite, 
pour faciliter les calculs, les poids fictifs-Met M, où M désigne 
une constante arbitrairement grande, sont respectivement affectés 
aux sommets e et t. Il s assurent l es inégal i tés w ( e ) < 0 et w ( t) > 0 et , 
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/ 
par suite, aucune exé cution de la procédure ELI MI NAT I ON n e peut 
+ -
ré duire les flux des arcs de w (e) et w (t). Enfin, un ensemble 
auxiliaire X' est créé et initialisé au vide. 
Le but des itérations qui suivent la phase d'in i tialisation 
est de faire é v o 1 u e r 1 a fonction a dm i s si bl e f ainsi m o di fiée et 1 ' 
ensemble X' de telle sorte qu'on ait, après exécution de celles-ci, 
e E X', t f.. X ' ' 
f(X',X') = c(X',X'), 
f(X',X') = 0 ' 
wf(x) ~ 0' \ixE-X' \ {e}, 
wf(x) ~ 0' \:fxEX' \ {t}, 
et 
O ~ f(u) ~c(u), \:fuE.U, 
ce qui résout 1 e problème mentionné au début du paragraphe III. 2 .. 
Elles reposent sur le déplacement des excès de flux (cités ci-dessus) 
en t. 
Analysons tout d'abord les phases de déplacement de flux. 
1 es _phases _de _dép 1 ac em en t __ 9 ~ _ f ~ ~ ~ 
Avant toute exécution de cette sui te de phases, 1 'ensemble 
X'- est non vide et l'on a, pour tout xe X'-\{t}, w(x) ~ O. Ceci est 
assuré à la première itération par l'exécution de la phase d'initia-
lisation et, pour toute itération ultérieure, par 1 'itération pré-
cédente. 
C el a é t a n t , 1 o r s d e t o u t e ph a s e r , 1 e c om p 1 érn en t ai r e de l ' 
ensemble X' courant est partitionné en deux sous-ensembles X et Y 
r r 
do n t 1 e d e r n i e r ci t é c o n t i en t 1 e s s om m e t s con t r e l e s q u e 1 s 1 ' ex c ès 
de flux d'entrée disponible dans X'- est à déplacer. De plus, cett e 
r 
partition vérifie les relations 
+ X = <l>' r 
f(X',Y ) = c(X',Y ), 
r r 
f(X ,Y ) ~ c(X ,Y ), 
r r r r 
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et 
f(Y ,X'uX) =0. 
r r 
Elle donne, en .. outre, lieu à une des deux situations suivantes. Dans 
l a p r em i è r e , o n a X - = <!> o u f ( X , Y ) = c ( X , Y ) • Dan s ce s c o n di t i on s , 
r r r r r 
aucun d ép l a c em en t d e f l u x n ' es t p o s s i b l e , l ' en s em b l e X es t a j o u t é 
r 
à X' et la phase d'élimination, décrite ci-dessous, est exécutée. 
Dans la seconde, aucune des deux égalités précédentes n'est vérifiée. 
Les arcs de X xY sont alors saturés, augmentant ou diminuant ainsi 
r r 
respect i v em en t l es p o i d s des s om m et s de X et Y • Des p ai r es d ' él i -
r r 
mination peuvent 
réduit les poids 
ponible dans x;. 
déplacée contre Y 
maintenant exister entre x+ et x-. Leur suppression 
r r 
d es s om m e t s de X + e t l ' ex c ès de f l u x d ' en t r é e di s -
r 
La quantité correspondante de flux est ensuite 
et l'ensemble 
r 
L 
r = LX+ X 
r' r 
est retiré de X 
r 
r + l , c om m en ce. 
pour être ajouté à y • 
r 
Un e no u v e 11 e ph a s e , n um é r o t é e 
Il con v i en t i c i de cl a ri fi e r l e con c e p t d e d ép l a c em en t de 
flux. 
l e _CO n C e 2 t _ d e _ d ép l a C em en t _ de _ f l U X 
La suppression des pairesd'élimination représente une réduction 
d'une certaine quantité de flux dans X+xx-. Ceci n'est possible que 
r r 
parce qu'un poids positif fut créé pendant le processus de saturation 
( r e prés en t an t un e au gm en ta t i on de f l u x dan s X x Y ) • Dès l o r s , un e 
r r 
certaine quantité de flux contre X a été réduite et, au moins, une 
r 
quantité correspondante de flux contre Y a été accrue. Nous inter-
r 
prétons ce changement comme un déplacement de flux puisque le flux 
con t r e X - a é t é d ép l ac é con t r e Y • D an s l a s u i t e , n b u s u t il i s e r o n s 
. r r 
ce te rm e " d ép l ac em en t " p o u r d é s i g n e r un m o y en d e r é d u c t i on d e f l u x 
entre l es paires d ' él im in a t ion , c el l e - ci étant c om p en s é e par une 
augmentation correspondante de flux dans une autre direction. 
Décri von s a p rés en t l a phase d ' él im in a t ion 
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l a _phase_ d ' él im in a t ion 
Ar r i v é en ce p o i n t , un nom b r e f i n i h d e ph a s es de d ép l a c em en t 
de flux ont été effectuées et on a 
Yh+l = {t} U L 1 U ••• U Lh' 
chaque ensemble L. (l~i~h) pouvant contenir des sommets de poids 
l 
positifs ou négatifs créés · durant l'exécution de celles-ci. 
Dans la phase d'élimination, les arcs saturés durant les 
phases de dép l ac em en t de f l u x sont s él e c t ion nés dans l 'ordre invers e 
del 'ordre de saturation et leur flux est réduit. Ce processus se 
r ép è t e j u s q u ' à ce q u e t o u s r es p o i d s p o s i t i f s s o i en t él im i n é s • 
Nous prouverons dans la suite les inclusions 
( L . xL . l ) lî U C ( X . x Y . ) r\ U ( i = l , , h ) 
l l- l l 
et d ém on t r e r on s que l ' él im in a t i on des p o i d s p o si t i f s dans L ; ( i = l , 
l 
••• ,h) nécessite une réduction d_e flux, initialement augmenté dans 
(L . xL. 1 )(\LJ. Toutefois, avant que le flux dans (L.xL. 1 )n U (i =l, l l- l 1-
••• ,h) . ne soit réduit, nous prendrons soin de supprimer toutes les 
paires d'élimination existant dans L .• Notons qu'une telle suppression 
l 
entraîne un déplacement successif de flux à travers les ensembles 
Li, Li-1' ••• ' {t}. 
Enfin, la phase d'élimination se termine par la réinitiali-
sation - des flux dans X' de telle sorte qu'on ait w(x) ~ O, pour tout 
x1=.X 1\{t}. 
L'algorithme suivant formalise ce qui précède. 
ALGORITHi'1E DE REDISTRIBUTION DE FLUX III. 3.1. Soient f une 
fonction admissible d'un réseau de transport (X,U,c) et M une constante 
arbitrairement grande. 
Poull. tout x E. X\. { .e.} .e../../..e.ctu.e.ll. 
w(x) := t(x,X) - t(X,x); 
w ( .e. ) : = -fl ; 
lllflINA7ION(X ,Z); 
w(t) := fl; 
X , : = <l> ; 
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~· 
7ant que X' i <I> ettectue/l. 
X := X' ; 
0 
!j :: <I> ; 
0 
L : = { t} ; 
0 
Pou/l. tout u e. li e/!-tectue/l. o/_(u) : = 0: 
X 1 : = X ' \ { t} : 
lj 1 : = { t} ; 
/Z, := 1: 
7ant que x- # <I> et /_(X ,lj ) < c(X ,lj ) /l.épéte/l. /l. /l. /l. /l. /l. 
Pou/l. tout (x., y)€ (X x.lj ) n li e/_/_ectue/l. /l. /l. . 
o/_(x.,y) :: c(x.,y) -/_(x.,y); 
,1j_ o/_(x.,y)>O af.O/l.-6 
/_(x.,y) :: c(x.,y); 
w(x.) :: w(x.) + o/_(x.,y); 
w(y) :: w(y) -o/_(x.,y); 
lLIMINA710N(X ,L ): /l. /l. 
/l. := /l.+1: 
X /l. :: X/l.-1 \ L/l.-1: 
:: lj 7UL 1; /l.- /l.-
Si. x- # <1> a f.o /l.-6 X ' : = X' u X /l. /l. 
,tt::.1Z.-1: 
7 ant que /l. i O e/_/!-ectue/l. 
lLIMINA710N(L ,Z); /l. 
7 ant que L + i <I> et/!-ectue/l. /l. 
ch.oi.-1i./l. un _a/l.c (x., y) E. (L: x. L/l._ 1 ) n li te!. que 
8 = mi.n{of!_(x.,y),w(x.)} > O; 
/_(x.,y) :: /_(x.,y) -8; 
w(x.) :: w(x.) - 8; 
w(y) := w(y) + 8; 
ot(x.,yJ := ot(x.,yJ - 0: 
Il.:: 12.-1: 
w(e) := c(X',X') + lw(X'-JI: 
w(t) := - c(X',X'); 
lLIMINA710N(X',Z). 
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E ta b l i s s o n s à p r é s en t q u e l ' al g o r i t hm e d e r e d i s t r i b u t i on d e 
flux résout le problème du flot maximum. Dans ce but, démontrons 
tout d'abord les deux propositions préliminaires suivantes. 
PROPOSITION III.3.2. Soient f une fonction admissible du 
réseau de t ra n sport R = ( X , U , c ) , w une f on c t i on de R et M et ~1 ' deux 
constantes positives arbitrairement grandes telles que 
et 
w ( e) = 
w ( t) = 
-M' 
M ' ' 
w(x) = .f(x,X) -f(X,x) ~ O, \:lxe.R. 
S o i t , en o u t r e , X ' un s o u s - en s em b l e de X t el q u e f ( X 1 , X ' ) = 0 et 
f ( X ' , X ' ) = c ( X ' , X ' ) • L e pro g r am m e 
X : = i ' : 
0 
y O : = <!>: 
l := {.t}: 
0 
Po u..11. .to u..t u. e. lL .e./,./,.e. ciu..e..11. ot ( u.) : = 0: 
x1 := i'\{i}: 
Y7 := {.t}: 
.Il.:: 1: 
7 an .t q u. .e. X - F <!> .e.i t ( X , Y ) < c ( X , Y ) .11. é p é .t .e..11. 
.Il. .Il. .Il. .Il. .Il. 
Pou..11. .tout ( x, y) Ec ( X x y ) n lL .e./,/,.e.ciu..e..11. 
.Il. .Il. 
0/_ (X, y) : : C (X, y) - /_ (X, lj) ; 
,1.i. ot(x,y)>O af.0.11.,1 
t(x,y) := c(x,y): 
w(x) := w(x) + ot(x,y): 
W (y) : : W (y) - 0/. (X, y) ; 
llIMINA7ION(X ,l ): 
.Il. .Il. 
.Il.:= .11.+1: 
X 
.Il. ::X 7\l 7: .11.- .li.-
Y . -
.Il. • - y 7Ul 7: 
.11.- .11.-
s .i. x- 1 X, 
.Il. 
:= X'u X • 
.Il. 
a p pl i q u é à f , w , X ' converge. De pl us , si X 1 nit , fini t désignent 
respectivement la valeur de X'~ f avant exécution et si h, Xfinal' 
ff. 1 , wf. 1 , ff. 1 désignent respectivement la valeur der, X', ina ina ina ---:-. ~----~--------------
f, w, f après exécution, on a 
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l) x,-
n 
-1= <P ffinal(Xh,Yh) = c(Xh,Yh) et X ' final - X' - ini t U Xh . 
2) X~ = <P X ' = X! • t. final 1n1 
3) \:lr e. {l, ' h } :ff. 1 (Y ,X) = 0 et X ru y - x' et ina r r r - ini t 
X n y = (j) , 
r r 
4 ) f final ( Xfinal ,X.final) = C ( X fi . l ' Xf' . l ) • ina ina 
5 ) ff · l ( Xf' · l 'Xf' . l ) = O' ina ina ina 
6) \:lx e.X f'. l: wf. 1 (x) ~ O. ina ina 
7) X! ·t = (j) ===> Xf'. 1 .::1e 1n1 ina 
8) Vr e- {l, ••• ,h-1} V (x,y) E. (X x Y ) n U: ofr( x ,y) > 0 ~ yE.L l 
r r r -
où Ofr ( l ~ r < h) désigne la valeur de Of dans la r em e itération de 
la boucle 7ant qu.e. •••• 
grande. 
grande. 
9 ) w f . 1 ( e ) = -M " ina où M" est une constante arbitrairement 
10) wf. 1 (t) = M"', où M"' est une constante arbitrairement ina 
11) f .. t(e,X) = ff. 1 (e,X). 1n1 ina 
12) f .. t(X,t) = ff. 1 (X,t). 1n1 ina 
13) X+ f = (j). 
h' f. l in a 
14) Yh = Lh-l U ... U L 1 U {t}. 
15) 
16) 
V i , j ~ { l , • • • , h -1 } : i -1= j ~ L . n L . = (j) . 
l J 
'dr e. {l, ••• ,h-l}Vx e. L .:lw*(x)~O r . 
w fin al ( x ) = w * ( x ) + f fin al ( x 'L r -1 ) - 8 - f fin al ( X r + l 'x ) 
o ù 8 est l e f l u x t o t al r éd u i t l e l on g des ch em i n s d ' él im in a t ion de 
x à X- par l'exécution de ELIMI NA TION (X ,L ). 
r -------- r r 
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17) \irE.{l, , h -1} 'd ( x, y) e, (L x L 1 ) n U r r -
ofr(x,y) = éff. 1 (x,y). ina 
18) \i r €.{O, ••• ., h -1} 'd(x,y)Ë-(X 1 xL )nu r+ r 
r+l 
off. l (x,y) ~ ôf (x,y). ina 
19) 't/ r E {l, ••• ,h-1} 'd(x,y)E.(L xl 1 )nU r r-
ôff. 1 (x,y) = 0 ou ff. 1 (x,y) = c(x,y). ina ina 
20) ff. 1 est une fonction admissible. ina 
21) 'tlxE.X\{e,t} wf. 1 (x) = ff. 1 (x,X) -ff. 1 (X,x). ina ina ina 
Q ~ ~ '2 ~ ! E ~ ! ! ~ '2 • E t a b l i s son s t o u t d ' ab o r d l a c o n v e r g en ce d u p r o g r am m e • 
Deux cas se présentent. Dans le premier, pour toute itération r, l' 
ensemble L est non vide. Dans ces conditions, comme l'ensemble 
r 
X = X' est fini et puisque, pour tout r, on a 
0 
X 1 =X \ L,il r+ r r 
existe nécessairement un indice h pour l e quel o n a X h = cj), ce qui 
suffit. Dans le second, il existe une 
ensemble L est vide. Dans ce cas, il 
r 
itération r pour laquelle 1 1 
X =X\L =X 
r+l r r r 
et, par conséquent, 
f(Xr+l'yr+l) 
et 
= f(X ,Y ) 
r r 
vient 
Dès lors, il reste à établir, pour conclure, l'égalité 
f ( X , Y ) = c ( X , Y ) • 0 r ceci rés ul te de suite du fait que l es f l u x 
r r r r 
des arcs d'origine dans X et d'extrémité terminale dans Y n'ont 
r r 
pu être modifiés par l'exécution de la procédure ELIMINATION (X ,L ). 
r r 
Etablissons à présent les propriétés l) à 21). 
l ) et 2 ) s on t im m é d i a t s • 
3) Raisonnons par recurrence. D'une part, les rela tions 
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/ 
Xl = {t}, yl = Xinit \ {t}, 
0 ~ ff. l (Y 1 ,x 1 ) ~ f .. t({t},X' \ {t}) = O 1na 1n1 
é ta bl i s sent 1 a propriété p ou r r = 1. D ' autre part , cette propriété 
est vérifiée pour r = r €- {l, •.• ,h} si elle 1 'est pour tout 
0 
r E-{l, ••• ,r -1}. De fait, on a, bien sûr, 
0 
X u y = X' r r init' 
0 0 
X (\ y = (j). 
ro r 0 
De plus, il vient, en désignant, pour tout r E. {l, ••• ,h-1}, par f(r) 
1 1 d f ' 1 f · d 1 em e · , · a va eur e a a 1n e a r 1terat1on, 
0 ~ ff. l(Y ,X ) 1na r r 
0 0 
~ f(ro-l)(Y 
-1 u L l'X -1 \ L -1) r r - r r 0 0 0 0 
Dès lors, puisque 1 'hypothèse de 
, 
recurrence imp 1 ique 
( ) (r -1)( ) 0 = ff. 1 y 1 'X 1 = f o y 1 'X 1 ' 1na r - r - r - r -
0 0 0 0 
il reste pour conclure à prouver que le deuxième terme de la somme 
pré c éden te est nul • Sinon , il ex i s te un arc ( x , y ) E ( L r _ 1 , X r _ 1 \. L r _ 1 ) 
0 0 0 
tel que f(x,y) >O. Ceci introduit une contradiction car, comme le 
théorème III. 2. S. implique 1 'égalité 
L 
r -1 
0 
= LX+ f X ' 
r -1' r -1' r -1 
0 0 0 
1 e s om m et y a pp art i en t à L 1 • r -0 
4) Comme la propriété s'établit de suite au cas où X~= <1>, 
il suffit del 'établir dans le cas où X~ -1= q,. Dans ce cas, il vient, 
vu la propriété 2), 
X' - X' X fin al - in i t V h 
et, par suite, vu la propriété précédente, 
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ff. l(Xf'. l'Xf'. l) =ff. l(X! ·tuxh,X! ·tuXh) 1na 1na 1na 1na 1n1 1n1 
= ff. l(X! ·t,X! ·tnXh) + 1na 1n1 1n1 
= ff. l(X! ·t,X! ·tnXh) + c(Xh,Yh) 1na 1n1 1n1 
= ff. l (X! ·t,X! ·t n Xh) + 1na 1n1 1n1 
Pour conclure, il reste à prouver qu'on a 
ff. l(X! ·t,X! ·t nxh) = c(X! ·t,X! ·t r\Xh). 1na 1n1 1n1 1n1 1n1 
De fait, del 'égalité 
on déduit de suite que toute partie Ac..X! ·t vérifie les égalités 
lnl 
= c(X! . t,A) 1n1 
ce qui suffit. 
5 ) C om m e l a pro p ri é t é e s t i mm é di a te .q u an d X~ = (j) , o n p eu t , 
bien sûr, supposer avoir Xfinal = Xi.nit u Xh. Dès lors, il vient, vu 
la propriété 3), 
f final (Xfinal ,Xfinal) = ff. l(X.' ·t 1na 1n1 
~ ff. l(X! "t'X! ·t) + 1na 1n1 1n1 
ff. l (X! ·t n Xh,Xh) 1 na in 1 
= 0 + 0 • 
D I o ù l a con cl us ion. 
X.' . t . l nl 
6) De fait, les valeurs de w et f ne sont modifiées que dans 
Dès lors -, si l'ensemble X~ est vide, la propriété est immé-
diate. Dans le cas contraire, il suffit, alors, pour conclure de 
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prouver qu'on a, pour tout xE-X1--., wf. 1 (x)~O. Or du théorème III.2.4. " 1na 
on déduit de suite, en désignant par w ' la valeur de w avant exécution 
de ELI MINATION(Xh-l'Lh-l) 
L h-1 = L + 
xh-l'xh 
:>{x'=-Xh-1 w'(x)>O} 
:>{xE.Xh-1 wf. 1 (x)>O} 1na 
ce qui suffit car Xh vaut Xh-1 \ Lh-1° 
7 ) De f ai t , c om m e l e d em i - d e g r é i n t é r i eu .r de e es t n u l et 
puisqu'on a w(e) ·= -M, où M désigne une constante positive arbitrai-
rement grande, l'entrée du réseau ne peut être l'extrémité d'un 
ch em in d ' él im in a t i on. Dès l o r s , il v i en t e 1- L p o u r tout 
r 
r E- {l, ,h-1} et puisque e appartient à X, x- est non vide et e 
r 
appartient à X pour tout r E..{l, ••• ,h}. Dans . ces conditions, la 
r , . 
proprié.té 1) implique l'égalité Xf . 1 = X! .tuXh et par conséquent 1na 1n1 
la thèse. 
8 ) Pro c éd on s par l ' ab sur de. Il ex i s te al o r s r ~ { l , • • • , h -1 } , 
( x , y ) E- ( X , Y \ L l ) tel s que ôf r ( x , y ) > 0. Dès lors , l es égal i tés 
r r r-
X = X 1 \ L 1 e t Y = Y 1 u L 1 im p l i q u en t q u e l ' a r c ( x , y ) a pp a r t i en t r r- r- r r- r-
à ( X 1 , Y 1 ) • C e c i i n t r o du i t un e c o n t r a di c t i on c a r , c om m e l ' ex é c u t i on r- r-
d e EL I MI N AT ION ( X l , L l ) n· e p e ut m o d i f i e r l a v al eu r d u f l u x de ( x , y ) , 
r- r-
il vient alors 
fr(x,y) = c(x,y) 
et, par suite-" 
r r ôf (X, y ) = C (X, y ) - f (X, y ) = Ü • 
9) et 10) résultent de la valeur de w(e) et w(t) et du 
théorème III. 2. 5 •• 
11) résulte de la valeur de w(e), du fait que w- (e) = <!> 
et du théorème II.2.5 •• 
12) résulte de la valeur de w(t), du fait que w+(t) = <!> 
et du théorème III. 2. 5 •• 
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13) De fait, vu le théorème III. 2. 5. on a apres exécution 
de ELI MI NATION(Xh-l'Lh-l) 
( X h -1 \ L h -1 ) + = <!). 
14) et 15) En effet, on établit aisément par récurrence les 
égalités 
Y = L l U ••• U {t} , 't/ r E. {l, ••• ,h}, 
r r-
L. n L . = <P, 'di, j E- { 1, • • • , h -1}, i f. j • 
1 J 
16) Soient r E- {l, ••• ,h-1} et x L • Comme on le vérifie de 
r 
suite , on a , au début de 1 a r em e itéra t i on , w ( x ) ~ 0. Appel on s w * ( x ) 
cette valeur de w (x). L 'exéc:.ition de 1 1 instruction itérative Pou.17.. 
tout (x.,y) E::.-(X x.lj )n IJ. ••• affecte alors à w(x) la valeur 
17.. 17.. 
w(x) = w*(x) + ôfr(x,Y ) 
r 
c'est-à-dire, vu la propriété 8), la valeur 
w(x) = w*(x) + ôfr(x,L 1 ) • r-
En sui t e , 1 ' a p par t en an ce de x à L e t 1 e th é o r èm e I I I. 2. 5 • im p 1 i q u en t , 
r 
a p r ès ex é c ut i on de 1 a pro c éd u r e EL I M I N AT I ON ( X , L ) , 1 ' in é g a 1 i t é 
r r 
w(x) ~ 0 
ce qui ne se peut que si on a 
w*(x) + ôfr(x,Lr-l) ~ 0. 
Par conséquent, en utilisant des notations connues, la valeur de w(x) 
devient 
r 
w*(x) + ôf (x,Lr_1 ) - 8. 
Enfin, puisqu'on a XE..Y 1 , l'itération suivante affecte à w la valeur r+ 
r r+l 
w*(x) + ôf (x,Lr_1 ) - 8 - ôf (Xr+l'x) • 
L a thèse rés ul te al ors de 1 a pro prié té 8 ) • 
r ~ { 1, 
1 7 ) De fa i t , c om m e on a , p o u r tout i E.. IN et tout 
0 
,h-1-i}, 
X • n L = <!), 
r+1 r 
tout arc (x,y) ~(Lr,Lr-l) ne peut appartenir à (Xr +i'yr+i ) 
r s {l, .~. ,h-1-i}). 
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( i s IN , 
0 
18) Soient r e{O, ••• ,h-1} et (x,y) un arc de X 1 xL. r+ r 
D ' un e p a r t , s i l e s om m e t x a p p a r t i en t à L 1 , l ' a r c ( x , y) a p p a r t i en t r+ 
à L 1 x L et, vu la propriété précédente, on a r+ r 
1:f r + 1 ( x , y ) 1:f ( ) u = u f. l x,y • 1na 
D'autre part, si x appartient à X 1 \ L 1 , la seule affectation que r+ r+ 
le programme puisse imposer à of(x,y) après la (r+l) eme itération 
es t of(x,y) := O. De fait, pour tout arc (x,y) E.. X . x Y • , l 'iné-
. r+1 r+1 
galité ofr+ 1 (x,y) > 0 (ielN) et la propriété 8) impliquent l 'apparte-
nance de y à L . 1 • La disjonction des ensembles L. (i = 1, ••• ,h-1) r+l - l 
permet de con cl ure. 
19) se démontre de suite par récurrence en tenant compte de 
la propriété précédente. 
2 0 ) et 21 ) sont im m éd i a t s. / / / 
PROPOSITION III.3.3. Le programme 
Il.:: JZ.-1; 
7 ani q.u.e. Il. i O .e.f!t.e.ciu.e.JZ. 
lLI~INA7ION(L ,Z); 
Il. 
7 ani q.u.e. L + i 4> .e.f!f!.e.ciu.e.JZ. 
Il. 
choi.-1i.JZ. un a;z_c (x.,y) E:(L+ x.L 1 JnLL t.e. f. q.u.e. Il. Il. -
8 = mi.n{ot(x.,y),w(x.)} > 0; 
t(x.,y) := t(x.,y) - 8; 
w(x.) . - w(x.) 
-
8; 
w(y) . - w(y) + 8; . -
otrx., yJ . - otrx.,yJ 
-
8; 
Il. : = JZ.-1. 
appliqué à r = h et aux êtres mathématiques vérifiant les assertions 
1) à 21) de la proposition III. 3. 2. converge et modifie uniquement 
off in al ' f fin al ' w fin al en 
ait après exécution 
M f . , f f . , w f . d e t el l e s o r t e q u ' o n in in in -
l) wf. (x) ~ 0 'ti xE-X\{t}, in 
2 ) w f . ( e ) = -M " " in 
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3) wf. (t) = :1""', ln 
5) ff. (Xf'. l'Xf'. 1) = O, in 1na 1na 
6 ) ff. (Xf'. l'Xf'. 1) = c(Xf'. l'Xf'. 1), in 1na 1na 1na 1na 
7) 0 ~ ffin(u) .ç c(u), 'du EU, 
où M "" et M '"" désignent deux constantes arbitrairement grandes. 
Démonstration. Etablissons tout d'abord par récurrence qu'en repré-
s en t an t ce p r o g r am m e p a r l ' o r g an i g r am m e 
l'invariant 
/1.:=h-1 
A---~ 
(/l.=0),--------~l 
0 
Vj E..{r+l, ••• 
'dx E. L : w(x) 
r 
lLIMINA7ION(L ,Z) 
+ 7 ant qu.e. L 
/1. /l.:=/1..-1 
/1. 
i cj) ••• 
,h-1}, 'd XE-L. 
J 
w(x) ~ 0 
~ of(x,L 1 ) r-
\lj E {l, ••• 
w(x) ~ w*(x) 
, r -1}, id x E L . 3 w* ( x) ~ O, 0 ~ O : 
J 
+off. 1 (x,L. 1 )- 0 -off. 1 (X. 1 ,x) 1na J- 1na J+ 
'dx E:.X ' : w(x) = wf. 1 (x) 1na 
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(l) 
( 2) 
( 3 ) 
( 4 ) 
'N ( e) = -M , 
w ( t) = - (1 1 ' 
'ïi xE-X \ {e,t}: w(x) = f(x,X) -f(X,x), 
f (Xf inal ,Xfinal) = O 
f(Xf1 ' l'Xf'. 1) = c(Xf'. l'Xf'. 1) 1na 1na 1na 1na 
'du e.U : 0 ~ f(u) ~ c(u) 
( 5) 
( 6 ) 
( 7) 
( 8) 
( 9 ) 
oo) 
où M et M' désignent deux constantes positives arbitrairement 
grandes" 
est vérifié lors de tout passage en A. D'une part, lors du premier 
passage en A on a r = h-1 et comme la seule instruction exécutée est 
Il. := Il. -1, les relations (l) à (10) se déduisent de suite de 1 'hypo-
thèse. D'autre part, sil 'invariant IA est vérifié lors d'un passage 
en A et s'il existe un passage successif, 1 'invariant est encore 
vérifié 1 ors de ce dernier passage. De fa i t , soi t r 
O 
1 a val eu r de r 
lors du premier pas sage. Au second, on 
conditions, seules les relations 
et 
w(x) ~ O, 'ïixEL 
r 
0 
w(x) ~ of (x,L 2 ), r -0 
aalorsr=r -1. Dans ces 
0 
ne sont pas évidentes. Démontrons les. Par hypothèse de recurrence, 
il vient 
w(x) ~ w*(x) + of(x,Lr _2 ) - 0 - of(Xr _1 ,x), 
w(x) ~ of(x,L 1 ), r -0 
0 0 
'r:j X E. L 
ro 
'rlxE.L l 
r -0 
et dès 1 ors , vu 1 e th éo r èm e III. 2. 5. , après exécution de 
EL I M I NAT I ON ( L , Z ) , 
r . 
0 
w(x) ~ of(x,L 1 ), r -
0 
V X~ L 
r 
0 
Dans ces conditions, la boucle 7ani qu~ L+ # ~ ••• converge et on a, 
Il. 
après exécution, 
w(x) ~ O, 'dx E. L 
r 
0 
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j 
En outre, comme, pour tout XE..L 1 , les valeurs de of(x,L 2 ) et r - r -
0 0 
of(Lr _1 ~x) ne changent pas lors de cette exécution, il vient encore, 
0 
pourtoutx(éël 1 , r -
0 
w(x) ~ w*(x) + off. l (x,L 2 ) - 0 - off. l (X 1 ,x) + of(Lr _1 ,x) 1na r - 1na r -
0 0 0 
ce qui suffit. 
De plus, la convergence du programme et les relations 2) a 7) 
résultent de suite de ce qui précède. Prouvons pour conclure la 
rel a t ion l ) • D ' une part , si on a X f, . 1 = X ! . t , il vient X f, . 1 = X h '-.J Y h 1na 1n1 1na . 
et par suite, vu l'invariant IA particularisé à r =0 et les égalités 
X~= ,Yh =Lh-l U ••• U L 1 U {t}, les relations 
w(x) ~ O, 'tlxE.Xf'. 1 \{t}. 1na 
D'autre part, sil 'ensemble Xf'. 1 vaut X! ·tu Xh' son complémentaire 1na 1n1 
va u t Yh et ce qui précède établit les relations 
w(x) ~ O, VxE.Xf'. 1 \{t}. 1na 
La thèse résulte alors du fait que le programme ci-dessus ne modifie 
pas 1 es p o i d s des s om m et s de X ! • t • / / / 1n1 
Le théorème suivant établit quel 'algorithme de redistribution 
de flux permet de résoudre le problème du flot maximum. 
THEOREME III.3.4. S'il converge, l'algorithme de redistri-
b u t i on d e f 1 u x I I I . 3 • 1. a pp l i g u é à l a f o n c t i on a dm i s s i b 1 e f m o di f i e 
f de telle sorte qu'elle représente après exécution un flot de valeur 
maximum. 
Démonstration. De fait, avant exécution de la dernière instruction, 
on a, vu les deux propositions précédentes, 
eEX', t E- X', 
f(X',X') = c(X',X'), 
f(X',X') = O, 
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w(x) ~ O, 'v'xEcX' \ {e}, 
w(y) = 0, 'r.J x E. X'\{t}, 
0 ~ f(u) ~ c(u), 'd ueU, 
w(e) = c(X',X') + /w(X'-)/, 
w(t) = -c(X',X'). 
De plus, la fonction w est la fonction de poids associée à f. En 
effet, les proposi tians III. 3. 2. et III. 3. 3. établissent qu'on a, 
pour tout x Ec: X\{e,t}, w(x) = f(x,X) - f(X,x). En outre, la propostion 
I I I. l. 5 • a p pl i q u é e à Y = X ' , X ' s u cc e s si v em en t i m p l i q u e q u e t o u t e 
fonction ~e poids w' pour f vérifie 
w'(e) = c(X',X') - w'(X'-) = c(X',X') + / w(X'-)/ 
et 
w'(t) = -c(X',X'). 
Dès lors, comme on a w-(e) + =<t>=w (t), il vient 
f(e,X) = c(X',X') + /w(X'-)/ 
et 
f(X,t) = -c(X',X'), 
ce qui suffit. 
Etablissons à présent quel 'exécution de la dernière instruc-
tion ELIMINATION(X',Z) modifie les poids des sommets de X' de telle 
sorte qu'on ait 
w(x) = O, \ixE.X' \ {e} 
sans altérer pour autant les flux de X' x X'. La dernière partie 
résulte de suite du théorème III. 2. 5 •• Pour démontrer la première, 
procédons par l'absurde. Il existe alors y EX' \ {e} tel que w(y) < O. 
P a r su i te , il v i en t , après ex écu t i on de EL VH N AT ION ( X ' , Z ) , · vu l a 
proposition III. l. 5., 
w(e) = c(X',X') + /w(X'-)/ > 0 
et, par conséquent, puisqu'on a (X' \ Z)+ = cj) , e E:. Z. Il s'ensuit 
qu'il n'existe pas de chemin de flot partant de e dans X'. Dans ces 
conditions, l'ensemble A des sommets de X' inaccessibles de e par 
un chemin de flot introduit une contradiction. D'une part, il vient 
, · 
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w(A) = f(A,Â) - ·f(A,A) 
c'est-à-dire puisque la définition de A implique l'égalité f(Â,A) =Ü, 
w(A) = f (A,Â) ~ O. 
D ' au t r e par t , c om m e o n a A = X ' \ { e } e t pu i s q u e t o u t s om m et x d e X ' \ { e } 
vérifie l'inégalité w(x) ~ O, il vient 
w(A) = w(X'\ {e}) = w(y) + w(X'\{e,y}) < O, 
ce qui est absurde. 
Démontrons enfin la thèse. Ce qui précède établit que la 
fonction admissible f vérifie en tout sommet distinct de e et t 1 1 
é qua t i on d e con s e r v a t i on d é l a s om m e d e s f l u x • Il s ' a g i t do n c d ' un 
flot. De plus, sa valeur est maximum .car elle vaut la capacité 
c(X',X') de la coupe associée à X'. Ill 
Le théorème suivant assure la convergence del 'algorithme 
III. 3. 1.. De pl us, il détermine sa comp 1 exi té. Comme sa démonstration 
s or t du c a d r e de ce m ém o i r e , no us 1 ' a dm e t ton s • 
THEOREME III.3.5. L'algorit~me de redistribution de flux 
III.3.1. appliqué à un réseau de transport à~acités entières et 
à une fonction admissible à valeurs entières converge. Sa complexité 
5 temporelle est (9 (n ) au plus. 
Démonstration. Rés ul ta t a dm i s. (cf r. [ 3 4 J ) II I 
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CHAPITRE IV 
L A M ET HO DE DES P REF L O T S 
IV.l.Le reseau de couches 
Ce chapitre décrit la méthode des préflots. Il s'agit d'une 
méthode itérative dont chaque itération construit à partir d'un flot 
don n é ( p a r l ' i t é r a t i on p r é c éden te ou , p ou r l a p r em i è r e , p a r l ' i n i -
tialisation) dans un certain réseau une suite de préflots dont le 
dernier élément constitue un flot de valeur supérieure. Précisons 
tout d'abord le réseau que nous utilisons. 
DEFINTION IV.1.1. Soient fun flot du réseau de transport 
R = (X,U,c) et k la longueur minimum d'une chaîne f - augmentante dans 
R(f). Le réseau de couches associé au réseau R et au flot f est le 
graphe dont l'ensemble des sommets est composé des couches L. définie 
l 
par les relations 
L = {e}, 
0 
-:i i -1 
.:::iyeU. l L. J= J 
( (y,x) E: U et f(y,x) < c(y,x) ) ou ( (x,y) E:: U et f(x,y) > 0 
i = 1, ... ,k-1 , 
Lk = {t} 
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et dont l'ensemble des arcs est constitué des arcs (x,y )~ U tels qu e 
f(x,y) < c(x,y) pour lesquels il existe i E { 0' ,k-1} tel que 
X E. L. et y EL. l l+ et des arcs (y,x) E. U tel que f(y,x) > O et pour les-l 
quels il existe i E- { 0, ... ,k-1} tel que XE L. et yE.L. 1· l l+ 
CONVENTION IV. l. 2. Dans la suite de ce travail, la notation 
désigne le réseau de couches associé au réseau de transport (X,U,c) 
et au flot f de ce réseau. 
Le théorème suivant lie les réseaux de référence et de couches. 
T HE O R EM E I V. l. 3 • Q u an d il ex i s t e , l e r é s e a u de c o u ch e s 
associé au flot f et au réseau de transport R = (X,U,c) s'identifie 
au graphe (X,UR f) du réseau de référence (X,UR f,c). 
' ' 
Démonstration. Cela résulte aussitôt des définitions II.9.1. et 
IV.1.3 •• Ill 
Bien " sur, l'existence du réseau de couches associé au réseau 
de transport R = (X,U,c) et à un de ses flots f dépend del 'existence 
d'une chaîne f - augmentante dans R. L'algorithme suivant, résultant 
d'une légère modification del 'algorithme CONSTRUCTION_RESEAU_ 
REF E RE N C E I I. 9. l 2 • , p e rm e t de d é te rm i n e r l ' ex i s t en c e d e c e r é s e a u 
et, dans l'affirmative de le construire. Il repose aussi sur une 
exploration en largeur d'abord des sommets de R(f) et requiert les 
structures de données suivantes. Outre les couches L. et la variable 
<-
/2. ch 12. c , s on t as s o ci é s à t o u t x E X , l ' en s em b l e P ( x) d es p r é d é c e s s eu r s 
de x dans U, l'ensemble S(x) des successeurs de x dans U ainsi que 
les ensembles w (x), w.(x), ~ (x) et ~.(x ) définissant comme spécifié 
/2. <- /2. <-
dans la proposition IV.1.5. ci-dessous le réseau de couches. Nous 
l ' é cr i v o n s à no u v e a u s o u s l a f o rm e d ' un e p r o c éd u r e à d eu x p a r am è t r e s 
f et echec. 
ALGORITHME CONSTRUCTION_RESEAU_COUCH ES(f,echec) IV.1.4. Soit 
fun flot d'un réseau de transport. 
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Pou//. tout x ~ X .e.-/!.-/!..e.ctuR.A 
num(x) := O; 
w ( x) : = <!>: 
.e. 
w.(x) := <!>: 
~ 
//. (x) := et,; 
.e. 
/1..(x) := <!>: 
~ 
L := {.e.}; 
0 
num(.e.) := 1: 
i : = 1 : 
R ép ét.e./1. 
L . : = <!>: 
~ 
-/!.in_ité//.ation/2 := V//.ai; 
Pou//. tout xE..L. 1 .e.-/!.-/!..e.ctue//. ~-
Pou//. tout y E:-S(x) .e/.,-f!..e.ctu.e//. 
6i t,(x,y) < c(x,y) .e.t num(y) E-{O,i+1} af.0//./2 
n um ( y ) : = i + 1 ; 
w (x) := w (x) {(x,y)}; 
.e. .e. 
w.(x) := w.(x) v{(x,y)}: 
~ ~ 
L. := L.u {y}: 
~ ~ 
-/!.in_ité//.ation/2 := taux: 
Pou//. tout y E. P(x) .e.-/!.-/!..e.ctu.e./1. 
/2 i t (y, X) > Ü .e.t n Um (y) E. { Ü, i + 1 } a f. 0 //./2 
n um ( y ) : = i + 1 ; 
/1..(x) ·- /1..(x) u{(y,x)}; 
~ ~ 
//. (y) :: //. (y) U{(y,x)}; 
.e. .e. 
L. := L. u{y}; 
~ ~ 
-/!.in_ité//.ation/2 :: -/!.aux : 
~ :: i+1: 
tant qu.e. (-f!.in_ité//.ation/2 = -/!.aux) .e.t (num(t) = O); 
Si num ( t) = 0 
a f. 0 //.,/2 
1 .e.ch.e.c • - v//.ai: 
6inon 
.e.ch.e. c : = -/!.aux; 
1 Pou//. tout x e Lnum(t)-Z .e./.-/!..e. ctu.e. /1. 
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/ 
Pou .11. ioui ( x, y) E. w ( x ) .e..t,/_.e. ciu .e..11. 
fZ. 
l ,1 i.. y i t a l. 0 .11./2 w ( x) :: w ( x) "- {(x , y)} : .e. e 
Pou .11. ioui (y, x )€ .11. .(x ) e/_/_.e.ciu .e..11. 
l. 
l '1i.. y i i at..0.11. ,1 .11. .( x ) := .11.. ( x ) "- {(y, x )}: 
l. l. 
Ln um ( i ) -1 : = { i} • 
La proposition suivante le décrit. 
PROPOSITION IV.1.5. Soit fun ~lot du réseau de transport 
R = ( X,U,c). L'algorithme CONSTRUCTIO N RESEAU COUCHES(f ,echec) IV. l. 4. 
appliqué à f converge et affecte la valeur vrai à .e.ch.e.c si et seule-
ment si le flot f admet un réseau de couches. S'il en est ainsi, les 
propriétés suivantes sont vérifiées. 
couches. 
l) Les ensembles L. définissent les couches du reseau d e 
l. 
2) Pour tout x s X, l'ensemble w (x) est l'ensemble des arcs 
fZ. --,,~-----------
de w + ( x ) n U ( f ) dont l ' ex t r ém i té te rm in al e a pp art i en t à une couche 
d'indice supérieur d'une unité à celui de la couche contenant x. 
3) Pour tout x E X, l'ensemble w .(x) est l'ensemble des arcs 
l. 
de w-(x)n U(f) dont l'origine appartient à une couche d'indice infé-
rieur d'une unité à celui de la couche contenant ·x. 
4) Pour tout x E- X, l'ensemble .11. (x) est l'ensemble des arcs 
e 
de w+ ( x ) fi U(f) dont l'extrémité terminale appartient à une couche 
d'indice inférieur d'une unité à celui de la couche contenant x . 
5) Pour tout x E X, l'ensemble .11. .(x) est l'ensemble des arcs 
l. 
de w-(x)n U(f) dont l'origine appartient à une couche d'indice supe-
rieur d'une unité à celui de la couche contenant x. 
De plus, la complexité temporelle del 'algorithme IV.1.4. 
e s t <9 ( n 2 ) au pl u s • 
Démonstration. Il s'agit d'une simple vérification. Ill 
Les itérations de la méthode des pr é flots reposent sur l e s 
phas e s suivantes. 
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IV.2. Les phases d'augmentation et d'équilibrage 
Soit un réseau de couches (L 0 , 
de transport R = (X,U,c) et à un de ses 
préflot g de R et un entier s E. {O, ••• 
assertions 
•·· ,Lk)f,c associé au réseau 
flots f. Soient, en outre, un 
,k-1} vérifiant les deux 
Soient, 
et B(x) 
W. (X) , 
l 
( l ) 
( 2 ) 
le sommet 
pour tout 
e est g-bloqué pour les chemins de longueur k, 
k-1 
xE-Ui=s+l Li, on a g(x,X) =g(X,x). 
enfin, pour tout x E.-X , trois listes ordonnées a (x), a. (x) 
e l 
s o um i s e s a u x pro p r i é t é s s u i v an t e s o ù l e s en s em b l e s w ( x ) , 
e 
r (x) et r. (x) réfèrent aux ensembles de la proposition IV.1.5 •• 
e l 
(3) L'ensemble a (x) est inclu dans w (x) et chacun de ses 
e e 
éléments sauf éventuellement le premier annule g. De plus, la non 
an nul a t ion de g en ce p r em i e r él ém en t u 1 im pl i q u e l ' in é g al i té 
g(u 1 ) < c(u 1 ). 
( 4 ) L ' en s em bl e a . ( x ) est in cl u dans r . ( x ) • 
l l 
(5) La liste S(x) est constituée de couples arc - réel dont 
l es arcs a pp art i en ne nt à w. ( x ) u r ( x ) • En o ut r e , l a s om m e des m o d ul es 
l e 
de ces quantités est supérieure ou égale à la fois à g(X,x) - g(x,X) 
et à la somme 
(g - f)(wi (x)) + (f - g) (re(x) ). 
La première phase - la phase d'augmentation - a pour objectif 
k-1 d ' au gm en ter tan t q u e f aire s e p eut I en t o ut s om m et x E.. U . L . l e _s f l u x 1 l =S l 
des arcs de w (x) tout en conservant les inégalités g(X,x) ~g (x, X). 
e 
Dans ce but, une nouvelle fonction g' dont on espère qu'elle sera 
un préflot jouissant des propriétés ci-dessus est définie. On procède 
c om m e s u i t. Dan s un p r em i e r t em p s , o n p o s e , p o u r t o ut a r c u U , 
g ' ( u ) = g ( u ) • En s u i t e , o n a n al y s e de pro ch e en p r o ch e l e s s om m e t s des 
couches L, L 1 , ••• , Lk 1 • Le processus suivant se répète. s s+ -
Su pp os on s a v o i r d é j à ex am in é l es s om m et s d es c o u c h e s L , • • • , L . 
s J 
( j < k - l ) • P r o p o s o n s . n o u $ d e t r a i t e r l e s om m e t x E. L . 1 • D eu x c a s s e J+ 
présent ent . 
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D an s l e p r em i e r , l e s om m e t x v é r i f i e l ' é g al i t é 
g( w-(x)\ w.(x)) + g'(w.(x)) = g(w+(x)\ r (x)) + g'(r (x)). 
1 1 e e 
L'équation de conservation de la somme des flux en x est donc vérifiée 
et l'examen de x s'arrête là. 
Dans le deuxième, on a 
g(w-(x) \ W.(x)) + g'(w.(x)) > g(w+(x) \r (x)) + g'(r (x)). 
1 1 e e 
Dans ce cas, on tente tout d'abord d'éliminer les chaines augmentantes 
de longueur k contenant des arcs renversés c'est-à-dire des arcs 
appartenant aux ensembles r .• . Dans ce but, on réduit successivement 
1 
les flux des arcs de a. (x) jusqu'à annulation de tous ces flux ou 
1 
l'obtention del 'équation de conservation de la somme des flux en x. 
P ou r ce f aire , l e pro cédé sui van t est i té ré. Su pp os on s a v o i r dé j à 
traité les arcs u 1 , .•. ,u de a. (x). On pose alors m 1 
g'(u ) = max{O,g(w+(x) \r (x)) + g'(r (x)) 
m +l e e - g , ( { u l ' . • . ' um } ) 
- g(ri(x)\{u 1 , ,um+l}) - g'(w-(x)\ r.(x)) 1 
si l'on a 
g'({ul, ••• ,u } ) + g(r. (x) \ {u 1 , m 1 ,u }) + g'( w-(x)\ r.(x)) m 1 
> 
+ g(w (x) \ r (x)) + g'(r (x)) 
e e 
et 
g 1 ( um + l) = 9 ( um + l) 
sinon. De plus, dans la première situation, l'élément (u 1 , m+ 
g'(u 1 ) - g(u 1 )) est ajouté à la liste B de 1 'origine de u 1 et, m+ m+ m+ 
si l'on a g'(u 1 ) =0, l'arc u 1 est soustrait de la liste a .(x). m + m + 1 
Comme on le vérifie de suite, ce qui précède assure que la 
somme des flux des arcs incidents vers 1 'intérieur à x est encore 
supérieure ou égale à la somme des flux des arcs incidents vers .1' 
extérieur à x. 
Ensuite, on augmente autant que possible les flux g(u) des 
arcs de a (x). On procède de nouveau de proche en proche en itérant 
e 
le procédé suivant jusqu'à saturation de tous les arcs de a (x) ou 
e 
o b t en t i o n d e 1 ' é q u a t i on d e c on s e r v a t i o n d e 1 a s om m e d e s f l u x en x . 
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Supposons avoir déjà inspecté les arcs v 1 , ••. ,vn 
part, si l'arc v 1 de a (x} vérifie l'inégalité n+ e 
de a (x). 
e 
D'une 
on pose 
g'(w.(x)) + g'(r.(x)) + g(w-(x)"- (w.(x)vr.(x)) 
l l l l 
g, (vn+l) = min{c(v 1 ),g'(w.(x)) + g'(r.(x)) - g'(r (x)) n + 1 1 e 
+ g ( w - ( x ) \ ( r e ( _x ) l.J { v 1 , 
- g'({vl, ·•· ,vn}) 
' V } ) n 
g(w+(x) \ (re(x) V {v1 , ••• ,vn+l}))} 
et on ajoute à la liste B relative à l'extrémité terminale de v 1 n+ 
l I él ém en t ( u l , g 1 ( u l ) - g ( u l )) • D ' au t r e p a r t , si l ' a r c v l 
m+ m+ m+ n+ 
vérifie l'égalité associée à l'inégalité précédente, l'équation de 
co n servation de la somme des flux en x est satisfaite et le procédé 
s'arrête. 
En outre, 
le dernier arc de 
nom br e d ' él ém en t s 
(X) = 
e 
on modifie comme suit l'ensemble a (x). Soit u 
e p 
a (x) dont on a pu accroitre le flux et soit q le 
e 
de a (x). On pose 
e 
{u , ••• ,u } p q 
'u } q 
si g'(u )<c(u) p p 
si p<q et g'(u) =c(u) p p 
sinon. 
On vérifie de suite que la fonction g' est un ~seudo-flot 
et qu'elle possède les propriétés 
( 6 ) 't:JxE.U~- 1 L. 't:Jue.a .. t(x)\a t (x) 
1 = s 1 e , 1 n 1 e , e rm 
g'(u) =g(u), 
(7) 't;/ xsU~-l L. 't:J u€:.r.(x): g'(u)~g(u), 
l =S l l 
k-1 + -(8) \;} x E..U. L. 't/ u E:W (x) u w (x) \r. (x) : g'(u) ~ g(u) 
l=S l l 
ainsi que les propriétés (3) et (5) écrites pour g', a t (x) et 
e, erm 
St (x) où a .. t(x), a t (x) et St (x) désignent respecti-
e rm e , 1 n 1 e , e rm e rm 
vement l'ensemble a (x) avant et après exécution de la phase 
e 
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augmentation et l'ensemble B(x) après exécution de cette même phase. 
DE; plus, l'entrée e est g'-bloquée. De fait, comm e tout chemin d e 
longueur k entre e et test, par hypothèse g bloqué, il suffit, pour 
conclure, de prouver que tout arc d'un tel chemin g-saturé est aussi 
g ' - sa tu r é. S o i t u un t el a r c • D ' un e p a r t , si 1 1 o r i g i n e d e u a p par t i en t 
à uf:6 Li, la thèse résulte de suite del 'égalité g(u) =g'(u). D'autre 
11 . , U k -1 L . , part, si e e appartient a i=s i' comme u appartient necessairement 
à un ensemble w (x) \ a (x), on a encore g'(u) =g(u) et la thèse est 
e e 
à nouveau ~tablie. 
La deuxi·ème phase - la phase d'équilibrage - équilibre les 
s om m et s de l a c o u ch e d ' in di ce su péri eu r dont un s om m et au m o in s viol e 
l I é qua t i on de con s e r vat ion de l a s om m e des f l u x • Po u r ce f ai r e , un e 
no u v el l e f on c t i on g " est défi n i e. 
I n i t i al em en t , o n p o s e , p o u r t o u t arc u ê- U , g " ( u ) = g ' ( u ) • 
Ensuite, les modifications de flux mémorisées dans les listes i3 sont 
remises en cause, en commençant par les plus récentes et les réels 
g " ( u ) son t transfo rm é s par i té rat ion du pro ces sus sui van t. S o i t x 
le sommet à traiter. Supposons avoir déjà examiné les arcs u 1 , •.• ,um 
de la liste B(x). Deux cas· se présentent. Dans le premier, on a 
A= g'(w-(x) \ (w.(x)Ur.(x)) + g'( w.(x)\ {u 1 , l l l 
+ g'(re(x)) + g"(w-(x) (\ {u 1 , ••• ' u } ) m 
' u } ) m 
- g ' ( w + ( x ) \ { u 1 , . . . , um } ) - g " ( { u 1 , . . . 
> 0 • 
+ 
,u }n w (x)) 
m 
Soit alors u 1 m+ 
tel arc ne peut 
ensembles w. (x) 
l 
pose 
l'arc suivant apparaissant dans la liste B(x). Un 
appartenir, vu ce qui précède, qu'à un des deux 
ou r (x). D'une part, s'il appartient à w.(x), on 
e l 
g"(u ) = max{g'(u 1 )-ll(u 1 ),-A + g'(u 1 )}. m +l m + m + m + 
D'autre part, s'il appartient à r (x), on pose 
e 
g " ( um + 1 ·) = m in { g ' ( um + 1 ) -6 ( um + 1 ) , A + g ' ( um + 1 ) } • 
De plus, dans les deux cas, l'élément (u 1 , ll (u 1 )) est enlevé de m + m + 
1 a 1 i s t e 13 ( x ) e t r em p 1 a c é p a r 1 ' él ém en t 
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(um+l'g"(um +l) -g'(um+l) + 6(um+l)) si cette derni ère quantité e st 
strictement positive. Dans le second, on a A =0 et le processus s e 
termine. 
Enfin, afin de conclure l'examen de x , tout arc (y,x) E. w. ( x) 
l 
est retiré del 'ensemble a (y) et tout arc ( x,y ) E. r (x) est retiré 
e e 
de l I en s em bl e a. ( y ) • 
l 
On vérifie de suite que la fonction g" ainsi définie est un 
préflot dans R tel que tout arc u E. U X r. ( x ) vérifie l'inégalité 
XE- l 
g"(u) ~g(u). De plus, elle possède les propriétés (l) à (5) ci-dessus 
où g, s, a.(x), a (x), S(x) sont respectivement remplacés par g", 
l e . . 
l'indice de la couche ci-dessus diminué d'une unité et les ensembles 
a. (x), a (x), 
l e 
S(x) tels qu'ils apparaissent après exécution des 
phases d'augmentation et d'équilibrage. 
Les algorithmes IV.2.1. et IV.2.2. formalisent ).es paragra-
phes qui précèdent. Comme les opérations principales sur les listes 
a , a. et S qui y interviennent sont l'insertion en tête de liste et 
e l 
la suppression du dernier élément introduit, nous les organisons sou s 
f o rm e d e l i s tes ch a î n é es • Pl u s p r é ci s ém en t , t o ut él ém en t de a ( x ) es t 
e 
constitué 
- d'un sommet 2.t extrémité terminale d'un arc appartenant 
à w (x), 
e 
- d'un pointeur p vers l 'élé~nt suivant, 
tout élément de a . (x) 
l 
d'un sommet 2.l. origine d'un arc appartenant à r.( x ), 
l 
- d ' un p o i n te u r p ver s L ' él ém en t sui van t 
et tout élément de S (x) 
d'une marque i..nc égale ai ou e, 
d ' un s om m et 2.t origine d ' un arc de w. ( x ) si i.. n c vaut i , 
l 
ex t r ém i t é te rm i n al e d ' un a r c d e r ( x ) s i n o n , 
e 
d'un réel 6 positif si i..nc vaut i e t né gati f sinon, 
- d ' un p o in te u r p vers l ' él ém e n t sui van t. 
Ainsi, sil 'on désigne par 7a (x.), 7 a . (x.) et 7 (3(x.) r e spectivement le 
2. l. 
pointeur vers l e p rem i e r él ém en t d e a ( x ) , a . ( x ) et S ( x ) , on p eut 
e l 
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schéma tiser ces listes comme suit 
let! 7a (X.) .. let!~ • e 
7a . (x.) 
~ l.eil ~ /eil l • . . 
7S(x.J linc et 6 
1 1 ·1 ~ne et 6 1 1 > .. . 
L es o p é r a t i on s s u i v an t e s s e r o n t u t il e s d an s l a su i t e • El l es 
p e rm et te n t respect i v em en t d ' insérer l ' él ém en t .e R. en tête de l a l i s te 
chainée L, de supprimer l'élément de tête de la liste chainée Let 
d'éliminer la première occurrence del 'élément ef. dans la liste 
chainée L. Nous représentons de nouveau par p le pointeur de chaque 
élément vers l'élément suivant de L et par 7 le pointeur vers la tête 
de L. 
L := ajo~t(L,ef.) : 
11. é .6 e/1.LJ e/1; ( e f_ ' ) ; 
ef.' :: el; 
.ef_ , • p : = 7: 
7t := el'. 
L :: .6Upp(L) : 
el' := 7; 
7 :: el't.p; 
élimn.e.11.( .ef.'). 
L := ef.im(L,el) 
.el_non_t11.ouv.e := v11.ai: 
p' :: 7: 
7 ant qu.e p' F <P .et .ef.._non_t11.ouv.e = v11.ai .e-/!.-/!..ectu .e. 11. 
-1i p 't = .el 
alo11.-1 
.el non_i11.ouv.e := -f!.aux.: 
.el' := p't: 
p' := p't.p; 
é l imin.e.11.( .ee'): 
-1inon p := () 't.p. 
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En o n ço n s à p r é s en t 1 e s al go r i t hm e s IV • 2 • 1 • e t I V • 2 • 2. • L es 
ensembles w, w., r , r., a, a. et S qui y apparaissent réfèrent 
e 1 e 1 e 1 · 
bien sûr aux ensembles de même nom décrits ci-dessus. En outre, pour 
tout XE. X, la quantité (in -out)(x) détermine la valeur courante de 
la différence entre la somme des flux circulant sur les arcs incidents 
vers l'intérieur en x et la somme des flux circulant sur 1 es arcs 
incidents vers l'extérieur en x. 
ALGORITHME PHASE_AUGMENTATION(g,s) IV.2.1. Soient ùn préflot 
g et un entiers vérifiant les propriétés (1) à (5) ci-avant. 
Pou/1.. ioui u E-lL 2.-l/.2.ciu2./I.. g'(u) :; g(u); 
Pou/1.., va/1..iani d2. -6 à k-1 /l..épéi2./I.. 
Pou/1.. ioui x E. L. 2./.-/.2.ciu2./I.. 
' 7ani qu2. 7a.(x) ~ 4> 2.i (in - oui)(x) > 0 2.-/.-/.2.ciu2./I.. 
' d2. :; 7a.(x)t.2.i; 
' g'(d2.,x) :; max{0,g(d2.,x) - Un - oui)(x)}; 
Un - oui)(x) :; Un - oui)(x) + g'(d2.,x) - g(de.,x); 
Un - oui)(d2.) :; Un - oui)(d2.) + g(d2.,x) - g'(d2.,x.); 
ajotd(S( d2.), ( 2., x, g' ( de., x) - g( d2., x)); 
-6Up p ( Œ • (X)); 
' Si g'(de.,x) > 0 af.0/1..-6 
1ajo~i(a.(x),d2.); 
' 7 ani qu2. 7a ( x) ~ 4> 2.i ( in - oui) ( x) > 0 2.-/.-/.2.ciu2./I.. 
2. 
d2. :; 7a (x)t.2.i; 
2. 
g'(x,d2.) :; min{c(x,d2.),g(x,d2.) + Un - oui)(x)}; 
(in -oui)(x) :; Un-oui)(x) + g(x,d2.) - g'(x,d.e): 
Un - oui) ( d2.) : ; Un - oui) ( d2.) + g' ( x, d.e) - g( x, d.e): 
ajo~i(S( d2.), ( i, x, g' ( x., d.e) - g( x, d.e) J J: 
.oupp(a (x)): 
2. 
Si g'(x,de.) < c(x,d.e) af.0/1..-6 
l a}o~i(a (x),d.e). 2. 
AL GOR I T HM E P HASE_ E QUI L I BR AG E ( g ' , s ' ) IV. 2. 2. Soi t g ' un p ré fl o t 
t el q u e c i - des su s. 
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Poull. tout Ué il .e.1-/...e.ctu.e.ll. g"(u) :: g' (u); 
i. :: k; 
couch.e._tll.ouvé.e. :: non; 
R. ép é t.e.ll. 
i. :: ,-1; 
Poull. tout x E. L. .e./,./,..e.ctu.e.ll. 
,l 
-t>i. (i.n - out)(x) i O af.Oll..6 couch.e._tll.ouvé.e. :: oui.; 
tant qu.e. couch.e._tll.ouvé.e. = non; 
Si. i.-!1 af.Oll..6 
Poull. tout x E. L. .e./,./,..e.ciu.e.ll. 
,l 
7ant qu.e. Un-oui) (x)>O ll.épét.e.ll. 
.e.f. := 7f3(x)+; 
.6i. .e.f..i.nc = .e. af.Oll..6 
g ,, (X, .e. e. • .e.i ) : = mi. n { g , (X, .e. e. • .e.i ) - .e. e. • !). , g , (X, .e. e. • .e.i ) + 
(i.n - out)(x)}; 
(i.n -oui)(x) :: (i.n -oui)(x) + g'(x,.e.f. • .e.i) 
g,, ( x, .e.f. • .e.i); 
(i.n - out)(.e.f. • .e.t) ·- (i.n - oui)(.e.f. • .e.t) + g"(x,.e.f. • .e.i) 
- g'(x,.e.f. • .e.i); 
.6i. .e.f..i.nc = i. af.Oll..6 
g ,, ( .e. f. • .et, X) : = ma X { g , ( .e. e. • .e.i , X) - .e. f. • !). , g , ( .e. f. • .e.i, X) -
( i. n - oui) ( x) } ; 
{i.n-oui}(x) :: {i.n-oui)(x) + g"(.e.f. • .e.i,x) 
- g 1 ( .e. f. • .et , X) ; 
(i.n - oui)(.e.f.. • .e.i) :: (i.n - oui)(.e.f. • .e.i) + g'(.e.f. • .e.t,x.) 
- g Il ( .e_ e. • .e_i , )(. ) ; 
.6Upp ( f3( x.)); 
Si. .e.f..i.nc = I af.oll..6 
l
.6i. g"(x.,.e.f. • .e.i) - g'(x,.e.f. • .e.i) + .e.f..6 > 0 af.Oll..6 
j ajotJ.t( f3( x.), ( i., .e.f. • .e.i, g" ( x, .e.f. • .e.i) - g' ( x, .e.f. • .e.i) + .e.f., 6)); 
Si. .e.f..i.nc = .e. af.Oll..6 
l 
.6i. g" ( .e.f. • .e.i, x) - g' ( .e.f. • .e.i, x.) + .e.f.. b. > 0 af.Oll..6 
1 ajotJ.i( f3( x), ( .e., .e.f. • .e.i, g" ( .e.f. • .et, x.) - g' ( .e.f. • .e.i, x.) + .e.f.. 6)); 
Poull. ioui (y,x.)~ w.(x) .e.t/...e.ctuell. 
,l 
1.eli.m(a (y),x); 
.e. 
Poull. io'ui ( x, y) E- Il. ( x) .e./../,..e.ciu.e.ll. 
.e. 
1.e.f.i.m(a. (y) ,x}; 
,l 
.6' :: i.-1. 
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IV.3. La méthode des préflots 
Décrivons à présent la méthode des préflots. Elle consiste 
en une suite d'itérations dont chacune a pour objectif de transformer 
un flot donné en un flot de valeur supéri.eure. Dans ce but, chacune 
d'entre elles tente tout d'abord de construire le réseau de couches 
as soc i é au f l o t cour an t. En cas d ' é ch e c , l e th é o r èm e II. l. 2. a f fi rm e 
q u e ce f l o t es t d e val e u r m a xi m um • Si n o n , un f l o t d e v a 1 eu r 
supérieure peut être défini. Pour ce faire, les arcs incidents vers 
l'extérieur à l'entrée e sont saturés puis une succession de phases 
d'augmentation et d'équilibrage modifie progressivement le flot 
c o u ra n t , é ta b l :i: s s an t ai n si , c om m e n o u s l ' a von s v u , un e s u i t e de 
préflots dont le dernier élément est le flot cherché. 
L'algorithme suivant en découle. 
ALGORITHME METHODE DES PREFLOTS IV. 3.1. 
/. := /_f.oi n'uf.: 
Pou//. ioui x. E. X .e././_.e.ciu.e./1. 
1 Un - oui)(x.) :: 0: 
R ép é i.e.//. 
CONS7RUC7ION_RESEAU_COUCHES(/_,.e.ch.e.c): 
Si .e.ch.e.c = /_aux. af.oll./2 
Pou//. i:.oui x. EX .e./_/..e.ciu.e./1. 
a.(x.) : = /1..(x.): 
'- '-
a (x.) . - w (X.): . -
.e. .e. 
B(x.J . - <P: . -
Pou//. ioui x. e L 1 .e./_/_.e.ciu.e./1. 
Un - oui)(x.) :: Un - oui)(x.) - /.(.e.,x.) + c(.e.,x.): 
aj o ûi ( B ( x.), U , .e., c ( .e., x.) - /. ( .e., x.)): 
Un - oui)(.e. ) := Un - oui)(.e.) - c( .e. ,x.) + /.(.e. , x.) : 
/_( .e. , x. ) :: c(.e.,x.): 
/2 :: 1: 
R. ép é i:..e./1. 
\
/. := PHASE_AUÇMEN7A7ION(/.,/2); 
/. := PHASE_EQUILIBR.AÇE(/_ , /2) ; 
iani qu.e. /2 i O: 
iani qu .e. .e.ch.e.c = /_a ux.. 
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Le théorème ci-dessous le décrit. 
THEOREME IV.3.2. L'algorithme METHODE DES PREFLOTS IV.3.1. 
converge et détermine après exécution un flot de valeur maximum. Sa 
complexité temporelle est de <..C)(n 3 ) au plus. 
Démonstration. Etablissons tout d'abord que, s'il converge, l 'algo-
rithme IV.3.1. fournit, après exécution, un flot de valeur maximum. 
Dans ce but, représentons-le par l'organigramme suivant: 
v j 
/.:=/.lot nul 
Pou~ tout xE X ... 
A------1 
CONS7RliC7ION_RlSlAli 
_COliCHlS(/.,echec) 
l 
(echec =-v-~-a-i~)------------~ 
' 
Pou~ tout x EX 
Pou ~ tout x E. X 
,6 : = 1 
1-~-~ 
/. :: PHASl_AliÇ~lN7A7ION(/.,-6) 
t ·- PHASl_lQliILIBRAÇl(t,-6) 
sj 
( /2 = 0 )-------' 
C 
Le paragraphe IV.2. prouve qu'en tout passage en B, f repré-
sente un pseudo-flot vérifiant les propriétés (l) à (5) ci-avant. 
Dès lors, l'inégalité s =0 implique qu'en tout passage en Cet, par 
suite, en tout passage en A, le préflot f est aussi un flot. Le 
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th é o r èm e I I. 1. 2. p e rm et al o r s de c o n cl u r e • 
Prouvons ensuite quel 'algorithme IV.3.1. converge. D'une 
part, la conclusion del 'examen du sommet x dans la phase d'équili-
brage entraîne que tout sommet ne peut faire 1 'objet que d'un seul 
équilibrage. Il s'ensuit que l'instruction itérative R.épéiR.Jl.. ••• 
iani qu12. .o i O converge après au plus n itérations. D'autre part, 
c om m e on 1 e d ém on t r e a i s ém en t , l e réseau de cou ch es c o u ra n t en C n e 
contient pas de chaîne f-augmentante de longueur égale à la distance 
séparant e à t dans ce réseau. Par conséquent, la boucle R.épéi.12.~ 
iani qu12. 12.ch12.c =/_aux.converge aussi après au plus n itérations. 
Déterminons enfin la complexité del 'algorithme IV. 3.1 •• 
C om m e à ch a q u e p a s s a g e en A , l a l o n g u e u r m i n im um d e s ch ai n e s f -
augmentantes croit d'une unité au moins, il suffit de prouver que 
le corps de 1 a boucle /?. ép éi.12.~ • • • iani qu12. 12.ch12.c = /_aux. a une complexité 
temporelle de (9(n 2 ) au plus. Ceci revient encore à établir, vu les 
al go ri t hm e s I V • 2 • 1 • et I V • 2. 2 • , q u e l e n om br e de ch an g em en t s d e f l u x 
est inférieur ou égal à un multiple de n 2 • De fait, tout arc d'un 
ensemble a (x) (resp. a.(x)) une fois saturé (resp. son flux annulé) 
e 1 
est enlevé de cet ensemble. De plus, à chaque exécution del 'instruc-
tion/_:= PH.ASE._AlLÇflé.N7A7ION(J!,,.o), pour tout sommet XE-X, au plus 
un arc de a (x) (resp. a.(x)) fait l'objet d'une séquence d'affec-
e 1 
tations conduisant à une non saturation (resp. à une non annulation) 
de son f l u x. L a th ès e rés ul te al o r s im m éd i a t em en t du f ai t q u e cette 
boucle s'exécute au plus n fois. /// 
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/ 
CHAPITRE V 
LA PROGRAM MATIO N LINEAIRE 
Les problèmes du flot ma ximum, du flot b-canalisé maximum, 
du flot maximum de coût minimum, du flot b-canalisé maximum de coût 
minimum . et de transfert de · Hitchcock peuvent, bien sûr, être résolus 
grâce à la théorie de la programmation linéaire. 
Rappelons que le problème du flot maximum (resp. du flot 
b-canalisé maximum) consiste en la recherche de :n nombres (réels 
ou entiers) f(u 1 ), ••• ,f(u ) maximisant la fonction m 
w = E f(u) 
UE:W-(t) 
et soumis aux contraintes 
= E f(u) , 
U€. W + ( X ) 
\fxe:.X \{e ,t}, 
0 ~ f ( u ) ~ c ( u ) , '-d u ë U ( r e s p • b ( u ) ~ f ( u ) ~ c ( u ) , 'd u E:- U) 
c'est-à-dire à la résolution du problème de programmation linéaire 
min E f(u) 
UEW-(t) 
sous les contraintes 
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I f(u) = 
U E.. W - ( X ) 
t f(u) , 
UE W (x) 
'dxE-X\ {e,t }, 
O ~ f(u) ~ c(u), \:iue:U (resp. b(u) ~ f(u) ~ c(u), 'due:U) 
•, 
en les inconnues (réelles ou entières) f(u 1 ) , ... ,f(um). 
Par ailleurs, le problème du flot (resp. flot b-canalisé) 
maximum de coût minimum revient à la recherche, parmi les flots 
(resp. flots b-canalisés) maximum, d'un flot minimisant la fonction 
I uE.U d(u)f(u) • 
Un tel flot peut être obtenu par résolution du problème de program-
mat i on linéaire en les inconnues f(u 1 ), ... ,f(um) 
min ( -M I f(u) + I d(u)f(u) ) 
UEW-(t) UE.U 
sous les contraintes I f(u) = 
U E.W - ( X ) 
I f(u), 'dxe.X\{e , t} 
UE.W+(x) 
O~f(u)~c(u) (resp. b(u) ~ f(u) ~ c(u) ) , 
'duE.U 
o~ M désigne une constante positive arbitrairement grande. 
Enfin, le problème de transfert de Hitchcock, cas 
particulier du problème précédent, ' peut , bien sûr, être ramené 
pro b l èm e de p r o g r am m a t i o n l i n é a i r e • 
' a un 
Notre but, ici, n'est nullement de développer la théorie 
de la programmation linéaire mais, seulement de rappeler les résulta t s 
nécessaires à la compréhension des al g orithmes que nous proposons. 
Nous renvoyons le lecteur désireux d'en connaître davantage au livre 
[3 5 J de Simmonard. 
V.l. Rappels et conventions 
Tout probl ème de la programmation lin éa ir e s i mpl e s' é crit 
sou s l a f o rm e 
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min z = 
n 
E 
j =l 
C. X. 
J J 
sous les contraintes 
n 
E 
j =l 
n 
E 
j =l 
n 
E 
j =l 
a .. X. 
lJ J 
a •. ~ lJ 
a .. X. 
lJ J 
~ b. 
l 
= b. 
l 
xj quelconque, j é: J 2 
où aij, bi, cj (ie.I 1 ur 2 ur 3 , jE..J 1 UJ 2 ) sont des constantes 
donné~s, I 1 , I 2 , I 3 , J 1 , J 2 des sous-ensembles, éventuellement 
v i d es , d e N tel s q _u e i l -1 i 2 =9 I i l n I i 2 
= (j) ( i l , i 2 E.. t l , 2 , 3 } ) et 
J 1 n J 2 = (j), et xj (je. J 1 U J 2 ) les inconnues · du problème. Comme 
on le vérifie aisément, quitte à introduire de nouveaux coefficients 
a .. , b., c. et de nouvelles variables x., on peut toujours ramener 
lJ l J J 
un tel problème sous l'une des deux formes suivantes: 
a) forme standard 
n 
min z = E c.x. 
j=l J J 
n 
sous les contraintes E a .. X. = b. i = l, ... ,m 
j =l lJ J l 
X . ~ 0 
' 
j = l, ... ' n J 
b) forme canonique 
n 
min z = E C. X. 
j =l J J 
n 
sous les contraintes E a .. X. ~ b. i = l ' ... ,m 
j =l lJ J l 
X. 
J 
~ 0 
' 
j = l' ... 'n 
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CO N V EN TI ON V. 1. 1. Dan s 1 a su i te de ce t r av a il , no u s 
supposerons, sauf mention explicite du contraire, tout problème de 
programmation linéaire simple écrit sous forme standard; les symboles 
a .. , b., c. y représentant des données, les symboles x. les inconnues 
1.J 1. n 1. 1. 
e t z = t . 1 c . x . 1 a f o n c t i on é c o nom i q u e. En ou t r e , no u s u t il i s e r on s l. = J J 
les abréviations 
Il PL s Il pour "problème de programmation linéaire simple" 
Il s. C. Il pour "sous les contraintes". 
Donnons à présent quelques définitions particulières à la 
f o rm e s t an d a r d d e l a p r o g r am m a t i o n l i n é a i r e s i m p 1 e. 
DEFINITIONS V.1.2. Soit le PLS 
n 
min z = t 
j =l 
s. c. 
c.x. 
J J 
n 
t 
j =l 
a .. X. 
1. J J 
(1) 
= b. 
J 
i = 1, ... 
X. ~ Ü 
J ' j = 1, ... ' n 
,m ( 2 ) 
( 3 ) 
a) Le système(2) est compatible s'il possède au moins une 
solution, il est incompatible dans le cas contraire. 
b) Une équation est redondante si elle est combinaison 
d'une ou plusieurs autre(s) équation(s). 
c ) Un s y s t èm e e s t n o n r e don d an t o u i n d ép en dan t s ' il n e 
contient aucune équation redondante, il est redondant ou dépendant 
dans le cas contraire. 
d) Une base du système(2) ou base du PLS est une base de 
l 'ensemble des vecteurs colonnes P. = ( a 1 ., • • • , a . ) • Une base J J m J 
du PLS est donc une sous-matrice de la matrice A =(a .. ) régulière lJ 
d ' o r d r e m e t i n v e r s em en t • 
e) Les m variables associées aux colonnes d'une base 8 sont 
appelées variables de base tandis que les n-m autres variables sont 
appelées variables hors-base ou variables in dép en dan tes relativement 
à B,. 
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CONVENTIO N V. 1. 3. Dans la suite de ce travail, 
B 
désigne une base du PLS traité et 
N 
la matrice dont les vecteurs colonnes sont les vecteurs colonnes 
de la matrice A =(a .. ) n'appartenant pas à B. En outre, 1J 
Xg, XN' CB' CN 
désignent respectivement les sous-vecteurs de x =(x 1 , ,xn) 
correspondant aux variables de base et aux variables in~épendantes 
r el a t i v em en t à B et l es s o u s - v e c t eu r s d e c = ( c 1 , • • • , c n ) c o r r es p o n -
dant aux variables de base et hors base relativement à B. 
De plus, nous posons 
P. = [~] j J = l ' . . . ,n 
-
alJ 
P. -lp j l' = = B . = . . . 'n J J 
-a 
mj 
-1 
1T = c 8 B 
- TIP • j l ' c. = c.- = ... 'n J J J 
c 8 6 
-1 
7T b z = = c 8 B b = 0 
R em a r q u on s d ès à p r é s en t q u ' o n p eu t r e e cr i r e , en u t il i s an t 
c e s no t a t i o n s , l e s y s t èm e ( 2 ) ci - d es s u s s o u s l a f o rm e 
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Cette dernière suggère une solution toute naturelle du système(2): 
x8 = 6, xN =0 solution de base associée à B. 
P a r ai 11 eu r s , c om m e o n a , en d é s i g n an t p a r J l ' en s em b l e 
des indices correspondant aux variables indépendantes relativement 
à 8, 
z = CBXB + L c.x. J~ J J J 
= c 86 L x.c 8P. + L c.x. j E J J J j E, J J J 
il vient 
( -z) + L 
j E. J 
( C • - C Bp . ) X • = - C Sb 
J J J 
c'est-à-dire 
( -z) + L 
j ~ J 
- -C. X. = -z 
J J 0 
Il s'ensuit que la solution de base associée a B donne à la fonction 
économique la valeur -z . 
0 
Définissons ci-dessous quelques notions relatives aux bases 
et aux solutions de base associées. 
DEFINITION V. l. 4. 
a) Une solution de base est dégénérée si la valeur d'une 
ou plusieurs variables de base est nulle. 
b) Une solution de base réalisable ou programme de base 
est une solution de base satisfaisant à x ~ O. 
c) Une solution de base réalisable minimale (resp. maximale) 
ou programme minimal (resp. maximal) est une solution de base 
réalisable qui donne à la fonction économique une valeur minimale 
(resp. maximale) finie. 
d) Une base réalisable est une base à laquelle correspond 
une solution de base réalisable, une base non réalisable est une 
base qui n'est pas réalisable. 
- V - 6 -
e) Une solution réalisable (min i male (resp. maximale)) 
est une solution du système(2) satisfaisant aux contraintes (3) 
(et fournissant une valeur minimale (resp. maximale) finie de 
la fonction économique). 
f) Une base minimale (resp. maximale) est une base 
réalisable à laquelle correspond une solution de base i;éal isabl e 
minimale (resp. maximale). 
La proposition suivante se déduit de suite des définitions 
précédentes. 
PROPOSITION V.1.5. La solution de base associée à la base 8 
est réalisable si et seulement si on a, pour tout i E.. { l, ,n}, 
6. ~ o • 
l 
Démonstration. C'est immédiat. Ill 
Enfin, l~s trois théorèmes suivants seront d'une importance 
capitale dans la suite. 
THEOREME V. l. 6. Une solution de base réalisable est minimale 
si tous les coûts relatifs correspondants aux variables indé-
p en dan tes sont posfti f s ou nuls. 
Démonstration. R é s u l t a t a dm i s ( cf • [ 3 5 ] ) • Ill 
TH EOR EM E V • l. 7. S ' il ex i s te u n i n di c e s da n s l e s y s t èm e 
canonique associé à la base B tel que cs < 0 et tel que, pour tout 
idl, ••• ,m} on ait, ais~O, alors le système (2) possède une 
classe de solutions réalisables ayant (m+l) variables strictement 
positives , pour l a quel l e l ' en s em bl e des val eu r s prises par l a 
fonction économique n'a pas de borne inférieure finie. 
Q~<2'2~!!:~!!<2'2• Résultat admis (cf. [ 35 ]). Ill 
THEOREME V.1.8. S'il existe un indices dans l ' é guivalent 
canonique associé à la base B tel que cs < 0 et tel qu'il existe 
ie.{l, ... ,m} tel que a. > 0 et si la solution de base réalisable 
- lS 
associée à B n'est pas dégénérée, alors on peut construire 
(cf. algorithme primal du simplexe) à partir de celle-ci une 
nouvell e solution de base réalisable donnant à la fonction éco-
nomique une valeur inférieure. 
D ém o n s t r a t i o n . R é s u l t a t a dm i s ( cf • [ 3 5 J ) . I I I 
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V.2. La méthode primale du simplexe 
V. 2. l. L'algorithme primal du simplexe 
Afin d'alléger l'écriture del 'algorithme primal du 
s i m pl ex e , a do p t o n s , t o u t d ' a b o r d , l a c o n v en t i o n s u i van t e. 
/ 
CONVENTION V. 2. l. l. Etant donné une base B, nous représentons 
le PL S 
n 
min z = L 
j =l 
n 
c.x. 
J J 
S. C. L 
j =l 
a .• X. 
X. ;i, Ü 
J 
lJ J = b. l 
sous la forme d'un tableau, appelé tableau du simplexe, construit 
comme suit: 
l 
( -z) ( -z ) - - -cl C2 . . . C 0 n 
l 51 - -
-
all al2 . . . aln 
. . . . 
. . . . 
. . . . 
m 5 - - -a 
ml a m2 . . . a m mn 
En outre, nous désignons par "pivotage du tableau du simple x e 
avec a ( 1: 0 ) p ou r p i v o t " l a t r an s f o rm a t i on d e c e t a b l e a u d é f i ni e p a r 
rs 
les affectations 
-z 
0 
b. 
l 
-
. - z 
5 
r 
+ --0 -a 
rs 
6. - â. 
l lS 
-C 
s 
fi 
r 
-a 
rs 
si i = l, ••• 
fi 
r si i = r 
-
a 
rs 
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,r-1,r +l, ,m 
-c. . -. -
J 
-a •• 
1. J 
-
-
a 
si j l ' ,r-1,r+l, C. C _si_ = ... J s 
-a 
rs 
-C 
si j s = r 
- --
-
a 
rs 
-
- - a si j l ' a. - a. _..El = . . . 'n et 1. j 1. s 
-a i = 1, . . . ,r-1,r+l, rs 
-
arj si j=l, ••• ,n et i=r 
-a 
rs 
. .. 
' n 
. . . ,m 
La convergence del 'algorithme proposé repose sur la 
notion de vecteur lexicographiquement positif. 
DEFINITION V. 2.1. 2. Un vecteur v est lexicographiguement 
positif (négatif) si sa première composante non nulle est positive 
(négative). Il est lexicographiguement supérieur (resp. inférieur) 
au vecteur w si v-w (resp. w-v) est lexicographiquement positif. 
Enonçons à présent l'algorithme primal du simplexe. Il 
s'agit d'un algorithme itératif qui permet d'évoluer de base 
réalisable en base réalisable jusqu'à l'obtention d'une base 
réalisable minimale. Il repose essentiellement sur les théo-
rèmes V.1.6., V.1.7. et V.1.8. et suppose la connaissance a priori 
d'une base réalisable. 
AL GOR I T HM E P RI M AL DU S frl PL EX E V • 2. l. 3. S o i t B une bas e 
réalisable. 
(1). ~ett~e l 'équiva lent canonique a/2/2ocié à la Ra/2e B 
/20U/2 fa to~me du taRfeau du /2impfexe e n ~angeant le/2 co lo nne /2 
de telle ta çon que toute/2 le/2 ligne/2 haut éventuellement celle 
co~~ehpondant à la tonctio~ économique, con htituent de/2 vecteu~/2 
lexicog~ap hiquement pohiti t/2 de Rn+ 1 . 
- V - 9 -
(2). Si iou/2 f..e/2 coûi/2 /lef..at i. t/2 ë . /2ont po/2i.ti.t/2, a/l/lêie/l 
.f 
le/2 caf..cul/2: la /2ol uti.on de ia/2e /léal i. /2aile actuelle e/2i mi.ni.male . 
Si.non , a l l e/l à ( 3 ) • 
(3). Sé lectionne//. !..'un de/2 c . < 0, pa/l exemple 
.f 
mLn 
j:c. < 0 
.f 
c . 
.f 
(4-). Si . ROU//. tout i.r;,{1, ••• ,m} on a a. ~ o. af..O/l/2 
L /2 
a/l/llie/l f..e/2 calc~l/2: fa tonciion iconomi.que n'a pa/2 d e mLnLmum 
t i.ni.. S i.no n, alfe/l en (5), . 
(5 ). Caf..c,uf..e/l 
l.. 
_L_ 
i.:a. >0 a . L/2 L/2 
. 
Si. ce minimum /2e p/lé/2enie pOU/l une /2eufe vaf..eu /l de L, /2o i.t L = /l, 
alo/l/2 po/2e/l a = /l, Si.non, d éie/lmi.ne/l l 'e",i/2emife I 1 de/2 -i.ndi. ce /2 
pou //. le/2quel/2 le mLnLmum e/2i atteint et calcul e//. 
-a. 
L /2 
Si ce mLnLmum /2e p/lé/2enie pOU/l un e /2eule v aleu/l de L, po/2e//.Ci. égal 
à cette valeu/l, Si.non, d éie/lmi.ne/l f. ' e n/2emi f.e I 2 C I 1 d e/2 i.ndi. ce/2 
pOU/l f.e/2quef./2 ce minimum e/2 i atteint et calcule//. 
-
ai. 2 
-a . 
L /2 
li ai.n/2i. de /2ui.te ju/2qu'à oiieni /l un e n /2emif..e I /lé dui.t à un 
e 
/2i.ngf..eton, /2oi.t I e = f x.) • Po/2e/l af.O /l/2 a = /l . ( C/l i.tè /le d e /20/lii.e) 
A. l l e/l en ( 6 ) , 
(6). Pi.voie//. le taif.eau du /2 i. mpf.ex.e avec a pOU/l pivot, Ci. /2 
A.ile//. en ( 2 ). 
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L e th é o r èm e s u i v a n t f o u r n i t 1 a c om p 1 e x i t é de 1 ' a 1 g o r i t hm e 
primal du simplexe. 
THEOREME V.2.1.4. La complexité temporelle del 'algorithme 
primal du simplexe V.2.1.3. est de 8(A~ nm). 
Q ~ï.!J?.'2 ~ !, ;: ~ ! i q '2 • . De fait , d ' une part , c om m e on l e vérifie de suite , 
la complexité temporelle de chaque itération de l'algorithme V. 2. l. 3. 
est de <.9 ( nm ) • D ' au t r e part , il ex i s te Am bases di f f é rentes et , 
n 
par suite, l'algorithme V.2.1.3. converge après au plus A~ ité-
rations. Ill 
V • 2. 2 • C as d e s v a r i ab 1 es b o r n é es s u p é r i eu r em e n t 
Co n s i d é r o n s u n p r o b 1 èm e de p r o g r am m a t i o n l i n é a i r e s i m p 1 e 
dans lequel certaines des variables sont astreintes à demeurer 
inférieures ou égales à des bornes strictement positives v.: 
J 
min z n = L. l c.x. J = J J 
n 
s.c. L. la .. x. = b. J = lJ J l i = 1, • . • ,m 
Ü ~ X. 
J 
j = 1, ••• ,n 
X.~ V. 
J J 
, jE.J C {l, ••• ,n} ( 4) 
L'application de l'algorithme primal du simplexe V.2.1.3. 
exigerait la transformation préalable des relations 
x. ~ h., jé.J 
J J 
en équations 
x. +X~= h. 
J J J 
j E. J 
par addition de variables d'écart x~. Le nombre des équations ainsi 
J 
que le nombre des variables seraient augmentés. Dès lors, la 
d im en si on du ta bl eau et , par suite , 1 e t em p s d ' exécution cr o î trait. 
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La méthode suivante permet de pallier à ces inconvénients 
en traitant les contraintes du type (4) à l'intérieur même du 
code d'instructions del 'algorithme primai du simplexe. Elle est 
basée sur les concepts de solution de base généralisée et de 
sol ut ion réalisable généralisée. 
DEFINITION V.2.2.l. Soient le problème de programmation 
l i n é a i r e s im pl e 
min n ( 5 ) z = L l C. X. J= J J 
n b. i l ' ( 6 ) S • C • L l a .. X. = = . . . ,m J= lJ J l 
0 ~ X • ~ V. j = l ' . . . 'n ( 7) J J 
et B une base du système ( 6) • 
a) Une solution de base généralisée est une solution 
' ' -1 -particuliere du systeme x 8 + B NxN = b obtenue en annulant 
certaines des (n-m) variables indépendantes et en égalant les 
autres variables indépendantes à leurs bornes supérieures. 
b) Une solution réalisable généralisée de (6) est une 
solution de (6) satisfaisant à (7). 
REM ARQUE V • 2. 2. 2. Rem arquons q u e tout PL S p eut ê t r e 
r am en é à l a f o rm e ( 5 ) , ( 6 ) , ( 7) ci - des su s qui t te à égal e r 
certains des v. a +oo. 
J 
Le théorème suivant fournit un critère d'optimalité 
pour une solution de base réalisable généralisée. 
THEORE~1E V.2.2.3. Une solution de base réalisable géné-
ralisée est minimale si les coûts relatifs ë. correspondant aux 
J 
variables indépendantes vérifient les relations 
-C. ~ Ü 
J 
si X . = 0 
J ( 8) 
si X . = V• 
J J 
-c. ~ 0 
J 
Démonstration. Soient S la base associée à la sol ut ion de base 
g é n é r al i s é e e t I l ' en s em b l e d e s i n di c e s d e s v a r i a b l e s i n d ép en dan te s . 
C om m e o n a , v u V • l • 3 • , 
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c.x. 
l l 
(9) 
il résulte des hypothèses que tout changement des valeurs des 
variables indépendantes entraîne une augmentation de la valeur 
de la fonction économique, ce qui établit le théorème. /// 
Modifions à présent l'algorithme prima! du simplexe. 
A cet effet, supposons que nous connaissions une solution de 
base réalisable généralisée de base correspondante B et que 
l'une des variables indépendantes, soit xs' ne vérifie pas 
l'une des deux relations (8). On a donc cs < 0 si xs = 0 
et c 
5 
> 0 si x 
5 
= v 
5 
et, en vertu de ( 9) , on peut am él i ore r 
la solution de base actuelle en faisant croître x à partir 
s 
de O dans le premier cas ou décroître xs à partir de vs dans le 
second cas. Les relations ( 8) constituent, dès lors, le nouveau 
critère d'entrée. 
Nous obtiendrions une diminution maximale de z si nous 
faisions croître (ou décroître) la variable indépendante x 
s 
jusqu'à ce qu'elle atteigne sa borne supérieure v (ou inférieure 0) 
s 
ou, jusqu'à ce quel 'une des variables de base x atteigne l'une 
r 
de ses bornes. Deux cas sont donc à considérer: 
i) La_variable_indépendante xs ~!!~~Œ!_~~_première_~Œ~ 
de ses bornes 
La base reste inchangée et il faut examiner les 
c o Û t s r el a t i f s ë . d es au t r es v a r i ab l e s i n d ép en d an t es • Au s s i 
J 
longtemps que la condition (8) n'est pas satisfaite, et pour 
autant que nous restions dans ce cas i), nous modifions la valeur 
d es v a r i a b l es i n d ép en d an t e s v i o l an t ( 8 ) • 
Ainsi, après avoir modifié les valeurs d'un certain 
n om br e d e v a r i a b l es i n d ép e n d an t es , o n a r r i v e à l ' u n e de s d e u x 
situations suivantes: 
1) la condition (8) est satisfaite: la solution de 
base généralisée calculée en dernier lieu est minimale, 
2) l'une des variables de base atteint une de ses 
bornes avant que la variable indépendante contrôlée n'atteigne sa 
borne supérieure ou inférieure. On se trouve alors dans le cas ii). 
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s _es bornes 
On change alors de base: x 
r 
pendante avec la valeur O ou v qu'elle a 
r 
devient variable indé-
atteinte et est remplacée 
dans l 'ensemble des variables de base par X qui 
s 
"critique" pour 
base se fait de 
laquelle x.Q, atteint sa borne. Le 
façon habituelle par pivotage du 
S im p l e X e a V e C a p O U r p i V O t . 
rs 
prend la valeur 
ch an g em en t de 
tableau du 
Déterminons maintenant la valeur critique de x c'est-à-dir e 
s 
au-delà de laquelle on ne peut plus faire varier x soit parce 
s 
qu'une des variables de base atteint une de ses bornes, soit parc e 
que la variable x elle-même atteint une de ses bornes. Dans ce 
s 
but, distinguons les deux cas suivants: 
a) xs décroit_à_partir_de_~~-~~~~~-supérieure vs 
{ } ,.. '\, Dans ce cas, si, pour tout in dice i€ l, ••• ,n , xi et xi 
désignent respectivement la valeur de la variable x. avant et après 
1 
variation de xs' on a, pour toute variable xk de base, 
(10) 
où n(k) est l'entier tel que F\ = en(k)· Comme on doit bien 
évidemment avoir, 
et 
pour toute variable de base xk' la valeur crtique de xs vaut, 
dans ce cas, 
,.. 
vk - xk xk 
'\, { 0 s i a n(k)s 0 X = ma x V + > V + s s s ke. K 
-a n ( k) s a n ( k) s 
-si a 
n(k)s < 
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0 } 
o ù k d é s i g n e l ' en s em b l e des i n di c e s c o r r e s p o n d an t au x v a r i a b l es 
de base. 
Il convient d'observer les faits suivants. 
- si le maximum est O, xs atteint sa borne inférieure 
avant qu'une variable de base atteigne une de ses bornes. 
Il n'y a pas de changement de base mais la valeur de xs 
passe de v à O et, par suite, les valeurs des variables 
s 
de base changent en accord avec la formule (10). 
- si l e m a x im um est : 
V + 
s 
" V - X 
r r 
-an(r)s 
-(11), an(r)s > O 
la variable de base x 
r 
atteint la valeur v la première 
r 
et sort del 'ensemble des variables de base en gardant 
cette valeur. Elle y est remplacée par x avec la 
s 
valeur (11). 
- si l e m a x im um est : 
vs+ 
-
an(r)s 
-(12), an(r)s < 0 
la variable de base x atteint sa borne inférieure la 
r 
première et sort del 'ensemble des variables de base 
avec cette valeur; 
la valeur (12). 
elle y est remplacée par X avec 
s 
- l o r s q u e l e m a x im um n ' es t p a s un i q u e , l e s t r o i s op é r a t i o n s 
précédentes restent applicables. Une opération étant 
t e rm i n é e , l ' un e a u m o i n s d e s v a ri a b l e s d e b a s e x k ( k ;t: r ) 
a une valeur égale à une de ses bornes. Il s'agit d'un 
phénomène de dégénérescence qui peut ~tr e éliminé, 
tout comme pour l'algorithme primal du simplexe, en 
ordonnant les bases suivant un ordre lexicographique. 
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b) xs crolt_à_partir_de_sa_borne_inférieure 0 
Dans ces conditions, en utilisant les notations définies 
ci-dessus, on a, pour toute variable xk de base, 
-
- a n(k)s 
Comme on doit bien entendu avoir 
et 
pour 
'\, 
X ~ V 
s s 
toute variable 
'\, 
min { X = 
s kE. K 
de 
V 
s 
'\, 
X ~ 
s 
base 
"' xk 
-
X k' 
a 
n(k)s 
la valeur critique de 
"' 
vk - x k 
-si O· a 
n(k)s > ' 
-a 
n(k)s 
Il convient d'observer les faits suivants. 
X vaut 
s 
-si a n ( k) s 
- si l e m in i m um est v , l a var i a bl e x atteint sa borne 
s s 
supérieure avant qu'une variable de base atteigne une 
< 
de ses bornes. La base reste inchangée mais il faut 
affecter l a val eu r vs a x s et l es val eu r s x k - an ( k ) s vs 
aux variables de base xk. 
- si le minimum est x / â ( ) (â ( ) > 0), la variable r n r s n r s 
de base x 
r 
atteint sa borne inférieure la première et 
sort del 'ensemble des variables de base en gardant 
cette valeur. Elle y est remplacée par X 
s 
avec la 
valeur x / a 
r n(r)s · 
- si le minimum vaut < v - x > ; < -â < > > < a < > < o >, r r n r s n r s 
la variable de base x 
r 
atteint sa borne supérieure la 
p r em i è r e e t s or t de l I en s em b l e d es v a r i a b l e s d e b a s e 
avec cette val eu r. El l e y est rem pl ac é e p a r x s avec 
l a val eu r ( v - x ) / ( -â ( ) ) . 
r r n r s 
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0 } 
lorsque le minimum est att e int pour plusi e urs valeurs, 
les trois opérations précédentes restent applicables. 
Une opération étant terminée, l'une au moins des variables 
a une valeur égale à une de ses bornes. A nouveau, ce 
problème de dégénérescence peut être résolu en ordonnant 
les bases suivant un ordre lexicographique. 
Af i n d'alléger l'écriture del 'algorithme primal du simple x e 
modifié, adoptons la convention suivante. 
CO NVE NTION V.2.2.4. Etant donné une base B, nous représentons 
le PL S 
min z n = Z: . l c.x . J = J J 
n 
s.c. Z:. l a .. x. = b. J = lJ J l i = l, • . . ,m 
0 ~ X. ~ V . 
J J 
j = 1, ' n 
sou-s forme d'un tableau, appelé tableau du simplexe généralisé, 
construit comme suit: 
1 
z 
les symboles 
,.. 
x. 
l 
- -
cl ... C n 
- -
all ... aln 
. . 
. . 
. . 
- -a 
ml ... a mn 
" 
,.. 
xl . . . X n 
vl ... V n 
représentent les valeurs courantes des variables. 
Enonçons enfin l'algorithme primal du simpl exe modifié. 
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AL G O RI T HM E P R I M AL DU SIM PL EX E M O DI F I E V • 2 • 2. 5 • S o i t x 
une solution de base réalisable généralisée de base correspondante B. 
(1). Meii~e e'équivae.eni canonique a/2/2ocié à e.a ia/2e B 
ei à e.a /2oe.ution x /20U/2 e.a to~me du laie.eau du 
/2impe.exe géné~ae.i/2é en mue.tipfiani éveniuee.eemeni 
ce~iaine/2 e.igne/2 pa~ (-1) de taçon à ce qu'ee.ee/2 
con/2iiiueni de/2 vecieu~/2 e.exicog~aphiquemeni po/2iiit/2, 
excepté peui-êi~e e.a p~emiè~e. 
(2). Si z = - 00 , ae.o~/2 a~~êie~ e.e/2 caecue./2: ea t,o nciion 
économique n'a pa/2 de minimum tini . Sinon, ae.e.e~ 
en ( 3). 
(3). Si iou/2 e.e/2 coûi /2 c. ~ee.at it,/2 aux va~iate.e/2 indé-
J 
pendanie/2 vé~itieni e.a condition ë . ~ 0 /2 i X • : 0, 
J J 
ë .~ 0 /2i x. = v. , a~~êie~ f.e/2 cae.cue/2: e.a /2oe.ut ion 
J J J 
de Ra/2e ~éae.i/2aif.e géné~aei/2ée aciuef.e.e e/21 minimae.e. 
Sinon, aeee~ à (4). 
( 4). Sélectionne~ l'un de/2 /20ii - tee ë.< 0 C ., C /2 , que J J 
/2 i X,: 0 ou ë. > 0 /2i x. = v. (c~iiè~e d'eni~ée) 
J J J J 
ei a-ee.e~ en (5). 
(5). Si x = v ae.o~/2 /2 /2 
caf.cuee~ 
A 
vk - xk '\., {O; /2 i - 0 X = max V /2 + a n(k) /2 > /2 kd{ 
-a n(k) /2 
xk 
/2 i - o} V + a n(k)/2 < /2 
a n(k)/2 
(e. e/2 noiaiion /2 /2oni ceee.e/2 de/2 page/2 p~écédenie/2) 
Si c e maximum e/21 aiieini pou~ pe.u/2ieu~/2 indice/2 
de k, ae.o~/2, 
vecieu~ (0, 
e.e vecieu~ 
-
- C /2 
en tai/2ani co~~e/2pond~e à x e.e /2 
••• ,O)' ei à e.a va~iaRee de ia/2e xi 
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/2éfectionne~, pa~mi ie/2 va~ i al ie/2 ~ éaii /2 ant c e 
maximum, la va ~ia l f e x co ~~e/2 pondant a u ve cte u ~ 
~ 
iexicog~aphiqu ement in t é~ i e u ~ à tou /2 i e/2 aut~e/2 , 
Sinon, /2oit X ea va~ialee ~ éaii/2ant c e ma x Lmum , 
~ 
Si 
'"\., 
• - X 
. - /2 
z :: z + ( :; )-"- - V C /2 /2 /2 
X 'F X af0~ /2 
~ /2 
pivote~ le /20U/2 talieau du talieau du /2impee x e 
géné~aii/2é co ~~e/2pondant aux éiément/2 du 
talieau du /2impiexe avec a ( ) pou~ pivot, 
n ~ /2 
= min{v; 
kd{ /2 
-a 
n(k) /2 
-
-a 
n(k) /2 
Si c e mLnLmum e/2 t atte int pou ~ pl u /2 i e u ~/2 indice/2 
de k, alo~/2 en tai /2a n t co ~~e/2pond~e a u x va~ia l t e/2 
x/2 et ~e la/2e i e /2 mime /2 v e cteu~/2 que ci-avant, 
choi /2 i ~ pa ~mi ee/2 va~ ialee/2 ~ éae i /2 an t c e mLnLmum 
c ee e e , /2 oit X , co ~~e/2 pond ant a u ve ct e u ~ 
~ 
iexico g~ aphiquemen t in té~ i e u ~ à io u /2 le/2 aut~e/2 , 
Sinon, /2o i t X ea va~ i alle ~éae i /2a n t c e max Lmum. 
~ 
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E./t,e.ctu e.11. 
'\., 
:: X 
.6 
Si. x11. I x.6 
pi..vote.11. fe. .60U.6 taifeau du .6i..mpfe.xe. géné11.afi...6é 
co11.11.e..6pondant aux éféme.ni:..6 du taife.au du 
.6i..mp fe.xe. ave.c -a 
n(11.).6 pou/1.. pivot. 
Aff e./1.. e.n ( 2 ) • 
V. 2. 3. F o rm es révisées des al go rit hm es V. 2. l. 3. et V • 2. 2. 5. 
, 
Tel que nous l'avons expose, l'algorithme primal du 
simplexe nécessite à chaque itération le cal cul corn pl et d'un 
nouveau tableau du simplexe soit le calcul de (m+l}*(n+l) 
éléments distincts. En réalité, beaucoup d'entre eux ne servent 
pa~ puisque seule la partie de la ligne des coGts relatifs 
limitée aux variables indépendantes détermine le choix de la 
nouvelle variable de base et puisque, sauf cas de dégénérescence 
extra ordinaire , un nom br e fa i bl e des él ém é nt s des l i g ne s 2 à m + l 
fournit la variable à sortir de la base. Cette constatation est 
d'autant plus renforcée par l'étude du nombre d'éléments nuls du 
tableau du simplexe: il représente sel on Orchard-Hays ( [ 32 J) 
pour des PLS de grande taille, jusqu'à 99% du nombre total 
d I él ém en t s • 
Des propos semblables peuvent être tenus au sujet de 
l'algorithme du simplexe modifié. 
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Les algorithmes suivants tiennent compte de ces faits. 
I 1 s é v i te n t de s t o c k e r en m ém o ire un e m as se d ' i n f o rm a t i o n t r o p 
importante en ne mémorisant quel 'inverse de la base courante 
et les données du PLS original, à la limite sur mémoire secondaire. 
Par suite, des problèmes de plus grande taille pourront être traités. 
Un e au t r e c o n s é q u en c e r é s i d e dan s 1 ' u t il i s a t i o n d e s o u s -p r o g r am m es 
destinés à augmenter la précision des calculs. Enfin, lorsque le 
tableau du simplexe initial contient un grand nombre d'éléments 
nul s , moins de cal cul s seront effectués. 
Enonçons la forme revisée del 'algorithme primal du 
s im pl ex e V • 2. l. 3. 
ALGORITHME PRIMAL DU SIMPLEXE REVISE V. 2. 3.1. Soit une 
solution de base réalisable de base correspondante B. 
(1). Calcule~ le vecteu~ de/2 multiplicateu~/2 du /2implexe 
-1 -
'1T = c8 B et f.e vecteu~ cN = cN "".' '1TN de/2 coût/2 
~elati//2 co~~e/2pondant aux va~iaif.e/2 indépendante/2. 
(N.B.: on peut f.e/2 calcule~ en mémoi~e cent~af.e , 
compo/2ante pa~ compo/2ante) 
(2). Si ëN ~Q , a~~ête~ f.e/2 calcul/2: la /2of.u.tion de la/2e 
~éaf.i/2alle actuelle e/2t minimale. Sinon, af.f.e~ à (3). 
( 3). S éf..ectionne~, dan/2 ëN' un coût ~ef.atit ë /2 < 0 ( le 
pf.u/2 négatit, pa~ exemple) et calcule~ le vecteu~ 
, a J , 
m/2 
Af.f.e~ à f.~tape (4). 
( 4). Si a. ~ O pou~ tout id 1, • • • , m} a~~ête~ f.e/2 calcuf. /2 : 
~ /2 
fa /onction économique n'a pa/2 de m~n~mum t ini. 
Sinon, ca f. cule~ 
l.. 
m~n 
-~-i:a. >O 
~ /2 a . 
~ /2 
Si ce minimum /2e p~é/2ente pou~ une /2euf.e valeu~ de~. 
/2o it i = ~ alo~/2 po/2e~ a = ~ . 
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Sinon, déle /7..m ine/l.. l'en/2emile 1 1 d e/2 indice/2 pou/7.. 
le/2quel/2 le minimum e/2l atteint et pOU/7.. tout i E: I 1 , 
calcule/?.. ait• Calcule/?.. en/2uiie mLn ait/ a.i /2 . Si 
i.E.11 
ce minimum /2e p/l..é /2 enie pOU /7.. un e /2eule valeu/7.. de L, 
po/2e/l.. a égal à cette valeu/7... Sinon, déle /7..m ine /l.. 
l'en/2emile 1 2 C 1 1 de/2 indice/2 pOU/7.. lequel c e 
minimum e/2l atteint et calcul vz. pOU/7.. tout i ~ l 2 , 
a.i 2 • Calcule/?.. en/2uii e mLn a.i 2 / a.i/2' ••• li ain/2i i<ë. l 2 
de /2uiie ju/2qu'à l'oiieniion d'un e n /2emile l i 
/7..éduit à un /2ingleion, /2olt l i = {x/7.. }. Po/2e/l.. alo /7../2 
a = /7.. • 4 l l e/7.. en ( 5 ) • 
( 'll-1 'li 5). Calcule/?.. l'inve/l../2e il de la nouvelle ia/2e il (oii e nue 
en /7..emplaçani dan/2 l'en/2emile de/2 va/l..iaile/2 d e ia/2e, 
la va/7..i aile CO/l../l..e/2pondant à la /7.. eme conl /7.. ainte pa /7.. 
la va/7..i aile x /2, 
ia/2e /7.. éali /2aile 
4 l l e/7.. en ( 1 ) en 
ain/2i que la nouvelle /2oluiion 
(x')j = ')j- 7 i = 't xN = Q). 
/2ui/2liiuani ')j à B. 
'.1--1 REM ARQUE V. 2. 3. 2. Le cal cul de ts " peut se faire grace 
aux opérations de pivotage habituelles mais sur une matrice de 
taille pl us petite ou encore grâce à l 'égalité 
~-1 = 
l 0 
0 l 
0 
0 
0 
0 
0 0 
0 0 
0 
0 
. . 
l 
0 
0 
0 
- -
-als / ars 
-a2s / ars 
- / -
-a a 
r-1,s rs 
1 ; a: 
rs 
0 
0 
0 
0 
-a l / a l r+ ,s rs 
-a I a: 
ms rs 
0 
0 
0 
0 
0 
0 
l 
L'algorithme primal du simplexe modifié V. 2. 2. 5. admet une 
f o rm e r é v i s é e s em b l a b l e • No u s l a i s s o n s au l e c t eu r l e s o i n d e l a r é d i g e r • 
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C om par o n s à p r é s en t l es p e r f o rm a n c es d es al g o r i th m e s 
V. 2. l. 3. et V. 2. 3. l. sur base du nom br e d 'opérations a ri t hm étiques 
él ém en taire s à e f f e c tuer l ors de l ' a pp l i cation de chacun d ' eux. 
Plus précisément, nous ne retenons que les opérations de multi-
plication et de division car ce sont celles qui demandent le plus 
de temps aussi bien manuellement qu'automatiquement. 
Désignons par p la proportion des éléments non nuls du 
tableau du simplexe initial et admettons qu'elle est identique 
à la moyenne des proportions des éléments non nuls dans chaque 
colonne. Supposons aussi que nous n'effectuons aucune opération 
si l'un des opérandes est nul. Dans ces conditions, le nombre 
maximum d'opérations exécutées lors d ' un e i té ra t i o n de l ' al go ri t hm e 
V.2.3.l. 
-
pour le cal cul . de 'IT est 2 m 
le cal cul de -
-
pour cN est p ( n - -m ) 
-
pour le cal cul de p 
s 
est mp 
-
pour l 'exécution de (4-) est ( n + l)m + nmp 
- pour le cal cul de ~-1 est 2 m 
-
pour le cal cul de 't'; est 2 m 
soit au total 3m 2 + np(m + l) + (n + l) m. Par ailleurs, le nombre 
m a x im um d ' opéra t i o n s exécutées l or s d ' un e i té ra t ion de l ' al go ri t hm e 
V. 2. l. 3. 
- pour l'exécution de (4) est 
- pour le cal cul du nouveau 
tableau du simplexe 
2 
soit au total 2n m + m + n + l - m 
est 
(n+l)m 
( n - m + l) (m + l) 
0 n p e u t , d è s l o r s , r a i s o n n ab l em en t c o n s i d é r e r q u e l ' al -
go ri t hm e p r im al du s im pl ex e r é v i s é V • 2. 3 • l • ex i g e m o i n s d ' o p é r a t i o n s 
que l'algorithme primal du simplexe V.2.1.3. lorsque la proportion 
p des éléments non nuls du tableau du simplexe initial est telle 
que 
3 m 2 + n p ( m + l ) + ( n + l ) m < 2 nm + m + n + l - m 2 
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c'est-à-dire telle que 
p < 
2 
.n m + n + l - 4m 
n (m + l) 
Cette dernière inégalité permet d-e décider del 'opportunité 
d'utiliser l'un ou l'autre algorithme. 
Un e c om p a r a i son s em b l a b l e p eu t , b i en s û r, ê t r e f a i t e p o u r 
l I algorithme V. 2. 2. 5. et l 'algorithme révisé qui en déco ul e. 
V.2.4. La méthode des deux phases et la méthode des pénalités 
L'application del 'algorithme primal du simplexe ou de 
l'algorithme primal du simplexe révisé nécessite la connaissance 
d'une solution de base réalisable initiale. Une telle solution 
n'est malheureusement pas souvent connue dans la pratique. De 
plus, le système des contraintes peut être incompatible ou redondant. 
Il est donc utile de disposer d'une méthode permettant à 
la fois de dépister les redondances et incompatibilités éventuel! es 
et de calculer une solution de base réalisable initiale. Diverses 
méthodes ont été proposées ( [10], [21], [23], [30], [35]) 
p a rm i l es q u el l es no us av on s s él e c t i o nJl é l a m é th o de des deux phases 
et la m é th ode des pénal i tés. 
Exposons tout d'abord la première dans le cadre de l'al-
gorithme primal du · simplexe. L'adaptation à l'algorithme primal 
du simplexe révisé est immédiate. 
ALGORITHME DES DEUX P~ASES V. 2. 4.1. Soit le PLS 
min z = C X 
n b . i l' S • C • L. l a . . X. = = ... ,m J= lJ J l 
X. ;::, 0 
' 
j = l ' . . . ,n J 
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(1 }, lui a /2/2o cie~ f e PlS auxifiai ~e 
m<..n w 
/2 • C • o. 
<-
n L . 1 a . . x . + x . = o . R . .1= <-.J .f n+<- <- <-
X . ~ 0 
.f 
.f = 1, 
, ~ r 1 /2i 1. ~ o 
ou u i = l <-
-1 /2 inon 
,n,n+1, 
<- = 1 , 
, n + m 
( 2) . Applique~ f'afgo~ithme p~imaf du /2 i mpfexe V,2.1.3. 
au PlS auxifiai~e en p~enant pou~ /2 ofutio n de Ra/2e 
~éaf i/2alfe initiale fa /2 ofuti on détinie pa~ 
X. : 0 , 
<-
i = 1 , ,n 
X . : 0 , g ,, <- : 1 , , m 
n+<- <- <-
, m 
ju /2 qu'à c.e que f 'une de/2 t ~oi /2 p0/2 /2 ilifité/2 /2uivante/2 
/2e p~ é /2ente 
(i) min w > 0: 
(i i) 
cela /2ignitie que fe/2 cont~a inie /2 du PLS 
o ~iginaf /2o nt incompatilfe /2 , 
m<..n w = 0 et aucune de/2 va~ialfe/2 xn+ 1 ' 
n'e/2t une va ~ialf e de Ra/2e co ~~e/2po ndant 
minimum, 
,x 
n+ m 
à c e 
Dan /2 c e ca/2, fa /2of ution ~éafi/2alfe t~ouvée 
e/2t une /20fution de Ra/2e ~éaf i /2alfe du PlS 
o ~igina e , De plu/2, fe /2y/2ième 
n L . 1 a .. x . 
.1= <-.J .f = i = 1, 
, m 
e/2t non ~edondant. I f ~e/2te , dè/2 fo~/2, à 
~empface~ dan /2 fe de~nie~ tatfeau du 
/2 impf exe , fa l ign e ~efat i ve à w pa~ fa l i gn e 
~efative à z , à amp ut e~ ce talfeau de/2 
co fo nn e/2 ~eeative /2 à xn+1 ' 
applique~ a u talfeau a in /2i 
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, X et à 
n +nz 
oitenu 
(iii) mln w = 0 e t au moin/2 un e de/2 va~ i aile/2 
a~tit,icielle/2 x 1 , ••• , x e/2t un e n+ n+ m 
va~iatl e d e ia/2e co ~~e/2pondant à c e minimum: 
Dan /2 c e ca/2, la /2 olution ~éali/2aile t~ouvée 
e/2t un e /2o[ut ion ~éa[ i /2atee de ia/2e ou n on 
du PLS o~iginae. I f ~e/2te à ~empface~ 
dan /2 le de~nie~ tatleau du /2implexe , ea 
ligne ~eeat ive à w pa~ ea ligne ~eeative 
à z, à am pute~ ce tail eau de/2 colonne/2 
~eeative/2 aux vaAiall e/2 x 1' , x 
n+ n+m 
qui ne /2o nt pa/2 de la/2e ain/2i que le/2 
ligne/2 i. tefle/2 qu'on a , pou~ tout 
l 
je, { 1 , • • • , n} , a . . = 0 et à ap p e i que~ 
l .f 
l'algo ~ithme p~imae du /2 i mpfexe modit,ié 
comm e /2 uit. Soit, eo~/2 d'une ité~ation, 
x/2 la va~ialle /2éle ctionné e po u ~ ent~e~ 
dan/2 f'en/2emlle de/2 va~ia ile/2 de ia/2e. 
- /2i a. ~ 0, pou~ tout i co ~ -
l /2 
~e/2pondant aux va~iaile/2 a~ti-
t,icielle/2 de ia/2e et /2 i a. < 0 
l /2 
pou~ au moin/2 un de ce/2 i, /_ai~e 
/2o~t i ~ de l'en/2emtle de/2 va~ia tle/2 
de ia/2e n'impo ~te laquelle de/2 
va~iai[e/2 a~t i t, ici effe/2 tefle/2 
qu~ Q. < 0. Amp ut~~ ~ n /2u it ~ 
l /2 
le nouveau tall eau du /2 implexe 
oitenu de ea colonne ~eeat iv e 
à cette va~ialle /20~ta nte . 
- /2 inon, applique~ no~malement le 
c~itè~e de /2o~t i e de l 'a lgo~ithme 
p~imae du /2 i mplexe . 
Eno nçons à présent l'algorithme des pénalités dans le 
cadre del 'algorithme primal du simplexe, l'ada p tation à l 'al-
g orithm e primal du simplexe révisé étant, d e nouveau, immédiate. 
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AL G O RI T HM E DES P EN AL I T ES V. 2. 4. 2. S o i t l e PL S 
min z = ex 
n b. i l ' S. Cr L l a. . X. = = . . . ,m J= lJ J l 
X • J 
~ 0 j = l ' 'n 
(1). Appliquen l'algonithme pnimal du /2implexe V.2.1.3. 
au PLS augmenté 
m1..n z n = E. 1 1.. = C ,X, + 1.. 1.. X . n+1.. 
n 6 . E . 1 a . . x + x . = 6 . &. . '- J= '--d d n+1.. '-- '-
X ,~ Ô 
d 
d = 1, ,n,n+1, 
1.. = 1, ,m 
, n +m 
où M dé/2igne une con/2tante po/2itive an&.i.tnaine~ent 
gnande (c'e/2t-d- di.ne /2upéni.eune d tout nomine tini 
auquel elle /2ena companée au coun/2 de/2 calcul/2) 
et où f.e/2 co e/.ti ci. ent/2 6 . (i = 1, , m) /2ont 1.. 
détini/2 pan 
6 . [1 /2i. &. i. ~ 0 
'- = -1 /2i.non, 
en pnenant comme /2olution de &.a/2e n éaf.i./2a&.l e €.a 
/20luti.on 
X , : Ô 
d 
d = 1, 
= cS . g . 1.. = 1, 
1.. 1.. 
Allen en ( 2). 
,n 
,m 
(2). Si €.a tonction économique z n'a pa/2 de m1..n1..mum 
ti.ni., if. en e/2t de même poun z. 
Si.non, 
/2i. centaine/2 de/2 vania&.le/2 x , 
n +;n 
, x ont 
n+m 
une vafeun /2tnictement po/2i.ti.ve, a€.on/2 e.e PLS 
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/2 inon, ea /2 o t ution ~éal i /2atee mLnL mum otlenue pou~ 
te PLS augmenté e/2l au/2/2i /2olulion ~éal i /2alte 
minimum du PLS o ~iginat. 
· De même, l'algorithme primal du simplexe modifié et l 'al-
gorithme primal du simplexe modifié révisé nécessitent la connaissance 
d'une solution de base réalisable généralisée. La méthode des deux 
phases se généralise aisément à ces cas. Nous ne la présentons que 
pour l'algorithme primal du simplexe modifié, l'extension à l 'al-
gorithme primal du simplexe modifié révisé étant évidenfe. 
AL GOR I T HM E DES DEUX P HASES V. 2. 4. 3. S o i t l e PL S 
min n z = Ei =l c.x. l. l. 
n b. i 1, s. c. E. l a . .X. = = ... ,m J= l. J J l. 
0 ~ X. ~ V. j = l ' ... 'n J J 
(1). Lui a/2/2ocie~ te PLS auxitiai ~e 
(2). 
mLn w 
/2 • C • 
où o. = L 
n 
= E. 1 L= X . n+L 
n o . E . 1 a . . x . + x . = o . t . , L d= Ld d n+L L L 
d = 1, , n 0 ~ x. ~ v. d d 
0 ~ X 
n+i ~ +oo, L : 1, , m 
[ 1 /2 i ,. ~ 0 L 
-1 /2 inon 
L: 1, • • • , m 
llpplique~ t'atgo~ithme p~ i mat du /2 i mplexe mod i t ié V . 2 . 2 . 5 . 
au PLS auxitiai~e en p ~enanl pou ~ /2ol ulion d e ta/2e 
~éati/2atte géné ~at i/2é e ta /2 otution détinie pa~ 
x. = 0 L = 1, . . . ,n L 
X = 0 .B. . L = 1 , , m n +L L L 
ju /2qu'à ce que l 'un e d e/2 t~o i /2 p0/2/2ititi lé/2 /2 uivanle/2 /2e 
p~é/2enle : 
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( i) m~n w > 0 
(i. i ) 
Cela /2ignitie que le/2 cont~ainte /2 du PLS 
o~iginal /2ont incompatille/2 • 
m~n w = 0 et aucune de/2 va~ialf.e/2 xn+l' ••• 
n'e/2t une va~ialf.e de la/2e co ~~e/2pondant à 
minimum. 
,x 
n+m 
Dan/2 ce ca/2, f.a /2of.ution ~éaf.i/2alf.e géné~ali/2ée 
t~ouvée e/2t une /2ofution de la/2e ~éali/2alf.e 
géné~ali/2ée du PLS o~iginaf.. De plu/2, le 
/2y/2tème 
t1: 1 a .. x. = g. .1= ~.f .f ~ -l = 1, ••• ,m 
e/2t non ~edondant. Il ~e/2te à ~empface~ dan/2 
f.e de~nie~ tagleau du /2impf.exe géné~af.i/2é la 
ligne ~ef.ative à w pa~ celle ~eeative à z, à 
ampute~ ce taif.eau de/2 cof.onne/2 ~elative/2 aux 
va~ialf.e/2 x 1 , ,x et à applique~ au n+ n+m 
talfeau ain/2i oitenu f.'algo~ithme p~imal du 
/2implexe moditié V.2.2.5. 
de la/2e co~~e/2pondant à ce minimum. 
Dan/2 -ce ca/2, la /2of.ution ~éaf.i/2alle géné~ali/2ée 
t~ouvée e/2t une /2of.ution ~éali/2alf.e géné~ali/2ée 
de la/2e ou non du PLS o~iginaf.. If taut 
~empf.ace~ dan/2 f.e de~nie~ talf.eau du /2impf.exe 
géné~af.i/2é la ligne ~elative à w pa~ celle 
~elative à z, ampute~ ce talieau de/2 cof.onne/2 
~elative/2 aux va~ialle/2 a~titicielf.e/2 non en 
la/2e ain/2i que le/2 ligne/2 t. (i = 1, ,m) 
~ 
tef.fe/2 qu .' on ait, pou~ tout j E. {1, , n }, 
a . . = 0 et applique~ l'algo~ithme p~imaf. 
~.f 
du /2implexe moditié V.2.2.5. en ~e/2pectant 
la ~ègle /2uivante. Soit, lo~/2 d'une ité~ation, 
x/2, la va~ialf.e /2éle ctionné e pou~ ent~e~ dan/2 
l'en/2emRle de/2 va~ialle/2 de la/2e , 
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/ 
- S ' il exi/2te un indice i c o ~~e/2p ondant 
à une ua~ i aRfe a~t i t i c i effe de Ra/2e 
tee qu e a. i 0, ae o ~/2 t ai ~e /2 o ~t i ~ 
L /2 
un e telle u a ~iaRfe d e f ' e n /2em R fe d e/2 
ua~ iaRle/2 d e Ra /2e e t ampute~ le nou-
veau taRleau du /2 impf exe g éné ~ a l i /2é 
de f a co l onne qui lui co ~~e/2 pond. 
- Sinon, applique~ no ~m a lemen t l e 
c ~ i tè~e d e /2 o ~t i e d e f ' alg o ~ ithme V . 2.2 . 5 . 
Enfin, la méthode des pénalités s'étend tout naturellement 
a u x al go r i t hm e s V • 2 • 2. 5. e t V • 2. 3. 2. • A pp l i q u é e a u p r em i e r , el l e 
donne naissance à l'algorithme suivant: 
AL G OR I T HM E D ES P EN AL I TES V • 2 • 4. 4 • S o i t l e P L S 
min z 
S. C • 
n L l a .. x. = b. J = lJ J 1 i = l, ,m 
Q ~ X.~ V. 
J J 
j = l, 
'n 
(1 ). Applique~ l'algo ~ ithme p~ i mal du /2 imp lexe modi t ié V. 2 . 2 . 5 . 
au PLS augmenté 
m,n z 
6. n 6.R. 1 , /2 • C • E . 1 a . .x. = L = ... , m L 
.f = L .f .f L L 
0 ~ x . ~ u 
.f = 1 , ... , n 
.f .f 
0 .i,; X 
n+i ~ +oo L = 1 , ... , m 
où ~ dé/2 ign e un e con /2ta n te p o /2 i t i ue a~Ri t~a i ~emen t 
g~ande e t où le/2 co ettici e nt /2 6 . ( i = 1, ,m) 
L 
/2 ont dé t ini /2 pa ~ 
[ 
1 /2 i Ri ~ 0 
6. = 
L -1 /2 ,non, 
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e n pnenant c omme /2olut i on d e ia/2e néal i /2aile génénal i /2ée 
€.a /2olut i on 
X = 0 j = 1 , . . . ,n j 
X 
n+i = o . i . L L L = 1 , ... , m 
All .en .en (2). 
( 2 ). Si l a t onction é cono mique z ' n' a pa/2 d .e mLnL mum t ini, 
i l e n e/2 t d e même po un z . 
Sinon, 
/2 i c entain e/2 d .e./2 van i aile/2 x 1 , ••• , x on t un e n+ n +m 
valeu n /2tn ict .emen t po/2 i t i ve , alon/2 l.e PL S on i gi nal 
n' a p a/2 d .e /2 oluti on né a l i /2ail.e gé n énal i /2ée ; 
/2 inon, la /2 olution n éal i /2 a i l e g éné n a l i /2é.e mLnLmum 
oitenue poun l .e PLS augm.ent é e/2t au /2/2 i /2 olution 
né ali /2 a i l e géné nal i /2é.e mini mum du PLS oniginal . 
Nous laissons au lecteur le soin 
r i t hm e V • 2 • 3 • 2 • • 
' de l'a p pliquer a l'algo-
V.3. La méthode duale du simple x e 
V. 3.1. L'algorithme dual du simpl ex e 
Introduisons dès à prés e nt l' a l gorithm e dual du simpl ex e. 
Son utilité apparaitra plus clairement au par ag r a phe V.5 •• 
ALGORITHME DUAL DU SI MPLE XE V.3.1.l. Soit B un e b a se tel le 
qu e les vecteurs (ë . ,a 1 ., ••• ,a.), "iE { l, ••• ,n } soi e nt non nuls l l ml 
e t l e x i c o g r a ph i q u em e n t p o s i t i f s • 
(2) . S i on a , pou n to ut i E. {1 , , m}, l. ~O alon/2 
L 
annêt en l.e./2 c al cu l/2 : la /2ol u t i on de ia/2e actu.elle 
e/2t n éali /2 a il.e .et mLn Lmum , 
S i no n, all.en .en ( 3), 
, · 
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( 3 ) , Sé li ciionn e~ un de/2 l . < 0 , pa ~ exemple , cel u i 
~ 
(4). 
pou ~ lequel l = 
~ 
AR.le~ e n ( 4 ) • 
m. ~ n 
i: l . < O 
~ 
Si t ou /2 le/2 a . co ~~e /2po n dant a u x va~i a&..le/2 indé-
~ .f 
p e ndant e /2 /2ont po /2 iti t/2 ou nul /2 , a~~~te~ le/2 caf..cu l/2 : 
le PLS ne p0/2 /2 ède pa /2 de /2 olution ~ éali /2 a &..le . 
Sinon, alle~ e n (5). 
( 5 ). Sé le ctionne~ pou~ v a~ i a&..le ent~ani dan /2 l ' e n /2em&..le 
d e/2 va~ ia&..le/2 d e &..a /2 e, c e lle dont l 'indice /2 co ~ -
~e/2pond au vecte u ~ qu~, pa~mi le/2 ve cie u ~/2 
(6). 
c. 
.f 
(---, 
-a . 
~.f 
, . . . , 
-a . 
~ .f 
-a . 
m.1 
a . 
~ .f 
) 
te f../2 que a . < 0 e /2 i l exi cog~aphique,nent in ./!. é~ ieu~ 
~ .f 
à tou /2 f..e/2 aut~ e /2 , (c ~itè~e d' e nt~ ée ) 
A f.. le~ e,;_ ( 6 ) • 
Pivote~ le ta&..l e au du /2 i mplexe ave c a pou~ pivot, 
~/2 
A l l ,u z.. e n ( 2 ) • 
REMARQUE V.3.1.2. D'une base B du PLS 
min z 
s. c. 
n 
= Ei =l c . x. l l 
n 
E. l a .. x. J= lJ J 
X . ~ 0 
' 
j 
J 
= b. l (i = l' . . . ,m ) 
=----- l' 'n 
pour laquelle les coûts relatifs ë. sont tous positifs o u nuls, 
J 
il est possible de d é duire un PLS équ ivalent a insi qu'une d e ses 
bases v éri fiant l'hypothèse del 'algo rithme V. 3 . l. l.. De fait, 
il suffit d'ajouter au système des contraintes, l'inégalité 
E 
jE. J 
X.~ M 
J 
soit ap r e s addition d'une variabl e d' é c a rt, 
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'. 
X . = M 
J 
où J représente l'ensemble des indices correspondant aux variables 
indépendantes et M une constante positive arbitrairement grande. 
Le PLS original est dès lors équivalent au PLS 
min z 
S. C • xo + 
n 
L l J= 
X. 
J 
~ 
L 
c.x. 
l l 
X • 
jE..J J 
a .. X. lJ J 
0 
Ce dernier admet pour base 
et on a, en s'y référant, 
6 = [ ~l ] 
B· b 
= M 
b . = l i = 1, ,m 
j = 1, ..• ,n 
et, pour tout indice j correspondant à une variable indépendante, 
-C. 
J 
Remarquons en outre qu'une variable d'un PLS à laquelle 
correspond le vecteur (ë .9., ,al .Q., ' ••• ,am .9., ) nul n'intervi e nt 
aucunement dans sa résolution. De fait, del ' égalité 
0 = 
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on déduit de suite que 
0 = 
et l 'on a, alors, 
c'est-à-dire 
CQ, = o. 
Dès lors, le PL S original, 
min n z = Ei =l C • X . l l 
n b. s. c. L l a .. X. = 
est 
J= lJ J 
X . 
J ~ 
0 
' 
équivalent au PL S 
n 
min z = E c.x. 
l l 
S. C. 
i =l 
i -/:. Q, 
a •. X. lJ J = b. l 
l i = l, ,m 
j = l, ... ,n 
i = l , •.. ,m 
x. ~ 0 , j = l, ••• , Q. -1, Q, +l, ••• ,m 
J 
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V. 3. 2. Forme révisée del 'algorithme dual du simplexe 
L'algorithme dual du simplexe admet bien sûr une forme révisée. 
ALGORITHME DUAL DU SIMPLEXE REVISE V.3.2.1. Soit une base B 
-1 d'inverse connu B et te11·e que les vecteurs (ë.,a 1 ., ••• ,a.), l l ml 
i E. { 1 , • • • , n } s o i en t n on n u l s e t 1 ex i c o g r a ph i q u em en t p o s i t i f s. 
,r -1 (1). Caf..cuf..v1. f...e v.ect.eu/1. a= B &. • 
si. on a, pOU/1. tout i.€.{ 1, ,m}, l. ;;•-0, af..0/1.-6 Q/U1.2.t.e/1. 
~ 
f...e/2 caf..cuf..-6 : f..a .bof..uti.on d.e &.a-6.e actu.ef..f...e .e.6t /1.éa-
f..i..6all.e .et mi.ni.mum. 
Si.non af..f...e/1. .en (2). 
(2). Séf...ecti.onn.e/1. un 
f...equ.ef.. l = 
/1. 
A f.. f.. .e/1. .en ( 3 ) • 
d.e-6 l. < 0, pa/1. .ex:..empl.e c.elui. pOU/1. 
~ 
m~n 
i.:l.<O 
~ 
l. 
~ 
(3). Caf..cuf...e/1., pOU/1. tout i.ndi.c.e .f C0/1./1..e.6pondant à un.e 
va/1.i.a&.f...e i.ndép.endant.e 
a . = /1..f 
Si. tou-6 .boni po.bi.ti.t-6, a/1./1.2.i.e/1. f...e-6 calcuf..-6 
po-6.bèd.e pa-6 d.e .60f..uti.on /1.éaf..i..ba&.f...e. 
f...e P LS n.e 
Si.non, caf..cuf...e/1. pOU/1. tout i.ndi.c.e j t.ef.. qu.e a . < 0, f...e /1..f 
cotd /1..ef..ati./_ cj = cj - cBl .et aff...e/1. .en (4). 
( 4). Cae. cuf.e/1. 
m~n j:a. .<O /1..f 
c. 
- __.L 
a . /1..f 
.et déi 2 /1.mi.n.e/1. f..'.en/2.em&.f.e J 1 d.e-6 i.ndi.c.e-6 pou//. f...e/2qu.ef...6 
c.e minimum .e.bt att.ei.ni. Si. J 1 -6.e /1.édui.t à un .bi.ngl.eion, 
.boit J 1 = {x:. 6 } al0/1./2 po.6.e/1. a= -6. Si.non, caf..cuf..e/1., pOU/1. 
tout j E. J 1 , a. 1 j .et .en.bui.i.e 
-a . /1..f 
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Pui.6, déi.R.J1..mine/1.. l ' en.6emile J. 2 c J. 1 de.6 indic~.6 pou/1.. 
ie.6quel.6 ce mini mum e.6i. ai.teint. Si J. 2 .6e /1.. éduit à 
un .6 inglei.on, .6oit J. 2 = {x.6}, aP..0/1...6 pO.6e/1.. Œ= .6 . Si.non, 
ca f.. cul e/1.. , pOU/1.. i.oui. j E. J 2 , a2j ei. e n .6uii.e 
-a /1..j 
li ain.6i de .6uii.e , ju .6qu'à l 'o ii.eni. i on d'un e n .6emile 
J.l /1.. éduit à un .6 inglei.on, .6o it J.l = {x.6}. Po.6e/1.. a f.0/1...6 
Œ = .6 . ( C/1..ii.è/1..e d' eni./1..ée ) 
Ile f. e/1.. e n ( 5 ) • 
'1.i-1 'li (5). Cal.cul e//.. f.'inve/1...6e li de f.a nouvel.le ia.6e li oii.enue 
en /1..em plaçani. dan .6 l'en.6emile de.6 va/1..iaif.e.6 de ia.6e 
11 • 11 11 d J. , 11 em e J. • J. ta va/1..~a~te CO/1../1..e.6pon an~ a ta /1.. con~ /1..a ~n~e pa/1.. 
la va/1..i aile x • 
Alf.e/1.. en (1) en .6Ui.6i.ii.uani. '}j à B. 
V. 4. Réinversion de la base 
L'application de la méthode primale ou duale du simplexe 
requiert à chaque itération la connaissance de l 'inverse de la base 
courante B. Comme nous l'avons déjà signalé en V.2.3.2., celle-ci 
est gé néralement obtenue par pivotages successifs ou grâce à des 
produits matriciels. Malheureusement, des erreurs d'arrondi apparais-
sent à chaque itération et se propag ent d'itération en itération. 
Par suite , il arrive , c om m e l e montre l e cal cul direct 8 - l 3 , que 
les pertes de précision deviennent trop importantes. Il devient alors 
nécessaire de procéder à une inversion directe et aussi précise que 
p os si bl e de l a base. 
L'algorithme le plus couramm ent employé consiste à utiliser 
l a f o rm e p r o du i t d e l ' i n v e r s e c ' e s t - à - d i r e à r e ch e r ch e r l ' i n v e r s e 
de l a base , su p p o s é e de d im en si o n m , s o us l a f o rm e d ' un p r o duit de 
m matrices élémentaires. Afin de le d éc ouvrir, éta blissons tout 
d'abord les propositions suivantes. 
- V - 36 -
PROPOSITION V.4.1. Soient {c.: l~i ~ m} et {L l~i ~ m} 
l l 
les colonnes et les lignes d'une matrice invertible. Soit en outre 
( V 1 , • • • , v m ) un e p e rm u t a t i on d e ( l , • • • , m ) • ~ , 
(Cl' ••• ) -1 'cm = (ev ' • •• 
l 
et 
,Q, l -1 
-1 
• 
• = 
• 
Q, 
m 
D ém on s t r a t i on • C ' e s t im m é di a t • / / / 
PROPOSITION V.4.2. Pour toute matrice 
m C = (c 1 , ••• ,c. 1 ,c. ,c. 1;, . ,c ) et tout vecteur x = E. 1 >...c. tel l - l l+ m J = J J --
~ Ài -f;O, l'inverse de la matrice (c 1 , ••• ,ci_1 ,x,ci+l' ••• ,cm) =C' 
obtenue en substituant au vecteur colonne c. le vecteur x est donné 
...;.....;;_;;_;.__---'--'--------------------- l 
p a r l ' égal i té 
. . . . 
. . . 
. . 
0 0 ... l -À. 1/À. 0 ••• 0 
l - l 
c,-1 
= 0 0 ... 0 l / À·. O • • • 0 l 
0 0 ... 0 -À. 1 />... l ••• 0 l+ l 
. . 
. . 
. . 
0 0 . . . 0 -À />... 0 ••• l 
m l 
D ém o n s t r a t i on • C ' e s t im m é d i a t • / / / 
Le résultat précédent peut servir à calculer de proche en 
proche l'inverse de toute matrice invertible. De fait, si 
B = ( b 1 , • • • , b m ) . dés i g n e un e te 11 e m a tri ce de d im en si o n m , il su f f i t , 
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en supposant la proposition V. 4. 2. applicable à chaque pas, de rem -
p l ac e r s u c c es si v em en t l e s m v e c te u r s u n i t é s de di m en s i o n m 
par les vecteurs colonnes b 1 , .•• 
B-1 = J •.• Jl] 
m m 
,b. On obtient alors 
m 
c'est-à-dire l'inverse de B comme le produit de m matrices de dimen-
sion m. 
Cependant, afin d'augmenter la précision des calculs et de 
diminuer le volume de ceux-ci, il est avantageux de substituer les 
colonnes dans un ordre différent et même à une place différente. 
Ainsi , à l a t em e i té ration , l a p ( t ) em e col on n e de :n sera rem p l ac é e 
m 
,.. 
par la colonne bk(t) de B. Dans ces conditions, on obtient de meme 
une suite de matrices invertibles B(t), t = l, ••• ,m vérifiant les 
relations 
' ou on a 
-1 
B (0) = ] m 
B-1 
= 
B-1 
= 
J B-1 = J p (m ) . . . J p (l) m p(m) (m-1) 
, 
pose, pour tout tE{l, ... ,m } ' 
J p ( t) 
V p ( t) 
( t ) 
v. 
1 
= 
= 
= 
( e l ' ,ep(t)-1' V p (t) ,ep(t)+l' 
( ( t ) 
vl 
(t-1) 
-yi,k(t) 
( t-1) 
Yp(t),k(t) 
( t ) ( t ) ( t ) 
,vp(t)-l'vk(t)'vp(t) +l' 
i -1= p(t)' 
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' 
, e ) (10) , 
m 
( t) 
vp (t) = 
(t-1) 
y k ( t) 
l 
( t-1) 
Yp(t),k(t) 
( t-1) 
= (yl,k(t)' 
-1 
= 
8 (t-l) bk(t) • 
( t-1) 
,Yp(t),k(t)' 
( t-1) 1 
,Ym,k(t)) 
Afin de calculer aisément les matrices Y(") (i =l, ••• ,m), intro-
p l (t) 
duisons pour chaque colonne bk de 8 les m vecteurs colonnes yk 
(t=l, . ••• ,•n) définis comme suit: 
( t ) -1 
yk = B(t)bk 
' 
. 
. 
. 
(m ) 
-1 
yk = B (m ) b k 
Ils vérifient 1 es égalités 
c'est-à-dire les égalités 
( t ) 
y. k 
l ' 
(t-1) (t-1) 
= Yi,k + Yp(t),k 
( t) 
v. 
l 
, .\J k,tE. [1, ... ·,m} 
'tfk,te.{l, ••• ,m} 
V i E: { 1, ,m }\ {p ( t)} 
( t ) 
Yp(t ),k 
(t-1) (t) 
= Yp(t),k vp (t) \:lk,tE{l, ••• ,m} 
e t d ès 1 o r s 1 e s im p 1 i c a t i o n s 
\:1 k, t E { 1 , • • • ,m } ( t-1) ( Yp(t),k = 0 (t) (t-1) ) yk = yk • 
( t ) Il s'ensuit que seuls les vecteurs yk (k = 1, ••• ,m) correspondant 
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un vecteur yk(t-l) tel que (t-1) f. 0 seront calculés ' la t eme 
a Yp(t),k a 
itération (t=l, ••• ,m). 
Notons encore que puisqu'on a, pour tout tE. {l, ••• ,m}, 
(t-1) 
Jp(t)Yk(t) = ep(t) , il vient à l'itération t, pour tout i ~ t, 
( q) 
Yk(i) = ep(i) 
Dès lors, la matrice Y(t) = (y~1i), ••• ,y~1~ )) définie à la t eme 
itération a la structure 
y(t) = (ep(l)' ••• ( t ) 
,ep(t)'Yk(t+l)' 
en particulier, Y (m) est la matrice uni té ] • 
m 
( t ) 
'y k (m ) ) (11) 
En conclusion, en supposant les permutations (p(l), ••• ,p(m)) 
et (k(l), ••• ,k(m)) de (1, ••• ,m) connues et, en posant, pour 
tout ie:{l, ••• ,m},p-1 (i) l'entier .Q,E{l, ••• ,m} tel que p(.Q,) =i, 
la méthode de calcul del 'inverse de B s'écrit 
AL GO RI T HM E V • 4. 3 • 
t : = 1; 
7 ant q u.e t ~ m 11. ép ét.e.11. 
Calcul.e.11. Jp(t) pa11. l.e/2 to11.mul.e/2 (10); 
Pou11. tout k {k(t+1 ), ••• ,k(m)}, calcul.e.11. yit) à 
P a11.ti11. d.e (t- 1 ) yk 
t :: t+1; 
ltt.ectu.e.11. 
\ -1 B :: (.ek(p-1 (1))' 
Reste à présent à choisir au mieux la sequence des couples 
(p(t),k(t)), tE.{l, ••• ,m}. Bien entendu, ce choix constitue dans 
la pratique le point fondamental puisque c'est sur lui que repose 
la qualité des résultats fournis par la réinversion. 
Généralement on procède en deux phases : 
· 1. _ehase_de_triangularisation 
Dans la première, on tente de triangulariser la matrice B 
ou du moins une partie de celle-ci. A cet effet, on permute ses 
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' lignes et ses colonnes de façon a obtenir une matrice du type 
B' = [: ~ ~ ] 
Z W T' 
où Tet T' sont deux matrices carrées triangulaires inférieures. 
à B. 
Pour y parvenir, appliquons tout d'abord 1 'algorithme suivant 
ALGORITHME CONSTRUCTION-T' V. 4. 4. 
S'ii exi/2le une colonne n'ayant qu'un élément non nul alo .11../2 
Séleclionne.11.. une telle colonne: /2oil tk d'élément non 
nul .i... k; 
~ , 
P e.11..mule.11.. la k eme cotonne el la de.11..ni è.11..e cotonne; 
P e.11..mule.11.. la i eme ligne el f.a de.11..ni è.11..~ ligne; 
Applique.11.. CONS7RUC7ION_7' au /2ou/2 la.i..leau oilenu en 
/2upp.11..imanl la de.11..niè .11..e ligne el la de.11..niè.11..e colonn e ; 
Sinon a.11...11..êle.11... 
Il délivre après e.xécution un tableau de la forme 
Il reste donc, pour obtenir le résultat attendu, à faire apparaitre 
la matrice T. On y arrive en appliquant l'algorithme CONSTRUCTION T 
à 1 a matrice a. 
ALGORITHME CONSTRUCTION T V.4.5. 
S'il exi/2le une ligne n'ayant qu'un élément non nul alo.11../2 
Séleclionne.11.. une t elle l i gne: /2o il lk d'élément non 
nul l. k; 
~ , 
Pe.11..mule.11.. la k eme ligne el la 1 e.11..e l ign e : 
. eme 
~ 
e.11..e 
cotonn e el f.a 1 co l onn e ; 
App f.ique.11.. CONS7/WC7 ION_7 au /20 u /2 -lalleau o.i..lenu en 
. :l /Ja 1 e.11..e /2upp.11.. ~man t 17 • el 17 a 1 e.11..e t ~gne t colonne ; 
Sinon a.11...11..êle.11... 
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La matrice obtenue, après exécution, a bien la forme désirée. On 
remarquera, en outre, que tous les éléments de la matrice Y sont 
non nuls. Ceci implique que parmi les matrices possédant la forme 
adéquate, la matrice obtenue est telle que les sous-matrices T et 
T' sont de dimension maximum. En ce sens, il s' ·agit d'une "trian-
gularisation partielle maximum" de B. 
2._ehase_d'inversion 
Dans la seconde, on procède à l'inversion proprement dite 
de Bou, ce qui revient au même, à la recherche des suites 
(k(t) )tE.{l, ,m} et (p (t) )te.{l, ,m }" 
Afin d'alléger l'exposé, adoptons tout d'abord la convention 
suivante. 
CONVENTION V.4.6. Dans la suite de ce travail, nous désignons 
par 
B' 
la matrice obtenue à partir de la matrice 8 comme décrit ci-dessus. 
En outre, nous notons 
K(t) (resp. TT(t)), tE.{l, ••• ,m} 
l'indice de la colonne (resp. de la ligne) de B correspondant à la 
temecolonne (resp. ligne) de B' et par 
o (resp. o') 
l a d im en s i o n d e T ( r es p • T ' ) • 
La proposition suivante en découle. 
PROPOSITION V.4.7. Soient (v(l), ••• ,v(m)) et (µ(l), ••• ,µ(m)) 
deux permutations de la suite (l, ... ,m). Soient en outre, pour 
t o u t i E { l , • • • , m } , b . et b ! r e s p e c t i v em en t l a i em e col o n n e d e B 
l - l 
et de B'. Si, pour tout tE.{l, ... ,m}, la matrice Y(t) (resp. Y'(t)) 
est obtenue à partir de la matrice Y(t-1) ()esp. y,(t-l)) par pi-
t-1 ( ,(t-1 ) 
votage avec yTT(µ(t)),K(v(t)) resp. Yµ(t),v(t) pour pivot et si 
Y (O)_ (b b ) t y,(O)= (b' b' ) on a - v(l)' •·• ' v(m) e v (l)' ·•· ' v (m) ' 
alors , pour tout t E. { l , • • • , m } , on a 
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/ 
1 
e (1) 
y(t) (ek(l)' ·•· ,ek(m)) 
e' . (m ) 
D ém on s t r a t i on • C ' e s t im m é di a t • / / / 
Elle signifie qu'en procédant comme indiqué -dans les hypo-
thèses, les permutations des lignes et des colonnes existant entre 
B et B' se reproduisent entre chaque Y(t) et y,(t). Par conséquent, 
nous pouvons déterminer les différents pivots et la séquence des 
couples (k(t),p(t)) en raisonnant sur la matrice y,(t) plutôt que 
sur la matrice y(t). 
Construisons à présent cette séquence. Procédons en trois 
é t a p e s • A l a p r em i è r e , no u s p o s o n s , p o u r t o u t t E.. { l , • • • , cS } , 
v(t) =µ(t) =t ce qui revient à substituer successivement les vecteurs 
colonnes bk(l)' ••• ,bk( cS ) aux vecteurs unités err(l)' ••• ,err( cS )" 
On a donc, pour tout ts{l, ••• , cS }, k(t)= K(t), p(t)=rr(t) et, . vu 
l a _ f o rm ul e (11 ) , Y 1 ( cS ) = ( e 1 , , e O , y cS + 1 , • • • , y~ ) o Ù y 6 + l' • . . , y~ 
es t un e p e rm u t a t i o n à d é te rm in e r de s col o n n e s b ' + 1 , • • • , b ~ de .B 1 • 
Dan s l a d e u x i èm e , no u s d é te rm i no n s su c c e s s i v em en t l e s c o u pl e s 
(k( cS +l),p( cS +l)), ••• ,(k(m-cS'),p(m- cS ')). Dans ce but, nous cons-
t r u i s o n s d e u x p e rm u t a t i o n s ( v ( cS + l ) , • • • , v ( m - cS ' ) ) e t 
(µ( cS +l), ••• ,µ(m- cS ')) de la suite ( cS +l, ••• ,m- cS ') pour l e squell'.es 
nous espérons que les pivots successifs qu'elles définissent par les 
relations k(t)= K(v(t)), p(t)=rr(µ(t)), pour tE..{ cS +l, ••• ,m- cS '} 
minimisent le nombre d'opérations de mise à jour à effectuer. Une 
façon d'y parvenir consiste à itérer le processus suivant. Supposant 
av o i r dé j à dé te rm in é l es en s em bl es { v ( i ) : cS + l ~ i < t} et 
{µ(i): cS +l ~ i<t} ainsi que la matrice Y(t-l) et avoir t ~ m- cS 
(dans le cas contraire, les permutations sont entièrement définies), 
sélectionnons pour nombre µ ( t) un indice de l 'ensemble 
iµ = { cS +l, ••• ,m- cS '}"'- {µ( .Q, ) : cS+l~ .Q, < t} qui correspond à une ligne 
• .Q, • possédant p a rm i l es él ém en t s de L ( i ) = { .Q, • • : j { cS + l , • • • , m } "'. 
l lJ 
{v( .Q. ): cS +l .,.:.Q.< t}} un maximum d'éléments nuls. Sélectionnons ensui te , 
µ (t) étant défini, pour élément v (t) un indice corr e spondant à un 
élément l parmi L(µ(t)) s'il en e x iste, sinon à n'import e quel élément 
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non nul de L(µ(t)). Remarquons ici, quel 'inversibilité de la base 
assure à chaque pas, pour tout Q, e iµ, l'existence dans L ( Q, ) d'un 
élément non nul. 
Enfin, dans la troisième, nous posons, pour tout 
~€.{m-cS'+l, ••• ,m},k(t) = K(t) et p(t) =TT(t). Dans ces conditions, 
à chaque itération tE:.{m-cS'+l, ••• ,m}, aucune mise à jour des colonnes 
de Y(t) d'indice m-t+l à m n'est à faire. 
V.5. Problèmes de postoptimisation, d'analyse de s ·ensibilité et de 
par am étrag e 
Que ce soit dans le but d'étudier la sensibilité d'une 
solution optimale ou encore afin de considérer certaines données 
comme paramètres variables, il est intéressant d'analyser l'influence 
d'une variation des données numériques d'un PLS sur ses solutions 
optimales. Ceci implique ti;ois types distincts de problèmes: 
l) 
2) 
les problèmes de pos to ptim i sa tion étudient la con-
, 
les solutions minimales d'un PLS d'une sequence sur 
modification "discrète" de ses données, 
les problèmes d'an al y se de sensibilité p erm etten t 
l'exploration du voisinage d'une solution minimale 
e t l a d é t e rm i n a t i o n d e l a v a r i a t i o n d ' un e do n n é e ( ou de 
plusieurs données simultanément) pour laquelle la base 
obtenue reste minimum, 
3 ) l e s pro b l èm e s d e p a r am é t r a g e c o n s i s te n t à f a i r e v a ri e r 
certaines données de façon continue. 
Nous n'envisagerons dans. ce paragraphe que quelques pro-
blèmes de postoptimisation, renvoyant le lecteur désireux d'en 
traiter davantage aux livres ([35]) et ( [32 ]). 
Dans ce qui suit, nous supposons que le PLS de départ possède 
une base réalisable minimum. Nous la désignons par B et réécrivons, 
en utilisant des notations connues, ce PLS sous la forme 
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min z = TTb + (cN - TTN)xN 
S • C. 
A -1 OnabiensurB b~OetcN-TTN~O. 
V.5.1. Modification du second membre des contraintes 
Soit b + 6b la nouvelle valeur du second membre des contraintes. 
Deux cas _peuvent se présenter. 
D an s l e p r em i e r , 
Le nouveau PL S est alors 
est réalisable et minimum 
- -1 , le vecteur x 8 = B (b + 6b) est non negatif. 
déjà résolu puisque la solution (x 8 =x 8 ,xN =0) 
(pour ce nouveau problème). 
Dans le second, certaines des composantes de x8 sont stric-
tement négativ_es. Il s'ensuit que la solution (x 8 =x 3 ,xN =0) n'est 
· plus réalisable. Elle vérifie néanmoins les hypothèses del 'algo-
rithme V.3.1.l.. La méthode la plus rapide pour résoudre le PLS 
modifié consiste dès lors à appliquer l'algorithme dual du simplexe 
V.3.1.l. (ou V.3.2.l.) à partir du dernier tableau du simplexe en 
changeant 8-lb en B- 1 (b + 6b). On peut également utiliser l 'algo-
rithme primal du simplexe. Dans cette optique, si un grand nombre 
de composantes de x8 sont négatives, il est préférable de reprendre 
le problème dans son ensemble. Sinon, il est pl us adroit d'opérer 
comme suit. Posons L l'ensemble {t: x1 < O}. Associons à chaque ligne 
Q,E. L du tabl' eau du simplexe une variable artificielle xf de coût 
arbitraire~ent grand et attribuons lui pour colonne des coéfficients 
dans le tableau du simplexe le vecteur -P 1 • Puis remplaçons dans 
l ' en s em b l e de s v a r i a b l es de b a s e l e s v a r i a b l es x Q, , Q, ~ L , p a r l e s 
variables xf, de valeur -x1 . Le nouvel ensemble ainsi créé constitue 
une base réalisable dont la base correspondante 8' est obtenue a 
partir de B par multiplication des lignes correspondant à ces 
variables x1 de base par -1. Il ne reste plus pour déterminer une 
solution minimum du PLS modifié q-u _'à appliquer l'algorithme primal du 
s im pl e x e à p a r t i r d e B ' • 
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V.5.2. Modification des coéfficients de la fonction éc~nomique 
Soit c + 6c le nouveau vecteur des coéfficients de la fonction 
. économique. Deux cas sont 
D'une part, si le 
à prendre en considération • 
vecteur d = (cN 
. -1 ' 
est non négatif, la solution (x 8 = B b,xN 
-1 -1 
- c 8 B N) + (6cN - 6c 8 8 N) 
= 0) est encore minimum 
la nouvelle valeur minimum de la fonction économique vaut 
(c 8 + 6c 8 )x 8 = TTb + 6c 8 x 8 • 
D'autre part, si on ad. <0 pour au moins un indice j, la 
et 
-1 'J , 
solution (x 8 = B b,xN =0) est a nouveau une solution de base reali-
s ab l e m a i s n ' e s t pl u s m i ni m uin • Il su f f i t do n c p o u r r é s o u d r e l ~ • no u v e a u 
PLS d'appliquer l'algorithme primal du simplexe à partir du dernier 
tableau du simplexe en y remplaçant cN - TTN par d. 
V.5.3. Modification de la matrice des coéfficients des contraintes 
par addition d'une nouvelle variable 
Soit n le nombre de variables du PLS de départ~ L'introducti on · 
d'une nouvelle variable x 1 ~o revient à l'addition d'une colonne n+ 
P à la matrice A des contraintes ainsi qu'une nouvelle composante 
n+l 
cn+l au vecteur c. 
Les conséquences sont faciles à évaluer. De fait, la solution 
(x 8 = b,xN = 0,xn+l = 0) est réalisable. Elle ne reste toutefois minimum 
q u e si l ' o n a c 1 - TTP 1 ~ 0 • Dan s l e c a s con t r a i r e , il r e s te p o u r n+ n+ 
déterminer une solution minimum du nouveau PLS à appliquer l 'algo-
rithme primal du simplexe au dernier tableau du simplexe complété 
p a r l a . ( n + l) em e col on n e ( ( c 1 - TTP 1 ) , ( B - l P 1 ) ' ) ' • n+ n+ n+ 
V.5.4. Modification de la matrice des coéfficients des contraintes 
par suppression d'une variable 
Comme la suppression d'une variable hors base n'affecte ni 
la valeur minimum de la fonction économique, ni l'optimalité de la 
solution (x 8 =B-
1 b,xN =0), envisageons le cas où la variable à sup-
P r im e r est en base. 
Soient xv(k) cette variable et k l'indice de la ligne du 
table au du simpl exe qui lui correspond. Soit en outre P v (i) lai erne 
colonne de la base B. 
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Procédons comme suit. Supprimons la v(k) eme colonne du 
tableau du simplexe et associons à sa k e:ne ligne une variable x * 
de coût arbitrairement grand. Le PLS ainsi obtenu admet la base 
(Pv(l)' ••• ,,Pv(k-l)'ek,Pv(k+l)' ,Pv(m)) (dont l'inverse est 
donnée par a p pl i cation de l a pro p o si t ion V. 4. 2. ) et l a sol ut ion de 
base ré al i sa bl e ( x v ( 1 ) = 51 , • • • , x v ( k _ 1 ) = 5 k _ 1 , x * = 5 k , x v ( k + 1 ) = 6 k + 1 , 
••• ,x ( ) = 5 ). Il est donc aisé d'en déterminer une solution minimum v m m 
et par suite de résoudre le problème modifié. De fait, la non annu-
* lation de x dans cette solution traduit l'incompatibilité de ses 
contraintes. De plus, dans le cas contraire, les valeurs des variables 
de cette solution constituent une solution minimum du nouveau PLS. 
V.5.5. Modification de la matrice des coéfficients des contraintes 
par addition d'une contrainte 
Soit m le nombre de contraintes du PLS de départ. Ajoutons 
une (m+l) eme contrainte. Elle peut se présenter sous les trois 
formes différentes 
n 
E a 
m +l, i X• ~ b m +l i =l l 
(l) ' 
n 
E a 
m +l, i X • ~ b m +l i =l l 
( 2) ' 
n 
E a 
m +l, i X • = b m +l i=l l 
( 3) ' 
avecb 1 ~o. m+ 
' •' ( -1 0) , Qu an t a l a p rem i e r e , l a sol ut ion x 8 = B b , x N = l a ver if i e 
déjà si on a, en désignant par a 8 le vecteur formé des composantes 
de (a 1 1 , ••• ,a 1 ) correspondant aux variables dans la base B, m+ , m+ ,n 
bm+l - a 8 8-lb ~ O. Dans ce cas, le problème modifié est déjà résolu. 
Toutefois, afin de faciliter les manipulations ultérieures, il est 
utile d'introduire cette contrainte dans le tableau du simplexe. 
Ceci peut se faire très facilement en réécrivant (l) à l'aide d'une 
* variable auxiliaire x de coût nul 
n 
E a l . x. 
i =l m + , i i 
* + X = 
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La nouvelle base vaut alors 
- d'inverse 
-1 * 
et la solution de base associée est (x 8 = B b,x = bm+l - a 8 x 8 ,x N =0). 
Dans le cas contraire, associons au PLS modifié le PLS 
min z 
S • C • 
* * * c.x. + Ox + Mx ]_ ]_ 
n E. 1 a .• x. = b. , i = 1, ••• m J= J.J J ]_ 
n * ** Ei=l am+l,i xi+ x - x = bm+l 
X. ~ Ü, 
]_ i=l, ••• ,n 
* . ** X ~ 0, X ~ Ü 
Il admet la base 
B' = [B O J as -1 
- d'inverse 
B'-1 = 
0 
-1 ] -
, -1 ** -1 
et la solution de base realisable (x 8 = 8 b,x = a 8 B b - bm+l' 
* xN =0,x =0). Il est donc aisé, par application del 'algorithme 
primal du simplexe, d'en déterminer une solution minimum et, de là, 
si elle existe, une solution minimum du PLS modifié. De fait, d'une 
* part, la non annulation de x traduit l'incompatibilité de la con-
trainte ajoutée avec les contraintes existantes. D'autre part, si 
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* on a x = 0, les valeurs obtenues des variables x1 , 
une solution minimum du PLS modifié. 
, x déterminen t 
n 
Les cas où la contrainte ajoutée s'écrit sous la forme (2) 
ou (3) se résolvent . de même. 
V.5.6. Modification de la matrice des coéfficients des contraintes 
par suppression d'une contrainte 
La suppression d'une contrainte résulte des problèmes pré-
cédents. De fait, pour ce faire, il suffit d'affecter au second 
membre de cette contrainte une valeur arbitrairement grande et d' 
' ajouter a la ligne correspondante du tableau du simplexe une variable 
d'écart de coQt nul. 
V.6. Programmation linéaire en nombres entiers 
Comme nous l'avons déjà signalé, certaines composantes de 
bon nombre de problèmes de flot doivent être entières. :vtalheureu-
sement, la théorie développée dans les paragraphes précédents ne 
tient nullement compte de ce caractère. Il convient donc de la 
compléter afin qu'elle puisse prendre en considération des con t raint es 
d'intégrité. 
V.6.1. Quelques définitions et notations 
Pour y parvenir, introduisons tout d'abord la notion de 
problème de p rog ramm ation linéaire en nom br es en tiers et donnons 
une typologie de ces problèmes. 
DEFINITION V.6.1.l. Un problème de programmation linéaire 
en nombres entiers, noté PLE, est un problème de la forme 
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min z = c'x+d'y 
s. c. Ax + Gy = b 
X ~ Q_, y ~ 0 
x entier 
/ 
où les vecteurs c=(c1 , ,en)' et d=(d 1 , ••• ,dn)' ainsi que 
les matrices A et G (resp. de dimension mxn et nxp) représentent 
les données et où les vecteurs x = (x 1 , ... ,xn)' et y= (yl' ••• ,yp) 1 
représentent les inconnues. La fonction z = c 'x +d'y est appelée la 
fonction économique du PLE. 
NOTATION V.6.1.2. Dâns la suite, les notations 
z, c, d, A, G, x, y 
se réfèrent, sauf mention explicite du contraire, aux notations de 
la définition V.6.1.1 •• 
Il existe quatre types de problèmes de programmation en 
n om br es en t i e r s • 
DEFI N I TI ON V • 6. l. 3. Un p r o b l èm e de pro g r am m a t i on l i n é a i r e e s t 
a) totalement en nombres entiers, ce que nous désignons par 
PL TE, si on a d = 0 et si la matrice G est nulle; 
b) partiellement en nombres entiers, ce que nous désignons 
par PLPE, ou mixte, ce que nous désignons par PLM, si la matrice G 
est non nulle; 
c) totalement en variables bivalentes, ce que nous dés i gnons 
p a r PL T B , si on a d = Q, si l a m a t r i ce G est n ul l e et si l e s c om p o -
santes de x doivent valoir O ou l; 
d) mixte bivalent, ce que nous désignons par PLMB, si la 
matrice Gest non nulle et si les composantes de x doivent valoir 
0 ou l. 
Seuls les deux premiers sont utiles à la résolution des problèmes 
de flot. Nous nous y limiterons donc dans ce qui suit. 
Définissons à présent ce que nous entendons par solution 
admissible et solution admissible minimum d'un PL TE et d'un PLM. 
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DEFINITION V.6.1.4. 
a) Une solution admissible d'un PLTE (resp. d'un PLM) est 
une solution x IRn (resp. (x,y)E:-IRnxlRP) qui vérifie les contraintes 
Ax ~b (resp. Ax +Gy ~ b) ainsi que les contraintes de non négativité 
et d'intégrité du PLTE (resp. PL M). 
b) Une solution admissible minimum d'un PLTE (resp. d'un PLM) 
est une solution admissible donnant à la fonction économique une 
v al eu r m i n im um • 
Adoptons encore la convention suivante. 
CONVENTION V.6.1.5. Soit (P) le problème de programmation 
linéaire mixte 
min z = c 'x + d'y 
s.c. Ax+Gy =b 
X ~ .2_, y ~ 0 
x entier. 
Nous notons respectivement 
Q(P) et 0.(P R) 
les ensembles de solutions admissiblesdu PLM (P) et réalisables de 
la rel axa ti on (PR) 
min z = c'x +d'y 
s. c. Ax + Gy = b 
X ~ Q, y ~ 0 
de (P ). En outre, nous désignons par 
z (P ) et z (P R) 
les valeurs minimales des fonctions économiques de (P) et (PR). 
et 
Les propriétés suivantes sont évidentes. 
PROPOSITION V.6.1.6. On a 
z (P ) ~ z (PR) 
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En particulier, toute solution minimum de (PR) a dmissible pour (P) 
est un e solution minimum de (P). ( R3 ) 
D ém o n s t r a t i on • C I e s t im m é d i a t. / / / 
V.6.2. Une méthode de résolution 
P a rm i l e s di f f é r en t e s m é t ho de s d e r é sol u t i o n d ' u n PL T E o u 
d'un PLM, nous avons retenu ·les méthodes "bran ch and bound" qui 
semblent avoir receuilli les suffrages des praticiens de la program-
mation linéaire en nombres entiers. Rappelons-en le canevas al go-
r i t hm i q u e. Il r e p o se sur d e u x no t i o n s f o n d am en ta l e s : l a s ép a r a t i on 
et le rejet. 
( i ) _ l a _ s ép a r a t i o n 
Elle est basée sur les définitions suivantes. 
DEFINITION V.6.2.1. 
a) Le problème (P) est séparé en les sous-problèmes (P 1 ), • •• , 
(P ) si les deux conditions suivantes sont satisfaites : q 
(S 1 ) toute solution admissible de (P) est une solution 
a dm i s si b l e d ' u n et d ' u n s e u l d e s s o u s - ? r o b l èm e s 
(P l ) ' • • • ' ( p q ) ' 
. (5 2 ) toute solution admissible de tout sows-problème 
est une solution admissible de (P) 
( p . ) 
l. 
c'est-à-dire sil 1ensemble {Q(P_1 ), 
p art i t i on de l ' en s em b l e Q ( P ) • 
, Q( P ) } c o n s t i t u e un e q 
b) Un candidat à la séparation est un problème susceptible 
de subir une séparation. 
c ) Un i n t e rm é d i a i r e d e l a s ép a r a t i o n { ( P 1 ) , • • • , ( P q ) } d e 
(P) est un sous-problème (P * ) E- {(P 1 ), ••• ,(Pq)} tel que 
z * = z(P * ) = min 
i = l, ••• ,q 
z (P . ) 
l. 
et pour l e quel on connaît une solution admissible minimum. 
- V - 5 2 -
Il est clair qu'un intermédiaire n'est pas considéré comme 
un candidat puisqu'on en connaît une solution minimum. 
Ce qui précède suggère la méthode de résolution que nous 
avons adoptée. Elle consiste à effectuer des partitions de plus en 
plus fines du problème (P) à résoudre de façon à obtenir des pro-
blèmes dont la résolution est "plus aisée" et ce, jusqu'à ce qu'on 
puisse établir qu'une solution minimum d'un des sous-problèmes (P.) 
l 
coïncide avec une solution minimum de (P ). 
Précisons comment s'exécutent les séparations. Soit (CP) un 
candidat à séparer. Une fa ·çon de procéder, généralement utilisée, 
consiste à repérer une variable x. soumise à une ·contrainte d'inté-
J 
grité ainsi qu'à une contrainte du type CL.~ x. ~ B. (avec éventuelle-
J J J 
ment B. =+ 00 ou CL. =0) et à créer, à partir de là, deux nouveaux 
J J 
sous-problèmes identiques à (CP) à cette différence près quel 'on 
ajoute 1 a contrainte CL. ~ x. ~y. pour l'un et la contrainte 
J J J 
y.+ l ~ x. ~ B. pour l'autre, où y. est un entier situé dans JCL.,B.[ • 
J J J J . J J 
Pour conclure, il reste, bien entendu, à définir le mode de sélection 
de la variable de branchement x .• Plusieurs modes ont été proposés 
J 
(cfr. [l], [4 ] ,[5], [6], [7],[19]) parmi lesquels nous avons 
retenu 
1) choisir pour variable de branchement une variable X. de 
J 
l 'ensemble 
J = {x k xk = yk + f k' yk N' O<fk<l} 
telle que 
min {fj,l -fj} = max min {fk,l - fk}; 
kE-J 
2) choisir pour variable de branchement une variable X . de J 
J 
telle que 
min {f.,1-f.} = min min {fk,1-fk}; J J ke.J 
3) choisir pour variable de branchement une variable x. de J 
J 
telle que 
1 C • 1 = min lckl J k: X ke. J 
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4) choisir pour variable de branchem e nt une variable x. de J 
J 
conformément à un ordre de priorit é fpurni par l'utilisateur. 
(ii)_le_retet 
Il es t cl air., si l'on prend le temps de calcul en consi-
dération, quel 'on a intérêt a éviter, quand c'est possible, la 
séparation de sous-problèmes. 
Supposons qu'à un moment donné; dans le déroulement des 
séparations successives, z* soit la valeur de la fonction économique 
del 'intermédiaire correspondant a la séparation obtenue à ce moment. 
Supposons en outre que le problème (CP) soit candidat à la séparation 
et que la relaxation (CPR) de (CP) ait déjà été résolue. Trois cas 
sont susceptibles de se présenter. 
Dans l e premier, on a Q(cPR) = cp. Dans ce cas, vu (R 1 ), on 
a Q(CP) = <!) et (CP) ne contient pas de solution admissible de (P). 
Il est donc inutile de séparer (CP) et on peut le rejeter. 
Dans le deuxième, on a z(CP) ~ z*. Dans ces conditions, il 
est impossible que Û(CP) contienne une solution admissible de (P) 
qui soit meilleure que la solution minimum del 'intermédiaire~ On 
peut donc rejeter (CP) de la liste des candidats du moins sil 'on 
ne désire qu'une solution minimum de (P). Malheureusement, la con-
naissance de z(CP) suppose la résolution de (CP), ce que nous ne 
pouvons admettre (cela signifierait que nous disposions d'un algo-
rithme autre quel 'algorithme "branch and bound"; pourquoi alors ne 
p a s r é s o u d r e ( P ) a u m o y en d e ce t al go r i t hm e? ) • C e p en d an t , z ( CP R ) es t 
connu et, par (R 2 ), on peut affirmer qu'on a z(CP) ~ z(CPR). Il s'en-
suit que sil 'on a z(CPR) ~ z * , le candidat (CP) peut être rejeté. 
Enfin, dans le troisième, il ex iste une solution réalisable 
minimum de (CPR) qui est aussi admissible pour (CP). Cette solution 
est d I a p r è s ( R 3 ) un e sol ut ion m in im um de (CP ) et par sui te , vu ( S 2 ) , 
une solution admissible de (P). Il vi e nt donc z(CP) =z (CPR) ~z (P). 
Dès lors, si on a z(CP) = z(CPR) < z * , le sous-problème (CP) devient 
l'intermédiaire et peut être éliminé de la liste des candidats. De 
pl us , si o n a z ( CP ) = z (CP R ) ~ z * , on peu t r e j et e r ( t P ) de l a l i s te 
des candidats. 
En conclusion, le candidat (CP) peut être rej e t é de la liste 
des candidats sil 'un quelconque des trois critères de rejets suivants 
est sat isfait , : 
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(CRl) une analyse de ( CP R) montre qu'on a Û ( CP R) = q:, , 
(CR2) une anal y se de (CPR) montre qu'on a z(CPR) ;:,, z * , 
(CR3) une analyse de ( CP R) montre qu'une solution minimum 
de (CPR) est aussi une sol ut ion admissible de (CP). 
Nous disposons à présent des outils nécessaires à l'appli-
cation de la méthode "branch and bound". Enonçons l'algorithme qui 
en découle. 
ALGORITHME V. 6. 2. 2. 
(1 ). li./.:Jie_de/.:J_candi.dai/2 :: {(P)} 
(2). Si. li./.:Jie_de/.:J_candi.dai/2 = cl> alo4/2 
/.:Ji. z* < + 00 , a44afe4 le/2 calcul /2 : la /.:Joluii.on mLnLmum 
de l'i.nie4médi.ai.4e e/.:Ji au /2/.:J i. /.:Joluii.on mi.ni.mum de (P) 
/2i.non, a44~fe4 le/2 calcul/2: (P) ne p0/2/.:Jède pa/2 de 
/.:Joluti.on admi./2/.:Ji.lle 
/.:Ji.non alle4 en (3). 
(3), Choi./.:Ji.4 un p4oilème dan/2 la li./.:Jie li./.:Jie_de/.:J_candi.dai/2 
et le 4eieni.4 comme candi.dat à la /2épa4afi.on. 
A l f. e4 en ( 4 ) • 
(4). Ré/2oud4e la 4elaxaii.on (CPR) de (CP). 
A l l e4 en ( 5 ) • 
(5). Si. on a OJCPR)=<I> af.04 /2 
li./.:Jie_de./.>_candi.dai./.> · - li./2ie_de/2_candi.daL6 "- {(CP)} 
alle4 en (2) 
/.:Ji.non alle4 en (6). 
(6), Si. on a z(CPR) ~ z;' al04/2 
li./2ie_de/2_candi.dai/2 · - li./.:Jie_de/.:J_candi.daLo "- {(C P)} 
alle4 en (2) 
/.:Ji.non alle4 en (7). 
(7). Si. une /.:J oluii.on mLnLmum de (CPR) e/.:Ji admi./2/2i.lle pou4 
(CP) af..04/.:, 
l i. /2ie_de/2_candi.dai/2 : = l i./2te_de /2_candi.dai/2 ~ {(CP)} 
i.ni e4mé di.ai.4e_actuel :: (CP) 
alle4 en (2) 
/2 i.non alle4 e n (8). 
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( 8 ), Sépa~e~ (CP) e i le ~.e.m p l ac e~ dan /2 e a €i /2ie l i /2 ie_de/2_ 
c andi dai/2 p a~ le/2 /20U/2 - p~ol€ème/2 q ui e n ~é/2 u lieni, 
Aeee ~ e n (2). 
L ' é ta p e ( 3 ) n e pré ci se ri en q u an t a u ch o i x du c an di da t dans 
la liste €i/2ie_de/2_candidai/2. Pour ce faire, nous suggérons deux 
méthodes. La première, "dernier arrivé-premier servi" (LIFO) sélec-
tionne toujours le candidat qui a été ajouté en dernier lieu à la 
liste des candidats. Elle permet d'assurer facilement de la liste 
€i /2 ie_de/2_candidai /2 et de faciliter considérablement la réoptimi-
s a t i on de 1 ' étape ( 4 ) • P a r contre , e 11 e n e p e rm et p as de r e v en i r 
directement à un candidat dont la séparation semblerait a priori plu s 
prometteuse. La seconde offre un choix du candidat selon un ordre 
de priorité établi ou non à 1 'avance. En voici plusieurs réalisation s : 
1) l'utilisateur choisit lui-même le candidat, 
2) ayant sélectionné un candidat dans la liste des candidats, 
le système rappelle également son compagnon (c'est-à-dire 
le candidat qui résulte de la mêm e séparation) et ne re-
tient pour exploitation que celui dans lequel la variable 
de branchement a été soumise à une contrainte de prédilec -
tion de l'utilisateur, par exempl e , x k ~ vk, 
3) ayant sélectionné un candidat dans la liste des candidats, 
le système l'exploite immédiatement puis rappelle et ex-
p 1 o i te son compagnon. 
Toutefois, comme le montrent les résultats obtenus dans [4 J, [ 6 ] , 
[ 7 J et [ 20 ] , il n'existe aucune stratégi e universelle aussi bien 
en ce qui concerne 1 e choix du candidat à séparer qu'en ce qui con-
cerne l e choix de la variable de branch ement. 
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[7] 
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