Data gathering is a broad research area in wireless sensor network. In this paper, we consider the problem of routing between the base station and remote data sources via intermediate sensor nodes in a homogeneous sensor network. Sensor nodes have limited and unreplenishable power resources, both path energy cost and path length are important metrics affecting sensor lifetime. In this paper, we first explore the fundamental limits of sensor network lifetime that all algorithms can possibly achieve. Different from previous work, we explicitly consider the constraints of the limited energy and the limited end-to-end latency. We then model the formation of length and energy constrained paths and define the new composite metrics for energy-latency-optimal routing. We also design a distributed data gathering protocol called ELAG (Energy and Latency Aware data Gathering). This protocol balances energy consumption across the network by periodically determining a new optimal path consistent with associated energy distributions. Simulation results testify to the effectiveness of the protocol in producing a longer network lifetime.
Introduction
Wireless sensor network (WSN) of the future are envisioned to consist of hundreds of inexpensive nodes that can be readily deployed in physical environments to collect useful information in a robust and autonomous manner. However, there are several obstacles that need to be overcome before this vision becomes a reality. Such obstacles arise from the limited energy, computing capabilities and communication resources available to the sensors [1] , [2] , [3] .
The basic operation of WSN is the systematic gathering of sensed data to be eventually transmitted to a base station for processing. The key challenges in such data gathering are: (i) energy efficiency: sensor nodes having limited and unreplenishable power resources. It needs to conserve the sensor energies, so as to maximize their lifetime; and (ii) latency awareness: events occurring in the environment being sensed may be time-sensitive. Therefore it is often important to bound the end-to-end latency of data dissemination.
An important problem in data gathering is to determine the lifetime that all algorithms can possibly achieve. Several authors have proposed several mathematical models for this purpose [4] , [5] , [6] , [7] . However, to the best of our knowledge, none of these models providing upper bounds on the lifetime of sensor networks has explicitly considered bounding the lifetime under the end-to-end latency constraint. In this paper, we first explore the upper bound of sensor network lifetime that explicitly considers the constraints of the limited energy and the limited end-to-end latency. Then we propose a new composite metrics for energy-latency-optimal routing, and design a fully distributed routing protocol using the metrics to achieve a lifetime that is close to the derived upper bound. The protocol determines the optimal route by the guidance of limited global information on node energies obtained through user's command messages dissemination. While some control information piggybacked on command message arouses some extra overhead and consumes node energy, global information obtained through this process ensures a significant tradeoff in terms of node energy balancing and network lifetime.
We perform simulations to compare the derived lifetime upper bound and the actual lifetime achieved by our proposed protocol. The simulation results show that our protocol can achieve nearly 90% of the lifetime upper bound.
The rest of the paper is organized as follows. In section 2, we formulate the data gathering problem and define the upper limit of lifetime for data gathering sensor networks. In section 3, we describe a new composite metrics for energy-latencyoptimal routing. In section 4, we present energy and latency aware data gathering protocol (ELAG). In section 5, we carry out simulations to compare the lifetime upper bound and the achieved lifetime using ELAG. In section 6 we conclude the paper.
The Data Gathering Problem

The Sensor Network Model
Consider a network of n sensor nodes and a base station node distributed over a region. As shown in Figure 1 , the data from the nodes that detect the target needs to be collected and transmitted to the base station node. We assume that each sensor generates one data packet per time unit to be transmitted to the base station. For simplicity, we refer to each time unit as a round. For the sensor network is deployed in a big region, it needs to use multi-hop forwarding. Each sensor i has a battery with finite, unreplenishable energy E . Whenever a sensor transmits or receives a data packet it consumes some energy from its battery. The base station has an unlimited amount of energy available to it.
In the uniform distributed network, we partition the set of all sensor nodes V into subsets
for all j i ≠ and no i S is empty. i S is the set of nodes that can be reached from the base station node B in i hops ( } { 0 B S = ), but not less than i hops. We call i S the sphere of radius i around B . 
Bounding Network Lifetime
A sensor network for data gathering can be in one of the following states: 1) Target present and network sensing while satisfying user dictated constraints (in this paper, we consider the limited end-to-end latency constraint). This state is termed "active".
2) Target present and network sensing but not satisfying user dictated constraints. This state is termed "quality failure".
3) End-to-end connectivity of the network is broken, no data can be sent to the base station node. This state is termed "connectivity broken".
In non-mission-critical applications, a reasonable definition of lifetime is the cumulative active time of the network until the connectivity broken (i.e. whenever the network is active its lifetime clock is ticking, otherwise not). In mission-critical applications, lifetime is defined as the cumulative active time of the network until the first quality failure. In this paper, we adopt this latter definition of lifetime.
According to the end-to-end latency constraint, path lengths will tend to be as small as possible. In a densely deployed sensor network, the shortest path should be in the straight line from the source node to the base station. Let Γ denote the latency constraint. Let j i HopDelay denote the delay of forwarding a packet from node i to node j . In this paper, we assume the hop delay is the same along a path. The bound of the hop number of the data transmission paths is,
(1)
Let Θ denote an ellipse. The diameter of Θ is the straight line from the source node to the base station,
, w h e r eΘ is the perimeter of Θ .To satisfy the latency constraint, all sensor nodes participating in routing should be located in Θ , as shown in Figure 1 . When a sensor node in sphere n S detects the target, it transmits exactly one packet in each round. A node in sphere 1 − n S transmits the packets it receives from the data source node to another relay node in sphere 2 − n S .
Corresponding to the spheres S , we introduce balls of radius i denoted i B ,
, V N = , r as the energy consumption for receiving one packet and t as the energy required to transmit one packet. Without loss of generality, we assume each sensor node in the network has the same probability N 1 to be a data source. Each sensor node in sphere i S has the probability i PΘ to participate in routing. Using these definitions, we set
(2)
In the equation above, N 1 is the probability of a node acting as a data source in
is the total number of packets that the set of nodes in sphere i S receive and forward in each round. The best the routing algorithm can do is to balance the energy consumption for receiving and transmitting packets across all the nodes in i S , therefore, i PΘ is the same for all nodes in i S . For example, Let n Θ denote a ellipse derivated from a data source node in sphere n S , which satisfies the latency constraint.
In this scenario, each sensor node in i C has the same prob-
to participate in routing. i m provides a lower bound on the energy consumption (for receiving and transmitting packets) for the node in i S during one round.
For most sensor networks, the energy consumption of the nodes in the bottleneck sphere for T rounds is } , , , max{
. In these cases, the traffic can be balanced evenly between the nodes in the bottleneck sphere. Hence, all nodes in the bottleneck sphere run out of energy during the same round, breaking connectivity.
For each node has the exact same amount of energy E , from the discussions above, it is obvious that the maximum number of rounds max T a sensor network can perform before running out of energy under the given assumptions is bounded by the following expression:
This means, that whatever routing we use, the sensor network cannot perform more than max T rounds before connectivity breaks.
Composite Metrics for Energy-Latency-Optimal Routing
The model described above does not make any assumption about how a route is found but instead provides an upper bound of the lifetime. In this section, we devise a new composite metrics for energy-latency-optimal routing that balances the energy consumption across all the nodes in the network to achieve the bound.
To find energy-optimal paths, we first define the following metrics which reflect dispersion or concentration of energy consumption across a network.
Average of energy level: The average of the energy level of all the nodes in the route. A high average indicates lower energy consumption at this route compared to others.
Variance of energy level: The variance of the energy levels of all the nodes in the route, which is the primary measure of dispersion. A high variance indicates higher energy consumption at some of the nodes compared to others in the route.
Let } , , { 2 1 k n n n l K = be a route from a source node to the base station. The average of energy level of l is defined as:
where i n E is the residual energy level of intermediate node i n in l . k is the number
The variance of energy level of l is defined as:
Now we define the composite metrics for energy-optimal routing:
where avg E measures the residue energy level of the whole route. E D is a percent, by which we avoid choosing a route has a node that is energy-deficient relative to other nodes.
To find latency-optimal paths, we use the bound of the hop number of the data transmission paths defined by Eq.(1). Let ) (l D be the length of l in terms of number of hops. We define the metrics for latency-optimal routing:
In this paper, we explicitly consider routing under both the constraints of energy efficiency and path length, and define the composite metrics for energy-latency-optimal routing: 
Energy and Latency Aware Data Gathering Protocol
Energy and latency aware data gathering protocol (ELAG) uses the above composite metrics and implements energy-latency-optimal routing. For it is energy consuming to compute E D which needs not only the average of energy level of the route but also the variance of energy level of every node in the route. To reduce the overhead of route selection, we redefine the variance of energy level of the route:
where ) ( i n E Min is the minimum residual energy level.
The proposed protocol operates in two different phases: global information collection and path determination, global information refreshing as described below.
Global Information Collection and Path Determination
During this phase, user's command messages are transmitted from the base station to other sensor nodes through all possible paths by flooding. Each data packet potentially collects information about the energy consumption en route by keeping track of residual energy levels of nodes on the path. The fundamental steps of the command dissemination are as follows: − User first disseminates the sensing task to WSN through the base station node by flooding. Each sensor node will receive the command message from all possible paths originated from the base station, and forward the command message to all its neighbors. Each command message is piggybacked with some information about the path it passed by, like the length of the path in terms of number of hops, denoted by Hop , the residual energy level of the path, denoted by all E , and the minimum residual energy levels of the intermediate node in the path, denoted by min E .The piggybacked information is used to find the energy-latency-optimal routing paths according to the new metrics. − In the process of sensing task dissemination, each intermediate node stores the information of the energy-latency-optimal path according to the metrics seen so far. For example, node i uses two parameters i C and i P to record the information of path l with the highest ) (l C value. i C is used to record the ) (l C value. i P is used to record the neighbor node ID on l . Initially, i C is set to zero, i P is set to null. When node i receives the command message from one of its neighbors j , there exists a path l from i to the base station node through j . i takes out the piggybacked information and computes the overhead of the path according to the metrics as follow:
First, updates the path information.
Second, calculates the ) (l C value using Eq.(4), Eq(8) and Eq.(9):
, it means the path from i to the base station through j is more optimal than that through i P , then update the path information stored in i , let ) (l C C i = j P i = , rebroadcast the command message piggybacked with the updated path information.
Global Information Refreshing
WSN is closely tied to the ever-changing physical world, the system will experience extreme dynamics. To keep high quality data gathering, it is necessary to refresh the path information stored in each intermediate node. The global information refreshing in ELAG has two paradigms:
1) Refreshing originated from the base station node
If the quality of received reports is poor (long delay, high loss rate, high bit error rate), the base station node starts the global information refreshing process by broadcasts a refreshing command which is the same as the process of user's command dissemination. Refreshing originated from the base station updates the path information stored in all sensor nodes.
2) Refreshing originated from sensor node
Each sensor node determines whether its energy level has fallen below the threshold th . If so, it starts the global information refreshing process by broadcasts a refreshing command piggybacked with the updated path information. The refreshing originated from sensor node only updates the global information in the nodes that have a path to sink through the originator.
The threshold value th plays a very important role in the global information refreshing phase since it is used to provide an approximate indication that the current optimal path has become obsolete. In this paper, th is defined as:
where 1 0 < < β and min E is the minimum energy level in the current optimal path. Since min E changes with time, the threshold is recalculated in each round, consistent with the current energy distribution across the network.
Simulations and Analysis
In this section, we carry out several sets of simulations to investigate how much percent of the upper bound can be achieved by the protocol we proposed.
For our simulation, we created the 50-node network which was manually deployed in a 1000m by 1000m square. Some detailed parameters are described in table 1.
In our evaluation, we compare three protocols for energy efficiency: directed diffusion [8] , GEAR [9] and the proposed ELAG. We present the following set of result: 1) system lifetime, and 2) control overhead. We assume that before the network starts any activity, all ordinary sensor nodes have the same energy level. Therefore, in the very beginning, energy distribution is uniform across the network. We calculate the energy consumption for receiving and transmitting one packet based on the first order radio model described in [10] , J t . We divide the sensor network into 9 spheres according to the radio transmission range:
For simplicity in the computation of the lifetime below, we assume all possible paths from the data source to the base station can satisfy the latency constraint, so all sensor nodes have the same chance to participate in routing. For data sources are located in sub-region 8, other sensor nodes will act as the relay nodes in this scenario. We find the bottleneck sphere 3 S using Eq.(2) ,and compute the upper bound of the lifetime using Eq. When a network becomes active, the energy distribution across it gradually becomes non-uniform since nodes participating in a route inevitably consume more energy than other nodes. ELAG tries to adapt to the dynamically changing energy distribution and gradually uniforms the initial uneven energy distribution. The routing metrics of ELAG takes into account the residual energy level of the whole path which is different from pre-proposed data gathering protocols like GEAR. GEAR chooses a neighbor with the most remaining energy to forward data which can only balance the energy consumption locally. But ELAG can balance the energy consumption across the whole sensor network and finally prolong network lifetime.
In table 2, we present the difference in the system lifetime of the three protocols. ELAG achieves 89.25% of the upper bound of the lifetime, which is the highest one in the three protocols. In ELAG, control information is piggybacked into the command packets to set up path information in each intermediate node, which arouses some extra overhead. Global information obtained through this process ensures the data source node quickly find the energy-latency-optimal routing paths. Fig.2 shows the control overhead comparison of ELAG and directed diffusion which needs feedback information in the process of iterative routing optimization. In this sense, ELAG is a proactive routing paradigm while directed diffusion is a reactive routing paradigm. From Figure.2 we can see the overhead of directed diffusion is double of ELAG.
Conclusions
The key challenge in networks of energy constrained wireless integrated sensor nodes is maximizing network lifetime. In this paper, we use an idealized model to study the upper bound of the lifetime for large scale sensor networks, which explicitly considered the constraints of the limited energy and the limited end-to-end latency. In the model, we quantify the fundamental role played by the spheres in determining the energy consumption of routings in an ideal environment where all nodes have the same radio transmission range and transmit with the same energy. We then define a new composite metrics for energy-latency-optimal routing, and propose a distributed protocol that finds optimal routes. The ELAG protocol balances energy consumption across the network by selecting new optimal paths periodically. The simulation results indicate effectiveness of this protocol for enhancing network survivability.
