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UNIFIED APPROACH TO CRITICAL-CONTRAST HOMOGENISATION WITH
EXPLICIT LINKS TO TIME-DISPERSIVE MEDIA
KIRILL D. CHEREDNICHENKO, YULIA YU. ERSHOVA, ALEXANDER V. KISELEV, AND SERGEY N. NABOKO
Abstract. A novel approach to critical-contrast homogenisation is proposed. Norm-resolvent asymptotics
are explicitly constructed. An essential feature of our approach is that it relates homogenisation limits to a
class of time-dispersive media.
To Professor Andrei Shkalikov with deepest respect
1. Introduction
The research aimed at modelling and engineering metamaterials has been recently brought to the forefront
of materials science (see, e.g., [8] and references therein). It is widely acknowledged that these novel materials
acquire non-classical properties as a result of a carefully designed microstructure of a composite medium,
which can be assumed periodic with a small enough periodicity cell. The mathematical apparatus involved
in their modelling must therefore include as its backbone the theory of homogenisation, see e.g. [2, 24], which
aims at characterising limiting, or “effective”, properties of small-period composites. A typical problem here
is to study the asymptotic behaviour of solutions to equations of the type
− div(Aε(·/ε)∇uε)− ω2uε = f, f ∈ L2(Rd), ω2 /∈ R+, (1)
where for all ε > 0 the matrix Aε is Q-periodic, Q := [0, 1)d, non-negative and may additionally be required
to satisfy the condition of uniform ellipticity.
On the other hand, the result sought (i.e., the metamaterial behaviour in the limit of vanishing ε) belongs
to the domain of the so-called time-dispersive media (see, e.g., [41, 17, 42, 18]). For such media, in the
frequency domain one faces a setup of the type
−div(A∇u)+B(ω)u = f, f ∈ L2(Rd),
where A is a constant matrix and B(ω) is a frequency-dependent operator in L2(Rd) taking the place of
−ω2 in (1) if, for the sake of argument, in the time domain we started with an equation of second order in
time as in (1). If in addition B is a scalar matrix function, i.e., B(ω) = β(ω)I with a scalar function β(ω),
then a problem of the type
− div(A(ω)∇u) = ω2u (2)
appears in place of the spectral problem after a formal division by −β(ω)/ω2, with frequency-dependent
(but independent of the spatial variable) matrix A(ω).
Thus, the matrix elements of A(ω), interpreted as material parameters of the medium, acquire non-trivial
dependence on the frequency, which may lead to their taking negative values in certain frequency intervals.
The latter property is in turn characteristic of metamaterials [44]. It is therefore of a paramount interest
to understand how inhomogeneity in the spatial variable (see (1)) can lead in the limit of vanishing ε to
the inhomogeneity in the frequency variable, and in particular to uncover the conditions on Aε sufficient for
this. A result, which from the above perspective can be seen as negative, is provided by the homogenisation
theory in the uniformly strongly elliptic setting (i.e., both Aε and (Aε)−1 are uniformly bounded). Here one
proves (see [47, 5] and references therein) the existence of a constant Ahom matrix such that solutions uε to
(1) converge to those of
−div(Ahom∇uhom)− ω2uhom = f,
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which leaves no room for time dispersion. This result also carries over to vector models, including the
Maxwell system.
If the uniform ellipticity assumption is dropped, the analysis of (1) becomes much more complicated,
which is to be expected (see, e.g., [39]). By employing the technique of two-scale convergence, first Zhikov
[48, 50] and then Bouchitte and Felbacq [7] obtained an effective problem of the type (2). The former
works treat the critical-contrast model of the type (1), while the latter is devoted to an associated scattering
problem. Here, under critical contrast one means that the components of the medium must have material
properties in a proper contrast to each other, governed by the size of periodicity cell (see Section 2 for further
details). In a closely related development, Hempel and Lienau [22] proved the band-gap structure of the
limiting spectrum (see also [19] for a result concerning the asymptotics of the integrated density of states).
Although well received, these results fall short of establishing a rigorous one-to-one correspondence between
homogenisation limits for critical-contrast media and time dispersion in the effective medium. This is due to
the following: (i) the additional assumptions imposed only permit to treat a limited set of models (curiously,
excluding even the one-dimensional version of the problem, let alone physically relevant cases like, e.g.,
“split-ring resonator” type inclusions); (ii) the error control is lacking, due to the very weak convergence of
solutions claimed. A more general theory, akin to that of Birman and Suslina [5, 6] in the moderate-contrast
case, is therefore required. The present paper attempts to suggest precisely this.
The benefits of the novel unified approach as developed henceforth are these, in a nutshell:
(1) Being free from additional assumptions on the geometry and PDE type, it can be successfully applied
in a consistent way to diverse problems motivated by applications;
(2) It can be viewed as a natural (albeit non-trivial) generalisation of the Birman and Suslina approach
in the uniformly elliptic case;
(3) The analysis is shown to be reducible by purely analytical means to an auxiliary uniformly elliptic
problem; the latter, unlike the original problem, is within the reach of robust numerical techniques;
(4) The error bounds are controlled uniformly via norm-resolvent estimates (yielding the spectral con-
vergence as a by-product);
(5) Not only the relation of the composite with the corresponding effective time-dispersive medium is
made transparent (showing the introduction of second (“fast”) variable via the two-scale asymptotics
to be unnecessary), but the approach can be also seen to offer a recipe for the construction of such
media with prescribed dispersive properties from periodic composites whose individual components
are non-dispersive.
The analytical toolbox we propose also allows1: (i) to explicitly construct spectral representations and
functional models for both homogenisation limits of critical-contrast composites and the related time-
dispersive models; (ii) on this basis, to solve direct and inverse scattering problems in both setups. It
therefore paves the way to treating the inverse problem of constructing a metamaterial “on demand”, based
on its desired properties.
In the present paper we consider a model of a high-contrast graph periodic along one axis (see Section 2
for the setup and notation). It is instructive from the point of view of applications to think of this graph
as being embedded into Rd for some d ≥ 1. Indeed, by [28, 16, 29], see also [49], it can be viewed as an
idealised model of a thin periodic critical-contrast network. The named setup (see also our paper [9], where
its asymptotic behaviour is studied in terms of eigenfunctions; the approach of the named paper can be
viewed as an alternative manifestation of the toolbox developed here) allows to keep technicalities to a bare
minimum, at the same time making the substance of the argument highly transparent. Having said that, we
remark, that the main ingredients of the theory remain more or less the same when one passes over to the
PDE setup, see our paper [10].
The analytical backbone of our approach is the so-called generalised resolvent, or in other words the
resolvent of the original operator family sandwiched by orthogonal projections to one of components of the
medium (“soft” one, see Section 2 for details). In its analysis, we rely upon the celebrated general theory due
to Neumark [33, 34] and the follow-up work by Strauss [40]. An explicit analysis of Dirichlet-to-Neumann
maps (separately for the components comprising the medium) becomes necessary to facilitate the use of the
1This argument will appear in a separate publication.
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well-known Kre˘ın resolvent formula. The corresponding analysis is based on a version of Birman-Kre˘ın-Viˇsik
theory [4, 27, 45], treating self-adjoint extensions of symmetric operators.
The use of generalised resolvents is a rather common place in operator and spectral theory, notable
examples ranging from scattering theory [46] to the celebrated Birman-Schwinger principle [38]. An essential
part of the Birman-Suslina theory on moderate contrast homogenisation can also be viewed as an application
(albeit, degenerate) of the same. The present paper can therefore be seen as yet another example of how
surprisingly far one can reach by a consistent application of the existing vast toolbox of abstract spectral
theory.
2. Periodic graph setup
Let Bε be a strip in Rd, d ≥ 2, Bε = {y ∈ Rd : y1 ∈ [0, c0ε)}, where y1 is the first component of the d-
dimensional vector y and c0 is a real number, c0 > 0. Introducing the translation vector ~`= (c0ε, 0, . . . , 0)
> ∈
Rd, one represents the whole space as a periodic structure with respect to a lattice of hyperplanes, i.e.,
Rd = ∪j∈Z(Bε + j~`) ≡ ∪j∈ZB(j)ε , where the mentioned lattice is given by T = ∪j∈ZTj := ∪j∈Z({y ∈ Rd :
y1 = 0}+ j~`).
Let Gper be a periodic metric graph embedded into Rd so that: (i) Gper is invariant under ~`-translations,
Gper = Gper + ~`; (ii) Gε := clos(Gper ∩ Bε) is a compact finite metric graph, see e.g. [3]. Such graphs arise
in applications as limits of thin periodic networks, as the thickness of the network vanishes.
By introducing the standard parametrisation of each edge of the graph Gper (and hence of Gε) by
a one-dimensional parameter, we treat the graph Gε as a collection of intervals of the real line e(p) =
[x(p),left, x(p),right] (p = 1, ..., n ≡ n(Gε)). We denote the set of edges of Gε by E = E(Gε). We further assume
that the total length (i.e. the sum of the edge lengths l(p) := x(p),right − x(p),left) of the graph Gε is equal
to ε. It is convenient to identify the vertices Vm, m = 1, . . . , N ≡ N(Gε) of the graph Gε with equivalence
classes of edge endpoints,
Vm = {x(p1),left, . . . , x(ps(m)),left, x(ps(m)+1),right, . . . , x(pγm ),right},
where s(m) is the number of left endpoints of the edges comprising the vertex Vm and γm is the degree, or
valence, often denoted by deg Vm ≡ γm of the vertex Vm is defined as the number of elements of Vm. The
set of vertices of a graph G will henceforth be denoted by V(G).
For the graph Gε introduced above we single out two natural classes of its vertices,
V left := {V ∈ V(Gε) : V ∈ T0}, Vright := {V ∈ V(Gε) : V ∈ T1}.
These represent the vertices of the graph Gε which are located on the left T0 and right T1 “boundaries”
of the strip Bε, respectively. We assume throughout that the translation of the set V left by the vector
~` intersected with the set Vright is non-empty (otherwise, the graph Gper is clearly disconnected). This
intersection periodically extended will be denoted Vper,
Vper = ∪j∈Z((V left + ~`) ∩ Vright + j~`).
With the graph Gper we associate the Hilbert space L2(Gper) which is the direct sum of L2-spaces per-
taining to the edges of the graph:
L2(Gper) =
⊕
j∈Z
⊕
e(p)∈E(Gε+j~`)
L2
(
e(p)
)
,
where E(Gε + j~`) is the set of edges of the translated graph Gε + j~`.
Next, we define the second-order high-contrast operator Aε on the graph Gper. On each edge e of the
graph Gper the action of the operator Aε is set by the differential expression
−a2e(ε)
d2
dx2
,
where ae(ε) is a positive weight, constant on each edge of the graph. The weight ae(ε) is further assumed
to be periodic with the same periodicity cell as Gper, i.e., ae(ε) = ae+j~`(ε) for any j ∈ Z. We consider
the weights ae(ε) of two classes only. The first class, corresponding to the stiff component of the medium
modelled by Gper, corresponds to ae(ε) ≡ ae, independent of ε. The second class considered, corresponding
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to the soft component, is of the form ae(ε) = aeε. Correspondingly, the graph Gε admits a decomposition
into its soft and stiff components, Gε = Gstiff,ε ∪ Gsoft,ε, where both Gstiff,ε and Gsoft,ε are graphs (either
connected or otherwise) formed of the edges of the first and second class, respectively.
The domain domAε of the operator Aε is described as follows: it consists of all functions from the Sobolev
space W 22 (Gper) subject to the so-called Kirchhoff matching conditions at the graph vertices:
dom(Aε) =
{
u ∈W 22 (Gper)
∣∣ at any vertex V u is continuous and ∑
e∼V
∂nue(V ) = 0
}
, (3)
where the notation e ∼ V abbreviates the condition “the edge e is adjacent to the vertex V ” (i.e. one of its
endpoints belongs to V ) and ue(x) = u(x)|e for x ∈ e. Here the operator ∂n computes the inward normal
co-derivative at the vertex V :
∂nue(V ) := (ae(ε))
2
{
u′e(V ), V is the left endpoint of e,
−u′e(V ), V is the right endpoint of e,
with an obvious adjustment of notation when e is a loop. It is easily seen that the operator Aε thus defined
is a bounded below self-adjoint operator in L2(Gper). Clearly, the Kirchhoff matching condition at a hanging
vertex of the graph, i.e., at a vertex V such that deg V = 1, reduces to the Neumann boundary condition.
3. Gelfand transform and auxiliary rescaling
3.1. Gelfand transform for a graph periodic along one axis. It is customary to apply either Floquet
or Gelfand transform to a periodic differential operator, in view of obtaining a fibre representation in the form
of a direct von Neumann integral over the dual cell of quasimomentum. This allows to reduce the analysis
of the original operator Aε to the one of the operator family A
(t)
ε such that at each value of quasimomentum
t the operator A
(t)
ε has compact resolvent and thus discrete spectrum accumulating to plus infinity.
Since the original graph Gper is periodic in precisely one direction, it would be natural to apply the one-
dimensional Gelfand transform to it. Regretfully, the graph as defined above is embedded in Rd rather than
R1, necessitating an auxiliary procedure which we will refer to as flattening.
The possibility to re-embed the periodic graph Gper into R arises due to the fact that the Hilbert space
associated with it is simply the orthogonal sum of L2 spaces over segments of the real line. The “geometry”
of the graph is encoded in the matching conditions only. In essence, the graph geometry is only based on the
locality of matching conditions of Kirchhoff type at graph vertices. If one forgets for a moment the customary
practice of drawing graphs with locality of matching conditions in mind, one is then free to consider the same
graph as a collection of segments of the real line subject to a set of (non-local) conditions intertwining the
values of functions and their derivatives at edge endpoints. In view of applicability of the Gelfand transform,
it will be convenient for us to arrange the edges of the graph Gε as consecutive segments of the real line2,
starting with zero. The periodicity condition then yields an ε−periodic infinite chain graph spanning the
space R1. By a slight abuse of notation, we will keep the same notation Gε, Gper for the periodicity cell and
the periodic graph, respectively, after the flattening in hope that it will not lead to misunderstanding.
The price paid for flattening the original graph Gper is that the Gelfand transform, once applied, yields
additional unimodular weights in the non-local matching conditions. The Gelfand transform we apply next
is defined as
û(y, t) ≡ (Gu)(y, t) =
√
ε
2pi
∑
n∈Z
u(y + εn)e−it(y+εn), (4)
which is shown to be a unitary operator from L2(R) to L2
(
(0, ε) × (−pi/ε, pi/ε)). Applied to the original
operator family Aε, it yields the fibre decomposition of the latter into the direct von Neumann integral
Aε ∼= ⊕
∫ pi/ε
−pi/ε
A(t)ε dt, (5)
2It is of course clear that the result of flattening thus understood, and therefore ultimately the image of the Gelfand transform
(4), will depend on the order in which the graph edges are counted. Due to the unitarity of Gelfand transform this is nevertheless
irrelevant as all resulting fibre decompositions are unitary equivalent. For the purposes of the present paper it suffices to fix
some particular numbering of edges, which we henceforth assume done.
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where at each value of t and for each edge e of Gε the action of A(t)ε is set by the differential expression
−a2e(ε)
(
d
dx
+ it
)2
.
The operator A
(t)
ε is defined on the compact graph Gε subject to a set of non-local conditions at the vertices
of its flattened realisation. These non-local conditions are naturally split into two sets, the former originating
from the non-local matching conditions arising due to (3) via flattening. These under the Gelfand transform
are converted into matching conditions admitting the same form, although the values of functions and inward
normal co-derivatives acquire certain unimodular “weights”. The second set appears due to the periodicity of
the operator Aε on the graph Gper. These only involve the endpoints of the edges which belong to “periodic”
vertices Vper in the original (unflattened) graph.
These observations allow to “invert” the flattening introduced above once the Gelfand transform has been
applied. This inversion clearly yields the original graph Gε, in which every vertex V belonging to Vper ∩ T0
has been identified with its translation W = V + ~` in T1. This identification means that the combined vertex
VW := V ∪W is the equivalence class of edge endpoints which is the union of equivalence classes defining V
and W . We denote the resulting graph Ĝε. Clearly, the number of edges in it is the same as in Gε, whereas
the number of vertices is N̂ = N − cardVper ∩T0. This construction depends heavily on the geometry of the
original graph, but it will be clarified in Section 5, where we consider three examples in full detail.
Next we define the operator family A
(t)
ε on the compact finite graph Ĝε. On each edge e of the graph Ĝε
the operator A
(t)
ε is defined by the differential expression
−a2e(ε)
(
d
dx
+ it
)2
.
The domain of A
(t)
ε is described by weighted Kirchhoff, or Datta–Das Sarma (see [13]) conditions at each
graph vertex. Namely, at any vertex V of Ĝε one sets for u ∈ W 2,2(Ĝε) ≡ W 2,2(Gε) (we set ue := u|e as
above, and recall that t ∈ [−pi/ε, pi/ε)):
(i) For any e, e′ such that e, e′ ∼ V
there exists a common value, denoted u(V ), such that
wV (e)ue(V ) = wV (e
′)ue′(V ) =: u(V )
(ii)
∑
e∼V
∂̂(t)n ue(V ) = 0, where
∂̂(t)n ue(V ) :=

wV (e)a
2
e(ε)
(
d
dx
+ it
)
ue(V ), V is the left endpoint of e,
−wV (e)a2e(ε)
(
d
dx
+ it
)
ue(V ), V is the right endpoint of e.
(6)
Here we suitably adjust the notation when e is a loop, and {wV (e)}e∼V is defined at each vertex V as a list of
unimodular complex numbers. This list depends on a concrete choice of the graph flattening, see the related
discussion above, leading to unitarily equivalent formulations for all such choices. We therefore refrain from
providing any explicit expressions in the general case. However, in Section 5 we give such expressions for
each of the three examples discussed there.
It is easily seen that A
(t)
ε thus defined is a self-adjoint operator. The standard compactness argument is
used to ascertain that its spectrum is discrete and accumulates to +∞. The following theorem follows from
the argument presented above.
Theorem 3.1. For each vertex V ∈ Ĝε there exists a unimodular list {wV (e)}e∼V such that the image of
the operator family Aε under the Gelfand transform (4) is the fibre representation (5), where the operator
family A
(t)
ε is defined on Ĝε by (6).
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The proof is obtained by a straightforward computation based on those presented in [15, 9]. It has to
be noted that the values of wV (e) do depend on the numbering of graph vertices in Gε via the flattening
applied. This, however, happens in a unitary equivalent fashion.
3.2. Rescaling to the graph of total length 1. Guided by the result presented in [9], we introduce a
unitary rescaling for the operator family A
(t)
ε . Set τ := εt ∈ [−pi, pi) and consider the rescaled operator family
A
(τ)
ε defined by A
(τ)
ε = ΦεA
(t)
ε Φ∗ε, where the unitary Φε acts on u ≡ {ue}e∈Ĝε ∈ L2(Ĝε) by the following
rule:
Φεue =
√
εue(εx), ∀ e ∈ Ĝε.
To simplify notation, we have elected to keep the same symbol A
(τ)
ε for the unitary image of A
(t)
ε , where
t = τ/ε ∈ [−pi/ε, pi/ε). We hope that this does not lead to any misunderstanding.
Under the transformation Φε the graph Ĝε becomes G which is the same graph with every edge length
multiplied by 1/ε; the total length of G is 1. For brevity we keep the same notation e(p) for the edges of the
rescaled graph G. The operator Aε is then unitary equivalent to the direct von Neumann integral,
Aε ∼= ⊕
∫ pi
−pi
A(τ)ε dτ,
and the operator family A
(τ)
ε admits the following explicit description. On each edge e of the graph G the
operator A
(τ)
ε is defined by the differential expression
−a
2
e(ε)
ε2
(
d
dx
+ iτ
)2
.
The domain of A
(τ)
ε is described by the Datta–Das Sarma conditions, i.e u ∈ domA(τ)ε if at each graph
vertex V of G the function u ∈W 2,2(G) and
(i) For any e, e′ such that e, e′ ∼ V
there exists a common value, denoted u(V ), such that
wV (e)ue(V ) = wV (e
′)ue′(V ) =: u(V )
(ii)
∑
e∼V
∂̂(τ)n ue(V ) = 0, where
∂̂(τ)n ue(V ) :=

wV (e)
a2e(ε)
ε2
(
d
dx
+ iτ
)
ue(V ), V is the left endpoint of e
−wV (e)a
2
e(ε)
ε2
(
d
dx
+ iτ
)
ue(V ), V is the right endpoint of e,
(7)
where, as before, we suitably adjust the notation when e is a loop. The stiff-soft decomposition Gε =
Gstiff,ε ∪Gsoft,ε is replicated in G, so that G = Gstiff ∪Gsoft.
We remark that under the choice of ae(ε) made above, the operator family A
(τ)
ε on the soft component
Gsoft is defined by the ε-independent differential expression
−a2e
(
d
dx
+ iτ
)2
, e ∈ Gsoft.
On the stiff component Gstiff the symbol of the operator is 1/ε2-large. It is for this reason that we find
convenient to introduce the factors 1/ε2 in the definition of the operator ∂̂
(τ)
n above; indeed, on the edges
comprising the soft component this leads to the ε-independent expression
±wV (e)a2e
(
d
dx
+ iτ
)
ue(V ),
in line with that for the action of the operator itself.
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We also note that the same family A
(τ)
ε would have appeared if we first applied the unitary rescaling Φε
to the operator family Aε, followed by the application of the Gelfand transform (4) with ε set to 1. This
remark also proves that the Datta-Das Sarma weights wV (e) depend on ε via εt = τ .
Finally, we note that each edge e of the graph G can be, by a shift of variable, identified with the segment
[0, l(e)], where as above l(e) is the length of the edge e. We will consistently make use of this identification
below.
4. Preliminaries: boundary triples and the Weyl M-function
Our approach is based on the theory of boundary triples [20, 25, 26, 14], applied to the class of operators
introduced above. We next recall two fundamental concepts of this theory, namely the boundary triple
and the generalised Weyl-Titchmarsh matrix function. Assume that Amin is a symmetric densely defined
operator with equal deficiency indices in a Hilbert space H, and set Amax := A
∗
min.
Definition 4.1 ([20, 25, 14]). Let Γ0, Γ1 be linear mappings of dom(Amax) to an auxiliary separable Hilbert
space H. The triple (H,Γ0,Γ1) is called a boundary triple for the operator Amax if:
(1) For all u, v ∈ dom(Amax) one has
〈Amaxu, v〉H − 〈u,Amaxv〉H = 〈Γ1u,Γ0v〉H − 〈Γ0u,Γ1v〉H. (8)
(2) The mapping u 7−→ (Γ0u; Γ1u), f ∈ dom(Amax) is onto H×H.
A non-trivial extension AB of the operator Amin such that Amin ⊂ AB ⊂ Amax is called almost solvable if
there exists a boundary triple (H,Γ0,Γ1) for Amax and a bounded linear operator B defined on H such that
for every u ∈ dom(Amax)
u ∈ dom(AB) if and only if Γ1u = BΓ0u.
The (correctly defined) operator-valued function M = M(z) given by
M(z)Γ0uz = Γ1uz, uz ∈ ker(Amax − z), z ∈ C+ ∪ C−,
is called the Weyl-Titchmarsh function, or M -function function, of the operator Amax with respect to the
corresponding boundary triple.
One of the cornerstones of our analysis is the celebrated Kre˘ın formula, which allows to relate the resolvent
of AB to the resolvent of a self-adjoint operator A∞ defined as the restriction of the maximal operator Amax
to the set
dom(A∞) =
{
u ∈ domAmax|Γ0u = 0
}
.
(We follow Birman-Krein-Vishik [4, 27, 45], see also [35], in using the notation A∞, justified by the fact that
in the language of triples this extension formally corresponds to AB with B =∞.)
In particular, we will find it necessary to consider not only proper operator extensions AB , but also those
for which the parameterising operator B depends on the spectral parameter z. This amounts to considering
spectral boundary-value problems where the spectral parameter is present not only in the differential equation
but also in the boundary conditions:
Amaxu− zu = f, u ∈ dom(Amax), Γ1u = B(z)Γ0u. (9)
The solution operator R(z) for a boundary-value problem of this type is known [40] to be a generalised
resolvent in the case when −B(z) is an operator-valued R-function: if B(z) is analytic in C+ ∪ C− with
=z=B(z) ≤ 0, then
R(z) = PH(AH − z)−1
∣∣
H
, (10)
where H is a Hilbert space such that H ⊂ H, the operator PH is the orthogonal projection of H onto H, and
AH is a self-adjoint in H out-of-space extension of the operator Amin.
On the other hand, for any fixed z the operator R(z) coincides with the resolvent (evaluated at the point
z) of a closed linear operator in H that is an anti-dissipative for z ∈ C+ (dissipative for z ∈ C−) extension
of Amin with the z-dependent domain given in (9). It is for this reason that in what follows we preserve the
notation (AB − z)−1 for the generalised resolvent of AB when B = B(z).
The Kre˘ın formula suitable for treatment of such problems was obtained in [14].
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Proposition 4.2 (Version of the Kre˘ın formula of [14]). Assume that {H,Γ0,Γ1} is a boundary triple for
the operator Amax. Then for the (generalised) resolvent (AB − z)−1, where B = B(z) is a bounded operator
in H for z ∈ C+ ∪ C−, one has, for all z ∈ ρ(AB) ∩ ρ(A∞) : 3
(AB − z)−1 = (A∞ − z)−1 + γ(z)
(
B(z)−M(z))−1γ∗(z¯)
= (A∞ − z)−1 + γ(z)
(
B(z)−M(z))−1Γ1(A∞ − z)−1, (11)
where M(z) is the M-function of Amax with respect to the boundary triple {H,Γ0,Γ1} and γ(z) is the solution
operator
γ(z) =
(
Γ0|ker (Amax−z)
)−1
.
4.1. The triple. In order to apply the theory of boundary triples to the operator family A
(τ)
ε we first choose
a convenient boundary triple. It was shown in [15], see also references therein, how a “natural” boundary
triple is selected in the setting of quantum graphs, and we follow the mentioned approach here.
First, we define a “maximal” operator Amax in the space L
2(G) by the same differential expression4 as
the operator A
(τ)
ε . Its domain domAmax is defined as those u ∈W 2,2(G) that admit the weighted continuity
condition at all graph vertices V :
For any e, e′ such that e, e′ ∼ V
there exists a common value, denoted u(V ), such that
wV (e)ue(V ) = wV (e
′)ue′(V ) =: u(V )
(12)
(as above, ue := u|e).
We set the adjoint to Amax to be the “minimal” densely defined symmetric operator Amin. We choose the
boundary triple as follows: the boundary space is H = CN , where N = N(G) is the number of vertices in
G, and the boundary operators are chosen as follows.
(Γ0u)V := u(V ), (Γ1u)V :=
∑
e∼V
∂̂(τ)n ue(V ), ∀ V ∈ G, (13)
where ∂̂
(τ)
n is defined in (7). The Green identity (8) holds by integration by parts, see [11, 15] for details. It
follows that the operator A
(τ)
ε is an almost solvable extension of Amin associated with the matrix B = 0.
In what follows, we will further require two more boundary triples, constructed separately for the operators
pertaining to the stiff and soft components of the graph G, respectively. The maximal operators of these
triples Astiffmax and A
soft
max are defined by the same differential expression as that defining A
(τ)
ε , but on L2(Gstiff)
and L2(Gsoft), respectively. The domains of Astiffmax and Asoftmax are set by (12) restricted to e, e′ ∈ Gstiff (soft).
Finally, the boundary operators Γ
stiff (soft)
0 and Γ
stiff (soft)
1 are defined by (13), but the sum in the second
expression is taken over e ∈ Gstiff (soft) only. We remark that although formally all three operators Γ0,
Γ
stiff (soft)
0 are defined by the same rule, their domains are clearly different since the weighted continuity
condition (12) depends on the underlying graph.
By this construction, the boundary spaces for Astiffmax and A
soft
max are chosen as CN(Gstiff) and CN(Gsoft),
respectively. In general, this does not quite suite us as (see [9]) we need to ensure that N(G) = N(Gsoft) =
N(Gstiff). In the examples considered below, the latter identity holds automatically. The general case admits
a reduction to the one considered below via an application of [9, Appendix A].
4.2. M-matrix. The derivation of the M -matrix M
(τ)
ε (z) with respect to the triple (CN ,Γ0,Γ1) defined by
(13) is based on the same argument as in [15] (cf. [11, 9]) which permits us to omit it here. The result is
formulated in the following
3It is checked that the operator function B −M is invertible under the conditions of the proposition.
4For brevity, we henceforth omit the subscript ε and the superscript (τ) in the notation pertaining to maximal operators.
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Theorem 4.3. Assume that G contains no loops.5 The Weyl-Titchmarsh M -matrix M (τ)ε (z) has matrix
elements given by the following formula:
Mjm =

−k ∑
e∼Vm
ae(ε)
ε
cot
kεl(e)
ae(ε)
, m = j,
∑
e∼Vm,e∼Vj
wVm(e)wVj (e)e
iσm(e)l
(e)τk
ae(ε)
ε
csc
kεl(e)
ae(ε)
, m 6= j; ∃ e ∼ Vm and e ∼ Vj ,
0 otherwise.
(14)
Here k =
√
z (the branch such that =k ≥ 0), l(e) is the length of the edge e, and
σm(e) =
{
−1, e is an outgoing edge for Vm,
+1, e is an incoming edge for Vm.
Note that (14) defines a Hermitian matrix for real values of k away from a discrete set of k.
The next statement, which is commonly used in both ODE and PDE contexts, proves to be valuable
for our analysis. Its proof can be obtained, e.g., by minor modifications, due to the presence of Datta-Das
Sarma weights, of the related proof in [12].
Proposition 4.4. Let6 N(G) = N(Gsoft) = N(Gstiff). Let the operators Amax, Astiffmax and Asoftmax along with
their boundary triples be chosen as in Section 4.1. Then
M (τ)ε (z) = M
(τ),stiff
ε (z) +M
(τ),soft
ε (z), (15)
where M
(τ),stiff
ε (z) and M
(τ),soft
ε (z) are the M−matrices of the operators Astiffmax and Asoftmax, respectively.
5. Three examples
In the present section, we introduce three examples of graphs periodic along one axis, which we consider
in full detail below. These correspond to the following mutually exclusive setups: (0) disconnected stiff and
soft components; (1) disconnected soft component, connected stiff component; (2) connected soft component,
disconnected stiff component. The fourth possibility, i.e., the one where both components of the medium
are connected, proves to yield no new effects compared to (1) and (2), therefore we omit it. As stated above,
the general case can be reduced to one of these examples (although the reduction proves to be non-trivial).
We mention that the reduction via [9, Appendix A] is not the most effective and elegant of those available;
it proves to be possible to construct a deletion-contraction type reduction. This latter subject falls beyond
the scope of the present paper and will be treated elsewhere.
(0) A medium with both components disconnected. Consider the high-contrast one-dimensional
periodic medium (cf. [11]), as shown in Fig. 1. In this case, the graph Gper is nothing but an infinite
periodic chain-graph.
The boundary space H pertaining to the graph G is chosen as H = C2. The unimodular list functions
wV1 and wV2 are chosen as follows:
{wV1(e(j))}2j=1 = {1, 1}, {wV2(e(j))}2j=1 = {1, 1}. (16)
We note, that Datta-Das Sarma weights in this example can be chosen to be trivial due to the fact that no
flattening was applied to Gε.
Theorem 4.3 and Proposition 4.4 now yield the following expressions for the corresponding Dirichlet-to-
Neumann maps.
5This assumption is without loss of generality. Indeed, one can always add auxiliary vertices of degree 2 to the graph G to
satisfy it.
6This assumption is without loss of generality due to the reduction of [9, Appendix A].
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Figure 1. Example (0). Gper with Gε outlined on the left; the graph G after Gelfand transform
on the right. The soft component is drawn in blue.
Lemma 5.1. Let the maximal operators Amax, A
stiff(soft)
max and boundary operators Γj, Γ
stiff(soft)
j (j = 1, 2) be
chosen as in Section 4.1. Then
M (τ),stiffε =
k
ε

−a1 cot kεl
(1)
a1
a1e
−il(1)τ csc
kεl(1)
a1
a1e
il(1)τ csc
kεl(1)
a1
−a1 cot kεl
(1)
a1
 ,
M (τ),softε = k

−a2 cot kl
(2)
a2
a2e
il(2)τ csc
kl(2)
a2
a2e
−il(2)τ csc
kl(2)
a2
−a2 cot kl
(2)
a2
 ,
(17)
and (15) holds.
For simplicity, we will henceforce assume without loss of generality that a2 = 1.
(1) A case of connected stiff component. The periodic graph considered, its periodicity cell and the
result of Gelfand transform is shown in Fig. 2. The boundary space H pertaining to the graph G is chosen
Figure 2. Example (1). Gper with Gε outlined on the left; the graph G after Gelfand transform
on the right. The soft component is drawn in blue.
as H = C2. The unimodular list functions wV1 and wV2 are chosen as follows:
{wV1(e(j))}3j=1 = {1, 1, eiτ(l
(2)+l(3))}, {wV2(e(j))}3j=1 = {eiτl
(3)
, 1, 1} (18)
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Theorem 4.3 and Proposition 4.4 yield the following statement.
Lemma 5.2. Let the maximal operators Amax, A
stiff(soft)
max and boundary operators Γj, Γ
stiff(soft)
j (j = 1, 2) be
chosen as in Section 4.1. Then
M (τ),stiffε =
k
ε

−a1 cot kεl
(1)
a1
− a3 cot kεl
(3)
a3
a1e
−i(l(1)+l(3))τ csc
kεl(1)
a1
+ a3e
il(2)τ csc
kεl(3)
a3
a1e
i(l(1)+l(3))τ csc
kεl(1)
a1
+ a3e
−il(2)τ csc
kεl(3)
a3
−a1 cot kεl
(1)
a1
− a3 cot kεl
(3)
a3
 ,
M (τ),softε = k

−a2 cot kl
(2)
a2
a2e
il(2)τ csc
kl(2)
a2
a2e
−il(2)τ csc
kl(2)
a2
−a2 cot kl
(2)
a2

(19)
and (15) holds.
For simplicity, we will henceforce assume when treating this example, that a2 = 1.
(2) A case of connected soft component. The periodic graph considered, its periodicity cell and the
result of Gelfand transform is shown in Fig. 3. It represents a “dual” situation to the one of Example (1),
exhibiting a globally connected soft component. The boundary space H pertaining to the graph G is chosen
Figure 3. Example (2). Gper with Gε outlined on the left; the graph G after Gelfand transform
on the right. The soft component is drawn in blue.
as H = C2. The unimodular list functions wV1 and wV2 are chosen as in (18).
Theorem 4.3 and Proposition 4.4 yield the following statement.
Lemma 5.3. Let the maximal operators Amax, A
stiff(soft)
max and boundary operators Γj, Γ
stiff(soft)
j (j = 1, 2) be
chosen as in Section 4.1. Then
M (τ),stiffε =
k
ε

−a3 cot kεl
(3)
a3
a3e
il(2)τ csc
kεl(3)
a3
a3e
−il(2)τ csc
kεl(3)
a3
−a3 cot kεl
(3)
a3
 ,
M (τ),softε = k

−a1 cot kl
(1)
a1
− a2 cot kl
(2)
a2
a1e
−i(l(1)+l(3))τ csc
kl(1)
a1
+ a2e
il(2)τ csc
kl(2)
a2
a1e
i(l(1)+l(3))τ csc
kl(1)
a1
+ a2e
−il(2)τ csc
kl(2)
a2
−a1 cot kl
(1)
a1
− a2 cot kl
(2)
a2
 ,
(20)
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and (15) holds.
6. Asymptotic analysis of a sandwiched resolvent
In the present section, we proceed with the analysis in the general setting of graphs periodic along one
axis. This section can be seen as containing the crucial bit of analysis from the point of view of attaining the
main results of our study. For this reason, we start with a discussion which should motivate what follows.
In our setup, A
(τ)
ε acts in the Hilbert space H = Hsoft ⊕ Hstiff, where Hsoft = L2(Gsoft) and Hstiff =
L2(Gstiff). Denote Psoft to be the orthogonal projection from H onto Hsoft; Pstiff is projecting H onto Hstiff.
Thus, I = Psoft + Pstiff.
Instead of the resolvent (A
(τ)
ε − z)−1, consider the sandwich R(τ)ε (z) := Psoft(A(τ)ε − z)−1Psoft. Assume
for the sake of argument that R
(τ)
ε (z) has a limit, as ε → 0, in the uniform operator topology for z in an
open domain of C. Further assume that for a reason yet unknown the resolvent (A(τ)ε − z)−1 also admits
such limit. Then clearly
Psoft(A
(τ)
eff − z)−1
∣∣
Hsoft
= R
(τ)
0 (z), z ∈ D ⊂ C, (21)
where R
(τ)
0 (z) and A
(τ)
eff are the limits introduced above. The powerful idea of simplifying the required analysis
by passing over the resolvent “sandwiched” by orthogonal projections onto a carefully chosen subspace stems
from the pioneering work of Lax and Phillips [30], where the resulting sandwiched operator is shown to be
the resolvent of a dissipative operator. This idea was later successfully extended to the case of generalised
resolvents in [14], as well as in [1] with the scattering theory in mind.
The function R
(τ)
0 (z) defined by (21) is a generalised resolvent, whereas A
(τ)
eff is its out-of-space self-adjoint
extension (or Strauss dilation [40], as we will refer to it below). By a theorem of Neumark [33] (cf. [34])
this dilation is defined uniquely up to a unitary transformation of a special form, which leaves the subspace
Hsoft intact, provided that a minimality condition holds. This minimality condition is written as
H =
∨
=z 6=0
(A
(τ)
eff − z)−1Hsoft.
This can be read as follows: one has minimality, provided that there are no eigenmodes in the effective media
modelled by the operator A
(τ)
ε , and therefore in the medium modelled by the operator A
(τ)
eff as well, such that
they never “enter” the soft component of the medium. A quick glance at our setup helps one immediately
convince oneself that this must be true. But then it would follow that the effective medium is completely
determined, up to a unitary transformation, by R
(τ)
0 (z). We must admit that the Neumark-Strauss general
theory is not directly applicable in our setting. Part of the reason for this is that R
(τ)
ε (z) in general does not
converge (it will be shown below to admit an asymptotic expansion instead). Even in Examples (0) and (2),
where one can obtain a limit proper, one still needs to prove that the resolvents (A
(τ)
ε − z)−1 converge as
well. Therefore, in what follows we only use the general theory presented above as a guide. We manage to
compute the required asymptotics of the resolvents, thus eliminating the non-uniqueness due to the unitary
transformation mentioned above.
Inspired by the above general theory, we base our analysis on establishing the asymptotics of R
(τ)
ε (z). If
one writes down the boundary-value problem defining R
(τ)
ε (z) (as we do below), one realises that it is an
ODE with piecewise constant symbol independent of ε, so that its study does not involve homogenisation in
the usual sense. Instead, one faces ε- and z-dependent boundary conditions, effectively reducing the original
problem to a much simpler task of the asymptotic analysis of these boundary conditions as ε→ 0.
In this section, we will start the asymptotic analysis of the sandwich R
(τ)
ε (z). This is based on the
Kre˘ın formula applied to generalised resolvents of the class considered. We start by deriving a convenient
representation for R
(τ)
ε (z).
We assume throughout that z ∈ C is separated from the spectrum of the original operator family, more
precisely, we assume that z ∈ Kσ, where
Kσ :=
{
z ∈ C| z ∈ K a compact set in C, dist(z,R) ≥ σ > 0}.
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After we have established the operator-norm asymptotics of (A
(τ)
ε − z)−1 for z ∈ Kσ, the result is extended
to a compact set the distance of which to the spectrum of the leading order of the asymptotics is bounded
below by σ.
From (11) and the material of Section 4.1 it follows that for all z ∈ Kσ,
(A(τ)ε − z)−1 = (A(τ)∞ − z)−1 − γ(z)
(
M (τ)(z)
)−1
Γ1(A
(τ)
∞ − z)−1, (22)
where we have abbreviated M
(τ)
ε as M (τ) and the decoupled operator A
(τ)
∞ is the restriction of A
(τ)
max to
the domain dom(A
(τ)
∞ ) = dom(A
(τ)
max) ∩ ker Γ0. From the definition of Γ0 it is clear that this operator
is nothing but the Dirichlet decoupling associated with A
(τ)
max, i.e. A
(τ)
∞ = ⊕nj=1A(τ),(j)∞ , where for each
j = 1, . . . , n = n(G) the self-adjoint operator A(τ),(j)∞ is defined on the edge e(j) of the graph G, i.e., on
the Hilbert space L2(0, l(j)), by the differential expression defining A
(τ)
ε on this same edge. The domain of
A
(τ),(j)
∞ is set by the following:
dom(A(τ),(j)∞ ) =
{
u ∈W 2,2(0, l(j)) such that u(0) = u(l(j)) = 0}.
Therefore, for the self-adjoint restrictions A
(τ),stiff(soft)
∞ of A
stiff(soft)
max one has the following orthogonal decom-
position relative to the split H = Hsoft ⊕Hstiff:
A(τ)∞ = A
(τ),stiff
∞ ⊕A(τ),soft∞ , where domA(τ),stiff(soft)∞ := domAstiff(soft)max ∩ ker Γstiff(soft)0 .
One arrives at the following lemma.
Lemma 6.1. One has
Psoft(A
(τ)
ε −z)−1Psoft = (A(τ),soft∞ −z)−1−γsoft(z)
(
M
(τ)
soft(z)−B(τ)(z)
)−1
Γsoft1 (A
(τ),soft
∞ −z)−1, z ∈ Kσ, (23)
where an abbreviation M
(τ)
soft := M
(τ),soft
ε is used,
B(τ)(z) := −M (τ),stiffε , γsoft(z) =
(
Γsoft0 |ker (Asoftmax−z)
)−1
,
and the right-hand side of (23) is correctly defined for all z ∈ Kσ, due to the analytic properties of the matrix
functions M
(τ)
soft and B
(τ).
Proof. It suffices to prove the claim in relation to the second summand on the right hand side of (22). This
follows immediately from the identity Psoftγ(z) = γ
soft(z), which in its turn is a consequence of the fact
that γsoft(z) and γ(z) solve the boundary value problems Asoftmaxu = zu and Amaxu = zu subject to boundary
conditions Γsoft0 u and Γ0u, respectively. Since (H,Γsoft0 ,Γsoft1 ) is a boundary triple for the maximal operator
Asoftmax (see Section 4.1), one can apply the identity
(γsoft)∗(z¯) = Γsoft1 (A
(τ),soft
∞ − z)−1
(see [14]), which completes the proof. 
Lemma 6.1 shows that the influence of the stiff component on the generalised resolvent R
(τ)
ε (z) is encoded
in the z-dependent boundary conditions. The same lemma allows us to view R
(τ)
ε (z) at each point z as the
resolvent (computed at the same value z) of an anti-dissipative almost solvable extension of Asoftmax defined
by the parameterising matrix B(τ)(z), cf. [40]. Precisely, having restricted all the operators appearing on
both sides of (23) to the space Hsoft, one ascertains that the right-hand side of this formula represents the
generalised resolvent (AB(τ)(z) − z)−1, i.e. the solution operator of the boundary-value problem
Asoftmaxu− zu = f, f ∈ Hsoft
with the following z-dependent boundary conditions described by the matrix B(τ)(z) (note, that this matrix
only depends on the stiff component of the medium):
u ∈ domAsoftmax; Γsoft1 u = B(τ)(z)Γsoft0 u.
Corollary 6.2. One has the following representation for R
(τ)
ε :
R(τ)ε (z) ≡ Psoft(A(τ)ε − z)−1Psoft = (AB(τ)(z) − z)−1,
where the operator on the left hand side is treated as an operator in Hsoft.
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The problem of finding an operator asymptotics for Psoft(A
(τ)
ε − z)−1Psoft, as ε → 0, is thus effectively
reduced to the problem of finding the same for the matrix-function B(τ)(z).
The following theorem proves crucial in the analysis to follow.
Theorem 6.3. Let (H,Γsoft0 ,Γsoft1 ) be a boundary triple7 for Asoftmax. Assume that for two bounded operators
B(τ)(z) and B
(τ)
eff (z) in H which can be both assumed ε- and z-dependent, the estimate
B(τ)(z)−B(τ)eff (z) = O(εr)
holds in the sense of the uniform operator norm in H for some positive r and uniformly with respect to
τ ∈ [−pi, pi) and z ∈ Kσ. Assume further that B(τ) and B(τ)eff are double-sided operator-valued R-functions,
so that in particular(B
(τ)
eff (z))
∗ = B(τ)eff (z¯) and the same holds for B
(τ).
Let AB(τ) and AB(τ)eff
be the anti-dissipative for z ∈ C+ (dissipative for z ∈ C−) restrictions of Asoftmax
corresponding to the matrices B(τ) and B
(τ)
eff , respectively. Then the corresponding generalised resolvents
admit the estimate ∥∥(AB(τ) − z)−1 − (AB(τ)eff − z)−1∥∥Hsoft→Hsoft = O(εr)
uniformly in τ and z ∈ Kσ.
Proof. We use Corollary 6.2 and then representation (23) of Lemma 6.1 for both generalised resolvents. The
first summands on the right hand side of Kre˘ın formula (23) cancel out; it remains to be seen that the
difference of the second ones admits the estimate claimed. The second Hilbert identity yields:
(AB(τ)(z) − z)−1 − (AB(τ)eff (z) − z)
−1
= γsoft(z)
(
M
(τ)
soft(z)−B(τ)eff (z)
)−1
(B(τ)(z)−B(τ)eff (z))
(
M
(τ)
soft(z)−B(τ)(z)
)−1
(γsoft(z¯))∗. (24)
On the other hand, using again the Kre˘ın formula, where Γsoft0 has been applied to both sides, we obtain(
M
(τ)
soft(z)−B(τ)(z)
)−1
(γsoft(z¯))∗ = Γsoft0 (A
(τ)
B(τ)(z)
− z)−1.
The resolvent (A
(τ)
B(τ)(z)
− z)−1 on the right hand side is uniformly bounded in z ∈ Kσ as an operator from
L2(Gsoft) to the domain of the operator A(τ)B(τ)(z) equipped with its graph norm and therefore to domA
soft
max
considered as a Hilbert space; the triple property (see Definition 4.1) is then used to ascertain the boundedness
of the operator Γsoft0 (A
(τ)
B(τ)(z)
− z)−1.
The boundedness of the operator γsoft(z)
(
M
(τ)
soft(z) − B(τ)eff (z)
)−1
is shown in a similar way by passing to
the adjoint and using the fact that (B
(τ)
eff (z))
∗ = B(τ)eff (z¯) and (M
(τ)(z))∗ = M (τ)(z¯). It follows that
(AB(τ)(z) − z)−1 − (AB(τ)eff (z) − z)
−1 = T1(z)(B(τ)(z)−B(τ)eff (z))T2(z)
with T2(z) uniformly bounded from L
2(Gsoft) to H and T1(z) uniformly bounded from H to L2(Gsoft). The
assumption that B(τ)(z)−B(τ)eff (z) = O(εr) is then used to complete the proof. 
As we will see in Section 7 below (in particular, cf. Remark 7.7), the strategy suggested by the latter
theorem is of a general nature, allowing to obtain a norm-resolvent asymptotics not only for R
(τ)
ε , but also
for the original resolvent (A
(τ)
ε − z)−1. It must be noted however that this theorem alone does not yield the
most efficient form of the asymptotics sought, see Sections 7 and 8 for further details.
In the remaining part of this section, we apply Theorem 6.3 to the three examples introduced in Section
5 to obtain the leading terms in asymptotic expansion of R
(τ)
ε .
In doing so and facilitated by the fact that the problem is essentially on ODE one, we adopt the approach
based on an direct calculation, as we see this rather instructive. At the same time, we refer the reader to
Section 7, which allows for a simplification of relevant calculations owing to certain arguments of the general
theory developed there.
7We do not assume here that this is necessarily the same triple as introduced for the named operator in Section 4.1.
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(0) A medium with both components disconnected. Here Gsoft is a graph of precisely one edge e(2).
The edge e(2) is identified with the segment (0, l(2)).
Define the ε-independent operator R
(τ)
eff to be the generalised resolvent solving the following boundary
problem:
−
(
d
dx
+ iτ
)2
u− zu = f, f ∈ Hsoft = L2(Gsoft), u ∈W 2,2(Gsoft),
u|0 − ξ(τ)u|l(2) = 0,
∂(τ)u|0 − ξ(τ)∂(τ)u|l(2) = −zl(1)u|0,
(25)
where
ξ(τ) := exp(il(1)τ), ∂(τ)u :=
(
d
dx
+ iτ
)
u.
Lemma 6.4. The generalized resolvent R
(τ)
ε (z) := Psoft(A
(τ)
ε − z)−1Psoft admits the following estimate in
the uniform operator norm topology:
R(τ)ε (z)−R(τ)eff (z) = O(ε2).
This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
Note that in the case considered R
(τ)
ε has the uniform limit R
(τ)
eff as ε→ 0.
The proof of Lemma 6.4 is in Appendix A.
(1) A case of connected stiff component. Here Gsoft is a graph of precisely one edge e(2). The edge
e(2) is identified with the segment (0, l(2)).
Define the ε-dependent operator R
(τ)
eff to be the generalised resolvent solving the following boundary
problem:
−
(
d
dx
+ iτ
)2
u− zu = f, f ∈ Hsoft = L2(Gsoft), u ∈W 2,2(Gsoft),
u|0 + ξ
(τ)
|ξ(τ)|u|l(2) = 0,
∂(τ)u|0 + ξ
(τ)
|ξ(τ)|∂
(τ)u|l(2) =
((
l(1)
a21
+
l(3)
a23
)−1(
τ
ε
)2
− (l(1) + l(3))z
)
u|0.
(26)
Here8
ξ(τ) = − a
2
1
l(1)
exp(iτ(l(1) + l(3)))− a
2
3
l(3)
exp(−iτ l(2)), ∂(τ)u :=
(
d
dx
+ iτ
)
u. (27)
Lemma 6.5. The generalized resolvent R
(τ)
ε (z) := Psoft(A
(τ)
ε − z)−1Psoft admits the following estimate in
the uniform operator norm topology:
R(τ)ε (z)−R(τ)eff (z) = O(ε2).
This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
Note that in the case considered, unlike in Example (0), R
(τ)
ε only admits asymptotics in the uniform
operator norm topology. The operator R
(τ)
eff still depends on ε in (τ/ε)
2; this dependance cannot be dropped
(cf. [5], [19], [9]). This is in fact to be expected. In particular, we point out the result of [19] concerning
the integrated density of states of a problem directly related to the model considered. In a nutshell, the
integrated density of states of ⊕ ∫
τ
A
(τ)
ε has to vanish everywhere away from a discrete set of points, which
can be described as the spectrum of the decoupled problem (in our setting, this is nothing but the point
8Note that, in order to simplify notation, in this example we re-define the function ξ(τ) compared to Example (0), in hope
that this will not cause confusion.
15
spectrum of A
(−pi)
ε ). In other words, the spectral bands of ⊕
∫
τ
A
(τ)
ε are of a pseudogap nature, making the
existence of a limit proper impossible.
The proof of Lemma 6.5 can be found in Appendix B.
(2) A case of connected soft component. Here Gsoft is a graph comprising two edges e(j), j = 1, 2.
Henceforth we write uj = u|e(j) and fj = f |e(j) . The edges e(j) are identified with segments [0, l(j)],
j = 1, 2. Define the ε-independent operator R
(τ)
eff to be the generalised resolvent solving the following
boundary problem:
− a2j
(
d
dx
+ iτ
)2
uj − zuj = fj , j = 1, 2, f ∈ Hsoft = L2(Gsoft), u ∈W 2,2(Gsoft),
u2|0 = ξ(τ)2 u2|l(2) = ξ(τ)1 u1|0 = u1|l(1) ,
a22∂
(τ)u2|0 − a22ξ(τ)2 ∂(τ)u2|l(2) + a21ξ(τ)1 ∂(τ)u1|0 − a21∂(τ)u1|l(1) = −zl(3)u2|0
(28)
where
ξ
(τ)
1 = exp(−iτ(l(2) + l(3))), ξ(τ)2 = exp(−iτ l(2)), ∂(τ)uj :=
(
d
dx
+ iτ
)
uj , j = 1, 2.
Lemma 6.6. The generalized resolvent R
(τ)
ε (z) := Psoft(A
(τ)
ε − z)−1Psoft admits the following estimate in
the uniform operator norm topology:
R(τ)ε (z)−R(τ)eff (z) = O(ε2).
This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
Note that in the case considered, like in Example (0), R
(τ)
ε has the uniform limit R
(τ)
eff as ε→ 0.
The proof of Lemma 6.6 is obtained by repeating the calculation of Appendix A with ξ(τ) replaced by
ξ
(τ)
2 , a1 replaced by a3, and l
(1) replaced by l(3) in the arguments of cot, csc . Indeed, this follows from the
comparison of the expressions for M
(τ),stiff
ε in (20) and (17).
Remark 6.7. Note that in all examples considered the problem for R
(τ)
eff can be viewed as the problem on
a graph G˜soft which is obtained by contracting the original graph G in the sense of [43] along all the edges
comprising its stiff component Gstiff. The contraction mentioned above can be viewed as a process of removing
every edge e ∈ Gstiff by sending its length to zero. The left and right boundary vertices of e are identified
to form a new vertex. The z-dependent matching condition at this vertex admits the form of the so-called
δ-type (see, e.g., [15]) with a coupling constant depending on z (cf. [28]).
Remark 6.8. Following from the analysis contained in Appendices A, B, the main difference between Ex-
ample (1) and Examples (0), (2) lies in the behaviour of the least eigenvalue of the matrix B(τ)(0). The
named eigenvalue can be interpreted as the least Steklov eigenvalue of Astiffmax, i.e., the least (by absolute value)
κ such that the problem
Astiffmaxu = 0, u ∈W 2,2(Gstiff),
Γstiff1 u = κΓ
stiff
0 u.
admits a non-trivial solution.
It is easily seen that the least Steklov eigenvalue in the case of connected Gstiff is identically zero if and
only if the stiff component of Gper is disconnected.
7. Asymptotic behaviour of the resolvent (A
(τ)
ε − z)−1
7.1. Derivation of the asymptotics. In this section we prove that the original resolvent family (A
(τ)
ε −z)−1
under a mild additional assumption admits, along with the generalised resolvent R
(τ)
ε = Psoft(A
(τ)
ε −z)−1Psoft,
a uniform asymptotics. After this is established, we proceed with finding an explicit form of the latter.
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Theorem 7.1. Let for r ≤ 2 and a generalised resolvent R(τ)eff (z) the estimate∥∥R(τ)ε (z)−R(τ)eff (z)∥∥Hsoft→Hsoft = O(εr)
hold uniformly in τ and z ∈ Kσ. Let further9 R(τ)eff (z) ≡ (A(τ)(z)− z)−1 be such that A(τ)(z) ⊂ Asoftmax for all
z ∈ C±.
Then the resolvent (A
(τ)
ε − z)−1 admits the following asymptotics in the uniform operator-norm topology:
(A(τ)ε − z)−1 = R(τ)eff +O(εr),
where the operator R(τ)eff , which is allowed to depend on ε, admits the following representation relative to the
decomposition H = Hstiff ⊕Hsoft:
R(τ)eff =
 R(τ)eff (z)
(
K
(τ)
z¯
[
R
(τ)
eff (z¯)− (A(τ),soft∞ − z¯)−1
])∗
Π∗stiff
ΠstiffK
(τ)
z
[
R
(τ)
eff (z)− (A(τ),soft∞ − z)−1
]
ΠstiffK
(τ)
z
(
K
(τ)
z¯
[
R
(τ)
eff (z¯)− (A(τ),soft∞ − z¯)−1
])∗
Π∗stiff
 .
(29)
Here K
(τ)
z := Γsoft0 |Nz , where Nz := ker(Asoftmax − z), z ∈ C±, and Πstiff := γstiff(0).
Proof. Consider the operator K
(τ)
z . By [14], see also [36], it is one-to-one and admits a bounded inverse
γsoft(z). Using the fact that the operator K
(τ)
z is finite-dimensional, it follows that this operator is itself
bounded as an operator from Nz equipped with the norm of Hsoft to H. A simple computation shows that
its bound is uniform in τ and z ∈ Kσ.
Using the Kre˘ın resolvent formula (11), we regularise R
(τ)
ε and write
Pstiff(A
(τ)
ε − z)−1Psoft = −γstiff(z)
(
M
(τ)
soft(z)−B(τ)(z)
)−1(
γsoft(z¯)
)∗
= −γstiff(z)Γsoft0 γsoft(z)
(
M
(τ)
soft(z)−B(τ)(z)
)−1(
γsoft(z¯)
)∗
= γstiff(z)Γsoft0
[
R(τ)ε − (A(τ),soft∞ − z)−1
]
= γstiff(z)K(τ)z
[
R(τ)ε − (A(τ),soft∞ − z)−1
]
.
Here in the second equality we take advantage of the fact that Γsoft0 γ
soft(z) = I. Furthermore, using the
representation (see [14, 36])
γstiff(z) =
(
1− z(A(τ),stiff∞ )−1
)−1
Πstiff
together with the fact that the operator (A
(τ),stiff
∞ )−1 admits an obvious estimate
∥∥(A(τ),stiff∞ )−1∥∥ = O(ε2)
uniformly in τ , we conclude that
γstiff(z)−Πstiff = O(ε2).
Since by assumption
(Asoftmax − z)
[
R
(τ)
eff f − (A(τ),soft∞ − z)−1f
]
= (Asoftmax − z)(Az − z)−1f − f = 0, f ∈ Hsoft,
the following asymptotic formula holds:
Pstiff(A
(τ)
ε − z)−1Psoft −ΠstiffK(τ)z
[
R(τ)ε − (A(τ),soft∞ − z)−1
]
= O(εr) (30)
uniformly in τ and z ∈ Kσ.
Passing over to the top right entry in (29), we write
Psoft(A
(τ)
ε − z)−1Pstiff = −γsoft(z)
(
M
(τ)
soft(z)−B(τ)(z)
)−1
(γstiff)∗(z¯)
=
(
K
(τ)
z¯
[
R(τ)ε (z¯)− (A(τ),soft∞ − z¯)−1
])∗
(γstiff(z¯))∗
=
(
K
(τ)
z¯
[
R(τ)ε (z¯)− (A(τ),soft∞ − z¯)−1
])∗
Π∗stiff(1− z(A(τ),stiff∞ )−1)−1,
9We recall that by [40], cf. Corollary 6.2 and Theorem 6.3, R
(τ)
eff is represented as (A
(τ)(z) − z)−1, where A(τ)(z) is a
(z-dependent) operator in Hsoft.
17
from where the claim pertaining to the named entry follows by a virtually unchanged argument. We remark
that one could of course rewrite the right-hand side of the last expression as
[R(τ)ε (z)− (A(τ),soft∞ − z)−1](K(τ)z¯ )∗(γstiff(z¯))∗
so that its asymptotics is clearly the conjugate adjoint of the bottom left entry of the matrix in (29), but
there is no value in doing so since (K
(τ)
z¯ )
∗ admits no concise representation.
Finally, for the (1, 1) matrix element in (29) we have
Pstiff(A
(τ)
ε − z)−1Pstiff = (A(τ),stiff∞ − z)−1 + γstiff(z)K(τ)z
(
K
(τ)
z¯
[
R(τ)ε (z¯)− (A(τ),soft∞ − z¯)−1
])∗(
γstiff(z¯)
)∗
,
which is used to complete the proof. 
7.2. Assumptions and remarks. We remark that the operator R(τ)eff cannot in general be claimed to be a
resolvent of a self-adjoint operator acting in Heff = clos(ran Πstiff) ⊕Hsoft. If it were, one would be able to
immediately invoke the argument of [33, 34]. As it stands however, one has to opt for the construction to
follow.
Henceforth in the present Section, we adopt the following additional assumptions.
Assumptions.
(i) As in Theorem 7.1, ranR
(τ)
eff (z) ⊂ domAsoftmax and moreover, Γsoft0 ranR(τ)eff (z) ⊂ P(τ)H for all z ∈ C±
and some orthogonal projection P(τ) in H. The projection P(τ)⊥ is introduced as the orthogonal
projection complementary ot P(τ).
(ii) At every value of τ and z ∈ Kσ, the operator A(τ)z such that (A(τ)z −z)−1 = R(τ)eff is an (z-dependent)
almost solvable extension of the operator A˘softmin := (A˘
soft
max)
∗, where A˘softmax is the restriction of the oper-
ator Asoftmax to the domain dom A˘
soft
max := domA
soft
max∩ker(P(τ)⊥ Γ0), relative to the triple {H˘, Γ˘soft0 , Γ˘soft1 }.
Here
H˘ := P(τ)H, Γ˘soft0 := P(τ)Γsoft0 , Γ˘soft1 := P(τ)Γsoft1 . (31)
In what follows we equip all the objects pertaining to this triple with a breve on top.
(iii) The parameterising matrix B
(τ)
eff (z) of A
(τ)
z in terms of Section 4.1, i.e., the matrix such that A
(τ)
z is
a restriction of A˘softmax to the domain domA
(τ)
z = {u ∈ dom A˘softmax : Γ˘soft1 u = B(τ)eff (z)Γ˘soft0 u}, is linear
in z.
Remark 7.2. 1. The notation P(τ),P(τ)⊥ refers in fact to the same projections as introduced in Appendices
A and B, allowing us to keep the same symbols here.
2. The assumption (i) contains no further restrictions compared to those imposed by Theorem 7.1. Indeed,
the case P(τ) = I is not excluded.
3. The assumptions (ii) and (iii) are non-restrictive. Indeed, Theorem 6.3 allows to interpret the problem
of establishing the asymptotic behaviour of R
(τ)
ε as that of finding the non-decreasing in ε terms of the
asymptotic expansion of M
(τ),stiff
ε . On the other hand, the latter is (up to multiplication by 1/ε2) a Dirichlet-
to-Neumann map of a uniformly elliptic problem evaluated at the point ε2z. This allows us to utilise a
standard expansion, which is obtained by a straightforward computation:
M (τ),stiffε (z) = ε
−2(M (τ)0 + ε2zM (τ)1 )+O(ε2) (32)
for all z ∈ Kσ and all τ . Theorem 6.3 then permits us to drop the error term O(ε2) in the last expansion,
leaving a linear operator-function in z, as required (cf. [9, 19, 5]). In the process, one ends up with an
almost solvable extension of the operator Asoftmax. After this is done, one follows the argument of Appendix
A, introducing the triple (62). A straightforward application of the Schur-Frobenius formula leads to an
asymptotics of the type (65). Ultimately, one “truncates” the triple to the one defined in (31) to find oneself
in the setup described by Assumptions (i)–(iii) above.
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7.3. Strauss dilation. Theorem 6.3 allows us to keep only the first two terms in the expansion (32) for
B(τ)(z) ≡ −M (τ),stiffε (z), which are affine in z. This, in turn, allows us to explicitly construct the Strauss
dilation [40] of the generalised resolvent defined by these leading-order terms of B(τ)(z), (cf. [28]). We then
compute the resolvent of the latter in view of comparing it with the expression (29).
Definition 7.3. Assume (i)–(iii) above. Consider the Hilbert space H = Hsoft ⊕ H(1), where H(1) is an
auxiliary Hilbert space. Let Π be a bounded and boundedly invertible operator from H˘ to H(1). Let
domA :=
{
(u, u(1))> ∈ Hsoft ⊕H(1) : u ∈ dom A˘softmax, u(1) = ΠΓ˘soft0 u
}
.
Clearly, domA thus defined is dense in H. We introduce a linear operator A on this domain by setting
A
(
u
u(1)
)
:=
(
A˘softmaxu
−(Π∗)−1Γ˘soft1 u+ Bu(1)
)
, (33)
where B is assumed to be a bounded operator in H(1).
We have the following statement.
Lemma 7.4. The operator A is symmetric on the domain domA if and only if B is self-adjoint in H(1).
Proof. On the one hand, for all (u, u(1))> ∈ domA and for (v, v(1))> ∈ domA one has〈
A
(
u
u(1)
)
,
(
v
v(1)
)〉
= 〈A˘softmaxu, v〉 − 〈(Π∗)−1Γ˘soft1 u, v(1)〉+ 〈BΠΓ˘soft0 u, v(1)〉
= 〈u, A˘softmaxv〉+ 〈Γ˘soft1 u, Γ˘soft0 v〉 − 〈Γ˘soft0 u, Γ˘soft1 v〉 − 〈(Π∗)−1Γ˘soft1 u,ΠΓ˘soft0 v〉+ 〈BΠΓ˘soft0 u,ΠΓ˘soft0 v〉
=
〈
u, A˘softmaxv
〉− 〈Γ˘soft0 u, Γ˘soft1 v〉+ 〈ΠΓ˘soft0 u,B∗ΠΓ˘soft0 v〉,
where the triple property for A˘softmax has been used.
On the other hand,〈(
u
u(1)
)
,A
(
v
v(1)
)〉
= 〈u, A˘softmaxv〉 − 〈Γ˘soft0 u, Γ˘soft1 v〉+
〈
ΠΓ˘soft0 u,BΠΓ˘soft0 v
〉
,
and the claim follows by comparison. 
In fact, one can claim self-adjointness of A iff B is self-adjoint in H(1). This follows from the next Theorem
via an explicit construction of the resolvent (A− z)−1.
Theorem 7.5. Assume B = B∗. Then A is self-adjoint, and its resolvent (A− z)−1 is defined at all z ∈ C±
by the following expression, relative to the space decomposition H = Hsoft ⊕H(1) (cf. (29)).
(A− z)−1 =
 R(z)
(
K˘z
[
R(z¯)− (A˘soft∞ − z¯)−1
])∗
Π∗
ΠK˘z
[
R(z)− (A˘soft∞ − z)−1
]
ΠK˘z
(
K˘z
[
R(z¯)− (A˘soft∞ − z¯)−1
])∗
Π∗
 . (34)
Here R(z) is a generalised resolvent in Hsoft defined as R(z) = (AB − z)−1 with B ≡ B(z) := Π∗(B − z)Π
relative to the triple (H˘, Γ˘soft0 , Γ˘soft1 ); the bounded operator K˘z is defined as K˘z := Γ˘soft0 |N˘z , where N˘z :=
ker(A˘softmax − z). Finally, the operator A˘soft∞ is the restriction of A˘softmax to the set dom A˘softmax ∩ ker(Γ˘soft0 ).
Proof. We start by considering the problem
(A− z)
(
u
u(1)
)
=
(
f
0
)
,
which is rewritten as
A˘softmaxu− zu = f,
−(Π∗)−1Γ˘soft1 u+ Bu(1) − zu(1) = 0.
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The second equation admits the form
Γ˘soft1 u = Π
∗(B − z)ΠΓ˘soft0 u,
and thus for B(z) := Π∗(B − z)Π one has u = R(z)f .
Since (u, u(1))> ∈ domA, one also obtains from the same calculation that u(1) = ΠΓ˘soft0 u and therefore
u(1) = ΠΓ˘soft0 R(z)f = ΠK˘z
[
R(z)− (A˘soft∞ − z)−1
]
,
thus completing the proof for the first column of the matrix representation (34).
We proceed with establishing the second column. Considering the problem
(A− z)
(
u
u(1)
)
=
(
0
f (1)
)
, (35)
we rewrite it as
A˘softmaxu− zu = 0,
−(Π∗)−1Γ˘soft1 u+ Bu(1) − zu(1) = f (1).
The second equation admits the form
Γ˘soft1 u = Π
∗(B − z)ΠΓ˘soft0 u−Π∗f (1).
Pick a function vf ∈ dom A˘softmax ∩ ker(Γ˘soft0 ) = dom A˘soft∞ that satisfies Γ˘soft1 vf = Π∗f (1). Such a choice is
possible due to the surjectivity property of the triple. We look for a solution to (35) such that its first
component u admits the form u = v− vf . For v, using the fact that by construction vf ∈ dom A˘soft∞ , we then
obtain v = R(z)(A˘soft∞ − z)vf , and therefore
u = R(z)(A˘soft∞ − z)vf − vf .
Letting uf := (A˘
soft
∞ − z)vf , this amounts to
u =
[
R(z)− (A˘soft∞ − z)−1
]
uf .
Using the Kre˘ın formula, we have
u =
[
R(z)− (A˘soft∞ − z)−1
]
uf = −γ˘soft(z)
(
M˘soft(z)−B(z)
)−1
Γ˘soft1 vf = −γ˘soft(z)
(
M˘soft(z)−B(z)
)−1
Π∗f (1),
where γ˘(z) and M˘soft(z) are the solution operator and the M -matrix of A˘
soft
max, pertaining to the triple
(H˘, Γ˘soft0 , Γ˘soft1 ), respectively. Proceeding as in the proof of Theorem 7.1, we rewrite the latter expression as:
u =
(
K˘z
[
R(z¯)− (A˘soft∞ − z¯)−1
])∗
Π∗f (1),
and thus complete the proof of representation (34). The fact that A is self-adjoint in H now follows from
Lemma 7.4. 
7.4. “Self-adjointness” of the asymptotics. Introduce the truncated triple (H˘, Γ˘stiff0 , Γ˘stiff1 ) for A˘stiffmax by
the formulae (cf. (31))
H˘ := P(τ)H, Γ˘stiff0 := P(τ)Γstiff0 , Γ˘stiff1 := P(τ)Γstiff1 , (36)
where A˘stiffmax is the restriction of the operator A
stiff
max to the domain dom A˘
stiff
max := domA
stiff
max ∩ ker(P(τ)⊥ Γstiff0 ).
We have by the definition of solution operators: γ˘stiff(z) = γstiff(z)P(τ). Indeed, this follows from
Γstiff0 γ
stiff(z)P(τ) = P(τ). Then Π˘stiff = ΠstiffP(τ), where, in line with the preceding notation, we have
denoted Π˘stiff := γ˘
stiff(0).
Theorem 7.6. Under the assumptions (i)–(iii), let
(
B
(τ)
eff
)′
z
(0) = −(Π˘stiff)∗Π˘stiff. Then the asymptotics
R(τ)eff of (A(τ)ε − z)−1 provided by Theorem 7.1 is the resolvent (A(τ)eff − z)−1 of a self-adjoint operator A(τ)eff ,
introduced by Definition 7.3 with Π = Π(τ) chosen as Π(τ) = Π˘stiff and B = B(τ) chosen so that
B
(τ)
eff (0) = (Π˘stiff)
∗B(τ)Π˘stiff.
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Proof. Under the assumptions one has
(A(τ),soft∞ − z)−1 = (A˘(τ),soft∞ − z)−1; K˘(τ)z = Γ˘soft0 |N˘z = P(τ)Γsoft0 |N˘z = P(τ)K(τ)z |N˘z .
Since at the same time [R
(τ)
eff (z¯)− (A(τ),soft∞ − z¯)−1]f ∈ N˘z, one has
ΠstiffK
(τ)
z [R
(τ)
eff (z)− (A(τ),soft∞ − z)−1] = Π˘stiffK˘(τ)z [R(τ)eff (z)− (A(τ),soft∞ − z)−1].
Therefore, the representation (29) provided by Theorem 7.1 admits the form
R(τ)eff =
 R(τ)eff (z)
(
K˘
(τ)
z
[
R
(τ)
eff (z¯)− (A˘(τ),soft∞ − z¯)−1
])∗
Π˘∗stiff
Π˘stiffK˘
(τ)
z
[
R
(τ)
eff (z)− (A˘(τ),soft∞ − z)−1
]
Π˘stiffK˘
(τ)
z
(
K˘
(τ)
z
[
R
(τ)
eff (z¯)− (A˘(τ),soft∞ − z¯)−1
])∗
Π˘∗stiff
 .
(37)
Comparing this with the statement of Theorem 7.5, we note thatR(τ)eff is the resolvent of the stated self-adjoint
operator provided that B
(τ)
eff = Π
∗(B(τ) − z)Π. 
Remark 7.7. The above theorem opens up a multitude of ways to offer a norm-resolvent asymptotics for
(A
(τ)
ε − z)−1. Seemingly the simplest would follow if one chose P(τ) = I. In this case, Theorem 6.3 provides
the following recipe for the asymptotics sought. One starts with B
(τ)
ε (z) := −M (τ),stiffε (z). Expanding this
Dirichlet-to-Neumann map in powers of ε, one gets (see (32))
B(τ)ε (z) = −ε−2M (τ)0 − zM (τ)1 +O(ε2),
yielding
B
(τ)
eff := −ε−2M (τ)0 − zM (τ)1 ,
where M
(τ)
1 can be obtained as M
(τ)
1 =
(
M
(τ),stiff
ε
)′
z
(0), whereas M
(τ)
0 = ε
2Γstiff1 Πstiff does not depend on ε
due to the choice of Γstiff1 , see (7) and Section 4.1. On the other hand, [36] provides us with the representation(
M
(τ),stiff
ε
)′
z
(0) = Π∗stiffΠstiff, and hence
B
(τ)
eff = −ε−2M (τ)0 − zΠ∗stiffΠstiff,
as required for the applicability of Theorem 7.6 after making the suitable choice of B(τ) :
B(τ) = −ε2(Π∗stiff)−1M (τ)0 (Πstiff)−1.
However, as seen from Lemmata 6.4, 6.6, this strategy is not the most effective from the point of view of
the form of the final result, as it requires the asymptotics R(τ)eff to depend on ε even when it proves possible
to obtain a uniform limit for the generalised resolvents R
(τ)
ε .
Motivated by the just mentioned results, and also by the classical elliptic argument of [5], [19] (cf. Remark
7.2, (3)), one arrives at R
(τ)
eff as described by Assumptions (i)–(iii) with a non-trivial projection P(τ). In
order to better understand this case, consider an intermediate operator family A
(τ)
ε defined by the same
differential expression as A
(τ)
ε on the domain domA
(τ)
ε :
domA(τ)ε :=
{
u ∈ domAmax : P(τ)⊥ Γ0u = 0,P(τ)Γ1u = 0
}
(cf. [11], where this intermediate family was postulated – in fact, as a matter of an “educated guesswork”).
It is easily seen that for the corresponding M -matrix M
(τ)
ε one has M
(τ)
ε (z) = P(τ)M (τ)ε (z)P(τ), where M (τ)ε
is as above the M−matrix of Amax relative to the triple (H,Γ0,Γ1) and M(τ)ε is the M -matrix of the operator
Amax relative to the triple (P(τ)H,P(τ)Γ0,P(τ)Γ1). Here Amax is defined as the restriction of Amax to the
domain domAmax := domAmax ∩ ker(P(τ)⊥ Γ0).
The analysis of Appendices A, B (see [9] for the general case) is then invoked to show that
B
(τ)
eff (z) = −P(τ)M (τ),stiffε (0)P(τ) − zΠ˘∗stiffΠ˘stiff = −M(τ),stiffε (0)− z
(
M(τ),stiffε
)′
(0), (38)
where M
(τ),stiff
ε is the M−matrix of the stiff component of the media, introduced for the operator A(τ)ε as in
Section 4.1.
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By an application of Theorem 6.3 one then has that the operator family (A
(τ)
ε − z)−1 admits the same
asymptotics provided by Theorem 7.6 as the family (A
(τ)
ε − z)−1. This leads to the possibility to treat
critical-contrast periodic media as a particular example of the so-called folded media, see e.g. [31, 32]. This
subject is beyond the scope of the present paper though and will be treated elsewhere.
Remark 7.8. We remark that the decomposition (38) yields a useful equivalent definition for the opera-
tor A (see Definition 7.3). Indeed, under the assumption that (38) holds and using the general fact that
M
(τ),stiff
ε (0) = Γstiff1 Πstiff, one computes B(τ) = −(Π∗stiff)−1Γstiff1 , thus arriving at the following expression for
the action of A (cf. (33)):
A
(
u
u(1)
)
:=
(
A˘softmaxu
−(Π∗)−1Γ˘soft1 u− (Π∗)−1Γ˘stiff1 u(1)
)
. (39)
Here, as per Theorem 7.6, Π = Π˘stiff and therefore u
(1) = Π˘stiffΓ˘
soft
0 u ∈ ker A˘stiffmax, which ascertains the
correctness of (39).
8. Examples: homogenised operators
In this section, we apply results of Section 7 to the three examples introduced in Section 5 to obtain the
leading terms in asymptotic expansion of (A
(τ)
ε − z)−1.
(0) A medium with both components disconnected. LetHhom = Hsoft⊕C1. For all values τ ∈ [−pi, pi),
consider a self-adjoint operator A(τ)hom on the space Hhom, defined as follows. Let the domain domA(τ)hom be
defined as
domA(τ)hom =
{
(u, β)> ∈ Hhom : u ∈W 2,2(0, l(2)), u(0) = ξ(τ)u(l(2)) = β/
√
l(1)
}
.
On domA(τ)hom the action of the operator is set by
A(τ)hom
(
u
β
)
=

(
1
i
d
dx
+ τ
)2
− 1√
l(1)
(
∂(τ)u
∣∣
0
− ξ(τ)∂(τ)u∣∣
l(2)
)
 .
We recall that
ξ(τ) := exp(il(1)τ), ∂(τ)u :=
(
d
dx
+ iτ
)
u.
Theorem 8.1. The resolvent (A
(τ)
ε − z)−1 admits the following estimate in the uniform operator norm
topology:
(A(τ)ε − z)−1 −Ψ∗(A(τ)hom − z)−1Ψ = O(ε2),
where Ψ is a partial isometry from H to Hhom. This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
The proof is carried out by invoking Lemma 6.4 and Theorem 7.6.
(1) A case of connected stiff component. Let Hhom = Hsoft ⊕ C1. For all values τ ∈ [−pi, pi), consider
a self-adjoint operator A(τ)hom on the space Hhom, defined as follows. Let the domain domA(τ)hom be defined as
domA(τ)hom =
{
(u, β)> ∈ Hhom : u ∈W 2,2(0, l(2)), u|0 = − ξ
(τ)
|ξ(τ)|u|l(2) =
β√
l(1) + l(3)
}
.
On domA(τ)hom the action of the operator is set by
A(τ)hom
(
u
β
)
=

(
1
i
d
dx
+ τ
)2
− 1√
l(1) + l(3)
(
∂(τ)u
∣∣
0
+
ξ(τ)
|ξ(τ)|u
∣∣
l(2)
)
+
(
l(1) + l(3)
)−1( l(1)
a21
+
l(3)
a23
)−1(
τ
ε
)2
β
 .
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We recall that
ξ(τ) = − a
2
1
l(1)
exp
(
iτ(l(1) + l(3))
)− a23
l(3)
exp(−iτ l(2)), ∂(τ)u :=
(
d
dx
+ iτ
)
u.
Theorem 8.2. The resolvent (A
(τ)
ε − z)−1 admits the following estimate in the uniform operator norm
topology:
(A(τ)ε − z)−1 −Ψ∗(A(τ)hom − z)−1Ψ = O(ε2),
where Ψ is a partial isometry from H to Hhom. This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
The proof is carried out by invoking Lemma 6.5 and Theorems 7.1, 7.6, see also Appendix A.
Remark 8.3. It can be shown that the term
G =
(
l(1) + l(3)
)−1( l(1)
a21
+
l(3)
a23
)−1
in the definition of A(τ)hom is precisely the spectral germ of [5], introduced for the operator Astiffε . This self-
adjoint operator is defined on Gstiff by the same differential expression as Astiffmax on the domain
domAstiffε = {u ∈ domAstiffmax : Γstiff1 u = 0}
and describes the original media with the soft component dropped. The approach developed in this paper
therefore leads to a natural generalisation of the operator-theoretical approach of Birman and Suslina, which
is inapplicable in non-strongly elliptic setting.
(2) A case of connected soft component. Let Hhom = Hsoft ⊕ C1. For all values τ ∈ [−pi, pi), consider
a self-adjoint operator A(τ)hom on the space Hhom, defined as follows. Let the domain domA(τ)hom be defined as
domA(τ)hom =
{
(u1, u2, β)
> ∈ L2[0, l(1)]⊕ L2(0, l(2))⊕ C1 :
uj ∈W 2,2(0, l(j)), j = 1, 2; u2|0 = ξ(τ)2 u2|l(2) = ξ(τ)1 u1|0 = u1|l(1) =
β√
l(3)
}
.
On domA(τ)hom the action of the operator is set by
A(τ)hom
u1u2
β
 =

a21
(
1
i
d
dx
+ τ
)2
a22
(
1
i
d
dx
+ τ
)2
− 1√
l(3)
(
a22∂
(τ)u2|0 − a22ξ(τ)2 ∂(τ)u2|l(2) + a21ξ(τ)1 ∂(τ)u1|0 − a21∂(τ)u1|l(1)
)

.
We recall that
ξ
(τ)
2 = exp(−il(2)τ), ξ(τ)1 = exp
(−i(l(2) + l(3))τ), ∂(τ)uj := ( d
dx
+ iτ
)
uj , j = 1, 2.
Theorem 8.4. The resolvent (A
(τ)
ε − z)−1 admits the following estimate in the uniform operator norm
topology:
(A(τ)ε − z)−1 −Ψ∗(A(τ)hom − z)−1Ψ = O(ε2),
where Ψ is a partial isometry from H to Hhom. This estimate is uniform in τ ∈ [−pi, pi) and z ∈ Kσ.
The proof is carried out by invoking Lemma 6.4 and Theorem 7.6.
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9. Schur-Frobenius complement of the sandwiched resolvent on the soft component
In this section we continue the study of the three examples, for which in Section 8 we constructed the
resolvent asymptotics, in view to obtain equivalent time-dispersive formulations on the real line. In order
to achieve this, we first introduce the orthogonal projection P of Hhom onto Hhom 	Hsoft, the latter space
being C1 in all three cases. Following this, we determine the corresponding Schur-Frobenius complement
P(A(τ)hom − z)−1P, see [37, p. 416].
9.1. Examples (0) and (1). Due to the fact that the soft component in each of these examples consists
of only one edge, we shall consider Examples (0) and (1) of Section 8 simultaneously. To this end, we set
Γτ
(
u
β
)
= −∂(τ)u∣∣
0
+ wτ∂
(τ)u
∣∣
l(2)
+
(
στ
ε
)2
β
ρ
, (40)
where wτ , σ and ρ depend on the particular case, cf. Theorems 8.1, 8.2. The problem of calculating
P(A(τ)hom − z)−1P consists in determining β that solves
−
(
d
dx
+ iτ
)2
u− zu = 0, (41)(
u
β
)
∈ domA(τ)hom,
1
ρ
Γτ
(
u
β
)
− zβ = δ. (42)
In order to exclude u from (41)–(42), we represent it as a sum of two functions: one of them is a solution to
the related inhomogeneous Dirichlet problem, while the other takes care of the boundary condition. More
precisely, consider the solution v to the problem
−
(
d
dx
+ iτ
)2
v = 0, v(0) = 1, v(l(2)) = wτ ,
i.e.
v(x) =
{
1 + (l(2))−1
(
wτ exp(iτ l
(2))− 1
)
x
}
exp(−iτx), x ∈ (0, l(2)). (43)
The function
u˜ := u− β
ρ
v
satisfies
−
(
d
dx
+ iτ
)2
u˜− zu˜ = zβ
ρ
v, u˜(0) = u˜(l(2)) = 0.
Equivalently, one has
u˜ =
zβ
ρ
(AD − zI)−1v,
where AD is the Dirichlet operator in L
2(0, l(2)) associated with the differential expression
−
(
d
dx
+ iτ
)2
.
We now write the “boundary” part of the system (41)–(42) as
K(τ, z)β − zβ = δ, (44)
where
K(τ, z) :=
1
ρ2
{
zΓτ
(
(AD − zI)−1v
0
)
+ Γτ
(
v
ρ
)}
. (45)
Thus P(A(τ)hom − z)−1P is the operator of multiplication in C1 by (K(τ, z)− z)−1.
The formula (45) shown, in particular, that the dispersion function K is singular only at eigenvalues of the
Dirichlet Laplacian on the soft component. It allows to compute K in terms of the spectral decomposition
24
of AD, cf. [48]. In order to see this, we represent the action of the resolvent (AD− zI)−1 as a series in terms
of the normalised eigenfunctions
ϕj(x) =
√
2
l(2)
exp(−iτx) sin pijx
l(2)
, x ∈ (0, l(2)), j = 1, 2, 3, . . . , (46)
of the operator AD, which yields
K(τ, z) :=
1
ρ2
z
∞∑
j=1
〈v, ϕj〉
µj − z Γτ
(
ϕj
0
)
+ Γτ
(
v
ρ
) . (47)
where µj = (pij/l
(2))2, j = 1, 2, 3, . . . , are the corresponding eigenvalues and v is defined in (43). In each
case we consider the problem (41)–(42), where operator Γτ depends on the specific example at hand.
9.2. Example (2). Here we define
Γτ
(
u
β
)
= −a21
(
−∂(τ)u1
∣∣
l(1)
+ ξ
(τ)
1 ∂
(τ)u1
∣∣
0
)
+ a22
(
−∂(τ)u2
∣∣
0
+ ξ
(τ)
2 ∂
(τ)u2
∣∣
l(2)
)
,
ξ
(τ)
1 := exp
(−i(l(2) + l(3))τ), ξ(τ)2 := exp(−il(2)τ),
where u1 and u2 are the restrictions of the function u to the edges (0, l
(1)) and (0, l(2)), respectively, and the
resolvent problem for A
(τ)
hom is given by (cf. (41)–(42))
−a21
(
d
dx
+ iτ
)2
u1 − zu1 = 0, (48)
−a22
(
d
dx
+ iτ
)2
u2 − zu2 = 0, (49)(
u
β
)
∈ domA(τ)hom,
1
ρ
Γτ
(
u
β
)
− zβ = δ, (50)
where ρ =
√
l(3). Following the strategy of Section 9.1, we consider the functions vj , j = 1, 2 that satisfy
appropriate Dirichlet problems:
−
(
d
dx
+ iτ
)2
v1 = 0, v1(0) = ξ
(τ)
1 , v1(l
(1)) = 1,
−
(
d
dx
+ iτ
)2
v2 = 0, v1(0) = 1, v2(l
(2)) = ξ
(τ)
2 ,
i.e.
v1(x) = ξ
(τ)
1
{
1 + (l(1))−1
(
exp(iτ)− 1)x} exp(−iτx), x ∈ (0, l(1)), v2(x) = exp(−iτx), x ∈ (0, l(2)).
As in Section 9.1, we infer that
u˜ =
zβ
ρ
2∑
n=1
χ(n)(A
(n)
D − zI)−1vn,
where A
(n)
D , n = 1, 2, are the Dirichlet operators in L
2(0, l(n)), n = 1, 2 associated with the differential
expression
−a2n
(
d
dx
+ iτ
)2
, n = 1, 2,
and χ(n), n = 1, 2, are the characteristic functions of the edges (0, l(n)), n = 1, 2. Therefore we can write the
“boundary” part of the resolvent equation (48)–(50) as
K(τ, z)β − zβ = δ,
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where
K(τ, z) :=
1
ρ2
2∑
n=1
{
zΓτ
(
χ(n)(A
(j)
D − zI)−1vn
0
)
+ Γτ
(
χ(n)vn
ρ
)}
=
1
ρ2
2∑
n=1
z
∞∑
j=1
〈vn, ϕ(n)j 〉
µ
(n)
j − z
Γτ
(
χ(n)ϕ
(n)
j
0
)
+ Γτ
(
χ(n)vn
ρ
) . (51)
Here (cf. (46))
ϕ
(n)
j (x) =
√
2
l(n)
exp(−iτx) sin pijx
l(n)
, x ∈ (0, l(n)), µ(n)j =
(
pij
l(n)
)
, j = 1, 2, 3, . . . , n = 1, 2.
9.3. Expressions for the dispersion functions.
Lemma 9.1. In each of the three examples introduced in Section 5, the action of the Schur-Frobenius
complement P(A(τ)hom − z)−1P is represented as the operator of multiplication by (K(τ, z)− z)−1, where the
dispersion function K is given by the following formulae:
Example (0) : K(τ, z) =
2
√
z
(
cos(l(2)
√
z)− cos τ)
l(1) sin(l(2)
√
z)
, (52)
Example (1) : K(τ, z) =
1
l(1) + l(3)
{
2
√
z
(
cot(l(2)
√
z)− <θ(τ)
sin(l(2)
√
z)
)
+
(
στ
ε
)2}
, (53)
Example (2) : K(τ, z) =
2
√
z
l(3)
{
a21
cos(l(1)
√
z)− cos τ
sin(l(1)
√
z)
− a22 tan
(
l(2)
√
z
2
)}
, (54)
where τ ∈ [−pi, pi), and
θ(τ) :=
∣∣∣∣ a21l(1) e−iτ + a23l(3)
∣∣∣∣−1( a21l(1) e−iτ + a23l(3)
)
, σ2 :=
(
l(1)
a21
+
l(3)
a23
)−1
.
The derivation of the above expressions is given in Appendix C.
10. Effective macroscopic problems on the real line
Here we shall interpret the Schur-Frobenius complements constructed in the previous section as a result
of applying the Gelfand transform (see Section 3) to a one-dimensional homogeneous medium. To this end,
we unitarily immerse the L2 space of functions of t into the L2 space of functions of t and x, corresponding
to the stiff component of the original medium, by the formula
β(t) 7→ β(t) 1√
εL
1(x),
where L is the length of the stiff component, i.e. L = l(1) in Examples (0), L = l(1) + l(3) in Example (1),
L = l(3) in Example (2), and write the effective problem (44) in the form
K(εt, z)β(t)
1√
εL
1(x)− zβ(t) 1√
εL
1(x) = δ(t)
1√
εL
1(x), t ∈ [−pi/ε, pi/ε), x ∈ (0, εL), (55)
The solution operator for (55), namely
δ(t)
1√
εL
1(x) 7→ β(t) 1√
εL
1(x) such that (55) holds,
is the composition of a projection operator in L2
(
(−pi/ε, pi/ε)×(0, εL)) onto constants in x and multiplication
by the function
(
K(εt, z)− z)−1, as follows:(
K(εt, z)− z)−1〈·, 1√
εL
1(x)
〉
1√
εL
1(x), (56)
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for all z such that K(εt, z)− z is invertible, in particular, for z ∈ Kσ. The sought representation on R is the
Schur-Frobenius complement obtained by sandwiching the operator (56) with the Gelfand transform
GF (x, t) =
√
ε
2pi
∑
n∈Z
F (x+ nε) exp
(−i(x+ nε)t), x ∈ (0, ε), t ∈ [−pi/ε, pi/ε), F ∈ L2(R),
and its inverse
G∗u(x) =
√
ε
2pi
∫ pi/ε
−pi/ε
u(x, t) exp(ixt)dt, x ∈ R, u ∈ L2((−pi/ε, pi/ε)× (0, ε)),
so that the overall operator is given by
G∗
{(
K(εt, z)− z)−1〈G ·, 1√
εL
1(x)
〉
1√
εL
1(x)
}
.
In constructing the above operator we assume that the operator given by (56) has been extended by zero to
the soft component of the medium.
This results in the mapping
F 7→ ΨεKF :=
√
ε
2pi
∫ pi/ε
−pi/ε
(
K(εt, z)− z)−1〈GF, 1√
εL
1
〉
(t)
1√
εL
1(x) exp(itx)dt
=
1
L
√
2pi
∫ pi/ε
−pi/ε
(
K(εt, z)− z)−1F̂ (t) exp(itx)dt, (57)
whose inverse yields the required effective problem on R. Here
F̂ (t) =
1√
2pi
∫ ∞
−∞
F (x) exp(−ixt)dx, t ∈ R,
is the Fourier transform of the function F.
By applying Theorems 8.1, 8.2, 8.4, we arrive at the following statement.
Theorem 10.1. The direct integral of Schur-Frobenius complements
⊕
∫ pi/ε
pi/ε
Pstiff(A
(t)
ε − z)−1Pstiffdt (58)
is O(εr)-close, in the uniform operator-norm topology, to an operator unitary equivalent to the pseudo-
differential operator defined by (57). Here r = 1 in Example (1) and r = 2 in Examples (0) and (2).
The direct integral (58) is the composition of the original resolvent family (Aε− z)−1 applied to functions
supported by the stiff component of Gper and the orthogonal projection onto the same stiff component
On the basis of the above theorem, we will now explicitly characterise the effective time-dispersive medium
in each of the examples.
10.1. Example (0). Notice that, by (57), for U := ΨεKF one has
1
2
(
U(x+ ε) + U(x− ε)
)
=
1
l(1)
√
2pi
∫ pi/ε
−pi/ε
cos(εt)
K(εt, z)− z F̂ (t) exp(itx)dt, (59)
and since in Example (0) we have, see (52),
K(τ, z) =
2
√
z
l(1)
cot(l(2)
√
z)− 2
√
z
l(1) sin(l(2)
√
z)
cos τ,
we obtain
2
√
z
l(1)
cot(l(2)
√
z)U(x)− 1
2
(
U(x+ ε) + U(x− ε)
) 2√z
l(1) sin(l(2)
√
z)
− zU(x)
=
1
l(1)
√
2pi
∫ pi/ε
−pi/ε
F̂ (t) exp(itx)dt ∼ 1
l(1)
F (x), ε→ 0.
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It follows that the asymptotic form of the equation on the function U is
−
√
z
sin(l(2)
√
z)
∆εU −
{
l(1)z + 2
√
z tan
(
l(2)
√
z
2
)}
U = F,
where
∆εU := U(·+ ε) + U(· − ε)− 2U, ε > 0. (60)
is the difference Laplace operator. Clearly, by a unitary rescaling of the independent variable we obtain an
ε-independent limit problem.
10.2. Example (1).
Lemma 10.2. One has the estimate
‖ΨεK −Ψ0K‖L2(R)→L2(R) = O(ε2), ε→ 0,
where (cf. 57)
Ψ0K :=
1
(l(1) + l(3))
√
2pi
∫ ∞
−∞
(
K(εt, z)− z)−1F̂ (t) exp(itx)dt,
with K(τ, z) defined by the formula (53) for all values of τ.
Proof. The proof is standard, see e.g. [23]. 
It follows from <θ(τ) = <θ(0) +O(τ2) = 1 +O(τ2) that
K(εt, z) = K˜(t, z) +O(ε2t2), K˜(t, z) :=
1
l(1) + l(3)
{
(σt)2 − 2√z tan
(
l(2)
√
z
2
)}
, t ∈ [−pi/ε, pi/ε),
from which we infer (
K(εt, z)− z)−1 = (K˜(t, z)− z)−1 +O(ε2),
and hence we obtain the following statement.
Lemma 10.3. The following estimate holds:
‖Ψ0K −Ψ0K˜‖L2(R)→L2(R) = O(ε2), ε→ 0.
Therefore, for U := Ψ0
K˜
F, we obtain
− σ2 U ′′(x)−
{(
l(1) + l(3)
)
z + 2
√
z tan
(
l(2)
√
z
2
)}
U(x) = F (x), x ∈ R. (61)
We summarise the results of this section in the following theorem.
Theorem 10.4. In the case of Example (1) the effective time-dispersive formulation on the real line is
provided by the formula (61) with an error bound of order O(ε2).
Remark 10.5. 1. Note that in Examples (0) and (2) the effective time-dispersive formulation is given by
a difference equation, whereas in Example (1) — by a differential one. The reason for this is the global
connectedness of the stiff component (cf. [48]) in Example (1), which leads, see (54) to a nonuniform in ε
dependence of the kernel K(τ, z) on τ.
2. We point out that even in the case of globally connected stiff component one could end up in a situation
where Theorem 10.4 yields a rate of convergence lower than O(ε2), see [9] for further details. In this case, a
“corrected” result can still be obtained, with the rate of convergence O(ε2), by replacing (61) by a differential
equation with non-local perturbation.
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10.3. Example (2). By analogy with Example (0), we use the formula (59) and note that, in view of (54),
we have
K(τ, z) =
2
√
z
l(3)
{
a21 tan(l
(1)
√
z)− a22 tan
(
l(2)
√
z
2
)}
− 2a
2
1
√
z
l(3) sin(l(1)
√
z)
cos τ.
It follows that the time-dispersive effective formulation on U := ΨεKF has the form
− a
2
1
√
z
sin(l(1)
√
z)
∆εU −
{
l(3)z + 2
√
z
(
a21 tan
(
l(1)
√
z
2
)
+ a22 tan
(
l(2)
√
z
2
))}
U = F,
where the difference Laplacian ∆ε is defined by (60).
Remark 10.6. 1. A version of Theorem 10.4 seems to be impossible to obtain in Examples (0) and (2),
due to the fact that there is no suitable counterpart of Lemma 10.2 available. In these cases the convergence
to the described effective medium holds, albeit without explicit control of the order of the remainder term.
2. The effective formulation (61) is precisely the one yielded by the approach of [48]. We note that in
the cited paper the stated result involves only two-scale convergence with no estimate on the error term. In
contrast, our approach provides norm-resolvent convergence, with an order-explicit error estimate.
Appendix A. The proof of Lemma 6.4
We start by expanding the matrix B(τ)(z) into power series with respect to small parameter ε. By Lemma
5.1, this matrix admits the form
B(τ)(z) ≡ −M (τ)stiff(z) =
1
ε

a1k cot
kl(1)ε
a1
− a1k
sin
kεl(1)
a1
e−il
(1)τ
− a1k
sin
kεl(1)
a1
eil
(1)τ a1k cot
kl(1)ε
a1

,
where k =
√
z with the usual choice of branch =k ≥ 0. Then,
B(τ)(z) = B(τ)(0) +O(1) =
a21
l(1)ε2
(
1 −ξ(τ)
−ξ(τ) 1
)
+O(1) =: B0 +O(1)
We remark that, since B(τ) is proportional to the M -matrix of the operator Astiffmax, it is meromorphic in C
as a function of z, all its poles located at a distance of order 1/ε2 from the origin. It is therefore entire in
Kσ. Moreover, it is Hermitian for real values of z away from its poles.
The matrix ε2B0 is a Hermitian matrix possessing two distinct eigenvalues, one of which is equal to zero at
all values of τ . The associated eigenvector ψ(τ) is given by ψ(τ) = (1/
√
2)(1, ξ(τ))>. Introduce the orthogonal
projection P(τ) in H :
P(τ) = 〈·, ψ(τ)〉ψ(τ),
and its orthogonal complement P(τ)⊥ defined by the vector ψ(τ)⊥ = (1/
√
2)(1,−ξ(τ))>. We then pass over to
an auxiliary triple (H, Γ̂0, Γ̂1) (where, in order to simplify the notation, we drop the superscript “soft”, in
hope this does not lead to any misunderstanding) that diagonalises the matrix B0 and thus asymptotically
diagonalises the matrix B(τ)(z) as ε→ 0. To this end, consider the matrix X defined by
X =
1√
2
(
1 1
ξ(τ) −ξ(τ)
)
and define Γ̂0 := X
∗Γsoft0 , Γ̂1 := X
∗Γsoft1 . Since X is unitary, (H, Γ̂0, Γ̂1) is also a triple for Asoftmax:
〈Γ̂1u, Γ̂0v〉 − 〈Γ̂0u, Γ̂1v〉 = 〈X∗Γsoft1 u,X∗Γsoft0 v〉 − 〈X∗Γsoft0 u,X∗Γsoft1 v〉 = 〈Γsoft1 u,Γsoft0 v〉 − 〈Γsoft0 u,Γsoft1 v〉
for any u, v ∈ domAsoftmax.
The M -matrix and the matrix B(τ) thus converted to
M̂
(τ)
soft(z) = X
∗M (τ)soft(z)X, B̂
(τ)(z) = X∗B(τ)(z)X,
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where
B̂0 := B̂
(τ)(0) = diag
{
0,
2a21
ε2l(1)
}
.
Thus, the behaviour of the matrix B̂(τ) as ε → 0 is drastically different in the two orthogonal components
of H = P(τ)H⊕P(τ)⊥ H: on P(τ)H it is determined by the second, non-singular in ε, term of its asymptotic
expansion, whereas on P(τ)⊥ H it is determined by the O(1/ε2) contribution in B̂0. In order that Theorem
6.3 be applicable, one needs to balance these together. With this goal in mind, we consider a further change
in the boundary triple.
Namely, we pass over to the triple (H, Γ˜0, Γ˜1), where the boundary operators Γ˜0 and Γ˜1 are defined as
follows:
Γ˜0 := P(τ)Γ̂0 + P(τ)⊥ Γ̂1; Γ˜1 := P(τ)Γ̂1 − P(τ)⊥ Γ̂0. (62)
One checks that this is indeed a boundary triple:〈
Γ˜1u, Γ˜0v
〉− 〈Γ˜0u, Γ˜1v〉
=
〈P(τ)Γ̂1u,P(τ)Γ̂0v〉− 〈P(τ)⊥ Γ̂0u,P(τ)⊥ Γ̂1v〉− 〈P(τ)Γ̂0u,P(τ)Γ̂1v〉+ 〈P(τ)⊥ Γ̂1u,P(τ)⊥ Γ̂0v〉
=
〈P(τ)Γ̂1u+ P(τ)⊥ Γ̂1u, Γ̂0v〉− 〈P(τ)⊥ Γ̂0u+ P(τ)Γ̂0u, Γ̂1v〉 = 〈Γ̂1u, Γ̂0v〉− 〈Γ̂0u, Γ̂1v〉
for all u, v ∈ domAsoftmax.
The calculation of B˜(τ) pertaining to the boundary triple (H, Γ˜0, Γ˜1) is based on the identities Γ̂1u =
B̂(τ)Γ̂0u and Γ˜1u = B˜
(τ)Γ˜0u (u ∈ domAsoftmax) which must yield the same linear set domA(τ)B(τ)(z):
Γ˜1u = B˜
(τ)Γ˜0u⇔ P(τ)Γ̂1u− P(τ)⊥ Γ̂0u = B˜(τ)P(τ)Γ̂0u+ B˜(τ)P(τ)⊥ Γ̂1u
⇔ (P(τ) − B˜(τ)P(τ)⊥ )Γ̂1u = (P(τ)⊥ + B˜(τ)P(τ))Γ̂0u
⇔ Γ̂1u =
(P(τ) − B˜(τ)P(τ)⊥ )−1(P(τ)⊥ + B˜(τ)P(τ))Γ̂0u
This implies
B˜(τ) =
(P(τ)B̂(τ) − P(τ)⊥ )(P(τ)⊥ B̂(τ) + P(τ))−1. (63)
An explicit calculation based on (63) immediately yields
B˜(τ)(z) = diag
{
a1k
ε
[
cot
kεl(1)
a1
−
(
sin
kεl(1)
a1
)−1]
,− ε
a1k
[
cot
kεl(1)
a1
+
(
sin
kεl(1)
a1
)−1]}
(64)
and hence
B˜(τ)(z) =
− l(1)2 z 0
0 0
+O(ε2) =: B˜(τ)eff +O(ε2) (65)
uniformly in τ (since the matrix B˜(τ) does not depend on τ !) and z ∈ Kσ. Theorem 6.3 is now applicable,
yielding, by an explicit calculation,(
∂(τ)u|0 − ξ(τ)∂(τ)u|l(2)
−(u|0 − ξ(τ)u|l(2))
)
= B˜
(τ)
eff
(
u|0 + ξ(τ)u|l(2)
∂(τ)u|0 + ξ(τ)∂(τ)u|l(2)
)
,
and the claim follows.
Appendix B. The proof of Lemma 6.5
Expanding the matrix B(τ)(z) (see (19)) into power series with respect to ε yields:
B(τ)(z) = B(τ)(0) +O(1) =
1
ε2
(
D ξ(τ)
ξ(τ) D
)
+O(1) =: B0 +O(1),
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where we set
ξ(τ) = − a
2
1
l(1)
exp
(
iτ(l(1) + l(3))
)− a23
l(3)
exp
(−iτ l(2)), D = a21
l(1)
+
a23
l(3)
.
As in Appendix A, the matrix function B(τ) is entire in Kσ and also Hermitian for real values of z. The
matrix ε2B0 is a Hermitian matrix possessing two distinct eigenvalues, µ(τ) = D − |ξ(τ)| and µ⊥(τ) = D +
|ξ(τ)|. The eigenvalue branch that is instrumental for our analysis, µ(τ), is singled out by the condition µ(0) =
0. We diagonalise the matrix B0 by considering the normalised eigenvectors ψ
(τ) = (1/
√
2)(1,−ξ(τ)/|ξ(τ)|)>
and ψ
(τ)
⊥ = (1/
√
2)(1, ξ(τ)/|ξ(τ)|)> corresponding to the eigenvalues µ(τ) and µ⊥(τ), respectively, and the
unitary affinity
X =
1√
2
 1 1− ξ(τ)|ξ(τ)| ξ(τ)|ξ(τ)|
 .
We also set
P(τ) = 〈·, ψ(τ)〉ψ(τ); P(τ)⊥ = 〈·, ψ(τ)⊥ 〉ψ(τ)⊥ .
Passing over to the triple (H, Γ̂0, Γ̂1), where as in Appendix A Γ̂0 := X∗Γsoft0 , Γ̂1 := X∗Γsoft1 , the matrix
B(τ) is mapped to B̂(τ)(z) = X∗B(τ)(z)X. An explicit calculation yields
B̂(t)(z) =
1
ε

α−<ξ
(τ)β
|ξ(τ)| −i=
ξ(τ)β
|ξ(τ)|
i=ξ
(τ)β
|ξ(τ)| α−<
ξ(τ)β
|ξ(τ)|
 ,
where
α = a1k cot
kεl(1)
a1
+ a3k cot
kεl(3)
a3
,
β = −a1k exp
(
iτ(l(1) + l(3))
)(
sin
kεl(1)
a1
)−1
− a3k exp
(−iτ l(2))(sin kεl(3)
a3
)−1
.
Precisely as in Appendix A, we pass over to the triple (H, Γ˜0, Γ˜1), where the boundary operators Γ˜0 and
Γ˜1 are defined as follows:
Γ˜0 := P(τ)Γ̂0 + P(τ)⊥ Γ̂1, Γ˜1 := P(τ)Γ̂1 − P(τ)⊥ Γ̂0.
The argument leading to the representation (63) remains unchanged, which allows to compute the matrix
B˜(τ)(z) as:
B˜(τ)(z) =
ε
α+ <ξ
(τ)β
|ξ(τ)|

α2 − |β|2
ε2
−iε−1=ξ
(τ)β
|ξ(τ)|
iε−1=ξ
(τ)β
|ξ(τ)| −1

Expanding trigonometric functions into power series with respect to small variable ε, we obtain:
<ξ
(τ)β
|ξ(τ)| =
1
ε
|ξ(τ)|+ 1
6
k2ε|ξ(τ)|−1
(
a21 + a
2
3 +
(
a21l
(3)
l(1)
+
a23l
(1)
l(3)
)
cos τ
)
+O(ε3), (66)
where |ξ(τ)| is determined from
|ξ(τ)|2 =
(
a21
l(1)
)2
+
(
a23
l(3)
)2
+ 2
a21
l(1)
a23
l(3)
cos τ.
Although formally ξ(τ) could be equal to zero at τ = ±pi (that is, at both endpoints of the domain of
quasimomentum) iff a21/l
(1) = a23/l
(3), one need not worry about this special case. This follows from the fact
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that the matrix B(τ)(z) is analytic in τ and so are its eigenvalues and eigenvectors. Clearly, this also applies
to its transformations B̂(τ) and B˜(τ).
Since the power series expansion of α yields
α =
a21
εl(1)
+
a23
εl(3)
− εz l
(1) + l(3)
3
+O(ε3), (67)
the denominator α+ <ξ
(τ)β
|ξ(τ)| admits an estimate of order O(1/ε).
Furthermore,
=ξ
(τ)β
|ξ(τ)| =
sin τ
|ξ(τ)|
(
− a
2
1
l(1)
a3k
sin
kεl(3)
a3
+
a23
l(3)
a1k
sin
kεl(1)
a1
)
=
sin τ
|ξ(τ)|
(
zε
6
[
a23l
(1)
l(3)
− a
2
1l
(3)
l(1)
])
+O(ε3).
It follows that all elements of B˜(τ)(z), except the element (1, 1), admit uniform (with respect to τ and
z ∈ Kσ) estimates as O(ε2), which by an application of Theorem 6.3 allows us to drop them at an expense
of O(ε2).
In order to simplify notation, we will therefore keep using the symbol B˜(τ)(z) for the matrix(
α+ <ξ
(τ)β
|ξ(τ)|
)−1
diag
{
α2 − |β|2
ε2
, 0
}
. (68)
One has
α2 − |β|2 = −(a21 + a23)z + 2a1a3z
(
cot
kεl(1)
a1
cot
kεl(3)
a3
− cos τ
(
sin
kεl(1)
a1
)−1(
sin
kεl(3)
a3
)−1)
=
2a21a
2
3
l(1)l(3)ε2
(1− cos τ)− (a21 + a23)z −
z
3
(
a21l
(3)
l(1)
+
a23l
(1)
l(3)
)
(2 + cos τ) +O(ε2). (69)
Combining (66) and (67), one gets
ε
(
α+ <ξ
(τ)β
|ξ(τ)|
)
=
a21
l(1)
+
a23
l(3)
+
∣∣ξ(τ)∣∣− l(1) + l(3)
3
ε2z
+
1
6
zε2
∣∣ξ(τ)∣∣−1(a21 + a23) + (a21l(3)l(1) + a23l(1)l(3)
)
cos τ +O(ε4). (70)
The first summand on the right hand side of (69) does not permit to apply Theorem 6.3 directly in the
triple (H, Γ˜0, Γ˜1), as it is non-uniform in τ . The reason for this is clear: in the (ε-dependent) regions in τ
where it blows up as ε → 0, the operator considered converges to the decoupling, the domain of which is
defined by the condition Γ˜0u = 0. In order to obtain a uniform estimate we transform the triple so that the
named decoupling corresponds to the condition Γ˜′1u = 0.
We redefine the triple as (H, Γ˜′0, Γ˜′1), where the boundary operators are
Γ˜′0 := P⊥Γ˜0 + PΓ˜1, Γ˜′1 := P⊥Γ˜1 − PΓ˜0.
Here P⊥ and P are orthogonal projectors
P =
(
1 0
0 0
)
, P⊥ =
(
0 0
0 1
)
.
Since this choice of a triple is exactly as in (62), where P⊥ takes place of P(τ) and P takes place of P(τ)⊥ ,
one has the following representation for B˜(τ) in the triple (H, Γ˜′0, Γ˜′1):
B(τ)′ =
(P⊥B˜(t) − P)(PB˜(t) + P⊥)−1 = −diag{δ(τ, ε), 0}, δ(t, ε) := ε
(
α+ <ξ
(τ)β
|ξ(τ)|
)
α2 − |β|2 .
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One has:
ε
(
α+ <ξ
(τ)β
|ξ(τ)|
)
= m2 + ε
2m3 +O(ε
4); α2 − |β|2 = m0 1
ε2
+m1 +O(ε
2),
where
m0 = 2
a21a
2
3
l(1)l(3)
(1− cos τ),
m1 = −(a21 + a23)z −
z
3
(
a21l
(3)
l(1)
+
a23l
(1)
l(3)
)
(2 + cos τ),
m2 =
a21
l(1)
+
a23
l(3)
+ |ξ(τ)|,
m3 = − l
(1) + l(3)
3
z +
z
6
∣∣ξ(τ)∣∣−1(a21 + a23 + (a21l(3)l(1) + a23l(1)l(3)
)
cos τ
)
,
and ∣∣ξ(τ)∣∣ =
√(
a21
l(1)
)2
+
(
a23
l(3)
)2
+2
a21a
2
3
l(1)l(3)
cos τ .
Therefore, δ(τ, ε) admits the form
δ(τ, ε) =
m2 + ε
2m3 +O(ε
4)
m0/ε2 +m1 +O(ε2)
,
where the leading coefficient m0 of the denominator is non-uniform in τ as a function of ε.
By a straightforward computation which we skip for the sake of brevity, we arrive at the uniform in τ and
z ∈ Kσ estimate
δ(τ, ε)−
2
(
a21
l(1)
+
a23
l(3)
)
a21a
2
3
l(1)l(3)
(
τ
ε
)2
− (l(1) + l(3))( a21
l(1)
+
a23
l(3)
)
z
= O(ε2).
Finally, returning to the triple (H, Γ˜0, Γ˜1), we have thus obtained the effective matrix B˜(τ)eff . This is:
B˜
(τ)
eff = diag

a21a
2
3
l(1)l(3)
(
τ
ε
)2
− (l(1) + l(3))( a21
l(1)
+
a23
l(3)
)
z
2
(
a21
l(1)
+
a23
l(3)
) , 0
 ,
leading by an application of Theorem 6.3 to the norm-resolvent estimate with an error bound of the order
O(ε2) and thus completing the proof of Lemma 6.5.
Appendix C. Calculation of the effective dispersion function K in specific examples
Example (0). Here we have wτ = ξ
(τ) = exp(il(1)τ), σ = 0, ρ =
√
l(1) in (40), and therefore we obtain
〈v, ϕj〉 =
√
2l(2)
pij
(
(−1)j+1 exp(iτ) + 1), Γτ (ϕj
0
)
=
√
2
l(2)
pij
l(2)
(
(−1)j exp(−iτ)− 1), j = 1, 2, 3, . . . ,
(71)
Γτ
(
v
ρ
)
=
2
l(2)
(1− cos τ). (72)
Substituting the above expressions into the general formula (47), we obtain
K(τ, z) =
2
l(1)l(2)
(
−2z
∞∑
j=1
1− (−1)j cos τ
(pij/l(2))2 − z − cos τ + 1
)
.
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Finally, using the formulae, see e.g. [21, p. 48],
∞∑
j=1
1
(pij)2 − x2 =
1
2
(
1
x2
− cosx
x sinx
)
,
∞∑
j=1
(−1)j
(pij)2 − x2 =
1
2
(
1
x2
− 1
x sinx
)
, x 6= piZ, (73)
yields
K(τ, z) =
2
√
z
(
cos(l(2)
√
z)− cos τ)
l(1) sin(l(2)
√
z)
. (74)
Example (1). In this case
wτ = − ξ
(τ)
|ξ(τ)| , ξ
(τ) = − a
2
1
l(1)
exp
(
iτ(l(1) + l(3))
)− a23
l(3)
exp(−iτ l(2)),
σ2 =
(
l(1)
a21
+
l(3)
a23
)−1
, ρ =
√
l(1) + l(3),
so that
Γτ
(
ϕj
0
)
= −
√
2
l(2)
pij
l(2)
(
(−1)j+1θ(τ) + 1), 〈v, φj〉 = √2l(2)
pij
(
(−1)j+1θ(τ) + 1), j = 1, 2, 3, . . . ,
Γτ
(
v
ρ
)
=
2
l(2)
(
1−<θ(τ))+ (στ
ε
)2
, θ(τ) :=
a21
l(1)
e−iτ +
a23
l(3)∣∣∣∣ a21l(1) e−iτ + a23l(3)
∣∣∣∣ .
Substituting the above expressions into (47) and making use of the formulae (73) again, we obtain
K(τ, z) =
1
l(1) + l(3)
{
2
√
z
(
cot(l(2)
√
z)− <θ(τ)
sin(l(2)
√
z)
)
+
(
στ
ε
)2}
. (75)
Example (2). The analysis is similar to the case of Example (0) and is based on the formulae
〈v1, ϕ(1)j 〉 = ξ(τ)1
√
2l(1)
pij
(
(−1)j+1 exp(iτ) + 1),
Γτ
(
χ(1)ϕ
(1)
j
0
)
= a21
√
2
l(1)
pij
l(1)
(
(−1)j − exp(iτ)) exp(−iτ l(1)), j = 1, 2, 3, . . . ,
Γτ
(
χ(1)v1
ρ
)
=
a21ξ
(τ)
1
l(1)
(
exp(−iτ)− 1)(exp(iτ l(1))− 1),
〈v2, ϕ(2)j 〉 =
√
2l(2)
pij
(
(−1)j+1 + 1), Γτ (χ(2)ϕ(2)j
0
)
= a22
√
2
l(2)
pij
l(2)
(
(−1)j − 1), j = 1, 2, 3, . . . ,
Γτ
(
χ(2)v2
ρ
)
= 0.
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Substituting these into (51) and using (73) yields
K(τ, z) =
1
l(3)
{
−4za21l(1)
∞∑
j=1
1 + (−1)j+1 cos τ
(pij)2 − (l(1)√z)2 +
2a21
l(1)
(1− cos τ)− 4za22l(2)
∞∑
j=1
1 + (−1)j+1
(pij)2 − (l(2)√z)2
}
=
1
l(3)
{
−2za21l(1)
(
1
(l(1)
√
z)2
− cos(l
(1)
√
z)
l(1)
√
z sin(l(1)
√
z)
)
+ 2za21l
(1) cos τ
(
1
(l(1)
√
z)2
− 1
l(1)
√
z sin(l(1)
√
z)
)
+
2a21
l(1)
(1− cos τ)
− 2za22l(2)
(
1
(l(2)
√
z)2
− cos(l
(2)
√
z)
l(2)
√
z sin(l(2)
√
z)
)
+ 2za22l
(2)
(
1
(l(2)
√
z)2
− 1
l(2)
√
z sin(l(2)
√
z)
)}
=
2
√
z
l(3)
{
a21
cos(l(1)
√
z)− cos τ
sin(l(1)
√
z)
− a22 tan
(
l(2)
√
z
2
)}
.
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