In the framework of Deterministic Finslerian Models, a mechanism producing a dissipative dynamics is introduced. Quantum states are obtained as final results of the evolution of the geometry from Finsler to Riemannian and the existence of a second dynamics and time. The existence of an hermitian scalar product on a Hilbert space is discussed and related with the quantum Hilbert space. We show that the whole picture recovers the main ingredients of usual Quantum Mechanics. Nevertheless, several testable consequences of our scheme are discussed and compared with Quantum Mechanics.
Introduction
The main aim of the present work is to introduce a consistent scheme capable to reproduce a generic quantum system from an associated Deterministic Finslerian Model whose dynamics is considered at the Planck scale. Therefore his work is an attempt to simulate Quantum Mechanical notions in the above framework, hoping to obtain a deeper understanding of the foundations of the Quantum Theory.
It actually will imply a radical new point of view: we draw in this note the program for a complete different theory of quantum systems. The effort has been done on recovering all the basic ingredients of the Quantum Theory and finding testable consequences for the new approach, which would be apparently enough to falsify it.
Any attempt to go beyond the actual state of the Quantum Theory must address some questions. Quantum Mechanics works perfectly until now while local hidden variables theories are found problematic experimentally and the recurse to non-local variables, although logically possible, seems not really appealing or natural if fundamental physics is local. Then, why should we try another theory, rival of the actual Quantum Theory? The existence of two different type of fundamental processes, in Quantum Mechanics, namely, measurement and evolution processes is rather uncomfortable and apparently an intermediate state of the theory. However, for the author the main reason to try a pre-Quantum Theory is the permanent strong problematic question of understanding Quantum Mechanics. Not only is that we can not make any space-time image for quantum processes, but that any causal, deterministic picture seems not to work naturally. The understanding or at least, the ambition of understanding in a geometric way seems absent in the official doctrine and methods. In addition when one looks to the relation between the formalism of Quantum Mechanics one is convinced that the orthodox interpretations of the theory are, at least, the most natural ones. It seems there is a natural relation between them that makes any other attempt for interpreting Quantum Mechanics not so natural. If this is accepted, then Quantum Mechanics involves in a natural way its own problematic nature to be understood.
This state of the art seems a legitimate to try a new theory. It should be a pre-Quantum Theory because experience shows we should live in a world on which Quantum Mechanics works. It is of this kind of pre-Quantum Mechanics the attempt presented in this work.
The main idea of our approach is the following: there exist a hidden dynamics whose final results are the quantum states observed from the atomic to the Standard Model scales. This fundamental dynamics is considered at the Planck scale. Although being deterministic, it produces information loss, and this phenomenon is essential in the generation of quantum states.
The general idea appeared originally in the work of 't Hooft ( [1] ), who investigates different examples of deterministic models and provides a physical mechanism producing information loss. However, our approach partially anticipated in ( [2] ), although with the same finality, is based on a rather different construction: an information loss process happening when a Finsler structure in TM evolves to a Riemannian structure also in TM; M is in this note the configuration manifold of all the degrees of freedom of the physical system at the Planck scale. The basic mathematical constructions of this map are developed in [3] , while some mathematical consequences are presented in [4] .
In the previous work of reference [2] we have introduced our mechanism at the level of geometric structures, but we did not describe how this evolution generates quantum spread states. In the present study we try to fill this gap. In addition, some new mathematical results and physical applications are included.
The general relation found between deterministic theories and a special construction from Randers spaces (theorem 2.1 and theorem 2.2) is the main foundation for our approach. This relation is general enough to accommodate in a geometric context any Deterministic System capable to be formulated using Hilbert space theory when some physical requirements hold. Indeed this connection can be taken as the logical justification for our approach. It remains to be clarify why we can speak of Randers structure in T * (TM): we should expect this because any manifold TM admits a Finsler structure that is Riemannian. We could make a linear perturbation of it modeled by a Randers structure defined locally in a flat space. However this point is not discussed here and we assume the possibility to construct the above structure in T * (TM).
The structure of the present note is the following: in Section 2, the basic elements and notation of Deterministic Finslerian systems are reviewed. In Section 3, we introduce the main ingredients of the Quantum Theory: we present the notion of quantum state and after associating a "vector", we construct a Hilbert space with an hermitian scalar product and introduce a geometric description of quantum observables. Even if not completely developed currently because of the complexity of the problem, we draw the picture of a quantum measurement theory based on this geometric point of view. In Section 4, the concept of a second time is motivated from the structure of the proof of mathematical results of [4] . In order to understand the "apparent" quantum correlations of EPR experiments, the notion of double event is introduced and we explain the notion of double dynamics generating the quantum states. A testable prediction is also given related with the limit of these correlations. In Section 5, a Quantum S-matrix is introduced and some of its properties as unitarity of the associated Soperator are discussed. In Section 6, a short discussion is presented, mainly on the relation of some results presented here and previous studies. Possible effective approaches to our theory are presented. Our scheme is compared with the work of 't Hooft, remarking in this case the differences and the common points. In Appendix A we recall the notions and results of Finsler geometry used in this work. Only proofs are presented for the new statements not found in the references. In Appendix B we present a dictionary between the elements appearing in Finslerian Deterministic Models and the elements of the Quantum Mechanics formalism. In addition, we collect the main predictions of our theory and compare them with the equivalent predictions of the Quantum Theory and we shortly discuss the relevance of the different test for our approach.
Deterministic Finslerian Models at the Planck scale
Let us denote by M the configuration manifold describing all the degrees of freedom at the Planck scale of a closed physical system or universe, by definition not contained in other physical system. The relation between Finsler structures and deterministic systems is based on the following hypothesis:
1. The ontological states at the Planck scale are described by points of the phase space T * (TM) and the tangent bundle TM is equipped with a dual Randers metric F * (Def A.2):
2. The reduction of the space of ontological states to the quantum mechanical Hilbert space is in correspondence with the reduction of the Randers structure (TM, F * ) to the Riemannian structure (TM, h) defining the U t −evolution,
The equivalence classes determined by this reduction correspond to the quantum states.
(Since we will work with the Finsler structure in T * (TM) we use the simplest notation F instead of F * for the Finsler function). We postulate that the above evolution in the geometric structure corresponds to the average of the initial Finsler structure investigated in reference [3] . This Finsler structure should be considered as a dynamical, although in this note it will be fixed as previous step towards a more complete formulation.
Two more physical hypothesis are taken as valid. They relate the ontological dynamics at the Planck scale with the particular construction from the Randers structure:
1. There is a microscopic time arrow associated with the Randers structure (TM, F ).
2. There is a Hamiltonian function associated with the macroscopic time inversion I s .
The Hamiltonian function is constructed in the following way. Consider the Randers structure (TM, F ) with Randers function
While the Hamiltonian of a deterministic system is given by
the association with the Randers space is obtained through the association
It can be shown that this Hamiltonian is the result of consider the Hamiltonian of a set of pair of particles, one evolving forward on time and Hamiltonian function F (x, y) and another identical particle backward on time with Hamiltonian F (I s (x), I s (y)),
If we identify component by component with the non-symmetric part of the Randers function, we obtain the relations
and the corresponding ordinary differential equations determining the evolution on time s are
This is the basis for the relation between deterministic systems and Randers spaces: given any Randers space, we can construct a Deterministic system from it using the geometric data of the Randers structure. Conversely, given a deterministic system, it is possible to reconstruct a Randers structure, although it seems there is not a canonical way to do it yet. We postulate this relation of universal validity as the link between both categories of objects: Randers spaces and deterministic systems. However we should note that only the β− part seems the most relevant for our relation. However, the α−part should be considered in a complete theory.
Consider the quantization of this system is obtained in the following way: The coordinates (x i , p i ) are promoted to the operators
The ontological beables are defined as the set of observables {X i , i = 1, ..., 6N } which commute between them [X i , X j ] = 0 and that completely define the evolution on time s. The associated canonical operators are {P i , i = 1, ..., 6N } and also by definition [P i ,P j ] = 0. This representation holds the canonical quantization relation:
We note that with curvature, canonical momentum labels should be replace by covariant derivatives, in our case associated with Chern's connection. However when connection coefficients are still living in the manifold TM, the canonical commutation relations (2.4) are the same (however [D i ,D j ] = 0): let us denote the covariant derivative is written formally as D i = ∂ i + Γ i (X), if we associate this new operator with the quantum mechanical operator, then
Here the metric h is the average of the initial Finsler structure h =< g > because the connection for Berwald spaces is the "same" than the Levi-Civita connection associated with the metric h (at least are induced connections in different bundles with identical connection coefficients). Therefore we can follow using usual momentum operators (a Finsler structure where the Chern connection lives in the base manifold is called Berwald structure. We should consider the sub-category of Berwald-Randers spaces as the most interesting Finsler spaces for physical applications in deterministic systems.
In addition, Berwald structures could be interesting in physics because they can hold a weak equivalence principle, living the connection in TM, through a coordinate change in TM, we can put all the connection coefficients equal to zero. Therefore, any other connection induced from this one will have null coefficients at this point).
The biggest difficulty in the quantization of Hamiltonian (2.1) is that it is not bounded from below due to the linearity in momentum operator. A procedure to get a bounded Hamiltonian is to consider the averaged Hamiltonian on the indicatrix I * x ,
The manifold I * x ⊂ T * x (TM) is defined by
|ψ(x, p)| 2 is a weight function on the indicatrix I * x and it is determined by the Finsler structure. This naive Hamiltonian was introduced following the nice properties of the map associating a Finsler structure (M, F ) with a Riemannian structure (M, h). The way < H > acts producing the evolution of a function is the following:
{, } − is the Poisson bracket. The mathematical reason for this integration on the manifold I * x is because the equivalence with the integration on the whole space (modulo a conformal factor, which diverges in a polynomial way with y), after conveniently normalized (Section 3.2 of reference [3] ). This can be interpreted as the possibility to implement an Holographic Principle in the phase space T * (TM), taking only into account the degrees of freedom living on I *
x . The physical interpretation of the averaged Hamiltonian < H > is that it should define the dynamics of an "averaged" physical system, determining the evolution of a quantum system. We should note that this averaged Hamiltonian < H > is not the complete Hamiltonian of the macroscopic system and that the gravitational Hamiltonian should be added to < H >, producing a total null Hamiltonian on physical states. This is compatible with evolution H(x, p, t) −→ 0 when the Hamiltonian function is defined by
The above averaged Hamiltonian function has an associated quantum operator <Ĥ >. This operator is defined by the action on arbitrary elements of the Hilbert space representing states of defined generalized coordinates:
I * x is the translate manifold where the forms |p + G(x >) live. The averaged quantum Hamiltonian operator <Ĥ > (X,P ) is linear. { | p >} is the set of vectors such that the Finsler norm is 1:
The function G(x) is the translation produced by the operatorsX i on the momentum state | p >, computable from the canonical commutation relations and the form of the operators β i (X). In addition, we should implement some constrains coming from the generation of the quantum states. They do not change fundamentally the form of the equation of motion of the fundamental degrees of freedom and the main consequences are not altered.
All the terms appearing in the Hamiltonian (2.5) are bounded and positive definite because the functions {β i } are bounded and also because we are integrating only over the indicatrix I * x , which is a compact manifold. Therefore we obtain the following result: Theorem 2.1 Let (TM, F ) be a Randers space. Then there is a deterministic system whose averaged Hamiltonian is defined by the relation (2.5) . This averaged Hamiltonian is bounded.
<Ĥ > is promoted to the Quantum Hamiltonian describing the evolution of the physical average systems, which we identify with a quantum system; the most basic Hamiltonian H(x, p) describes the evolution of the degrees of freedom associated with the basic or ontological degrees of freedom at the Planck scale.
Recall that the absence of a bound for the Hamiltonian was one of the main problems for the Hilbert approach to deterministic systems ( [1] ). This theorem helps to overcome this obstacle. Formally, it provides a general relation between Deterministic Models and Randers spaces.
The converse result also holds, Theorem 2.2 LetĤ = 2β i (X)P i be a quantum Hamiltonian operator describing a deterministic system. Suppose that the averaged Hamiltonian is bounded. Then there is a Randers structure that reproduces the above Hamiltonian and the Randers function is
The Riemannian metric a ij is not defined from the original deterministic system. The criterion for it should be given when a dynamics for the intrinsic Finsler geometry is provided.
Our point of view is that this relation between quantum systems and Deterministic Finsler systems is a good reason to use Finsler models, and in particular Randers spaces, in the construction of deterministic models at the Planck scale: it is a general map between two apparently different categories of objects which can be useful in order to construct consistent models of deterministic systems at the Planck scale and it implies an intrinsic, microscopic time arrow. This microscopic time arrow is explicit because the non-symmetric property of the Randers metric. In addition, the half forward-backward construction resembles a kind of advanced-retarded solutions common in Quantum Electrodynamics. Our backward-forward Hamiltonian is just formulated in an abstract, Finslerian phase space, but probably the idea and effects are similar.
Quantum Formalism from Deterministic, Geometric Evolution
This section is devoted to show the emergence of the formalism of Quantum Theory from the geometric framework of Deterministic Finsler Models introduced in the above section in combination with some mathematical results from [3] and [4] . One of the main mechanisms producing information loss follows from a result of Ref. [4] . Consider the transformations ϕ t producing the evolution of the left and right center of masses (see theorem A.5 in the appendix A)
where m r (t) and m l (t) are the right and left center of mass of a compact body K using the fundamental tensor g t = (1 − t)g + th. Then p 1 , the center of mass for the Riemannian metric h, is a fixed point and indeed an attractor for m r (t) and m l (t). The whole set from m r (0) to m l (0) collapses to the point p 1 (see appendix A for the notation and notions involved with this evolution). We denote the solutions of this evolution by the "string" set by γ(t).
Given a point p ∈ TM, let us consider the maximal "string" produced by the above procedure just expanding maximally the initial compact body K in such a way that the new string also collapses to p in a finite time t max . That the attractor point is invariant during the collapsing process is because an isometry of F t is also an isometry of h and p is completely defined by the convex body and by the metric h (see proposition A.6).
Next, let us consider the set of all maximal strings constructed in this way. If they have as an attractor point p ∈ TM, we denote this set by p γ . Since the point p is invariant through the collapsing process, it characterizes the quantum state. Indeed, to label the point p we can use local coordinates in TM, which are usually write in the form (x) following the bundle construction of above section. However, the set p γ is a sub-manifold of TM, which can be described using local coordinates which we call normal coordinates {φ j , j = 1, ..., dim (p γ )}. These coordinates can be prolongate, at least locally, to a local coordinate chart of TM. The vertical coordinates will be called co-normal {π k , k = dim(p γ ) + 1, .., dim (TM)} and their values are fixed for any point in a γ .
The set p γ is spread over p ∈ TM and we will consider it as one of the main ingredients of the quantum state. Also we note that for characterizing the quantum state p γ , all the coordinates of p are not necessary. Indeed what characterizes the quantum state is the set {π k (p) , k = dim (p γ ), .., dim (TM)} for the point p, because they do not change during the collapsing process induced from the geometric evolution F −→ h.
The requirement that the configuration space of a fundamental degree of freedom has to be at least of dimensionality d implies some conditions on the isometry group of F : dim (Iso(F )) ≥ d, because d is also the number of "generalized velocities". It is interesting to note that the non-trivial minimal dimension producing collapsing is d = 3; for lower dimensions, Berwald spaces are Riemannian spaces ( [5] ) and we do not have collapsing.
The notion of the maximal configuration manifold M associated with the "universe" depends on the particular system being studied, although it seems there is a minimal type of these manifolds. It is interesting that we can apply our formalism to almost any type of physical system, starting from some "minimal manifolds" associated with the existence of the time inversion and proper Berwald structures on TM and M.
A second factor in the information loss is the average in momentum, formally < O > = I * x O. The result of this integration over the indicatrix I * x for any physical observable is interpreted as the value obtained after a finite evolution time t max when the system has pass through every possible momentum a number of times such that the probability is |ψ(x, p)| 2 (p is here the momentum coordinates).
In our formalism, being the base manifold TM, M the configuration manifold and that the integration over the momentum space is the same for every quantum state p γ ∈ TM, these will be completely defined by the above procedure: the average in the momentum sphere should be considered as producing the "same" effect on every physical state without no observable consequences. This is because the integration is the same at any point of the manifold TM; the existence of the Chern connection implies the possibility to identify the co-vector spaces at two different points. Therefore, the subbundle T * (p γ ) := {T * (TM), q ∈ p γ } ⊂ T * (TM) defines the quantum state. In this way, a quantum state is not a vector element of a Hilbert space yet, but it will have an associated vector in a pre-Hilbert space. In order to accomplish this objective, let us introduce the amplitude transition for the evolution from the state p γ to the state q γ . Let us consider a point z in the intersection p γ ∩ q γ . If we were able to invert the evolution from z to p, we can speak of a evolution path from p to q through z. This evolution is produced through the collapsing of the strings process. The momentum average is not so relevant for us because it is isomorphic for any point in p γ . Repeating the same procedure for any point of the intersection p γ ∩ q γ because of the definition of the Hamiltonian evolution, we write down the value of the transition amplitude as
where z ∈ p γ ∩ q γ . In this exponential function, because we are considering only average systems, we should take the average distances in the following way,
where the path γ(t) minimizes the distances. The volume is the Riemannian volume obtained from h. We can argue the above definition of transition amplitudes because 1. The Hamiltonian operator <Ĥ >=<F (X,P ) −F (I s (X), I s (P )) > is integrated along a particular curve defining the Finslerian distance between the extreme points. We should take the average Hamiltonian because we are speaking of the average macroscopic point of view.
2. This curve is the only possible for the deterministic system, ones all the initial condition are defined.
The distance L can be associated with the physical characteristics of the system described by q γ : it could be c/m, being m the characteristic scale of the system (for zero mass systems, it is appealing to consider instead of the mass, the energy of the system, or a length measuring the "size" of the system).
What is this scale L in the case of a quantum field theory with particles of different mass? A natural answer is to consider instead of 1/L the inverse of a "mass matrix" and consider an exponential function of the form:
where the distances are obtained replacing the fundamental tensor by:
and the corresponding change in the fundamental tensor
corresponding with a new kind of structure denoted by F * M . Here M is the "mass matrix" or a matrix giving the relative sizes of the physical subsystems. However, in this work, introduction to the basic quantum notions from the framework of deterministic Finsler Models, we work with simplest formalism and consider L fixed.
An alternative possibility is that L can be related with the existence of a maximal spreading of a quantum system. Contrary with the above possibility, in this case L is more related with the internal dynamics of the quantum state and also is more reasonable for the decoupling arguments that we will explain later. This maximal spreading can not change with time by definition and therefore should be realize as a soliton solution of a non-linear Schroedinger equation.
The distances are taken through the evolution of the point over the string γ(t). This evolution, described using the parameter t, is determined by the change in the geometry defined by the map F → h. Note that if the numerator in the exponential function is very large compared with L, it does not contribute to the integration. Therefore a decoupling for a long Finsler distance d F can happens, because of the integration of a highly oscillating function. This corresponds also for a large Riemannian distance "d R ", due to proposition A.7. If this happens for any point of the intersection, there is a complete decoupling between the states p and q (note that both d F and d R are distances in TM).
It follows from the intersection of free different states that the evolution in time t of a point a ∈ p γ ∩ q γ has an statistical component when the evolution is considered in TM. This indeterminacy is coming from the necessity to knowing the value of the initial generalized momentum also for this ontological dynamics, while the evolution in the external time s is completely determined giving the generalized coordinates of p as a point of TM.
After this discussion, we check that this "transition amplitudes" have some convenient properties. The first one is related with linearity of the "scalar product". Let us define the transition amplitudes between the states
Then the following equality holds:
That the distance L is the same is clear for a elastic processes but for general quantum field process the generalized exponential function should be used. From this property it is natural to define the vector |q 1 > + |q 2 > as the corresponding to the state producing the same transition amplitudes as the vector associated with q 1γ ∪ q 2γ for any arbitrary quantum state p γ as defined through the relation (3.1). Therefore we promote |q 1 > + |q 2 > to be a "phenomenological quantum state". We note the difference between fundamental quantum sate and "phenomenological quantum state" as follows: a fundamental quantum states are chains of order n = 1, while the fundamental quantum states are larger chains, where the set of "simplices" is defined by {q γ , p ∈ TM}. This topological algebraic terminology is very fine, because the type of structure and maps we are using are morphisms from the category of these simplices and the category of pre-Hilbert spaces. However, we will not formalize in this way in the present work. Linearity under the multiplication by a scalar is assumed in the following way. First denote
Then, the value of the integral usually is defined by
This completely defines the quantum state λq γ as the one producing the above transition amplitudes and in addition it associates the vector λ|q > to the quantum state λq γ .
It seems rather clear the existence of a vector space structure generated by {q γ , q ∈ TM} and endowed with a scalar product with a strong physical meaning. We should check that it is indeed an hermitian scalar product. From the definition of the exponential function it follows that
It is clear that when TM is complete, the above scalar product is also complete and therefore we have a proper Hilbert space describing the quantum system. This is because this exponential function is a Lipschitz function, and then, any bound in the initial Finslerian distance is also a bound in the image, translating the completeness conditions.
If we perform the transition amplitude from one state to itself we obtain
for arbitrary quantum states q γ (although in order to avoid any problem with divergences in the integration we should take compact quantum domains of integrations, introducing the notion of compact state). It implies that the basic quantum states live in the projective Hilbert space, because we can multiply by V ol −1 (q γ ) for compact state q γ :
Due to the geometric origin of all the elements of its definition, the transition amplitudes are invariant under diffeomorphism transformations in T * (TM). This is relevant because the type of this coordinates at the Planck scale should be not relevant to the physical consequences of the theory. Indeed it is noted the relevance of this fact in order to describe the Physics at the Planck scale using coordinates that, in some way should be split in generalized coordinates and velocities and the splitting has a macroscopic origin, because the use of a macroscopic time.
Orthogonality condition is given by
It is rather interesting that it does not mean that p γ ∩ q γ = 0, but that even with a non-zero intersection, due to a highly oscillating exponential function on the domain p γ ∩ q γ , the integral can be zero or very small. This can happens for very large separation between states p and q (by a large distance we mean a large value of the exponent because one of the distances involved appears large compared with the others). This is therefore the idea of decoupling. Re-writing the exponential function,
the decoupling between quantum states happens for some of the following conditions hold:
1. A large difference between the forward distance and the backward distance compared with L:
It can be shown from some examples ( [5] ) that in Finsler geometry, a large left distance d F (p, z) can be associated with a short right distance d F (z, p). Physically this decoupling is associated with a irreversible evolution from the state p γ to the state q γ .
2. The transition is produced from a "relative local" state and a "relative spread" state. Mathematically this situation can be described as
This happens if all the points z ∈ p γ ∩ q γ are relative close to the point q but relative far from p. The meaning of it is just that the possible evolutions from p to q are forbidden because one of the states is too much large compared with the other. This kind of decoupling also incorporates an irreversible ingredient and can be associated with the interaction of a quantum system with a classical, macroscopic system.
3. The intersection domain p γ ∩ q γ is null. It corresponds with the case of completely separate systems.
Therefore it seems that strong irreversible processes is a sufficient condition for decoupling. The other possibility is strong causal disconnected states.
We must also note that the orthogonal relation is compatible with Stern-Gerlach type experiments, because for orthogonality it is not necessary that p γ ∩ q γ be the null set. It seems that to accomplish with this property the complex structure of the transition amplitudes is natural.
Let us make a small check of the formalism: consider a basis of the Hilbert space composed by orthonormal states with null intersection ψ k i γ ∩ ψ k j γ = ∅. ∀k i = ∀k j . This space will be usually infinite dimensional space. We want to check that
and Θ(ψ) is the density distribution. Let us take two states a γ and b γ . Because the domain of intersections are null, we immediately have, decomposing the integration domain a γ ∩ b γ as union of disjoint sets ψ γ such that
Even if the ontological evolution is completely deterministic at the ontological level (modulo some statistical considerations, resolved when one consider the ontological U t evolution in T * (TM), at the level of quantum states, sum over whole histories appears, the property characterizing the wave nature of a quantum evolution.
The classical limit can be recovered in the following way. Let us suppose the relation:
where S is here the action calculated on the path minimizing the Finslerian distance in the limit of large time s. Therefore, classical evolution, defined by the only path that contributes to the integral whenh → 0, that is, which minimizes the action δS = 0, is equivalent to the Finslerian geodesic path. However, due to a result of [4] , it is also a Riemannian geodesic δd = 0.
The description of physical observables is relatively clear (but technically rather complex) when one has at hand the Quantum Hilbert space. Let us consider the quantum state q γ such that the point q ∈ TM is the invariant attractor point. However, for any other point in q γ , there are local coordinates which will change under the evolution F −→ h, which we called " normal" φ-coordinates. This will correspond to the "changeable observables". The coordinates remaining invariant during the U t -evolution (which we called co-normal π-coordinates ) will be associated with "beables" observable, that is, well defined macroscopicaly. Therefore, the value of any beable observable is well defined for every quantum state q γ because it will be constant during this evolution, while the value of a changeable observable is not constant (will will denote by beable or changeable these observables, although our notation is not the same than in [1] and [2] ).
When the degrees of freedom are labeled by the same coordinates at the Planck scale than the coordinates promoted to be physical observables at the macroscopic scale, a measurement process is just the "selection" of the value of a coordinate of a point of the manifold TM. This coordinate can be a beable or a changeable. The selection of the result is produced at the Planck scale and, since it is intrinsically smaller than the Standard Model scale, the final value of a changeable will determine the result of a measurement through an amplification process. Due to the chaotic and complex evolution of the fundamental degrees of freedom, the determinacy of the value for an observation can be very complicated technically. However, we must remark that from a microscopic point of view, it is well definite at every double instant (s, t).
Any functional combination O(π) is also a beable, suppose a complete set of beables {π 1 , ..., π k } with < a|[π j , π i ]|a >= 0, then < a|[O(π j ), π i ]|a >= 0, being also a beable. In a similar way, a generic combination of beables or changeables O(π, φ) is a changeable as well as any combination of changeables only (the exception to this rule can be some special combinations as the Casimir operator for spin). Macroscopic observables are not directly related with the π or even φ-coordinates, at least theoretically. However, due to the property of diffeomorphism invariant, it is possible to use a set of macroscopic observables as normal and co-normal coordinates, as soon as the relation between both types of labels is a diffeomorphism. Nevertheless, it should be noted that this is not a complete trivial requirement: the existence of a split in the kind of coordinates of TM is a non-trivial constraint in the possible diffeomorphism relating the descriptions at the Planck scale and usual scales.
We can not directly address the mechanism of a measurement process in a quantitative way, just explain the difference between beables and changeables. However, it seems comfortable that a geometric deterministic picture can be drawn for these processes, hopping a unifying point of view at the Planck scale. It is just the complexity of the process that does not allow the prediction of the exact value and also prevent us of try to follow the detailed dynamical process.
A preparation process is associated with a change in the definition of q γ : it corresponds to a transformation capable to alter the whole quantum state. How can this process happen? We must agree that a system called "measurement device" interacts with the quantum system. This interaction, happening at the Planck scale, produces a local change in the manifold T * (TM) but in such a way that it changes the sets T * (q γ ), changing collectively the points defining the quantum state. The nature of this global change can be associated to the persistence of the interaction between the quantum system and the measurement device.
Although our description of this kind of coherent process is very schematic, we hope that the picture emerging is capable to accommodate all the types of processes appearing in Quantum Mechanics from a universal physical process at the Planck scale.
It seems that the Hamiltonian (2.1) should be changed in order to impose constrains coming from the definition of the quantum states. These constrains are of the form
Then the U t evolution γ l (φ(x), t) − f l φ(x) (t) obtained with the initial condition φ(x) = γ(s = 0) is the "string". f l φ(x) (t) defines the "shape" of the quantum state. Unfortunately we do not have any method to reproduce these functions yet. Note that momentum coordinates do not appear in the above constrains because we are discussing trajectories in the tangent space TM. They can be imposed using lagrangian coefficients. Then the classical Hamiltonian function is
And its averaged quantum Hamiltonian operator is
The way we will associated the macroscopic with the bundle coordinates (q x , q y ) requires the introduction of a splitting in the coordinates of (TM). This split can be done in the following way. The manifold T * (TM) admits a canonical symplectic structure J. The associated Poisson bracket is just defined formally in local coordinates by:
where {, } − is skew-symmetry operation respect F 1 and F 2 . This Poisson structure implies a symplectic flux
which is invariant under the "time" inversion I s :
This structure generates another in TM given by
The time inversion I s is useful to define generalized positions q x and generalized velocities q y in a correct way, compatible with the macroscopic point of view, that is X = (q x , q y ),
Finally the Hamiltonian function can be written as
where F + is the Finsler function for a particle moving forward on the time s and F − backward on the time s. Note that we can perform a canonical quantization when the Legendre transformations linking normal and co-normal coordinates with momentum labels are known.
After the introduction of these notions and relations, one very important ingredient of the Quantum Theory remains to be incorporate in our scheme: it is quantization. We consider a week notion of quantization, where positions (in M) and its associate velocities do not commute or when (having in mind spin operators) several observables associated with coordinates of TM do not commute. From the definition of I s , the requirement of a well defined value associated with a quantum state suggest that it is not possible to define beables with, at the same time, positive value of I s and others with negative eigenvalue of I s : the limit of these different eigenvalues should be the same, which is impossible for a continuous evolution because the eigenvalues of I s are discrete. This implies a discrimination between generalized position and velocities: coordinate positions are associated with co-normal coordinates, velocities will be normal coordinates. "Spin coordinates" are also associated with normal coordinates.
This discussion suggests that other non-commutative relations could be induced from the invariance of the quantum state respect a geometric structure similar to I s . In this way, quantization can be understood as the noncommutativity relation of local vector fields associated with different coordinates in TM.
First, the quantization is provided by a morphism mapping coordinates to linear operators over H in such way that:
The rules relating the algebra operations are related in the following way. For beables we have:
The first bracket is the Lie bracket of vector fields. The second bracket is the Dirac Bracket. The left hand equality is the condition that on a quantum state the co-normal coordinates are constant. In order to prove this relation let us use the indeterminacy relation for operators. The variance of an operator O is defined as usually by For hermitian operator, it implies the indeterminacy relations:
This is a pure operator theory relation. Let us apply to the Dirac commutator of two beables,
The quantum state is characterized by the set such that a local co-normal coordinates are constant on it, therefore, from the definition of the beable operator,
Interchanging the indices it follows similarly
and then it follows the commutativity of macroscopic beables. The relation on vector fields means that the system of local co-normal coordinates is parallelizable, while the abstract commutativity relation for associated operators means the possibility to measure simultaneously these operators.
The commutative relation for changeables are obtained from the Frobenius theorem on the integration of vector fields:
Z ij is an operator that is commutative in i and j and is the central charge of the representation. The meaning of it is the introduction of a noncommutative element from the begin in the relation of vector fields. This is the condition for integrability of vector fields: the associated vector field forms a Lie algebra (modulo these central charges). In the case of quantum states a γ are partially parallelizable we have the relations
for some particular operators. These central charges should be therefore antisymmetric on the indices i and j.
The last case to investigate consists on the relations
This last condition is the most general allowing "completeness" of the conormal coordinates and that the quantum state is defined by the manifold a γ . Indeed, both conditions implies that the only possibility is:
These relations incorporate the usual canonical relations; since the central charge is in this case symmetric, it is possible to make it diagonal and therefore, the conventional commutative relation between beable O π j and the canonical changeable O φ i is obtained as
The general context of operator algebra representations and differential geometry of vector fields is enough to obtain quantization, with possible additional central charges. These can not be zero, because in this case we are able to extend the quantum state, which is by definition maximal. Assuming Born's reciprocity transformations
for conjugate operators (the definition of conjugate operators is that exist this transformation and that it leaves invariant the commutativity relation), the quantization condition between two changeables corresponding to a beables is the usual:
Therefore we have obtained that the only relations compatible with Born's reciprocity relation and conform with our geometric approach to quantization are the canonical commutative relations. In addition, the maximal character of a γ is in correspondence with completeness of Quantum Mechanics.
The fundamental notion of indeterminacy can also be accommodate in our picture through the assignation of the expectation value of the variance operator < a|∆O|a >. Heisenberg's indeterminacy relations come from the operator algebra as usual.
geometry, from Finsler to Riemannian through intermediate geometries with interpolating fundamental tensors
This compact time is very different than the external time, which is usually non-compact. Indeed, they are rather different because while the first one is a parameter of the process generating the quantum states, the second one is used to describe a macroscopic evolution, classical or quantum mechanical. The external time s is independent of the quantum state. By contrast, t is very related with the generation of the quantum state. We could assume that it is compact and with maximal value t max (in convenient units t max = 1). This value is bounded by
From the maximal value t max , depending on the particular quantum state and a particular sub-region of the base manifold TM, it follows the locality of the notion of the time t; being essentially dependent on p γ , it could be different for different quantum states, that is, different regions of TM.
Usual scales of time assumed in physical measurement processes are so large that t max could appear as not detectable. In this case, we can collapse this second making t max → 0 and just say that it corresponds with a macroscopic instant in this limit. In this limit, the wave function
represents an individual, spread system and has the same interpretation than in orthodox interpretation of Quantum Mechanics. However recovering a finite second time t we get a complete deterministic model as a deeper description of the quantum systems. We do not address the question of the measurement here, just we recall it will imply a change in the set q γ ⊂ TM defining the quantum state. Nevertheless, we should stress the absence of any reduction of the wave function, if enough precision in the measure of time is allowed: reduction of the wave packet is not necessary in the formalism when the second time is considered. Therefore in a Young experiment with a quantum system, to the question for which slit the system pass, the answer we can give is for each one it can. The trick is that the notion of pass is a macroscopic notion, allowed only when we take the limit t max → 0. From a fundamental point of view the question is: at the instant (s, t) for which slit is passing? Our solution is that it pass at this double instant only through one of them, happening at the Planck scale, but that since we deal with quantum objects, for very large times compared with this scale, the whole quantum state should be taken into account, and then the system pass through all the possible slits. How is this done? We admit it is still problematic to make a space-time image of the process, although it much more natural in this scheme than in conventional Quantum Mechanics.
Therefore it seems clear through the several arguments presented until now the existence of two different types of dynamics that jointly produce the dynamics of the quantum systems:
1. U t -dynamics: every ontological degree of freedom evolves through q γ until reaching the equilibrium state q(s). It originates part of the probabilistic character of the quantum systems.
2. U s -dynamics: every ontological degree of freedom is replaced by another identical degree of freedom in the infinitesimal evolution from s to s + ds. The evolution of these collectives is defined by the Hamiltonian (3.9).
We address now the question about quantum correlations. For our treatment it does not matter what is the particular mechanism producing quantum correlations or what are these particular correlations because we are giving a qualitative explanation of their nature: we will see they could be just apparent correlations, produced because the use of the wrong definition of distance in experimental measurements.
The existence of two distances, the Riemannian distance and the Finslerian distance in TM could be interpreted in the following way. Consider the metric spaces (M, d F ) and (M, d h ), where the metric distance functions are the induced distances from (TM, d F ) and (TM, d h ) respectively. For these isometric embedding let us consider the following speeds: for pair of events happening with a difference on time ∆s, there are two "apparent macroscopic velocities", v F := d F ∆s and v R := d R ∆s (note that since we are speaking of apparent speeds, we are not allow to use v F := d F ∆t or v R := d R ∆t ). Therefore v F and v R could be different, but what we know from proposition A.7 is that if one of them is bounded, the other velocity should also be bounded. How much is the difference between them? It is possible that the maximal difference should be of order 2 or similar because for instance is a limit that can be read from proposition A.8. Although proposition A.8 is based on some not completely general hypothesis on the form of the fundamental tensor, it seems that the relevance of this result is just that we should not expect a very big difference between the Finslerian and the Riemannian distances: if one of them is finite, the other should also be finite. In any case, the relation between both speeds is bounded by a finite constant. In addition from the comparison of the Riemannian and Finslerian volume of the tangent spheres ( [6] ), it seems that there is not blow up and speed up of Finslerian volumes of tangent spheres relative to Euclidean volumes. It also seems that this condition implies a relation between the distances. This could imply a relative small conformal factor in the relation between the Riemannian and Finsler metric distances for some mathematical examples ( [6] ).
Therefore, quantum correlations appears because we are using not the correct notion of distance between events happening "inside" the same quantum state a γ . The existence of apparent speed of order K c but not too much high is one of the predictions of the theory. Note also that this bound is of universal nature, not depending of the internal energy scale or other properties of the physical system. We have that K should be not very large.
Why we can measure conveniently "ordinary distances" using the usual Riemannian distance? The answer could be given through the introduction of the notion of relative event. This means that spatial coordinates and time ( x, s) can be used to denote two different types of events: when the difference in the internal time t between the events is small, both events could happens inside the same quantum state q γ . Therefore we should calculate the distance with the Finsler measure. If the internal time is too much large, that means, counting a lot of fundamental t-cycles, we can associated t with s. In this second case, the use of the Riemannian distance is mandatory because it is the distance we take when the quantum system reach equilibrium.
We would like to add that if this interpretation is correct, the base space TM just appears as an ordering lattice and events are not in 1 : 1 correspondence with it. This seems a rather breaking fact with the idea to associate Physical Reality with space-time geometry endowed with any kind of metric geometry. Indeed, if we would like to implement Quantum Field Theory in our formalism, it seems that the notion of relative event should be essential, because then different quantum field processes will be associated with different distances between points in the space-time. From the mathematical point of view the notion of measure, associated with mass, should be distinguished from the notion of distance: measure represented by a more abstract "graduate" Finsler structure, where the notion of multiple distance and relative event will be mathematically implemented.
The existence of motions which should be slower than the expected speed of light when usually one expects this speed should be a definitive test of the theory. This result comes from the equation A.16: since we have the null integral Ix Φ = 0 and since g = h + Φ, sometimes the expected speed will be slower than c. This effect happens for individual systems, so we should see the system as increasing and decreasing the individual speed. The effect can only be linked with the fundamental quantum character of the system and it is suggestive that the origin of the variations on the speed are due to the interaction with the ambient.
The last notion treated in this section is convex invariance. It is just the invariance of a property by the U t -evolution of the geometry. Mathematically it implies the consideration of the set of Finslerian metrics over TM, TM F or dual Finsler metrics TM F . Given a Riemannian metric h, the convex closure CC(h) ⊂ TM F is the maximal subset of all the Finsler functions which average is h. This is a convex set. This notion implies to consider the group of transformations of TM F leaving invariant CC(h). Let us call this group Quantum Symmetry. The reason for this name is that, from the way the quantum state a γ are defined, they are convex invariant. The only change that a Quantum Symmetry can produce is a change of phase. Therefore, the Quantum Symmetry adopts in a natural way, a unimodular group representation. A possible construction for this representation is the following:
For the definition of this distance and diam (TM F ) we refer to Appendix A.
Convex invariance is very useful to understand the relation between Finsler and Riemannian geometry ( [4] ) and now we show that its inclusion in our scheme makes natural the introduction of the complex field C in the axioms of the Hilbert space as a basic requirement for a correct definition of quantum state.
The Quantum S-Matrix
The Ontological Scattering Matrix of a quantum process is defined by: In Quantum Mechanics there is only one dynamics which is linked with experimental data through the Quantum Scattering Matrix; the details of the interactions are un-known in this approach to the dynamics. However in our approach, two different types of deterministic evolutions are present. U sevolution is determined by initial conditions defining a point of the manifold TM, while the U t -evolution is determined by the initial conditions defines a point in T * (TM). For this last dynamics, an apparent statistical character appears in the case where points are just considered in TM. This indeterminacy can be understood in a formalism when both coordinates and momentum are given, just making the theory completely deterministic.
Besides this differences between the dynamics of Quantum Mechanics and Deterministic Finslerian Models we can get an unitary matrix which can be associated with the quantum scattering matrix. We show that the above ontological quantum scattering amplitudes generates an unitary Quantum Matrix operator. First, note that S ab is bounded. Then let us consider the Fourier decomposition: (5.2)
We will promote this matrix S ξ 1 ξ 2 to the quantum mechanical S-matrix. Developing the value < a(s)|b(s) > using the geometric Finsler distance, we get
We take the assumption that b(−s) = b(s); ξ(−s) = −ξ(s), recalling the transformation rules for conjugate coordinate and momentum variables in ordinary one point particle physics under time inversion. The reason why we choose this matrix S ξ 1 ξ 2 as the quantum mechanical S-matrix and not the initial matrix S ab is because the new labels ξ are in some sense the conjugate of the coordinates of the manifold M and, therefore they are the analogous to the momentum coordinates in ordinary Quantum Theory. This means that I s is consistent with the canonical projection π : TM −→ M, defining the configuration manifold from the base manifold TM. Since in Quantum Theory the S matrix is also unitary, the transformation from the coordinates ξ to the coordinates used in Quantum Theory should be an unitary transformation.
In order to proof the unitarity of the Quantum S-Matrix S ξ 1 ξ 2 we must check the following unitarity relation:
Since we have promoted the above matrix to the actual Quantum S-Matrix, the above measure is just assumed to be determined by the phenomenology of the quantum system. In addition we also assume the orthogonal relation: After all these relations, the proof is just a calculation: Re-grouping the ξ 2 exponential, performing the integral and using the orthonormal relation (5.4) we get Integrating the delta function and using hermiticity of the scalar product,
Using the unitarity condition (5.6)
From the definition of in-states and taking into account its orthogonality relation lim An unitary operator can be formulated from the above S-matrix with an unitary operator: consider the momentum space {ξ a , (, )}, where the (, ) is the scalar product. Then,
Through this definition it is possible to introduce a link between phenomenology identifying the experimental S-matrix and S ξ 2 ξ 1 . The main problem to solve in this context is how, from the experimental S-matrix we can get an averaged Hamiltonian <Ĥ >.
Conclusion and remarks
If we analyze the logical content of the theory presented here, two basic ingredients can be distinguish. The first one is linked with the idea of information loss and dissipative dynamics. In our approach, the dissipative dynamics is associated with a microscopic time arrow, described mathematically by the evolution F → h of the geometry. This irreversible evolution is the origin of the physical decoupling of Quantum States at macroscopic scales. The particular mechanism producing dissipation is also relevant. In this work, we present a geometric mechanism which also implies a generation of the quantum states. The same mechanism produces a split of the null "Equilibrium Hamiltonian", appearing a positive half, corresponding to matter (including graviton) and a negative half, which could be associated with the gravitational energy ( [2] ); the emergence of string states was argued in [2] and also in [7] : they are the averaged picture of the ontological degrees of freedom at the Planck scale. This non-fundamental interpretation of string theory was argued for bosonic strings: while in [2] , the 26-dimensional covariant action of the bosonic string was obtained from a spontaneous symmetry broken process, in [7] the Nambu-Goto action was argued from the examination of the value of the maximal acceleration. A supersymmetric version of these arguments are not studied yet.
The second element is the notion of a double time and double distance. Both notions are physical interpretations of element appearing in the mathematical formalism developed in [3] and [4] . Different is the notion of relative event: it is a pure physical notion necessary for the physical interpretation of the theory, although related with the notions of double distance and time. Quantum Field Theory seems also able to be incorporated in a generalization of our formalism, making natural the notion of graduate Finsler structures F M .
Regarding the possibility to test our theory, we should remark that even if the basic dynamics is at the Planck scale, hopefully one can test it in a near future just improving quantum correlation experiments. Our scheme implies limits for these correlations, although further developments of the formalism are required in order to make contact with current experiments.
Let us suppose that the quantum correlations are associated with a physical phenomenon like the propagation of some kind of particle or field. Then, another effect can be detected: it is the apparent delay of particles or interactions propagating theoretically with speed c. This effect is a consequence of equation A.16. The intrinsic association of this result with our model produces a testable result able to differentiate from other deterministic models and strong enough to falsify our scheme and differentiating our scheme from other pre-Quantum theories.
We should compare the prediction of a maximal acceleration of ref. [7] with Caianiello et Al. work on maximal acceleration reported in [8] : if we contemplate its origin at the Planck scale, it is rather complicated to check that maximal acceleration. But if we link it with the scale of the physical system, then the situation is very different. If maximal acceleration is given by Caianiello's formula
experimental test is possible. Nevertheless we do not realize any physical reason in our scheme to link the maximal acceleration with the scale of the system; the appearance of a universal acceleration is more natural in our framework ( [7] ). Checking Caianiello's Quantum Maximal Acceleration (6.1) with ours, should provide an indirect check of Quantum Mechanics against Finslerian Deterministic Models; Caianiello's maximal acceleration can be so different from ours Universal maximal acceleration, of order 10 52 m/s 2 , that we can take this value as infinite and just look for when it seems to appear in an accessible system a maximal acceleration or a trace of it. Again, the discovery of a different maximal acceleration smaller than 10 52 m/s 2 implies a strong difficulty to our theory, although it is not completely definitive test.
The existence of a second time "t" can be formalize in a 8-dimensional covariant theory for the minimal or fundamental physical system. The definition of these fundamental systems is given through the definition of minimal manifold. Consider the s-time inversion I s ; suppose that TM ∼ M + × M − . Then the inversion time acts in such a way that
Then, the maximal manifold with minimal dimension such that supports a Randers-Berwald metric which is not Riemannian and consistent with the above structure will be called minimal manifold. Experimentally it seems that the dimension of each component M + and M − should be at least of dimension 3. Time coordinates are introduced through an effective geometric formalism given by the following embedding:
such that the Riemannian metricĥ is embedded
After this, another semi-Riemannian embedding should be considered, h ∼ (−1, 1, 1, 1, 1, 1, 1, 1) of the manifold R × U (1) × M + × M − . In this way, contact with more phenomenological models can be performed. Maybe it is possible to make contact with Hasselman phenomenological theory ( [9] ). In order to do it, we should link both times with the geometry, and since at least one of them does have a non-trivial topology, the isometry group should be G = U (1)×O (1, 6) in the limit of flat spaces. Therefore, we should look for a simple group containing this one as a relativity sub-group. This phenomenological approach differs from the previous one ([2], [7] ), where a non-covariant and the 1-time formalism was adopted. That approach leads to macroscopic space-times and in both references the link with string theory and additionally it provides a mechanism explaining why Bell's inequalities for spin states should not hold at the Planck scale. Nevertheless, we can consider our previous treatment as a phenomenological approach. Also we must remark that the final average geometry is a Riemannian geometry in a space of dimension 8. The immersion of M in TM introduces a Finsler structure on M in the general case. This is a "finslerian space-time theory", different from our Finsler approach to deterministic systems.
The second logical possibility is to link the second time with a negative signature. In this case we have locally the semi-Riemannian metric, h ∼ (−1, 1, 1, 1, −1, 1, 1, 1).
Then our approach should provide the foundations of Caianiello's Quantum Geometric model ([8] ). In this case, the "relativity group" is O (2, 6) .
From all these three possibilities it is clear the necessity of a wade-line in order to find the correct phenomenological approach.
One more comment on the phenomenological approximation is that the space R × U (1) × M + × M − holds a semi-Finsler metric. The sub-manifold R × M + is equipped with a Semi-Riemannian metric. There is not a unique isometric embedding, and the structure I s should give a restriction on the types of embedding. This can be useful to find constrains in our formalism.
However, one problem with these approaches is that the map F −→ h should be generalized to semi-positive Finsler metrics, a problem not address until now, although we hope it is possible to perform this generalization. Note that, producing a Finsler structure on M ( or a semi-Riemannian structure on R × M) and that this geometry was really constrained by physical arguments ( [10] ). Also, some global conditions (global hyperbolic or similar) are required for a consistent 8-dimensional phenomenological approach to minimal manifolds, or at least local version of these conditions. 't Hooft's mechanism to obtain quantum systems consists on restricting the allowed physical states to the ones where the Hamiltonian have a negative bound eigenvalues. This requirement is not trivial, achieved because the existence cycle-limits towards the ontological degrees of freedom evolve. The effect of this dissipative evolution is to bound the physical Hamiltonian by dimensional reduction of the Hilbert space. The mechanism of this dissipative mechanics should involve gravity because it contains a mechanism producing information loss. In our scheme, there are two mechanism producing information loss and capable to produce a bounded Hamiltonian: the first is the average in momentum, which should be interpreted as an average in time of the fundamental dynamics at the Planck scale. The second factor is the generation of the Quantum states. Indeed, it is an effect of the first one, but it is eminent in our approach because it marks the wide-line in our construction of the quantum states and relates the description of the dynamics at the Planck scale and the dynamics at atomic or Standard Model scale.
Let us remark and interesting property of Finslerian Deterministic Systems: not only the average Hamiltonian operator is bounded from below, but also it appears an upper bound, being the reason the same, the conditions limiting the Finsler geometry of the system. Therefore only compact universes with finite energy content are allowed. This can be interpreted as the absence of singularities in TM, that is completeness condition.
Our work is not direct against Quantum Mechanics, but an attempt to understand it. However, through this attempt, some limitations for the Quantum Theory have been found, emerging a different conceptual system. We hope that experimental test of our theory is possible with the actual tech-nology. Further developments are necessary for this propose, but essentially we present the main ideas in this note.
A Basic Results of Finsler Geometry
In this appendix we recall the basic notions of Finsler geometry used in the present work, although few new results are also presented. The main references for this appendix are [3] , [4] and [5] .
Let M be a n-dimensional, real, smooth manifold. Let (x, U), U ⊂ M be a local coordinate system over the point x ∈ M, where x ∈ U has local coordinates (x 1 , ..., x n ) and U is an open sub-set of M.
A tangent vector at x is denoted by y i ∂ ∂x i , x ∈ R. The tangent bundle of M is denoted by TM. We can also identify the point x ∈ M with its coordinates (x 1 , ..., x n ) and the tangent vector y at x with its components (y 1 , ..., y n ).
Let us denote by N = TM \ {0}. The notion of a Finsler structure is given in the following definition,
1. It is smooth in the split tangent bundle N.
Positive homogeneity holds:
F (x, ry) = rF (x, y), for every r > 0. where α(x, y) = a ij (x)y i y j is a Riemannian metric and β(x, y) := β i (x)y i . The requirement of being g ij positive definite implies the 1-form (β 1 , ..., β n ) is bounded with the Riemannian metric a ij : 
Strong convexity holds
These coefficients are homogeneous functions of degree zero in y. In the Riemannian case they are zero and this fact characterizes Riemannian geometry from other types of Finsler geometries.
Since the components of the fundamental and Cartan's tensors have a dependence on the tangent vector y, it is natural to use other manifold than M in order to study Finsler geometry. One possible construction is the following: consider the bundle π * (TM), the pull-back bundle of TM by the projection
The vector bundle π * (TM) has as base manifold N, the fiber over the point u = (x, y) ∈ N is diffeomorphic to T x M for every point u ∈ N with π(u) = x and the structure group is diffeomorphic to GL(n, R). π * (TM) ⊂ TM × N and the projection on the first and second factors are given by π 1 : π * (TM) −→ N, (A.5)
The vector bundle π * (TM) is completely determined as a subset of TM× N by the following relation: for every u ∈ N and ξ ∈ π −1 1 (u), (ξ, u) ∈ π * (TM) iff π • π 2 (ξ, u) = π(u).
(A.7)
A similar construction π * (TM) can be performed over SM, the associated sphere bundle. The average operation < · > is defined in the following way. Consider the operator O (not necessarily linear) acting over sections S ∈ ΓM. Then the average operator is defined by
although we will write in a short way Ix O. The manifold I x is called indicatrix and is defined by
The action of the linear operator ϑ on pull-back sections π * S is to transport sections to a open domain where local derivatives can be performed. This functional is explained in [3] and is totally defined by the canonical structure of π * (TM). 
are the components of a Riemannian metric in M such that in a local basis (x, U) and the metric can be written as
This average operation < · > can be extended to many other geometric objects like connections and curvatures. In particular, the average of the product of two local operators (with a dependence on u ∈ I x ) is just the product of the averages
This relation implies that under the average √ g dvol −→ √ h dvol and more other interesting consequences ( [3] , [4] ).
Note that in the theory developed in the main test the relevant manifold is not a tangent bundle, but the cotangent bundle of the manifold TM. In this case a similar tools than in ordinary Finsler geometry it is possible to construct. This kind of geometry, which we can call dualized Finsler geometry, is not directly related with an associated Finsler structure living in in T * (TM). This consideration should conduce to the study of a more general types of structures, Finslerian vector bundles, in analogy with Riemannian vector bundles. However this is a theme not addressed in this work.
Similar results hold for the CM l and CM r . This will be essential to our formulation of quantum states.
The next result is new:
Proposition A.6 Let (M, F ) be a Finsler structure and (M, h) the associated Riemannian structure. Then the isometry group of F is a sub-group of the isometry group of h, Iso(F ) ⊂ Iso(h).
Proof: From the formula for the metric h it is obvious that any linear transformation leaving F or g invariant should also leave h invariant, because it is given in terms of F and g, including the integration domain.
2
The following proposition shows that the Finsler and Riemannian distance are comparable or not too different, Proposition A.7 Consider the average of the metric coefficients < g ij > and the line integral q p (g ij T i T j ) 1 2 along a path joining the points p and q. Then, they commute in the sense that:
The meaning of the above equivalence relations is that these distances are "quasi-isometric": if one of the distances is bounded, the other is also bounded.
Next result provides a comparison between the Finsler and the Riemannian distance: This gives a strong bound for g.
2 It is remarkable that Ix φ = 0, so in average the speed of light is constant.
We introduce the notion of convex invariance from [4] , Definition A.9 Let (M, F ) be a Finsler structure and consider the 1-parameter family of Finsler structures with fundamental tensors g t = (1− t)g + t < g >. A property will be called convex-invariant if it holds for every t ∈ [0, 1].
Associated with t we have not only a Finsler metric g t but also other geometric objects like connections and curvatures. They will be called generically Finsler quantities. These considerations motivates the following definition:
Definition A.10 Consider an arbitrary Riemannian structure (M, h). A property will be called Riemannian if it is completely specified from the Riemannian structure (M, h). An analogous notion is adapted to the Finsler case.
An example of convex invariant property is a topological property, not depending of the metric, but only on the underlying topology of the manifold M. Some non-topological notion that are convex invariant are completeness and the notion of isometry ( [4] ).
The general tool used to translate results from Finsler geometry to Riemannian geometry is the following theorem:
Theorem A.11 Let (M, F ) be a Finsler structure. Then a Riemannian property is convex invariant iff it is a Finsler property.
This property implies an invariance under a generalized U t -dynamics. We should remark that the notion of convex invariance is of fundamental importance in the treatment of Finsler and Riemannian geometries as different aspect of a common "geometry". It seems clear that the above property justifies the study of the space M F of the Finsler structures over M. Therefore, the introduction of a distance in this manifold becomes interesting. In particular, we adapt here a construction of Ref. ([11] ). First note that given a Finsler structure (M, F ) it is always possible to associate a Sasaki-type structure (TM, g ⊕ g). This association implies an smooth embedding of M F in the set of Riemannian structures (TM) R ,
Then, the construction of Michor is applicable to the associated Sasaki-type metrics producing the following definition for the Riemannian metric Gg, Gg(F 1 , F 2 ) = M dvol(g) T r(g −1 g 1g −1 g 2 ).
(A.17) This is a direct adaptation of the construction found in [11] . We should remark that M is not necessarily compact. This metric is invariant under diffeomorphism, symmetric and positive definite. The notion of diameter in M F is given by
where the metric distance dg(F 1 , F 2 ) is associated with the metric Gg(F 1 , F 2 ) and is given by the minimal energy ( [11] ):
dg(F 1 , F 2 ) = ( γ Gg(F 1 (t), F 1 (t))dγ) 1/2 .
Again all the above constructions should be adapted to the case of Dualized Finsler structures. In particular, an associated Sasaki-type metric is also constructed in a similar way and then the Michor construction is also possible.
B A comparison between Quantum Mechanics and Deterministic Finslerian Systems
In this appendix we first glue together the terminology presented in the main text of this note and translate them to respective notions of Quantum Mechanics. Although not complete, the dictionary presented here is enough to suggest that we can translate almost all the terminology of Quantum Theory to Finslerian Deterministic Theory. 1. There is an "inclusion" of the set of Deterministic Finslerian Systems in the category Quantum Systems.
2. If this inclusion has a converse, a new pre-Quantum scheme emerges. This is the main hypothesis of the present work.
After the dictionary, we introduce the main differences between Quantum Mechanics and Deterministic Finslerian models. Some of them can serve as a test of our scheme and others are just predictions. Unfortunately almost all of them are qualitative, except the value of the maximal acceleration:
Differences between Deterministic Finslerian Systems and Quantum Mechanics

Determ. Finsler. Systems Quantum Mechanics
Maximal apparent speed Unlimited apparent speed for quantum correlations for quantum correlations Apparent delay of light ? Maximal universal acceleration Quantum maximal acceleration A max ∼ 10 52 m/s 2 A max ∼ 2mc 3 h Existence of special types of trajectories ? Maximal coherence distance∼ c/E min ? Existence of a maximal eigenvalue ofĤ ?
We should explain several of these conclusions. The existence of two types of trajectories refers to some conclusions from [7] , where it was shown the existence of trajectories with maximal acceleration at any point and trajectories without any acceleration. These rather singular trajectories must have a physical realization. Trajectories with maximal acceleration can be expected at the Planck scale because the circular motion with the speed of light of these kind of particles. However, for trajectories without any acceleration, we do not have any physics interpretation yet.
The apparent delay of light should be considered as a particular prediction of our scheme, compared with other pre-Quantum Theories. Again, it is a decisive test for the theory presented in this note. The existence of a maximal coherent distance c/E max is different than L; which is the maximal possible coherent distance and that is required to obtain the convenient linearity for transition amplitudes.
Finally, we should clarify the significance for our scheme of the above predictions, than even qualitative, can falsify our approach. The first prediction is the main difference with quantum mechanics. We can not give a natural bound for the quantum correlations but if experiments are analyzed and any trace of the bound for correlations is not obtained, our prediction should be taken as not very natural and our model should at least be revised.
