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Abstract 
Communication has come a long way since ancient times, what remains constant though is 
the language barrier. If we have control over this aspect, exchanging information for - be it 
the educational purpose or convenience purpose - simplifies. As we know, image processing 
and its management is the present. The proposed system provides automated data processing 
of handwritten Kannada script. A proficient pre-preparing methodology is introduced for 
extricating highlights from manually written characters and afterward making an 
interpretation of them into English utilizing neural systems. To overcome the barrier of non-
existent standardized script, augmentation of available script is employed. The Kannada to 
English converter application helps those unfamiliar to either Kannada or English with a 
self-sufficient dynamic translator. It serves a wide variety of population ranging from the less 
privileged to the tourists easing everyday tasks. 
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INTRODUCTION 
India is getting more digitized day by day. 
From business transactions to food 
deliveries, everything has found its place 
online. It is becoming necessary that a 
channel is provided for these to run 
smoothly. Just like there are abundant of 
handwritten English recognizing software, 
we need the same for the native languages 
as well, so the culture can be preserved 
while not hindering routine activities. 
Written Indian scripts are difficult for 
machines to understand because they 
consist a lot of characters including 
numbers, vowels, modifiers and 
consonants. There has been immense 
advancement in the recognition system 
created for native languages but these 
come with their limitations. These have 
been either been built for a subset of 
characters or base characters, ignoring 
modifiers of any kind. While these were 
created with their applicability in minds, 
there is no system that could recognize the 
language as a whole. The idea is to keep 
create an agency to convert Kannada to 
English and help them learn and use it 
better. 
 
Kannada 
The official language of a state Karnataka 
located in the south of India is Kannada. 
This language is used by about 49 million 
people in Karnataka and also popular as 
the Dravadian language. 
Kannada comes with its script that is 
derived from another script known as 
Brahmi. It has its own script derived from 
Brahmi. This script contains a root set that 
has 52 characters along with 16 vowels as 
well as 36 consonants. Furthermore, there 
are also certain tokens used to modify 
these root consonants known as the vowel 
and consonant modifier. The script has the 
same count of root characters as these 
modifiers. There is also another set of 
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characters known as aksharas that are built 
by binding together the tokens according 
to which consonants, modifiers, vowel 
modifiers are selected keeping in sticking 
to a set of rules. 
 
METHODOLOGY 
Binarization 
The conversion of an image from pixel 
state to a binary state is known as 
binarization (Fig. 1): 
 
 
Figure 1: Binarization. 
 
● Consider the above RGB image, a 
child writing a few lines of Kannada 
on a blackboard. 
● RGB is a standard system of 
representing all the colors in the visible 
spectrum by combining red, blue and 
green in different portions. 
● At first, the image is converted into 
grayscale. Only intensity information 
is carried in a grayscale image (Fig. 2). 
 
Figure 2: Grayscale image. 
After the conversion, a threshold value is 
selected to separate the foreground and 
background data in the image (Fig. 3). 
 
 
Figure 3: Foreground and background 
data in the image. 
 
Segmentation 
The process of separating an image into 
different segments is known as 
segmentation [1]. 
Simplification and meaningful 
representation are the end goal of 
segmentation. Typical uses of image 
segmentation are boundary and edge 
detection in images. More precisely, what 
image segmentation does is assign a label 
to each pixel, so that similarly labeled 
pixels have similar nature. 
 
Region detection and edge detection are 
closely related, both depend on a sudden 
contrast in intensity at the region 
boundaries. Due to these properties, we 
can say that edge detection is another way 
of segmentation. 
 
Edge identification techniques can be 
connected to the spatial-taxon locale, in a 
similar way they would be connected to an 
outline. This strategy is especially valuable 
when the detached edge is a piece of a 
deceptive shape. 
 
Character Extraction Algorithm 
• Store info on visited pixels by using a 
list. 
• Pixel-by-Pixel scanning of each row. 
• Every time a black pixel is 
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encountered, crosscheck for presence 
in the traverse list, if the pixel is 
unique then continuously apply the 
edge detecting algorithm otherwise 
ignore the pixel and continue. 
• Once the algorithm returns a value 
store this into the traverse list. 
• Perform recurring analysis. 
 
Feature Extraction 
We have different techniques for different 
efficiency requirements, while training a 
neural network 
• Character Geometry based Feature 
Extraction [2] 
• Gradient Features using Feature 
Extraction 
 
Character Geometry based Feature 
Extraction: 
To estimate positional features and also 
estimate different types of line formations 
in a dataset we use Character Geometry 
based Feature Extraction. 
 
Zoning Algorithm 
• The centroid of the input image is 
computed  
• Image is partitioned into n zones, 
similar in size.  
• The angle from the centroid to each 
pixel inside a zone is computed. 
• The average of all angles in the zone is 
one feature. 
•  The center of each zone is two feature 
additions  
• Continue the above steps for all zones  
• In the end we get three features per 
zone for classification and recognition 
 
Gradient Features based Feature 
Extraction: 
A vector is defined as a quantity that has 
both magnitude and direction. A gradient 
is a vector quantity [4]. 
 
The gradient operator generates a two-
dimensional vector graph, containing 
information about the direction of highest 
possible surge in magnitude and its value 
is directly proportional to the rate of 
change in the direction (Fig. 4). 
 
 
Figure 4: Two-dimensional vector graph. 
  
CLASSIFICATION 
Convolutional Neural Network 
A neural network is made up of multiple 
nodes known as neurons. Neurons when 
grouped together are referred to as Layers. 
Multiple layers are interconnected [3]. 
Each perceptron is tasked to complete a 
simple calculation. The result of this 
calculation is transmitted to all the nodes 
that it is connected to (Fig. 5). 
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Figure 5: Convolutional neural network. 
 
Convolution means “to combine”, 
therefore, a convolutional neural network 
does a combination of many small 
attributes into one in each iteration. They 
are highly popular in computer vision and 
it applications. 
 
The Convolution layer is the first layer. 
The image input to it is always in a matrix 
format. The software selects a smaller 
matrix in the original matrix, this is called 
a neuron (filter, core). The neuron 
produces convolution. The simple 
multiplication involves getting the product 
of each obtained value to the initial pixel 
value. This is followed by the summation 
of the products. Finally, a number is 
obtained. The neuron now moves one 
value to the right while performing a 
similar operation. After the neuron passes 
through all the positions a smaller matrix 
is obtained (Fig. 6). 
 
 
Figure 6: Neurons layer. 
 
After each convolution a new nonlinear 
layer is added. The nonlinear property is 
brought by the activation function. 
Without this property a network would not 
be sufficiently intense and will not be able 
to model the response variable. The 
nonlinear layer is followed by a pooling 
layer. It performs downscaling operations 
on them, using the width and height 
property. This results in the image 
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aggregate being diminished. A fully 
connected layer is attached after the 
convolutions are completed. The output 
information of the convolution layer is 
taken care of in this layer. 
 
Algorithm 
def cnn_model(): 
num_of_classes=get_num_of_classes() 
model = Sequential() 
model.add(MaxPooling2D(pool_size=(2,2
), strides=(2,2))) 
model.add(LRN2D(alpha=0.1, beta=0.75)) 
model.add(Conv2D(64, (5,5), 
activation=’tanh’)) 
model.add(MaxPooling2D(pool_size=(5,5
), strides=(5,5))) 
model.add(Flatten()) 
model.add(Dropout(0.5)) 
model.add(Dense(num_of_classes, 
activation=’softmax’)) 
sgd=optimizers.SGD(lr=1e-2) 
model.compile(loss=’categorical_crossentr
opy’, optimizer=Adam(lr=0.001, 
beta=1.09, epilson=1e-08,decay=0.0), 
metrics=[‘accuracy’]) 
filepath=”cnn_model.h5” 
checkpoint1 = ModelCheckPoint(filepath, 
monitor=’val_acc’, verbose=1, 
save_best_only=True, mode=max) 
callback_list = [checkpoint1] 
return model, callback_list 
 
IMPACT 
• The application covers a major part of 
the population, including: 
• Preserving the culture through old 
scripts. 
• Redefining peer-to-peer learning for 
rural kids. 
• Help tourists by translating sign 
boards. 
• Providing a means of meaningful audio 
output of correct English 
word/sentence for a given Kannada 
scripture. 
 
CONCLUSION 
This project aims to put forth a user 
friendly and easy to use software system 
that uses a Convolutional Neural Network 
model to efficiently and accurately 
recognize and classify Kannada scriptures 
from input images and translates the 
recognized words to meaningful English 
sentences. The greater goal of this project 
is to not only bring regional character 
recognition software to the mainstream 
OCR, but to also have a concise and clear 
method for future improvements in the 
image processing and recognition 
algorithms. The future work in the field of 
Kannada OCR will be based on the 
methods and models implemented in this 
project and the project shall set a standard 
as the newest and the most efficient offline 
character recognition software available 
presently. 
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