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Nach einer kurzen Einf











ur Regressionsmodelle mit fehlerbehafteten Kovariablen wird die
Approximationsg

ute eines auf Reihenentwicklung basierenden Ansatzes von
Stefanski diskutiert
After a short introduction into the theory of unbiased estimating equations
for general regression models and of corrected estimating equations for regres
sion models with error ridden covariables the precision of an approximative




uhrt die Anwendung der KleinstQuadratSch

atzung auf eine
lineare Regression deren Regressorvariablen mit zuf

alligen Fehlern behaf
tet sind zu inkonsistenten Sch

atzungen der Regressionsparameter vgl zB
Schneewei und Mittag 	







ur das lineare Modell eine ausgefeilte und
praktikable Sch

atztheorie existiert  vgl z B Fuller 	
  gibt es im all
gemeineren nichtlinearen Fall zwar eine groe Anzahl verschiedener  oft nur




atze doch keine geschlossene Theorie
vgl Carroll et al 		 Das ist auch kaum verwunderlich da es sehr unter
schiedliche nichtlineare Modelle gibt  auch solche mit diskreten abh

angigen
Variablen  und da die restlose Ausschaltung einer Verzerrung bei nichtlinearen
Modellen nur ausnahmsweise gelingt
An dem Ansatz der sogenannten fehler korrigierten Sch

atzgleichungen soll
diese Schwierigkeit verdeutlicht werden Im Gegensatz zu anderen verbreite
teren Sch

atzverfahren geht dieser Ansatz von der sogenannten Funktionalva
riante des Fehler  in  den  Variablen  Modells aus dh die nicht direkt
beobachtbaren vom Fehler befreiten wahren Regressorvariablen werden  wie

ublicherweise auch im klassischen linearen Modell  als nichtstochastisch auf
gefat Damit entf

allt die Spezizierung einer Verteilung f

ur diese latenten





are Erkauft wird diese Befreiung vom Spezizierungszwang
mit der Schwierigkeit eine Korrektur der Sch

atzgleichungen so zu nden da

dann auch wirklich konsistente Sch

atzungen resultieren vgl Stefanski 	
	
Nakamura 		 Carroll et al 		 und Buonaccorsi 		
In Abschnitt  wird eine kurze Einf

uhrung in die Theorie der erwartungstreu
en Sch

atzgleichungen gegeben Abschnitt  wendet die Theorie auf Modelle
mit fehlerbehafteten Regressoren an und schildert wie man zu konsistenten
Sch

atzungen kommt wenn man korrigierte Sch

atzgleichungen verwendet In
Abschnitt  wird schlielich ein Ansatz von Stefanski zur Konstruktion korri
gierter Sch

atzgleichungen diskutiert Dabei kann eine von Stefanski eingef

uhrte





Ein allgemeines Regressionsmodell speziziert die Abh

angigkeit einer Varia
blen y von einem Vektor gegebener Regressoren oder Kovariablen  im Mit
tel Es wird also zun

achst nur der bedingte Erwartungswert von y gegeben
 als Funktion von  ausgedr

uckt wobei noch unbekannte und zu sch

atzende










Die ia nichtlineare Funktion  wird als bekannt unterstellt der pdimensionale
Vektor  als unbekannt Der Index i kennzeichnet die Beobachtung in einer
Stichprobe i       n Er wird im folgenden zumeist weggelassen Es wird













achst als fehlerfrei angenommen Versteht man sie als
feste nichtstochastische Gr

oen  was wir hier tun wollen  dann kann in 









In der Regel sollte neben  auch die Verteilung von y gegeben  bekannt
sein Das ist aber nicht unbedingt erforderlich Wichtig ist allerdings da ei
ne sogenannte erwartungstreue vektorielle Sch

atzgleichung gegeben ist Aus
gangspunkt ist eine pdimensionale Funktion y   mit
Ey     














   




ur  vgl Hu




at sich mit Hilfe der







allen wird  die ScoreFunktion sein also




mit der Loglikelihood l y  f

ur die Beobachtung y  wobei freilich oft
noch NuisanceParameter mit im Spiel sind die hier der Einfachheit halber
weggelassen sind Allgemeiner kann aber auch  eine sogenannte QuasiScore
Funktion sein die aus der Likelihoodfunktion eines u U fehlspezizierten
Modells hervorgeht Noch allgemeiner soll jede Funktion  f

ur die  gilt als
QuasiScoreFunktion QSF bezeichnet werden auch wenn sie nicht aus einer
Likelihoodfunktion hervorgeht
Zwei Beispiele sollen die Bildung von QuasiScoreFunktionen veranschauli
chen



















 Die Loglikelihood der





























































































nicht normalverteilt aber immer noch E	
i
  dann ist 
i
eine





 Verallgemeinertes lineares Modell Die Verteilung von y folge einer einpa
rametrigen Exponentialfamilie F

ur den Erwartungswert     von
y wird eine

uber eine umkehrbare Linkfunktion g vermittelte Abh

angig
keit von der Linearkombination 
 
















angt von  und
damit von  ab Die ScoreFunktion ergibt sich dann  vgl Fahrmeir u
Tutz 		  zu








y   





 fehlspeziziert sein ohne da die Sch

atzgleichung  ihre Ei




ur  zu f

uhren sofern
nur die Mittelwertsspezikation  korrekt ist Die Funktion  ist dann
wieder eine QSF





Es ist also hier g  log  und daher gem









Die beiden Beispiele zeigen da eine QSF h

aug die Form
y    fy   gd 
hat mit einer von Fall zu Fall verschiedenen Funktion d vgl Buonaccorsi
		 F

ur alle Funktionen  dieser Form ist oensichtlich  erf

ullt
 Fehlerbehaftete Regressoren und Fehlerkorrektur
Lassen wir jetzt die Annahme fehlerfreier Regressoren fallen und nehmen im
Gegenteil an da statt  die ia vektorielle Variable x beobachtet wird mit
x    v
worin v eine vektorielle Mefehlervariable darstellt mit Ev   die von 
aber auch von y unabh

angig sei Die Verteilung von v soll bekannt sein zB
v  N mit bekannter Kovarianzmatrix 
Das Regressionsmodell   sei wie bisher bei gegebenen 
 







uber eine erwartungstreue Sch

atzgleichung  mit der QSF
y   Die 
i
sind aber in Wirklichkeit nicht gegeben sondern nur die feh
lerbehafteten x
i
 Unter einer korrigierten QuasiScoreFunktion KQSF ver
steht man eine Funktion 
K
y x  in den beobachtbaren Variablen y x und





y x  j y  y   	

gilt und die daher an Stelle von  zur Konstruktion einer erwartungstreuen
Sch

atzgleichung herangezogen werden kann In der Tat ist
E
K
y x   
also 
K














   








Der schwache Punkt dieses Ansatzes ist nat

urlich das Problem der Konstruk
tion einer KQSF Der Ansatz steht und f

allt mit der M

oglichkeit zu gegebener
QSF eine KQSF zu nden Stefanski 	
	 Nakamura 		 und Buonaccorsi
		 geben einige Beispiele
Hier sei das oben angef

uhrte Beispiel einer exponentiell verteilten Variablen
y noch einmal aufgegrien Stefanski 	
	 F

ur den speziellen Fall da nur
eine Variable vorliegt und die Linearkombination 
 





 skalar wird aus 
 die ScoreFunktion




  g 
 

Ferner sei v  N 





















at sich die KQSF wie folgt konstruieren

K






























Um zu einem allgemeineren von den diversen Einzelresultaten abgehobenen
Sch

atzverfahren zu kommen auch wenn dieses uU nur approximative G

ultig
keit besitzt geht Stefanski von einer Taylorreihenentwicklung in  f

ur die QSF
 aus Der Einfachheit halber wird dabei  als skalar angenommen Auerdem
wird f





Die fundamentale Beziehung 	 zwischen KQSF und QSF l

at sich unter
Konzentration auf die relevanten Variablen  und x k

urzer wie folgt fassen
E
K
x   

Der Erwartungswert ist dabei bez

uglich der normalverteilten Variablen v zu




Stefanski zeigt da 
K

















k besitzt was wir hier annehmen wollen Dann ndet man
























































Im Falle eines polynomialen Regressionsmodells ist wie  zeigt die QSF von
vornherein in der Form  und Ersetzen der Potenzen 
k





uhrt unmittelbar zur gesuchten KQSF
In der Regel wird man keinen geschlossenen Ausdruck f

ur die Reihe  nden
Man ist dann auf Approximationen angewiesen die man durch Abbruch der
































Stefanski untersucht diesen Fehler in Abh

angigkeit von 
 und glaubt feststel
len zu k

onnen da er von der Gr

oenordnung O
 ist Das ist sicher nicht
richtig Wie ein Blick auf  lehrt ist P
k
x  O und nicht  O
 und





x Das heit aber da man bei der Diskussion ei
nes eventuellen Bias von

 nicht mit einer Klein
Asymptotik argumentieren







atzgleichung  die resultierende Verzerrung von

 mit kleiner werden
dem 
 gegen Null geht Davon kann aber keine Rede sein Der Bias bleibt auch
wenn 
 verschwindet und damit die Regressorvariable fehlerfrei wird Der Bias
kann nur dadurch verkleinert werden da die Abbruchstelle m weiter hinaus
geschoben wird Auch ist i a dann mit einem kleinen Bias zu rechnen wenn
die j 
i
















allt So gesehen liegt es nahe die Taylorreihe nicht um den Nullpunkt
zu entwickeln wie bei Stefanski sondern um eine Stelle im Zentrum der 
i

also etwa um x Das w

urde den erwarteten Approximationsfehler insgesamt
verkleinern Von 































x wenn die Summe bei k  m



























ist von der Ordnung O

m










Gebrauch machen sollte wenn 
 klein ist wobei man dann uU sogar mit
einem kleinen m auskommen mag Die Approximation 
Km
eventuell mit ei
nem anderen Entwicklungszentrum sollte dagegen dann uU mit groem m
verwendet werden wenn 
 gro ist Das ist freilich nur ein grobes qualitati












urlich ist es das beste wenn es gelingt die KQSF 
K
exakt anzugeben
wie etwa in dem oben angef

uhrten Beispiel der Exponentialverteilung oder
wie im Falle einer polynomialen Regression vgl Stefanski 	
	 und Cheng
und Schneewei 		 Wenn das aber nicht m

oglich ist dann k

onnte das
genannte Kriterium einen Hinweis darauf geben welche Art der Approximation









oglichst klein zu halten
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