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RÉSUMÉ
Le problème consiste à ordonnancer la production de plusieurs types d’automobiles sur
une ligne de production, sujet à plusieurs contraintes. Les contraintes sont associées aux
différents ateliers de l’usine, soit l’atelier de peinture, l’atelier de montage et l’atelier
de tôlerie. Les violations des contraintes molles sont pénalisées dans l’objectif et, selon
leur importance, on retrouve différents objectifs hiérarchiques. L’heuristique proposée
essaie de satisfaire les contraintes les plus importantes en premier, avant de traiter les
autres. Pour faire ceci, une analyse statistique est réalisée afin d’évaluer la difficulté de
chaque contrainte. L’analyse est ensuite utilisée pour faire des ajustements au niveau
des paramètres des heuristiques. Une construction heuristique est d’abord proposée pour
déterminer rapidement une bonne solution de départ. Ensuite, une recherche tabou est
appliquée pour améliorer la solution de départ.
Mots clés: Recherche Tabou, heuristiques, ordonnancement de véhicules.
ABSTRACT
In the car sequencing problem, one has to decide in what order the cars must be pro
cessed on a production une for one operation day, subject to many constraints. These
constraints are associated with three different shops in the factory: body shop, païnt shop
and assembly une. Violations of soft constraints are penalized in the objective and, de
pending on their priorities, different hierarchical objectives are obtained. The proposed
heuristics try to satisfy higher-priority constraints first. b this end, a statistical analysis
is performed to evaluate the difficulty of each constraint and adjust the parameters of the
heuristics accordingly. A construction heuristic is first proposed to quickly find a good
starting solution. Then, a tabu search is applied to improve this solution.
Keywords: Tabu Search, lieuristics, car sequencing.
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CHAPITRE 1
INTRODUCTION
1.1 Problématique
Dans les années 1925, la couleur la moins dispendieuse et qui séchait le plus rapide
ment était le noir. Cela devait mener à la fameuse phrase de Henry Ford “vous pouvez
choisir n’importe quelle couleur pourvu qu’elle soit noire”. Cela en disait long sur les
lignes de production du début du siècle, où un produit standardisé permettait facilement
la production en masse. Les choses ont beaucoup changé depuis dans l’industrie auto
mobile. Une compétition accrue entre les compagnies manufacturières a fait en sorte
que les désirs des clients influencent directement la production. Ainsi, une large gamme
d’options et accessoires sont maintenant disponibles.
Le premier défi est d’harmoniser la diversité de ces options avec la production de
masse. En dépit de toutes les options offertes aux clients, les véhicules sont toujours
assemblés sur une seule ligne de production. Plusieurs véhicules consécutifs ayant la
même option peuvent sur-solliciter un poste de travail et causer des blocages ailleurs sur
la ligne de production. Ainsi, les postes de travail qui suivent seront utilisés en dessous
de leur capacité au tout début et seront surchargés par la suite.
Pour les options difficiles à réaliser, telles qu’un toit décapotable, une solution pra
tique est d’avoir de courtes lignes secondaires le long de la ligne principale. Ceci permet
de traiter l’option problématique, sans causer de délais sur la ligne principale. Une fois
l’option installée, le véhicule est réinséré sur la ligne principale. Plusieurs types de lignes
auxiliaires sont décrites en [131. Par contre, une ligne auxiliaire entraîne des coûts addi
tionnels et la réinsertion du véhicule sur la ligne principale peut causer des problèmes.
Outre le lissage de la charge du travail, qui permet de distribuer la charge uniformé
ment sur toute la ligne de production, la consommation des composantes qui sont mon
tées systématiquement sur tous les véhicules doit être aussi homogène que possible pour
permettre un bon approvisionnement [81. Ceci entraîne la nécessité d’une planification
de la production. D’une façon générale, ce problème est connu sous le nom de problème
d’ordonnancement sur une ligne de production avec produits hétérogènes.
Dans l’industrie automobile s’ajoutent d’autres contraintes techniques liées aux ra
fales de peinture. Il y a quelques années, la séquence de véhicules pouvait être triée
localement à l’entrée des véhicules dans l’atelier de peinture. Ensuite, la séquence de
véhicules était triée à nouveau en entrée de l’atelier de montage. Ainsi, on pouvait trai
ter ces contraintes indépendamment des autres contraintes. Dernièrement, on a toutefois
commencé à imposer un respect strict d’un ordonnancement prévisionnel qui interdit les
tris locaux [12].
21.2 Description du problème d’ordonnancement de véhicules
La description suivante suit la description du problème faite lors du challenge
ROADEF’05 [5, 12].
Le problème d’ordonnancement de véhicules consiste à planifier la production d’au
tomobiles sur une ligne pour un horizon d’une journée. La ligne est généralement com
posée de trois ateliers : l’atelier de tôlerie, l’atelier de peinture et l’atelier de montage.
Chaque atelier a ses propres contraintes et objectifs, souvent contradictoires avec ceux
des autres ateliers.
1.2.1 Les ateliers de montage et de tôlerie
Bien que les ateliers de montage et de tôlerie nécessitent une certaine planification,
les besoins de l’atelier de montage sont beaucoup plus importants. C’est pourquoi les
besoins de l’atelier de tôlerie sont intégrés au sein du problème à l’aide de contraintes
de ratio non prioritaires (voir plus loin).
Afin de lisser la charge de travail sur les différents postes en bord de chaîne de l’ate
lier de montage, on cherche à “espacer” les véhicules “difficiles”, soit ceux dont les équi
pements ou options nécessitent des opérations lourdes. En d’autres termes, on cherche
à limiter la densité des véhicules difficiles pour ne pas surcharger les postes de travail
impliqués dans l’assemblage de ces véhicules.
Ce besoin d’espacement est formalisé par une contrainte de ratio N/P, où P est la
longueur d’une sous-séquence et N est le nombre maximal de véhicules dans la sous
séquence auxquels doit s’appliquer la contrainte de ratio au sein de la sous-séquence. Par
exemple, si N/P = 3/5 pour une contrainte de ratio donné, alors on ne doit pas trouver
plus de 3 véhicules soumis à cette contrainte dans toute sous-séquence de 5 véhicules
au sein de la séquence complète. Une contrainte de ratio porte sur une caractéristique
technique qui nécessite des opérations particulières (par exemple, le toit ouvrant, la cli
matisation, etc.).
On définit deux catégories de contraintes de ratio, les prioritaires et les non priori
taires. Les contraintes de ratio prioritaires correspondent à des contraintes “lourdes” de
l’atelier de montage, les non prioritaires étant associés à des opérations plus légères. On
veut ainsi privilégier la satisfaction des contraintes de ratio prioritaires sur les contraintes
de ratio non prioritaires. En d’autres termes, on veut éviter que le respect d’un ratio as
socié à une opération légère se fasse au détriment d’un ratio associé à une opération
lourde. Les contraintes de ratio non-prioritaires permettent aussi de faire un arbitrage
entre les contraintes de ratio prioritaires et les besoins de l’atelier de peinture. Le lissage
de la consommation des composantes et les besoins de l’atelier de tôlerie sont également
représentés par des contraintes de ratio non-prioritaires.
Les contraintes de ratio sont des contraintes molles : on ne peut pas savoir a priori
si l’ensemble des contraintes de ratio peut être respecté lorsqu’on génère une journée de
production. L’ objectif consiste donc à minimiser le nombre de violations des contraintes
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1.2.2 L’atelier de peinture
L’objectif de l’atelier peinture est de minimiser la consommation de solvant, lequel
solvant est utilisé pour purger les pistolets de peinture à chaque changement de couleur
dans la séquence de véhicules.
On cherche donc à grouper les véhicules de même couleur, ce qui revient à minimiser
le nombre de purges, soit le nombre de changements de couleurs dans la séquence. On
veut donc générer les rafales de peinture les plus longues possibles. Toutefois, chaque
rafale ne doit pas dépasser une longueur maximale, car il faut périodiquement purger les
pistolets de peinture, même s’il n’y a pas eu de changements de couleur. Cette dernière
contrainte est une contrainte dure.
1.2.3 Rôle de la journée précédente
Lorsqu’on ordonne les véhicules de la journée J, on doit tenir compte des derniers
véhicules de la journée J — 1. On considère que ces véhicules sont déjà ordonnés et
que leurs positions sont figées pour l’ordonnancement de la journée J. Il faut donc te
nir compte des derniers véhicules de la journée J — 1 pour compter les violations de
contraintes de ratio sur la journée J. En revanche, on ne tiendra pas compte de la journée
J+1.
1.2.4 Objectifs
Il s’agit de créer un ordonnancement de véhicules satisfaisant au mieux les contraintes
de l’atelier de peinture et ceux de l’atelier de montage. On peut adopter deux stratégies
possibles selon les usines
— “contraintes de ratio en priorité” : les contraintes de l’atelier de montage sont prio
ritaires par rapport à celles de l’atelier de peinture
— “rafales de peinture en priorité” : les contraintes de l’atelier de peinture sont prio
ritaires par rapport à celles de l’atelier de montage.
On cherche à optimiser trois objectifs, du plus prioritaire au moins prioritaire, afin
de construire un ordonnancement pour les véhicules. On obtient ainsi différents types de
problèmes dépendant de l’organisation hiérarchique des différents objectifs
1. problèmes EF_RAF (écarts prioritaires, rafales de peinture)
ta) minimiser le nombre de violations des contraintes de ratio prioritaires
(b) minimiser le nombre de purges de peinture
(c) minimiser le nombre de violations des contraintes de ratio non prioritaires
ou
41. problèmes EF_ENP (écarts prioritaires, écarts non prioritaires)
ta) minimiser le nombre de violations des contraintes de ratio prioritaires
(b) minimiser le nombre de violations des contraintes de ratio non prioritaires
(c) minimiser le nombre de purges de peinture
ou
1. problèmes RAF (rafales de peinture, écarts prioritaires)
(a) minimiser le nombre de rafales de peinture
(b) minimiser le nombre de violations des contraintes de ratio prioritaires
(c) minimiser le nombre de violations des contraintes de ratio non prioritaires
Cette organisation hiérarchique est obtenue en pénalisant les différents objectifs dans
une fonction objective agrégée
* objectif de ème niveatt
oùM1 = 106, M2 etM3 = 1.
Il faut noter que certaines usines ne déclarent pas de contraintes de ratio non priori
taires. Dans tous les cas, la seule contrainte dure correspond au respect de la longueur
maximale des rafales de peinture.
1.3 Revue de la littérature
Le problème d’ordonnancement de véhicules est une problème NP-complet tel que
démontré par I.P. Gent dans [7].
Plusieurs algorithmes exacts ont été développés, en utilisant soit une exploration de
l’espace des solutions, [81, soit la programmation en nombres entiers [4, 11, 13]. Ces
algorithmes sont toutefois limités quant à la taille des problèmes qui peuvent être abor
dés et les temps de calcul nécessaires. Avec l’augmentation de la puissance de calcul des
ordinateurs et le développement de meilleures approches de résolution, on arrive main
tenant à résoudre de manière exacte des problèmes comportant environ 300 véhicules
[4,11].
Plusieurs méthodes heuristiques ont été proposées pour résoudre ce problème [8].
Les approches gloutonnes commencent avec une solution vide et ajoutent à chaque ité
ration le meilleur véhicule selon un certain critère de sélection. Une comparaison entre
l’efficacité des différents critères de sélection est faite en [10]. Nous avons également
développé plusieurs heuristiques de construction dans ce mémoire. Les critères de sélec
tion et les améliorations que nous y avons apportées sont présentés au chapitre 3.
Les algorithmes de colonie de fourmis artificielles, qui ont également été appliqués à
ce problème, reposent en grande partie sur les critères de sélection des approches glou
tonnes. A chaque itération de l’algorithme, de nouvelles solutions sont construites par
les fourmis avec une amélioration des performances d’une itération à l’autre obtenue par
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et permet aux fourmis de se concentrer sur les régions de l’espace de recherche qui sont
les plus intéressantes [10, 11].
La recherche locale est, à ce jour, l’approche la plus utilisée et la plus efficace pour
résoudre le problème d’ordonnancement de véhicules [3, 101. Une solution de départ est
souvent générée par des algorithmes gloutons. D’une itération à l’autre, la meilleure so
lution est choisie dans le voisinage de la solution courante. Généralement, l’exploration
utilise des voisinages générés par des modifications mineures à la solution courante [10],
mais on retrouve aussi des approches à large voisinage [3, 4].
D’ autres méta-heuristiques, telles que la recherche locale itérée et la recherche tabou,
reposent sur le concept de recherche locale, mais ajoutent des éléments de diversification
et d’intensification [1, 14, 15]. Notre algorithme de recherche tabou fait partie de ces
techniques et sera décrit aux chapitres 4 et 5.
Pour tester notre approche, nous allons nous intéresser au cas réel de Renault présenté
dans le cadre de la compétition ROADEF’05 [5]. Les instances comportent en moyenne
1200 véhicules, environ 26 modèles de véhicules distincts, différents types de contraintes
et un temps de calcul limité à 10 minutes. Ceci exige l’utilisation d’heuristiques. Un
résumé des approches utilisées pendant le challenge et les résultats obtenus se trouvent
en [16].
1.4 Contributions
1.4.1 Pendant le challenge ROADEF
La plus grande partie de ce projet a été développée pendant le challenge ROADEF.
Une première contribution originale se trouve au niveau des techniques de construc
tion. Ces techniques reposent en particulier sur le nombre de violations introduites par
une insertion ainsi que sur la notion de niveau de difficulté d’un véhicule. Cette dernière
notion est nouvelle et s’appuie sur le nombre de contraintes actives qui s’appliquent à
un véhicule. On introduit également dans ce mémoire des mesures de corrélation entre
les différentes contraintes de ratio qui s’appliquent à un véhicule afin d’estimer plus pré
cisément son niveau de difficulté. Pour les problèmes de type RAF_EP, on démontre
également que la technique de construction proposée permet d’obtenir une solution op
timale pour l’objectif de premier niveau.
En ce qui concerne la recherche tabou, la contribution originale se trouve au niveau
des techniques de calcul qui permettent une évaluation très rapide des voisinages. Ainsi,
grâce à des valeurs pré-calculées, l’échange de deux véhicules peut être évalué en un
temps constant. Nous avons également développé une méthode originale pour sélection
ner les véhicules candidats à un échange qui intègre des éléments de nature stochastique
(voir chapitre 4). Cette approche permet une convergence rapide, une meilleure diversi
fication et élimine tout risque de cyclage.
61.4.2 Après le challenge ROADEF
Après la fin du challenge ROADEF, nous avons amélioré encore davantage la struc
ture générale et le paramétrage de notre algorithme. Entre autres, la gestion des trois
objectifs a été modifié. Dans la version utilisée pendant la compétition, les trois ob
jectifs étaient activés de façon séquentielle du plus prioritaire au moins prioritaire. Le
moment où on ajoutait les deuxième et troisième objectifs dépendaient de paramètres
tenant compte de la difficulté des instances et du type de problème, ce qui était assez
difficile à gérer. De plus, une fois qu’on laissait tomber un objectif pour s’intéresser au
suivant selon l’ordre hiérarchique, on ne pouvait plus revenir en arrière. Pour contrer ces
désavantages, nous proposons une nouvelle approche où les prochains objectifs considé
rés dépendent d’une loi de probabilité qui est appliquée à chaque fois que la recherche
tabou est appelée (voir chapitre 2).
1.5 Plan du mémoire
Le chapitre 2 offre une vue d’ensemble de notre projet. On y présente le schéma
général de l’algorithme utilisé.
Le chapitre 3 traite des techniques de construction. On définit premièrement le concept
de niveau de difficulté d’un véhicule. On présente ensuite deux approches de construc
tion, l’une dynamique et l’autre stochastique, pour les problèmes de type EP_ENF et
EP_RAF. On décrit aussi l’approche de construction permettant d’obtenir une solution
optimale pour l’objectif de premier niveau dans le cas des problèmes de type RAF_EF.
Les chapitres 4 et 5 traitent de la recherche tabou. Dans le chapitre 4, on présente
plusieurs variantes de la recherche tabou, chacune ayant une efficacité plus grande se
lon son contexte d’utilisation et le type de problèmes abordé. On montre les avantages
des éléments stochastiques introduits dans la recherche afin d’éviter les comportements
cycliques et créer de la diversification. Enfin, on présente les paramètres de la recherche
Tabou qui permettent de gérer l’amplitude des perturbations à la solution courante et
la profondeur de la recherche. Le chapitre 5 décrit les voisinages utilisés au sein de la
recherche tabou et souligne l’importance des pré-calculs qui contribuent à l’efficacité de
la méthode.
Le chapitre 6 décrit les instances utilisées afin d’évaluer nos approches de résolution.
On présente ensuite des résultats numériques regroupés selon le type de problème, soit
EP_ENF, EP_RAF et RAF_EF.
Le chapitre 7 résume le tout et souligne à nouveau les concepts importants à la base
de l’efficacité de notre approche.
CHAPITRE 2
ALGORITHME GÉNÉRAL
Nous proposons ici des approches heuristiques afin de résoudre le problème d’or
donnancement de véhicules. Il s’agit, en l’occurrence, de méthodes de construction per
mettant de générer des solutions initiales, suivies d’une recherche tabou pour améliorer
ces solutions.
2.1 Algorithme générique
Selon la hiérarchie des trois objectifs, on obtient des problèmes très différents. Ainsi,
pour certaines instances de type EP, nous trouvons facilement une solution optimale
pour le premier objectif et l’emphase doit donc porter sur l’optimisation de deuxième
niveau. Pour d’autres instances de type EF, nous devons passer plus de temps au pre
mier niveau afin de trouver la meilleure solution possible pour les contraintes de ratio
prioritaires.
Par ailleurs, dans les instances de type EP, on tend à espacer les véhicules, alors
que dans les instances de type RAF, on tend à les rapprocher. Il faut donc adapter les
heuristiques utilisées et les paramètres au sein de notre algorithme en fonction de la
hiérarchie des objectifs.
Nous pouvons quand même décrire une structure générique qui s’applique dans tous
les cas. Soit t le temps courant, T le temps total disponible pour trouver une solution,
ainsi que T1 et T2, T1 < T2 < T, dont les valeurs dépendent de la difficulté de l’instance
et de la hiérarchie des objectifs. Nous avons
I. Initialiser les structures de données
2. Déterminer la difficulté de l’instance et ajuster les paramètres en conséquence.
3. Traiter, selon le cas, seulement le premier objectif ou bien les deux premiers ob
jectifs.
4. Créer une solution S avec une heuristique de construction et poser S’ — S.
ta) Tant que t < T1:
— Appliquer la recherche tabou à partir de S pour un petit nombre d’itérations
afin d’obtenir une solution améliorée S’.
— Si S’ est de meilleure qualité que 1 alors S1
— S’.
— Créer une nouvelle solution S avec une heuristique de construction.
(b) Appliquer la recherche tabou à la meilleure solution 1• Soit 52 la solution
courante à la fin de la recherche.
(c) Tant que t < T2
8— Appliquer la recherche tabou à 2 avec un nouvel ensemble de valeurs
pour les paramètres. Soit S3 la solution courante à la fin de la recherche.
5. Ajouter les objectifs mis de côté.
6. Appliquer des techniques d’amélioration de deuxième ou troisième niveau à 3,
selon les objectifs ayant été mis de côté. Soit 4 la solution obtenue.
7. Tantquet<T:
— Appliquer la recherche tabou à 4 avec un nouvel ensemble de valeurs pour les
paramètres.
8. Retourner la meilleure solution rencontrée.
Nous allons maintenant présenter rapidement les principaux éléments de ce cadre de
résolution. Les détails seront décrits dans les chapitres qui suivent.
2.2 Difficulté d’une l’instance
Afin d’améliorer la performance des heuristiques de construction, une analyse sta
tistique est utilisée afin d’établir la difficulté de l’instance à résoudre, en particulier le
niveau de difficulté associé à chaque véhicule. Pour les contraintes de ratio, des bornes
inférieures sur la valeur de l’objectif nous permettent de déterminer la difficulté de l’ins
tance. En ce qui a trait au niveau de difficulté associé à un véhicule, nous estimons
d’abord la difficulté de chacune des contraintes de ratio qui s’appliquent au véhicule.
Les corrélations observées entre les différentes contraintes de ratio sont ensuite exploi
tées afin d’améliorer les estimations initiales. Toutes ces estimations sont réajustées de
façon dynamique lors de l’application des heuristiques de construction.
Dans le cas où l’objectif de premier niveau est la minimisation les purges de couleur,
il est possible de calculer le nombre optimal de purges de peinture et d’atteindre ce
nombre avec l’heuristique de construction seule. Les détails sont fournis au Chapitre 3.
2.3 Relaxation
Le fait de travailler avec des objectifs hiérarchiques à trois niveaux suggère, dans une
première phase, d’ignorer les objectifs de deuxième et troisième niveau (ou seulement de
troisième niveau), de même que la contrainte dure touchant à la longueur maximale pour
une sous-séquence de véhicules de même couleur. Un gain important est alors obtenu au
niveau des temps de calcul, puisque les pénalités pour les objectifs qui sont ignorés ne
sont plus calculés. Dans le cadre de la recherche tabou, ceci permet aussi d’éviter des cas
pathologiques ou l’algorithme passe beaucoup de temps à améliorer la solution au troi
sième niveau seulement. L’introduction ultérieure des objectifs de niveau inférieur nous
fait ensuite visiter d’autres régions de l’espace de recherche, ce qui peut être bénéfique,
même pour les objectifs de niveau supérieur.
9La relaxation proposée initialement s’appelle Relaxation séquentielle puisque la mise
à l’écart des objectifs de niveau inférieur tient jusqu’au temps T2. A partir de ce moment,
au moins un nouvel objectif de niveau inférieur s’ajoute et demeure actif jusqu’à la fin.
L’évolution de l’algorithme est très sensible au choix de T2. Si on introduit les objectifs
de niveau inférieur trop tôt, il y a le risque de se trouver assez loin d’une solution opti
male pour les objectifs de niveau supérieur tout en investissant trop de temps de calcul
avec les objectifs de niveau inférieur. Si on introduit les objectifs de niveau inférieur trop
tard, il y a le risque d’allouer trop de temps de calcul aux objectifs de niveau supérieur,
alors qu’on est déjà à l’optimum ou tout près de l’optimum pour ces derniers.
De façon générale, la valeur de T2 est d’autant plus petite que la taille du problème
est petite et que le nombre de contraintes de ratio non prioritaires est petit. Par ailleurs,
si la valeur des objectifs de niveau supérieur ne peut plus être améliorée (parce qu’on a
atteint une borne inférieure), on introduit aussitôt les objectifs de niveau inférieur et la
valeur de T2 est automatiquement déterminée.
L’évolution de l’algorithme s’est révélée très sensible aux valeurs des différents pa
ramètres. Nous avons donc développé récemnent une nouvelle approche, de nature à
la fois dynamique et stochastique, appelée Relaxation stochastique. Ici, à chaque fois
que la recherche tabou est appelée, les objectifs qui doivent être activés sont choisis de
manière stochastique.
Les configuration possibles sont les suivantes
— 1 : seul l’objectif de premier niveau est activé,
— 2: seuls les objectifs de premier et deuxième niveau sont activés,
— 3 : tous les objectifs sont activés.
A chaque configuration i = 1,2,3, on associe une probabilité p’. Quand on appelle la
recherche tabou, une configuration est choisie en fonction de cette distribution de proba
bilités. Les valeurs des probabilités sont influencées par la taille du problème, le nombre
de contraintes de ratio prioritaires et non-prioritaires et la valeur de la meilleure solution
rencontrée.
Soit N le nombre de véhicules, le nombre de contraintes de ratio prioritaires,
NINP le nombre de contraintes de ratio non-prioritaires, $* la meilleure solution rencon
trée et S° la solution de départ. Par ailleurs, dans ce qui suit, le nombre 1200 correspond
à un estimé du nombre de véhicules dans une instance et le nombre 10 à un estimé du
nombre de types de contraintes de ratio prioritaires et non prioritaires. En pratique, ces
estimés peuvent facilement être ajustés selon les instances considérées.
Dans le cas des problèmes de type EPJF et EFEN?, nous avons les probabilités
suivantes
— avec p înin(N/l200,0.90) * inin(Nf/lO,0.90) * rnax(0.3,VaÏ(S*)/Val(SO)),
seul le premier objectif est activé. Le premier terme est d’autant plus grand que
la taille de l’instance est grande. Par ailleurs, ce premier terme ne peut excéder
0.9 (afin d’éviter d’obtenir une valeur supérieure à 0.9 pour la probabilité pi). Le
second terme est d’autant plus grand que le nombre de contraintes de ratio priori-
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taires est élevé. Enfin, le troisième terme est d’autant plus petit que l’amélioration
apportée à la solution de départ S° est importante. Donc, on travaille davantage
avec l’objectif de premier niveau Lorsque l’instance est de grande taille et que le
nombre de contraintes de ratio prioriaires est élevé, ce qui correspond à des ins
tances difficiles à résoudre. Par ailleurs, lorsqu’on a déjà obtenu une amélioration
importante de la solution de départ, on peut se permettre de s’attaquer aux autres
objectifs, et la valeur de pi est alors plus petite.
— avec P2 = min (1
— Pi, min (N/ 1200, 0.90) * min (NNP/ 10,0 90)), les deux pre
miers objectifs sont activés. Nous ne faisons pas intervenir ici l’amélioration ap
portée à la solution de départ. En effet, les améliorations au deuxième niveau sont
beaucoup moins importantes que celles apportées au premier niveau.
— avec p3 = max(0, 1
—
p
— p2), les trois objectifs sont activés.
Dans le cas des problèmes de type RAF, on obtient la solution optimale pour l’objec
tif de premier niveau avec la technique de construction proposée. Ainsi, on ne travaille
jamais avec le premier objectif seulement et p 0.
Dans les cas des problèmes de type RAFEP, nous avons donc:
— avec p = 0, le premier objectif est activé,
— avec P2 = min(N/1200,0.90) *min(N/10,0.90), les deux premiers objectifs
sont activés,
— avec p = 1
— P2’ les trois objectifs sont activés.
Ces formules permettent:
— de travailler davantage sur les objectifs de premier niveau si ceux-ci sont difficiles
à optimiser;
— d’exclure l’objectif de troisième niveau s’il est difficile à optimiser (sinon celui-
ci risque d’entraîner beaucoup de calculs additionnels au détriment des niveaux
supérieurs)
— de ne pas traiter exclusivement l’objectif de premier niveau, même si son niveau
de difficulté est élevé.
Si jamais les objectifs de niveau supérieur ne peuvent plus être amélioriés (atteinte
d’une borne inférieure), la probabilité qui leur est associée devient automatiquement
nulle. Dans tous les cas, ces règles ont été déterminées suite à des tests expérimentaux
préliminaires sur les instances de la ROADEF. Cette approche augmente de beaucoup la
robustesse de notre algorithme et améliore sa performance globale.
2.4 Heuristiques de construction
Partant avec la séquence de véhicules de lajournée J — 1, les heuristiques de construc
tion insèrent à chaque itération un nouveau véhicule dans la séquence courante parmi
ceux de la journée J qui sont encore disponibles.
L’objectif est de construire une bonne solution de départ dans un temps assez court.
De plus, la plupart des techniques de construction utilisées sont des heuristiques non
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déterministes qui nous permettent d’obtenir différentes solutions de départ pour la re
cherche tabou. Ceci réduit donc les chances d’aboutir dans un mauvais minimum local.
2.5 Améliorations de deuxième ou troisième niveau
Ces techniques permettent d’améliorer rapidement la solution au deuxième (ou troi
sième niveau) tout en préservant ou en améliorant la valeur de la solution pour les ni
veaux supérieurs. Essentiellement, des échanges de véhicules sont réalisés pendant un
certain nombre d’itérations dans une perspective d’optimisation locale. Une difficulté ici
vient de ce que la structure de la solution aux niveaux supérieurs agit souvent comme
une contrainte forte et limite les choix possibles au deuxième (ou troisième) niveau.
Nous présentons les détails au chapitre 3.
2.6 Recherche tabou
Afin d’améliorer les solutions dans une perspective globale, nous faisons appel à une
recherche tabou. À partir de la solution courante, l’algorithme considère un voisinage
de cette solution en déplaçant des véhicules dans la séquence. On espère ainsi que la
meilleure solution dans ce voisinage sera de meilleure qualité que la solution courante.
Cette meilleure solution est alors choisie, même si elle est de moins bonne qualité que
la solution courante. Ceci permet à la méthode de s’échapper des minima locaux. La
procédure est ensuite répétée avec la nouvelle solution courante.
Nous présentons la recherche tabou au chapitre 4 et les voisinages utilisés au chapitre
5.
CHAPITRE 3
HEURISTIQUES DE CONSTRUCTION
Dans ce chapitre, nous décrivons les méthodes qui permettent l’évaluation de la dif
ficulté de l’instance et, en particulier, la difficulté associée à chaque véhicule. Cette in
formation est utilisée dans les heuristiques de construction. Deux heuristiques très diffé
rentes sont proposées selon que l’objectif de premier niveau est de type EP ou de type
RAF.
Les techniques de construction commencent avec la séquence formée des véhicules
de la journée J — 1 et ajoutent ensuite à chaque itération un véhicule parmi ceux de la
journée J encore disponibles. Le but est ici de construire une bonne solution dans un
temps de calcul assez court. Comme la plupart des techniques de construction proposées
sont des heuristiques non déterministes, celles-ci nous permettent aussi d’obtenir des
solutions de départ différentes pour la recherche tabou. Ceci réduit les chances de rester
coincé dans un mauvais minimum local.
3d Traitements des contraintes de ratio
Puisqu’ un grand nombre de véhicules partagent les mêmes caractéristiques au niveau
des contraintes de ratio, on peut regrouper ces véhicules dans des classes d’équivalence,
dites modèles de véhicules. Soit M le nombre total de modèles et N le nombre total de
véhicules. On définit alors N%, j = 1,... ,M et j = 1,... ,N, le nombre de véhicules du
modèle j disponibles à l’itération j de l’heuristique de construction. À chaque itération
i de l’algorithme de construction, on choisit parmi les modèles pour lesquels N > O
puisque l’insertion de deux véhicules de même modèle est équivalente. Les séquences
finales seront donc constituées de modèles de véhicules (et où l’on retrouve autant de
copies du modèle que de véhicules appartenant à ce modèle). Pour construire la vraie
séquence de véhicules, il suffit alors de parcourir la séquence de modèles en remplaçant
chaque modèle par un véhicule approprié. Avant de choisir le véhicule, on vérifie que sa
couleur n’entraîne pas un dépassement de la séquence maximale de même couleur. Si un
tel dépassement est inévitable, la recherche tabou pouna le corriger par la suite.
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Notation:
r contrainte de ratio
N nombre de véhicules
M nombre de modèles
NR nombre de contraintes de ratio
NUlflr numérateur d’une contrainte de ratio r
Deiz,- dénominateur d’une contrainte de ratio r
‘{c} fonction indicatrice qui a la valeur 1 si la condition C est satisfaite,
O sinon
Vir
= ‘{Ia contrainte r sapplique au véhicule v}
mjr ‘{la contrabite r s’applique au modèle j}
3.1.1 Difficulté des contraintes de ratio
Soit R’ le nombre de véhicules pour lesquels la contrainte de ratio r est active à
l’itération j, R’ jVjr = L’L1N% * mjr. Chaque contrainte de ratio r est caractérisée
par le rapport théorique pThr = Nïti;zr/Deizr. À une itération j, le vrai ratio de la séquence
est la somme de tous les véhicules restants à l’itération i pour lesquels a contrainte de
ratio r est active, divisée par le nombre de véhicules restants, soit pRee% R/(N
— i +
1).
Si pReel,1. > pThr, il y aura nécessairement des violations au niveau de la contrainte
de ratio r, sinon il peut exister une solution sans violation de la contrainte. Un premier
indicateur de la difficulté de r est donc
DifRatioO = pReeÏ/pThr (31)
On peut améliorer l’estimateur de la difficulté d’une contrainte de ratio en tenant
compte des interactions entre ces contraintes. On peut tester l’indépendance entre deux
contraintes de ratio r1 et r2 en faisant un T-test sous l’hypothèse H0 : ri et r2 sont indépen
dantes. Pour calculer l’indépendance entre les deux contraintes de ratio, on s’intéresse
au nombre de véhicules pour lesquels la paire (vrj,vr2) est dans Z = {zi, Z2, Z3, Z4} =
{(1, 1), (1,0), (0,1), (O,O)}.
Sous H0, le nombre d’occurrences pour la paire:
— (1,1) est ThO1 =R *R,/N
— (1,0) est ThO2 =R1 *(N—R,)/N
— (0,1) est ThO3 = (N—R1) *R/N
— (0,0) est TÏzO = (N
— R) * (N — R2)/N
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Le vrai nombre d’occurrences observé pour la paire:
— (1,1) est =‘Li(N)*rnjri *injr2)/N
— (1,0) est
°2 (N1 *flljrl * (1 — injr2))/N
— (0,1) est O3 = (N * (1
— mir1) * nijr2)/N
— (0,0) est 0z4 E= (N% * (1 — mjr1) * (1 — iiijr2))/N
La valeur Tobs1
,r2 est calculée comme la somme des écarts au cané entre les valeurs
de la distribution sous H0 et la distribution empirique, divisée par les valeurs sous H0,
soit Tobs1,,.2 = (O — ThO’)2/ThO. On peut alors choisir une valeur Tcritiqiie
et rejeter H0 si Tobs1 > Tcrjtjque. Avec le seuil de confiance fixé à 1%, la valeur cri
tique pour la loi Khi2 avec un degré de liberté est Tc°,??qIIe = 6.63. Il est par contre plus
intéressant d’utiliser les valeurs normalisées
Tobs1 r2
Depiri
= NR NR Tobs k
comme estimateurs de la dépendance entre les contraintes r1 et r2 à l’itération j.
Lorsque les contraintes de ratio ri et r2 sont indépendantes, l’optimisation d’une
contrainte ne nuit pas à l’optimisation de l’autre contrainte. D’ailleurs, on observe que
les instances avec des contraintes de ratio relativement indépendantes sont plus faciles à
résoudre. Donc, de grandes valeurs pour Dep’12 conduisent à une difficulté plus élevée
pour les contraintes ri et r2.
On utilise la valeur DifRatio0 dans (3.1) comme estimateur de départ de la difficulté
d’une contrainte de ratio r. À la valeur DifRatio0’r, on ajoute la difficulté des autres
contraintes de ratio pondérée par les estimateurs de dépendance entre les contraintes. On
obtient ainsi un meilleur estimateur de la difficulté des contraintes de ratio à une itération
i. Plus précisément:
(Dep *DifRatioo’.,)
DifRatiol =DifRatio0+a* r— ,rr r,r (32)
NR — 1)
où a est une constante, O < a 1. En pratique, une valeur de a = 0.5 permet, pour
des contraintes de ratio r qui ont à peu près la même difficulté DifRatio0, de bien
discriminer entre ces contraintes.
Voici un exemple de dépendance entre certaines contraintes pour l’instance
023_EP_ENP_RAF_S23_13 [51:
Pour les contraintes ry et r
Distribution sous H0 pour r1 et r4 Distribution empirique pour ri et r
r1: r4 0 1 ri : r4 0 1
0 919.5 167.5 1087 0 916 171 1087
1 19.5 3.5 23 1 23 0 23
939 171 1110 939 171 1110
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La valeur de Tobsl observée est 4.21 <6.63 et l’hypothèse H0 n’est pas rejetée
avec un seuil de confiance de 1%.
Pour la même instance, pour les contraintes r2 et r6
Distribution sous H0 pour r2 et r6
r2:r6 0 1
0 255.4 552.6 $05
1 95.6 209.4 305
342 762 1110
Distribution empirique pour r2 et r6
r2:r6 0 1
O 348 457 805
1 0 305 305
348 762 1110
La valeur de Tob4 6 est 189.36 > 6.63. L’hypothèse d’indépendance H0 est évidem
ment rejetée avec un seuil de confiance de I
3.1.2 Heuristiques de construction pour les problèmes EP_ENP et EPJ?AF
Dans la littérature, plusieurs heuristiques de construction ont été développées pour
résoudre le problème d’espacement correspondant aux contraintes de ratio [8].
Gottlieb et al. [101 décrivent plusieurs heuristiques gloutonnes et montrent que les
versions dynamiques sont plus performantes que les versions statiques. Dans les heuris
tiques dynamiques, les critères de décision s’adaptent en fonction des véhicules restants
à l’itération courante. Avant de présenter notre approche, nous allons d’abord introduire
les concepts de coût local d’une insertion, de coût futur d’une insertion et de difficulté
associée à un véhicule. À partir de ces critères de base qui permettent de choisir le vé
hicule à insérer à une itération j, on présentera une version stochastique ainsi qu’une
version dynamique de l’heuristique de construction.
3.1.2.1 Coût local d’une insertion
Le coût local d’insertion est le plus important critère de sélection pour la plupart des
heuristiques de construction [10]. Ce coût, noté CÏ, représente le nombre de violations
de contraintes causées localement par l’insertion du modèle j à la fin de la séquence
courante à l’itération j.
niax(k+Denr— 1.1)
-Afin de calculer Cli, on definit Ak 1fljjr — Nttfltr, AkI{Àk>o} repre
sente le nombre de violations pour une contrainte r dans la séquence de véhicules de
longueur Deiz,- qui commence à la positon k. Alors Cl
= L=i—Deiir+1 AkJ{Ak>o} Ou
=
j et il,l ï
— Denr + 1,. .. j — 1 sont les modèles de véhicules déjà introduits dans
la séquence aux positions i
— Denr + 1,.. . , j — 1.
Si on utilise comme seul critère de décision le coût local d’insertion on obtient des
solutions qui peuvent contenir beaucoup de violations de contraintes de ratio vers la fin.
Quand on minimise localement, le choix optimal correspond souvent aux véhicules avec
un petit nombre d’options. Vers la fin, les véhicules restants sont des véhicules avec un
grande nombre d’options, d’où le grand nombre de violations qui sont introduites. Pour
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prévenir ce type de comportement, Gottlieb et al. [10] choisissent à chaque itération le
véhicule qui minimise le nombre de violations de contraintes tout en requérant le nombre
maximum d’options. Le poids de chaque option est pondérée par les taux d’utilisation
de chaque contrainte. Nous utilisons cette approche dans le concept de difficulté d’un
véhicule mais avec une définition plus élaborée pour la difficulté des contraintes.
3.1.2.2 Difficulté des modèles de véhicules
Un modèle de véhicule avec plus de contraintes de ratio est un modèle plus difficile.
Une première définition de la difficulté d’un modèle est donc
DifMj = mjr (3.3)
Le désavantage de cette définition est de donner le même poids à toutes les contraintes
de ratio, alors qu’en réalité, elles sont de difficultés différentes. Puisqu’on veut favori
ser l’insertion des modèles difficiles en premier, on pondère la somme précédente par
l’estimateur de difficulté des contraintes de ratio DifRatio.. On définit DifRatio soit
selon (3.1) ou selon (3.2).
NR
DifM = DifRatio * mjr (3.4)
3.1.2.3 Coût futur d’une insertion
Le coût futur d’une insertion s’intéresse à l’impact d’une décision à l’itération cou
rante j sur les itérations subséquentes. Par exemple, il peut arriver que l’insertion d’un
modèle à l’itération ï permette de réduire le nombre de violations qui seront introduites
dans les itérations subséquentes. On ne peut pas connaître l’impact exact de l’insertion,
puisque ceci reviendrait à résoudre le problème original. Il s’agit alors d’estimer les
conséquences de la décision d’insérer un modèle de véhicule j à une itération i. Pour ce
faire, on se concentre sur les sous-séquences que l’on peut former avec les modèles de
véhicules restants à l’itération courante j.
Soit Cfr une borne inférieure sur le nombre de violations de la contrainte r qu’on
peut introduire dans les sous-séquences formées des modèles de véhicules restants, si on
insère un modèle qui n’est pas soumis à la contrainte r à l’itération i.
Le coût futur correspondant au modèle j sera
CFM1 = (1 mir) * cfr (3.5)
r= 1
On peut obtenir facilement une borne cfr à partir de DifRatio0’ en (3.1). Dans ce
qui suit, on assume l’indépendance de la contrainte de ratio r avec les autres contraintes.
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C’est d’ailleurs une des raisons pour lesquelles le cfr qu’on obtient est une borne infé
rieure. Supposons donc qu’on insère à l’itération i un modèle avec = 0. On distingue
deux cas:
— si DifRatio0’ < 1, on peut trouver au cours des itérations subséquentes un or
donnancement des modèles de véhicules restants qui ne viole pas la contrainte r,
et donc on a Cfr 0.
— si DifRatio0’ > 1, tout ordonnancement des modèles de véhicules restants contien
dra au moins une violation de la contrainte r. La décision d’insérer un modèle avec
tttjr = o à l’itération courante i entraînera au moins une violation supplémentaire
dans les itérations subséquentes, ce qui correspond à Cfr = 1 (en effet, en insérant
un modèle avec mjr = O plus tard, on peut réduire de 1 le nombre de violations).
En conclusion, si on insère un modèle avec 1jr 0 à l’itération I et DifRatio0’ >
1, le coût futur cf, 1, sinon Cfr = 0:
Cfr
= I{fDifRatioOlr+1 {fljr=O}}>1
Le calcul de DifRatioO’ sachant que 1)Zjr 0 se fait facilement à partir de DifRatio0,
N
i+t j=i+11JrDtJRattoOr {mjr O}
= (N — j) * pThr
N—i±1 7jVjr
N—t (N1+1)*pThr
= N—1+1
*DifRatio0
En remplaçant DifRatioO’ {«ijr = 0} dans la formule de Cfr, on obtient:
Cfr = I{N_i+1*DjJRatjoOi>1}
Le coût futur d’une insertion pour un modèle de véhicule j avec cette définition de
Cfr est donc:
NR
CFM% = (1
‘fljr) *I{Iv_i+1*DifRtiOI>1} (3.6)
3.1.3 Coût global d’insertion
Soit C la fonction de coût global pour l’insertion d’un véhicule de modèle j à l’ité
ration i. C est défini comme une combinaison linéaire du coût local d’une insertion, du
coût futur d’une insertion et de la difficulté du modèle, soit
C =C11+al *CFM+a2*DifM (3.7)
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où a et a2 sont des constantes avec 1 al » a > O.
Les critères principaux sont le coût local et le coût futur d’une insertion. La difficulté
des modèles est un critère secondaire de décision. On construit ensuite une solution en
choisissant à chaque itération le véhicule avec le C le plus bas et on l’insère à la fin de la
séquence. Ceci correspond à une heuristique de nature statique. On peut toutefois obtenir
de meilleures solutions avec des approches de nature dynamique ou stochastique. En
particulier, l’approche stochastique permet d’obtenir une grande diversité de solutions,
comme on le verra plus loin.
3.1.4 Heuristique de construction dynamique pour les problèmes EF_ENP et
EP_RAF
Dans l’approche dynamique, l’idée de base est de considérer plusieurs choix à une
itération j parmi les modèles avec les C les plus bas.
Évidemment, au fur et à mesure que j augmente, les choix de modèles deviennent
de plus en plus limités. C’est pourquoi les premières décisions sont très importantes,
et ce d’autant plus que selon le modèle choisi à l’itération j, on aura des valeurs très
différentes pour C*’
,
j 1,. . . à l’itération suivante i + 1. On va donc considérer
un grand nombre de branchements au début de l’heuristique, même si ces derniers se
révèlent assez coûteux (puisque la longueur d’une branche est en 0(N)).
On a aussi intérêt à considérer le plus de branchements possibles pour les derniers
modèles de véhicules, étant donné que les choix pour les modèles restants sont assez
limités et que ceux-ci correspondent à des véhicules difficiles. Heureusement, les bran
chements au niveau des derniers modèles sont peu coûteux et se réalisent en 0(1).
Pendant la recherche, on maintient une borne supérieure qui correspond à la meilleure
solution connue. On arrête alors l’exploration d’une branche dès que la coût accumulé
sur cette branche dépasse la borne.
SoitM = )‘L1
‘N’>Q le nombre de modèles de véhicules disponibles à l’itération j, j1
le nombre de branchements à la position j et MI, le nombre maximum de branchements
à la position j. L’heuristique de construction dynamique peut alors se résumer ainsi:
1. i-l
2. j’ 1
3. Tantquei>1
(a) CalculerlesCk,ke{1,...,M} (3.7)
(b) Ordonner les modèles de véhicules j en ordre croissant des Ck.
(c) Insérer le modèle de véhicule j à la position i dans la solution et calculer la
valeur de la solution partielle Val(S).
(d) Si Val(S) > Val(S*) où j1 > min(M,M)
- ii-l
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sinon
— jj1+l
— j+l
_ O
- ii+l
(e) Sii=N+1
— Si VaÏ(SÀ’) <Val(S*)
— sauvegarder SN
— Vat(S*) VaÏ(S’j
- ii-1
3.1.5 Heuristique de construction stochastique pour les problèmes EP_ENF et
EP_RAF
Soit = inaxk(Cj) — C, les gains liés à une insertion et M
=
L) le nombre
de modèles de véhicules disponibles à l’itération j . Posons fi, .h,.. JM les modèles de
véhicules avec > O et
...
t. .. À une itération i, on choisit de façonJ I L Ml
stochastique un modèle de véhicule tout en favorisant les modèles avec les gains
k
les
plus élevés. Soit p, la probabilité de choisir le modèle de véhicule j à l’itération j. On
définit les p directement à partir des
k’
k e { 1,. .. ,M }, soit
C’
t ‘k
Cette approche génère de bonnes solutions, mais est assez limitée au niveau de la di—
versification, étant donné que l’on retrouve souvent des dominants. Pour obtenir une
meilleure diversification, on génère donc les avec la méthode des rangs. Soit Ra le
rang du modèle j après avoir ordonné les modèles de véhicules de manière décroissante
selon les c. Les probabilités obtenues sont alors:
(Ra’. )b
t
— ik
1k
— 1(Ra1)b
où b est une constante, b 1, qui permet d’établir un équilibre entre la diversité des solu
tions et leur qualité moyenne. Une augmentation de b diminue la diversité des solutions
mais augmente leur qualité moyenne.
En pratique, on limite le nombre de choix qu’on considère à chaque itération selon la
formule inin(M , 5). On sélectionne premièrement les iniiz(M , 5) modèles de véhicules
avec les plus grands Ck. Par la suite on combine le critère des coûts avec le critère
des rangs afin d’obtenir les p. Cette approche nous donne un bon équilibre entre la
diversification et la qualité des solutions. Plus précisément:
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— pourk= l,...,min(5,M)
+Ra1.
Jk 5M (C±Ra)
— pourk>5,p=0.
L’heuristique de construction stochastique peut se résumer ainsi
1. Pouri=làN
(a) CalculerlesCk,kE{l,...,M} (3.7)
(b) =maxk(C)—C,VkE {l,...,M}
(c) Calculer les E {l,.. . ,inin(5,M)} à partir des t
(d) Sélectionner un modèle de véhicule j en utilisant la distribution donnée par
les p,k e {l,.. . ,min(5,AJ)}
(e) Insérer le modèle de véhicule j à la position i dans la solution.
Pour obtenir une bonne solution de départ, l’heuristique de construction stochastique
est redémarrée plusieurs fois et, à chaque fois, la meilleure solution est sauvegardée. On
observe en pratique que les approches dynamique et stochastique convergent vers des
solutions ayant des valeurs comparables.
3.2 Heuristique de construction pour le problème RAF_EP
Notation
N nombre de couleurs différentes à l’itération j
NÇ nombre de véhicules de couleur k à l’itération j
e couleur du véhicule j
L,,1 longueur maximale pour une sous-séquence de
véhicules consécutifs de la même couleur
% opérateur modulo
Ici, il est possible de construire une solution qui minimise le nombre de purges ou
changements de couleurs. Donc, ce qui nous intéresse vraiment est de construire une
bonne solution de deuxième niveau tout en nous assurant de préserver l’optimalité au
premier niveau.
Dans ce qui suit, nous appelons modèles de véhicules les regroupements de véhicules
qui partagent la même configuration au niveau des contraintes de ratio et qui ont la même
couleur.
3.2.1 Préserver l’optimalité au niveau du nombre de changements de couleur
A chaque itération j de l’algorithme de construction, on crée une liste avec toutes les
couleurs de véhicules qui peuvent être utilisées et qui préservent l’optimalité au premier
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niveau. Pour avoir le plus petit nombre de changements de couleur, l’idée de base est
de regrouper les véhicules de même couleur. On est toutefois limité par la longueur
maximale d’une séquence de même couleur (ou bloc) L,,iax. Ainsi, une borne inférieure
pour le nombre minimum de blocs de couleur k est NB
= tNCWL,,ia--1.
Ces blocs doivent être séparés par des blocs de couleur différente, sinon la taille
combinée de deux blocs serait d’au moins
— 2 * L,,1, siNC%L,, O;
— L,,iav + NÇ%L,,jax, SiflOil.
et dans les deux cas cette valeur est supérieure ii Linax.
Une couleur kd avec le plus grand NB, c’est-à-dire kd = arg1naxk{NBj est appelée
couleur dominante. Soit c la couleur du dernier bloc de couleur et n la longueur de
ce bloc. On va analyser les conditions nécessaires d’optimalité dans les deux scénarios
suivants
— Commencer un bloc d’une couleur différente;
— Poursuivre la construction d’un bloc de même couleur.
3.2.1.1 Commencer un bloc d’une couleur différente
On peut déterminer la valeur de la solution optimale, les couleurs k qui sont optimales
pour ce nouveau bloc, ainsi que des bornes inférieures et supérieures sur la taille du
nouveau bloc, soit MinBk et MaxBk. Pour trouver ces valeurs, on examine toutes les
possibilités
1. Si NBu +I{kd_c} <ky,kkdNBk + 1, il y aune solution optimale avec NB
blocs et NB changements de couleur. La couleur du nouveau bloc peut
être toute couleur k c*. Par ailleurs, la taille minimale d’un nouveau bloc de
couleur k est MinBk NÇ%L,,ICIJ tandis que la taille maximale est MaxBk =
min (NC,
2. Si NBU +I{kd__c*} = 1,kkdNBk+l avec lcd c’ (i.e., NBd = k__l,kkdk+
1), il y a une solution optimale avec NB blocs et NB changements de
couleur. Afin d’obtenir cette solution on doit commencer avec un bloc de cou
leur kd et finir avec un bloc de couleur kd. La taille minimale d’un nouveau
bloc de couleur kd est MinBkd NCLu%L,,IaX tandis que la taille maximale est
MaxBkd = 1)2lfltNCd,L,nax).
3. Si NBu +I{kd_c} = kZ1.kkdNB + 1 avec kd = c* (i.e., NBd kZl,k#kuNB,
il y a une solution optimale avec NB blocs et NB changements de
couleur. Afin d’obtenir cette solution on peut commencer avec n’importe quel bloc
de couleur k kd. La taille minimale d’un nouveau bloc de couleur k est MiflBk =
NC%Ln,ax tandis que la taille maximale est MaxBk = inin(NC,L,nax).
4. Si NBkd + I{kdzzc*} > ky.kkdNBk + 1, on ne peut pas separer tous les blocs
de la couleur dominante kd avec des blocs de couleur k kd. Il faut alors créer
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NBu + I{kd=c*} — 1 blocs de couleur k kd afin de revenir au cas précédent. La
solution optimale aura donc 2* NBd + I{kdc*} — 1 changements de couleur. Pour
arriver à cela, il faut toutefois avoir au moins Nbd + I{kd=c*} — 1 véhicules de
couleur k kd, c’est-à-dire
N
L NCkNBu+I{kdc*}_l (3.8)
k=1,kkd
sinon il n’y a pas de solution réalisable.
(a) Si kd et, on doit commencer avec un bloc de couleur kd et finir avec un
bloc de couleur kd pour obtenir une solution optimale. La taille minimale
d’un nouveau bloc de couleur kd est MinBkd = NCd%L,?ICLt tandis que la
taille maximale est MaxBkd = 1nin(Nq,L,,).
(b) Si kd ct on peut commencer avec n’importe quelle couleur k L kd afin
d’obtenir une solution optimale. Un seul représentant de cette couleur est
suffisant pour former le nouveau bloc et donc MiflBk 1. Pour la taille
maximale il faut s’assurer qu’après avoir construit le bloc de couleur k, la
contrainte (3.8) est respectée
,1ku NC1 — MaxBk NBaI — 1
Donc, la taille maximale est
MaxBk = min (Ncjd, L,,, ,1kd NC1 — ‘‘cd +
3.2.1.2 Poursuivre la construction d’un bloc de même couleur
Si la longueur courante du bloc îz est plus petite que MinB il faut ajouter un modèle
de couleur c. Si la longueur courante du bloc MinB* iz MaxB*
— On peut ajouter un modèle de couleur ct’
— On peut arrêter la construction du bloc courant et utiliser J’analyse de la sec
tion 3.2.1.1 afin d’identifier les choix de couleurs optimales.
Si la longueur courante du bloc nt = MaxBc*, on doit arrêter la construction du bloc
courant et utiliser l’analyse de la Section 3.2.1.1 afin d’identifier les choix de couleurs
optimales.
Dans la suite, nous présentons l’heuristique de construction complète.
3.2.1.3 Pseudo code
1. n* = O, et = couleur de fin de ta journée J — 1.
2. Utiliser l’analyse de la Section 3.2.1.1 afin de trouver les choix de couleurs opti
males au départ.
entrée (n*,c*,{NCk}kE{1
,...,N}) —* sortie: {k,MinBk,MaxBk}{kcoi,lei,roptj,iia/e}
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3. Utiliser l’heuristique stochastique de la Section 3.1.5 afin d’insérer un modèle
parmi les modèles de véhicules qui ont une couleur optimale.
entrée: {injcouteur du modèle mj optimate} —* sortie : k* la couleur du modèle
choisi.
4. c*_k
= 1
MinBc* 4- MjitB*
MaxB* MaxBk*.
NCk* = NCk* —1
5. pouri=2àN
ta) Utiliser l’analyse de la section 3.2.1.2 afin de trouver les choix de couleurs
optimales.
entrée : (n*,c*,{NCk}{l
,..,N}) —* sortie: {k,MinBk,MaxBk}{kcoj,lettrop,j,flale}
(b) Utiliser l’heuristique stochastique de la section 3.1.5 afin d’insérer un modèle
parmi les modèles de véhicules qui ont une couleur optimale.
entrée : {injlcouleur de in optiinale} —* sortie : k* la couleur du modèle
choisi.
(c) si c = k* alors
— + 1
sinon
—
= 1
—
- MinBc* 4— Min3*
— MaxB* 4— MaxBj*
NCk* = NCk* 1
3.3 Améliorations de 2’ ou 3ème niveau
Au début, un grand nombre de modifications sont faites sur la solution de départ
pour optimiser l’objectif de premier niveau ou les objectifs de premier et deuxième
niveaux. Au cours de ces modifications, les autres objectifs sont complètement négli
gés. En conséquence, la solution est plutôt mauvaise par rapport à ces derniers. Pour
arriver rapidement à de bonnes solutions pour les objectifs de niveaux inférieurs, on
utilise une heuristique d’amélioration par échange où les critères de sélection des véhi
cules impliqués dans un échange sont semblables à ceux utilisés dans les heuristiques de
construction (c’est pourquoi cette section fait partie du chapitre sur les heuristiques de
construction). Cependant, on s’oblige ici à préserver la valeur des objectifs aux niveaux
supérieurs.
Le concept d’échanges de véhicules est présenté en détail dans les chapitres 4 et 5
sur la recherche tabou. Nous le résumons ici.
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Soitlasolutioncourante$delaforme{vl,...,v_l,v,v+1,...,vJ_1,vJ,vJ+J,...,vN},
alors un échange entre les véhicules v et vj est défini comme
SécIzange(i,j) = {v1,.. . .,vi_i,vj,vj+i,.. .,VN}.
L’heuristique d’amélioration parcoure la séquence de la première à la dernière
position à la recherche d’échanges de véhicules profitables. Lorsque la fin de la séquence
est atteinte, la procédure s’arrête.
Heuristique d’amélioration au 2ème (3èlne) niveau
I. Pouri=làN
(a) Créer une liste L’ = {vjIVaÏ(S) = VaÏ(S écÏzange(i, j))} selon les objectifs
de 1er (ler et 2”) niveaux
(b) Utiliser les mêmes critères de sélection que dans les heuristiques de construc
tion mais appliquées au 2ènze (3ème) niveau
— Dans le cas où le (3è!ne) niveau correspond à des contraintes de ratio,
utiliser l’approche de la Section 3.1.5 afin d’obtenir une liste L avec les
probabilités de sélection associées à chaque modèle de véhicule de 2èze(3) niveau.
— Dans le cas où le 21’ (3ème) niveau correspond à minimiser le nombre
de changements de couleurs, utiliser l’approche de la section 3.2 afin de
générer une liste LÇ avec des choix de couleurs optimales.
(c) Sélectionner un véhicule candidat vj* parmi les véhicules de L selon les
préférences qu’on retrouve dans la liste LÇ
— Dans le cas où le (3èlne) niveau correspond à des contraintes de ratio,
choisir un véhicule vj de façon aléatoire parmi les véhicules de V selon
les probabilités qu’on retrouve dans la liste L.
— Dans le cas où le 2ème (3èIlte) niveau correspond à minimiser le nombre de
changements de couleur:
— si {couleur de VjVj e V} flL = 0, Vj* sera automatiquement v
— sinon, les véhicules de la liste {vIv e L1 et couleur de v e V1} ont la
même probabilité d’être choisis.
(d) S *— Seéchange(iJ*)
CHAPITRE 4
LA RECHERCHE TABOU
Dans ce chapitre, nous décrivons la recherche tabou que nous avons développée pour
résoudre le problème d’ordonnancement de véhicules. Nous allons présenter plusieurs
variantes de l’algorithme de recherche tabou, chacune ayant une efficacité plus grande
selon son contexte d’utilisation. Nous allons montrer les avantages des éléments stochas
tiques pour la diversification et pour éviter des comportements cycliques. Enfin, nous
allons présenter les paramètres de la recherche tabou qui permettent de gérer le niveau
des perturbations et la profondeur de la recherche.
4.1 Description générale
La recherche tabou est une méta-heuristique introduite par Glover [91 en 1986. Il
s’agit d’une algorithme intelligent de recherche locale auquel on peut ajouter une mé
moire adaptative. Son plus grand atout est la capacité d’explorer efficacement l’espace
des solutions tout en évitant le piège des minima locaux.
La recherche tabou est largement utilisée pour résoudre des problèmes fortement
combinatoires et ayant un grand nombre de variables. La recherche tabou peut être utili
sée conjointement avec d’autres techniques d’optimisation, telles que la programmation
linéaire ou des heuristiques spécialisées. Ainsi, la technique peut être adaptée à une large
gamme de problèmes et domaines (théorie des graphes, planification, .
.
La recherche tabou est une procédure itérative où, à chaque itération, le voisinage de
la solution courante est examiné. La meilleure solution dans ce voisinage est alors choisie
comme nouvelle solution courante, ce qui constitue une itération de la méthode. On
espère, bien sûr, que la meilleure solution dans le voisinage de la solution courante sera
de meilleure qualité que la solution courante, mais on choisit toujours cette meilleure
solution, même si elle est de moins bonne qualité. En répétant cette procédure de manière
itérative, on s’attend à obtenir une solution assez proche de la solution optimale. En effet,
en permettant de détériorer la solution courante, la recherche tabou peut s’échapper des
minima locaux.
La description générale de la recherche tabou qui est présentée dans ce qui suit repose
sur les travaux de Michel Gendreau et Jean-Yves Potvin [6].
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4.1.1 L’espace de recherche
Notation
X l’espace des solutions admissibles
M l’ensemble des modifications applicables à une solution
F la fonction d’évaluation de la valeur d’une solution S
À chaque itération, on passe d’une certaine solution S E X à une solution S’ E X en
apportant une modification in à S (notation S’ = $ ni). Soit M Ç M l’ensemble des
modification possibles qu’on peut appliquer à S, c’est-à-dire M = {rn E M$El3m E X}.À l’aide de M on peut définir le voisinage de S:
= {S’m E M et S’ = SE9În}.
4.1.2 Listes tabou
Pour s’échapper des minima locaux, il faut pouvoir accepter des modifications rn tels
que S’ = $in et F(S’) > F(S), où S est la solution courante. Ceci entraîne souvent le
danger de cycler si S’ E N(S) et S E N(S’).
Afin d’éviter de cycler au cours de la recherche, l’idée fondamentale qui donne son
nom à cet algorithme est de maintenir une liste tabou T
= { sous-ensemble des solutions
déjà visitées) où T a une cardinalité finie. II est alors interdit de revenir à une solution qui
se trouve dans la liste tabou. La nouvelle solution S’ qui est choisie à l’itération courante
prend toujours la place de la plus ancienne solution dans la liste T. Ainsi, puisque la
taille de la liste tabou est finie, il y a toujours une possibilité de cycler si la longueur du
cycle excède la taille de la liste.
4.1.3 Niveaux d’aspiration
Selon la façon d’implémenter la liste tabou, la recherche peut être plus ou moins
permissive. Nous pouvons ainsi lever le statut tabou d’une certaine solution S’ SElin et
de la modification in qui a permis d’atteindre cette solution si, par exemple, F(SElm) <
F(S*) ou F(Sin) = F(S*) et Sein # 5’* 5* étant la meilleure solution connue.
4.1.4 Critères d’arrêt
Les critères d’arrêt classiques de la recherche tabou sont:
— Si on ne peut améliorer la meilleure solution rencontrée S après It itérations.
— Si un nombre absolu d’itérations It,, est réalisé.
— Si F($) = f, où f* est une borne inférieure pour F.
— Si le voisinage N(S) — T =
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4.1.5 Intensification et diversification
Deux concepts vont revenir souvent dans la discussion sur la recherche tabou : l’in
tensification de la recherche et la diversification de la recherche.
L’intensification correspond à une exploration plus intense d’un espace des solutions.
Si une région semble contenir de bonnes solutions, on veut alors intensifier la recherche
dans cette région. L’intensification se fait généralement en augmentant la taille du voisi
nage exploré.
La diversification consiste à explorer de nouvelles régions dans l’espace des solu
tions. La diversification peut se faire soit par:
— la génération d’une nouvelle solution de départ;
— une modification de la fonction objectif de façon à rendre les régions non explorées
plus intéressantes;
— une modification des paramètres de la recherche tabou, tels que la longueur de la
liste tabou ou la façon de générer le voisinage.
L’algorithme de recherche tabou peut se résumer ainsi
Notation.
S solution courante$ meilleure solution connue
h nombre total d’itérations faites par l’algorithme
It,,1 nombre maximal d’itérations alloué à l’algorithme
It’’t nombre d’itérations afin d’obtenir S*
It nombre d’itérations maximal pour l’amélioration de 5*
F fonction d’évaluation d’une solution S
Algorithme classique:
1. Générer une solution initiale S X.
2. S*—S.
3. It = O.
4. It=O.
5. Tant que It It,) et It — It’ et N(S)
— T 0 faire
(a) It=It+l.
(b) Générer V çN(S)—T
(c) Déterminer S’ tel que F(S’)
= minEVF(S)
(d) S—S’
(e) Mettre à jour T
(t) Si F(S’) <F(S*) alors
— S*: S
— It
= It
2$
4.2 Implémentation de la recherche tabou pour l’ordonnancement de véhicules
Cette section décrit différentes adaptations de la recherche tabou que j’ai conçues
dans le cadre du Challenge ROADEF’05.
4.2.1 Initialisation
Dans l’algorithme générique de la section 2.1, nous appelons à plusieurs reprises la
recherche tabou. Nous avons d’abord intérêt à descendre rapidement après la boucle 3(a)
où de courtes recherches tabou sont réalisées. La meilleure solution rencontrée est donc
fournie comme solution de départ pour la recherche tabou de l’étape 3(b). Une fois que
la meilleure solution rencontrée devient suffisamment bonne, le risque de rester coincé
dans un bassin assez profond autour de cette solution est important. Pour toutes les étapes
subséquentes, on entame donc la recherche tabou à partir de la solution courante obtenue
à la fin de l’étape précédente.
4.2.2 L’espace de recherche
Souvent, l’espace de recherche X est étendu à plus que l’ensemble des solutions réa
lisables en relaxant certaines contraintes et en les pénalisant dans la fonction objectif.
Dans notre cas, on a même relaxé la contrainte dure liée à la longueur maximale d’une
séquence de véhicules de même couleur. Ceci permet un traitement plus facile de cette
contrainte, une meilleure exploration de l’espace des solutions et la possibilité de com
mencer la recherche tabou avec des solutions non-réalisables. Soit:
X = toutes les séquences de véhicules pour la journée J.
Nous résolvons une relaxation du problème initial proposé, en l’occurrence:
Minilniser{SEX}F(S), OÙ
F(S) =M0 * (Nombre de dépassements de la contrainte dure) +
+ Mi * (Nombre de violations EF) +
+ M2 * (Nombre de violations ENP) +
+ M3 * (Nombre de changements de couleur)
Ici, M0 est une constante beaucoup plus grande que M1, M2 et M3. Par ailleurs, ces
derniers sont égaux à 106, lO ou 1, selon que l’objectif correspondant est au premier,
deuxième ou troisième niveau, respectivement. Ces valeurs ont été proposées pendant le
Challenge ROADEF’05 pour hiérarchiser les objectifs. Nous avons donc les problèmes
EP_ENP avec M1 = 106, M2 = l0 et M3 = I; EF_RAF avec M1 = 106, M2 = 1 et
M3 = i03 ; RAF avec M1 = i03, M2 = 1 et M3 = 106.
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4.2.3 Voisinages
Plusieurs voisinages ont été proposés dans la littérature pour le problème d’ordon
nancement de véhicules [10], soit échanges, extractions\insertions, inversions des sé
quences, changements aléatoires. Pendant le challenge ROADEF’05, des échanges de
blocs de même couleur ont aussi été utilisés [15]. Nous avons d’ailleurs nous-mêmes
implémenté des échanges de blocs de même couleur, mais l’utilisation de cette approche
est assez limitée et ne concerne que les instances de type RAF [2].
Puisque nous devons parcourir un espace des solutions fortement combinatoire, il
faut une méthode d’exploration efficace. Nous avons donc choisi d’implémenter des
voisinages par échange et par extraction\insertion. En exploitant des pré-calculs, ces
deux voisinages permettent une exploration très rapide de l’espace de recherche. Nous
présentons maintenant ces voisinages. Les pré-calculs afférents sont décrits au Chapitre
5.
4.2.4 Voisinage par échange
Le voisinage par échange consiste à obtenir de nouvelles solutions à partir de la
solution courante en échangeant les positions de deux véhicules.
SoitlasolutioncouranteSdelaforme{vl,...,v_l,v,vI+l,...,vJ_j,vJ,vJ+l...,vN},
alors un échange entre les véhicules v et v est défini comme étant
SécÏzange(i,j) = {v,..
.
.
. .
. ,VN}.
Le voisinage de la solution S suite à un échange est:
N(S) ={S’IS’ SécÏiange(i,j),V(i,j) tel que i,j e [l,N],
Tabou1 = 0, Tabou1 O et j j}
En pratique, on retrouve souvent des véhicules qui appartiennent à la même classe
d’équivalence, dans le sens qu’ils possèdent les mêmes contraintes actives, ce que nous
notons par v = vj. Dans ce cas, on dit que éclzange(i, j) est un échange nul. Les échanges
nuls ne nous intéressent pas puisqu’ils ne changent pas la valeur de la solution. Donc on
peut restreindre la définition de N(S) de la façon suivante:
N(S) ={S’IS’ = Séchange(i,j),V(i,j) tel que i,j e [1 ,N],
Tabou1,1 = O, Tabou1 = O et v v}
En pratique, ceci réduit de façon considérable la cardinalité de N(S), mais ne change
pas la complexité.
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4.2.5 Voisinage par extraction\insertion
Le voisinage par extraction\insertion consiste à obtenir de nouvelles solutions à par
tir de la solution courante en extrayant un véhicule et en le réinsérant entre deux autres
véhicules dans la séquence.
Soit SeExtlns(i,j) l’opérateur qui correspond à l’extraction du véhicule v et sa
réinsertion entre les véhicules vj_y et v.
$eExtlns(i,j) {vÇ,.. ,v}, où:
— Si i < j, alors
—
= vvii < j,
—
— v_1 =
— v=v1,Vt,Ï>j—l.
— Si j < j, alors
— v=v1VÏ,l<j,
— = vi,
— v=vt_1,Vl,j<ii,
— v v1,Vt,l < ï.
N(S)
= {S’IS’ SExtIns(i,j),V(i,j) tel que i,j e [1,N],Tabou, = Oct i j}
4.2.6 Le choix des candidats en vue d’un mouvement
À une itération de la recherche tabou, le voisinage complet de la solution S est consti
tué du voisinage par échange et du voisinage par extraction\insertion. Ces voisinages
sont dans l’ordre de 0(N2), où N est le nombre de véhicules de la journée J. Pour la
plupart des instances, N2 est autour de 106, ce qui est assez grand même si nous arrivons
à faire l’évaluation de ces mouvements en 0(1). En plus, seulement un petit pourcen
tage de ces mouvements sont vraiment intéressants. Alors, pour ne pas évaluer autant
d’échanges à chaque itération, une sélection en deux étapes est faite parmi les véhicules
qui peuvent participer aux mouvements.
Une première sélection stochastique L,7d est faite parmi les véhicules admissibles
(non tabou). Ceci réduit non seulement le voisinage, mais réduit aussi le risque de cycler.
En effet, si une solution S est visitée plusieurs fois, il y a de fortes chances qu’on explore
à chaque fois d’autres solutions à partir de S, grâce à cette sélection stochastique.
Une autre idée qui améliore l’efficacité est de sélectionner les véhicules qui sont
responsables du plus grand nombre de violations de contraintes ou pénalités. Ce sont
effectivement les véhicules qui causent des problèmes et on espère bien faire mieux en
les déplaçant à d’autres positions. C’est pourquoi une deuxième sélection Lei est faite
à partir de la liste Lra,zd, de façon à favoriser les véhicules qui entraînent le plus grand
nombre de pénalités. Cette dernière liste Lei est implémentée comme un monceau.
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Cette approche fonctionne bien, mais a le désavantage de sélectionner trop souvent
les mêmes véhicules, qui sont souvent associés à des violations inévitables, même dans
la solution optimale, et qui sont donc peu pertinents. En plus, des améliorations peuvent
aussi être obtenues en déplaçant des véhicules qui ne causent pas de pénalités. Par
exemple, si un véhicule n’a pas une contrainte de ratio r active et ne cause pas de péna
lités, il pourrait quand même permettre d’espacer deux véhicules qui ont une contrainte
de ratio r active.
On utilise donc plusieurs critères de sélection pour former la liste Lei. En l’occur
rence, le critère de sélection basé sur l’ordre décroissant du nombre de pénalités est
choisi avec une probabilité Pi le critère de sélection basé sur l’ordre croissant du nombre
de pénalités est choisi avec une probabilité p2 et, enfin, le critère de sélection aléatoire
est choisi avec une probabilité p. Pour une meilleure efficacité, py a toujours une valeur
plus grande que P2 + P3.
Le voisinage réduit de la solution S par rapport à Lsei est:
— N(S,Ls1) {s’IS’ = Séchange(i,j),V(i,j) avec v E Lei, Tabou = O
et v vj} dans le cas des échanges;
— N(S,Lei) = {S’S’ = $ExtIizs(i, j),V(i, j) avec v E Lei et j j} dans le cas des
extraction\insertions.
D’autres approches pour faire une telle réduction de N(S) se retrouvent en [10], où
la sélection est aléatoire ou selon des critères apparentés à ceux utilisés par les algo
rithmes gloutons. Pendant le challenge ROADEF, plusieurs équipes ont tenu compte du
nombre de violations de contraintes afin de sélectionner les véhicules candidats pour un
mouvement [3].
4.2.7 Listes tabou
En pratique, on ne garde pas des solutions complètes dans la liste tabou. Dans notre
cas, les véhicules qui ont récemment participé à un mouvement sont déclarés tabou.
Après un nombre d’itérations ItTaboit les véhicules tabou redeviennent disponibles pour
un mouvement.
Une variable Tabou, associée à chaque véhicule y, gère le nombre d’itérations pen
dant lesquelles le véhicule y est tabou
— si Tabou > O le véhicule y est tabou;
— sinon le véhicule y est disponible pour un mouvement.
Les véhicules tabou sont gardés dans une liste tabou LTabOL, pour améliorer la gestion des
variables Tabou1,.
Une fois qu’un véhicule y participe à un mouvement:
— Tabou
— y est ajouté à LTaboz1.
A chaque itération, la valeur de Tabou est décrémentée de 1 pour tous les véhicules
dans la liste tabou LTabOII. Quand la valeur de Tabou tombe à 0, le véhicule y est éliminé
de LTabot,.
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4.2.5 Niveau d’aspiration
Soit S la solution courante. Plusieurs techniques sont utilisées pour rendre la re
cherche plus agressive, comme les niveaux d’aspiration.
Le statut tabou d’un certain véhicule y est levé si, suite à une modification ni qui
implique y, on obtient:
— F(SEDm) <F(S*);
— F(SEDin) = F(St) et S 5* et Tabou < ItTabojt/a, où a est une constante, a> 1.
Une deuxième approche consiste à réduire temporairement ItTaboji. Ceci accélère
l’amélioration de la solution courante S.
4.2.9 Critère d’arrêt
L’efficacité de la recherche tabou est donnée par le nombre d’itérations réalisées
depuis l’obtention de la meilleure solution It. Si ce nombre dépasse un seuil It la
recherche est arrêtée. Il faut noter que la valeur It n’est pas fixée. Elle change de
façon à ce que la recherche s’arrête plus rapidement si l’efficacité marginale est petite et
se prolonge si l’efficacité marginale est grande.
Au départ, It a une valeur assez grande. Ensuite, chaque fois qu’une meilleure
solution S* est trouvée, It est multipliée par un coefficient prenant des valeurs entre
0.5 et 1.5 selon l’efficacité marginale de la recherche. Plus précisément:
1tS
— (1_i_1 1 6— ït /jSt ‘‘\JfSmax — I ntax) J max
En posant Ef,, = 1 — It5t /It, comme estimateur de l’efficacité marginale, on obtient
It = (1 +tn(0.6+Ef))It.
Puisque l’efficacité marginale Ef,, est une valeur comprise entre O et 1, le coefficient
(1 + tn(l.6 — It/It,)) a effectivement une valeur comprise entre 0.5 et 1.5. Ainsi,
lorsque Ef,,1 est près de 0, ce qui correspond à une efficacité marginale élevée, le coeffi
cient a une valeur proche de 1.5 et on augmente le seuil À l’opposé, lorsque Ef,,1
est près de 1, ce qui correspond à une efficacité marginale faible, le coefficient a une
valeur proche de 0.5 et on diminue le seuil It,x car on ne veut pas faire trop d’itérations
dans une région peu prometteuse.
Pour pouvoir respecter les contraintes sur le temps total d’optimisation, la recherche
tabou est arrêtée si elle atteint le temps maximum qui lui est alloué. Le nombre maxi
mum d’itérations It,,,ax permet de mieux gérer la répartition du temps de calcul entre la
recherche tabou courante, les recherches tabou à venir avec des paramètres différents ou
d’autres méthodes d’optimisation.
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4.2.10 Intensification et diversification
De façon générale, lorsqu’une meilleure solution $* est trouvée (possiblement éloi
gnée du voisinage de la meilleure solution précédente), il y a de fortes chances qu’on
puisse encore l’améliorer grâce à de l’intensification. En effet, la solution courante n’est
pas seulement améliorée mais aussi détériorée pendant la recherche. À long terme, plu
sieurs détériorations locales peuvent contribuer à obtenir une meilleure solution. D’autres
détériorations peuvent, par contre, être inutiles à long terme. Une meilleure solution S*
peut donc contenir quelques détériorations inutiles. L’intensification de la recherche dans
son voisinage peut permettre de remédier à ces détériorations.
Voici les techniques que nous utilisons pour intensifier la recherche.
— Lorsqu’une meilleure solution est trouvée, une descente locale est utilisée. Cette
recherche auxiliaire évalue à chaque itération le voisinage complet de la solution
courante et non un sous-ensemble du voisinage tel qu’on le fait avec la recherche
tabou. Dans la descente locale, on n’accepte que les mouvements qui améliorent
la solution et on s’arrête lorsqu’on ne peut plus améliorer la solution (ou après un
nombre fixe d’itérations).
— Les paramètres de la recherche tabou sont modifiées. En particulier, la taille du
voisinage est augmentée.
Maintenant, voici les techniques que nous utilisons pour diversifier la recherche:
— La recherche tabou est appliquée à partir de solutions de départ différentes.
— Les paramètres de la recherche tabou sont modifiées. En particulier, la taille du
voisinage est réduite.
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D’une façon générale, la recherche tabou que nous utilisons a la structure suivante
Notations.
véhicule qui se trouve à la position j dans la séquence
des véhicules de la journée courante
Tabou1 nombre d’itérations pendant lesquelles le véhicule v est tabou
N nombre de véhicules de la journée courante
$ solution courante, $ ala forme {vo,v1,. .. ,vv_y}
meilleure solution connue
It nombre total d’itérations faites par l’algorithme
Itnlax nombre maximum d’itérations alloué à l’algorithme
Its* nombre d’itérations depuis la dernière amélioration de S*
T temps utilisé par la recherche tabou
temps maximum alloué à l’algorithme
in mouvement défini selon le voisinage
S ni solution S modifiée par le mouvement in
argmin{f(x)} fonction qui retourne un x qui minimise f(x)
F fonction d’évaluation d’un ordonnancement S
A(S’, S) différence entre la valeur de la solution S’ et celle de la solution S,
A($’,S) =F(S’)—F($)
LRaIId liste de véhicules sélectionnés d’une façon aléatoire
‘Set liste de véhicules sélectionnés en vue d’un mouvement
LI cardinalité d’un ensemble L
N(S, L) voisinage de S en appliquant des mouvements utilisant
au moins un véhicule de L
Début
1. Commencer avec une solution initiale S (S peut ne pas être la meilleure solution
connue 5*)• On reçoit comme paramètre la valeur de j.\(5,5*), qui nous permet de
ne jamais calculer la différence entre la valeur des deux solutions, mais seulement
les différences dues aux mouvements, afin de détecter si on améliore $*
2. It—O
3. It
— O
4. Tant que It5 <It, It <Itinax et T <Inax faire:
(a) Pour tout v E LTabou
— Tabou(v1) = Tabou(v1) — I
— Si ( Tabou(v) O) alors LTabou = LTaboti — Vj
(b) Générer d’une façon aléatoire un critère de sélection choisi parmi croissant,
décroissant ou aléatoire.
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(c) Générer d’une façon aléatoire LRaJ7d Ç {vilTabou(vi) O}
(d) Créer Lei C LRand en sélectionnant les véhicules de LRa,id selon le nombre
total d’erreurs causées par les véhicules et le critère de sélection choisi en 4h.
(e) Trouver nt = argmin,71{/X(S,Sîn)SEm = S’ E N(S,Ls1)}
(t) Le ou les véhicules qui participent au mouvement ,n* deviennent tabou pour
un nombre ItTabot itérations et sont ajoutés à la liste LTaboII
(g) Si A(S’,S) > O, alors:
— A(S,S*) <_AS!,S)+A(S,S*)
sinon
— Si z\(S’,S) +AS,S*) <O, alors:
8*
,
5/
—
— It,,, = (1 +in(l.6 _Its*/It))It
— Its* O
— Utiliser une recherche locale pour un nombre fixe d’itérations afin d’in
tensifier la recherche dans le voisinage du nouveau
sinon:
— A(SS*) A(sS)+A(ss*)
(h) S—S’
(i) It—It+l
(j) It It+l
Fin
4.3 La complexité de la recherche tabou
La complexité d’une itération de la recherche tabou correspond à parcourir une fois
la boucle 4. Les étapes avec des complexités non constantes dans cette boucle sont:
— étape 4a:
O(jLTfjboij) ce qui est équivalent à O(jItTboj) puisqu’à chaque itération, le même
nombre de véhicules est ajouté et enlevé à LTabOI, et un véhicule passe ItTaboit ité
rations dans la liste LtabQ(L. OtIItTaboijI) < 0(N).
— étape 4c:
O(ILRa,ld) <0(N)
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— étape 4d:
0(ILRa,,di * Ïog(Lsct) <0(N * Ïog(N))
— étape 4e
0(IN(S,Lei) * 0(c(Sin,$)) 0(IL8etI * (N— VTabouI)) * 0(z\(SEDîn,S))
<0(N2) * 0(z.\(SEJm,S)), où 0(\(SEm,S)) dépend du voisinage.
— étape 4g:
Si une meilleure solution est trouvée, elle est sauvegardée et une recherche locale
commence, donc la complexité est 0(N) + 0(descente locale). Sinon, l’étape se
fait en 0(1). Soit P(A(S’, 5*) <0) la probabilité de trouver une meilleure solution,
la complexité de l’étape sera:
P(A(S’,S*) <0) * [0(N) + 0(descente locale)] + (1 — P(arnelioration))0(1)
F(A(S’, S*) <0) * [0(N) + 0(descente locale)]
— étape 4h:
0(S — SEB,n*) dépend du voisinage.
En sommant seulement sur les complexités qui sont dominantes, la complexité d’une
itération est
0(iteration) 0(LSei * (N LTaboij)) * 0(A(S ifl, S)) + 0(5 ‘ S in)+
+P(A(SI,S*) <0) * [0(N) + 0(Recherche locale)]
La recherche locale se fait pendant un nombre constant et réduit d’itérations, pendant
lesquelles l’exploration se fait sur un voisinage plus grand 0(N2). Nous pouvons donc
estimer sa complexité à 0(N2) * 0(A(SEm,S)) + 0(S — SEJ,n*).
Donc la complexité d’une itération se réécrit comme
0(iteration) 0(ILeiI * (N LTabotgI) +P(A(S3m,S*) <0) *N2) * 0(zX(S+in,S))+
+ 0(S — S+m*)
(4.1)
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4.4 Techniques avancées
4.4.1 Bornes sur les valeurs des échanges
Une façon de mieux contrôler le niveau de perturbation de la solution courante S
est d’imposer des bornes sur les coûts des mouvements. Ainsi, à l’étape 4e, on ne va
accepter un mouvement in que si (S in, S) <Bornef ou si A(S in, S) > Borne.
Lorsque la solution S ne peut pas être améliorée dans son voisinage, c’est-à-dire que
> O VS” E NtS,Lei), le critère de sélection m* = argrnin,,1{A(SEm,S)SEm e
Nt$,Lei)} nous guide vers des échanges de valeur A(S”,S) = O, s’il en existe. Si ces
types d’échanges nous gardent longtemps dans des voisinages sans améliorations, nous
donnons une valeur strictement négative à Borne,f et une valeur strictement positive à
Borne11.
D’une façon plus générale, au début de la recherche nous essayons de faire de grandes
améliorations tout en évitant d’explorer en profondeur un voisinage. Dans ce but, un haut
seuil est imposé pour les détériorations ainsi que pour les améliorations à la solution cou
rante. Donc, les bornes Borne,1f et Borne11 reçoivent au début de grandes valeurs qui
seront réduites avec le temps. Ceci accélère beaucoup la convergence.
Une autre utilité de ces bornes est d’imposer un niveau pour l’objectif. Si les bornes
sont dans l’ordre de 106, les améliorations ainsi que les détériorations vont impliquer
l’objectif de premier niveau; si l’ordre de grandeur est de i03, les améliorations et dété
riorations vont impliquer principalement l’objectif de deuxième niveau, et possiblement
de premier niveau, et ainsi de suite.
4.4.2 Niveaux
Dans la liste des véhicules sélectionnés Lei qui sont candidats pour un mouvement,
le critère de base est le nombre de pénalités causées par un véhicule. Ceci n’est pas
toujours pratique une fois qu’on a déjà trouvé une solution optimale pour l’objectif de
premier niveau.
L’exemple le plus simple est le cas où le nombre de changements de couleur cor
respond à l’objectif de premier niveau. Dans ce cas, on peut trouver directement une
solution optimale de premier niveau avec l’algorithme de construction. Comme la so
lution optimale contiendra toujours des changements de couleur, la valeur optimale du
premier objectif ne sera jamais 0. De plus, les véhicules qui sont à l’extrémité d’une
sous-séquence de même couleur auront une pénalité dans l’ordre de 106, étant donné
qu’ils sont responsables d’au moins un changement de couleur. Cette valeur n’est pas du
tout pertinente pour l’objectif de deuxième niveau.
Donc, quand l’optimum est atteint au premier niveau, la recherche tabou doit être
concentrée au deuxième niveau. Pour cela, lors de la création de la liste Lei, les véhicules
sont choisis selon les pénalités associées aux deuxième et troisième niveaux seulement.
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4.4.2.1 Diversification par des poids individuels pour les contraintes de ratio
Soit Cr le nombre de violations pour une contrainte de ratio r et Pojdr le poids relatif
de la contrainte r par rapport aux autres contraintes de ratio. Dans notre fonction ob
jectif, chaque violation d’une contrainte de ratio prioritaire a le même poids par rapport
aux autres POjdr 1, r E 1,... ,NR. Afin de diversifier, nous perturbons notre objectif en
affectant des poids individuels aux différentes contraintes de ratio. Il s’agit d’une diver
sifi cation bien ciblée, car les poids des contraintes de ratio avec le plus grand nombre de
violations sont augmentés
Foidr=l+a*NCT,rEl,...,NR,
où a est une constante dont la valeur est proche de 2.
Cette approche est intéressante seulement si un grand pourcentage de violations sont
causées par un nombre réduit de contraintes de ratio. La recherche tabou utilise les nou
veaux poids dans l’objectif pendant un nombre fixe d’itérations. Une fois ce nombre
d’itérations accompli, la meilleure solution obtenue devient notre nouvelle solution de
départ et on revient alors à l’objectif original. Cette approche entraîne une migration des
violations des contraintes de ratio avec de grands Cr vers celles avec des C,- moins grands.
Il faut noter que la valeur de l’objectif original peut être détériorée dans le processus.
La structure très différente de cette nouvelle solution de départ, ainsi que l’aspect
stochastique de la recherche, nous assure d’éviter de cycler une fois que la recherche
tabou revient à l’objectif original. Nous avons pu observer sur quelques instances que
cette approche permet de passer de minima locaux très profonds jusqu’à la solution
optimale.
CHAPITRE 5
VOISINAGES UTILISÉS DANS LA RECHERCHE TABOU
Dans ce chapitre, nous décrivons les voisinages utilisés dans le cadre de la recherche
tabou. Il s’agit du voisinage par échange et du voisinage par extraction\insertion. Au
niveau de l’implémentation, il faut souligner l’importance des pré-calculs qui permettent
une évaluation très rapide de ces voisinages, tel qu’il sera expliqué dans la suite.
5.1 Introduction
D’une façon générale, à une itération de la recherche tabou, nous évaluons le voi
sinage de la solution actuelle, choisissons un mouvement intéressant panni les mouve
ments possibles, effectuons le mouvement choisi afin de produire une nouvelle solution
et sauvegardons cette solution s’il s’agit de la meilleure solution connue.
La complexité de la recherche tabou provient des opérations liées aux mouvements
permettant de produire de nouvelles solutions dans le voisinage et à l’évaluation de ces
nouvelles solutions.
Nous avons montré au chapitre précédent que la complexité d’une itération de la
recherche tabou est au pire de
0(iteration) = 0(N2) * 0(A(Srn,S)) + 0(3 — SE1n*)
Donc, la complexité minimale qui peut être espérée à chaque itération est de 0(N2).
Cette complexité est obtenue en faisant l’évaluation d’un mouvement en 0(1) et le pas
sage de S à Sein en moins de 0(N2).
Afin d’avoir une complexité de 0(1) pour l’évaluation d’un mouvement, nous allons
définir des variables pré-calculées dont les valeurs seront disponibles avant l’évaluation
d’un voisinage. Ainsi, le passage de S à S in consiste non-seulement à faire le mou
vement ni mais aussi à ajuster toutes les valeurs pré-calculées qui sont affectées par le
mouvement in.
Notre approche dans la suite sera la suivante. Pour chacun des deux voisinages, nous
commençons avec les contraintes de ratio. Pour ces dernières, nous présentons les choses
dans l’ordre suivant:
— calculs permettant d’obtenir A(S in, S)
— définition des valeurs pré-calculées à partir de A(Sin,S),
— ajustement des valeurs pré-calculées suite à un mouvement.
Cet ordre de présentation est ensuite repris pour les contraintes touchant aux purges de
couleur et à la longueur maximale d’une séquence de véhicules de même couleur.
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5.2 Voisinage par échange
Le voisinage par échange consiste à obtenir de nouvelles solutions à partir de la so
lution courante en échangeant les positions de deux véhicules qui n’appartiennent pas à
la même classe d’équivalence. Si $ est la solution courante de la forme
{vl,...,vj_1,l’ï,vj+l,...,vjl,vj,vJ+l,...,vN}
alors un échange entre les véhicules v et est défini comme
Seéchange(i,j)={vl,...,vÏ_J,vJ,v+y,...,vJ_y,v,vJ+l,...,vN}.
Le voisinage obtenu est donc:
N(S) {S’S’ Séchange(i,j),V(i,j) tel que i,j e [l,N]et v v}.
5.2.1 Le coût d’un échange(i, j) pour les contraintes de ratio
Un coût est associé à chaque échange selon la position des véhicules et leurs voisins
dans la séquence. Nous allons montrer que les N2 échanges peuvent être calculés en
N2 * O(No. contraintes de ratio) opérations, en utilisant seulement
N * No. contraintes de ratio valeurs pré-calculées.
Notation
r contrainte de ratio
NlLIflr numérateur d’une contrainte de ratio r
Denr dénominateur d’une contrainte de ratio r
‘{c} fonction indicatrice, qui a la valeur 1 si la condition C est satisfaite,
O sinon
Vir
‘{si ta contrainte r s’applique au véhicule v}
Nous allons considérer un échange entre les véhicules v et vj avec i < j. Pour com
mencer, l’analyse est réduite à une seule contrainte de ratio r.
Soit N le nombre total de véhicules de la journée J — 1 et J. Par définition, les véhi
cules de la journée J+ 1 sont inconnus et on peut prendre Vir O pour tout Ï > N. Cela
permet de généraliser les formules du calcul des pénalités pour la fin de la journée J.
La valeur d’une solution S par rapport à la contrainte r est
N k+Denr—1
Valr($)
= VIr — Nu1nr)I{k+Deiir_l viNitii>O} 5.1)
Soit S’ = Séchange(i,j). Ce qui nous intéresse pour la recherche tabou est
&(5’,S) = Vair(S’) —Vatr(S).
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5.2.1.1 L’évaluation de Ar(S”,S) sous l’hypothèse j j — Den,.
Notons:
Ak = k±Denr— 1 VIr — NUîflr
Aik = 1’ir — NUlflr.
Sous l’hypothèse j <j —Den,., la somme correspondant à Valr(S) en (5.1), peut être
décomposée ainsi:
i—Den,- j j—Denr
Valr(S) + + 2 AI>+
k=1 k=i—Denr+1 ki+1
j N
+
k=j—Denr+1 k=j±1
(5.2)
Notons que le troisième terme de la somme peut n’avoir aucun élément si i j —
Den,. On va maintenant mettre en évidence Vi,. (ou Vjr), en posant Ak = AIk + Vjr
i—Denr I
Valr(S) = AjJ>çj} + (ViT +Ajk)I{Vjr+Aik>O}+
k1 kjDCflr+1
j—Denr j
+ AkI{} + (Vjr+Ajk)I{vjr+Aj>O}+
k=i+1 k=j—Denr+1
+
k=j+1
(5.3)
En S’, le véhicule v se trouve à la position j, vj à la position i et tous les autres
véhicules sont à la même position. Ainsi l’équation (5.3) s’écrit ainsi pour S’
i—Denr i
Vat(S’) = AkI{Ak>o} + (Vjr +Ajk)I{Vjr+Ajk>O}+
k1 kjDCltr+t
j—Dent j
+ AkI{Ak} + (v1 +Ajk)I{V,r+Ajk>O}+
ki+1 kjDClir+1
+ AkI{Ak>o}
k=j+1
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(5.4)
Comme les premier, troisième et cinquième termes de droite dans les équations (5.3)
et (5.4) sont identiques, ils disparaissent dans le calcul de VaÏr(S’) — VaÏr(S) et nous ob
tenons:
&(5’,S) —Valr(S’) —Vatr(S) =
(Vjr+Ajk)I{v+Ak>O} + (Vjr+Ajk)I{v+A:k>O}_
k=i—Denr+1 k=jDeizr+1
— (VJ +Ajk)I{vjr+A.k>O} — (vir +Ajk)I{vir+Ak>O}
k=jDtiir+1 k=j—Denr+1
(5.5)
Dans (5.5), les sommations sur les mêmes valeurs de l’indice k peuvent être regrou
pées et alors
&($‘,S) =VaIr(S’) —Vatr(S) =
+ Ajk)I{jr+A,k>O} — (Vjr + A ik)I(v +A >O}] +
k=i—Den,+ 1
+ [(vjr +Ajk)1{Vjr+A]k>O} — (l’ir +Ajk)I{vj+Aj>O}]
k—j—Denr+1
(5.6)
5.2.1.2 Valeurs pré-calculées sous l’hypothèse i j
—
Den,
On peut utiliser comme valeurs pré-calculées:
= [(vi,- +Ajk)I{yjr+Ak>O} — (Vjr +Ajk)I{1ir+A.k>O}} (5.7)
k—i—Denr+ 1
Le calcul de ArtS, S’) en (5.6) devient tout simplement ArtS, S’) = Uir + Ujr. On va
maintenant montrer qu’on peut rendre la valeur de Uï,. indépendante de l’indice j. Pre
mièrement, on observe que Ujr ne dépend de l’indice j que par la valeur de Vjr. De plus,
pour tout véhicule J, Vjr est une variable binaire puisqu’un véhicule vj ne peut qu’être
ou ne pas être concerné parla contrainte r. Alors (Vjr,Vjr) E {(O,O),(O, 1), (1,O),(1, l)}
et nous pouvons analyser la valeur de Uir dans chacun des cas.
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— Si (vjr,vjr) e {(0,0), (1, 1)}, alors Vir = Vjr = a et
Uir
= cjDelzr+1 [(a +Ajk)I{a+Aik>O} — (a +Ajk)I{a+Ajk>O}] = O
— Si (Vjr,vjr) = (0, 1), alors
Ujr
= [—I{1±Ak>o}Ï (5.8)
k=i—Denr+ I
— Si (vjr,Vjr) (1,0), alors
Uir = [‘{Ak>O}l (5.9)
k=i—Den,+ 1
Preuve pour (vi,-, Vjr) (0, 1)
Uir = =i_Denr+1[(kk)1{Ajk>O} —(1 +Ajk)I{1+Ak>o}] et
— > 0, + 1 > 0, alors (Ajk)I{Ak>o} — (1 +Aik)1{1+Ak>o} = —1;
— SiAk = OAik+ 1 >0, alors (Ajk)I{Ak>o} —(1 +Ajk)I{y+A,k>o} = —I;
— si AIk <0, Ak + 1 <0, alors (Ajk)I{Ak>o} — (1 +Ajk)I{1+Ak>o} 0
donc
Uir = [—I{1+Ak>Q}] =
k=i—Den,+ 1
= 1{l+ljr_vjr+_l i’irtimr>0}1 =
k=i—Denr+ I
= H1{1+Ak>O}]
k=i—Den,+ 1
Preuve pour (Vir, vjr) = (1,0)
Uir
= k=i—Deiir+1 [(1 +Ajk)I{1+AÏk>o} — (Ajk)I{Ak>o}l
On utilise un résultat obtenu dans le cas (0,1), soit:
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=i_DeItr+1[tkk)1{Aik>O} — (1 +Ajk)I{1+Ak>o}1 = j_Denr+1[{1+Ak>0}l
Alors
Uir = [(1 +Ajk)I{1+Ak>o} — (Ajk)I{A.k>o}l =
k=i—Denr+ I
= —
— (1 +Aik)I{y+AÉk>o}] =
k=i—Denr+ 1
= — [—Ii+] =
k=i—Denr+ 1
= [‘>l
k=i—Denr+ 1
q.e.d.
Les cas (0,0) et (1,1) ne nous intéressent pas puisque \r(S’,S) = 0.
Si Vjr est 0, alors le seul cas qui nous intéresse est (0,1) où
Ujr
=i—Deur+ 1 1 +Ak>O}L
S Vjr est 1, alors le seul cas qui nous intéresse est (1,0) où
Ujr
= =i—Den+1 [I{Ak>o}].
Il y a autant de valeurs pré-calculées Ujr que de véhicules v et, avec ces valeurs, le
calcul de Ar(Sechaîige(i,j),S) se fait en 0(1).
5.2.1.3 La mise à jour des valeurs pré-calculées après un échange
Une fois l’échange fait, il faut mettre à jour les valeurs pré-calculées Ui,- pour tout
véhicule entre les positions [j
— Denr + 1, i + Deîzr
—
1] et [j — Denr + 1, j + Denr — 1].
Les autres véhicules ne subissent aucun changement dans leur voisinage et ne sont pas
concernés par l’échange du véhicule v avec le véhicule v.
La mise à jour d’une séquence de longueur L peut se faire en O(L+Denr). Alors,
les calculs nécessaires pour la mise à jour des valeurs pré-calculées entre les positions
[i—Den,+ l,i+Denr YJ et [j—Denr+ 1,j+Denr— 1] se font en
0( [(i
— Denr + 1) — (j + Denr — 1) + Den,] + [(j — Dent — 1)
—
(j
— Denr + 1 )+
+Denr]) = 0(Denr).
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Preuve
Pour obtenir une complexité de 0(L + Denr) pour la mise à jour d’une séquence de
longueur L, des calculs sont réalisés lors du passage de la position i à la position i+ 1.
Soit:
Uir
= i—Deizr+J ‘{1+Ak>O}
Supposons qu’on connaît, une fois qu’on est à la position j:
—
= 1
VIr
— NILJnr pour tout k E [j
— Denr + 1, il
— T,np1
= k=i—Dejir+1 ‘{l+Ak>O}
Le passage à la position i+ 1 se fait de la façon suivante:
—
= A + v(i+1)r V(jDe,I+1)r
— Tmpi = Tmp
— ‘{l+Ai_Denr+l>O} +I{1+A÷1>o}
Avec ces calculs on obtient U(I+l )r et les valeurs nécessaires pour calculer de la même
manière U(j+2)r Le passage de ï à i + 1 se fait en 0(1) ce qui nous assure 0(L) pour
une sous-séquence de longueur L.
Pour le premier j traité, les calculs nécessaires pour avoir les Ak pour tout k
[j Denr + 1, i] se font en 0(Deiz,). Un premier calcul de la somme Aj_De,ir+1 est en
0(Denr). Ensuite, pour tout k E [ï
— Denr + 1, j — 1], on utilise la récurrence Ak+ 1 = Ak +
V(k+1)r
— V(k_DeIzr+1)r ce qui nous donne Ak pour tout k [j
— Denr + 2, ï] en 0(Den).
q.e.d.
5.2.1.4 L’évaluation de Ar(S’, S) sous l’hypothèse i> J — Den,
Nous voulons calculer 1Xr(S’, S) sous l’hypothèse ï> J — Den,.. Sous cette hypothèse,
la somme correspondant à Valr(S) en (5.1) peut être décomposée ainsi
i—Denr j—Deflr
Vair(S) = + AkI{Ak>o}+
k=1 k=i—Denr+1
+ AkI{Ak>o}+ AkI{Ak>o}+
k=j—Denr+1 ki+1
+ AkI{Ak>o}
k=j+1
(5.10)
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Nous pouvons mettre en évidence Vir (ou Vjr) en posant Ak = Aik + Vjr
i—Denr j—Denr
VaÏr(S) + (Vjr+Ajk)1{li+Ak>O}+
k1 kzri_Denr+1
j k+Deiz—1
+
k=j11r+1
+ Vjr +
1=i,j
Vir Numr)I{vir+vjr+;1 vIr_NUmr>O}+
+ (VJ +Ajk)I{Pjr+A.k>O} +
k=i+1 k=j+1
(5.11)
En S’, le véhicule v se trouve à la position j, vj à la position j et tous les autres
véhicules sont à la même position. Alors, l’équation (5.11) s’écrit ainsi pour S’:
i—Denr j—Deizr
Valr(S’) = AkI{Ak>o} + (Vjr +Ajk)I{ujr+Ajk>O}+
k=1 k=i—Denr+1
k+DC1ir1
+ (Vjr + Vîr + Vj
— Numr)I{v v+E’ vlrNl(iflr>O}+k=j—Denr+1 1=k,tz,j
j N
+ (Vjr +Ajk)I{i +Ak>O} + AkI{Ak>o}
k=i+I k=j+1
(5.12)
Comme les premier, troisième et cinquième termes de droite dans les équations (5.11)
et (5.12) sont identiques, ils disparaissent dans le calcul de Valr(S’) — Vatr(S), et on ob
tient:
Ar(S’,S) VaÏr(S’)ValrtS)
j—Denr j
(Vjr +Ajk)I{,r+Ajk>D} + (vjr +Ajk)I{Vjr+Ajk>O}_
k=i—Den,+1 k=i+1
j—Denr j
— (Vjr+Ajk)I{vi+Aik>O} — (Vir+Ajk)I{v+A>O}
k=i—Denr+1 kzi±1
(5.13)
47
Dans (5.13), les sommations suries mêmes valeurs de l’indice k sont regroupées et:
Ar(S’,S) =Valr(S’)—Valr(S) =
j—Denr
[(Vir +Ajk)I{jr+Ajk>0} — (Vjr +Ajk)I{Vjr+Ajk>0}l+
k=i—Denr+ 1
+ [(Vjr +Ajk)I{vjr+AJk>0} (Vjr +Ajk)I{vjr+Ajk>0}l
k=i+1
(5.14)
Comme les indices des sommes dépendent à la fois de i et j, il nous faut plusieurs
valeurs pré-calculées. Puisque i <j et j < i + Denr le nombre de valeurs pré-calculées
par véhicule est de Denr — 1. En pratique, le nombre d’évaluations où j> j
— Denr est
assez réduit. Ainsi, pour éviter d’avoir un trop grand nombre de valeurs pré-calculées
à mettre à jour, nous procédons au calcul en (5.14) quand ï> f — Denr. Nous utilisons
donc les Ujr comme valeurs pré-calculées seulement dans le cas i j — Denr.
5.2.2 Le coût d’un échange(i, j) pour le nombre de purges de peinture
Notation
N nombre total de véhicules
N0 début de la journée J
e couleur du véhicule j
L, longueur maximale pour une sous-séquence de
véhicules consécutifs de même couleur
°T nombre de véhicules consécutifs avec la même
couleur situés à gauche de v
no1 nombre de véhicules consécutifs avec la même
couleur situés à droite de v
On s’intéresse ici à la fois au nombre de purges de peinture et à la contrainte forte
de longueur maximale d’une séquence de même couleur. Soit L\Dejjas(S’ , S), la différence
entre le nombre de dépassements la longueur maximale d’une séquence de même cou
leur en S’ et S, et soit z\pjj,.,es(S’,S) la différence entre le nombre de purges de peinture
en S’ et S. Nous avons:
Coz,teur(S, S) M * L\Depas(S’ , S) + L.Purges(S’ , S)
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S’ = SEBéchange(i,j) est {c}=j
.N où:
— sii<j—1
— CCkVk#t,J
— c c
— ci = ci
— sii=j—l
— CCkVk#i,j
— c=c/_1 =cj
— ci
= c+l = ci
L’objectif lié au nombre de purges est facile à évaluer. Il y a une purge de peinture
chaque fois qu’on change de couleur ce qui correspond à
‘.
Lorsqu’on fait
un échange, il suffit de vérifier une courte suite de scénarios pour obtenir L\pt,rges, où les
seuless informations nécessaires sont c_ 1 ,cj_ 1 1
5.2.2.1 L’évaluation de Apjtrges(S’ , S), le nombre de purges causées par un échange
Si e cj, alors il n’y a aucun changement t.\ptirges(S’,S) = O.
Si c $ cj et i < j — 1, alors
N N
LsPurges(S’, S)
= E
—
=
k=N0 k=N0
‘Ci_j Cj + ‘CjCt±l + 1C1 + ICiCj+ — ‘Cïi Cj
— ‘C,Cj1 — ‘CJ_j Cj
—
Sic c et j
=
j — 1, alors c1 = c et c_1 = e et on obtient
Apurges(S,S)
k=No kN0
Ici_1ci +Icici+i
— Ici_i#ci — Icjci+i
5.2.2.2 L’évaluation de ADepas(S’ , S), les dépassements de la longueur maximale
d’une séquence de véhicules de même couleur causés par un échange
Soit Sk une séquence maximale de véhicules de même couleur. La valeur de S au
niveau des dépassements de longueur maximale est la somme
LVSk ‘{ISkI>L,,}
Nous aimerions avoir l’évaluation d’un échange en 0(1). Pour ce faire, il nous faut
des informations sur les voisinages immédiats Voisinage1 et Voisinagej des véhicules
i et j. Ces voisinages correspondent aux deux séquences de véhicules consécutifs de
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même couleur qui se trouvent immédiatement à droite et à gauche des positions j et j,
respectivement.
Dans ce but, nous introduisons les valeurs pré-calculées no’, nof, où no représente
le nombre de véhicules consécutifs de même couleur situés à gauche de v et nof le
nombre de véhicules consécutifs de même couleur situés à droite de v. La couleur du
groupe qui est à gauche d’une position ï est donnée par c_ et à droite par
Pour calculer la contribution d’un véhicule j au nombre de dépassements de la lon
gueur maximale, nous devons ensuite distinguer quatre cas.
— Si c- = c_ etc = c,1, alors le véhicule j est au milieu d’une sous-séquence 8k
l’objectif dans le voisinage de i’ est
‘{Sk>L,,z} =
— Si c = c1_1 et c c1, alors le véhicule ï est à l’extrémité droite d’une sous-
séquence 5k1 et a une sous-séquence Sk1 de couleur c,÷j à droite; l’objectif dans
le voisinage de v est
I{ IS I >L,,,} + I{ Sk >L,,,} = ‘{no+ 1 >L,,} + ‘{11o >L,,1}
— Si e c_ et c = c4 alors le véhicule j est à l’extrémité gauche d’une sous
séquence Sk et aune sous-séquence $k,_1 de couleur c11 à gauche; l’objectif dans
le voisinage de v est
I{ ISk1 I >L} + I{ ISk = ‘{no >L,,,,} + I{no,d + I >L,,,}
— Si e c1_1 et c cj alors le véhicule ï est en soi une sous-séquence sk a une
sous-séquence 5k1_1 de couleur c_ à gauche et une sous-séquence 5k11 de couleur
à droite; l’objectif dans le voisinage de v est
{IS I>L,} + ‘{ISkI>L,,} +I{ISk. >L,} =
‘{ito>L,} + I{ 1 >L111} + ‘{iiû>L,,jar} =
>L,,1 } + 1{,oI >L,,}
Dans les quatre cas, v ne peut appartenir à une sous-séquence 5k en dehors de son
voisinage immédiat (i.e., son influence est limitée à ce voisinage). Les valeurs pré-
calculées nof, izof, no,nof et les couleurs de Vi_1, v, sont donc les
informations nécessaires et suffisantes pour calculer ADe;,as(S’,S).
Il faut noter que ADepas(S’ , S) = O si e = e. Dans la suite, nous allons donc supposer
e c. Avec e e nous traitons deux cas distincts dans le calcul de ADepas(S’ , S), soit:
— a) i Voisinagej et j Voisinage
— b) i Voisinagej ou j e Voisinagei
a) L’évaluation de ADepas(S’, S) si j Voisinage et j Voisinages
A partir des quatre cas possibles pour une position k, on définit Depask(S,c) le
nombre de violations de la contrainte de longueur maximale dans le voisinage de la
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position k si la couleur du véhicule vk est c.
Depask (S, c)
‘{c=ck_1 A CCk+1 } 1+no
i A CCk+ 1 } (‘{iao+ 1 >L,urn.} + I{,lQkd >L,,1})
‘{cck_l A CCk+1 } (‘{no >L,,1} + ‘{iio+ I >L,})
1 A CCk+ 1 } (‘{no >L,,,} + ‘{izo >L,})
Le nombre de dépassements en S dans le voisinage de ï et j est Depas1(S,c) +
Depasj(5, c) puisque les voisinages sont indépendants. On s’intéresse maintenant au
nombre de dépassements en S’. Puisque i Voisinage et j Ø Voisinage1 les voisinages
, ‘g g id d 1g g ‘U Ude t et] ne changent pas en S et on a no = no1, 1to = no et no no, no = no.
Les changements ne sont qu’au niveau des couleurs des positions i et j. On peut donc
réutiliser la formule pour le calcul des dépassements en S. Ainsi, le nombre de dépasse
ments en S’ dans le voisinage des positions jet j est Depas(S,cj) +Depas(S,ct).
Donc:
ADepas (S’, S) = Depas1 (S, c) + Depas (S, c) — Depas (S, c) — Depas (S, c)
b) L’évaluation de ADepas(S”, S) si i E Voisinage ou j e Voisinagej
Si j
= J — 1 alors i e Voisinagej et j E Voisinagej, sinon soit ï e Voisinagej soitj e Voisinage1 puisque les véhicules correspondants sont de couleurs différentes. La va
leur du voisinage conjoint de i et j peut donc être obtenue à partir de la somme des deux
voisinages moins la partie commune.
Depas (S) = Depas(S, c) + Depas (S, c) —
— Icj=cjl Ac=cj+i } (1,io+ 1+O>L,}) — ‘{cj=cJ_i Acjc+i }‘{no+ 1>L,,} —
— j_i A cc1 }‘{no>Lmax} — ‘{cc_i A cc+i }‘{no>L,nax}
= Depas1 (S, c) +
‘{cj=cj_i Acic+i }‘{no >Lm} +
+ ‘{ccj_i A Cj=Cj+i }‘{no+ 1 >L,,} + ‘{cjcj_i A ccj I }‘{no1>L,uv} =
= Depas1 (S, c) +
‘{CJCJ+1 }I{,iod>L } + ‘{CjCj_i A CjCj+1 1 >L,,,}
Pour S’, avec ï < j, les valeurs no et izo ne changent pas puisqu’il n’y a pas de
véhicules enlevés ou ajoutés à ces sous-séquences, et donc, = et nof = no.
Pour il y a trois cas selon que v a la même couleur que les voisins de j ou non.
10id
=1{C1C_l}no +I{Cj=Cj i Acc+1}(hb0 + 1) +I{cc1 Ac=cJ+1}(hb0f + 1 +no)
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Pour nof, il y a aussi trois cas selon que vj a la même couleur que les voisins de ï ou
non.
îtO 1{cjcj+i}1l0% Acjci_i}(hl0 + 1)+
+I{c=c.1 Ac=c_i}(’° + 1 +no)
La valeur du voisinage conjoint de i et j en S’ correspond donc à la formule pour S,
mais en utilisant les nouvelles valeurs ;iof, no1, c = c et c’j = c,
Depas (S’) =Depas (S’, c) + ‘{cjc÷i }1{ >L,1 +ax}
A c=cj I 1 >L,,}
où (sachant que no et cl_i ne changent pas de S à S’):
Depas1(S’, e1)
‘{CJ=C(_I Acj=c1 } (‘{no+ I +no>Lm})
‘{cj=c,_i Acjc1 } (‘{no+ 1 >Ln1} +
A cj=cj } (‘{no } + I{,od+l >L})
j A cjc } (‘{izo } + I{nocI>})
Il faut noter que le cas j j — 1 est inclus dans la définition des c1 et c_1 en S’.
Donc, nous obtenons finalement:
Z\Depas(S’, S) =Depasj(S’)
— Depasjj(S)
Le calcul de ADepas(S’,S) et Apttrges(S’,S) se fait en 0(1) en utilisant les valeurs pré-
calculées et donc le calcul Z\(S’,S)cotiiej,r M*LDepas(S’,S) +Aptirges(S’,S) se fait en
0(1).
5.2.2.3 La mise à jour des valeurs pré-calculées nof et nof’ après un échange
actualiser_couleur(i1 ,i2)
1. si ï1 = 1, alors no = O
2. si e ce_1, alors j = ii —nof,
sinon j ï1
3. sic1 = c1_1, alors j2 i2+nof
4. i=i
5. tant que e
5.1 Ïongueur
— tongueur + 1
5.2 i=i+1
5.3 n4=i—j
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6. sij—1 >0, alors no’_1 = i—j
7. pourk allantdej ài—2 faire no = i—k
8. si <i2, allerà4.
fin
Comme on le voit, la variable j est toujours incrémentée de 1 et prend des valeurs
entre ij et j2. Les opérations liées à cette variable sont en O(i2 — j1). On ne revient en
arrière que pour mettre à jour les valeurs nof à l’étape 7, une fois qu’on a identifié la
sous-séquence. Puisque k prend nécessairement des valeurs entre ii et j2, les opérations
liées à k sont donc en O(i2 — j1). Ainsi, le pré-calcul se fait en 0(Ï), où / est la longueur
de la sous-séquence pour laquelle on met à jour les valeurs iiof et no.
Lors d’un échange(i, j), on met à jour les valeurs pour les voisinages immédiats de
i et j. Ces voisinages combinés ne peuvent avoir qu’au plus la longueur 4 * L,, + 2 et
donc la mise à jour pour un échange est dans O(L,1).
5.3 Voisinage par extraction\insertion
Le voisinage par extraction\insertion consiste à obtenir de nouvelles solutions à par
tir de la solution courante en extrayant un véhicule et en le réinsérant entre deux autres
véhicules de la séquence. Soit SG3ExtIns(i,j) l’opérateur qui correspond à l’extraction
du véhicule v et sa réinsertion entre les véhicules vj_ et y. On a alors
SExtIns(i,j) {v,. .. ,v,}, où:
— Si j < j, alors
— = v,Vl,l < j,
— v=v1÷1,VÏ,i<Ïeql<j—1,
—
= vi,
— v=v1,VÏ,Ï>j—1.
— Si j < j, alors
— v=v1VÏ,l<j,
— v =
— v=v1_1,VÏ,j<Ï<=i,
— v =vhVÏ,Ï <j.
N(S)
= {S”IS’ = SEJ3ExtIns(i,j),V(i,j) tel que i,j e {l,N],Tabou11 = O et j $ j}
Si on note S la solution courante, alors le voisinage par extraction\insertion est:
N(S) = {S’IS’ = SEDExtIns(i,j),V(i,j) tel que i,j e [l,N] et i j}
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5.3.1 Le coût d’une Extlns(i, j) pour les contraintes de ratio
Notons
S’ = SExtIns(i,j)
A — k+Denr—1
— 1=k VIr — 1V ttlllr
A — — k+Denr—2
— 1k Vir — I V ‘t11r
A + — k+Denr
— l=k Vir — 1V ttflt
AIk = k±Denr
1
VIr
—
Nitlflr
= k±Denr—1
Vr — NUlflr
= i=k
1
V;r NUîflr
Comme pour le voisinage par échanges, on s’intéresse au calcul de
VaÏr(S’) — VatrtS) pour une contrainte de ratio r donnée.
5.3.1.1 L’évaluation de L\r(S’,S) sous l’hypothèse Ii—il Den,
Soit S’ = SeExtlns(i,j). Nous calculons &(5’,S) sous l’hypothèse j — i Den,-.
Sous cette hypothèse, nous pouvons décomposer la somme correspondant à VaÏr(S)
ainsi
i—Denr j j—De,i,.
VaÏ,.(S) = Aji>çjj + +
k=1 k=i—Denr+1 ki+1
j-1 N
+ AkI{Ak>o}+AkI{Ak>o}
k=j—Denr+1 k=j
(5.15)
Par ailleurs, nous décomposons la somme correspondant à Vatr(S’) ainsi:
i—Denr i—1 jlDCllr
Vat,-(S’) = + +
k=1 k=i—Denr+I k=i
j-1 N
+ + AI{A>o}
k=j— I —Den,+ 1 k=j
(5.16)
En utilisant la définition de v, on obtient les relations suivantes pour A’k et Ak:
— A’k = Ak, Vk < i — Deiz,. puisque v,. = Vir pour Ï <j;
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— A’k =Ak+yVk,i k j—1 —Denr puisque v = v11,VÏ,i 1< j—1;
— A’k=Ak, Vk jpuisquev =vj,V1,t > j—1.
Donc, VaÏr(S’),Eq. (5.16) peut se réécrire comme suit:
i—Denr j—1 jDenr
VaÏr(S’) + +
k=1 k=i—Denr+1 k=j+1
i-1 N
+ AI{AI>o}+AkI{AK>o}
k=j—1—Denr-i-1 kj
(5.17)
Comme les premier, troisième et cinquième termes de droite dans les équations (5.17)
et (5.15) sont identiques, ils disparaissent dans le calcul de VaÏr(S’) —VaÏr(S)
&(S’,S) = Vatr(S’) —Vatr(S) =
=
— AkI{Ak>o}+
k=i—Denr+1 kjDeiir+1
i—1 i—1
+
— AkI{Ak>o}
k=j—1—Denr+1 k=j—Denr+1
(5.18)
Quand k prend des valeurs entre j
— Denr + 1 et i — 1, nous avons
iV1r +
Z±ei1r1
V(l+1)r. Pour rendre cette somme facile à calculer de façon
itérative en passant de i à j + 1, on ajoute et on enlève Vir dans A. On obtient alors
i k±DeizAk
= 1=k Vir —
Ainsi, le premier terme de (5.18) peut se réécrire comme
j-1 fk=j—Denr+1 + k ) {,r+>0}
Quand k prend des valeurs entre j — 1 — Deiz,- + 1 et j — 1, nous avons
A’k = 1_ (t+l)r+Vir+jtl Vit.
En utilisant le fait que V(1+1)r 1’tr, nous avons
AI — k+Denr—1
— t=k+1 Vir r Vit
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et donc le troisième terme de I’Eq. (5.18) peut se réécrire comme
=j—DeI1r+ y(Vir +A )‘{vjr+A >O}
Nous obtenons enfin:
t\r(S’S) —VaÏr(S’) Vatr(S) =
(_Vir+A)1{_v,r+A>O} — AkI{Ak>o}+
k=i—Denr+1 k=i—Denr+1
j i—1
+ (vit +A)I{V.+A->o} —
k=j—Denr+ I k—j—Denr+1
(5.19)
Si ï
—
j Den,., on obtient le même résultat que dans le cas j — i Den,. puisque la
structure de la séquence autour des positions j et j en S’ est la même , plus précisément
1’i—Ueizr+1, ,‘i— 1, i+l 11i+denr— 1, 1’j—denr+1” VJ 1, Vj, VJ,.. . Vj+deir_2.
5.3.1.2 Valeurs pré-calculées sous l’hypothèse j
—
j Den,.
A partir de (5.19), on choisit comme valeurs pré-calculées
— UExt? = k=i_Denr+1AkI{Aj!>O} — kzri_Denr+1AkI{Ak>O} pour l’extraction des
véhicules ï avec Vjr = O,
— UExtj’
= Lkj_Deflr+1(_1 +A)I{_l+Ak+>o} — i_Deur±1AkI{Ak>O} pour l’ex
traction des véhicules j avec Vfr = 1,
— UInsQ
= /j_De,, +1AI{Ak_>o} _YYkj_De,lr+1AkI{Ak>O} pourl’insertion des vé
hicules v avec Vjr = O,
— UInsj
= j_De,1+l(1 +A)I{y+A_>O}_j_De,l+1AkI{Ak>O}, pour l’insertion
des véhicules v avec Vi,. 1.
Soit UExt = UExt. En mémoire, on n’a besoin que de UIns?, UInsJ et UExt
Avec ces valeurs pre-calculées, on trouve facilement que &(S’, S) UExt + UIns.
5.3.1.3 La mise à jour des valeurs pré-calculées après une extraction\insertion
Après une extraction\insertion, il faut mettre à jour les valeurs pré-calculées Ui,- pOuf
tout véhicule entre les positions [j
—
Den,. + 1, i + Denr 21 et [j — Den,. + 1, j + Denr].
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Les autres véhicules ne subissent aucun changement dans leur voisinage et ne sont pas
concernés par l’extraction ou réinsertion du véhicule y.
On peut faire la mise à jour d’une séquence de longueur L en O(L+Denr), de la
même façon que pour les échanges à la Section 5.2.1.3. Ainsi, les calculs nécessaires
pour la mise àjour des valeurs pré-calculées entre les positions [j
— Denr + 1, i +Denr —2]
et [j — Denr + 1, j + Denrl se font en
O({(i—Denr+ 1)— (i+Denr—2) +Deflr] + [(j—Denr— 1)— (j—Denr) +Denr]) =
—
O(Den,.).
5.3.2 Le coût d’une Extlns(i, j) pour le nombre de purges de peinture
Notations
N nombre total de véhicules
N0 début de la journée J
c la couleur du véhicule i
L, la longueur maximale pour une sous-séquence de
véhicules consécutifs de la même couleur
nof le nombre de véhicules consécutifs avec la même
couleur situés à gauche de v
no1 le nombre de véhicules consécutifs avec la même
couleur situés à droite de v
On s’intéresse en même temps au nombre de purges de peinture et à la contrainte
forte de ne pas dépasser la longueur maximale d’une séquence.
ACouleur(S”, S) = M * ADepas(S’, S) + Apurges(S’ , S)
S’ = S+Extlns(i,j) avec {c}1 N ou
— si j <j,
— c=ckVk,k<i
— CCkyVik,k<jl
— c_1 = c
— C—CkVk,kj
— si j>
— C = Ck Vk < j
— ci = ci
— CCk_lVk,j<kl
— CCkVk,k>j
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— si j J — 1, l’insertion ne change pas la séquence; après Extlns(i,j), le véhicule
v est toujours à la position i.
— si i = j+ 1, le mouvement Extlns(i,j) est équivalent à échange(i,j).
— si j> j, le mouvement Extlns(i,j) est équivalent à Extlns(i’,j’) avec j’ <j’; il
suffit d’inverser l’ordre de la séquence avec j’ = N — i < j’ = N
— j et on traite
Extlns(N— i,N—j— 1). Pour la suite de l’analyse, nous assumons donc i <j.
5.3.2.1 L’évaluation du A11rges(5’ , S), le nombre de purges causées par une
extraction\insertion
L’objectif lié au nombre de purges est facile à évaluer. Il y a une purge de peinture
chaque fois qu’on change de couleur, ce qui correspond à
N
).k=N0 ‘{ckck_ 1 }
Tout comme pour les échanges, lorsqu’on fait une extraction\insertion, il suffit de
vérifier une courte suite de scénarios pour obtenir z\Furges, où les seules informations
nécessaires sont c1 i ,cj_ i ,Cj,C.j+ 1•
Si 1< j—l, alors
Pttrges(S’, 5) =
‘C’kC’k I — ‘CkCk_Ik=N0 k=No
‘Ci_1 Ci+ i + ‘Cj 1 cj + ‘CjCj1 — ‘C,_1 Ci — ‘CjCj1 — ‘Cj_l Cj
La formule est la même si j < i — 1 puisque les voisins immédiats de v et sont les
mêmes.
5.3.2.2 L’évaluation de ADpas(S’ , S), les dépassements de la longueur maximale
d’une séquence de véhicules de même couleur causées par une
extraction\insertion
Soit 5k une séquence maximale de véhicules de même couleur. La valeur de S au
niveau des dépassements de longueur maximale est la somme
VSk 1{ Sk >L,,1}
On aimerait avoir l’évaluation d’une extraction \ insertion en 0(1). Pour faire ceci,
nous utilisons le même voisinage immédiat des véhicules i et j que celui pour les échanges.
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Ce voisinage est formé des deux séquences de véhicules de même couleur situés immé
diatement à droite et à gauche des positions i et j, respectivement.
Soit no’ le nombre de véhicules consécutifs avec la même couleur situés à gauche de
v et iiof le nombre de véhicules consécutifs avec la même couleur situés à droite de v.
La couleur du groupe qui est à la gauche d’un véhicule i est donnée par ci_i et à la droite
par c. Nous allons traiter deux cas distincts dans le calcul de ADe1,as(S’,S), soit
— a) j Voisinagej et j Voisinage
— b) j Voisinage ou i e Voisinagej
a) L’évaluation de ADepas(S’,S) si j Voisinage et j Voisinages
Puisque j Voisinagej et j Voisinage1, les voisinages à gauche et à droite de v
ne changent pas suite à la réinsertion de v en S’. Le seul changement de S à S’ dans
le voisinage de j est l’extraction de v. Soit ADe1jas(S’ , S) la différence de dépassements
entre S’ et S dans le voisinage de i.
Nous allons procéder à une analyse de cas sur la valeur de ADeJ,as(S’,S) pour l’ex
traction. Par la suite, ce résultat sera utilisé pour déduire le A correspondant à la réin
sertion de v à la position j. En effet, ADepastS’,S) j = ADepas(S,S’)j, l’extraction étant
l’opération inverse de l’insertion.
Dans le voisinage de j, il y a quatre cas possibles à traiter afin d’obtenir ADe1,as(S’ , S)j:
1. Sic c1_ Ac = ci+l, le véhicule v est au milieu d’une sous-séquence. Lors de
son extraction la longueur totale de la séquence diminue de 1.
f ! Cï—q_ Aci=ci+iADepas S S)1
‘{no +no >L,,7} 1 +no >L,,7}
2. Si c = c1_ Ac1 c1, le véhicule v est l’extrémité droite d’une sous-séquence.
Lors de son extraction la longueur totale de la sous-séquence gauche diminue de
1, la sous-séquence droite demeure inchangée.
f \CjCj_ Acc+iADepasS ,S)i
— ‘{no+1>L11}
3. Si c Ci_1 Ac = le véhicule v est l’extrémité gauche d’une sous-séquence.
Lors de son extraction, la longueur totale de la sous-séquence droite diminue de 1,
la sous-séquence gauche demeure inchangée.
f , cc_i Ac,=c+iADepas ) i >L,,} — 1 +no >L}
4. Si e AC le véhicule v est une sous-séquence en soi. Le véhicule ne
peut pas causer un dépassement puisque L,?Z > 1. Les sous-séquences à gauche
et à droite peuvent toutefois contenir des dépassements. Lors de l’extraction, si
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rien ne change et ADepas(S’,S) est 0, sinon les deux sous-séquences
sont fusionnées.
A ccj1 Ac,c1_i (r r ïL\DepasJ j } {no ±no’>L,,,,} — ‘{nof >L,,} —
En mettant tous les cas ensemble, on obtient:
ADepas (S’, S)1 =‘{cj=c_i Ac=c,+i } (‘{no±nof>Lnax} — 1{no+ 1±no>L,,,})
‘{cj=c11 Aci#c+i } >L,} — 1 >L,,,})
‘{CjCj_l Actct+i } (‘{izo>L,nat} — I{ 1+no>L,,,})
‘{c, c_ i A c, i A c1_ i } +no >L,} ‘{uo >L,,,at} Ifl0d >L})
(5.20)
En utilisant le fait que l’extraction est l’opération inverse de l’insertion, on peut ré
écrire la formule précédente pour S’ avec la nouvelle position de y. Puisque j Voisinage
et j Voisinage1, la seule modification dans le voisinage à droite de j — 1 et à gauche de
j correspond à l’insertion de v entre les deux positions. Ainsi no = no et no = no’_1.
ADepas(S’,S)j tDepas(5,S’)j
‘{C,=Cj_l Aci=cj}(1{no±noi>L,,ï} +
+ ‘{cjc_ A cicj} (‘{no >L,,} + ‘{io+ 1 >L} ) +
+
‘{cjc_ i A c=c } 1>L,,,} + I{1 +noT_ 1>L,,,} ) +
+ ‘{c,c_ Ac1cj A c1 _c1} ( ‘{no+no1 >L} + I{,4 + ‘( >L,})
(5.21)
En conclusion, la valeur de ADepas(S’,S) est
ADepas (S’, S) = ADepas (S’, S) + ZXDepas (S’, S)j
(5.22)
b) L’évaluation de ADepas(S’, S) si j e Voisinage1 ou j e Voisinage1
Soit i < j, on peut résumer la discussion à deux grands cas:
— i < j et j E Voisinage1
i < j, i Voisinage1 et donc j E Voisinage1
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a. i < j et i E Voisinage
Ceci correspond à j > j — ce qui est équivalent à dire que c = c11 =
c1_. Le véhicule v fait partie d’une sous-séquence de même couleur située à la
gauche du véhicule Vj. Après l’extraction et l’insertion, le véhicule v appartien
dra à la même sous-séquence. Donc, au niveau des dépassements, il n’y aucun
changement de S à S’ et tDepas(S’, S) = 0, peu importe les autres conditions.
b. i <j, Voisinagej et j e Voisinagej
Puisque] e Voisinages, i+nof > j, ce qui est équivalent à c c+i = ... = cj_i =
e (c sinon on se trouve de nouveau dans le cas i e Voisinage). Les mo
difications suite à l’extraction sont
j. Si ci_y = c, le véhicule v est à l’extrémité droite d’une sous-séquence. Dans
ce cas, la longueur de la sous-séquence diminue de 1 suite à l’extraction.
Pour L\Dei,as(S’,S), la contribution sera
i =cJ (‘{uo >L,} — 1 >L,, })
ii. Si c_ c, le véhicule v est une sous-séquence en soi, cette sous-séquence
ne peut pas causer de dépassements.
Les modifications suite à l’insertion sont:
Puisque e c_ etc = cj_, l’insertion du véhicule v entre et v brise la
sous-séquence dont v_ et vj faisaient partie.
i. Si c_ i, la nouvelle sous-séquence contenant a j — i — j véhicules,
et celle contenant a no1 véhicules. Pour ADepas(S’,S), la contribution
sera
ci+i } (‘{j—l —i>L,,7.} + ‘{no1 >L,}
— ‘{iio+no_1 >Lrnax})
ii. Si ci_1 = Cj+1, la sous-séquence à gauche de jet celle à droite de ï deviennent
une seule sous-séquence suite à l’extraction. Alors, dans S’, II y aura à la
gauche de v no + j — 1 — j véhicules et à la droite noL véhicules. Pour
ADepas(S’,S), la contribution sera
=ci } (‘{,io+(j— 1 —i)>L,1} —
—
En sommant sur tous les cas possibles lors de l’extraction et de l’insertion, on
obtient finalement:
ADepas (S’, S) ‘{c1_1 C1 } (‘{no >L,,1} — ‘{iio+1 >L,,} ) +
+ ‘{c1_ t cj } (I{j_1 —i>L,,,} + ‘{no1 >L,} — ‘{no+no 1>L,,,} ) +
+ ‘{c1_j
—c,+1 } (‘{no +(j1 i)>Lmax} ‘{nof>L,,,}
CHAPITRE 6
RÉSULTATS
Dans ce chapitre, nous présentons d’abord une description générale des instances,
suivie des résultats et d’une analyse de l’évolution de la qualité des solutions en fonc
tion des temps de calcul. Nous présentons aussi des résultats touchant à la difficulté des
instances et à la complexité en temps de calcul de l’algorithme. Pour ce qui est des ré
sultats, les meilleures solutions connues pour les instances considérées sont comparées
avec celles des deux heuristiques décrites dans le chapitre 2, la première utilisant la
Relaxation séquentielle et la deuxième utilisant la Relaxation stoclzastique. Toutes les
valeurs ont été obtenues dans les conditions du Challenge ROADEF [5], soit 600 se
condes de temps de calcul sur un PC Pentium4/l .6 Ghz/win2000/l Go RAM.
Trois ensembles d’instances tests ont été proposés pour la compétition ROADEF.
Deux étaient fournis aux participants pendant la compétition, soit les ensembles A et B.
Un troisième, l’ensemble X, n’a été révélé que pour la phase finale de la compétition.
Les ensembles A, B etX contiennent 16,45 et 19 instances, respectivement, pour un total
de 80 instances.
Globalement, nous obtenons la meilleure solution connue pour l’objectif de premier
niveau pour 77 instances et la meilleure solution connue pour les trois niveaux d’ob
jectifs pour 10 instances. De plus, en donnant le même poids à toutes les instances et
en sommant sur les valeurs brutes des solutions, nous nous classons au troisième rang
parmi les 1$ équipes participantes.
La nature du problème ainsi que les approches utilisées diffèrent selon la hiérarchie
des objectifs. Nous allons donc regrouper les résultats selon les trois grands types de
problèmes induits par cette hiérarchie des objectifs, soit:
— EP_ENP, contraintes de ratio prioritaires, contraintes de ratio non prioritaires,
purges de peinture;
— EF_RAF, contraintes de ratio prioritaires, purges de peinture, contraintes de ratio
non prioritaires;
— RAF_EF, rafales de peinture, contraintes de ratio prioritaires, contraintes de ratio
non prioritaires.
Comme on peut le voir dans le Tableau 6.1, les instances de type EP_ENP,EP_RAF
et RAF_EF ne sont pas uniformément distribuées entre les ensembles A, B et X. Ainsi, on
a 22, 36 et 22 instances de type EF_ENP, EF_RAF et RAF_EP, respectivement. Dans
les tableaux à venir, où les résultats sont divisés par type de problèmes, nous ajoutons
donc pour chaque instance sa provenance (A, B ou X) à la fin de l’identificateur.
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Type de problème Set A Set B Set X
EP_ENF 4 15 3 22
EF_RAF 8 15 13 36
RAF_EP 4 15 3 22
16 45 19 80
Tableau 6.1 — Provenance des instances
Notation
M nombre total de modèles de véhicules
MEP nombre de modèles avec contraintes de ratio prioritaires
N nombre total de véhicules
N nombre de couleurs différentes
moyenne des dénominateurs des contraintes de ratio
Diffinax maximum des difficultés des contraintes de ratio (voir equation 3.1)
6.1 Instances EP_ENP
Dans les 22 instances EP_ENF, le nombre de modèles M varie entre 11 et 340 pour
une moyenne de 157. En considérant seulement le nombre de modèles associés à des
contraintes de ratio prioritaires, MEP, nous retrouvons entre 2 et 26 modèles pour une
moyenne de 11. Si le nombre de modèles est assez peu élevé, il y a par contre entre 65
et 1315 véhicules par instance, pour une moyenne de 718 véhicules.
Le nombre de contraintes de ratio prioritaires varie entre 1 et 11 et est en moyenne de
5. Pat ailleurs, le nombre de contraintes de ratio non-prioritaires varie entre 1 et 19 et est
en moyenne de 9. Le dénominateur moyen est de 7,2 et 9,2, pour les contraintes de ratio
prioritaires et non-prioritaires, respectivement. La difficulté maximale peut aller jusqu’à
2, 17 et 4, 17, pour les contraintes de ratio prioritaires et non-prioritaires, respectivement.
Enfin, le nombre de couleurs varie entre 4 et 25 pour une moyenne de 14.
Il faut noter que le nombre de contraintes de ratio prioritaires et deux fois moins
élevé en moyenne que le nombre de contraintes de ratio non-prioritaires. Cela veut dire
qu’en relaxant les contraintes non-prioritaires, le temps de calcul peut être réduit de
66% environ. En pratique, le temps où la relaxation est appliquée dépend du nombre de
contraintes non-prioritaires, de leur dénominateur moyen, ainsi que de la valeur courante
de l’objectif de premier niveau.
La complexité des heuristiques de construction de premier niveau est O(N * MEP *
NEP). La construction est donc favorisée par un petit nombre de modèles associé à des
contraintes de ratio prioritaires ainsi que par un petit nombre de contraintes de ratio prio
ritaires. Cela permet une utilisation efficace de l’heuristique de construction dynamique
ou de l’utilisation répétitive de l’heuristique de construction stochastique.
La complexité liée à une itération tabou est O(NR * N2), où NR est le nombre total
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de contraintes de ratio, soit + NINP. Cette complexité est due à l’évaluation du
voisinage. C’est donc une quantité qu’on peut réduire en limitant la taille du voisinage
exploré.
Dans le tableau 6.3, nous présentons les résultats obtenus pour les instances EF_ENF.
La première colonne contient l’identificateur de l’instance. La deuxième colonne contient
les solutions de départ fournies par Renault. Nos solutions se trouvent dans les colonnes
Algorithme original (relaxation séquentielle) et Algorithme avec relaxation stochastique.
Dans chacun des cas, les valeurs numériques correspondent à l’écart avec la meilleure
solution rapportée. Par exemple, un écart de 0,0522 signifie que la solution est à 5,22%
de la meilleure solution.
Pour les 22 instances EP_ENP, nous avons obtenu la meilleure solution de premier
niveau pour 21 instances, la meilleure solution de premier et deuxième niveau pour 12
instances, et la meilleure solution pour les trois niveaux d’objectifs pour 3 instances, On
observe un écart moyen de 9,6% avec la meilleure solution. Par contre pour 14 instances
sur 22 on obtient un écart inférieur à 1%. Il y a entre autres un petit nombre d’instances
où les résultats sont mauvais et qui dégradent beaucoup la moyenne.
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Instances EP_ENP M MEP N N EP ENP
Instance # i5 Di” # 73 Di”t
024_383_EP_ENP_RAF_A 23$ 8 1260 14 5 6.4 0.96 $ 6.8 0.95
024_38_5_EP_ENP_RAF_A 215 8 1315 14 5 6.4 0.96 8 6.8 0.96
025_38_1_EP_ENP_RAF_A 288 11 1004 25 4 4.5 0.75 18 22.3 1.12
04$_39_1_EP_ENP_RAF_A 230 17 600 13 5 4.4 0.99 12 8.1 0.97
022_EP_ENP_RAF_B 80 4 526 14 2 4.5 0.86 7 6.4 1.00
023_EP_ENP_RAF_B 147 19 1110 14 9 5.2 1.05 $ 2.5 0.54
024_V2_EP_ENP_RAF_B 262 11 1270 14 6 12.5 1.36 7 29.6 1.26
025_EP_ENP_RAF_B 254 11 1161 20 4 4.5 0.81 12 14.1 4.17
028_chl_EP_ENP_RAF_B 144 17 365 21 9 8.7 1.14 11 7.9 0.95
02$_ch2_EP_ENP_RAF_B 12 2 65 4 1 6.0 0.74 8 6.5 2.00
029_EP_ENP_RAF_B 56 6 730 13 4 5.8 1.03 3 16.0 1.09
035_chlEP_ENP_RAF_B 25 3 128 8 2 5.5 1.33 2 2.5 1.34
035_ch2_EP_ENP_RAF_B 25 7 269 8 3 6.7 2.17 2 13.5 2.39
039_chl_EP_ENP_RAF_B 340 2 1231 16 2 11.5 0.58 9 12.2 0.85
039_ch3_EP_ENP_RAF_B 120 3 1000 18 2 4.0 0.66 9 46.1 0.88
048_chl_EP_ENP_RAF_B 254 16 591 15 6 3.0 0.90 19 56.9 0.70
048_ch2_EP_ENP_RAF_B 132 24 546 13 7 5.6 0.90 16 13.3 0.59
064ch1_EP_ENP_RAF_B 193 21 825 15 11 9.6 0.89 3 10.3 0.97
064_ch2EP_ENP_RAF_B 40 6 412 11 4 12.3 0.90 1 21.0 1.17
025_EP_ENP_RAF_X 236 26 996 20 6 4.3 0.94 14 16.6 1.20
02$_CH1_EP_ENP_RAF_X 151 20 325 16 9 11.1 1.13 17 25.1 1.97
028_CH2_EP_ENP_RAF_X 11 2 65 5 1 6.0 0.86 5 5.8 0.90
Tableau 6.2
— Description des instances EP_ENP
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Solution Algorithme Algorithme avec
Instances EP_ENP de départ original relaxation stochastique
024_38_3_EP_ENP_RAF_A 20.5191 0.0070 0.0058
024_3 8_5_EP_ENP_RAF_A 26.3079 0.0067 0.0056
025_38_1_EP_ENP_RAF_A 20.8112 0.8926 0.8027
048_39_1_EP_ENP_RAF_A 686.8711 0.2126 0.2457
022_EP_ENP_RAF_B 5.1856 0.0055 0.0119
023_EP_ENP_RAF_B 5.8750 0.0000 0.0000
024_V2_EP_ENP_RAF_B 1.1426 0.0272 0.0290
025_EP_ENP_RAF_B 1.0440 0.0041 0.0059
028_chl_EP_ENP_RAF_B 1.2424 0.0001 0.0005
02$_ch2_EP_ENP_RAf_B 1.0001 0.0000 0.0000
029_EP_ENP_RÀF_B 1.6999 0.0000 0.0000
035_chl_EP_ENP_RAF_B 1.0001 0.0000 0.0000
035_ch2_EP_ENP_RAF_B 1.0078 0.0000 0.0000
039_ch 1 2.0022 0.0033 0.0076
039_ch3_EP_ENP_RAF_B 52.0000 0.3401 0.2792
048_chl_EP_ENP_RAF_B 5041.4400 0.2150 0.1750
048_ch2_EP_ENP_RAF_B 3.6664 0.0000 0.0000
064_chl_EP_ENP_RAF_B 204.6648 0.3187 0.2637
064_ch2_EP_ENP_RAF_B 1.0147 0.0001 0.0001
025_EP_ENP_RAF_X 237.8402 0.0882 0.0450
02$_CHI_EP_ENP_RAF_X 1.3075 0.1118 0.0006
028_CH2_EP_ENP_RAF_X 1000002.6667 0.0000 0.0000
Tableau 6.3
— Résultats pour les instances EP_ENP
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6.2 Instances EP_RAF
Pour les 36 instances EP_RAF, le nombre de modèles M varie entre 12 et 340 pour
une moyenne de 142. En considérant seulement le nombre de modèles associés à des
contraintes de ratio prioritaire, MEP, le nombre varie entre I et 30 pour une moyenne
de 10. Si le nombre de modèles est assez peu élevé, il y a par contre entre 65 et 1319
véhicules pour une moyenne de 735 véhicules par instance.
Le nombre de contraintes de ratio prioritaires varie entre 1 et 11 et est en moyenne de
5. Par ailleurs, le nombre de contraintes de ratio non-prioritaires varie entre O et 19 et est
en moyenne de 7. Le dénominateur moyen est de 9,2 et 20,5, pour les contraintes de ratio
prioritaires et non-prioritaires, respectivement. La difficulté maximale peut aller jusqu’à
2, 17 et 4, 17, pour les contraintes de ratio prioritaires et non-prioritaires, respectivement.
Enfin, le nombre de couleurs varie entre 4 et 25 pour une moyenne de 14.
Dans le tableau 6.5, nous présentons les résultats obtenus sur les instances EP_RAF.
Le format de ce tableau est identique à celui du tableau 6.3. Pour les 36 instances
EF_RAF, nous obtenons la meilleure solution de premier niveau pour 34 instances, la
meilleure solution de premier et deuxième niveau pour 5 instances, et la meilleure solu
tion en pour les trois niveaux d’objectifs pour 3 instances. On observe un écart moyen
de 7,3% avec la meilleure solution. Il y a 13 instances où l’écart est inférieur à 1% et 7
instances additionnelles ou l’écart est dans l’ordre de 2— 3%.
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Instances EP_RAF M MEP N N EP EN?
Instance Ditm
-
Di1?1
022_3_4_EP_RAF_ENP_A 59 5 485 13 3 4.3 0.85 6 7.2 0.33
024_38_3_EP_RAF_ENP_A 238 8 1260 14 5 6.4 0.96 8 6.8 0.95
024_38_5_EP_RAF_ENP_A 215 8 1315 14 5 6.4 0.96 8 6.8 0.96
025_38_1_EP_RAF_ENP_A 11 1004 T 4.5 0.75 18 22.3 1.12
039_38_4_EP_RAF_chl_A ÏÏ 20 954 ÏT 16.0 1.03 T 0.0 0.00
048_39_1_EP_RAF_ENP_A 230 17 600 iï 5 4.4 0.99 iï 8.1 0.97
064_38_2_EP_RAF_ENP_chl_A 134 15 875 15 7 10.0 0.71 2 4.5 1.83
064_38_2_EP_RAF_ENP_ch2_A 38 6 335 13 4 36.5 0.96 2 11.5 0.87
022_EP_RAF_ENP_B 80 4 526 14 2 4.5 0.86 7 6.4 1.00
023_EP_RAF_ENP_B 147 19 1110 14 9 5.2 1.05 8 2.5 0.54
024_V2_EPRAF_ENP.B 262 11 1270 14 6 12.5 1.36 7 29.6 1.26
025_EP_RAF_ENP_B 254 11 1161 20 4 4.5 0.81 12 14.1 4.17
028_chl_EP_RAF_ENP_B 144 17 365 21 9 8.7 1.14 11 7.9 0.95
028_ch2_EP_RAF_ENP_B 12 2 65 4 1 6.0 0.74 8 6.5 2.00
029_EP_RAF_ENP_B 56 6 730 13 4 5.8 1.03 3 16.0 1.09
035_chl_EP_RAF_ENP_B 25 3 128 8 2 5.5 1.33 2 2.5 1.34
035_ch2EP_RÀF_ENP_B 25 7 269 8 3 6.7 2.17 2 13.5 2.39
039_chl_EP_RAF_ENP_B 340 2 1231 16 2 11.5 0.58 9 12.2 0.85
039_ch3_EP_RAF_ENP_B 120 3 1000 18 2 4.0 0.66 9 46.1 0.88
048_chl_EP_RAF_ENP_B 254 16 591 15 6 3.0 0.90 19 56.9 0.70
048_ch2_EP_RAF_ENP_B 132 24 546 13 7 5.6 0.90 16 13.3 0.59
064_chl_EP_RAF_ENP_B 193 21 825 15 11 9.6 0.89 3 10.3 0.97
064_ch2_EP_RAF_ENP_B 40 6 412 11 4 12.3 0.90 1 21.0 1.17
023_EP_RAF_ENP_X 203 17 1260 14 5 9.8 0.87 7 5.0 0.81
024_EP_RAF_ENP_X 276 15 1319 16 7 5.6 0.99 11 8.9 0.66
029_.EP_RAF_ENP_X 74 6 780 15 4 5.3 0.69 3 16.0 0.98
034_VP_EPRAF_ENP_X 65 4 921 11 3 12.0 0.94 5 18.2 1.32
034_VU_EP_RAF_ENP_X 25 6 231 $ 6 9.0 1.10 2 9.0 1.13
039_CH1_EP_RAF_ENP_X 329 1 1247 16 1 20.0 0.00 11 38.5 0.84
039_CH3_EP_RAF_ENP_X 157 3 1037 18 2 4.0 0.76 10 53.4 0.88
048_CH1_EP_RAF_ENP_X 210 16 519 14 6 3.0 0.93 16 31.4 3.46
048_CH2_EP_RAF_ENP_X 142 30 459 14 8 5.5 1.07 12 16.0 0.64
064_CH1_EP_RAF_ENP_X 157 19 875 14 9 19.0 1.07 2 7.0 0.86
064_CH2_EP_RAF_ENP_X 43 10 273 13 6 23.2 0.69 0 0.0 0.00
655_CH1_EP_RAF_ENPX 20 2 264 10 4 5.3 0.09 1 5.0 0.11
655_CH2_EP_RAF_ENP_X 19 5 219 8 4 8.5 1.69 0 0.0 0.00
Tableau 6.4 — Description des instances EF_RAF
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Solution Algorithme Algorithme avec
Instances EF_RAF de départ original relaxation stochastique
022_3_4_EP_RAF_ENP_A 66.7721 0.2580 0.1613
024_38_3_EP_RAF_ENP_A 17.2657 0.0144 0.0137
024_38_5_EP_RAF_ENP_A 23.0061 0.0117 0.0126
025_38_1_EP_RAF_ENP_A 1.2637 0.0698 0.044$
039_38_4_EP_RAF_chl_A 9.9192 0.0771 0.0779
048_39_1_EP_RAF_ENP_A 201.4917 0.0863 0.0808
064_38_2_EP_RAF_ENP_chl_A 19.4733 0.1686 0.2041
064_3 8_2_EP_RAF_ENP_ch2_A $23 .6484 0.0002 0.0588
022_EP_RAF_ENP_B 2.9324 0.6803 0.4181
023_EP_RAF_ENP_B 5.6374 0.0008 0.0010
024_V2_EP_RAF_ENP_B 1.1555 0.0318 0.0271
025_EP_RAF_ENP_B 13.1288 0.2935 0.2335
028_chl_EP_RAF_ENP_B 1.1484 0.0002 0.0001
028_ch2_EP_RAF_ENP_B 1.9828 0.0000 0.0000
029_EPRAF_ENP_B 1.9112 0.0002 0.0001
035_chl_EP_RAF_ENP_B 1.0450 0.0000 0.0000
035_ch2_EP_RAF_ENP_B 1.0312 0.0000 0.0000
039_chl_EP_RAF_ENP_B 1.3866 0.1228 0.0534
039_ch3_EP_RAF_ENP_B 1.1276 0.0382 0.0163
048_eh 1_EP_RAF_ENP_B 7.6438 0.0631 0.0440
048_ch2_EP_RAF_ENP_B 4.5675 0.0068 0.0065
064_chl_EP_RAF_ENP_B 32. 1017 0.2544 0.2077
064_ch2_EP_RAF_ENP_B 1.0773 0.0077 0.0308
023_EP_RAF_ENP_X 32.3647 0.0551 0.0604
024_EP_RAF_ENP_X 194.1361 0.2167 0.2196
029_EP_RAF_ENP_X 1.5685 0.1793 0.0888
034_VP_EP_RAF_ENP_X 376.5996 0.1025 0.0313
034_VUEP_RAF_ENP_X 8.2975 0.0005 0.0002
039_CH1_EP_RAF_ENP_X 1.2785 0.0015 0.0021
039_CH3EP_RAF_ENP_X 5.4203 0.0263 0.0221
048_CH1_EP_RAF_ENP_X 36.5636 0.0208 0.0308
048_CH2_EP_RAF_ENP_X 2.0308 0.0004 0.0004
064_CH 1 1.2133 0.0006 0.0008
064_CH2_EP_RAF_ENP_X 1.3784 0.1081 0.0811
655_CH 1_EP_RAF_ENP_X 2.2333 0.0000 0.0000
655_CH2_EP_RAF_ENP_X 1.0198 0.0000 0.0000
Tableau 6.5
— Résultats pour les instances EF_RAF
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6.3 Instances RAF_EF
Pour les 22 instances RAF_EF le nombre de modèles M varie entre 12 et 340 pour
une moyenne de 116 par instance. En considérant seulement le nombre de modèles as
sociés à des contraintes de ratio prioritaires, MEP, le nombre varie entre 2 et 24 pour une
moyenne de 10. Si le nombre de modèles est assez peu élevé, il y a par contre entre 65
et 1270 véhicules par instance, pour une moyenne de 639.
Le nombre de contraintes de ratio prioritaires varie entre 1 et 11 et est en moyenne
de 4. Par ailleurs, le nombre de contraintes de ratio non-prioritaires varie entre O et 57 et
est en moyenne de 13. Le dénominateur moyen est de 9,0 et 19,6, pour les contraintes
de ratio prioritaires et non-prioritaires, respectivement. La difficulté maximale peut aller
jusqu’à 2, 17 et 4, 17, pour les contraintes de ratio prioritaires et non-prioritaires, respec
tivement. Enfin, le nombre de couleurs varie entre 4 et 21 pour une moyenne de 13.
Dans le tableau 6.7, nous présentons les résultats obtenus sur les instances RAF_EP.
Le format du tableau 6.7 est identique à celui du tableau 6.3. Pour les 22 instances
RAF_EP, nous obtenons la solution optimale de premier niveau pour toutes les ins
tances, la meilleure solution de premier et deuxième niveau pour 10 instances et la
meilleure solution pour les trois niveaux d’objectifs pour 4 instances. On observe un
écart moyen de seulement 0,026% avec la meilleure solution.
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Instances RAF_EP T MEP N N EP ENP
Instance b Di’ # Ditm
022_3_4_RAF_EP_ENP_A 5 485 ï 4.3 0.85 7.2 0.33
039_3$_4_RAF_EP_chl_A 114 20 954 15 5 16.0 1.03 0 0.0 0.00
064_38_2_RAF_EP_ENP_chl_A ÏT 15 875 ï Ï 10.0 0.71 2 4.5 1.83
064_38_2_RAf_EP_ENP_ch2_A 38 6 335 13 4 36.5 0.96 2 11.5 0.87
022_RAF_EP_ENP_B $0 4 526 14 2 4.5 0.86 7 6.4 1.00
023_RAF_EP_ENP_B 147 19 1110 14 9 5.2 1.05 $ 2.5 0.54
024_V2_RAF_EP_ENP_B 262 11 1270 14 6 12.5 1.36 7 29.6 1.26
025_RAF_EP_ENP_B 254 11 1161 20 4 4.5 0.81 12 14.1 4.17
028_chl_RAF_EP_ENP_B 144 17 365 21 9 8.7 1.14 11 7.9 0.95
028_ch2_RAf_EP_ENP_B 12 2 65 4 1 6.0 0.74 8 6.5 2.00
029_RAF_EP_ENP_.B 56 6 730 13 4 5.8 1.03 3 16.0 1.09
035_chl_RAF_EP_ENP_B 25 3 128 8 2 5.5 1.33 2 2.5 1.34
035_ch2_RAF_EP_ENP_B 25 7 269 8 3 6.7 2.17 2 13.5 2.39
039_chl_RAF_EP_ENP_B 340 2 1231 16 2 11.5 0.58 9 12.2 0.85
039_ch3_RAF_EP_ENP_B 120 3 1000 18 2 4.0 0.66 9 46.1 0.88
048_chl_RAF_EP_ENP_B 254 16 591 15 6 3.0 0.90 19 56.9 0.70
048_ch2_RAF_EP_ENP_B 132 24 546 13 7 5.6 0.90 16 13.3 0.59
064ch1_RAf_EP_ENP_B 193 21 825 15 11 9.6 0.89 3 10.3 0.97
064_ch2_RAF_EP_ENP_B 40 6 412 11 4 12.3 0.90 1 21.0 1.17
022_RAF_EP_ENPX 85 6 704 14 3 4.0 0.63 9 5.9 0.68
035_CHLRAF_EP_X 12 2 90 7 1 2.0 1.12 0 0.0 0.00
035_CH2_RAF_EP_X 20 3 376 8 2 2.0 0.94 0 0.0 0.00
Tableau 6.6 — Description des instances RAF_EF
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Solution Algorithme Algorithme avec
Instances RAF_EF de départ original relaxation stochastique
022_3_4_RAF_EP_ENP_A 1.0008 0.0001 0.0002
039_38_4_RAF_EP_chÏ_A 1.0181 0.0014 0.0015
064_3$_2_RAF_EP_ENP_ch l_A 1.0164 0.0002 0.0002
064_3$_2_RAF_EP_ENP_ch2_A 1.1034 0.0000 0.0000
022_RAF_EP_ENP_B 1.0001 0.0000 0.0000
023_RAF_EP_ENP_B 1.020$ 0.0005 0.0006
024_V2_RAF_EP_ENP_B 1.0103 0.0016 0.0014
025_RAF_EP_ENP_B 1.0082 0.0002 0.000 1
028ch 1_RAF_EP_ENP_B 1.0264 0.0000 0.0000
02$_ch2_RAF_EP_ENP_B 2.0000 0.0000 0.0000
029_RAF_EP_ENP_B 1.0202 0.0003 0.0004
035_chl_RAF_EP_ENP_B 1.0010 0.0000 0.0002
035_ch2_RAF_EP_ENP_B 1.0004 0.0001 0.0001
039ch 1_RAF_EP_ENP_B 1.2725 0.0000 0.0000
039_ch3_RAF_EP_ENP_3 1.0169 0.0000 0.0000
048_ch 1 1.0160 0.0001 0.0001
048_ch2_RAF_EP_ENP_B 1.0178 0.0001 0.0001
064_chl_RAF_EP_ENP_B 1.016$ 0.0003 0.0002
064_ch2_RAF_EP_ENP_B 1.0322 0.0000 0.0000
022_RÀF_EP_ENP_X 1.0833 0.0000 0.0000
035_CH1_RAF_EP_X 1.1996 0.0000 0.0002
035_CH2_RAF_EP_X 1.1651 0.0000 0.0000
Tableau 6.7
— Résultats pour les instances RAF_EP
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6.4 Étude de sensibilité des paramètres
En étudiant l’écart par rapport à la meilleure solution connue, on peut observer que
les paramètres les plus importants sont la taille des instances et le nombre de modèles de
véhicules associé à des contraintes de ratio prioritaires, MEP. Par ailleurs, une analyse
selon le nombre de rafales de peinture n’est pas pertinente puisque ce nombre ne varie
presque pas d’une instance à l’autre.
Dans les tableaux 6.8, 6.9 et 6.10, nous présentons les résultats obtenus selon la
taille des instances. La première colonne présente les différentes catégories pour la taille,
soit O — 500 véhicules, 500
— 1000 véhicules et 1000 — 1500 véhicules. Dans les quatre
colonnes suivantes, on retrouve le pourcentage des instances où l’écart par rapport à
la meilleure solution connue se situe sous un certain seuil, soit 5%, 1%, 0.1%, 0.01%
pour les problèmes EP_ENF et EF_RAF et 0.05%, 0.01%, 0.001%, 0.0001%, pour les
problèmes de type RAF_EF. La dernière colonne contient le nombre d’instances dans
chaque catégorie.
Lorsque la taille des instances augmente, on observe que l’écart avec la meilleure so
lution connue tend également à augmenter. Il y a toutefois une anomalie dans les tableaux
6.8, 6.9, puisque les résultats sont meilleurs pour la catégorie 1000— 1500 véhicules que
pour la catégorie 500— 1000. En fait, ceci s’explique par le fait que les instances avec 500
à 1000 véhicules ont en moyenne un nombre de modèles de véhicules avec contraintes
de ratio prioritaires plus élevé que les instances avec 1000 à 1500 véhicules (voir plus
bas).
Nombre de Écart de la meilleure solution Nombre
véhicules <5% <1% <0.1% <0.01% d’instances
0-500 100% 100% 100% 57% 7
500-1000 57% 43% 29% 29% 7
500-1500 88% 63% 13% 13% 8
Tableau 6.8 — Analyse des résultats selon la taille des instances EP_ENF
Nombre de Écart de la meilleure solution Nombre
véhicules <5% <1% <0.1% <0.01% d’instances
0-500 83% 67% 67% 42% 12
500-1000 50% 25% 17% 0% 12
500-1500 75% 17% 0% 0% 12
Tableau 6.9
— Analyse des résultats selon la taille des instances EF_RAF
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Nombre de Écart de la meilleure solution Nombre
véhicules <0.05% <0.01% <0.001% <0.0001% d’instances
O-500 100% 89% 67% 67% 9
500-1000 88% 38% 25% 25% 8
500-1500 80% 40% 20% 0% 5
Tableau 6.10 — Analyse des résultats selon la taille pour les instances RAF_EP
Dans les tableaux 6.11, 6.12 et 6.13, nous présentons les résultats obtenus en fonc
tion du nombre de modèles de véhicules avec contraintes de ratio prioritaires MEP. Les
tableaux ont la même structure que les tableaux 6.8, 6.9 et 6.10, sauf pour la première co
lonne qui contient maintenant les différents catégories d’instances en fonction de ME?.
Nous avons choisi les trois catégories de façon à obtenir une répartition uniforme des
instances.
Lorsque ME? augmente, l’écart avec la meilleure solution connue tend à augmenter
aussi. Comme ME? est un facteur qui semble avoir un impact particulièrement important,
son intégration au sein de notre estimateur de difficulté d’une instance pounait mener à
une amélioration de nos résultats.
Nombre de Écart de la meilleure solution Nombre
modèles MEP <5% <1% <0.1% <0.01% d’instances
2-6 88% 75% 63% 50% 8
7-16 71% 57% 14% 14% 7
17-24 71% 57% 43% 29% 7
Tableau 6.11 — Analyse des résultats pour les instances EP_ENP selon le nombre de
modèles ME?
Nombre de Écart de la meilleure solution Nombre
modèles MEP <5% <1% <0.1% <0.01% d’instances
1-5 73% 73% 45% 36% 11
6-14 67% 25% 25% 8% 12
15-30 54% 38% 31% 0% 13
Tableau 6.12 — Analyse des résultats pour les instances EP_RAF selon le nombre de
modèles ME?
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Nombre de Écart de la meilleure solution
- Nombre
modèles MEP <0.05% <0.01% <0.001% <0.0001% d’instances
2-5 100% 63% 63% 38% $
6-11 86% 43% 29% 29% 7
11-24 71% 14% 14% 14% 7
Tableau 6.13 — Analyse des résultats pour les instances RAF_EP selon le nombre de
modèles ME?
6.5 Évolution moyenne de la solution dans le temps
Les graphiques suivants montrent l’évolution de la qualité des solutions avec le temps
de calcul. Cette évolution correspond à une moyenne sur toutes les instances d’une classe
de problèmes, soit EP_ENP, EP RAF et RAF_EF.
6.5.1 Graphiques sur l’évolution de la meilleure solution
La valeur qu’on observe dans les Figures 6.1, 6.3 et 6.5 est:
Valeur de la meilleure solution rencontrée au temps t — Valeur de la meilleure solution
Valeur de ta solution de départ — Valeur de ta meilleure solution
Nous présentons l’évolution de l’algorithme original ainsi que celle de l’algorithme
avec relaxation stochastique. Cette évolution est assez semblable, entre autres parce
qu’au début la phase de construction est la même pour les deux algorithmes. Il faut
d’ailleurs remarquer qu’une partie très importante de l’optimisation se fait en une di
zaine de secondes, grâce aux heuristiques de construction et aux premières recherches
tabou.
À long terme, l’algorithme avec relaxation stochastique produit les meilleures solu
tions. Il optimise de façon plus constante à tous les niveaux, ce qui le rend plus stable. En
plus, il semble s’adapter mieux aux différentes caractéristiques d’une instance (nombre
de véhicules, nombre de contraintes de ratio et valeur courante de l’objectif).
A la droite des graphiques, le petit cané noir correspond à la valeur moyenne des
solutions de départ, le petit cané rouge à la valeur moyenne des solutions obtenues par
l’équipe qui s’est classée au dernier rang et le petit losange noir à la valeur moyenne des
solutions obtenues par la meilleure équipe.
6.5.2 Graphiques sur l’évolution de la solution courante
La valeur qu’on observe dans les Figures 6.2, 6.4 et 6.6 est:
Valeur de la solution courante au temps t — Valeur de la meilleure solution
Valeur de la solution de départ
— Valeur de la meilleure solution
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Les graphiques représentent le niveau des modifications à la valeur de l’objectif pen
dant l’évolution de l’algorithme. Les pics élevés correspondent généralement à une pé
riode de diversification, tandis que les vallées correspondent à une période d’intensifica
tion de la recherche tabou.
La solution courante varie beaucoup, parfois sur des intervalles de temps très courts,
ce qui nuit à la clarté des graphiques. En conséquence, la valeur moyenne (moyenne
mobile) des solutions visitées a été ajoutée sur les graphiques.
Pourcentagedoptimisation
-
QQQQQQQQQQQ
—IIIIIIII
I
Cflfl
(f
11
il
-
CD
..—‘—
cj)
I
o
m
0<
Q-
Q
CDO
-‘
(“3
—0
m
•1
u)
(DO
It
Q
o
O
Q—
CD
1
0
—.
I—
m
Q
Z
-I
(D
3
(n
Q-—
________________________________
Q
D
D
50
00
45
00
40
00
$3
50
0
E f3
00
0
12
50
0
20
00
15
00
10
00 50
0 O
—
Jg
o
ri
th
m
e
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
A
qo
nt
hm
e
o
iig
in
al
10
U
pe
r.
M
ov
. A
vg
.(
Al
go
nth
me
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
)
10
0
pe
r.
M
ov
.A
vg
.(
Al
go
rit
hm
e o
rig
in
al
)
F
Fi
gu
re
6.
2
-
Ev
ol
ut
io
n
m
o
ye
nn
e
de
la
so
lu
tïo
n
c
o
u
ra
n
te
s
u
r
le
s
in
st
an
ce
s
EP
EN
P
0
10
0
20
0
30
0
40
0
50
0
60
0
T
em
ps
o 4- u, E 4- Q. o w o, 4- z o Q.
D
D
Fi
gu
re
6.
3
-
E
vo
lu
tio
n
m
o
ye
nn
e
de
la
m
e
ill
eu
re
so
lu
tio
n
re
n
c
o
n
tr
ée
s
u
r
le
s
in
st
an
ce
s
EP
RA
F
10
0 90 80 70 60 50 40 30 20 10 O
A
lg
or
ith
m
e
o
dg
in
al
•
M
ei
lle
ur
e
éq
ui
pe
•
So
lu
tio
n
de
dé
pa
rt
O
10
0
20
0
30
0
40
0
50
0
60
0
Te
m
ps
(s)
—
A
lg
or
it
hm
e
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
•
Pi
re
éq
ui
pe
o tu u, E 4- o. o Q o, tu 4- Q Q z o
Fi
gu
re
6.
4
-
Ev
ol
ut
ïo
n
m
o
ye
nn
e
de
la
so
lu
tio
n
c
o
u
ra
n
te
su
r
le
s
in
st
an
ce
s
EP
RA
F
18
00
16
00
14
00
12
00
10
00 80
0
60
0
40
0
20
0 O
0
10
0
20
0
30
0
40
0
50
0
60
0
T
em
ps
—
A
lg
or
it
hm
e
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
A
lg
or
ith
m
e
o
rig
in
al
—
1
0
0
pe
r.
M
ov
.A
vg
. (
Al
go
rit
hm
e a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
)
—
1
0
0
pe
r.
M
ov
.A
vg
. (
Al
go
rit
hm
e o
rig
in
al
)
D
D
Fi
gu
re
6.
5
-
Ev
ol
ut
io
n
m
o
ye
nn
e
de
la
m
e
ill
eu
re
so
lu
tio
n
re
n
c
o
n
tr
ée
s
u
r
le
s
in
st
an
ce
s
RA
F
EP
1
o
o
—
90
-
30
-
20
-
1
0
L
0
-
I
I
I
0
10
0
20
0
30
0
40
0
50
0
60
0
Te
m
ps
(s)
A
lg
or
ith
m
e
o
lig
in
al
—
A
lg
or
it
hm
e
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
•
M
ei
lle
ur
e
éq
ui
pe
•
Pi
re
éq
ui
pe
•
So
Iu
on
de
de
pa
rt
10
00
0
90
00
g
80
00
70
00
E :!
60
00
1
50
00
J4
00
0
30
00
20
00
10
00 O
—
A
lg
or
ith
m
e
a
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
A
lg
or
ith
m
e
o
rig
in
al
—
1
0
0
pe
r.
M
ov
. A
vg
. (
Al
go
rit
hm
ea
v
e
c
re
la
xa
tio
n
st
oc
ha
st
iq
ue
)
10
0
pe
r.
M
ov
. A
vg
. (
Al
go
rit
hm
eo
rig
in
al
)
F
Fi
gu
re
6.
6
-
Ev
ol
ut
ïo
n
m
o
ye
nn
e
de
la
so
lu
tio
n
c
o
u
ra
n
te
s
u
r
le
s
ïn
st
an
ce
s
RA
F
EP
0
10
0
20
0
30
0
40
0
50
0
60
0
T
em
ps
CHAPITRE 7
CONCLUSIONS
Dans ce mémoire, nous avons présenté une approche de résolution basée sur la re
cherche tabou pour résoudre le problème d’ordonnancement de véhicules sur une ligne
de production. Ce travail a été réalisé en partie dans le cade du Challenge ROADEF 2005,
alors que certains raffinements et améliorations ont été apportés par la suite. L’efficacité
de notre algorithme repose sur quelques concepts importants.
Les heuristiques de construction permettent de produire de bonnes solutions de dé
part dans des temps très courts, ce qui facilite beaucoup le travail de la recherche tabou.
Ces heuristiques tiennent compte, en particulier, du coût futur d’une insertion ainsi que
des mesures de corrélation entre les contraintes de ratio, ce qui les rend très performantes
et leur permet de s’approcher ou même de trouver l’optimum pour l’objectif de premier
niveau. En fait, dans le cas où l’objectif de premier niveau correspond aux rafales de
peinture, l’heuristique de construction développée permet toujours de produire une so
lution optimale de premier niveau.
La recherche tabou est appliquée avec différentes valeurs pour les paramètres en
fonction des caractéristiques de l’instance (taille, nombre de contraintes de ratio, ob
jectifs, valeur de la solution courante, valeur de la meilleure solution connue,
...). La
modification des valeurs des paramètres permet également d’intensifier ou de diversifier
la recherche.
Une sélection soignée des véhicules qui sont impliqués dans un mouvement permet
d’obtenir une convergence rapide. Cette sélection est de nature stochastique mais est
biaisée par le nombre de violations de contraintes associées à un véhicule.
L’utilisation de valeurs pré-calculées permet une évaluation très rapide du voisinage.
La complexité d’une itération de la recherche tabou est ainsi réduite d’un ordre de gran
deur pour les instances de la ROADEF.
La relaxation des objectifs est particulièrement cruciale pour une bonne performance.
Pendant le challenge, nous avons utilisé la relaxation séquentielle. L’approche est plus
efficace que la recherche tabou sans relaxation, mais elle s’est par contre montrée un
peu trop sensible aux valeurs de paramètres. Nous avons donc développé une approche
stochastique plus robuste. Dans cette approche, un objectif peut être actif à un moment
et relaxé plus tard. Chaque fois que la recherche tabou est redémarrée, les objectifs actifs
sont choisis de façon stochastique.
Pendant le challenge ROADEF’OS, notre voisinage principal était le voisinage par
échange. Nous avons ajouté le voisinage par extraction\insertion par la suite. De façon
générale, l’ajout d’un nouveau voisinage améliore la robustesse etla performance de l’al
gorithme, mais le gain marginal lié à l’implémentation d’un nouveau voisinage devient
de moins en moins grand. Nous avons observé que l’utilisation individuelle de chaque
voisinage, où l’on choisit soit le voisinage par échange soit celui par extraction\insertion,
est moins efficace que l’utilisation conjointe des deux voisinages.
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