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Abstract
Wronski determinant (Wronskian) provides a compact form for τ -functions that
play roles in a large range of mathematical physics. In 1979 Matveev and Sat-
suma, independently, obtained solutions in Wronskian form for the Kadomtsev-
Petviashvili equation. Later, in 1981 these solutions were constructed from
Sato’s approach. Then in 1983, Freeman and Nimmo invented the so-called
Wronskian technique, which allows directly verifying bilinear equations when
their solutions are given in terms of Wronskians. In this technique the con-
sidered bilinear equation is usually reduced to the Plu¨cker relation on Grass-
mannians, and finding solutions of the bilinear equation is transferred to find
a Wronskian vector that is defined by a linear differential equation system.
General solutions of such differential equation systems can be constructed by
means of triangular Toeplitz matrices. In this monograph we review the Wron-
skian technique and solutions in Wronskian form, with supporting instructive
examples, including the Korteweg-de Vries (KdV) equation, the modified KdV
equation, the Ablowitz-Kaup-Newell-Segur hierarchy and reductions, and the
lattice potential KdV equation. (Dedicated to Jonathan J C Nimmo).
1 Introduction
One of kernel figures in the realm of integrable theory is τ -function, in terms of
which multi-solitons of integrable systems are expressed. There are several remark-
able ways to solve integrable systems and provide τ -functions with explicit forms.
In the Inverse Scattering Transform (IST) τ -functions are written by means of the
Cauchy matrices (cf.[3]). Same expressions are also employed in some direct ap-
proaches (eg. Cauchy matrix approach [29, 45, 53] and operator approach [38]).
Hirota’s exponential polynomials provide a second form for τ -functions which can
be derived in bilinear method [17] or constructed using vertex operators [27]. A third
form for τ -functions is the Wronskian form which was constructed using Darboux
transformations [26] or Wronskian technique [7].
In 1979 Matveev and Satsuma, independently, derived solutions in Wronskian
form for the Kadomtsev-Petviashvili (KP) equation [23, 37]. Two years later these
solutions were reconstructed from the celebrated Sato approach [36]. Then in 1983
Freeman and Nimmo invented the Wronskian technique, which provides a procedure
to verify bilinear KP and Korteweg-de Vries (KdV) equations when their solutions
∗E-mail: djzhang@staff.shu.edu.cn
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are given in terms of Wronskians [7]. Soon after it proved popular in integrable sys-
tems [9, 8, 31, 32, 33, 34]. In this technique the considered bilinear equation will be
reduced to a known identity, says, usually, the Plu¨cker relation on Grassmannians;
and seeking solutions of the bilinear equation is conveyed to find a Wronskian vector
that is defined by a linear differential equation system (LDES for short). Taking
the KdV equation as an example, which has the following LDES
φxx = Aφ, φt = −4φxxx, (1.1)
where φ = (φ1, φ2, · · · , φN )T and A is arbitrary in CN×N . In Freeman-Nimmo’s
consideration the coefficient matrix A is diagonal with distinct nonzero eigenvalues
[7]. This was generalised to the case of A being a Jordan block [40] in 1988. Explicit
general solutions of such a LDES with arbitrary A can be written out by means
of either variation of constants method of ordinary differential equations [22] or
triangular Toeplitz matrices [51], and solutions can then be classified according to
canonical forms of A.
In this monograph we review the Wronskian technique and solutions in Wron-
skian form for integrable equations. Instructive examples include the KdV equa-
tion, modified KdV (mKdV) equation, the Ablowitz-Kaup-Newell-Segur (AKNS)
hierarchy and reductions, and lattice potential KdV (lpKdV) equation, which cover
Wronskian, double Wronskian and Casorarian forms of solutions.
The review is organized as follows. Sec.2 serves as a preliminary in which we
introduce bilinear equation and Ba¨cklund transformation (BT), notations of Wron-
skians, some determinantal identities, and triangular Toeplitz matrices. In Sec.3,
for the KdV equation we show how the Wronskian technique works in verifying bi-
linear equation and BT, and how to present explicit general solutions of its LDES.
Limit relation between multiple pole and simple pole solutions are also explained.
Sec.4 is for solutions of the mKdV equation, which exhibits many aspects different
from the KdV case. Sec.5 serves as a part for double Wronskians and reduction
technique, and Sec.6 introduces Casoratian technique with the lpKdV equation as
a fully discrete example. Finally, conclusions are given in Sec.7.
2 Preliminary
2.1 The KdV stuff
Let us go through the stuff of the KdV equation
ut + 6uux + uxxx = 0, (2.1)
which will serve as a demonstration in Wronskian technique. It has a Lax pair
φxx + uφ = −λφ, (2.2a)
φt = −4φxxx − 6uφx − 3uxφ, (2.2b)
where λ is a spectral parameter. Employing the transformation
u = 2(ln f)xx, (2.3)
the KdV equation (2.1) is written as its bilinear form
(DtDx +D
4
x)f · f = 0, (2.4)
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where D is the well-known Hirota’s bilinear operator defined by [14, 16]
Dmx D
n
y f(x, y) · g(x, y) = (∂x − ∂x′)m(∂y − ∂y′)nf(x, y)g(x′, y′)|x′=x,y′=y. (2.5)
Hirota gave the following compact form for the N -soliton solution of (2.4) [14]:
f =
∑
µ=0,1
exp

 N∑
j=1
µjηj +
N∑
1≤i<j
µiµjaij

 , (2.6)
where ηj = kix−k3i t+η(0)i with ki, η(0)i ∈ R, eaij =
(
ki−kj
ki+kj
)2
, and the summation of
µ means to take all possible µj = 0, 1 (j = 1, 2, · · · , N). A proof of (2.6) satisfying
(2.4) can be found in [14] and [3].
The bilinear KdV equation (2.4) admits a bilinear BT [16]
D2xf · g = λfg, (2.7a)
(D3x +Dt + 3λDx)f · g = 0, (2.7b)
which indicates that if f is a solution of (2.4) and we solve the BT (2.7) to get g,
then g will be a solution of (2.4) as well and u = 2(ln g)xx provides a second solution
to the KdV equation. Note that taking φ = g/f together with (2.3), the BT (2.7)
will recover the Lax pair (2.2), and vice versa, from (2.2) to (2.7).
2.2 Wronskians
Wronskian is the determinant of a square matrix where its columns are arranged
with consecutively increasing order derivatives of the first column. Consider
φ = (φ1, φ2, · · · , φN )T (2.8)
where φi = φi(x) are C
∞ functions. Then a Wronskian with φ as the first (elemen-
tary) column is W = |φ, φ(1), φ(2), · · · , φ(N−1)|, where φ(i) = ∂ixφ. It can be more
compactly expressed as (cf.[7])
W = |0, 1, 2, · · · , N − 1| = |N̂ − 1|.
Due to its special structure, derivatives of a Wronskian have quite simple expres-
sions. For example,
Wx = |N̂ − 2, N |, Wxx = |N̂ − 3, N − 1, N |+ |N̂ − 2, N + 1|,
and if φ = φ(x, y, t) with dispersion relation φy = φxx and φt = φxxx, then one has
Wy = |N̂ − 2, N + 1| − |N̂ − 3, N − 1, N |,
Wt = |N̂ − 2, N + 2| − |N̂ − 3, N − 1, N + 1|+ |N̂ − 4, N − 2, N − 1, N |.
A double Wronskian is generated by two elementary column vectors
ϕ = (ϕ1, ϕ2, · · · , ϕN+M )T , ψ = (ψ1, ψ2, · · · , ψN+M )T , (2.9)
with the form W = |ϕ,ϕ(1), ϕ(2), · · · , ϕ(N−1); ψ,ψ(1), ψ(2), · · · , ψ(M−1)|, and can be
simply written as (cf.[30])
W = |0, 1, 2, · · · , N − 1; 0, 1, 2, · · · ,M − 1| = |N̂ − 1; M̂ − 1|.
Taking the advantage of its structure, derivatives of a double Wronskian is simple
as well, e.g. Wx = |N̂ − 2, N ; M̂ − 1|+ |N̂ − 1; M̂ − 2,M |.
3
2.3 Determinantal identities
The Wronskian technique allows directly verifying a solution in Wronskian form
of a bilinear equation. Although a Wronskian provides simple expressions for its
derivatives, during the verification one needs some determinantal identities to sim-
plify high order derivatives. Finally, the bilinear equation to be verified is reduced
to the Plu¨cker relation (Laplace expansion of a zero-valued determinant). Let us go
through these determinantal identities.
Theorem 1. [51] Let Ξ ∈ CN×N and denote its column vectors as {Ξj}; let Ω =
(Ωi,j)N×N be an operator matrix (i.e. Ωi,j are operators), and denote its column
vectors as {Ωj}. The following relation holds,
N∑
j=1
|Ωj ∗ Ξ| =
N∑
j=1
|(ΩT )j ∗ ΞT |, (2.10)
where
|Aj ∗ Ξ| = |Ξ1, · · · ,Ξj−1, Aj ◦ Ξj, Ξj+1, · · · ,ΞN |,
and Aj ◦ Ξj stands for
Aj ◦Bj = (A1,jB1,j, A2,jB2,j , · · · , AN,jBN,j)T ,
in which Aj = (A1,j , A2,j , · · · , AN,j)T , Bj = (B1,j , B2,j, · · · , BN,j)T are N th-order
vectors.
Theorem 2. Let aj = (a1,j, a2,j , · · · , aN,j)T , j = 1, · · · , 2N be N th-order column
vectors over C. The Plu¨cker relation is described as
N+1∑
j=1
(−1)N+1−j |a1,a2, · · · , aj−1,aj+1, · · · , aN+1| · |aj ,aN+2, · · · , a2N | = 0. (2.11)
In fact, (2.11) is a Laplace expansion w.r.t. the first N rows of the following
zero-valued determinant∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a1,1 · · · a1,N+1 0 · · · 0
...
...
...
...
...
...
aN,1 · · · aN,N+1 0 · · · 0
a1,1 · · · a1,N+1 a1,N+2 · · · a1,2N
...
...
...
...
...
...
aN,1 · · · aN,N+1 aN,N+2 · · · aN,2N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Special cases of (2.11) are the following.
Corollary 1. Let P ∈ CN×(N−1), Q ∈ CN×(N−k+1) be the remained of P after
removing its arbitrary k − 2 columns where 3 ≤ k < N , and ai, i = 1, 2, · · · , k, be
Nth-order column vectors. Then one has
k∑
i=1
(−1)i−1|P,ai| · |Q,a1, · · · ,ai−1,ai+1, · · · ,ak| = 0, k ≥ 3. (2.12)
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This is a practical formula to generate identities used in Wronskian verification.
For example, when k = 4, (2.12) yields
|P,a1| · |Q,a2,a3,a4| − |P,a2| · |Q,a1,a3,a4|
+ |P,a3| · |Q,a1,a2,a4| − |P,a4| · |Q,a1,a2,a3| = 0,
and when k = 3,
|M,a,b||M, c,d| − |M,a, c||M,b,d| + |M,a,d||M,b, c| = 0, (2.13)
where we have taken P = (Q,pN−1), M = Q, a = pN−1,b = a1, c = a2,d = a3,
where pN−1 is the last column of P .
2.4 Triangular Toeplitz matrices
Triangular Toeplitz matrices are used to express general solutions of the LDES like
(1.1). A lower triangular Toeplitz matrix (LTTM) of order N is defined as
A =


a0 0 0 · · · 0 0
a1 a0 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
aN−1 aN−2 aN−3 · · · a1 a0

 ∈ CN×N . (2.14)
All such matrices of order N compose a commutative set, denoted by G˜N , w.r.t.
matrix multiplication. It is easy to find that GN =
{A∣∣ A ∈ G˜N , |A| 6= 0} is an
Abelian group.
Lemma 1. [51] 1. A C∞ function α(k) can generate a LTTM (2.14) via
aj =
1
j!
∂jkα(k), j = 0, 1, · · · , N − 1. (2.15)
2. On the other hand, for any A defined as (2.14), there exists a complex polynomial
α(z) =
∑N−1
j=0 αjz
N−1−j , such that
∂jzα(z)|z=k = j!aj , j = 0, 1, · · · , N − 1.
3. For any given A ∈ GN , there exist ±B ∈ GN such that B2 = A.
We may also consider a block LTTM defined as
AB[∗] =


A0 0 0 · · · 0 0
A1 A0 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
AN−1 AN−2 AN−3 · · · A1 A0


2N×2N
, (2.16)
where for AB[D] we take Aj =
(
aj1 0
0 aj2
)
, for AB[T ] we take Aj =
(
aj 0
bj aj
)
, and
for AB[ǫ] we take Aj =
(
aj ǫbj
bj aj
)
with ǫ ∈ R and usually taking ǫ = ±1. Note
that with regard to the block LTTM AB[∗], for each case of “*” with different Aj ,
there are similar properties as A holds [51].
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3 The KdV equation
3.1 Wronskian solution of the bilinear KdV
Let us repeat Freeman-Nimmo’s Wronskian technique [7] with a slight extension.
Theorem 3. The bilinear KdV equation (2.4) admits a Wronskian solution
f = |N̂ − 1| (3.1)
which is composed by the first column vector φ(x, t) = (φ1, φ2, · · · , φN )T satisfying
LDES
φxx = −Aφ, (3.2a)
φt = −4φxxx, (3.2b)
where A = (aij)N×N ∈ CN×N is arbitrary.
Proof. We calculate derivatives
fx = |N̂ − 2, N |, fxx = |N̂ − 3, N − 1, N | + |N̂ − 2, N + 1|,
fxxx = |N̂ − 4, N − 2, N − 1, N |+ 2|N̂ − 3, N − 1, N + 1|+ |N̂ − 2, N + 2|,
fxxxx = |N̂ − 5, N − 3, N − 2, N − 1, N |+ 3|N̂ − 4, N − 2, N − 1, N + 1|
+ 2|N̂ − 3, N,N + 1|+ 3|N̂ − 3, N − 1, N + 2|+ |N̂ − 2, N + 3|,
ft = −4(|N̂ − 4, N − 2, N − 1, N | − |N̂ − 3, N − 1, N + 1|+ |N̂ − 2, N + 2|),
ftx = −4(|N̂ − 5, N − 3, N − 2, N − 1, N | − |N̂ − 3, N,N + 1|
+ |N̂ − 2, N + 3|).
By substitution the bilinear KdV equation (2.4) yields
fxtf − fxft + fxxxxf − 4fxxxfx + 3(fxx)2
=− 3|N̂ − 1|
(
|N̂ − 5, N − 3, N − 2, N − 1, N | − |N̂ − 4, N − 2, N − 1, N + 1|
− 2|N̂ − 3, N,N + 1| − |N̂ − 3, N − 1, N + 2|+ |N̂ − 2, N + 3|
)
− 12|N̂ − 2, N ||N̂ − 3, N − 1, N + 1|
+ 3
(
|N̂ − 3, N − 1, N | + |N̂ − 2, N + 1|
)2
. (3.3)
Next, we make use of Theorem 1 in which we take Ωij ≡ ∂2x and Ξ = (N̂ − 1). It
follows from (2.10) that
Tr(A)f = |N̂ − 3, N − 1, N | − |N̂ − 2, N + 1|. (3.4)
Similarly, we can calculate Tr(A)(Tr(A)f). Then, using equality fTr(A)(Tr(A)f) =
(Tr(A)f)2 we find
|N̂ − 1|
(
|N̂ − 5, N − 3, N − 2, N − 1, N |+ 2|N̂ − 3, N,N + 1|
− |N̂ − 3, N − 1, N + 2| − |N̂ − 4, N − 2, N − 1, N + 1|+ |N̂ − 2, N + 3|
)
=
(
|N̂ − 3, N − 1, N | − |N̂ − 2, N + 1|
)2
,
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which can be used to eliminate some terms in (3.3) generated from fxxxx and fxt.
As a result, we have
fxtf − fxft + fxxxxf − 4fxxxfx + 3(fxx)2
=12
(
|N̂ − 1||N̂ − 3, N,N + 1| −|N̂ − 2, N ||N̂ − 3, N − 1, N + 1|
+ |N̂ − 3, N − 1, N ||N̂ − 2, N + 1|
)
,
which is zero if we make use of (2.13) and take M = (N̂ − 3), a = N − 2, b =
N − 1, c = N, d = N + 1. Thus, a direct verification of Wronskian solution of the
bilinear KdV equation is completed.
Remark 1. Note that within the complex filed C any square matrix A is similar
to a lower triangular canonical form A′ by a transform matrix P , i.e. A = P−1A′P .
Define ψ = Pφ. Then (3.2) yields ψxx = −A′ψ, ψt = −4ψxxx and the Wronskians
composed by φ and ψ are related to each other as f(ψ) = |P |f(φ). Obviously, if
f(φ) solves the bilinear KdV equation (2.4), so does f(ψ). In this sense, we only
need to consider the LDES (3.2) with a canonically formed A.
3.2 Wronskian solution of the bilinear BT
The bilinear BT (2.7) can transform solutions of the KdV equation from N − 1
solitons to N solitons by taking g = |N̂ − 2| and f = |N̂ − 1|. This was proved by
Nimmo and Freeman in [34]. In the following we give a proof for a more general
case.
Theorem 4. The Wronskians
g = |N̂ − 2, σN |, f = |N̂ − 1| (3.5)
satisfy the bilinear BT (2.7) with λ = −aNN , where φ is governed by the LDES
(3.2) in which A is lower triangular, and σj is defined as
σj = (δj,1, δj,2, · · · , δj,N )T , δj,i =
{
1 j = i,
0 j 6= i. (3.6)
Proof. We only prove (2.7a). Note that
gx = |N̂ − 3, N − 1, σN |, gxx = |N̂ − 4, N − 2, N − 1, σN |+ |N̂ − 3, N, σN |.
From (2.7a) we have
fxxg − 2fxgx + fgxx − λfg
=
(
|N̂ − 3, N − 1, N |+ |N̂ − 2, N + 1|
)
|N̂ − 2, σN |
− 2|N̂ − 2, N ||N̂ − 3, N − 1, σN |
+ |N̂ − 1|
(
|N̂ − 4, N − 2, N − 1, σN |+ |N̂ − 3, N, σN | − λ|N̂ − 2, σN |
)
. (3.7)
To simplify the above form, similar to (3.4), for g we have
Tr(A)g = |N̂ − 4, N − 2, N − 1, σN | − |N̂ − 3, N, σN |+
N∑
j=1
ajN |N̂ − 2, σj |.
7
Then, making use of the equality generated from g(Tr(A)f) = f(Tr(A)g), (3.7) is
reduced to
2
(
|N̂ − 3, N − 1, N ||N̂ − 2, σN | − |N̂ − 2, N ||N̂ − 3, N − 1, σN |
+ |N̂ − 1||N̂ − 3, N, σN |
)
− |N̂ − 1||N̂ − 2, σ˜N |,
where σ˜N = (a1N , a2N , · · · , aNN + λ)T . The last term is zero if we require A to be
lower triangular and λ = −aNN ; the first three terms together contribute a zero
value due to (2.13) with M = (N̂ − 3), a = N − 2, b = N − 1, c = N, d = σN .
(2.7b) can be proved in a similar way. One can refer to [46] for more details.
Note that bilinear BT (2.7) provides a transformation between two solutions
(3.5). As a starting point g must be a solution of the bilinear KdV equation. The
simplest case is g = 1, i.e. N = 1, σ1 = 1.
3.3 Classification of solutions
Based on Remark 1, it is possible to classify solutions of the KdV equation accord-
ing to canonical forms of A. In general, from the viewpoint of the IST, under strict
complex analysis in direct scattering, transmission coefficient T (k) admits only dis-
tinct simple poles, which are defined on imaginary axis of k-plane. Each soliton is
identified by one of these simple poles. However, in bilinear approach or Darboux
transformation, solutions are derived through more direct ways without restriction
on those poles. For example, multiple-pole solutions can be obtained when A in
(3.2) is a Jordan block.
In the following, we list out elementary Wronskian column vectors in terms of
the canonical forms of A. Note that mathematically there is no need to differentiate
whether the eigenvalues of A are real or complex.
Case 1
A = Diag(−k21,−k22 , · · · ,−k2N ), (3.8)
where {λj = −k2j} are distinct nonzero numbers. In this case, φ satisfying (3.2) is
given as (2.8) with
φj = b
+
j e
ξj + b−j e
−ξj , (3.9)
or equivalently
φj = a
+
j cosh ξj + a
−
j sinh ξj, (3.10)
where
ξj = kjx− 4k3j t+ ξ(0)j , (3.11)
and a±j , b
±
j , ξ
(0)
j ∈ C.
Note that if all kj , a
±
j , b
±
j , ξ
(0)
j are real, together with taking a
±
j = [1∓ (−1)j ]/2
and 0 < k1 < k2 < · · · < kN in (3.10), the corresponding Wronskian f generates a
N -soliton solution. In fact, such a Wronskian can be written as
f = K ·
( N∏
j=1
e−ξj
) ∑
µ=0,1
exp
{ N∑
j=1
2µjξ
′
j +
∑
1≤j<l≤N
µjµlajl
}
, (3.12)
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where the sum over µ = 0, 1 refers to each of µj = 0, 1 for j = 0, 1, · · · , N , and
ξ′j = ξj −
1
4
N∑
l=1,l 6=j
ajl, e
ajl =
(
kl − kj
kl + kj
)2
, K =
∏
1≤j<l≤N
(kl − kj).
This is nothing but Hirota’s expression (2.6) for N -soliton solution. A similar proof
for (3.12) can be found in Ref.[52].
If all kj are pure imaginary, we replace kj with iκj where κj ∈ R and i is the
imaginary unit, φj (3.10) can be rewritten as
φ+j = a
+
j cos θj + a
−
j sin θj, a
±
j ∈ C, (3.13)
where
θj = κjx+ 4κ
3
j t+ θ
(0)
j , θ
(0)
j ∈ R. (3.14)
Case 2
A = −J˜N [k1], J˜N [k1] .=


k21 0 0 · · · 0 0 0
2k1 k
2
1 0 · · · 0 0 0
1 2k1 k
2
1 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 2k1 k21


N×N
. (3.15)
A general solution of the LDES (3.2) of this case is
φ = AQ+ + BQ−, A,B ∈ G˜N , (3.16)
where
Q± = (Q±0 ,Q±1 , · · · ,Q±N−1)T , Q±j =
1
j!
∂jk1φ
±
1 , (3.17)
with φ+1 = a
+
1 cosh ξ1, φ
−
1 = a
−
1 sinh ξ1, or φ
±
1 = b
±
1 e
±ξ1 .
One can verify that Q± are two independent solutions of the LDES (3.2). Since
(3.2) is linear and LTTMs A and B contain enough 2N arbitrary constants, (3.16)
provides a general solution to (3.2) when A takes Jordan block (3.15). Due to the
gauge property mentioned in Remark 1, a significant form of (3.16) is
φ = AQ+ +Q−, or φ = Q+ + BQ−, A,B ∈ GN . (3.18)
Note also that one can take a±1 or b
±
1 to be functions of k1, but their contribution
to Q±j through ∂jk1φ±1 can be balanced by LTTMs A and B in light of Lemma 1.
Case 3
A = JN [0] =


0 0 0 · · · 0 0
1 0 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0


N×N
. (3.19)
In this case, we get rational solutions to the KdV equation. General solution of this
case is given by
φ = AR+ + BR−, A,B ∈ G˜N (3.20)
where R± = (R±0 ,R±1 , · · · ,R±N−1)T with
R+j =
1
(2j)!
[ ∂2j
∂k1
2j
cosh ξ1
]
k1=0
, R−j =
1
(2j + 1)!
[ ∂2j+1
∂k1
2j+1
sinh ξ1
]
k1=0
.
Significant form of (3.20) is
φ = AR+ +R−, or φ = R+ + BR−, A,B ∈ GN . (3.21)
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3.4 Notes
In Freeman-Nimmo’s proof [7] the coefficient matrix A in the LDES (3.2) takes a
diagonal form. This was generalised to a case of A being Jordan form by a trick
through taking derivatives for φ1 w.r.t. k1 [40]. With the help of Theorem 1, one
can implement Wronskian verification starting from the LDES (3.2) with arbitrary
A, as we have done in Sec.3.1 for bilinear KdV equation and in Sec.3.2 for bilinear
BT. Nimmo and Freeman also developed a procedure to get rational solutions in
Wronskian form [33]. Although, as mentioned in [33], they failed to find more
examples than the KdV equation, their technique is indeed general and valid to a
large group of integrable equations (cf.[44]). With regard to finding general solutions
for the LDES (3.2) with a general A, taking the advantage of the linearity of (3.2)
and gauge property of its solutions (see Remark 1), one only needs to consider A
being a diagonal or a Jordan block. To find general solutions of Jordan block case,
[22] employed variation of constants method of ordinary differential equations, while
here we make use of LTTMs, which is more explicit and convenient.
The name “positons” was introduced by Matveev [24, 25] for those solutions gen-
erated from (3.13). Since when taking u = 0 (3.13) is a solution of the Schro¨dinger
equation (2.2a) with positive eigenvalue λ = κ2j , the corresponding solutions of the
KdV equation bear the name of “positons”. Along this line, solitons belong to
“negatons” [35], and when λ ∈ C the solutions are named as “complexitons” [21]
(see also [18]). However, such a classification depends on nonlinear equations (see
next section for the mKdV equation), and it seems that all these solutions of the
KdV equation, except solitons, are singular, because by direct scattering analysis
all discrete eigenvalues {λj} have to be simple and negative.
Multiple-pole solutions can be explained as a special limit of simple-pole solu-
tions [26, 51]. To understand this, consider the following scaled Wronskian
W (φ1, φ2, · · · , φN )∏N
j=2(k1 − kj)j−1
(3.22)
where φ1 = φ1(k1) is given as (3.10) and φj = φ1(kj) for j = 2, 3, · · · , N . Imple-
menting Taylor expansion successively for φj , j > 1, at k1, (3.22) turns out to be
W (φ1, ∂k1φ1,
1
2!∂
2
k1
φ1, · · · , 1(N−1)!∂N−1k1 φ1), which is a Wronskian for multiple-pole
solutions. Rational solutions can be obtained with a more elaborate procedure by
taking k1 → 0 after expansion.
4 The mKdV equation
4.1 Wronskian solutions
The the mKdV+ (in the following the mKdV for short) equation
vt + 6v
2vx + vxxx = 0 (4.1)
is another typical (1 + 1)-dimensional integrable equation, with a Lax pair
ψxx + 2ivψx = λψ, (4.2a)
ψt = −4ψxxx + 12ivψxx + (6ivx − v2)ψx. (4.2b)
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It also has a Lax pair with the AKNS spectral problem (see (5.2) with q = −r = v).
This equation has solutions in Wronskian form as well, but its LDES contains
complex operation (see (4.6)) which makes troubles in obtaining general solutions.
Employing the transformation
v = i
(
ln
f∗
f
)
x
, (4.3)
the mKdV equation (4.1) is bilinearized as (cf.[15])
(Dt +D
3
x)f
∗ · f = 0, (4.4a)
D2xf
∗ · f = 0, (4.4b)
where ∗ stands for the complex conjugate.
Theorem 5. The bilinear mKdV equation (4.4) has a Wronskian solution
f = |N̂ − 1|, (4.5)
where the elementary column vector φ obeys the LDES
φx = Bφ
∗, (4.6a)
φt = −4φxxx, (4.6b)
and |B| 6= 0 is required.
A proof can be found in the Appendix of [55].
Remark 2. In the proof of Theorem 5, f∗ is written as
f∗ = |B∗|| − 1, N̂ − 2|, (4.7)
which requires |B| 6= 0. Therefore rational solutions of the mKdV equation cannot
be derived from Theorem 5. Rational solutions will be considered separately in
Sec.4.3.
Remark 3. There is no gauge property for the LDES (4.6). Noting that both
φ and φ∗ are involved in (4.6a), for any B˜ = PBP−1 which is similar to B, the
new defined vector ψ = Pφ does not satisfy ψx = B˜ψ
∗. Without gauge property
we cannot construct general solutions of the LDES (4.6) and conduct a completed
classification of solutions according to the canonical forms of B. However, we do
solve this problem if we make use of the LDES (3.2) of the KdV equation and its
gauge property. See Theorem 6.
4.2 Classification of solutions
4.2.1 Gauge property: revisit
Consider (3.2a) in the LDES of the KdV equation and introduce A = P−1AP which
is similar to A with a transform matrix P . Defining ϕ = P−1φ and B = P−1BP ∗,
from (4.6a) we have ϕx = Bϕ
∗. Obviously Wronskian f(φ) = |P |f(ϕ), i.e. φ and ϕ
yield same solution for the mKdV equation through (4.3). We conclude the above
analysis by the following Theorem.
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Theorem 6. The Wronskian (4.5) provides a sloution to the bilinear mKdV equa-
tion (4.4) where the elementary column vector ϕ satisfies
ϕxx = Aϕ, (4.8a)
ϕx = Bϕ
∗, (4.8b)
ϕt = −4ϕxxx, (4.8c)
|B| 6= 0 and
A = BB∗. (4.9)
With this Theorem, and noting the fact that the eigenvalues of A defined by
(4.9) are either real or appear as conjugate pairs if there are any complex ones
[55], one can construct general solutions to the LDES (4.8) and implement a full
classification of solutions according to the canonical forms of A instead of B.
4.2.2 Solitons
It can be proved that the case of A containing N negative eigenvalues yields only
trivial solutions of the mKdV equation (4.1) [55]. In the following we consider the
case
A = Diag(λ21, λ
2
2, · · · , λ2N ), (4.10)
where, without loss of generality, we let λj = εj ||kj || 6= 0, in which εj = ±1 and kj
can be either real or complex numbers with distinct absolute values (modulus).
When kj ∈ R, i.e. λ2j = k2j in (4.10), B takes a form
B = Diag(k1, k2, · · · , kN ), (4.11)
where kj ∈ R. A solution to the LDES (4.8) is ϕ = (ϕ1, ϕ2, · · · , ϕN )T where
ϕj = a
+
j e
ξj + ia−j e
−ξj , ξj = kjx− 4k3j t+ ξ(0)j , a+j , a−j , kj , ξ(0)j ∈ R. (4.12)
Particularly, when a+j = (−1)j−1, a−j ≡ 1, the Wronskian solution f(ϕ) can be
written as [50]
f = K ·
( N∏
j=1
eξj
) ∑
µ=0,1
exp
{ N∑
j=1
µj(2ηj +
π
2
i) +
∑
1≤j<l≤N
µjµlajl
}
,
where the sum over µ = 0, 1 refers to each of µj = 0, 1 for j = 1, 2, · · · , N , and
ηj = −ξj − 1
4
N∑
l=2,l 6=j
ajl, e
ajl =
(
kl − kj
kl + kj
)2
, K =
∏
1≤j<l≤N
(kj − kl).
This coincides with the N -soliton solution in Hirota’s form [3].
When kj = kj1 + ikj2 ∈ C, i.e. λ2j = k2j1 + k2j2 in (4.10), B is taken as (4.11) but
with kj ∈ C, and the solution ϕ of (4.8) is composed by
ϕj = γj(a
+
j e
ξj + ia−j e
−ξj ), ξj = λjx− 4λ3j t+ ξ(0)j , a+j , a−j , ξ(0)j ∈ R, (4.13a)
where
γj = 1 +
i(λj − kj1)
kj2
, λj = εj ||kj ||. (4.13b)
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However, this yields a same solution to the mKdV equation as (4.12) does. Note
that the solution obtained in [34] by Nimmo and Freeman is the case kj = ikj2.
With the above discussions we come to the following Remark.
Remark 4. No matter whether the diagonal matrix B (4.11) is real or complex,
the related Wronskian f(ϕ) ALWAYS generates N -soliton solutions to the mKdV
equation when all {kj} have distinct absolute values, and each soliton is identified
by λj = ||kj ||. In this sense, unlike the KdV equation, there is no positon-negaton-
complexiton classification for the mKdV equation (4.1). Define an equivalent rela-
tion ∼ on the complex plane C by
ki ∼ kj, iff ||ki|| = ||kj ||. (4.14)
Then the quotient space C/ ∼ denotes the positive half real axis (or positive half
imaginary axis), on which we choose distinct {kj} for solitons.
4.2.3 Limit solutions of solitons
This is the case in which both A and B are LTTMs. To find a general solution of
this case, we consider A = J˜N [k1] defined as (3.15) with k1 ∈ R. Thus we can make
use of (3.16) and write
ϕ = AQ+ + BQ−, A,B ∈ G˜N , (4.15)
which solves (4.8a) and (4.8c), where
Q± = (Q±0 ,Q±1 , · · · ,Q±N−1)T , Q±s =
1
s!
∂sk1e
±ξ1 , (4.16)
and ξ1 is defined in (4.12). The matrix B that satisfies (4.9) is a standard Jordan
block
B = JN [k1]
.
=


k1 0 0 · · · 0 0
1 k1 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 k1


N
. (4.17)
In the following we impose extra conditions on A and B so that (4.15) solves (4.8b)
as well. To do that, substituting (4.15) into (4.8b), one has
AQ+x + BQ−x = B(A∗Q+ + B∗Q−). (4.18)
Meanwhile, it can be verified that Q±0,x = ±BQ±0 , Then, noting that B is real and
B, A and B are commutative, it follows that
B(AQ+ − BQ−) = B(A∗Q+ + B∗Q−). (4.19)
Since Q+ and Q− are linearly independent, this indicates that A is real and B is
pure imaginary. Thus, a general solution to the LDES (4.8) of the mKdV equation
is
ϕ = A+Q+ + iA−Q−, (4.20)
where A± are real LTTMs.
The case of k1 ∈ C contributes same solutions. For more details of analysis of
this case, one can refer to [55]. Note that we use subtitle “limit solutions of solitons”
for this part because the Wronskian f composed by (4.20) can also be obtained by
taking limits from solitons. Of course, this is a case in which multiple-pole solutions
are related to solitons.
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4.2.4 Breathers and limit breathers
Breathers are obtained when A has N distinct complex conjugate-pairs of eigenval-
ues, with a canonical form
A = Diag(k21 , k
∗2
1 , · · · , k2N , k∗2N ), kj = k1j + ik2j , k1jk2j 6= 0, (4.21)
and B takes a special block diagonal form
B = Diag(Θ1,Θ2, · · · ,ΘN ), Θj =
(
0 kj
k∗j 0
)
. (4.22)
Solution to the LDES (4.8) is
ϕ = (ϕ11, ϕ12, ϕ21, ϕ22, · · · , ϕN1, ϕN2)T , (4.23a)
where
ϕj1 = aje
ξj + bje
−ξj , ϕj2 = a
∗
je
ξ∗j − b∗je−ξ
∗
j , (4.23b)
ξj = kjx− 4k3j t+ ξ(0)j , aj , bj , ξ(0)j ∈ C. (4.23c)
Limit solutions of breathers are obtained when
A =


K 0 0 . . . 0 0 0
K˜ K 0 . . . 0 0 0
I2 K˜ K . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . I2 K˜ K


2N×2N
, (4.24)
and
B =


Θ1 0 . . . 0 0
I˜2 Θ1 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . I˜2 Θ1


2N×2N
, (4.25)
where
K =
(
k21 0
0 k∗21
)
, K˜ =
(
2k1 0
0 2k∗1
)
, I2 =
(
1 0
0 1
)
, I˜2 =
(
0 1
1 0
)
.
In this case, a general solution of (4.8) is given through rewriting ϕ = (ϕ+
T
, ϕ−
T
)T
where ϕ± = (ϕ±1 , ϕ
±
2 , · · · , ϕ±N )T satisfy
ϕ+xx = A
′ϕ+, ϕ−xx = A
′∗ϕ−, (4.26a)
ϕ+x = B
′ϕ−∗, ϕ−x = B
′∗ϕ+∗, (4.26b)
ϕ±t = −4ϕ±xxx, (4.26c)
in which A′ = J˜N [k1] and B = JN [k1] with k1 ∈ C. Explicit forms of ϕ± are
ϕ+ = AQ+ + BQ−, ϕ− = A∗Q+∗ − B∗Q−∗, A,B ∈ G˜N . (4.27)
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4.3 Rational solutions
Recall the Remark 2 that indicates the LDES (4.6) fails in generating rational
solutions for the mKdV equation (4.1) due to |B| 6= 0. To derive rational solutions,
we make use of the Galilean transformation (GT)
v(x, t) = v0 + V (X, t), x = X + 6v0
2t, v0 ∈ R, v0 6= 0, (4.28)
and consider the transformed equation (known also as the KdV-mKdV equation)
Vt + 12v0V VX + 6V
2VX + VXXX = 0, (4.29)
which admits rational solutions in Wronskian form. Once its rational solutions is
obtained, one can reverse the GT (4.28) and get rational solutions of the mKdV
equation (4.1).
By the transformation
V = i
(
ln
f∗
f
)
X
, (4.30)
(4.29) is bilinearised as [42]
(Dt +D
3
X)f
∗ · f = 0, (4.31a)
(D2X − 2iv0DX)f∗ · f = 0. (4.31b)
Theorem 7. [55] The bilinear equation (4.31) admits Wronskian solution f =
|N̂ − 1|, where the elementary column vector ϕ is determined by
iϕX = v0ϕ+ Bϕ
∗, (4.32a)
ϕt = −4ϕXXX . (4.32b)
Note that solutions of the above system can be classified as in Sec.4.2 by intro-
ducing
ϕXX = Aϕ, (4.33)
where A = BB∗ − v20IN and IN is the Nth-order unit matrix.
N -soliton solution is obtained when taking
B = diag(−
√
v20 + k
2
1 ,−
√
v20 + k
2
2, · · · ,−
√
v20 + k
2
N ), (4.34)
and ϕ satisfying (4.32) is composed by
ϕj =
√
2v0 + 2ikj e
ηj +
√
2v0 − 2ikj e−ηj , ηj = kjX − 4k3j t, (4.35)
where {kj} are N distinct real positive numbers.
To obtain rational solutions, we take B to be defined as (2.14) with
aj =
−1
(2j)!
∂2j
∂k1
2j
√
v20 + k
2
1
∣∣∣
k1=0
.
In this case ϕj is composed by
ϕj+1 =
1
(2j)!
∂2j
∂k1
2j
ϕ1
∣∣
k1=0
, (j = 0, 1, · · · , N − 1), (4.36)
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where ϕ1 is defined as in (4.35).
Write the corresponding Wronskian as f = F1 + iF2, where F1 = Re[f ], F2 =
Im[f ]. From (4.30) solutions of the KdV-mKdV equation (4.29) are expressed as
V (X, t) = −2 F1,XF2 − F1F2,X
F 21 + F
2
2
, (4.37)
and for the mKdV equation (4.1),
v(x, t) = v0 − 2(F1,xF2 − F1F2,x)
F 21 + F
2
2
, (4.38)
where one needs to replace X in Fj with X = x − 6v20t. The simplest rational
solution of the mKdV equation (4.1) is
v = v0 − 4v0
4v20(x− 6v20t)2 + 1
. (4.39)
4.4 Notes
Unlike the KdV equation, there is no positon-negaton-complexiton classification for
the solutions of the mKdV equation according to the eigenvalues of B in the LDES
(4.8). In the simple-pole case, one can choose distinct {kj} from C/ ∼ to get solitons
where ∼ is defined by (4.14).
Analysis of direct scattering of the mKdV equation (4.1) shows that the trans-
mission coefficient T (k) can have multiple poles [43]. Therefore multiple-pole solu-
tions (limit solutions of solitons in this paper) are not singular. Note that a typical
characteristic of double pole solutions is that at large time the two solitons asymp-
totically travel along logarithmic trajectories with a linear background. This is also
true for limit breathers [55]. Such a typical behavior was probably first found by
Zakharov and Shabat for double pole solution of the nonlinear Schro¨dinger (NLS)
equation [48]. For more details of strict asymptotic analysis of this type of solutions
one can refer to [55, 57].
Note specially that the mKdV equation (4.1) serves as an integrable model that
describes by its breathers the ultra-short pulse propagation in a medium described
by a two-level Hamiltonian [19]. Mixed solutions of the mKdV equation is poten-
tially used to generate rogue waves [41]. Such solutions correspond to the case that
B in (4.8) or (4.32) is block diagonal with diagonal and different Jordan cells, and
the elementary column vector ϕ is composed accordingly.
5 The AKNS and reductions
5.1 The AKNS hierarchy and double Wronskian solutions
A typical equation to admit double Wronskian solutions is the NLS equation [30],
which belongs to the well known AKNS hierarchy. Let us recall some results of this
hierarchy.
The AKNS hierarchy
utn = Kn =
(
K1,n
K2,n
)
= Ln
( −q
r
)
, u =
(
q
r
)
, n = 1, 2, · · · , (5.1)
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is derived from the AKNS spectral problem [1]
Φx =
(
λ q
r −λ
)
Φ, Φ =
(
φ1
φ2
)
, (5.2)
where q and r are functions of (x, t), λ is the spectral parameter, and the recursion
operator is
L =
( −∂x + 2q∂−1x r 2q∂−1x q
−2r∂−1x r ∂x − 2r∂−1x q
)
.
By imposing
r(x, t) = δq∗(σx, t), δ, σ = ±1 (5.3)
on the even-indexed members of the AKNS hierarchy
iut2l = −K2l, l = 1, 2, · · · , (5.4)
where we have replaced t2l by it2l, one gets the NLS hierarchy
iqt2l = −K1,2l|(5.3), l = 1, 2, · · · . (5.5)
Note that (σ, δ) = (1,∓1) yields the classical focusing and defocusing NLS hierarchy,
while σ = −1 yields the so-called nonlocal NLS hierarchy (cf.[2]). There are more
reductions (cf.[4]), while here let us only focus on the NLS hierarchy as an instructive
example on double Wronskians and reductions.
After rewriting the AKNS hierarchy (5.1) as its recursive form(
qtn+1
rtn+1
)
= L
(
qtn
rtn
)
, n = 1, 2, · · · (5.6)
and introducing transformation
q =
h
f
, r = − g
f
, (5.7)
(5.6) is bilinearised as (with t1 = x) [28]
(Dtn+1 −DxDtn)g · f = 0, (5.8a)
(Dtn+1 −DxDtn)f · h = 0, (5.8b)
D2xf · f = 2gh. (5.8c)
Theorem 8. [20, 47] The bilinear AKNS hierarchy (5.8) allows us the following
double Wronskian solutions,
f = |N̂ − 1; M̂ − 1|, (5.9a)
g = 2N−M+1|N̂ ; M̂ − 2|, (5.9b)
h = 2M−N+1|N̂ − 2; M̂ |, (5.9c)
where the elementary column vectors (2.9) are defined as
ϕ = exp
(
1
2
∞∑
j=1
Ajtj
)
C+, ψ = exp
(
−1
2
∞∑
j=1
Ajtj
)
C−, (5.10)
in which A ∈ C(N+M)×(N+M) is an arbitrary constant matrix and
C± = (c±1 , c
±
2 , · · · , c±N+M )T , c±i ∈ C.
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The proof is similar to the single Wronskian case as of Theorem 3. One can also
refer to [47] for more details.
Note that (5.10) provides solutions for the whole AKNS hierarchy (5.6) as well
as any special equation utn = Kn in that hierarchy due to the theory of symmetries.
In the later case, the terms e±
1
2
∑
j 6=nA
jtj in (5.10) are absorbed into C±. For the
hierarchy (5.4), ϕ and ψ are taken as (with t1 = x)
ϕ = exp
(
1
2
Ax+
i
2
∞∑
j=1
A2jt2j
)
C+, ψ = exp
(
−1
2
Ax− i
2
∞∑
j=1
A2jt2j
)
C−. (5.11)
5.2 Reductions of double Wronskians
As we have seen (5.10) provides solutions through double Wronskians f, g, h for the
unreduced hierarchy (5.1). In the following we present a simple reduction procedure
that enables us to obtain double Wronskian solutions for the reduced hierarchies.
Let us take (5.4) and (5.5) as an example. Note that σ, δ = ±1.
Theorem 9. Consider double Wroskians (5.9) with ϕ and ψ defined by (5.11),
which provides solutions to the unreduced hierarchy (5.4). Impose the following
constraints on ϕ and ψ: taking M = N , and
C− = TC+∗, (5.12)
where the 2N × 2N matrix T obeys
AT + σTA∗ = 0, (5.13a)
TT ∗ = δσI2N . (5.13b)
Then the NLS hierarchy (5.5) has solution
q(x, t) = 2
|N̂ − 2; N̂ |
|N̂ − 1; N̂ − 1|
, (5.14)
where
ψ(x, t) = Tϕ∗(σx, t). (5.15)
Proof. For convenience we introduce notation
ϕ̂(N)(ax)[bx] =
(
ϕ(ax), ∂bxϕ(ax), ∂
2
bxϕ(ax), · · · , ∂Nbxϕ(ax)
)
, a, b = ±1. (5.16)
First, we show that under (5.13) we have
ψ(σx, t) = exp
(
−1
2
σAx− i
2
∞∑
j=1
A2jt2j
)
C−
=exp
(
1
2
TA∗T−1x− i
2
∞∑
j=1
(TA∗T−1)2jt2j
)
TC+∗
=T exp
(
1
2
A∗x− i
2
∞∑
j=1
A∗2jt2j
)
C+∗
=Tϕ∗(x, t),
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which gives (5.15). Next, with the notation (5.16) and assumption (5.13b), we have
f∗(σx, t) = |ϕ̂∗(N−1)(σx)[σx];T ∗ϕ̂(N−1)(σ2x)[σx]|
= |T ∗|(σδ)N |T ϕ̂∗(N−1)(σx)[σx]; ϕ̂(N−1)(x)[σx]|
= |T ∗|(σδ)N (−1)N |ϕ̂(N−1)(x)[x];T ϕ̂∗(N−1)(σx)[x]|
= |T ∗|(σδ)N (−1)Nf(x, t).
In a similar manner,
g∗(σx, t) = |T ∗|δN+1σN (−1)N−1h(x, t).
Thus, we immediately reach
r∗(σx, t) = − g
∗(σx, t)
f∗(σx, t)
=
δh(x, t)
f(x, t)
= δq(x, t),
i.e. the reduction (5.3) for the NLS hierarchy.
As for solutions T and A of (5.13), if we assume they are block matrices of the
form
T =
(
T1 T2
T3 T4
)
, A =
(
K1 0
0 K4
)
, (5.17)
where Ti and Ki are N ×N matrices, then, solutions to (5.13) are given in Table 1
where KN ∈ CN×N .
(σ, δ) T A
(1,−1) T1 = T4 = 0, T3 = −T2 = IN K1 = −K∗4 = KN
(1, 1) T1 = T4 = 0, T3 = T2 = IN K1 = −K∗4 = KN
(−1,−1) T1 = T4 = 0, T3 = T2 = IN K1 = K∗4 = KN
(−1, 1) T1 = T4 = 0, T3 = −T2 = IN K1 = K∗4 = KN
Table 1: T and A for the NLS hierarchy
When KN = Diag(k1, k2, · · · , kN ), we have
ϕ =
(
c1e
θ(k1), c2e
θ(k2), · · · , cNeθ(kN ), d1eθ(−σk∗1 ), d2eθ(−σk∗2 ), · · · , dNeθ(−σk∗N )
)T
,
where
θ(kl) =
1
2
klx+
i
2
∞∑
j=1
k2jl t2j . (5.18)
When KN is the Jordan matrix JN (k) defined as in (4.17), we have
ϕ =
(
ceθ(k),
∂k
1!
(ceθ(k)), · · · , ∂
N−1
k
(N − 1)! (ce
θ(k)),
deθ(−σk
∗),
∂k∗
1!
(deθ(−σk
∗)), · · · , ∂
N−1
k∗
(N − 1)! (de
θ(−σk∗))
)T
.
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Note that one more solution for the case (σ, δ) = (−1,±1) is
T1 = −T4 =
√
−δIN , T2 = T3 = 0N , K1 = KN , K4 = −HN , (5.19)
where KN ,HN ∈ RN×N . When
KN = Diag(k1, k2, · · · , kN ), HN = Diag(h1, h2, · · · , hN ),
we have
ϕ =
(
c1e
θ(k1), c2e
θ(k2), · · · , cNeθ(kN ), d1eθ(−h1), d2eθ(−h2), · · · , dNeθ(−hN )
)T
,
and when KN = JN [k], HN = JN [h] as defined in (4.17), we have
ϕ =
(
ceθ(k),
∂k
1!
(ceθ(k)), · · · , ∂
N−1
k
(N − 1)! (ce
θ(k)),
deθ(−h),
∂h
1!
(deθ(−h)), · · · , ∂
N−1
h
(N − 1)! (de
θ(−h))
)T
,
where θ(k) is defined in (5.18).
5.3 Notes
The reduction technique we presented in this section is first introduced in [5]. The
technique is also valid for all one-field reductions of the AKNS hierarchy (cf.[4]) as
well as for one-field reductions of other systems that allows us double Wronskian
solutions.
It is known that the matrix A in (5.10) and its similar forms lead to same
solutions for the AKNS hierarchy (5.1), and the eigenvalues of A correspond to
discrete spectrum of the AKNS spectral problem (5.2). Therefore the structures
of A in Table 1 indicate how the distribution of discrete spectrum changes with
different reductions.
6 Discrete case: the lpKdV equation
6.1 The lpKdV equation and discrete stuff
There has been a surge of interest in discrete integrable systems in the last two
decades (cf.[10] and the references therein). Let us get familiar with some notations
in discrete. Suppose u(n,m) to be a function defined on Z × Z where n and m
are two discrete independent variables. The basic operation on u(n,m) is a shift in
stead of differentiation. In this section we employ notations
u
.
= u(n,m), u˜
.
= u(n+ 1,m), û
.
= u(n,m+ 1), ̂˜u .= u(n+ 1,m+ 1). (6.1)
A discrete Hirota’s bilinear equation is written as (cf.[11])∑
j
cj fj(n+ ν
+
j ,m+ µ
+
j ) gj(n+ ν
−
j ,m+ µ
−
j ) = 0, (6.2)
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where ν+i +ν
−
i = ν
+
k +ν
−
k , µ
+
i +µ
−
i = µ
+
k +µ
−
k ,∀i, k. Casoratian is a discrete version
of Wronskian. Let
ϕ(n,m, l) = (ϕ1(n,m, l), ϕ2(n,m, l), · · · , ϕN (n,m, l))T , (6.3)
where ϕi are functions of (n,m, l) defined on Z × Z × Z. A Casoratian w.r.t. l
together with its compact expression is
C(ϕ) =|ϕ(n,m, 0), ϕ(n,m, 1), · · · , ϕ(n,m,N − 1)|
=|ϕ(0), ϕ(1), · · · , ϕ(N − 1)| = |0, 1, · · · , N − 1| = |N̂ − 1|. (6.4)
Similarly, we have |N̂ − 2, N | = |0, 1, · · · , N − 2, N |.
The lpKdV equation with the notations in (6.1) is written as
(u− ̂˜u)(u˜− û) = b2 − a2, (6.5)
which is a discrete version of the potential KdV equation, where a and b are respec-
tively the spacing parameters of n and m directions. By the transformation
u = an+ bm+ c0 − g
f
, (6.6)
where c0 is a constant, (6.5) is bilinearised as [11]
H1 = ĝf˜ − g˜f̂ + (a− b)(f̂ f˜ − f ̂˜f) = 0, (6.7a)
H2 = ĝ˜f − ̂˜gf + (a+ b)(f ̂˜f − f̂ f˜) = 0. (6.7b)
6.2 Casoratian solutions
Theorem 10. The bilinear lpKdV equation (6.7) admits Casoratian solutions
f(ϕ) = |N̂ − 1|, g(ϕ) = |N̂ − 2, N |, (6.8)
where the elementary column vector ϕ(n,m, l) satisfies
ϕ˜− ϕ = (a− c)ϕ, (6.9a)
ϕ̂− ϕ = (b− c)ϕ, (6.9b)
and there exists an auxiliary vector ψ and an invertible matrix Γ = Γ(m) such that
ϕ = Γψ, (6.9c)
ψ + ψ = (b+ c)ψ̂. (6.9d)
Here c is a constant and f(n,m, l)
.
= f(n,m, l + 1). Note that Γ is independent of
n, l, and it then follows from (6.9b) and (6.9c) that
ψ˜ − ψ = (a− c)ϕ. (6.10)
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Proof. Making use of evolution relations (6.9a) and (6.9b), one can derive shift
relations of f and g [11],
− (a− c)N−2
˜
f = |N̂ − 2,
˜
ϕ(N − 2)|, (6.11a)
− (b− c)N−2
ˆ
f = |N̂ − 2,
ˆ
ϕ(N − 2)|, (6.11b)
− (a− c)N−2[
˜
g + (a− c)
˜
f ] = |N̂ − 3, N − 1,
˜
ϕ(N − 2)|, (6.11c)
− (b− c)N−2[
ˆ
g + (b− c)
ˆ
f ] = |N̂ − 3, N − 1,
ˆ
ϕ(N − 2)|. (6.11d)
Then, for down-tilde-hat-shifted (6.7a), we find
[(a− c)(b− c)]N−2[−(a− b)f
˜ˆ
f +
ˆ
f(
˜
g + (a− c)
˜
f)−
˜
f(
ˆ
g + (b− c)
ˆ
f)]
=− |N̂ − 1||N̂ − 3,
ˆ
ϕ(N − 2),
˜
ϕ(N − 2)|
+ |N̂ − 2,
ˆ
ϕ(N − 2)||N̂ − 3, N − 1,
˜
ϕ(N − 2)|
− |N̂ − 2,
˜
ϕ(N − 2)||N̂ − 3, N − 1,
ˆ
ϕ(N − 2)|
which vanishes in light of (2.13) where M = (N̂ − 3), and a, b, c and d take
ϕ(N − 2), ϕ(N − 1),
ˆ
ϕ(N − 2) and
˜
ϕ(N − 2), respectively.
To prove (6.7b), we make use of the auxiliary vector ψ and consider Casoratian
f(ψ), which evolutes in m direction as
(b+ c)N−2f̂(ψ) = |ψ(0), ψ(1), · · · , ψ(N − 2), ψ̂(N − 2)|.
Then, noting that ϕ = Γψ and f(ϕ) = |Γ|f(ψ), we recover f̂(ϕ) as
(b+ c)N−2f̂(ϕ) =(b+ c)N−2|Γ̂|f̂(ψ)
=|Γ̂||Γ−1||ϕ(0), · · · , ϕ(N − 2), ◦Eϕ(N − 2)|,
i.e.
(b+ c)N−2f̂(ϕ) = |Γ̂||Γ−1||N̂ − 2, ◦Eϕ(N − 2)|, (6.12)
where
◦
Eϕ(l) = ΓΓ̂−1ϕ̂(l). With the help of f(ψ) and g(ψ), we also get
(a+ b)[(a− c)(b+ c)]N−2
˜̂
f(ϕ) = |Γ̂||Γ−1||N̂ − 3,
˜
ϕ(N − 2), ◦Eϕ(N − 2)| (6.13)
and
(b+ c)N−2[ĝ(ϕ) − (b+ c)f̂(ϕ)] = |Γ̂||Γ−1||N̂ − 3, N − 1, ◦Eϕ(N − 2)|. (6.14)
Then, with formulas (6.11a), (6.11c), (6.12), (6.13) and (6.14), one can verify (6.7b)
in its down-tilde-shifted version.
Thus we complete the proof.
Explicit ϕ and ψ that satisfy (6.9) can be given according to the canonical forms
of Γ. When
Γ = Diag(γ1, γ2, · · · , γN ), γj = (b2 − k2j )m (6.15)
with distinct kj , one can take
ϕi(n,m, l) = ϕ
+
i + ϕ
−
i , ϕ
±
i = ̺
±
i (c± ki)l(a± ki)n(b± ki)m, (6.16)
ψi(n,m, l) = ψ
+
i + ψ
−
i , ψ
±
i = ̺
±
i (c± ki)l(a± ki)n(b∓ ki)−m, (6.17)
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where ̺±i ∈ C. When Γ is a LTTM defined as (2.14) with aj = 1j!∂jk1γ1 where γ1 is
defined in (6.15), one can take
ϕ(m,n, l) = A+Q+ +A−Q−, A± ∈ G˜N , (6.18a)
ψ(m,n, l) = B+P+ + B−P−, B± ∈ G˜N , (6.18b)
where
Q± = (Q±0 , Q±1 , · · · , Q±N−1)T , Q±s =
1
s!
∂sk1ϕ
±
1 , (6.18c)
P± = (P±0 , P±1 , · · · , P±N−1)T , P±s =
1
s!
∂sk1ψ
±
1 . (6.18d)
and ϕ±1 and ψ
±
1 are defined in (6.16) and (6.17) respectively. When Γ is a LTTM
defined as (2.14) with aj =
1
(2j)!∂
2j
k1
γ1|k1=0 where γ1 defined in (6.15), one can take
ϕ(m,n, l) = A+R+ +A−R−, A± ∈ G˜N , (6.19a)
where R± = (R±0 ,R±1 , · · · ,R±N−1)T and
R+s =
1
(2s)!
∂2sk1ϕ1|k1=0, with ̺−1 = ̺+1 , (6.19b)
R−s =
1
(2s + 1)!
∂2s+1k1 ϕ1|k1=0, with ̺−1 = −̺+1 , (6.19c)
with ϕ1 defined in (6.16). This case yields rational solutions.
6.3 Notes
The system (6.9) is the “LDES” of the bilinear lpKdV equation, in which ψ and Γ
have been used as auxiliaries in order to implement Casoration verifications. More
formulas of shifted Casotarians can be found in [11] with the help of auxiliary
vectors. Examples that Theorem 1 plays its role in discrete case can be found in
[12, 13]. It can be proved that Γ and its similar forms lead to same solutions to
the lpKdV equation (6.5), which means one can make use of canonical forms of Γ
to derive and classify solutions, including rational solutions. For more results on
rational solutions in Casoration form for fully discrete 2D integrable systems one
can refer to [39, 49, 56].
(6.16) is a discrete counterpart of the continuous exponential function (e.g.
(3.9)), where ±ki satisfy x2 − k2i = 0. In principle, for fully discrete 2D integrable
systems, their dispersion relations are defined by the curve
PM (x, k) =
M∑
i=1
ai(x
i − ki) = 0, (6.20)
solutions of which are used to define discrete exponential functions. For more details
one can refer to [13, 54].
Besides, the techniques and treatments used in Sec.3 and 4 for Wronskians are
also valid to Casoratians. For example, the technique to verify BT with Wronskian
solutions in Sec.3.2 has applied to Casotatians [57], and the reduction procedure of
double Wronskians described in Sec.5.2 has been also generalised to doubel Caso-
ratians [6], although [6] and [57] describe semidiscrete models.
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7 Conclusions
We have reviewed Wronskian technique and solutions in Wronskian/Casoratian
forms for continuous and discrete integrable systems. In this context four instructive
examples were employed. By the KdV equation we showed standard verifying pro-
cedures of Wronskian solutions of the bilinear KdV equation and the bilinear BT.
It also servered as an example that displays the construction of general solutions
of the LDES and furthermore the classification of solutions for the KdV equation
according to the canonical forms of the coefficient matrix A in its LDES. The second
example is the mKdV equation which is special in many aspects. Note that there is
a complex conjugate operation in its LDES; there is no solution classification as the
KdV equation; breathers in Wronskian form result from block diagonal B (4.22);
solitons or breathers of double pole case are not singular and travel asymptotically
with logarithmic curves in stead of straight lines; rational solutions are obtained
by means of GT (4.28). The third example is the AKNS hierarchy, together with
its double Wronskian solutions and reductions. A reduction technique was showed
to get double Wronskian solutions for the reduced hierarchy. Finally, the lpKdV
equation served as an example of fully discrete integrable systems which have re-
ceived significant progress in the recent two decades. We described how to obtain
shift formulas of Casoratians by introducing auxiliary vectors, so that Casoratians
solutions of discrete bilinear equations can be verified as in the continuous case.
More than thirty years passed since the Wronskian technique was proposed in
1983 [7]. Almost no secret is left behind this technique. As a matter of fact, solutions
in Wronskian form have their own advantage in presenting explicit multiple-pole
solutions (including rational solutions) and understanding relations between simple-
pole and multiple-pole solutions by taking limits w.r.t. poles {kj}. This benefits
from the regular structure of a Wronskian that each row is governed by a single kj .
Note that the IST [3], Cauchy matrix approach [29] and operator approach (see [38]
and the references therein) yield solutions in terms of the Cauchy matrix, but the
expression for multiple-pole solutions are not as simple as those in Wronskian case
(cf.[53]), and so far no rational solutions are presented in terms of Cauchy matrix.
There are other compact expressions for solutions of integrable systems, such as
Grammian and Pfaffian, mainly derived from bilinear methods. For more details
one may refer to [17].
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