The claw finding problem has been studied in terms of query complexity as one of the problems closely connected to cryptography. For given two functions, f and g, as an oracle which have domains of size N and M (N ≤ M), respectively, and the same range, the goal of the problem is to find x and y such that f (x) = g(y). This problem has been considered in both quantum and classical settings in terms of query complexity. In the bounded-error quantum setting, there is still a big gap between the known upper and lower bounds of query complexity for M = O(N 2 ), whereas the known bounds are tight when M = Ω(N 2 ). This paper describes a quantum-walk-based algorithm that solves this problem; it improves the previous upper bounds for M = O(N 2 ). Our algorithm can be generalized to find a claw of k functions for any constant integer k > 1, where the domains of the functions may have different size. No nontrivial bounds have been known in this case as far as we know. The paper also gives an improved lower bound for M = O(N 3/2 ). This lower bound, together with the previous lower bound, implies that our algorithm is optimal at M = Θ(N) and M = Ω(N 2 ).
Introduction
The most significant discovery in quantum computation would be Shor's polynomial-time quantum algorithms for factoring integers and computing discrete logarithms [15] , both of which are believed to be hard to solve in classical settings and are thus used in arguments for the security of the widely used cryptosystems. Another significant discovery is Grover's quantum algorithm for the problem of searching an unstructured set [10] ; i.e, the problem of searching for i ∈ {0, 1, . . . , N − 1} such that f (i) = 1 for a certain hidden Boolean function f ; it has yielded a variety of generalization approaches [3, 11] . Grover's algorithm and its generalizations assume the oracle computation model, in which a problem instance is given as a black box (called an oracle) and any algorithm needs to make queries to the black box to get sufficient information on the instance. In the oracle computation model, the efficiency of any algorithm is measured by the number of queries the algorithm needs to make, i.e., the query complexity of the algorithm. The query complexity of a problem means the query complexity of the most efficient algorithm to the problem.
One of the earliest applications of Grover's algorithm was the bounded-error algorithm of Brassard, Høyer and Tapp [4] ; it addressed the collision problem in a cryptographic context, i.e., finding pair (x, y) such that f (x) = f (y), in a given 2-to-1 function f of domain size N. Their quantum algorithm requires O(N 1/3 ) queries, whereas any bounded-error classical algorithm needs Θ(N 1/2 ) queries. Subsequently, Aaronson and Shi [1] proved the matching lower bound. Brassard et al. [4] considered two more related problems: the element distinctness problem and the claw finding problem. These problems are also important in a cryptographic sense. Furthermore, studying these problems has deepened our understanding of the power of quantum computation.
The element distinctness problem is to decide whether or not given N integers are all distinct. Buhrman et al. [7] gave a bounded-error algorithm for the problem, which makes O(N 3/4 ) queries (strictly, they assumed a comparison oracle, which returns just the result of the comparing function values for two specified inputs, and, in this case, the number of required queries, i.e., the query complexity, is O(N 3/4 log N)). Subsequently, Ambainis [2] gave an improved upper bound O(N 2/3 ) by introducing a new framework of quantum walk (his quantum walk algorithm was reviewed from a slightly more general point of view in [14, 9] , and a much more general framework was given by Szegedy [16] ). This upper bound matches the lower bound proved by Aaronson and Shi [1] .
The claw finding problem is defined as follows. Given two functions f : X → Z and g : Y → Z as an oracle, find a pair (x, y) ∈ X × Y, called a claw, such that f (x) = g(y) if it exists, where X and Y are domains of size N and M (N ≤ M), respectively. By claw finding (N, M), we mean this problem. Unlike the collision problem and the element distinctness problem, there is still a big gap between the upper and lower bounds of the query complexity for the claw finding problem.
After Brassard et al. [4] considered a special case of the claw finding problem, Buhrman et al. [6] gave a quantum algorithm that requires O(N 1/2 M 1/4 ) queries for N ≤ M < N 2 and O(M 1/2 ) queries for M ≥ N 2 (strictly, they assumed a comparison oracle, and, in this case, the query complexity is multiplied by log N). They also proved that any algorithm requires Ω(M 1/2 ) queries by reducing the search problem over an unstructured set to the claw finding problem. Thus, while their bounds of the query complexity are tight when M ≥ N 2 , there is still a big gap when N ≤ M < N 2 . Furthermore, they gave a quantum algorithm that finds a claw for k functions (called the k-claw finding problem) of the common domain of size N with O(N 1−1/2 k ) queries. In the case of three functions, Iwama and Kawachi [12] gave a quantum algorithm that is more efficient than that of Buhrman et al. [6] , if the number of claws of two functions among the three is at most N 7/8 . In fact, it is shown in [14] that the algorithm in [2] for the element distinctness problem is so general that it can be applied to the claw finding problem with slight modification; it yieldsÕ((N + M) 2/3 ) =Õ(M 2/3 ) queries for the two-function case. This upper bound is better than the previous upper bounds only when M = O(N 6/5 /poly(log N)). This paper gives a bounded-error quantum algorithm for the claw finding problem that achieves a better bound when N ≤ M < N 2 than the previous best bound (even when M ≥ N 2 , our algorithm can work well with the optimal query complexity O(M 1/2 )). More precisely,
where Q 2 (P) means the number of queries required to solve problem P with bounded error. Our algorithm can easily be modified to solve the more general problem of finding a tuple (x 1 , . . . , x p , y 1 , . . . , y q ) ∈ X p × Y q such that x i x j and y i y j for any i j, and ( f (x 1 ), . . . , f (x p ), g(y 1 ), . . . , g(y q )) ∈ R, for given R ⊆ Z p+q , where p and q are positive constant integers; the query complexity is
Our algorithm first finds subsets X ′′ ⊆ X and Y ′′ ⊆ Y of size O(1) such that there is a claw in X ′′ × Y ′′ , by using binary and 4-ary searches over X and Y; in order to decide which branch we should proceed at each visited node in the search trees, we use a subroutine that detects the existence of a claw of two functions f and g with bounded error. The algorithm then classically searches X ′′ × Y ′′ for a claw. If we use the bounded-error subroutine in a straight-forward manner in the search trees, a "log" factor would be multiplied to the total query complexity to guarantee bounded error as a whole. Instead, at the sth node of the search trees, we repeat the subroutine O(s) times to amplify success probability. This achieves bounded error as a whole, while pushing up the query complexity by just a constant multiplicative factor. (Høyer et al. [11] introduced an error reduction technique with a similar flavor; however, their technique is used in an algorithmic context different from ours: their error reduction is performed at each recursion level while ours is sequentially used at each step of the search tree.) The subroutine is developed around the Szegedy's quantum walk framework [16] over a Markov chain on the graph categorical product of two Johnson graphs, which correspond to the two functions (with an idea similar to the one used in [8] ).
We also prove a lower bound, which is better than the known lower bound Ω(M 1/2 ) given in [6] when M = o(N 3/2 ), by a simple reduction from the element distinctness problem:
This bound together with the previous bound Ω(M 1/2 ) implies that our algorithm is optimal when M = Θ(N) or M = Ω(N 2 ). As a by-product, an optimal quantum algorithm of O(N 2/3 ) queries for the element distinctness problem can be obtained by combining the above reduction with our claw finding algorithm (note that the first O(N 2/3 )-query algorithm was presented in [2] ). Table 1 summarizes the upper and lower bounds of the query complexity of our claw finding algorithm, where our results are identified by " †."
Our algorithm can be generalized to the k-claw finding problem. For any constant integer
given as an oracle, where
Note that the above bounds imply the two function case. No nontrivial bounds were known in the case where the domain sizes of the given functions are not linearly correlated.
Our algorithms can work with slight modification even against a comparison oracle (i.e., against an oracle that, for a given pair of inputs (x i , x j ) ∈ X i × X j , only decides which is the larger of two function values f i (x i ) and f j (x j )); the query complexity increases by a multiplicative factor of log N 1 for the k-function case (log N for the two-function case).
Remark Independently, Magniez, Nayak, Roland and Santha [13] developed a new quantum walk over a Markov chain that determines if no vertices are marked or finds a marked vertex. Although our algorithms would become simpler with their quantum walk, our combination of binary search and Szegedy's quantum walk is interesting in its own right and would be applicable to other situations.
Preliminaries
This section defines problems and introduces some useful techniques. We denote the set of positive integers by Actually, Z is allowed to be any totally ordered set, but we adopt the above definition for simplicity.
In a quantum setting, the two functions are given as quantum oracle O f,g which is defined as O f,g :
if p ∈ Y (note that it easy to know whether p is in X or Y by using one more bit to represent p). This kind of oracle, which returns the value of the function(s), is called a standard oracle.
Another type of oracle is called the comparison oracle, which, for given two inputs, only decides which is the larger of the two function values corresponding to the inputs. More formally,
, w , where p, q ∈ X ∪ Y, b ∈ {0, 1}, w and P are defined as in the standard oracle, Q is defined in the same way as P, and [P(p) ≤ Q(q)] is the predicate such that its value is 1 if and only if P(p) ≤ Q(q).
It is obvious that, if we are given a standard oracle, we can realize a comparison oracle by issuing O(1) queries to the standard oracle. Thus, upper bounds for a comparison oracle are those for a standard oracle, and lower bounds for a standard oracle are those for a comparison oracle, if we ignore constant multiplicative factors.
Buhrman et al. [6] generalized the claw finding problem to a k-function case.
Problem 2 (k-Claw Finding Problem) Given k functions
Standard and comparison oracles are defined in almost the same way as in the two-function case, except that inputs p and q belong to one of X i 's, respectively, for
The next theorem describes Szegedy's framework, which we use to prove our upper bounds. 
next quantum algorithm decides whether |V ′ | is 0 ("false") or at least ǫ|V| ("true") with one-sided bounded error with cost O(C U
1. Prepare |0 in a one-qubit register R 0 , and prepare a uniform superposition |φ 0 := 
Claw Detection
In this section, we describe "claw-detection" algorithms that detect the existence of a claw. The claw-detection algorithms will be used as subroutines in the "claw-search" algorithms presented in the next section that find a claw.
Before presenting the claw-detection algorithm, we introduce some notions. The Johnson graph J(n, k) is a connected regular graph with 
Proposition 3 The Markov chain on Johnson graph J(n, k) has spectral gap
We will first describe a claw-detection algorithm against a comparison oracle, from which we can almost trivially obtain a claw-detection algorithm against a standard oracle. Let Claw Detect denote the algorithm. To construct Claw Detect, we apply Theorem 1 on the graph categorical product of two Johnson graphs J f = J(|X|, l) and J g = J(|Y|, m) for the domains X and Y of functions f and g, respectively, where l and m (l ≤ m) are integers fixed later.
More precisely, let F and G be any vertices of J f and J g , respectively, i.e., any l-element subset and melement subset of X and Y, respectively. Then (F, G) is a vertex in J f × J g . Similarly, for any edges (F, F ′ ) and
We next define "marked vertices" as follows. Vertex (F, G) is marked if there is a pair of (x, y) ∈ F × G such that f (x) = g(y). To check if (F, G) is marked or not, we just sort all elements in F ∪ G on their function values.
Although we have to sort all elements in the initial vertex, we have only to change a small part of the sorted list we have already had when moving to an adjacent vertex. For every vertex (F, G), we maintain a representation L F,G of the sorted list of all elements in F∪G on their function values, and we identify (F, G, L F,G ) as a vertex of J f × J g . Here, we want to guarantee that L F,G is uniquely determined for any pair (F, G) in order to avoid undesirable quantum interference; we have just to introduce some appropriate rules that break ties, i.e., the situation where there are multiple elements in F ∪ G that have the same function value.
As the state |φ 0 in Theorem 1, we prepare
of repeating W is chosen randomly and uniformly for some constant c, δ := Ω(1/m) and ǫ := lm/(N M).
We next describe the implementation of operation W. Since diffusion operator 2C − I depends on L F,G 's, it cannot be performed without queries to the oracle. We thus divide operator 2C − I into a few steps. For
with queries to the oracle. We then perform a diffusion operator on the registers where the contents "F, G" and "F ′ , G ′ " are stored, to obtain a superposition of |F,
Operator 2R − I can be implemented in a similar way. + m) log(l + m) ).
Lemma 4 Let Q 2 (claw detect (N, M)) be the number of queries needed to decide whether there is a claw or not for functions f : X := [N] → Z and g : Y := [M] → Z given as a comparison oracle. Then,
We can check if there is a pair of (x, y) ∈ F × G such that f (x) = g(y) by looking through L F,G (without any queries). Thus, C F = 0.
For + m) ).
We set ǫ to l N × m M , since the probability that a state is marked is minimized when only one claw exists for f and g, in which case the probability is 
The standard oracle case can be handled by using almost the same approach. 
The claw-detection algorithm against a standard oracle can easily be modified in order to solve the more general problem of detecting a tuple (x 1 , . . . , x p , y 1 , . . . , y q ) ∈ X p × Y q such that x i x j and y i y j for any i j, and ( f (x 1 ), . . . , f (x p ), g(y 1 ), . . . , g(y q )) ∈ R, for given R ⊆ Z p+q , where p and q are any constant positive integers. A modification is made to the part of the algorithm that decides whether a vertex of the underlying graph is marked or not; the modification can be made without changing the number of queries. The query complexity can be analyzed by using almost the same approach as used in claw detection with ǫ =
The problem of finding such a tuple can also be solved with the same order of complexity as above by using the algorithm for detecting it as a subroutine.
Our algorithm for detecting a claw can easily be generalized to the case of k functions of domains of size N 1 , . . . , N k , respectively. More concretely, we apply Theorem 1 to the Markov chain on the graph categorical product of the k Johnson graphs, each of which corresponds to one of the k functions. We denote this "k-claw detection" algorithm by k-Claw Detect in the next section. detect (N 1 , . . . , N k ) ) be the number of queries needed to decide whether there is a k-claw or not for functions f i :
Lemma 6 For any positive integer k
Proof (Sketch). In a way similar to the case of two functions, we apply Theorem 1 on the graph categorical product of k Johnson graphs
for the domains X i 's of functions f i 's, where l i 's are integers fixed later such that l i ≤ l j for i < j.
To generate |φ 0 , we first prepare the uniform superposition of |F 1 , . . . ,
is an edge of J f i for every i. This requires no queries. As in the case of two functions, define L F 1 ,...,F k for any F 1 , . . . , F k as a representation of the sorted list of all elements in k i=1 F i so that it can be uniquely determined for each tuple (F 1 , . . . , F k 
C F and C W can be estimated as 0 and O log(l 1 + · · · + l k ) , respectively, in a way similar to the case of two functions. We set ǫ to
Against a standard oracle, we obtain a similar result.
Corollary 7 For any positive integer k
> 1, let Q 2 (k-claw detect (N 1 , . . . , N k )) be
the number of queries needed to decide whether there is a k-claw or not for functions f i :
given as a standard oracle, where
otherwise.
Claw Finding
We now describe an algorithm, Claw Search, that finds a claw. The algorithm consists of three stages. Without loss of generality, the error probability of Claw Detect can be assumed to be at most 1/3. The error probability of each single run of step 2.(b).i is at most We can easily obtain the standard-oracle version of the above theorem by using Corollary 7 instead of Lemma 6. 
For every
D ∈ {X,Ỹ}, set Ξ D := {[l D .u D ]} if u D − l D ≤ c, and otherwise, set Ξ D := {[l D .m D − 1], [m D .u D ]} where m D := ⌈(l D + u D )/2⌉.
The total number of queries is
O         ⌈log(M/N)⌉ s=1 s N M 2 s 1/3 log N + ⌈log N⌉ s=1 s(N/2 s ) 2/3 log N         = O (N M) 1/3 log N . If M ≥ N 2 ,
Corollary 11

Lower bound
We reduce the element distinctness problem ED(N) to the claw finding problem to obtain a lower bound. We define ED(N) as follows.
Problem 3 (Element Distinctness Problem (ED(N))) Given function h : V = [N] → Z as an oracle, is there a pair (x, y) ∈ V × V such that h(x) = h(y)?
