We study the problem of corrupted sensing, a generalization of compressed sensing in which one aims to recover a signal from a collection of corrupted or unreliable measurements. While an arbitrary signal cannot be recovered in the face of arbitrary corruption, tractable recovery is possible when both signal and corruption are suitably structured. We quantify the relationship between signal recovery and two geometric measures of structure, the Gaussian width of a tangent cone and the Gaussian distance to a subdifferential. We take a convex programming approach to disentangling signal and corruption, analyzing both penalized programs that trade off between signal and corruption complexity and constrained programs that bound the complexity of signal or corruption when prior information is available. In each case, we provide conditions for exact signal recovery from structured corruption and stable signal recovery from structured corruption with added unstructured noise. Our simulations demonstrate close agreement between our theoretical recovery bounds and the sharp phase transitions observed in practice. In addition, we provide new analytical bounds for the Gaussian width of sparse vectors, block-sparse vectors, and low-rank matrices, which lead to sharper guarantees of recovery when combined with our results and those in the literature.
I. INTRODUCTION
In the corrupted sensing problem, our goal is to recover a structured signal from a collection of potentially corrupted measurements. Recent years have seen a flurry of interest in specific instances of this problem, including sparse vector recovery from sparsely corrupted measurements [1] and the recovery of low-rank matrices from sparse corruption [2, 3] . The former arises in applications such as face recognition [4] and in the analysis of sensor network data [5] ; the latter arises in problems ranging from latent variable modeling [2] to video background subtraction [3] . In the present work, we are more broadly interested in the deconvolution of an arbitrary signal-corruption pair. While the problem is generally ill-posed, one might hope that recovery is possible when both signal and corruption are suitably structured.
Corrupted sensing can be viewed as a generalization of the compressed sensing problem, in which one aims to recover a structured signal from a relatively small number of measurements. This problem is ubiquitous in modern applications, where one is often interested in estimating a high-dimensional signal from a number of measurements far smaller than the ambient dimension. It is now common practice, when the signal has underlying low-dimensional structure, to promote that structure via a convex penalty and thereby achieve accurate estimation in the face of extreme undersampling. Two examples extensively studied in the literature are the recovery of sparse vectors via ℓ 1 norm penalization [6, 7, 8] and the recovery of low-rank matrices via trace norm penalization [9, 10, 11, 12, 13] .
Recent work by Chandrasekaran et al. [14] formulates a general framework for this compressed sensing problem, in which the complexity of an arbitrary structured signal x ⋆ ∈ R p is encoded in the geometric properties of a norm · sig used to estimate the signal. Specifically, given a vector of n noisy measurements y = Φx ⋆ + z, where Φ is a Gaussian measurement matrix and z is a bounded noise vector, their work gives conditions for when x ⋆ can be recovered from the convex program min x x sig : y − Φx 2 ≤ δ , for some bound δ on the noise level z 2 . In the noiseless setting where δ = 0, the authors' geometric analysis shows that n = ω T sig ∩ S p−1 2 + 1
measurements suffice to recover x ⋆ exactly. Here, T sig is a convex cone in R p induced by x ⋆ and · sig , and ω T sig ∩ S p−1 is a specific measure of the width of this cone, defined in Section II. In the noisy setting where
II. CONVEX GEOMETRY
In this section, we review the key concepts from convex geometry that underlie our analysis. Hereafter, B p and S p−1 will denote the unit ball and the unit sphere in R p under the ℓ 2 norm. Throughout the section, we reference a generic norm · on R p , evaluated at a generic point x ∈ R p \{0}, but we will illustrate each concept with the example of the ℓ 1 norm · 1 on R p and an s-sparse vector x sparse ∈ R p . Ultimately, we will apply the results of this section to the norms · sig on R p evaluated at the signal vector x ⋆ and · cor on R n evaluated at the corruption vector v ⋆ .
A. The subdifferential
The subdifferential of · at x is the set of vectors
In our running example of the ℓ 1 norm and the sparse vector x sparse , we have ∂ x sparse 1 = sign(x sparse ) + {w ∈ R p : support(w) ∩ support(x sparse ) = ∅, w ∞ ≤ 1}, . 
B. Tangent cones and normal cones
Our analysis of recovery under corrupted sensing will revolve around two notions from convex geometry: the tangent cone and the normal cone. We define the tangent cone 4 to · at x as the set of descent (or non-ascent) directions of · at x: T = {w : x + c · w ≤ x for some c > 0} .
By convexity of the norm · , T is a convex cone. In our running example, the tangent cone is given by T sparse = w : w support(xsparse) c 1 ≤ − w, sign(x sparse ) .
The normal cone to · at x is the polar of the tangent cone, given by N = {w : w, u ≤ 0 for all u ∈ T } , and may equivalently be written as the conic hull of the subdifferential ∂ x [17] : N = cone{∂ x } = {w : w ∈ t · ∂ x for some t ≥ 0}. Figure 1 illustrates these entities in R 2 for the ℓ 1 and ℓ 2 norms.
C. Gaussian width and Gaussian distance
To quantify the complexity of a structured vector, we adopt two geometric measures of size known as the Gaussian width and the Gaussian distance: Definition 1 (Gaussian width). We denote the Gaussian width of a set C ⊂ R p by ω (C) = E g∼N (0,Ip) sup w∈C g, w .
Definition 2 (Gaussian distance). We denote the Gaussian distance of a set C ⊂ R p by η (C) = E g∼N (0,Ip) inf w∈C g − w 2 .
Chandrasekaran et al. [14] showed that the Gaussian width of a restricted tangent cone ω T ∩ S p−1 determines a sufficient sample size for signal recovery from uncorrupted measurements. We will establish analogous results for our corrupted sensing setting in Section III.
To obtain interpretable sample size bounds in terms of familiar parameters, it is often necessary to bound ω T ∩ S p−1 analytically. Chandrasekaran et al. [14] describe a variety of methods for obtaining such bounds. One especially profitable technique relates this Gaussian width to the Gaussian distance of the scaled subdifferential of · at x:
Indeed, many of the width bounds in [14] are derived by bounding η (t · ∂ x ) at a fixed value of t. Furthermore, the best choice of t typically yields a bound within a small additive constant of the Gaussian width: Proposition 1. Suppose that ∂ x satisfies a weak decomposability assumption:
Then min
Remark 1. The weak decomposability assumption (7) is satisfied in all the examples considered in this paper and is weaker than the decomposability assumptions often found in the literature (see, e.g., [18] ). We prove this result in Appendix A-G. In the case of our ℓ 1 norm example, Chandrasekaran et al. [14] choose t = 2 log(p/s) and show that
We will show that the alternative scaling t ′ = 2/π(1 − s/p) yields the bound
which is a tighter than (8) whenever s ≥ 0.07 · p. Moreover, this new bound, unlike (8) , is strictly less than p for any s < p; this has important implications for the recovery of structured signals from nearly dense corruption. Both bounds (8) and (9) are ultimately derived from the expected squared distance relation
In the ℓ 1 setting, this expected squared distance has a manageable representation (see [14, Sec. C] ) that can be directly minimized over t:
The resulting bound on the Gaussian width is tighter than either (8) or (9), albeit without an interpretable closed form. We compare the distance bounds arising from these three calculations in Figure 2 . Notice that the new analytic bound (9) closely approximates the optimal squared distance bound (10) for a wide range of sparsity levels, while the prior analytic bound (8) only dominates (9) in the extreme sparsity regime. It is instructive to contrast the width of T sparse ∩ S p−1 in our example with that induced by the ℓ 2 norm on R p . The ℓ 2 norm tangent cone at any point x will be a half-space (as illustrated in Figure 1 ), and its Gaussian width will be approximately √ p, irrespective of the structure of x. Meanwhile, any sparse vector will exhibit a much smaller Gaussian width under the ℓ 1 norm tangent cone, as illustrated in (8) and (9) . We will see that the choice of norm and the attendant reduction in geometric complexity are critical for achieving signal recovery in the presence of corruption. Three upper bounds on the rescaled Gaussian distance min t≥0 η t · ∂ x sparse 1 / √ p for an s-sparse vector x sparse ∈ R p as a function of the sparsity proportion γ = s/p. The prior bound comes from (8), the new bound from (9) , and the optimal bound comes from the exact expression for expected squared distance given in (10) .
D. Structured vectors and structure-inducing norms
While our analysis is applicable to any signal coupled with any norm, it is most profitable when the signal exhibits low complexity under its associated norm. In this section, we will highlight a number of important structured signal classes and norms under which these signals have low complexity (additional examples can be found in [14] ):
• Sparse vectors: As discussed throughout the section, an appropriate norm for recovering sparse vectors in R p is the ℓ 1 norm, · 1 .
• Low-rank matrices: We will see that low-rank matrices in R m1×m2 exhibit low geometric complexity under the trace norm · * , given by the sum of the singular values of a matrix.
• Binary vectors: A binary vector of length p has relatively low complexity under the ℓ ∞ norm, · ∞ , which has a known value of 1 for any such vector.
• Block-sparse vectors: We will show that a block-sparse vector in R p , supported on a partition of {1, . . . , p} into m blocks of size p/m, has low complexity under the ℓ 1 /ℓ 2 norm
where V b ⊂ {1, . . . , p} is the bth block. Table I gives bounds on the tangent cone width for each of these structured settings (recall that µ k is the mean of a χ k distribution). These estimates will be useful for studying signal recovery via the constrained convex optimization problems (3) and (4). Table II highlights those results obtained by bounding the larger quantity η (t · ∂ x ) for a fixed scaling t of the subdifferential. We will make use of these Gaussian distance estimates and their associated settings of t when studying penalized convex recovery via (2) . The new results in Tables I and II are derived in  Appendix A. Table I : Upper bounds on the restricted tangent cone Gaussian width ω T ∩ S p−1 for various structured vectors and structure-inducing norms. Prior bounds on Gaussian width are due to [14] . Table II : Upper bounds on the scaled subdifferential Gaussian distance η (t · ∂ x ) for various structured vectors, structure-inducing norms, and settings of t.
Structure · Gaussian distance bound Setting of t used to achieve bound
corrupted measurements suffice to recover (x ⋆ , v ⋆ ) exactly in the absence of noise (δ = 0) and stably in the presence of noise (δ = 0), via either of the procedures (11) or (12) .
Theorem 1 (General constrained recovery).
If ( x, v) solves either of the constrained optimization problems (11) or (12) , then
with probability at least 1 − e
2 /2 , as long as µ n − ǫ √ n exceeds the success threshold
Remark 2. In the noiseless setting where δ = 0, Theorem 1 entails exact recovery of (x ⋆ , v ⋆ ) with probability at least 1 − e −(µn−τ )
B. Recovery via penalized optimization
When prior knowledge of x ⋆ sig or v ⋆ cor is unavailable, one can instead rely on the penalized convex recovery procedure
with penalty parameter λ. Our next result provides sufficient conditions for exact and stable penalized recovery and demonstrates how to set the penalty parameter λ in practice.
Theorem 2 (General penalized recovery). Fix any t sig , t cor ≥ 0. If ( x, v) solves the penalized optimization problem (13) with penalty parameter λ = t cor /t sig , then
Remark 3. In the noiseless setting (δ = 0), Theorem 2 entails exact recovery of (x ⋆ , v ⋆ ) with probability at least 1 − e 9 IV. APPLICATIONS AND RELATED WORK In this section, we apply the general theory of Section III to specific signal and corruption structures of interest, drawing comparisons to existing literature where relevant. All results in this section are proved in Appendix B.
A. Binary recovery from sparse corruption and unstructured noise
To exemplify the constrained recovery setting, we analyze a communications protocol for secure and robust channel coding proposed by Wyner [19, 20] and studied by McCoy and Tropp [15] . The aim is to transmit a binary signal securely across a communications channel while tolerating sparse communication errors. The original protocol applied a random rotation to the binary signal and thereby constrained the length of the transmitted message to equal the length of the input message. Here, we take n random Gaussian measurements Φ for n not necessarily equal to p. This offers the flexibility of transmitting a shorter, cheaper message with reduced tolerance to corruption, or a longer message with increased corruption tolerance. In addition, unlike past work, we allow our measurements to be perturbed by dense, unstructured noise.
To recover the signal x ⋆ after observing the sparsely corrupted and densely perturbed message y = Φx ⋆ + v ⋆ + z with z 2 ≤ δ, we solve the constrained optimization problem
where we take advantage of the prior knowledge that x ∞ = 1 for any binary signal. The following result, which follows from Theorem 1, provides sufficient conditions for exactly reconstructing x ⋆ using the convex program (15) .
Corollary 1 (Binary signal, sparse corruption).
Suppose that x ⋆ ∈ {+1, −1} p and that v ⋆ is supported on at most n · γ entries. Suppose the number of measurements satisfies
where T sparse(n,γ) is the tangent cone of a (n · γ)-sparse n-dimensional vector under the ℓ 1 norm, known to satisfy
Then with probability at least 1 − e −(µn−2δ−τ ) 2 /2 , the binary vector x ⋆ is exactly equal to sign( x), where ( x, v) is any solution to the constrained recovery procedure (15) .
Remark 5. In addition to the analytical bound (16) , ω T sparse(n,γ) ∩ S n−1 admits the sharp, computable bound described in (10) .
It is enlightening to compare Corollary 1 with the binary recovery from sparse corruption results of McCoy and Tropp [15] . Assuming that n = p and that the measurement matrix is a uniformly random rotation drawn independently of (x ⋆ , v ⋆ ), McCoy and Tropp [15] proved that signal recovery is possible with up to 19.3% of measurements corrupted. In their work, the threshold value of γ 0 = 19.3% was obtained through a numerical estimate of a geometric parameter analogous to the Gaussian width ω T sparse(n,γ) ∩ S n−1 . For large n = p, the additive constants in Corollary 1 become negligible, and our result implies exact recovery with some probability when
In the noiseless setting (δ = 0), this precondition for exact recovery becomes ω T sparse(n,γ) ∩ S n−1 < n/2. Our plot of ℓ 1 width bounds ( Figure 2 ) shows that this indeed holds when γ < 19.3%. Thus, our result parallels that of McCoy and Tropp [15] in the noiseless setting. Unlike the work of McCoy and Tropp [15] , Corollary 1 also provides for exact recovery from dense, unstructured noise, and additionally allows for n = p.
B. General penalized recovery from block-sparse corruption and unstructured noise
As a first application of our penalized recovery result, Theorem 2, we consider a setting in which the corruption is entry-wise or block-wise sparse, and the signal exhibits an arbitrary structure. While past work has analyzed corruption-free block-sparse signal recovery in the setting of compressed sensing [21, 22, 23, 24] , to our knowledge, Corollary 2 is the first result to analyze structured signal recovery from block-sparse corruption.
Let m denote the number of disjoint measurement blocks and k = n/m represent the common block size. Suppose that no more than s measurement blocks have been corrupted and that the identities of the corrupted blocks are unknown. We consider a "dense" corruption regime where the proportion of corruptions γ = s m may lie anywhere in (0, 1). The following corollary bounds the number of measurements needed for exact or stable recovery, using the penalized program
with λ = µ k (1 − γ)/t sig for any choice of t sig ≥ 0. In particular, when δ = 0, we find that
measurements suffice for exact recovery of a structured signal x ⋆ .
Corollary 2 (Penalized recovery, dense block or entrywise corruption). Fix any t sig ≥ 0, and suppose that v , and the number of measurements n satisfies
Remark 6. In the noiseless setting, where δ = 0, Corollary 2 entails exact recovery with probability 1 − β whenever
In the important special case where x ⋆ is a sparse vector with at most s non-zero entries and v ⋆ is entrywise sparse (k = 1), the ℓ 1 distance bound in Table I and Corollary 2 together imply that
measurements suffice to recover x ⋆ exactly or stably, respectively, with high probability, using the convex program
with λ = (1 − γ)/ π log(p/s). This result is particularly well suited to recovery from dense entrywise corruption and accords with the best sparse recovery from sparse corruption results in the literature. For example, Li [1] establishes stable recovery via (18) using the penalty parameter λ = 1/ log(p/n) + 1, whenever the signal and corruption sparsity levels satisfy
for an unspecified universal constant C > 0. Our result admits a guarantee of this form, while providing an explicit trade-off between the sparsity levels of the signal and the corruption. Specifically, Corollary 2 yields a stable recovery result (derived in Appendix B-B) under the conditions
for any corruption proportion bound γ < 1 and
The associated setting of the penalty parameter λ = (1 − γ)/ π log( p /sγ) is parameterized only by γ and, like Li's result, requires no prior knowledge of the signal sparsity level x ⋆ 0 . Our setting has the added advantage of allowing the user to specify an arbitrary upper bound on the corruption level.
It should be noted that Li [1] addresses the adversarial setting in which x ⋆ and v ⋆ may be selected given knowledge of the measurement matrix Φ. Our work can be adapted to the adversarial setting by measuring the Gaussian width of the ℓ 1 unit ball in place of the associated tangent cones; we save such an extension for future work.
C. Penalized recovery when signal and corruption are both extremely sparse
Corollary 2 is well-suited to recovery from moderate or frequent corruption, but in the extreme sparsity setting, where the corruption proportion γ is nearly zero, the result can be improved with a different choice of penalty parameter λ; the reason for this distinction is that, when choosing t cor , it is more advantageous to use the first distance bound that is given in Table II for the block-wise sparse setting when the corruptions are extremely sparse, rather than using the second distance bound in this table as for the high-corruption setting. A general result for the extremely sparse case could be attained with a similar analysis as in Corollary 2; we do not state such a result here but instead give a specific example where both the signal and corruption exhibit extreme element-wise sparsity.
In the following corollary, we show that
measurements suffice to ensure recovery even without any knowledge of the sparsity levels s sig and s cor , by selecting the penalty parameter λ = 1.
Corollary 3 (Extremely sparse signal and corruption). Suppose that x ⋆ is supported on at most s sig of p entries, and that
and the number of measurements n satisfies
then with probability at least 1 − e
When the noise level equals zero, we recover a result due to Laska et al. [25] , which establishes high probability exact recovery of a sparse signal from sparsely corrupted measurements via the convex program
Their analysis requires n ≥ C(s sig + s cor ) log( p+n ssig+scor ) measurements for recovery, where C is an unspecified constant. In comparison, the present analysis features small, explicit constants, provides for stable recovery in the presence of unstructured noise, and follows from a more general treatment of signal and corruption structure.
We remark that a similar result to Corollary 3 can be stated for block-sparse signals with m sig blocks of size k sig and block-sparse corruption vectors with m cor blocks of size k cor . In this case,
measurements suffice for high probability recovery. We omit the details here.
D. Additional related work
We conclude this section with a summary of some existing results in the vicinity of this work.
1) Sparse signal recovery from sparse corruption:
The specific problem of recovering a sparse vector x ⋆ ∈ R p from linear measurements with sparse corruption v ⋆ ∈ R n has been analyzed under a variety of different modeling assumptions. For example, Wright and Ma [26] study exact recovery under a cross-and-bouquet model:
V. EXPERIMENTAL EVALUATION
In this section, we verify and complement the theoretical results of Section III with a series of synthetic corrupted sensing experiments. We present both constrained and penalized recovery experiments for several types of structured signals and corruptions in the presence or absence of noise. Our goals are twofold: first, to test the agreement between our constrained recovery theory and empirial recovery behavior and, second, to evaluate the utility of the penalty parameter settings suggested in Theorem 2 when using penalized recovery. In each experiment, we employ the CVX Matlab package [30, 31] to specify and solve our convex recovery programs.
A. Phase transitions from constrained recovery
We begin by investigating the empirical behavior of the constrained recovery program (12) when the noise level δ = 0 and the norm of the true signal x ⋆ sig are known exactly. In this setting, our constrained recovery result (Theorem 1) guarantees exact recovery with some probability once µ
Using new and existing bounds on the relevant Gaussian widths, our aim is to determine how conservative this theoretical recovery guarantee is in practice. To this end, we will apply our convex recovery procedures to synthetic problem instances and compare the empirical probability of successful recovery to the recovery behavior predicted by our theory. We will see that our theoretical recovery thresholds closely align with observed phase transitions in three different settings: binary signal recovery from sparse corruption, sparse signal recovery from sparse corruption, and sparse signal recovery from block-wise sparse corruption.
Binary signal, sparse corruption: We first consider the secure and robust communications protocol discussed in Section IV-A, where we aim to recover a binary message from noiseless (δ = 0) but sparsely corrupted Gaussian measurements. Fixing the message length p = 1000, we vary the number of measurements n ∈ [750, 1250] and the number of corruptions s cor ∈ [50, 350] and perform the following experiment 10 times for each (n, s cor ) pair: 1) Sample a binary vector x ⋆ uniformly from {±1} p . 2) Draw a Gaussian matrix Φ ∈ R n×p with independent N (0, 1/n) entries. 3) Generate a corruption vector v ⋆ with s cor independent standard normal entries and n − s cor entries set to 0. 4) Solve the constrained optimization problem (15) with y = Φx ⋆ + v ⋆ and δ = 0. Figure 3 : Phase transition for binary signal recovery under sparse corruption, using constrained recovery (see Section V-A). The red curve plots the recovery threshold predicted by Theorem 1 (ignoring small additive constants), where Gaussian width for the binary signal is given in Table I , and Gaussian width for the sparse corruption is estimated by minimizing (10) . Figure 3 reports the empirical probability of success for each setting of (n, s cor ) averaged over the 10 iterations. To compare these empirical results with our theory, we overlay the theoretical recovery thresholds
where the Gaussian width for the binary signal is estimated with the bound given in Table I , while the width for the sparse corruption is given by the optimal squared distance bound for the ℓ 1 norm, given in (10). This threshold shows the parameter regions where our theory gives any positive probability of successful recovery (we have ignored the small additive constants, which are likely artifacts of the proof and are negligible for large n). We find that our theory provides a practicable phase transition that reflects empirical behavior. Sparse signal, sparse corruption: We next consider the problem of recovering a sparse signal vector of known ℓ 1 norm from sparsely corrupted Gaussian measurements. We fix the signal length and sample size p = n = 1000, and vary the sparsity levels (s sig , s cor ) ∈ [1, 860] 2 . We perform the following experiment 10 times for each (s sig , s cor ) pair:
1) Generate a signal vector x ⋆ with s sig independent standard normal entries and p − s sig entries set to 0. 2) Generate a corruption vector v ⋆ with s cor independent standard normal entries and n − s cor entries set to 0. 3) Draw a Gaussian matrix Φ ∈ R n×p with independent N (0, 1/n) entries. 4) Solve the following constrained optimization problem with y = Φx ⋆ + v ⋆ : Figure 4 reports the average empirical probability of success for each setting of (s sig , s cor ). We again overlay the theoretical recovery threshold suggested by Theorem 1, where the Gaussian widths for both signal and corruption are estimated with the tight upper bounds given by the optimal squared distance bound for the ℓ 1 norm, given in (10). This theoretical recovery threshold reflects the observed empirical phase transition accurately. Sparse signal, block-sparse corruption: To further test the resilience of our theory to a change in structure type, we next consider the problem of recovering a sparse signal vector of known ℓ 1 norm from measurements with block-sparse corruptions. We fix p = n = 1000 and partition the indices of v ⋆ into m = 100 blocks of size k = 10. We test sparsity and block-sparsity levels (s sig , s cor ) ∈ [1, 860] × [1, 86] . For each (s sig , s cor ) pair, we follow the experimental setup of the previous experiment with two substitutions: we generate v ⋆ with s cor blocks of independent standard normal entries and m − s cor blocks with all entries set to zero, and we solve the constrained optimization problem ( x, v) ∈ arg min Results from this simulation are displayed in Figure 5 , with the overlaid threshold coming from the optimal squared distance bound for the ℓ 1 norm, given in (10), and for the ℓ 1 /ℓ 2 norm, as follows (see (25) in Appendix A-C for the derivation):
1 will be known exactly a priori, and therefore penalized recovery is often more practical than constrained recovery.
Since constrained recovery is guaranteed to be successful at a sample size of approximately ω T sig ∩ S p−1 2 + ω T cor ∩ S n−1 2 , the known correspondence between constrained and penalized optimization implies that for some (unknown) value of λ, the penalized recovery program should also yield exact recovery at this sample size. The primary difficulty in the penalized setting, however, lies in choosing a penalty parameter that leads to good recovery , where Gaussian width is estimated analogously to the sparse signal plus sparse corruption problem. The dashed red curve plots the recovery threshold that would be predicted if the ℓ 1 norm, rather than the ℓ 1 /ℓ 2 norm, were used on the corruption term (the same curve that appears in Figure 4) ; this shows the benefit of leveraging the block structure in the corruption.
behavior without prior knowledge of the signal or corruption norm. Our penalized recovery result, Theorem 2, suggest a simple strategy for picking the penalty: set λ = t cor /t sig where t sig is a scaling that leads to a small bound on the signal Gaussian distance η (t sig · ∂ x ⋆ 1 ) and t cor is an analogous scaling for a corruption Gaussian distance. We will test four settings of the penalty parameter, three of which depend on the signal and corruption sparsity levels s sig and s cor : 1) λ sparse = log(n/s cor )/ log(p/s sig ), based on the analytic bound (8) that is nearly optimal for highly sparse vectors, 2) λ dense = (1 − s cor /n)/(1 − s sig /p), based on the analytic bound (9) that is nearly optimal for all but the sparsest vectors, 3) λ opt , which chooses t sig and t cor to minimize the respective expected squared distances exactly via (10), and 4) λ const = 1, for which we expect recovery when both s sig and s cor are sufficiently sparse (see Corollary 3). For direct comparison with the constrained recovery case, we generate sparse signal, sparse corruption pairs and noiseless Gaussian measurements with p = n = 1000, precisely as in Section V-A. To recover each : Phase transitions for sparse signal recovery under sparse corruption, using penalized recovery with varied settings of the penalty parameter λ (see Section V-B). The red curve in each figure is the theoretical recovery threshold predicted by Theorem 1 for the constrained recovery problem (same curve as in Figure 4 ). Grayscale representation of success probability is same as in Figure 4 . Theorem 2 requires a larger number of measurements than Theorem 1 to guarantee success, the penalized recovery program offers nearly the same phase transition as the constrained program in practice. Moreover, as predicted in Corollary 3, when estimates of the sparsity levels s sig and s cor are unavailable, the setting λ = λ const = 1 yields high probability recovery, provided that neither signal nor corruption is overly dense.
C. Stable recovery error
Finally, we study the empirical behavior of the constrained recovery program (12) in the noisy measurement setting, where δ = 0. We will compare the achieved error in recovering (x ⋆ , v ⋆ ) to the error bounds predicted by Theorem 1. We focus on the recovery of a sparse signal from sparsely corrupted measurements perturbed by dense, unstructured noise. For fixed noise level δ = 1 and sparsity fractions (γ sig , γ cor ) = (0.01, 0.4), we vary the signal length p ∈ {100, 300, 500} and the number of measurements n ∈ [100, 6000] and perform the following experiment 20 times for each (p, n) pair: 1) Generate a signal vector x ⋆ with p · γ sig i.i.d. standard normal entries and p · (1 − γ sig ) entries set to 0. 2) Draw a Gaussian matrix Φ ∈ R n×p with independent N (0, 1/n) entries. 3) Generate a corruption vector v ⋆ with n · γ cor i.i.d. standard normal entries and n · (1 − γ cor ) entries set to 0. 4) Solve the following constrained optimization problem with y = Φx ⋆ + v ⋆ :
. Our theory suggests that rescaling the ℓ 2 recovery error by a factor of
will give rise to quantity bounded by a universal constant, independent of n or p. This is precisely what we observe in Figure 7 . Here we have plotted, for each setting of p and n, the average recovery error and the average rescaled recovery error across 20 iterations. We have used the optimal squared distance bound (10) to estimate the widths in the scaling factor (20) . We see that while the absolute error curves vary with the choice of p, the rescaled error curves converge to a common value, as predicted by the results of Theorem 1.
VI. CONCLUSIONS AND FUTURE WORK
We have presented a geometric approach to analyzing the recovery of structured signals from corrupted and noisy measurements. We analyzed both penalized and constrained convex programs and, in each case, provided conditions for exact signal recovery from structured corruption and stable signal recovery from structured corruption with added unstructured noise. Our analysis revolved around two geometric measure of signal complexity, the Gaussian width and the Gaussian distance, for which we developed new analytical bounds. The utility of our theory was borne out in our simulations, which demonstrated close agreement between our theoretical recovery bounds and the sharp phase transitions observed in practice. We envision several interesting directions for future work:
Matching theory in penalized and constrained settings: In Section V, we observed that the penalized convex program (13) with canonical choice of penalty parameter performed nearly as well empirically as the constrained convex program (12) with side information. This suggests that our penalized recovery theory could be sharpened to more closely match that obtainable in the constrained recovery setting.
Penalized noise term: It would be of great practical interest to analyze the fully penalized convex program
when no prior bound δ on the noise level is available.
Stochastic noise: Our analysis of stable recovery in the presence of unstructured noise assumes only that the noise is bounded in the ℓ 2 norm. We anticipate improved bounds on estimation error under more specific, stochastic assumptions such as sub-Gaussian or sub-exponential noise.
Non-Gaussian measurements: Finally, an important open question is to what extent the results of this work extend to corrupted sensing problems with non-Gaussian measurements, either stochastic or deterministic, with suitable incoherence conditions.
APPENDIX A TANGENT CONE COMPLEXITY BOUNDS
In this section, we characterize the complexity of the tangent cones generated by the structured vectors and structure-inducing norms introduced in Section II-D. For each tangent cone, we will present new and existing bounds on the Gaussian width ω(T ∩ S p−1 ) and the Gaussian distance η (t · ∂ x ). The results are summarized in Table I and Table II . Throughout, we use the notation dist(x, C) = inf w∈C x − w 2 to refer to the Euclidean distance between a vector x ∈ R p and a set C ⊂ R p .
A. Fundamentals
Our width and distance bounds will be based on two fundamental relationships between Gaussian widths and Gaussian distances. The first relation, established in [14] , upper bounds the Gaussian width of a constrained tangent cone in terms of the Gaussian distance and the expected squared distance to the scaled subdifferential
Our bounds on the right-hand side of (21) will provide specific settings of the subdifferential scale t that can then be used in choosing a penalty parameter for penalized optimization (see Theorem 2) . In fact, the second fundamental relation provides such a bound on the expected squared distance, in terms of the Gaussian width of the subdifferential, via the following result (proved in Appendix A-F):
Proposition 2. Letω be any lower bound on
We will see that the subdifferentials of many structured norms admit simple lower bounds that lead to tight upper bounds on the Gaussian distance and Gaussian width via Proposition 2.
B. Sparse vectors
We begin by considering an s-sparse vector x ∈ R p and the sparsity inducing norm · 1 . The subdifferential and tangent cone were given in (5) and (6) respectively. In this setting, Chandrasekaran et al. [14] established the squared distance bound
for t = 2 log( p s ). Using Proposition 2, we obtain a second bound
for t ′ = 2 /π(1 − s /p). This follows from our more general treatment of block-sparse vectors in Proposition 3 below.
C. Block-sparse vectors
Suppose that the indices {1, . . . , p} have been partitioned into disjoint blocks V 1 , . . . , V m and that x is supported only on s of these blocks. Then it is natural to consider a norm that encourages block sparsity, e.g.,
Proposition 3 presents our two new bounds on Gaussian distance and hence on Gaussian width in this setting. 
For element-wise sparsity (k = 1), the bound (24) specializes to the bound (22) given above. The advantage of exploiting block-sparse structure is evident when one compares the factor of µ 2 k k in the bound (24) to the term 2 π = µ 2 1 found in (22) . The former is larger and approaches 1 as the block size k = p/m grows, and hence fewer measurements will suffice to recover from these block-sparse corruptions.
Proof. Throughout, let B denote the block indices on which x is supported, with |B| = s ′ ≤ s, let T be the space of vectors with support only on those blocks in B, and let a ∈ T be the vector satisfying
Then, we have the subdifferential [32] ∂ x ℓ1/ℓ2 = a + {w ∈ T ⊥ : max
We begin by establishing the bound (24) based on the width of the subdifferential. For each b,
Using the form of the subdifferential stated above,
Since sup y∈R p : y 2 =1 y ℓ1/ℓ2 = √ m, Proposition 2 now implies the result (24). Now we turn to the bound (23) . By (21) , it suffices to bound the expected squared distance
for the given value of t. Note that
, where ξ is a χ k random variable. We will bound each summand in this expression.
Applying the change of variables c = (d + √ a),
where the penultimate inequality follows from the chi-squared tail bound [33, Lem. 1],
2 /2 for all c > 0, and the final inequality follows from a bound on the Gaussian Q-function
Hence we have
D. Binary vectors
The convex hull of the set of binary vectors {±1} p is the unit ball of the ℓ ∞ norm, so we choose · = · ∞ when x ∈ {±1}
p . This choice yields 
We note that a bound based on Proposition 2 is typically looser in this setting.
E. Low-rank matrices
When x ∈ R m1×m2 is a rank r matrix, we consider the trace norm · * . Chandrasekaran et al. [14] established the bound ω T ∩ S m1×m2−1 ≤ 3r(m 1 + m 2 − r). Proposition 4 presents our new estimate based on the Gaussian width of the subdifferential.
Proposition 4 (Low-rank matrix Gaussian width). Let x ∈ R
m1×m2 have rank at most r, and let T be the tangent cone associated with
Proof. Let U ΣV ⊤ be the compact singular value decomposition of x, and let T be the space of matrices in the column or row space of x. The subdifferential is given by [34] 
where w op is the operator norm, i.e. the largest singular value, of w. We begin by bounding the Gaussian width of ∂ x * . Let Γ ∈ R m1×m2 have i.i.d. standard Gaussian entries. Since orthogonal projection cannot increase the operator norm, we have
since the trace norm is unitarily invariant. Furthermore, since U ′ and V ′ each have orthonormal columns, the entries of U ′⊤ ΓV ′ are i.i.d. standard Gaussian. Therefore, applying Lemma 11,
Finally, we apply Proposition 2 to obtain the desired bound.
F. Proof of subdifferential distance bound
We begin with a definition and a lemma (proved in Appendix D). The dual norm to · is defined as
w, x , and satisfies w, x ≤ x · w * for all w, x ∈ R p .
Lemma 1. For any norm
Now we prove our Gaussian distance bound that is based on the subdifferential. We use the fact that w * = 1
Proof of Proposition 2. Fix any g ∈ R p , and choose any w 0 ∈ arg max w∈∂ x g, w .
(Since ∂ x is closed and is in the unit sphere of the norm · * , it is compact, and so the maximum must be attained at some w 0 .) Then for any t,
where the last step comes from Lemma 1. Taking expectations,
Now we can minimize this quadratic in t by setting t =ω max w 2 =1 w 2 , which yields the desired bound.
G. Relating Gaussian distance and Gaussian width
Proposition 1. Suppose that ∂ x satisfies a weak decomposability assumption:
Define the event
Lemma 3 below shows that, when assumption (26) is satisfied, g → t g is a 1 w0 2 -Lipschitz function of g. Therefore, applying a bound due to Ledoux [35, (2.8) ],
Now suppose that E holds. Find w ∈ ∂ x such that t g · w is the projection of g to N , that is,
Since the subdifferential ∂ x is convex, we have 6 Note that tg is unique because N = ∪ t≥0 t · ∂ x is convex, and so there is a unique projection of g onto this cone; since w * = 1 for all w ∈ t · ∂ x , there is no overlap between t · ∂ x and t ′ · ∂ x for any t = t ′ , and so tg is defined uniquely from the projection of g onto N .
and so
where the last step comes from the definition of the event E. Therefore,
Since g → dist(g, A) is clearly a 1-Lipschitz function of g for any convex set A, we see that
is a 1-Lipschitz function of g. Therefore, applying Lemma 4 below,
≤ 2 + 2 log( 1
by Lemma 6, we see that
APPENDIX B PROOFS OF APPLICATION RESULTS

A. Corollaries
First we prove our result on constrained recovery of a binary signal corrupted with sparse noise.
Proof of Corollary 1. The bound (16) follows from the ℓ 1 tangent cone width bounds of Table I . Next, applying Theorem 1 with any ǫ ∈ (2δ, µn−τ √ n ) (and making use of the ℓ ∞ tangent cone width bound of Table I) , we see that with probability at least 1 − e
This implies that x ⋆ is the nearest binary vector to x, that is, we can exactly recover x ⋆ by setting x ⋆ = sign( x). Letting ǫ approach 2δ, we see that this is true with probability at least 1 − e
Next we prove our result on penalized recovery of a structured signal observed with a high frequency of block-wise corruptions.
Proof of Corollary 2. Theorem 2 implies stable recovery with error at most 2δ/ǫ and probability at least 1 − β once
, and hence the condition
is sufficient for recovery. To obtain the final form of our statement, we note that
Finally we prove our result on penalized recovery of an extremely sparse signal observed under extremely sparse corruptions.
Proof of Corollary 3.
To establish the result with λ = 1, we choose t sig = t cor = 2 log p + n s sig + s cor .
To compute the relevant expected squared distances, we use the fact that, by (10) ,
Bounding the integral as in [14, Proof of Prop. 3.10],
We also have the analogous bound for the expected Gaussian distance for the corruption, and combining the two, we get
The result then follows by applying Theorem 2. 
then with probability at least 0.9, the recovery error satisfies
Hence, with probability 1,
With the choice t sig = 2 log(p/s γ ), Corollary 2 and the prior sparse distance bound of Table II together imply that
suffices to achieve the desired recovery guarantee. Since s γ ≥ 1, we have 2 log(10) + 3
is sufficient for recovery. One can check that the chosen s γ always satisfies this bound.
APPENDIX C PROOFS OF MAIN RESULTS
A. Main idea
Under the assumptions of Section I-A, we have an ℓ 2 bound on the noise level of our problem,
Following the same reasoning as in the constrained case, we obtain the estimation error bound
.
B. Preliminaries
In both the constrained and the penalized setting, we begin by relating min (a,b)∈Ω Φa + b 2 to a second Gaussian functional via the following lemma (proved in Appendix D):
Next, consider the matrix √ n·Φ, which has i.i.d. standard Gaussian entries. We know that √ n·min (a,b)∈Ω Φa + b 2 is a 1-Lipschitz function of the matrix √ n · Φ, because of the assumption that a 2 ≤ 1 for all a ∈ Ω. Therefore, applying a bound of Ledoux [35, (2.8) ], we see that with probability at least 1 − β,
for any β ∈ (0, 1]. These two bounds form the main ingredients of our proofs. In the next two sections, we will lower-bound the expectation in the right-hand side of (28) for Ω = (T sig × T cor ) ∩ S p+n−1 and for Ω = T λ joint ∩ S p+n−1 , to handle the constrained and penalized problems, respectively. Combining these results with the probability bound in (29) , our main results are obtained.
C. Lower bound: constrained setting
In this section we derive a lower bound on
be shorthand for the two relevant Gaussian widths.
Proof. We will combine Lemma 2 with a lower bound for
be the 'observed' Gaussian widths, with expectations ω and ω ′ , where g ∈ R p and h ∈ R n are independent vectors with i.i.d. standard normal entries.
If
If not, then by definition of (
Minimizing over a and b for a fixed c,
In either case, then, we have proved that
Finally, we take expectations:
by Lemma 5, and by Lemma 8,
Applying Lemma 2, this gives us the desired lower bound.
D. Lower bound: penalized setting
Theorem 4. Let λ = t cor /t sig for parameters t sig , t cor ≥ 0. Then
Proof. We will combine Lemma 2 with a lower bound for E min Since this is true for any x, this proves the desired bound.
Lemma 3.
Suppose that ∂ x satisfies (26) . Let t g be defined as in (27) . Then g → t g is a 1 w0 2 -Lipschitz function of g.
Proof.
Consider any g and g ′ . Find w, w ′ ∈ ∂ x such that dist(g, t g · ∂ x ) = g − t g · w 2 and dist(g
we see that t g · w and t g ′ · w ′ are the projections of g and of g ′ , respectively, onto the cone N . Since N is convex and projection onto a convex set is nonexpansive, it follows that
Now we use the assumption (26): we have . Therefore, applying Theorem 1.1 of Gordon [36] to these Gaussian processes, we know that for any scalars {c Since this is true for all C ∈ R, we can integrate over C ∈ (0, ∞) to obtain E min 
Lemma 5.
For h ∼ N (0, I n ),
Proof. We use the fact that µ n ≥ n − 1 /2 for all n. We have
Lemma 6. Let T be any nonempty convex cone in R p . Then
Proof. The first inequality is trivial. The equality is proved because {0} ∪ (T ∩ S p−1 ) contains all the extreme points of the convex set T ∩ B p . Now we prove the second inequality. Take any fixed u ∈ T ∩ S p−1 . Then −g, u ∼ N (0, 1), and 
