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ABSTRACT: UNDERSTANDING AND MODELING TAXI DEMAND 
USING TIME SERIES MODELS 
By Sabiheh Sadat Faghih 
Adviser: Dr. Camille Kamga 
The spatio-temporal variations in demand for transportation, particularly taxis, are impacted by 
various factors such as commuting, weather, road work and closures, disruption in transit services, 
etc. Identifying the factors that influence taxi demand and understanding its dynamic provide 
planners with the information necessary to improve the transportation systems and also help 
drivers to reduce their vacant time.  
This dissertation focuses on important factors affecting the demand. In the beginning, the 
impact of price changes on the demand is studied. Chapter One discusses how the seasonal effects 
and trends are removed from the demand, and then price elasticity for demand is calculated as a 
measure to quantify the impact of each factor. Furthermore, the first chapter provides elasticity 
values for the New York City and each of the five boroughs, and studies the relationship between 
these values and some socio-economic characteristics.  
The second part of this dissertation studies the demand of taxi and how it is affected by 
other public transportation modes and weather. This demand modeling technique utilizes a 
combination of time series and linear regression models. The proposed method is then applied to 
yellow cab data in New York City. The pick-up points of yellow cab data in April, May, and June 
of 2014 are considered and aggregated every hour. The results show a significant correlation 




It is shown that combining time series models with linear regression will improve the performance 
of the model. 
This study then follows by working on the time series models and considering the spatial 
variation of the demand. To understand the user demand for taxis through space and time, a 
generalized spatio-temporal autoregressive (STAR) model is proposed. In order to deal with the 
high dimensionality of the model, LASSO-type penalized methods are proposed to tackle the 
parameter estimation. The forecasting performance of the proposed models is measured using the 
out-of-sample mean squared prediction error (MSPE), and it is found that the proposed models 
outperform other alternative models such as vector autoregressive (VAR) models. The proposed 
modeling framework has an easily interpretable parameter structure and can feasibly be applied 
by taxi operators. The efficiency of the proposed model shows advantages for model estimation in 
real-time applications. 
Furthermore, this dissertation studies the demand for e-hailing services which are growing 
rapidly especially in large cities. Similar to taxi demand, Uber demand is not distributed uniformly, 
either spatially or temporally, and this study proposes using spatio-temporal models to predict 
Uber demand as well. Moreover, the prediction performances of several statistical models are 
compared with each other: a) one temporal model (vector autoregressive (VAR)), b) two proposed 
spatio-temporal models (spatial-temporal autoregressive (STAR), c) least absolute shrinkage and 
selection operator applied on STAR (LASSO-STAR)). They are compared in different scenarios 
(based on the number of time and space lags), and for both peak and off-peak periods (rush hours 
and non-rush hours). This section additionally proposes different weighting matrices to improve 
the performance of the model. The results show the need to consider spatial models for e-hailing 






Keywords: Price Elasticity, Time series models, Prediction, Yellow cab demand, ARIMA, 

















Writing this thesis, means I am almost at the end of the journey of my PhD. I could not 
reach here without the blessing of Allah and then support of my family, adviser, co-adviser, and 
friends.  
I would like to express my special gratitude to my PhD adviser Prof. Camille Kamga, who 
encouraged me, and provided an endless support in the course of my doctorate degree at City 
College of New York and University Transportation Research Center (UTRC). 
I would also like to thank my committee members, Prof. Robert E. Paaswell, Prof. Alison 
Conway, Prof. M. Anil Yazici, and Prof. Kyriacos Mouskos, who have contributed to the improvement 
of this research.  
I would especially like to thank Prof. Abolfazl Safikhani, who was always eager to help me. 
Doing this project without his advices was almost impossible.  
I would like to thank Dr. Ellen Thorson for the valuable comments on how to enrich the text.  
Some special words of gratitude go to my great coworkers: Nathalie Martinez, Dan Wan, 
Bahman Moghimi, Abhishek Singhal, Nadia Aslam, Penny Eickemeyer, and Tierra Fisher; who have 
always provided a nice and friendly atmosphere in the center. It was my fortune to meet Nathalie 
Martinez and Dan Wan who became my good friends. I could talk to them freely and I learned a 
lot from them. I am also extremely thankful to Bahman, for his help and suggestions. He has the 








I dedicated this work to my family: 
 
To my parents (Ali & Farideh) and my brother (Mohsen); 
I could not start this journey without your support and motivations. 
& 
To a very special person, my husband (Ali) who joined me during my PhD 
and made this time more pleasant for me.  









TABLE OF CONTENTS  
Abstract: UNDERSTANDING AND MODELING TAXI DEMAND USING TIME SERIES 
MODELS ................................................................................................................................... iii 
Acknowlegments ........................................................................................................................ vi 
Table of Contents ..................................................................................................................... viii 
List of Tables .............................................................................................................................. xi 
List of Figures .......................................................................................................................... xiii 
Chapter 1 : INTRODUCTION AND PROBLEM DEFINITION .................................................. 1 
1.1 General Background .............................................................................................................. 2 
1.2 Problem Statement and Motivation ....................................................................................... 5 
1.3 Structure of the Dissertation .................................................................................................. 8 
Chapter 2 : LITERATURE REVIEW........................................................................................... 12 
2.1 Elasticity and Factors Affecting Demand ........................................................................... 13 
2.2 Taxi Demand Models .......................................................................................................... 16 
2.2.1 Group 1: Data Visualization ......................................................................................... 18 
2.2.2 Group 2: Linear Regression and Probability Models ................................................... 19 
2.2.3 Group 3: Machine Learning Techniques ...................................................................... 22 
2.2.4 Group 4: Time Series Models ....................................................................................... 25 
2.2.5 The Gap in the Literature .............................................................................................. 26 




Chapter 3 : TIME SERIES MODELS AND FORMULATIONS (UNIVARIATE, 
MULTIVARIATE, AND SPATIO-TEMPORAL) ...................................................................... 32 
3.1 Basics of time series data .................................................................................................... 33 
3.2 Decomposition .................................................................................................................... 34 
3.3 Stationary ............................................................................................................................ 36 
3.4 ARMA Process .................................................................................................................... 38 
3.5 VAR Model ......................................................................................................................... 39 
3.6 Regression with ARMA Error ............................................................................................. 39 
3.7 Spatio-Temporal Models ..................................................................................................... 41 
Chapter 4 : MOBILITY CHALLENGES IN NEW YORK CITY ............................................... 44 
4.1 Transportation Mobility in NYC ......................................................................................... 45 
4.2 Traffic Congestion in NYC ................................................................................................. 46 
4.3 Vehicles for Hire in NYC .................................................................................................... 47 
4.4 Yellow cab and Uber Activity in NYC ............................................................................... 49 
Chapter 5 : PRICE LASTICITY OF DEMAND AND FACTORS AFFECTING IT .................. 53 
5.1 Introduction ......................................................................................................................... 54 
5.2 Methodology ....................................................................................................................... 55 
5.3 Subway Ridership Data ....................................................................................................... 56 
5.4 Calculations and Analysis on Subway Demand .................................................................. 58 




5.4.2 Results at the Traffic Analysis District (TAD level) .................................................... 64 
5.5 Calculation and Analysis on Taxi Demand ......................................................................... 67 
Chapter 6 :  TAXI AND MOBILITY: MODELING WITH ARMA AND LINEAR 
REGRESSION .............................................................................................................................. 71 
6.1 Introduction ......................................................................................................................... 72 
6.2 Mobility as a Srvice (Taxi, Uber, Subway, Bike) ............................................................... 75 
6.3 Implementation and Results ................................................................................................ 79 
6.3.1 Classical Decomposition .............................................................................................. 84 
6.3.2 Regression with ARMA Error Model .......................................................................... 85 
6.3.3 Results .......................................................................................................................... 86 
Chapter 7 : SPATIO-TEMPORAL MODELING OF TAXI DEMAND ..................................... 89 
7.1 Introduction ......................................................................................................................... 90 
7.2 Implementation Procedure .................................................................................................. 92 
7.3 Results ................................................................................................................................. 95 
7.3.1 Case Study using Data for October 6th only ................................................................. 98 
7.3.2 Case Study using Data for October 6th and 7th Combined .......................................... 100 
Chapter 8 : IMPROVING SPATIO-TEMPORAL TIME SERIES MODELS WITH 
WEIGHTING MATRIX ............................................................................................................. 104 
8.1 Introduction ....................................................................................................................... 105 




8.3 Modeling Procedure to Uber Demand .............................................................................. 110 
8.3.1 Uber Pick-up Data ...................................................................................................... 111 
8.3.2 Zoning System ............................................................................................................ 112 
8.3.3 Weight Matrices ......................................................................................................... 113 
8.4 RESULTS .......................................................................................................................... 114 
8.4.1 Part 1 Results: Analysis of One Day .......................................................................... 114 
8.4.2 Part 2 Results: Analysis of Rush and Non-Rush Hours ............................................. 117 
Chapter 9 : CONCLUSION AND SUMMARY ......................................................................... 121 
9.1 Summary of Research ....................................................................................................... 122 
9.2 Future Work and Policy Recommendation ....................................................................... 125 
9.3 REFERENCES .................................................................................................................. 128 
 
LIST OF TABLES  
Table 1.  Bus and Metro Elasticity in New York City. ................................................................. 15 
Table 2. Summarizing previous works on taxi forecast ................................................................ 28 
Table 3. Trips made by different modes in New York City ......................................................... 45 
Table 4.  Metro-card Price Changes in 2013. ............................................................................... 57 
Table 5. The Weeks Subway Ridership Affected by Storms. ....................................................... 58 
Table 6. Annual Subway Ridership and New York Metropolitan Area Population. .................... 60 




Table 8. Price Elasticity Based on Fare Hike on March 3rd, 2013 in New York City and 4 
Boroughs. ...................................................................................................................................... 62 
Table 9. Fare Elasticity of 3 Metro-Card Types Based On Fare Hike on March 3rd, 2013 in New 
York City and 4 Boroughs. ........................................................................................................... 63 
Table 10. Coefficients and the Significance of the Variables (Reported from SPSS software). .. 65 
Table 11. Changes in yellow fees. ................................................................................................ 67 
Table 12. Annual Yellow cab demand and population ................................................................. 68 
Table 13. Estimated coefficients and their p-values for regression model ................................... 87 
Table 14. Estimated coefficients and their p-values for regression model ................................... 87 
Table 15. MSPE for October 6th data with 𝜂 = 1 ......................................................................... 99 
Table 16. MSPE for October 6th data with 𝜂 = 2 ........................................................................ 99 
Table 17. MSPE for October 6th data with 𝜂 = 3 ......................................................................... 99 
Table 18. MSPE for October 6th data with 𝜂 = 4 ........................................................................ 99 
Table 19. MSPE for October 6th and 7th data combined with 𝜂 = 1 .......................................... 100 
Table 20. MSPE for October 6th and 7th data combined with 𝜂 = 2 ........................................ 100 
Table 21. MSPE for October 6th and 7th data combined with 𝜂 = 3 .......................................... 100 
Table 22. MSPE for October 6th and 7th data combined with 𝜂 = 4 .......................................... 101 
Table 23. MSPE for October 6th and 7th data combined with 𝜂 = 5 .......................................... 101 
Table 24. MSPE for October 6th and 7th data combined with 𝜂 = 6 .......................................... 101 
Table 25. Performance Measurements (MSPE) for LASSO-STAR, STAR and VAR Model with 
Different η and P ......................................................................................................................... 115 
Table 26. Performance Measurements (MSPE) of the Models in Predicting the Demand during 




Table 27. Performance Measurements (MSPE) of the Models in Predicting the Demand during 
Non-rush Hour ............................................................................................................................ 119 
 
LIST OF FIGURES 
Figure 1. Income and distance from the CBD in New York City (Glaeser et al., 2008). ............. 16 
Figure 2 Sample ACF Yellow cab data. (April ~ June 2014) ....................................................... 38 
Figure 3. Variation of yellow cab pick-ups through time ............................................................. 50 
Figure 4. left:Yellow cab pick up points on April 28th, 2014. ...................................................... 51 
Right: Heat map using the pick up points of the yellow cab on April 28th, 2014 ......................... 51 
Figure 5. Taxi and TNC activity (reprinted from Schaller, 2017a) .............................................. 52 
Figure 6. Subway ridership from June 2010 to February 2015 (Total ridership, Full fare ridership 
7-Day and 30-Day). ...................................................................................................................... 60 
Figure 7.  Traffic Analysis Districts in New York City. ............................................................... 64 
Figure 8. Yellow cab trip data. The demand for yellow cab aggregated every two weeks. Dark 
blue and light blue are demand on weekdays and weekends. ....................................................... 68 
Figure 9. Number of yellow cab Pick-ups each 15 minute in April 2014, in Manhattan area in 
New York City .............................................................................................................................. 74 
Figure 10. Variation of Taxi pick- up, precipitation and temperature in April-June 2014 ........... 78 
Figure 11. Variation of Uber, Subway and Citi Bike demand throughout April 2014 to June 2014
....................................................................................................................................................... 81 
Figure 12. ACF and PACF plot of each data set ........................................................................... 83 




Figure 14. Plots of the sample autocorrelation function and sample partial autocorrelation 
function of the data after removing the seasonality. ..................................................................... 85 
Figure 15. Temporal and Spatial variation in taxi demand ........................................................... 95 
Figure 16. Spatial variation of taxi demand aggregated by zipcode in Manhattan ....................... 96 
Figure 17. Sample ACF of the first 5 components ....................................................................... 97 
Figure 18. Neighborhood level estimated coefficients for lower Manhattan (zip code: 10004, 
10002, and 10280) ...................................................................................................................... 102 
Figure 19. Neighborhood level estimated coefficients for midtown Manhattan (zip code: 10019, 
10022, and 10128) ...................................................................................................................... 103 
Figure 20. Neighborhood level estimated coefficients for upper Manhattan (zip code: 10021, 
10028, and 1002) ........................................................................................................................ 103 
Figure 21. Taxi pick -up changes in Manhattan (TLC website (b)). .......................................... 111 
Figure 22. Distribution of Uber trips originated from Manhattan on April 16th 2014. ............... 111 
Figure 23. Uber pick-ups in New York City............................................................................... 113 

















1.1 GENERAL BACKGROUND  
Transportation is derived from a demand. McCarthy (2001) explains it briefly: a person makes a 
trip from one origin to a destination, not because just to travel but to receive a service or good 
which is not in the origin. Residents, employees and tourists in an area may use any available 
transportation mode such as: private vehicle, bus, subway, ferry, tram, bike or taxi (any form of 
ride hailing) to move from one point to another for their daily activities. These modes are not 
necessarily available in every place. In large cities, the number of households without any private 
car is higher, and a tendency toward using non-private vehicles is observed.  
Transportation modes other than private vehicles can be categorized into two large groups: 
public transportation (such as bus, ferry, subway, etc.) and “vehicles for hire” (such as taxi 
services, and app-based ride sharing services). This classification is based on the scheduling 
characteristics of these modes. The routes and schedules for modes such as bus, subway, commuter 
train, or even ferry are fixed and predetermined based on the predicted demands. However, 
“vehicles for hire” operate differently, as the origin and destination of their trips are not fixed. 
Their passengers can even choose different routes for their trip and there is no schedule of time 
and location for them. 
 “Vehicle for hire” is a mode of transportation and covers a wide range of transportation 
services. It provides passengers with more opportunities to choose their origin and destination. 
Taxi is the most common service under this category, and often is used interchangeably as “vehicle 
for hire.” The technology of the “vehicles for hire” has changed over time. Traditionally, it is 
performed by a customer hailing on the curbside of streets and there is no preplanned 




New York City). Another form of this service allows passengers to prearrange their trip. Black 
cars and limousines in New York City fall into this category. 
In the last decade, with the rise of information and communication technology, smartphone 
and mobile infrastructure, a new form of business model based on ride sharing have emerged 
(Cohen & Munoz, 2016; Hamari et al., 2016). Companies, such as Uber, Lyft, Juno, Gett, or Via, 
provide a digital platform on which passengers can request rides via a phone application. This can 
be considered as a new class of vehicles for hire. However, because these service companies have 
a different form of regulations, they are categorized separately as Transportation Network 
Companies (TNCs). Due to GPS devices ubiquitous’ characteristic and smartphone capability, 
customers with smartphones can share their mobile locations and make trip requests. 
Subsequently, TNCs match those requests to private drivers who have similar spatial-temporal 
characteristics. These companies in general cover a larger area and offer lower prices compared 
with traditional taxis (street hailing). That’s why the market for taxi-sharing services is growing, 
attracting more customers, and competing fiercely with other ride-hailing services in large US 
cities, such as New York City (NYC). 
There has been always competition among the transportation modes. Starting a trip, one 
would consider the options for reaching the destination. Based on available options, one would 
choose either one's private vehicle or public transportation or a combination of both. The user also 
chooses among the public transportation modes. Each of these modes is associated with a cost and 
a specific level of service, including comfort, reliability and safety. All these attributes plus the 





Due to high demand for using vehicles (either private vehicles or vehicles for hire), in large 
cities, and limited capacity of the network, these cities usually suffer from traffic congestion. As 
an example, the average speed in the core area of Manhattan (only midtown) in New York City is 
reported as 4.7 mile per hour (mph), which is slightly faster than walking (NYCDOT, 2018a). This 
congestion has also an economic burden. A group of scholars quantified the effect of NYC traffic 
congestion on the economy of the city and published the report in 2006. According to this report, 
the congestion in NYC has a cost of more than $13 billion annually, resulting in the loss of as 
many as 52,000 jobs per year (Partnership for New York City, 2006). The congestion in NYC is 
increased since then and the travel speed in the Central Business District in Manhattan has 
decreased from 9.1 mph in 2010 to 7.2 in 2016 (NYCDOT, 2018a). Subsequently, the bus utility 
is decreased, and more passengers are considering taxis or ride sharing systems for their mode of 
transportation. All these factors pushed the traffic in the city to grow.  
One of the main programs by FHWA (Federal Highway Administration) to reduce the 
congestion is Travel Demand Management (TDM). This program focuses on the growth and the 
shifts in demand. They study a transportation system and the demand for each mode and prepare 
strategies to reduce the congestion and improve the performance of their system. Understanding 
the demand and the factors affecting it (which is the focus of this thesis) provides an opportunity 
for the transportation planners to estimate the future demand and plan properly. Due to the limited 
capacity and restrictions on using each mode, Planners should also provide strategies to make 
passengers shift their mode of transportation when necessary. This can also increase the 
accessibility/mobility in an area if needed. 
These strategies need a comprehensive input and preparing a part of this input is our focus 




for policy makers in private and public sectors. This dissertation studies the factors influencing 
transit demand and suggests mathematical models to determine the future demand. With a better 
understanding of these two components, planners are given more accurate and reliable information 
to improve the transportation systems and control the congestion. 
1.2PROBLEM STATEMENT AND MOTIVATION 
Reducing the congestion and driving people to use public transportation instead of private vehicles 
is categorized under travel demand management and it is not possible unless there is good and 
comprehensive knowledge about demand and factors affecting it. When transportation planners 
want to control the increase in demand, they should be able to first estimate the current demand, 
predict it in the future and change the policy to meet their goals. Also, for encouraging people to 
shift from one mode to another, they should recognize the factors affecting demand and identify 
how and in which direction the factors would impact the demand.  
The demand in the future is accompanied by some uncertainty. Reducing this uncertainty 
and getting closer to the more precise values for future demand is an interesting field of research 
in transportation. This would only be possible by knowing the influential factors on demand and 
improving prediction models. These two fields of study form our problem statement and are 
discussed below in two parts. 
Part 1. Influential factors on demand: The influential factors on each travel mode highly 
depend on the characteristics of that travel mode, and they are usually different from the influential 
factors of another mode. However, the cost and time are the two common factors for all the modes. 
Travel modelers usually convert the other factors to either time or cost, to calculate disutility and 




decision making process in planning and it is measured by elasticity formula. Elasticity is an 
economic term, brought into the transportation field, which shows the sensitivity of the demand 
for a certain mode with respect to some economic factors (usually price). There are studies that 
discuss importance of elasticity and parameters that affect it (Booz&Co, 2008; Lago et al., 1981; 
McCollom and Pratt, 2004). Among those parameters, the characteristics of an urban area are one 
of the most important ones. Although using an average elasticity may provide a rough estimation 
of the future demand, using an elasticity value that is customized for a mode in an urban area 
would reduce the uncertainty and help planners make better decisions.  
Considering these needs, we studied the literature in the field of price elasticity of demand 
and noticed not only the lack of updated elasticity values, but also how this elasticity is affected 
by the characteristics of the studied area. Reviewing the literature, we noticed that seasonality also 
impacts elasticity values. We were interested in finding a method to minimize the effect of 
parameters to get the more accurate and reliable values. 
Part 2. Estimating and predicting the demand: We can reduce the uncertainty in future by 
knowing the effect of the factors and by improving the performance of the models. For the latter, 
we consider “vehicles for hire” to study their demand and prediction models, because they are an 
important mode of transportation, especially in urban areas. The percentage of the households 
without a vehicle compared to the total households is as high as 50% in cities with high human 
population density. The service area of public transportation (such as bus, subway, metro etc.) in 
these cities is broad but still limited. “Vehicles for hire” is a mode of transportation that can cover 
this gap and connect people to public transportation. These services can be considered as a 
competitive mode to public transportation system, which take their passengers (and increases the 




directly affects the traffic system, and it can either improve the traffic congestion or make it worse 
in a city.  
The imbalance of supply and demand can increase the time that a driver is cruising around 
the city to find the next passenger and/or increase the passengers’ waiting time. Companies may 
provide a larger supply (taxis) to reduce the waiting time, but the high number of unoccupied taxis 
would increase the fuel waste and traffic congestion in an urban area. By understanding the demand 
for taxis and using that information to better manage the taxi system, we can eventually reduce 
congestion. These target groups benefit from the reduction in congestion: a) Drivers save money 
and time; b) Passengers reduce waiting time; c) City Planners are provided more data to decide; d) 
City Community reduces the congestion for riders and other drivers and also reduces pollution in 
the community. Vehicles for hire are counted as a part of this congestion. Drivers of these services 
have to search for their next passenger, which entails driving an empty taxi around the city. Even 
the drivers in app-based services drive back to the areas with higher demand to increase the 
probability of being assigned to a trip. At the same time, in some parts of urban areas, passengers 
may have to wait a long time to find a cab. We will show in Chapter 4 that for a congested area 
like Manhattan in New York City, empty taxis cause around 4% of the traffic in that area. 
Looking at all these facts inspired us to study more about the taxi demand and suggest an 
efficient model for taxi demand prediction. There are many studies that analyze the taxi demand 
and relevant models. They all have pros and cons. We reviewed these studies and discussed the 
models used for demand prediction and their limitations. Those models can be classified into four 
groups: visualization, linear regression models, machine learning techniques, and time series 
models. Although there is a growing trend toward machine learning techniques, in this dissertation 




provide us a better sense about the model. These models also have fewer limitations in using data. 
In the next chapter, we will discuss the pros and cons of these models.  
While time series models are widely used, their power in terms of prediction is not shown 
in the area of taxi demand modeling. Analyzing the taxi demand (either street hailing or TNC), 
shows that demand may not be distributed uniformly either spatially or temporally. In the 
literature, there are many studies that analyzed the variation in demand, and some developed a 
model to explain it, but none of them utilized the advantages of time series models in explaining 
the demand through space and time simultaneously. Considering this lack, this dissertation focuses 
on developing spatio-temporal time series models to understand the dynamic of taxi demand and 
applying them to the New the York City area. 
In conclusion, here is the two main objectives of this dissertation: 
 Study the factors that affect the price elasticity of a travel mode. It recognizes the 
influential parameters and their significance on the price elasticity. It can also 
accelerate deciding about the strategies to encourage passengers shift their travel 
modes if needed.  
 Developing demand prediction models. The idea of predicting future demand in small 
districts in an urban area to reduce the empty time in taxi services is combined with 
improving the spatio-temporal time series models. This idea can be used in TDM 
strategies for reducing traffic congestion.  
1.3 STRUCTURE OF THE DISSERTATION 
The rest of this dissertation is structured as follows. 
Chapter 2 reviews the existing models of taxi demand. The studies in this field are classified into 




learning techniques, and 4) time series models. Then the pros and cons of each category are 
discussed. We also classify the studies based on one characteristic of the model: temporal, spatial, 
or spatio-temporal. Focusing on these two types of classifications, a gap in the literature for using 
spatio-temporal time series model for explaining the taxi demand is shown. This part is then 
followed by a review on the studies of spatial and temporal time series models in other fields of 
transportation.  
Chapter 3 discusses the basics of time series analysis. It describes the univariate and 
multivariate models, their formulations, parameters and solutions. It also covers the formulation 
for regression with ARMA error model. Finally, it explains the spatio-temporal time series model, 
its formulation and solution approach.   
Chapter 4 focuses on the mobility challenges in large cities specifically in New York City. 
In the first part it discusses the transportation in NYC, and how demand for public transportation 
is distributed among different modes. The second part focuses more on the “vehicles for hire 
modes” and presents some information about the activity of this service in NYC. Then, it discusses 
its effects on the traffic congestion and how a precise demand prediction can benefit the city. 
Chapter 5 focuses on the reaction of the passengers to the price changes and calculates the 
price elasticity of demand. This chapter introduces a new formula based on the traditional elasticity 
model to reduce the effect of seasonality and population growth on demand and uses this formula 
to measure the elasticity. Then we study the passengers’ reaction to the price increase in areas with 
different socio-economic characteristics. These characteristics can be significant for the elasticity 
of any transportation mode.   




transportation modes. For the purpose of this chapter, three months of data for yellow cab, subway, 
Uber, citi-bike, temperature and precipitation are collected, cleaned, and aggregated hourly. To 
reduce the effect of time of day and day of week on these data sets, each data set is decomposed 
into trend, seasonality, and remainder. In addition, the seasonality is removed from the data. Then, 
the regression model and ARMA model are applied to them. At the end, the effect of combining 
these two models on the performance of the taxi demand estimation is investigated.  
Chapter 7 examines the data with more details of spatial and temporal characteristics of the 
taxi demand. That means demands are aggregated by the smaller zones and shorter time intervals. 
Then a spatio-temporal autoregressive (STAR) model is used to predict demand for yellow cabs. 
In order to deal with the high dimensionality of the model, LASSO-type penalized methods are 
proposed to tackle the parameter estimation. The forecasting performance of the proposed models 
is measured using the out-of-sample mean squared prediction error (MSPE). The proposed 
modeling framework has a parameter structure that is easily interpretable and practical to be 
applied by taxi operators. Efficiency of the proposed model also helps in model estimation in real-
time. 
Chapter 8 studies the parameters that can improve the accuracy of the models. In the 
context of spatio-temporal time series models, “weight matrices” play an important role in 
correlating values for one district/zone to those for other areas. In this chapter we suggest two 
methods for defining the weighting matrixes and also test these methods on Uber data. In addition, 
we discuss the effect of rush-hour and non-rush hour in the performance of the model.  
Chapter 9 summarizes the findings in this dissertation and suggests future work. 
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This chapter summarizes the literature review of taxi demand models and how these models were 
developed. These models are then classified in four categories including: visualization, regression, 
machine learning and time series models. Since there is a lack in applying the spatio-temporal time 
series to taxi demand, the application of such modeling in other transportation areas is reviewed 
in the second part of this chapter.  
1.4 ELASTICITY AND FACTORS AFFECTING DEMAND 
Many studies have focused on the price elasticity of transit, and there is a wide variation in 
the estimated elasticities, which shows the uncertainty in these values (Holmgren 2007). There is 
a rough estimation of price elasticity of -0.3 that has been applied as a rule of thumb. This value 
was derived by taking the average elasticity from several studies without considering different 
factors that may influence the transit elasticities. Holmgren (2007) estimated an elasticity (based 
on statistics) that differs from the rule of thumb value by using a meta- regression model.  
Generally, transit price elasticity is considered inelastic (Pham and Linsalata, 1991; 
Litman, 2004; Kohn, 1999; Lago et al., 1981). Lago et al. (1981) did a comprehensive study to 
identify the differences in fare elasticities. They reported a range of transit fare elasticity from -
0.04 to -0.87 with a mean of -0.28± 0.16. In a more recent work, de Grange et al. (2013) reviewed 
studies that estimated or calculated the elasticity using the available data from different cities. He 
reported the value of elasticity varies between -0.10 and -0.79.   
The variation in price elasticity of transit depends on various factors. Many studies focused 
on defining these factors and discussed how they affect the price elasticity.  Here is the list of the 




 User Type: what portion of the community is transit dependent (Holmgren, 2007, Lago et 
al., 1981; Pham and Linsalata, 1991; Litman, 2004; McCollom and Pratt, 2004; 
Booz&Co, 2008;  Paulley et al., 2006) 
 Trip Type/Purpose: commuting trips or non-commuting trips (Lago et al., 1981;  Litman, 
2004;  McCollom and Pratt, 2004; Booz&Co, 2008; Nuworsoo, 2009; Balcombe,  2004) 
 Geography: the size of the urban area (Pham and Linsalata, 1991;  Litman, 2012; Chiang 
et al., 2011; Nuworsoo, 2009;  McCollom and Pratt, 2004;  Holmgren, 2007; Lago et al., 
1981) 
 Type and Direction of Price Change: if the change is in mode fare or other modes or even 
the change in level of service and if it is an increase or decrease (Litman, 2004; 
McCollom and Pratt, 2004; Holmgren, 2007; Booz&Co, 2008;  Lago et al., 1981)  
 Time Period: short run, medium run or long run (Litman, 2004; Goodwin, 1992;   
Holmgren, 2007; Lago et al., 1981; Booz&Co, 2008; Paulley  et al., 2006)   
 Transit Mode: bus or rail, (McCollom and Pratt, 2004; Litman, 2004; Lago et al., 1981) 
 Peak or Off-peak Fare (Pham and Linsalata, 1991; McCollom and Pratt, 2004; Lago et 
al., 1981) 
 Income Level of Riders, (McCollom and Pratt, 2004; Litman, 2004; Kohn, 1999; Paulley  
et al., 2006; Lago et al., 1981) 
 Long or Short Distance Fare and Route Type (whether that route is used for  commuting 
or not) 
 Method of Payment (cash or prepaid tickets ) 
The geography of the study area is one of the important factors in price elasticity, because, in small 
cities with low population density, residents rely more on their cars and they can easily switch 
from public transport to private car in the event of a fare hike, while, in large cities, residents are 
likely to be more dependent on public transport. Litman (2004) and de Grange et al. (2013) 
reviewed and summarized the price elasticity values related to NYC and concluded that these 
values are generally less sensitive to price when they are compared to values for different cities. 




years, as a part of MTA’s revenue plan (Fitzsimmons, 2015). Using elasticity values estimated by 
local and recent data can increase the accuracy of the future calculations. 
Table 1.  Holmgren (34) estimated an elasticity 
PERIOD BUS RAIL REPORTED BY    
1948-1977 -0.32 -0.16 
MCCOLLOM AND PRATT 
2004 
1970-1995 -0.20 TO -0.30 -0.10 TO -0.15 
MCCOLLOM AND PRATT 
2004 
1995 -0.36 -0.15 
MCCOLLOM AND PRATT 
2004 
2005 -0.18 TO -0.25 -0.05 TO -0.12 HICKEY 2005 
 
Hickey (2005) was one of the recent studies in fare elasticity in New York City. This study 
used subway and bus ridership data and a spreadsheet model, which was developed by New York 
City Transit (NYCT) to estimate the ridership and revenue of the MTA, and also assessed the 
model. Since different fare media were introduced in the public transportation system in NYC, the 
study used a direct elasticity to estimate the total ridership changes and the cross elasticity (or 
diversion rate as the study called it) to evaluate the shifts between different fare media. The study 
summarized the fare elasticity values for weekdays from the nine reported NYCT fare increases 
between 1972 and 1995 in New York City. Ridership during the whole week would be higher, 
since weekend trips are more discretionary and thus more sensitive to price (Hickey, 2005). 
Glaeser et al. (2008) studied the pattern of income distribution based on the distance to the 
CBD in different cities including New York City. This study pointed out there is a U-shaped 
pattern between income and the distance to the CBD. The New York City graph is displayed in 
Figure 1. The closest areas to the CBD are often the richest parts of the city, then the next closest 





Figure 1. Income and distance from the CBD in New York City (Glaeser et al., 2008). 
 
In this study, the goal is to derive the price elasticity of subway fares in the short run and 
analyze it. This analysis is then followed by studying the effect of socio-economic and land use 
characteristics on changing the type of metro-card (Weekly, Monthly, Full Fare card, etc.) that 
riders were using. These studies and analysis are based on subway ridership data collected by 
MTA.  
 
1.5 TAXI DEMAND MODELS 
The need to study and reduce the empty time in taxis is discussed in the previous section. This is 
not a new topic and other studies exist in the literatures of this area. Reducing the unoccupied (by 
a passenger) time in taxis would help taxi drivers to save their time (Moreira-Matias et al., 2013a; 
Miao et al., 2016; Putri and Kwon 2017; Zhang et al., 2015), and save the cost of fuel (Moreira-
Matias et al., 2013a). It also helps customers with reduction in their waiting time (Chang et al., 
2009; Miao et al., 2016; Putri and Kwon 2017; Zhang et al., 2015), and helps the city with less 




different methods to reduce this unoccupied time based on the taxi system. In some cities, the pick-
up locations are fixed (taxi-stand), and the goal is to match taxis to the stands (Salanova et al. 
2014; Moreira-Matias et al., 2013a). Some case studies focused on taxi systems through which a 
passenger can book a taxi ahead (Li et al., 2017; Schaller, 2017b; Chen, 2014). Some other studies 
focused on taxi systems similar to yellow cabs in New York City, for which a passenger must find 
the taxi by hailing on the street (Qian et al., 2017; Daulton et al., 2015). For this case, the proposed 
models in literature are predicting models. Predicting models help a taxi driver to know the areas 
with more potential demand.   
Considering the yellow cab trips in Manhattan, Schaller (2017a) reported the average trips 
on a weekday in June 2017 as 249,767. On average each driver spent 8 minutes before finding the 
next passenger. If a model can reduce this average empty time (or unoccupied time) by only one 




4,162 ℎ𝑡   
Predicting taxi demand has been an area of interest for decades. One of the early models 
was developed by Lermant et al. in 1980. They proposed a probability model that generates the 
number of expected trips for each pair of ODs (origin-destination). Their model predicts taxi trips 
for long term, which means they did not consider the demand variation through a day or week. 
However, the objective of this dissertation is predicting and explaining taxi demand for the near 
future more accurately. 
The increase of deployment of GPS system in vehicles alongside with improvements in 
data storing facilities helped researchers to collect and store huge datasets and analyze it. Many 




information, so they start collecting this information. This detailed and enriched data provide 
researchers the opportunity to use more complex models in either short-term or long-term taxi 
demand prediction. Some of the studies focused on temporal data and some of them focused on 
spatial data. A few studies considered both as predicting spatio-temporal data. The models and 
analysis used in taxi demand literature can be categorized into four groups: 
1- Data visualization  
2- Linear regression and probability models  
3- Machine learning technique 
4- Time series models 
1.5.1 Group 1: Data Visualization 
Data visualization is illustrating data in a simplified way. Visualization can be considered as one 
of the initial steps in working with big data using charts, maps and graphs. It provides us a quick 
view of the data and displays the trend, relationship pattern or outliers. 
Based on these characteristics of visualization, Ferreira et al. (2013) built a system that was 
a visual query. They compared the taxi trips in 2011 and 2012 using their system. Kourti et al. 
(2017) collected the taxi trips made on January 1, 2010 and analyzed this data to understand the 
mobility pattern of that day in New York. The results of their paper can be used in the future to 
suggest alternative taxi services strategy.  
With the emergence of Uber in New York City, several researchers focused on comparing 
the demand of Uber and yellow cabs. Bialik et al. (2015) analyzed the pick-up data of yellow cabs, 
Uber and green taxis and published their findings in a blog. They discussed that Uber mostly serves 




As mentioned, visualization is a very good start point for understanding data; however, it is not 
enough for our purpose. While preparing data for illustration, lots of information within the data 
is ignored. The neglected information can easily change the assumptions and conclusions. 
Regarding taxi demand, visualization cannot explain the impact of any exogenous or endogenous 
variables on demand or predict the future demand relying only on this method. Mathematical 
models are necessary for predicting and explaining the correlation among variables. 
1.5.2 Group 2: Linear Regression and Probability Models 
Linear regression is the simplest form of probabilistic model (McClave, & Sincich, 2006), that 
relates a target variable or dependent variable to the weighted sum of a set of independent 
variables. Eq. (1) shows the common form of this model. In this equation, 𝑌 is the dependent 
variable, 𝑋𝑖  is the independent variable, 𝛽𝑖  is the coefficient that determines the effect of 
independent variable on dependent variable.  It is usually accompanied by least square as the fitting 
method. The main assumption with this model is the existence of a linear relationship between the 
dependent variable and independent variables. The model can be used for explaining or predicting 
the target variable.  
𝑌 = 𝛽0  +   𝑋1𝛽1 +  𝛽2𝑋2 + ⋯ + 𝜖 (1) 
Regarding the characteristics of linear regression, these models are very common among 
researchers. Yang and Gonzales (2017) studied the factors that may affect the taxi demand and 
used negative binomial method to capture the variation of taxi pick-up demand during the day and 
over different zones in a city. They considered yellow cab data in New York City and found that 
population, average age, percentage education higher than bachelor, per capita income, total jobs 
and transit access time are the most significant factors affecting taxi demand. They also discussed 




each hour of the day. Another study by Correa et al. (2017) compared Uber and yellow cab pick-
ups in New York City. They tested linear model, spatial error model and spatial lag model and 
found that Spatial lag model outperforms the other two models. They reported transit access time 
(TAT), length of roadways, vehicle ownership, education, employment, and income as important 
factors affecting demand.  
Schaller (1999) developed a citywide empirical time series regression model on NYC taxi 
to understand the relationship between taxicab revenue per mile and economic activity in the city, 
taxi supply, taxi fare, and bus fare. Afterward, Schaller (2005) tried to figure out the relationships 
between taxi demand and factors including city size, availability and cost of privately-owned autos, 
use of complements to taxicabs, cost of taxi usage, taxi service quality, and presence of competing 
modes, senior and disabled population 
In 2014, Hwang et al. (2014) used the concept of probability and developed a model that 
receives the information of the current drop-off location, then suggests to the taxi driver where to 
find the next passenger. They discussed that average waiting time, average fare and distance are 
other significant factors for drivers to drive to an area to pick up the next passengers. 
Kamga et al. (2013) also considered yellow cab data in New York City. They studied the 
factors that might affect demand and reported that demand varies by time of day, day of week and 
weather conditions. Their analysis showed that rainfall has strong effect on taxi demand. These 
factors not only change the demand pattern but also they affect the trip distances. In another study, 
Hochmair (2016) worked on two months of yellow cab data in 2013. His research includes 
descriptive analysis and he applied negative binomial regression model to data to assess the effect 




stops at each district have significant effect on taxi trips. 
Tong et al. (2017) collected three months of taxi trip information in China. They considered 
the potential variables that may affect the demand and categorized them into temporal, spatial, 
meteorology and events. They showed that variables have significant effect on demand; however, 
their combinations interpret the demand variations better than the basic variables. They applied 
their model and some other models such as ARIMA and MARKOVE models to the data to 
compare them and discussed that their proposed model outperforms the rest. The proposed model 
is an optimized version of a linear model with more than 200 million factors.   
Miao et al. (2016) developed an optimization model to reduce the total idle mileage, which 
included different steps. One important step was predicting the taxi demand in the future. They 
used the taxi data and uncertainty vectors for demand prediction in this step, and applied hypothesis 
testing theories for spatial-temporally correlated transportation data. Veloso et al. (2016) used a 
naïve Bayesian model, which is a conditional probabilistic model to predict the next pick-up area. 
Their model used time of day, day of week, weather condition, last drop-off location and Point of 
Interest as the given factors for this model. They concluded that the location of the last drop-off is 
the most effective factor and the weather condition is the least effective factor in their prediction 
model. 
Linear regression is a simple method that can predict or define the correlation among a set 
of variables, and the coefficients calculated in the model are interpretable. Linear regression is not 
limited to the domain of the input data, and extrapolation is possible with it. However, it cannot 
handle outliers very well, and outliers may influence the coefficients and the performance of the 




set, and it has some restrictions. One of the important restrictions is that the relationship between 
dependent variable and each independent variable should be linear.  
1.5.3 Group 3: Machine Learning Techniques  
Improvements in data storing facilities and computational speed help researchers to collect and 
store huge datasets and analyze them. These huge data sets are mostly used in time series models 
and machine learning (M.L) technique. This is why these methods have become popular in the last 
decade.  
Shalev-Shwartz & Ben-David (2014) discussed in their book that machine learning 
techniques are preferred over traditional methods when the problem is too complex or it needs 
dynamic adaptivity. In other words when there are several variables that the relationship among 
them and the dependent variable is not clear, machine learning can help by using the experience 
from the training data and prepare the knowledge to use in future.  
Machine learning is common in the transportation field and specifically taxi demand. 
Artificial neural network (ANN) is one of the well-known methods in machine learning. Zander 
(2017) studied four years of taxi data of Södermalm in Sweden, and applied ANN method to that 
dataset. He aggregated data hourly and used day of week, day of month, month of year, 
precipitation, and temperature as features and reported that day of week has the strongest effect on 
taxi demand, and precipitation and temperature have no relevancy with the taxi demand. Wang et 
al. (2017) also used the neural network concept and proposed a supply-demand model based on it. 
Their model predicts the gap between supply and demand instead of predicting demand itself and 
identifies the supply-demand pattern by analyzing the car hailing data. Some researchers used the 




Mukai & Yoden 2012; Xuewu & Yongjun 2015). 
Several studies developed methods based on decision trees technique (Saadi et al., 2017; 
Moreira-Matias et al., 2012b; Ke et al., 2017; Rahaman et al., 2017; Xu, 2015; Wang et al., 2017; 
Zhang et al., 2017). Chang et al. (2009), Gonzales et al. (2014) and Laviolette et al. (2017) predict 
and explain demand based on clustering methods. Researchers applied these methods to the taxi 
data and compared the performance of these methods. Wei et al. (2016) and Laha & Putatunda 
(2018) found that each method may perform well for only some specific time or area. That’s why 
combining M.L methods are very popular. Combining methods or ensemble model can also be a 
method to improve the performance of the model. Saadi et al. (2017), Daulton et al. (2015), Liu et 
al. (2017), Ke et al. (2017), Rahaman et al. (2017) and Smith et al.(2017) used random forest to 
ensemble the used methods and improve their performance. To name some less common methods 
in the literature: Zhao et al. (2016) applied and compared Markov predictor and the Lempel-Ziv-
Welch predictor to yellow cabs and uber trip data. Qian et al. (2017) developed a Gaussian 
Conditional Random Field (GCRF) method and reported that their model can outperform ARIMA 
and ANN method. Predicting future demand over 15 to 30 minutes is a realistic opportunity for 
applying a real-time strategy (Koutsopoulos et al., 2017). 
In the following paragraphs we explain more about some of these researches. Chang et al. 
(2009) studied taxi data collected in Great Taipei in Taiwan. They used clustering method to detect 
areas with higher probability of demand. They applied and compared K-means, Hierarchical 
clustering and DBSCAN (Density-Based Spatial Clustering of Applications with Noise). For 





In 2017, Laviolete et al. (2017) also applied K-mean and HAC (Hierarchical ascendant 
clustering) approach to model taxi trip data in the city of Montreal in Canada. They concluded that 
socio demographic, jobs and transit factors may affect the demand in total, but they did not find 
the significant impact of these factors on daily distribution of the demand. They reported that the 
level of the activity at night (night life) of an area affects the daily distribution. Gonzales et al. 
(2014) developed a hybrid model that could explain yellow cab data using regression and 
clustering techniques. Among various socio-economic variables they found transit accessibility 
time, median age, educational attainment, income and number of jobs as significant factors 
affecting the demand. 
Moreira-Matias et al. (2013a) developed a weighted ensemble model using ARIMA 
approach to predict demand for the city of Porto in Portugal (Moreira-Matias et al., 2012a, 2012b, 
2013a, 2013b). Their proposed method also used time varying Poisson and weighted time varying 
Poisson. They reported that the ensemble model outperforms each individual model based on the 
mean absolute percentage error (MAPE). In a recent study done by Qian et al. (2017), a Gaussian 
Conditional Random Field (GCRF) model is presented to predict a short-term taxi demand. The 
proposed model together with 2 other algorithms (ARIMA and ANN) were run in 4 different 
scenarios to evaluate its performance. The results reported that the proposed model outperformed 
the two other algorithms with Mean absolute percentage error (MAPE) close to 0.1. In this chapter, 
the case study was the same as used in Qian et al. (2017) study. 
Sayarshad and Chow (2016) did a research on some short-term prediction models. They 
selected these five models: Piecewise linear function; Temporal seasonality factors; ARIMA; FM-
IntGARCH; Gaussian Cox process. To evaluate and compare models, they prepared pick up data 




IntGARCH model outperforms the rest including ARIMA model, and discussed it happened 
because ARIMA model cannot capture the recurring patterns. 
Davis et al. (2016) used clustering and time series model and developed a hybrid model to 
predict the taxi demand in Bengaluru in India. They reported that applying clustering technique 
could improve the performance of the time series model about 20% based on comparing MAPE 
as performance metric. 
M.L. technique is widely used in predictions models and new methods are introduced in 
this field. However, using multiple variables and huge number of data points, in machine learning, 
increases the accuracy of the model, but it is not always possible to collect all needed data. In 
addition, processing such a huge data is time consuming and it does not provide any interpretation 
about the factors and coefficients of the model. 
1.5.4 Group 4: Time Series Models 
Independent factors may change in models that predict short term or long term. For long-term 
prediction, usually the models need more aggregated information, while for short-term prediction, 
the model should be more sensitive and needs more disaggregate and detailed information. 
Collecting information is an expensive and time-consuming task. Therefore, most regression 
models are used for long-term prediction. Time series do not require a detailed information about 
the significant factors.  
Time series models are a group of models that use the previous observations to predict the 
future observation. Adding other features for prediction is not necessarily needed. This 
characteristic is common within machine learning methods as well; however, in machine learning 




are interpretable and also reported in the contexts. The statement that the correlation of future data 
and present data are similar to the correlation of present data and past data is the basic assumption 
for using time series models.   
Autoregressive (AR) and moving average (MA) are the two common times series models. 
An autoregressive model is when a value from a time series linearly depends on previous values 
from that same time series. However, the output of a moving average model is regressed on the 
previous values of another time series. The combination of these two models is called 
autoregressive moving average (ARMA) model. There are studies that used the ARMA model to 
predict demand. Chu (2009) applied this model to predict the tourism demand in nine countries in 
the Asian Pacific region. Pavlyuk (2017) prepared a review on the papers that used ARMA and 
other multivariate autoregressive models. An interesting approach is discussed in this paper and 
some other papers (Kamriankis and Prastacos, 2003; Cheng et al., 2011; Duan et al., 2016), about 
the space-time models. In these papers they discussed the effect of importance of the effects of the 
closer zones on the observation. The goal is to propose a spatio-temporal model for taxi demand 
and analyze and discuss the performance of the model. 
1.5.5 The Gap in the Literature 
Previous sections briefly reviewed the studies about predicting demand of taxis. Table 2 
summarizes and classifies all these studies. The rows of the table are based on the four groups 
explained in Section 2.1. The columns of the table are based on a characteristic of the prediction 
model used in each study. Previous studies may consider demand variation over time, or space or 
both. Therefore, each study may fall into temporal, spatial or spatio-temporal groups.  




models. While time series models are widely used and demonstrated, its powers in terms of 
prediction are lacking in the area of taxi demand modeling. There are some limitations with the 
spatio-temporal models discussed in other literatures. The visualization method provides with a 
quick view of the data spreading over time and space, but we cannot explain or predict the future 
demand with this method. Linear is powerful in interpreting the parameters and coefficients; 
however, considering temporal and variables produces a large number of parameters that reduce 
the efficiency of this model.  Also, due to its strong restrictions and variations in datasets, they are 
not attractive for our purpose. This model is more useful for the basic analysis. Considering 
machine learning and time series models, both of them usually need huge data sets, but thanks to 
the current technology and available archives, this is not a problem. Machine learning techniques 
are known for the ability to handle complex nonlinearity and can be easily automated. However, 
it is hard to estimate or predict confidence interval for the answers, and the parameters are not 
interpretable while the estimated parameters in time series models are meaningful. In a field of 
study such as transportation, we do not focus only on the prediction values. The estimated 
coefficients and factors are also crucial in our decisions. Another shortcoming with machine 
learning is that it can only work within the domain of training data and it cannot extrapolate the 
pattern outside of that domain. It also cannot capture the seasonality and trend of a data, while time 
series models are capable of extrapolating and capturing the seasonality pattern.  
Considering the advantages of using a time series model and its lack in the literature, this 
dissertation focuses on developing spatio-temporal time series models to understand the dynamic 
of taxi demand in New York City area. Using spatio-temporal models shows the existence of 




Table 2. Summarizing previous works on taxi forecast 
 Temporal Spatial Spatio-temporal 
Visualizing Data   Dimitriou et al. (2016) 
Bialik et al. (2015)  
Ferreira et al. (2013) 
Kamga et al. (2013)   





Tong et al. (2017) 
Yan et al. (2015) 
 
 
Correa et al. (2017) 
Gonzales et al. (2014)  
Hochmair (2016) 
Kamga et al. (2013)   
Miao et al. (2016) 
Veloso et al. (2016) 
Willing (2017)  





Xuewu & Yongjun (2015) 
Sayarshad and Chow (2016) 
 
 
Chang et al. (2009) 
Daulton et al. (2015) 
Ke et al. (2017) 
Laviolette et al. (2017) 
Moreira-Matias et al., (2012b) 
Mukai, & Yoden, (2012)  
Qian et al. (2017) 
Saadi et al. (2017) 
Smith et al.(2017) 
Wang et al. (2017) 
Wei et al. (2016)  
Time Series 
Models 
Davis, et al. (2016) 
Ke et al., (2017) 
Moreira-Matias et al. (2012a) 
Moreira-Matias et al. (2012b) 
Moreira-Matias et al. (2013a) 
Moreira-Matias et al. (2013b) 
Qian et al. (2017) 
Sayarshad and Chow (2016) 
Tong et al. (2017) 
Davis, et al. (2016) 
Ke et al., (2017) 
Moreira-Matias et al. 
(2013a) 
Moreira-Matias et al., 
(2013b) 




As shown in the above table, the use of time series spatial-temporal modeling has not been 
applied to the field of taxi/Uber demand. Thus, the next section will review the literature of these 
models mostly in the transportation field.  
1.6 REVIEWS OF SPATTIO-TEMPORAL MODELING 
For temporal analysis, a well-known family of time series models called Autoregressive Integrated 




(VAR) as a multivariate model, can be beneficial. However, in a dense urban transportation 
network where demand may vary considerably in different areas, each of these models has its own 
demand variation. The taxi/Uber demand can be correlated from one area to another; hence, 
spatial-temporal modeling can better capture the underlying demand. 
It is well-proven that spatial information increases the accuracy of prediction specifically 
in congestion traffic and for longer horizon. The idea of capturing spatial information in the times 
series studies of transportation related problems was first introduced in the study by Okutani and 
Stephanedes (1984) to predict traffic flow prediction. The spatial concept later was deployed in 
the study by Kamriankis and Prastacos (2003) to forecast the relative velocity on major roads in 
Athens, Greece. They called the method space-time autoregressive integrated moving average 
(STARIMA). The model is quite different from traditional ARIMA model by including the spatial 
information of neighboring links for traffic forecasting. They compared the forecasting 
performance in four models including historical average, ARIMA, VARMA, and STARIMA. The 
results demonstrated that there is no significant difference between the last three models although 
the last three models performed better than the historical average one. Using spatial-temporal 
modeling is also used in other areas of transportation. For example, the traffic condition of 
downstream section of a road is highly correlated to the traffic condition coming from upstream. 
Stathopoulos & Karlaftis (2003) considered the spatial information of four consecutive loop 
detectors from the upstream of the study section to predict the traffic flow in the downstream of 
an urban corridor. Furthermore, Cheng et al. (2011) developed a STARMA model to determine 
the dynamic autocorrelations of road network data obtained from the Automatic Number Plate 
Recognition (ANPR) system in Central London. The results revealed that the proposed model 




ARIMA. Recently, Duan et al. (2016) developed a STARIMA-based model with time-varying lags 
to predict short-term traffic flow and the experimental results showed that the developed model 
had superior accuracy compared with traditional cross-correlation functions and without 
employing time-varying lags. 
In STARIMA modeling, the spatial weighting matrix is one of the most important parts 
which is related the spatial dependency between multiple time series. Thus, how to make the spatial 
weighting matrix varies by the nature of each problem, and it needs some engineering judgment. 
Mostly, two approaches have been used to select the neighboring dependence: (a) correlation-
coefficient assessment and (b) distance adjustment. The values in STARIMA’s weighting matrix 
can vary by time and location. In a developed method called General STARIMA, the spatial 
parameters are designed to vary per location instead of having fixed values over all locations (Min 
et al., 2010). In Dynamic STARIMA model, which was presented by Min et al. (2009), a practical 
approach was used to forecast short-term traffic flow in urban road network in Beijing, China. In 
the developed Dynamic STARIMA model, instead of having a static weighting matrix, a dynamic 
weighting matrix is used that its values change from time to time depending on time-varying lag 
of the upstream time points. In their study, the matrix’s values represent the proportion of volume 
form upstream intersection affecting the downstream link’s flow. For instance, to forecast the flow 
of link at downstream intersection, the proportion of flow that turn right, left, and through from 
upstream affecting the downstream intersection are used; and the turning-values are not fixed 
anymore whereas they are estimated from the previous time lag. Another approach that associated 
with weighting matrix is to just consider link/zone that is adjacent to the target link/zone. It can be 
elaborated by ring of dependency as labeled by “order”. For instance, first-order adjacent matrix 




Second-order adjacent matrix shows the zone is indirectly close to the study zone but having direct 
dependency to the link/zone defined as first-order. It can expand to third-order adjacent matrix, 
and so forth. First and second order adjacency-weighting matrix was used in the study done by 
Kamarianakis et al. (2004). On the other hand, it is more practical to use the distance between the 

























This chapter reviews the fundamental of time series modeling that are needed throughout 
this dissertation. The first part of this chapter explains Basics of time series data; Stationary 
models; Decomposition; univariate ARMA processes, and multivariate VAR Model. These 
models are followed by the model that combines linear regression and ARIMA model. Then, the 
fundamental of spatio-temporal time series formulation is explained. These developed time series 
models are applied to the taxi data in New York City.  
1.7 BASICS OF TIME SERIES DATA  
Brockwell and Davis (2016) described time series as “A time series is a set of observations 𝑥𝑡 , 
each one being recorded at a specific time 𝑡 ” in their book. Taxi demand, transit ridership, demand 
for bike and weather data sets that reported at specific time can be considered as time series. 
There is a temporal ordering in time series data, and each time step is called “lag”. The 
current observed value may or may not be dependent on the values of previous lags. For an 
example, Independent and identically distributed (iid) noise is a model that its variables do not 
depend on previous ones. In other words, knowing the value of previous events will not help in 
predicting the future values of the model.  
Not all time series data are independent and identically distributed. There are data sets, that 
significant dependency, trend or seasonality can be observed in their graphs, and the future value 
can be predicted based on the knowledge of their past values. Time series process and analysis can 
provide the methodologies and tools for finding this dependency, explaining it and predicting the 
future values. Each data set may have one or all types of dependencies.  




decompose data into its components, (if data set has more than one component). If 𝑋1, 𝑋2, … , 𝑋𝑛 
is a set of observed values, we can write a general model to show its components as below: 
𝑋𝑡 = 𝑚𝑡 + 𝑠𝑡 + 𝑌𝑡 (2) 
Where 𝑚𝑡 is the trend, 𝑠𝑡 is the seasonality and 𝑌𝑡 is any remainder.  
A data set is made up of three components: Trend, seasonality and remainder. Seasonality 
is the part of data that repeats on one or more fixed periods. Trend is the pattern that usually 
deviates the mean of the data from zero. And the remainder is the part that cannot be explained by 
the first two components. In the following section we will discuss that most of times series models 
are developed for stationary models. And this decomposition is can transform the non-stationary 
data set to a stationary remainder and two other components. However, based on characteristics of 
the remainder, we can develop a model for it. In the following sections we will discuss the 
properties of stationary models. Please note, that some data sets may have no seasonality or trend 
pattern, and we can put 0 for that component in eq(2).  
In the following sections we will review the process of estimating the trend and seasonality 
using decomposition method. Then we will discuss the tests to check if the remainder after 
decomposition is predictable or not. And in final section in this chapter we will discuss a popular 
model for estimating this remainder in ARMA section.  
1.8 DECOMPOSITION  
There are several methods in literature to estimate trend and seasonality in a time series data set. 
We used classical decomposition method for our further analysis. Some of our data did not need 




in the data.  We specifically used classical decomposition, in analyzing one month or three months 
of data. Looking at pattern of monthly data, we found seasonality with two time periods. All 
decomposition processes were coded in R program using a statistical package. After estimating 
trend (𝑚𝑡) and seasonality (𝑠𝑡), we looked at the remainder part (𝑌𝑡). We need to check if we can 
estimate and model this part. Decomposition process is designed in a way that the remainder 
components, be a stationary time series. If no more dependency was observed among the 
remainder, then we cannot do more analysis, and the remainder is just an iid noise. However, if 
we observe any dependency among the remainder, then we can use other time series analysis to 
get more accurate prediction. Next section explains the test that defines if the calculated remainder 
is an iid noise. Below is a short description of the classical decomposition. 
Suppose one has observations 𝑋1, 𝑋2, … , 𝑋𝑛  which is a time series that each  𝑋𝑖  is the 
observed value at the i-th time point. A common method to decompose the data into three parts is 
shown in eq (3) (Brockwell and Davis, 2016).  
𝑋𝑡 = 𝑚𝑡 + 𝑠𝑡 + 𝑌𝑡 (3) 
where 𝑚𝑡  is the trend, 𝑠𝑡  is the seasonality and 𝑌𝑡  is any stationary time series. The trend 
component is a function of time t and the seasonal component is a periodical change in the time 
series. Suppose the period is d, we could estimate the trend 𝑚𝑡 by smoothing our data, i.e. 
𝑚𝑡 =  𝑑




where 𝑞 = 𝑑/2 when 𝑑 is even and 𝑞 = (𝑑 − 1)/2  when 𝑑 is odd. Then the seasonal sub-series 
of 𝑋𝑡 − 𝑚𝑡  are considered (this subseries are: 𝑋𝑘+𝑗∗𝑑 − 𝑚𝑘+𝑗∗𝑑  for all integer 𝑗  and 𝑘  ∈ [1, 




(Cleveland et al., 1990). In this chapter, the mean of every sub-series is used and by applying eq 
(4) to the data 𝑋𝑡 − 𝑠𝑡 and estimating seasonal component again, a more accurate estimation of the 
trend is prepared. In the locally weighted regression, tricube weight function and bisquare weight 
function are used in addition to including robustness weights. This procedure is repeated until the 
estimates of trend and seasonality converge. This whole procedure has been implemented by the 
means of stl () function in software R (Cleveland et al., 1990). 
1.9 STATIONARY  
Stationarity of the data is one the basic assumptions to use ARMA and other time series models in 
this dissertation. Consider a time series that can be written as 𝑋1, 𝑋2, … , 𝑋𝑛 or{𝑋𝑡 , 𝑡 = 1, … 𝑛}. 
This time series is called stationary if the statistical properties of each random sample of this time 
series remains the same. It is popular to test only the 1st- order moment (mean) and 2nd-order 
moment (covariance) of statistical properties to test the stationarity. Eq (5) is the mathematical 
formulation to define stationarity of a time series 𝑋𝑡. (Notations rewritten from Brockwell and 
Davis (2016)). 
 (𝑖) 𝜇𝑋(t)                                             is independent of t 
(𝑖𝑖) 𝛾𝑋(t + h, t)           is independent of t for each h 
 
(5) 
Where 𝜇𝑋(t)  , and 𝛾𝑋(t + h, t)  are the mean function, and covariance function of 𝑋𝑡 . We can use 
eq (6) to define mean and covariance function of a time series. 
𝜇𝑋(t) =  E(𝑋𝑡);   𝛾𝑋(r, st) = Cov(𝑋𝑟 , 𝑋𝑠) =  E[(𝑋𝑟 − 𝜇𝑋(r) )(𝑋𝑠 −  𝜇𝑋(𝑠) )]      (6) 
Let’s assume either our data set is stationary, or the remainder component of our data after 




stationary data, then the data is a set of independent random variables (Brockwell and Davis 
(2016)) and we cannot apply any other models to data. However, if we observe any dependency, 
then we can use ARMA and other time series model to data. There are several tests that examine 
if the stationary data is an iid noise.  
One of the common tests uses the sample auto-correlation function. To understand this test, 
let’s review the formulation of auto-covariance fiction (ACVF) and auto-correlation function 
(ACF). Eq (7) shows the mathematical formulation (Brockwell and Davis (2016))  
 𝛾𝑋(h) ∶=  𝛾𝑋(t + h, t) = Cov(𝑋𝑡+ℎ, 𝑋𝑡)                      (ACVF) 
 𝜌𝑋(h) =  
𝛾𝑋(h)
𝛾𝑋(0)
       = Cor (𝑋𝑡+ℎ, 𝑋𝑡)                            (ACF) 
(7) 
If we consider ACF for a sample of data, then we can draw a graph for that sample, and we call it 
sample auto-correlation function. If for less than 95% of the lags, the amount of sample ACF falls 
between±1.96√𝑛, then we can reject the iid hypothesis.  
Figure 2 shows a sample ACF graph based on data of one day taxi demand. You can see 





Figure 2 Sample ACF Yellow cab data. (April ~ June 2014)  
 
1.10 ARMA PROCESS 
ARMA process is a univariate time series model and it is a combination of two practical models 
in time series analysis. Auto-regressive (AR), and moving average (MA) are linear models that 
explain the correlation among the current values to the previous values of a data set. Auto-
regressive model relates a current variable to its own previous values. However, moving average 
model, relates the current value of a variable to the previous values of another variable.   Eq (8) 
shows the formulation of these models.  
AR(p) :   𝑋𝑡 =              ∅1 𝑋𝑡−1 +     ∅2 𝑋𝑡−2 + ⋯ +∅𝑝 𝑋𝑡−𝑝 =  ∑  ∅i 𝑋𝑡−i
𝑝
𝑖=1  
MA(q):    𝑋𝑡 =   𝑍𝑡 +  𝜃1 𝑍𝑡−1 +    𝜃2 𝑍𝑡−2 + ⋯ + 𝜃𝑞 𝑍𝑡−𝑞   =  ∑  θj 𝑍𝑡−j
𝑞
𝑗=0    
ARMA(p, q):    𝑋𝑡 =  ∑  ∅i 𝑋𝑡−i
𝑝
𝑖=1 +  ∑  θj 𝑍𝑡−j
𝑞







One variable may not depend on all previous values, and in the above formulations p and q show 
the maximum lag each model considers.  
1.11 VAR MODEL 
Autoregressive model is univariate, however, in real world, we also need to deal with a vector of 
variables instead of one random variable. Vector autoregressive (VAR) is a multivariate model 
that can explain each current value using the previous values of its own variable and other 
variables. Assuming that at each time t, 𝑌(𝑡)  is a vector of k elements{ 𝑋1(𝑡), 𝑋2(𝑡), . . .  𝑋𝑘(𝑡)}, 
then we can formulate the VAR model as eq (9) 
𝑌(𝑡) = 𝜈 + 𝛷(1)𝑌(𝑡 − 1) + ⋯ +  𝛷(𝑝)𝑌(𝑡 − 𝑝) + 𝑢𝑡 , 𝑡 = 1, 2, … , 𝑇, (9) 
where ν ∈ ℝ𝑘  is the vector of intercept, 𝚽(𝑖)  ∈  ℝ𝑘∗𝑘  is the i -th lag coefficient matrix, and 
{𝑢𝑡 ∈  ℝ
𝑘}𝑡=1
𝑇  is a mean zero k-dimensional white noise with covariance matrix ∑  𝑢 . There are 
𝑘(𝑘 𝑝 + 1) parameters to estimate, and if 𝑘 is large compared to T, it may need to be reduced in 
our estimation procedure. 
1.12 REGRESSION WITH ARMA ERROR 
Regression with ARMA error model is a special case of transfer function models. It is a technique 
that combines linear regression model and ARMA model. In ARMA, we model the future values 
based on only past values of a variable. However, Regression with ARMA is an extended version 
of ARMA, and it includes some other independent variables as well. In linear regression (Kutner 
et al., 2004), we use the form 




where 𝑌 or  𝑌𝑡 is the response variable, 𝛽 is a 𝑝 × 1 vector of parameters, X is an 𝑛 × 𝑝 
matrix of the covariates, and  𝜖 is an 𝑛 × 1 vector of residuals that we work with in the final step. 
We want to find the value of β that minimizes the sum of squared residuals, ∑ (𝑦 − ?̂?)2𝑛𝑖  
ARMA process is a combination of two practical models in time series analysis. Auto-
regressive (AR), and moving average (MA) are linear models that explain an observation, by using 
the previous values of that observation. Suppose we have a time series 𝑌1, 𝑌2, … , 𝑌𝑛  as it was 
defined in the first step. To fit an ARMA model is to fit 𝑌𝑡 as a linear combination of the past 
observations and noises. In mathematical terms, the time series 𝑌𝑡  is called an ARMA (p, q) 
process if  
𝑌𝑡 −  𝜑1 𝑌𝑡−1 − ⋯ −  𝜑𝑝𝑌𝑡−𝑝 =  𝑍𝑡 +  𝜃1 𝑍𝑡−1 + ⋯ +  𝜃𝑞𝑍𝑡−𝑞  
𝑂𝑅 ∶   𝑌𝑡  =  𝜑1 𝑌𝑡−1 + ⋯ + 𝜑𝑝𝑌𝑡−𝑝    +    𝑍𝑡 + 𝜃1 𝑍𝑡−1 + ⋯ +  𝜃𝑞𝑍𝑡−𝑞  
(11) 
where 𝑍𝑡  is a white noise process with mean 0 and variance 𝜎
2 . Here, p is the order of 
autoregressive component and q is the order of moving average component. We use the class of 
stationary models, meaning the auto covariance function of 𝑋𝑡  and 𝑋𝑡+ℎ  depends only on lag h. 
We find the best order p, q, and estimate corresponding 𝜑 ’s and 𝜃’s that minimize the AICC, an 
adjusted version of Akaike’s Information Criterion (AIC) (Brockwell and Davis, 2016). The 
ARIMA model is a generalized version of the ARMA model. ARIMA models, denoted as 
ARIMA(p,d,q), where p and q have the same definition as ARMA models, i.e. the orders of the 
autoregressive and moving average components and d is the order of the integrand i.e. number of 
times the original times series needs to be differenced to achieve stationarity. In mathematical 




𝑋𝑡 =  (1 − 𝐵)
𝑑  𝑌𝑡  (12) 
is ARMA (p, q) where 1 here is the identity operator that 1𝑌𝑡 =  𝑌𝑡 and B is the backward shift 
operator i.e. 𝐵𝑌𝑡 =  𝑌𝑡−1 . Thus, we can see ARIMA (p, 0, q) is exactly ARMA (p, q). 
By reviewing ARIMA and linear regression model, we can define Regression with ARMA 
error model:  
𝑌𝑡 =  𝑋 𝛽 + 𝜖 
 𝑤ℎ𝑒𝑟𝑒: 𝜖 =  𝜑1 𝑌𝑡−1 + ⋯ +  𝜑𝑝𝑌𝑡−𝑝    +     𝑍𝑡 +  𝜃1 𝑍𝑡−1 + ⋯ + 𝜃𝑞𝑍𝑡−𝑞  
(13) 
In other words, we model the error term in linear regression with an ARMA model. We will show 
that for long term data, regression with ARMA error model, outperforms each ARMA model and 
linear regression model 
1.13 SPATIO-TEMPORAL MODELS  
Spatio-temporal model is a time series model that shows the linear correlation between variables 
through space and time. In time series models, the model will not consider all the previous values 
but only a limited number of past events, which is called a time lag and is denoted here by 𝑝. The 
same concept applies to the spatial models. Suppose 𝑘 different time series data are observed over 
duration of size 𝑇. If one chooses vector auto regression (VAR) models with max time lag being 
𝑝 to fit the data, it means in total 𝑘2 ∗ 𝑝 parameters need to estimate using the 𝑘 ∗ 𝑇 total observed 
data points. Now, if 𝑘 is relatively large as compared to 𝑇, then the number of parameters in the 
model will be more than the observed data. This is called a high-dimensional problem. The typical 
least square methods cannot be used as the design matrix will not be invertible. Due to the high-
dimensionality of a data set, simple VAR models will not be appropriate. Instead, a generalized 




data is observed, is developed in this section with the aim of prediction performance efficiency. 
STARMA models, introduced by Pfeifer & Deutrch (1980 & 1981), is in general a spatio-temporal 
model. This model reduces the number of parameters in a typical VAR model by introducing 
neighborhood structures. Here we only focus on the autoregressive (AR) part of this model since 
it is more interpretable. A multivariate time series 𝑌(𝑡) = (𝑌1(𝑡), … , 𝑌𝑘(𝑡)), 𝑡 = 1, 2, … , 𝑇  is 
called to be generalized STAR of order 𝑝  (See references (Giacinto, 1994; Terzi, 1995) for 
introduction, and (Giacinto, 2006) for its application to regional unemployment analysis) if for 
each 𝑡 = 1, 2, … , 𝑇 and 𝑖 = 1, 2, … , 𝑘, 
𝑌𝑖(𝑡) =  ∑ ∑ 𝜙𝑖
(𝑗,𝑙)
𝑊𝑖







where εi(t) = (ε1(t), … , εk(t)) is a k-variate normal variable with mean zero and  
𝔼 ( (𝑡) (𝑡 + 𝑠)′) =  {
𝜎2𝐼𝑘, 𝑠 = 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  
Also,𝑊(𝑙) ’s are 𝑘 ∗ 𝑘  weighting matrices which govern the l-th neighborhood location with 
𝑊𝑖
(0) = 𝐼𝑘. Denote the i-th row of 𝑊
(𝑙) by 𝑊𝑖
(𝑙)
. Possible choice for 𝑊(𝑙) is to put 𝑊(𝑙)(𝑖, 𝑗) = 1 
if i-th and j-th locations are l-th level neighborhood, and 𝑊(𝑙)(𝑖, 𝑗) = 0 otherwise. These matrices 
are then normalized in such a way that the sum of each row would be 1. Finally, for each 𝑖 =
1, 2, … , 𝑘, and 𝑗 = 1, 2, … , 𝑝, 𝜙
𝑖




, … , 𝜙
𝑖
(𝑗, 𝜂𝑗−1)) is a vector of coefficients 
of size 𝜂𝑗 relating the current observation at location i,𝑌𝑖(𝑡), to the all weighted observations in 𝜂𝑗 
different neighborhoods j time lags in the past. Without loss of generality, it is assumed that 𝜂1 =
⋯ =  𝜂𝑝 = 𝜂 (If they are different, one can choose 𝜂 = max (𝜂1, … , 𝜂𝑝) and set some of the 𝜙𝑖
(𝑗,𝑙)
 
coefficients to zero). Further, denote  Φ𝑖 = (𝜙𝑖
(1,0:𝜂−1)
, … , 𝜙𝑖
(𝑝,0:𝜂−1)




convenient to write eq (14) in a compact matrix form. For that, let 𝑌𝑖 = 𝑌𝑖(1), … , 𝑌𝑖(𝑇)),   𝑖 =
( 𝑖(1), … , 𝑖(𝑇)),  and define 𝑍𝑖 to be the 𝑇 ∗ 𝜂𝑝 with 𝑍𝑖(𝑡, (𝑗 − 1)𝜂 + 𝑙) = 𝑊𝑖
(𝑙)𝑌(𝑡 − 𝑗) for 𝑡 =
1,2, … , 𝑇,    𝑗 = 1, 2, … , 𝑝, and 𝑙 = 0, 2, … , 𝜂 − 1. Now, one can write the data equation for 𝑖-th 
time series component as follows: 
𝑌𝑖 = 𝑍𝑖 Φ𝑖 + 𝑖 (15) 
This model reduces the number of parameters from 𝑘2 ∗ 𝑝  in the VAR model to  𝑘 ∗ 𝜂 ∗ 𝑝 , 
assuming 𝜂 ≪ 𝑘. Least squares estimation can be implemented for parameter estimation, i.e. for 




‖𝑌𝑖 − 𝑍𝑖 Φ𝑖‖2
2 , 
(16) 
with ‖. ‖2 being the Euclidean norm. However, for the cases when T is small compared to k, it 
might be beneficial to still reduce the number of parameters in the model with the goal of 
improving forecast performance. For that, a penalty function Ω(Φ) will be added to eq (16) with 






2  +  𝜆 Ω(Φ𝑖), 
(17) 
where 𝜆  is the tuning parameter to be selected by cross validation techniques. There are different 









CHAPTER 4 : MOBILITY CHALLENGES IN 




1.14 TRANSPORTATION MOBILITY IN NYC  
New York City is the most populous city in the United States. Its population is around 8.5 million, 
while only 45% of the households own at least one car (NYEDC blog). So, residents, employees 
and tourists in this city may use bus, subway, ferry, tram, bike, or taxi to move from one point to 
another. Table 3 shows the annual ridership of these modes in year 2014 and 2017. Taxis are 
categorized into two groups: TLC taxis (Taxi Limousine Commission) and TNC (Transportation 
Network company). TLC is an agency that is responsible for licensing and regulating “for hire 
transportation services” and their most popular service is the yellow cabs (TLC Fact Book, 2014). 
Services such as Uber or Lyft are considered ride-sharing systems or TNCs and they are not 
regulated by TLC.  
Table 3. Trips made by different modes in New York City 
 Total trips in  2014 Ref  
Total trips in 
2017 
Ref % Change 
NYC Population 8,521,135 (1) 8,622,698 (1) 1.2% 
Subway 1,751,287,621 (2) 1,727,366,607 (2) -1.4% 
Bus 792,632,407 (2) 724,833,925 (2) -8.6% 
Bike (Citi Bike) 8,791,987 (3) 16,347,284 (3) 85.9% 
TLC Taxi (Yellow cabs) 165,114,361 (4) 113,496,874 (4) -31.3% 
TLC Taxi (Green taxis) 15,837,001 (4) 11,740,667 (4) -25.9% 
TLC Taxi (For Hire Vehicle) N/A** (4) 192,092,698 (4) N/A 
Tram N/A  N/A  N/A 
Ferry 88,000 (6) N/A*  N/A 
TNC (Uber/Lyft) N/A  N/A  N/A 
 
 (1) US Census Bureau (2017); (2) MTA website;  (3) Citi Bike Website (a); (4) TLC website (a);        
(5) NYC Open Data (a);         (6) NYCDOT (2018a). 
* The Ferry ridership in 2016 is reported as 123,000(NYCDOT, 2018a) 
** The number of For Hire Vehicle’s dispatches is reported as 131.7 million in 2016, and 61.0 Million in 
2015(NYC Open Data).   
 
Comparing the numbers in 2014 and 2017 shows a significant decrease in trips by public 




households without any car did not change in that interval, we can see the trend toward e-hailing 
services for daily trips. Any increase in taxi or private vehicle trips will increase the traffic volume 
and congestion and decrease the travel speed in an area. The NYC Mobility report in 2018 
(NYCDOT, 2018a) shows that the travel speed in Manhattan ( south of 60th Street ) dropped from 
8.0 mph in 2014 to 7.2 mph in 2016. They also discussed that this reduction in speed lowered the 
bus utility, which ended up in a significant reduction in bus ridership. The following section 
discusses more issues about the congestion in NYC.  
1.15 TRAFFIC CONGESTION IN NYC 
New York City suffers from heavy traffic, wasting people's time and energy. In midtown 
Manhattan, the average vehicle speed is just 4.7 miles per hour (NYCDOT, 2018a). Given that 
most people can walk 3 to 4 miles an hour, the human body is sometimes faster in Manhattan. 
The report published by Partnership for New York City (2006) demonstrates the economic 
impact of traffic congestion. According to this report, the congestion in NYC has a cost of more 
than $13 billion annually, resulting in the loss of as many as 52,000 jobs per year. There are several 
sources for this problem. One is the concentration of economic activity in the Central Business 
Districts of Manhattan, between 60th Street and Battery Park. This area is the engine of a $901 
billion regional economy. Every day on average 3.6 million people travel into the Manhattan CBDs 
and approximately 30% of them are in taxis, cars or trucks. This creates congestion during the 
peak hours.  
There is also a direct correlation between the deterioration of public transit and the growth 
of personal car use. The constant delays and cancellations on the subway, the Long Island Railroad 




the emergence of new ride sharing services such as Uber, Lyft, Gett and Via which use a mobile 
app to pick up customers. These services have grown dramatically. In New York City, the ratio of 
Lyft and Uber drivers to yellow cabs is approximately 4 to 1. According to a report by NYC 
Department of Transportation (NYCDOT, 2018a), the number of “vehicle registrations” increased 
from 1,879 in 2014 to 1,914 in 2016. Along with this, the number of “taxi and for hire vehicle 
registrations” increased from 60,400 to 85,200 within the same years (NYCDOT, 2018a). The 
trends show that the increase in number of vehicles (either private car or taxi and TNC) will last. 
This increase in vehicles would cause more traffic in the city and worsened the congestion. The 
next section reviews the activity of these “vehicles for hire” services in NYC. 
1.16 VEHICLES FOR HIRE IN NYC 
Taxi services have been an important part of urban transportation. They are considered one the 
major transportation modes especially in big cities. Yellow cab, controlled by TLC (Taxi 
Limousine Commission), was the main taxi system in New York City for years. TLC regulates 
and provides licenses for taxicabs, for-hire vehicles, commuter vans and paratransit vehicles. On 
average around 870,000 trips were made per day under TLC in 2017. And 310,000 of these trips 
were completed by yellow cabs. Yellow cabs are only authorized to accept hails (TLC Taxi Book, 
2018). That means drivers should ride empty in streets and use their experience to locate an area 
with higher possibility of finding the next passenger. 
Over the last decade, with the rise of information and communication technology and 
smartphone and mobile infrastructure, a new form of business models based on ride sharing have 
emerged (Cohen & Munoz, 2016; Hamari et al., 2016). Companies, such as Uber, Lyft, Juno, Gett, 




are called e-hailing (app-based) service companies. Due to GPS devices ubiquity and smartphone 
capability, customers with smartphones can share their mobile locations and make trip requests. 
Subsequently, e-hailing companies match those requests to private drivers who have similar 
spatial-temporal characteristics. 
Uber is one of the very first ride sharing companies, founded in 2009 by Travis Kalanick 
and Garrett Camp. The idea behind making this company came to the founders’ minds when at the 
time, Camp spent around $800 to hire a private car to take him and his friends to New Year’s Eve. 
He then tried to figure out a way to make the service more affordable to the average people. Camp 
imagined that allowing multiple people to share the cost of the trip would make the service cheaper.  
UberCab was then born based on this idea. 
The rise of these app-based ride sharing services (Uber, Lyft, etc.) has brought a big change 
to taxi transportation all over the world including NYC. Due to the cheaper prices offered by the 
app-based services, the taxi usage decreased, resulting in a significant drop in the medallion prices. 
This pushed many taxi drivers to work for ride-sharing services instead. 
In November 2015, medallion owners sued the city and Uber due to this competition. By 
2017, the ride share vehicles in New York City were four times more than city's medallion vehicles 
(Hu 2017a). Because of the low medallion prices, many medallion owners either faced bankruptcy 
or severe debt (Hu 2017a). Medallion holders were facing the trouble of returning payments on 
their loans for their medallions. 
 After a long battle, the city finally voted to stop issuing new ride-share licenses for one 
year in August 2018.  A minimum wage for “for-hire vehicle” drivers was also enacted 




stopping taxi medallion prices from any further decrease. Uber and Lyft criticized the city vote, 
stating that it might create a negative impact on commuters in the outer regions.  
1.17 YELLOW CAB AND UBER ACTIVITY IN NYC 
Taxi companies and taxi agencies are interested in tracking their vehicles and owning the 
information about the trips made through their system. That is why many taxi companies enforced 
installing GPS devices in their vehicles, and several taxi data sets are available for researchers. 
TLC (Taxi Limousine Commissioner) is one of these big agencies that enforced all the taxis under 
its control to be equipped with GPS devices and information screens. The trip data collected 
through these GPS devices are available online since 2009 (TLC website). This taxi data provides 
researchers with the opportunity to study taxi trips in different perspectives.  
 Characteristics of the trips (trip length, tip amount, time of day, day of week); 
 Demographic characteristics of the zones where trips originated from or ended in 
(such as: population, income level, land use type, etc.);  
 Characteristics of the time that trips occurred (time of day, day of week, weather 
condition,) 
 Drivers’ behavior after dropping off a passenger; 
 Possibility of sharing rides 
Looking at the pick-up time and the coordination of the pick-up location can provide us a bright 
view of the demand. The demand for taxis varies over time and over space. Not all the sub-areas 
in a city have the same demand for yellow cabs. Figure 3 shows the temporal variation of yellow-
cab pick-ups in Manhattan. The range of theses hourly aggregated pick-ups in New York City 
from April to June is (1,267 ~ 32,257). Figure 4 shows yellow cab pick-up points throughout New 




tool. A heat map figures reveals the density of an event. This figure shows the density of pick-up 
pints throughout the city and the high demand in midtown and in JFK and LGA airports.   
 
Figure 3. Variation of yellow cab pick-ups through time 
 
This demand not only varies throughout a day, but also the demand of a specific time in a 
day may vary on different days. For example, the demand of 8:00 am to 9:00 am in the Figure 3 
varies from 5,612 (May 26th) to 26526 (April 30th) during April ~ June 2014.  
In a recent study, Bruce Schaller (2017a) compared the occupied time and empty time (or 
unoccupied) of the yellow cabs, and TNCs. Empty time is the time that a taxi/TNC is looking for 
a passenger after dropping off the previous passenger. Figure 5, reprinted from Schaller’s report 
(2017a), displays this comparison in two years. The figures are based on average weekdays in June 







Figure 4. left:Yellow cab pick up points on April 28th, 2014.  
Right: Heat map using the pick up points of the yellow cab on April 28th, 2014 
 
This figure shows that even the trip hours by yellow cab dropped from 2013 to 2017, but 
the percentage of unoccupied time in taxis remains approximately fixed around 35% of the total 
time. A study by Ozbay et al. (2014) reported that taxi traffic accounts for 11.9% of total traffic 
flow in Manhattan. However as shown in Figure 5, not all these taxis are occupied by passengers 
and this percentage is increasing by the time. Although the numbers are not for the same year, a 
rough estimation shows that empty taxis cause around 4% ( = %11.9 x %35) of the traffic in 
Manhattan. Focusing on taxi and TNCs empty time, and providing a method to reduce this time, 
will benefit the traffic congestion. It also will benefit taxi drivers by reducing the waste in time 






Figure 5. Taxi and TNC activity (reprinted from Schaller, 2017a) 
(a) Taxi and TNC occupied vehicle hours (with passengers) in the Manhattan CBD, 2013-17 













CHAPTER 5 : PRICE ELASTICITY OF 





Part of this chapter is presented at:  
Faghih S., Kamga, C., Yazici, A., “Ridership Changes and Price Elasticity Based on A 2013 Fare 
Hike in New York City”, Transportation Research Board annual conference. Washington D.C. 
2017. 
Any changes in price of a mode of transportation may affect the demand for that mode or any other 
modes. Predicting changes in demand is crucial for policy makers in private and public sectors. 
Public transportation systems usually offer different packages or fare media. The riders' reactions 
to a fare hike may include changes among modes or even changes among fare media. Predicting 
these changes is useful for providing suitable capacity or estimating future revenue based on new 
fares. The effect of changes in price on demand is measured by elasticity.  
Price elasticity can be impacted by some characteristics of the study area such as its size or 
density. Therefore, price elasticities calculated in one area cannot be applied elsewhere. The most 
recent research on price elasticity in NYC was done in 2005 by Hickey (2005). However, the 
financial crisis of 2007-2008, the implementation of different transportation policies and changes 
in travel behavior throughout the years may have resulted in a change in price elasticity. It is crucial 
that this value be updated in order to better predict ridership and revenue for future fare changes. 
 In this chapter, the impact of fare changes and riders’ reactions are analyzed using 
Metropolitan Transportation Authority (MTA) subway fare data. First, the price elasticity of a fare 
hike in March 2013 is calculated, and then a model is developed to predict the changes between 




the independent variables as suggested in the literature.  
The objective of this chapter is to derive the price elasticity of subway fares based on 
subway ridership data collected by MTA in the short run. This analysis is then followed by 
studying the effect of socio-economic and land use characteristics on changing the type of metro-
card that riders were using.  
1.19 METHODOLOGY 
In the literature elasticity values have been used to study and analyze ridership changes and trace 
their trends for different groups. In theory elasticity value is the partial derivative of the demand 
to the partial derivative of the price. It is also called “point elasticity. This method is not applicable 
for all cases and it needs more information. That’s why other formulas are used to estimate the 
value of elasticity.  
A simple form of elasticity is the shrinkage ratio, which Litman (2004) recommended for use in 
scenarios in which price changes by less than 50%. In this chapter this formula is considered as a 
base formula for calculating elasticity, since, as shown in Table 4, the price changes in 2013 are 
not more than 11%. In the shrinkage ratio method, the change in demand relative to the original 






 D1: Ridership before fare change, 




 P1: Old fare price 
 P2: New fare price 
Hickey suggested using the ridership estimation (in which the fare increase impact was excluded) 
as a base ridership in order to separate the impact of a fare increase on ridership from other factors. 
His study is based on data from a fare increase in 2003, in which some types of fares were 
discontinued, and some new ones were introduced. In this chapter, in order to estimate the ridership 
after March 2013, a simple extrapolation is used. Factors affecting ridership values other than the 
fare increase, which were discussed in the literature review, are usually measured by percentage 
of population growth, amount of annual income level, area allocated to each land use type, number 
of workers, and car ownership (Holmgren, 2007, Balcombe, 2004, Litman, 2004). Although these 
factors change over time, the rates at which they change are assumed to remain constant over 2 
years.  Therefore, this chapter proposes using equation (19) to calculate the elasticities.  
𝐸 =
𝐷2 − 𝐷1. r
(𝐷1. 𝑟)
(𝑃2 − 𝑃1)/𝑃1




 D1, D2, P1 and P2 are as defined in eq (18) 
 r, is correction coefficient, and used to estimate the pattern of ridership in absence of 
a fare change. 
1.20 SUBWAY RIDERSHIP DATA 
The last fare changed at the time of preparing this chapter, happened on March 3rd 2013. Table 4 




Table 4.  Metro-card Price Changes in 2013. 
Fare Hikes Jan 2011($) March 2013($) Percentage 
Change 
PAY PER RIDE 2.50 2.75 10 % 
SINGLE TICKET 2.25 2.50 11.1% 
7-DAY UNLIMITED 29 30 3.4 % 
7-DAY EXPRESS 50 55 10 % 
30-DAY UNLIMITED 104 112 7.7 % 
Since May 4 2003, the Metro-card has been the only method of payment in New York City subway 
system. The fare is fixed and does not vary with trip distance or time of day. MTA collects and 
archives the number of metro-cards which are swiped by customers entering each station of the 
New York City Subway, PATH, AirTrain JFK and the Roosevelt Island Tram, broken out to type 
of metro card (MTA website). This number can be accounted as subway ridership. MTA provides 
the weekly aggregated ridership on its website. The data in the files covers seven-day periods 
beginning on Saturday and ending on the following Friday (MTA Fare Data). Each file is a table 
that shows the number of different metro-card types that were swiped in different stations in one 
week.  
MTA has offered different types of Metro-cards since 1993, some of which have been 
discontinued. 23 types of metro-cards were available: Full Fare; Senior Citizen/Disabled; 7-Day 
ADA Fare Card Access System Unlimited; 30-Day ADA Fare Card Access System/Reduced Fare 
Media Unlimited; Joint Rail Road Ticket; 7-Day Unlimited; 30-Day Unlimited; 14-Day Reduced 
Fare Media Unlimited; 1-Day Unlimited/ Fun Pass; 14-Day Unlimited; 7-Day-Xpress Bus Pass; 
Transit check Metro-card; Reduced Fare 2 Trip; Rail Road Unlimited No Trade; Transit check 
Annual Metro-card; Mail and Ride Easy Pay Express Bus; Mail and Ride Easy Pay Unlimited; 
Path 2-Trip; Air Train Full Fare; Air Train 30-Day; Air Train 10-Trip; Air Train Monthly; Student 




Focusing on the price elasticity on March 3rd 2013, we downloaded sorted and cleaned all 
weekly data from June 2010 to February 2015. These files contain information about the weekly 
ridership of each subway station, broken into the fare type. The sorted data for the weekly ridership 
showed that two weeks of data was missing. It also showed 2 huge drops in 2011 and 2012 
compared to the corresponding weeks of other years, as displayed in Table 5. The two ridership 
drops took place during Hurricane Irene (August 26 2011) and Super Storm Sandy (October 29 
2012). The subway ridership was affected by these storms as a result of service cancellation and 
fare-free operation on the days following these storms. The significant reduction lasted for two 
weeks after each storm. To reduce the influence of these unusual events, two weeks after each 
event were removed from the datasets of each year. 
Table 5. The Weeks Subway Ridership Affected by Storms. 
Months Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 














 35th week  36th week    44th week 45th week  
2010  2.81E+07 2.66E+07   2.99E+07 2.99E+07 
2011  2.29E+07* 2.80E+07*   3.18E+07 3.20E+07 
2012  2.97E+07 2.86E+07   5.17E+06** 2.55E+07** 
2013  2.97E+07 2.76E+07   3.36E+07 3.37E+07 
 *Irene Hurricane 
**Sandy Hurricane 
  
1.21 CALCULATIONS AND ANALYSIS ON SUBWAY DEMAND  
Figure 6 shows this weekly ridership throughout all subway stations in New York. It also shows 
the ridership for the most frequently used fare types which are: Full fare, 7-Day and 30-Day metro-
cards. These three fare types make up more than 85% of total ridership. Although total ridership 




hike. In this chapter, subway users’ reactions to a fare hike are analyzed through an examination 
of fare elasticity. As discussed in the previous section, calculating elasticity using equation (19) 
instead of equation (18) does not eliminate all of the effects of other factors, but it reduces those 
effects and result more precise values for elasticity. Table 7 presents the price elasticity values for 
the most frequently used fare types. Full fare, 7 Days and 30Days elasticity values in Table 7 are 
conditional elasticities, which represent the dependency of the demand of each fare type on 
changes in those fares. The last row of Table 7 shows the calculation of the overall subway fare 
elasticity. This elasticity was calculated by taking a weighted average of the changes in each fare 
type, where the weights were the corresponding ridership for each type of fare. The overall fare 
elasticity is estimated to be -.036. This direct elasticity value can be compared to fare elasticity 
values reported for other rail systems in large cities which vary between -0.05 and 0.16 (Table 1). 
It is important to mention that considering the correction coefficient and using equation (18) results 
in a positive value of +0.163 for NYC elasticity.  
Table 6 shows the total annual ridership, the New York metropolitan area population and its growth 
rate for the years 2010 through 2014. As shown in In this chapter, subway users’ reactions to a 
fare hike are analyzed through an examination of fare elasticity. As discussed in the previous 
section, calculating elasticity using equation (19) instead of equation (18) does not eliminate all of 
the effects of other factors, but it reduces those effects and result more precise values for elasticity. 
Table 7 presents the price elasticity values for the most frequently used fare types. Full fare, 7 
Days and 30Days elasticity values in Table 7 are conditional elasticities, which represent the 
dependency of the demand of each fare type on changes in those fares. The last row of Table 7 
shows the calculation of the overall subway fare elasticity. This elasticity was calculated by taking 




ridership for each type of fare. The overall fare elasticity is estimated to be -.036. This direct 
elasticity value can be compared to fare elasticity values reported for other rail systems in large 
cities which vary between -0.05 and 0.16 (Table 1). It is important to mention that considering the 
correction coefficient and using equation (18) results in a positive value of +0.163 for NYC 
elasticity.  
Table 6, the annual population growth rate is smaller than the rate of increase in ridership for each 
year. In addition to the increase in population, other factors such as an improvement in the level 
of service, the economy (Frondel and Vance, 2011) and the quality of life could help to explain 
the gradual increase of ridership despite the fare hike in 2013. 
 
Figure 6. Subway ridership from June 2010 to February 2015 (Total ridership, Full fare 
ridership 7-Day and 30-Day). 
In this chapter, subway users’ reactions to a fare hike are analyzed through an examination of fare 
elasticity. As discussed in the previous section, calculating elasticity using equation (19) instead 






























and result more precise values for elasticity. Table 7 presents the price elasticity values for the 
most frequently used fare types. Full fare, 7 Days and 30Days elasticity values in Table 7 are 
conditional elasticities, which represent the dependency of the demand of each fare type on 
changes in those fares. The last row of Table 7 shows the calculation of the overall subway fare 
elasticity. This elasticity was calculated by taking a weighted average of the changes in each fare 
type, where the weights were the corresponding ridership for each type of fare. The overall fare 
elasticity is estimated to be -.036. This direct elasticity value can be compared to fare elasticity 
values reported for other rail systems in large cities which vary between -0.05 and 0.16 (Table 1). 
It is important to mention that considering the correction coefficient and using equation (18) results 
in a positive value of +0.163 for NYC elasticity.  
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2011 1,473,457,558 19,756,128 74.58 
1.01 1.006 
2012 1,483,744,626 19,874,606 74.66 
1.04 1.006 
2013 1,540,990,229 20,002,086 77.04 
1.03 1.005 
2014 1,592,233,913 20,092,883 79.24 
 
NA = NOT 
AVAILABLE 
    












Full Fare 2.25 2.5 0.111 -6.59% -0.594 
7 Days 29 30 0.034 9.49% 2.792 
30 Days 104 112 0.077 1.07% 0.139 
All Types Na Na 0.085 -0.30% -0.036 
NA= NOT APPLICABLE.   
 




in Table 7, each group reacted to the fare hike differently. To analyze riders’ reactions to changes 
in the fares of other types, the cross elasticity, or what Balcombe et al. (2004) called “conditional 
elasticity”, needs to be used. The most frequently used metro-card types are considered to study 
the cross elasticity in this chapter. To study the correlation between fare elasticity and some socio-
economic characteristics of the area, two different zone categorizations are considered: Borough 
level and Traffic Analysis District level. 
1.21.1 Results at the Borough Level 
To look at the relationship between fare elasticity and income at the borough level, the number of 
swipes taking place in each borough were counted and then the elasticity was calculated for each 
borough. The results are displayed in Table 8. This table also presents the population, per capita 
and median household income (U.S. Census Bureau 2015b), and the percentage of the population 
below the poverty level for NYC and each of the four boroughs. 
The decrease in ridership was the highest in the Bronx, which is the borough with the 
lowest per capita and median household income and highest percentage of people living below the 
poverty level. The decrease in ridership was lower in Brooklyn and Manhattan, which have higher 
per capita and median household incomes. In Queens the ridership increased after the fare hike. 
Table 8. Price Elasticity Based on Fare Hike on March 3rd, 2013 in New York City and 4 
Boroughs. 
















New York City  -0.036 8,405,837 32,010 52,259 15.3 -0.30% 
Queens 0.138 2,303,993 26,495 57,001 15 1.14% 
Brooklyn -0.082 2,621,793 25,289 46,085 23 -0.68% 
Manhattan  -0.016 1,632,005 62,498 69,659 17.7 -0.14% 
Bronx 




To better understand riders' reactions to the fare hike, Table 9 shows the elasticities for each 
borough and for the three most popular of metro-card types. In the last row of this table the overall 
elasticity values for these areas are reported. While the overall fare elasticity can be considered as 
a direct elasticity, the values for each specific fare type can be considered to be cross elasticities. 
The ridership changes observed in each fare type are not only affected by the change in that fare, 
but also by changes in the fares for other types. The full fare Metro-card (MC) has the highest fare 
increase (11%) and that makes it likely that riders would switch to other fare types, most likely the 
7 Day or 30 Day MC, which can explain why the fare elasticities for the full fare MC for NYC and 
each of the four boroughs all have a negative sign. However, to understand whether the 6.6% 
decrease in full fare ridership is the result of a shift to other fare types or to other transportation 
modes more data would need to be collected or more surveys conducted.  
Table 9. Fare Elasticity of 3 Metro-Card Types Based On Fare Hike on March 3rd, 2013 in New 
York City and 4 Boroughs. 
 Price Change 
Ratio 
NYC Manhattan Bronx Brooklyn Queens 
Full Fare 0.111 -0.594 -0.469 -1.050 -0.740 -0.550 
7 Days 0.034 2.792 2.419 1.963 3.352 3.722 
30 Days 0.077 0.139 0.069 0.176 0.149 0.373 
All Types 
0.085 -0.036 -0.016 -0.383 -0.082 0.138 
Riders who need to travel almost every day often buy 30 Day-Unlimited MCs. The daily activity 
of these riders depends on transit and they are not likely to change mode as a result of a fare hike 
in light of the fact that the subway is one of the cheapest modes for the distance it covers. Therefore, 
the elasticity for the 30-day MC in each borough is close to zero and its absolute value is the lowest 
compared to the elasticity of Full fare or 7-Day MCs. On the other hand, as a result of having the 
lowest fare increase, the 7-Day MC attracted riders and its elasticity was, by far, the largest in the 




1.21.2 Results at the Traffic Analysis District (TAD level) 
This categorization focused on zones smaller than boroughs, which can be considered more 
homogeneous. The zones at the TAD level also big enough that they include the service area of 
each station. There are 120 traffic analysis districts in New York City. This categorization is used 
to study the significance of the correlation between the factors mentioned above and ridership 
changes and to develop a regression model for ridership changes as a function of several of these 
factors. 
 
Figure 7.  Traffic Analysis Districts in New York City. 
Based on the available data from MTA, there were a number of factors mentioned in the literature 
which could not be considered, such as peak /off-peak, time period (short run/long run), and route 
type (commuting route or not)). The factors that are studied in this chapter are the following: 
Population growth, Income level, Land use, Type of metro-card and Level of fare change. 




total ridership in each district is calculated and taken as the dependent variable. The independent 
variables are income, the proportion of the district’s total area devoted to commercial, 
transportation and residential, the differences between fare hikes and average price increase and 
percentage of population change to the previous year. In addition to these variables, the ratio of 
workers to population and two dummy variables for Full fare and 7 Day metro-cards were also 
considered. 
Using SPSS software, significant variables are selected, and the resulting regression model 
is shown as equation (20). The estimated coefficients and their significance based on this model is 
shown in Table 10. 
Table 10. Coefficients and the Significance of the Variables (Reported from SPSS software). 





t Sig. B 
Std. 
Error Beta  
(Constant) -.084 .026   -3.256 .001 
Income ($) -1.350E-07 .000 -.104 -2.980 .003 
Residential / Total Area .087 .027 .114 3.295 .001 
Delta_price ($) -.640 .064 -.435 -10.021 .000 
Price_change -.105 .026 -.135 -4.010 .000 
FullFare Var .008 .003 .108 2.765 .006 
7-Day Var .012 .003 .163 3.978 .000 
 
𝑅𝑖𝑑𝑒𝑟𝐶ℎ =  𝜃. (𝐼𝑛𝑐𝑜𝑚𝑒) +  𝛿. (𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙 𝑡𝑜 𝑇𝑜𝑡𝑎𝑙 𝐴𝑟𝑒𝑎)   
+ 𝛼1 .  (∆𝑝𝑟𝑖𝑐𝑒) +  𝛼2 .  (%𝑝𝑟𝑖𝑐𝑒)              




 𝑅𝑖𝑑𝑒𝑟𝐶ℎ : The ridership changes in the year after fare hike to the ridership in the year 




 %𝑝𝑟𝑖𝑐𝑒 : The percentage of price change for each fare type 
 ∆𝑝𝑟𝑖𝑐𝑒 : The difference between new price of a fare type and average fare 
 𝐼𝑛𝑐𝑜𝑚𝑒 : Per capita income in the past 12 months  
 𝑅𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙 𝑡𝑜 𝑇𝑜𝑡𝑎𝑙 𝐴𝑟𝑒𝑎 : A ratio of the residential area to total area (Residential 
area is an estimate of the exterior dimensions of the portion of the structure(s) 
allocated for residential use) 
 𝐷𝑢𝑚𝑚𝑦𝐹𝑢𝑙𝑙𝑓𝑎𝑟𝑒: Indicator for Full fare metro-cards, (0, 1) 
 𝐷𝑢𝑚𝑚𝑦𝑊𝑒𝑒𝑘𝑙𝑦: Indicator for 7-Days metro-cards, (0, 1) 
 𝐶 : Constant 
Running this model with the 6 selected variables, gives an “adjusted R square” of 0.311. Income, 
Price difference to average price and percentage of residential area have the most significant 
impact on ridership changes of each fare to total ridership of a district. The negative sign of the 
income coefficient indicates an inverse relationship between income and ridership changes. In 
districts with higher income levels the tendency to change the type of Metro-card is lower, in other 
words, wealthier residents have already chosen the most suitable metro-card and the fare hike did 
not have a huge impact on their decision about the type of the metro-card or the number of trips. 
Paulley et al. (2006) also observed that, in saturated urban areas, people with higher incomes have 
less sensitivity in using public transit. In comparing the prices and fare types, it is worth noting 
that the order of fare type costs has not changed, after the fare hike the 30Day pass is still the 
cheapest while the full fare metro-card is the most expensive. 
The inverse relationship between the change in price and ridership changes seems logical. 
The fare types whose increase was greater than the average increase, experienced a greater 
decrease in ridership. The percentage of residential area has a positive effect on ridership changes. 
In districts with more residential areas, the shifts from a fare type is lower or in other words 




1.22 CALCULATION AND ANALYSIS ON TAXI DEMAND 
This section discusses the price elasticity for taxi demand. Table 11 displays the two recent 
price changes in taxis in New York City. The last fare increase happened in September 4 2012. 
The initial fee did not change however the fee per mile and fee in waiting time increased 25%.  
Based on the average cost of the yellow cab trips, TLC announced the percentage increase in trip 
costs as 17% (Cox, 2012). 
Table 11. Changes in yellow cab fees. 
YEAR 2006 2012 Percentage Change 
Drop $2.50 first 1/5 mi. $2.50 first 1/5 mi. 0 % 
Mileage $0.40 per 1/5 mi. $0.50 per 1/5 mi. 25.0% 
Wait Time $0.40 per 1 min. $0.50 per 1 min 25.0 % 
 
Similar to the process for subway elasticity, we collected the yellow cab trips two years 
before the price change and one year after it. Figure 8 shows the variation in taxi demand in a 
longer interval from 2010 to 2014 biweekly. In that figure, dark blue shows the yellow cab trips 
on weekdays, and light blue is the yellow cab trip on weekends, and their combination shows the 
total trips in two weeks. Table 12 shows the comparisons between the growth rates of New York 





Figure 8. Yellow cab trip data. The demand for yellow cab aggregated every two weeks. Dark 
















CITY, NY-NJ-PA (U.S. 













2011 176,385,975 19,756,128 8.93 
1.008 1.006 
2012 177,731,161 19,874,606 8.94 
0.973 1.006 
2013 172,881,202 20,002,086 8.64 
0.955 1.005 
2014 165,119,308 20,092,883 8.22 
 
NA = not 
available 
    
 
Looking at Table 12 and In this chapter, subway users’ reactions to a fare hike are analyzed through 
an examination of fare elasticity. As discussed in the previous section, calculating elasticity using 






































































































































































































reduces those effects and result more precise values for elasticity. Table 7 presents the price 
elasticity values for the most frequently used fare types. Full fare, 7 Days and 30Days elasticity 
values in Table 7 are conditional elasticities, which represent the dependency of the demand of 
each fare type on changes in those fares. The last row of Table 7 shows the calculation of the 
overall subway fare elasticity. This elasticity was calculated by taking a weighted average of the 
changes in each fare type, where the weights were the corresponding ridership for each type of 
fare. The overall fare elasticity is estimated to be -.036. This direct elasticity value can be compared 
to fare elasticity values reported for other rail systems in large cities which vary between -0.05 and 
0.16 (Table 1). It is important to mention that considering the correction coefficient and using 
equation (18) results in a positive value of +0.163 for NYC elasticity.  
Table 6 we can see the increase in population and even subway ridership in NYC, while 
the demand for yellow cabs decreased since its price changed. A major contributor to this decline 
in demand can be the increase in yellow cab price in 2012. It should be noted that Uber is not 
having a huge role in this trend, because the company was just lunched in 2011 in NYC and was 
not used widely in that area till 2014 and 2015. There is no information about the Uber trips in 
years 2011, 2012 and 2013 in NYC area. The oldest data from Uber is the trip information in some 
months in 2014 and 2015 and it is displayed in Figure 21 in Chapter 8 as well. Since demand for 
Uber was less than 2 million in three months in 2014, we can reject the assumption that all the 
decline in yellow cabs is because of shifting the demand to Uber.  
To minimize the effect of day of the week and time of the year on the value of the elasticity, 
a 52-weeks interval is chosen for comparison. Using the suggested formula (eq (19)) the calculated 
price elasticity for yellow cab demands is (-0.33). The inverse relationship between the change in 




subway ridership in NYC is calculated as (-0.036) in Section 5.4. Subway is more affordable and 
more accessible in NYC comparing to yellow cabs. That’s why the absolute value of elasticity of 
yellow cab is far higher than that of the subway. With an increase in taxi fees, passengers can 
easily shift to any public transportation modes, without cancelling the whole trip.  
We can extend this research by comparing the elasticity values of yellow cabs and subway 
in different zones and analyze their relationship with the demographic characteristics of the zones. 
















CHAPTER 6 :  TAXI AND MOBILITY: 






The outcome of this chapter is submitted: 
Faghih, S., Shah, A., Wang, Z., Safikhani, A., and Kamga, C., (2019) “Taxi and Mobility: 
Modeling Taxi Demand Using ARMA and Linear Regression” Transportation Research Board 
annual conference. Washington D.C. 2020. (Under Review) 
Taxi is one of the major transportation modes especially in big cities, such as New York City. The 
taxi industry in New York City is controlled by Taxi Limousine Commission (TLC), which defined 
different “for-hire transportation services.” One of the most popular services is yellow cab or 
(Medallion Taxicab Service). In New York City yellow cabs finished on average 310,950 trips per 
day in 2017. In 2014 this number was about 485,000 (TLC Fact Book, 2014), while the average 
trips done by subway in NYC were around 4,732,511 per day in 2017 (MTA website).  
In 2014, more than 50,000 drivers worked in around 13,000 yellow taxis in New York City. 
More than 90% of their trips originated in Manhattan. Yellow cabs are only authorized to accept 
hails (TLC Taxi Book, 2018). That is, drivers cruise in an area (probably areas with higher 
demand) to find their next passenger. However, for some transit modes like subway and buses, the 
route and schedule are predetermined. This stresses the importance of understanding the behavior 
of taxi demand in an urban area like NYC. This knowledge can also lead us to predict the demand 
and enable taxi drivers to work more efficiently.  
The increase in deploying of GPS systems in vehicles along with improvements in data 
storing facilities helped researchers to collect and store huge datasets and analyze them. Many 




information. TLC (Taxi Limousine Commissioner) enforced all the taxis under its control to be 
equipped with GPS devices and information screens. The trip data collected through these GPS 
devices have been available online since 2009 (TLC website). This taxi data provides researchers 
with the opportunity to study taxi trips in different perspectives.  
 Characteristics of the trips (trip length, tip amount, time of day, day of week); 
 Demographic characteristics of the zones where trips originated from or ended in 
(characteristics are: population, income level, land use type …);  
 Characteristics of the time that trips occurred (time of day, day of week, weather 
condition,) 
 Drivers’ behavior after dropping off a passenger; 
 Possibility of sharing rides 
Several studies have used such data sets to analyze the behavior of taxi demand in urban 
areas and then utilized them to perform short/long-term prediction of demand. From the statistical 
point of view, these studies can be classified into five main groups: linear regression models, 
clustering, time series models, machine learning tools, descriptive analysis. 
Figure 9 shows the number of pick-ups (demand) happened in Manhattan, aggregated 
hourly for April, May and June 2014. Although demand is not constant and varies through the 
time, a repeated pattern can be noticed in this figure. The repeated patterns are not identical, but 
similar. That shows demand depends not only on time but also on other variables as well. There 
are studies in the literature discussing the important variables that effect taxi demand. And 
researchers proposed various models to explain and predict such demands for short term and long 
term. The most important variables can be named as: time of day, day of week, congestion, holiday, 
weather condition, special events, transit accessibility, fare amount, and income level (Gilbert et 





Figure 9. Number of yellow cab Pick-ups each 15 minute in April 2014, in Manhattan area in 
New York City 
Use of descriptive analysis and linear regression to explain taxi demand has been very 
common among researchers. One of the early models was developed by Lermant et al. in 1984. 
They proposed a probability model that generates the number of expected trips for each pair of 
ODs (origin-destination). Their model predicts taxi trips for long term, which means they did not 
consider weather condition or time of day of the trip.  
Among time series models, auto regressive (AR) and moving average (MA) and their 
combination (ARIMA) are the most frequently used ones. Moreira-Matias et al. (2013a) developed 
a weighted ensemble model using ARIMA approach to predict demand for the city of Porto in 
Portugal (Moreira-Matias et al., 2012a, 2012b, 2013a, 2013b). Their proposed method also used 
time-varying Poisson and weighted time-varying Poisson. They reported that the ensemble model 
outperforms each individual model based on the mean absolute percentage error (MAPE). In 2017 
Qian et al. (2017) proposed a Gaussian Conditional Random Field (GCRF) model to predict near-
future demand for the yellow cabs in Manhattan.  














































































































































































































































































































and using the demand data for other transportation modes. A data set such as taxi pick-up data that 
varies by time and in time order is called time series. Using time series models helps authors to 
capture any seasonal pattern in the data sets. 
In this chapter, three months of data of yellow cabs, subway, Uber, bike and weather are 
analyzed, and a time series model and regression model are applied to the data in order to explain 
and predict the demand. The time series model used for this purpose is ARIMA (Auto-Regressive 
Integrated Moving Average). In the first step, the data is decomposed to seasonal, trend and 
remainder. Since the seasonal part can be explained, the regression model is used for modeling the 
trend and remainder. A regression equation correlates taxi demand with other variables such as 
weather condition, temperature, and day of a week. At each step the autocorrelation function 
(ACF) and sample autocorrelation (PACF) charts are plotted to show if data is eligible for the 
ARIMA model. This model performs well in that it decreases the prediction error, which means 
an increase in accuracy of the prediction.  
1.24 MOBILITY AS A SRVICE (TAXI, UBER, SUBWAY, BIKE)  
To study the performance of the proposed model, three-month data of yellow cab trips, Uber trips, 
subway entrances, citi-bike rides, and weather conditions collected. Since the only available data 
for Uber is some months in 2014, we selected the time period of April 1st till June 30th 2014 to 
study.  
 Yellow cab data: Raw data is provided by the Taxi and Limousine Commission of New 
York City (TLC Website (a)). Data contains the information about the date, time and 
location of pick-up and drop-off point of each trip carried by a yellow cab. It also includes 




chapter, the location and time of the pick-up points of the taxi trips in April, May and June 
2014 is used. The trips which originated from Manhattan are aggregated hourly. (That 
means there are 24 data points for each day and 2184 data points for three months). 
 Uber data: Uber data is not online, and we have access to some months of the trips 
information in 2014. This data is provided in by Uber trip Data (2014). Uber data contains 
information about the location and time of the pick-ups and drop-offs of each trip 
throughout a day. Similar to Yellow cab data, we aggregated the trips hourly. 
 Subway data: MTA publishes the information about subway ridership every week. 
Entering a subway in New York someone should swipe the metro-card and use the turnstile 
to enter. Each turnstile has a mechanical device that counts the number of turns till now. 
That is a cumulative number. These numbers archive almost every four hours. The turnstile 
data contains the information about the station name, entrance group and time of achieving 
along with the cumulative number of entries. Three months of this data was downloaded, 
cleaned and then the number of ridership within each time interval was calculated. Finally, 
this data was aggregated for the whole Manhattan and interpolation was used to have it as 
hourly ridership.  
 Citi-Bike data: Bikeshare owns all the data regarding citi-bike service in New York City 
and Jersey City. They published the citi-bike trip data since June 2016, and it is updated 
monthly (Citi Bike Website (c)). And it has the information about the time and location of 
the trip start point and trip end point. It has also the information about the age and gender 
of the rider. For this project, we downloaded and cleaned the data for the three months in 




 Weather data: The weather data is collected alongside with pick-up points. Historical 
information about the weather is available online (Weather Underground website). This 
website contains the hourly information of the temperature, precipitation, weather 
condition, wind speed, pressure, dew point etc., from different weather stations. Regarding 
previous literatures, weather temperature, precipitation and weather conditions have more 
significant effects on taxi demand, and for this study, these three factors were collected 
from the website for April to June 2014. Figure 10 shows the variation of pick-up points, 











1.25 IMPLEMENTATION AND RESULTS 
As discussed in previous section, the trip data of some transportation modes (Yellow cab, Uber, 
Subway and Citi-bike) are collected in New York City. These data sets are aggregated hourly, so 
we have 2184 observations for each variable. The goal is to fit a univariate time series model to 
the NYC yellow cabs data in presence of exogenous variables. Uber, Subway, Citi-bike, 
temperature and precipitation are considered as potential exogenous variables, and their 
significance are checked in the model.  
Figure 10 and Figure 11 show the observed values for each of these transportation modes, 
and temperature and precipitation changes over time. Each time interval has been indexed by the 
number of observations it holds. These plots show a significant presence of seasonality. The plots 
for the transportation modes show two seasonality (daily and weekly). In Figure 10 we noticed 
one seasonality for temperature plot, and no seasonality for precipitation plots. 
As mentioned in section 3.3, ARMA model should be applied to stationary data sets. That 
is the mean and variance of the data should be constant over time. However, the data for taxi 
demand over time usually does not comply with stationary conditions. To check if a data set is 
stationary, ACF (autocorrelation function) and PACF (partial autocorrelation function) indices of 
the data set can be calculated. By looking at yellow cab pattern in three months (Figure 9) and also 
deriving the ACF and PACF charts, we can show that yellow cab data cannot be considered as 
independent and identically distributed (iid) data, and the seasonality and trend should be taken 
from data before implementing ARMA on it. We checked and analyzed the data of Uber, subway, 
and citi-bike. Deriving the ACF and PACF charts of these modes shows that similar to yellow cab 




sets as well.  
Figure 12 displays the plots of autocorrelation functions (ACF) and partial autocorrelation 
functions (PACF) of each collected data set. These tests were discussed in chapter 3. We also run 
the Augmented Dickey-Fuller Test (ADF). The p-values associated to each data set are listed 
below their plots and they are all less than 0.01. ADF test is a unit root test and its alternative 
hypothesis is stationary. That means if p-value is less than 5% we have enough evidence to reject 













ACF and PACf plots of  Yellow cab data. P-value of ADF test= less than 0.01   
  
ACF and PACf plots of  Uber data. P-value of ADF test= less than 0.01   
  





ACF and PACf plots of  Bike data. P-value of ADF test= less than 0.01   
  
ACF and PACf plots of  temperature data. P-value of ADF test= less than 0.01   
  
ACF and PACf plots of  precipitation  data. P-value of ADF test= less than 0.01   




1.25.1 Classical Decomposition  
Before we model the effect of other variables on yellow cab pick-ups, we first perform the classical 
decomposition to our data specified in eq (3). The Dickey-Fuller test on the remainder component 
of the decomposed time series is applied, and p-value is still quite small which allows us to reject 
the null hypothesis even at level 0.01. This establishes that the remainder component is stationary. 
Further, the data still resembles dependence as seen in the plots of the autocorrelation and partial 
autocorrelation functions (Figure 13, Figure 14). 
 
Figure 13. Yellow cab pick-up points decomposed into four components:  
The first band plots the entire time series of the training data. The second band plots the trend in 
the pick-up of yellow cabs in the three months of April to June 2014. The third and the fourth 
band show seasonality estimated from data. The last band plots the residuals after the removal of 
trend and seasonality components. 
 
This decomposed yellow cab data is considered as dependent variable in eq (3). Since the 
other variables (independent variable) show significant seasonality patterns in their structure, the 






Figure 14. Plots of the sample autocorrelation function and sample partial autocorrelation 
function of the data after removing the seasonality. 
Figure 10 and Figure 11 display the pattern of Uber demand, Subway ridership, citi-bike 
trips, temperature and precipitation. Similar to yellow cab data, we detected two seasonality in 
Uber, Subway and citi-bike demand. Time of day and day of week have significant effects on 
travel demands, that’s why the daily and weekly patterns are significant in these data structures. 
All transportation modes are decomposed to daily pattern, weekly pattern, trend and remainder. 
There is no weekly pattern in temperature data, so it is decomposed to the daily pattern, 
trend and remainder. Considering precipitation, no pattern detected for this interval and it is used 
in the model without any changes.  
1.25.2 Regression with ARMA Error Model   
The mathematics of Regression with ARMA Error model is described in chapter 3. Eq (21) is the 
formulation of this model for the purpose of explaining the taxi demand and it is applied to our 
datasets.  
𝑌𝑡 =  𝑋𝑡 . 𝛽 + 𝜖 
 𝑤ℎ𝑒𝑟𝑒: 𝜖 =  𝜑1 𝑌𝑡−1 + ⋯ +  𝜑𝑝𝑌𝑡−𝑝    +     𝑍𝑡 +  𝜃1 𝑍𝑡−1 + ⋯ + 𝜃𝑞𝑍𝑡−𝑞  






  𝑌𝑡 : Yellow cab data, the remainder part after decomposition; 
  𝑋𝑢𝑏𝑟,𝑡 : Uber trip data, the remainder part after decomposition 
  𝑋𝑠𝑢𝑏,𝑡 : Subway ridership data, the remainder part after decomposition 
  𝑋𝑏𝑖𝑘,𝑡 : Citi-bike rides data, the remainder part after decomposition 
  𝑋𝑡𝑒𝑚,𝑡 : Temperature data, the remainder part after decomposition 
  𝑋𝑝𝑟𝑐,𝑡 : Precipitation data;  
  𝛽: Vector of coefficients for exogenous variables (comparable to the coefficient 
vector in linear regression models). 
Calculating and finding the coefficients, involved an iteration process. In the first step it is 
assumed that all ARIMA coefficients are 0, and the linear regression coefficients (vector of𝛽) were 
calculated. Then the iteration starts, and a vector of residuals is considered as a time series variable 
and an ARIMA model is fitted to this residual vector. Fitting ARIMA to the residuals would 
produce a vector of residuals, a vector which is perfectly fitted and also a set of coefficients (𝜑 ,𝜃 ). 
Now the part which is modeled with ARIMA is subtracted from our dependent variable ( 𝑌𝑡 ) and 
this new vector is modeled with linear regression. This process is repeated till all coefficients 
merged.  
1.25.3 Results  
A regression with ARMA error model is coded in R and tested on the prepared data. For this data 
set, the coefficients of the linear regression model converged in the 4th iteration. Table 13 shows 
the final coefficients and the p-values for each independent variable. Based on “turning point test 
of randomness” we did not find enough evidence to reject the randomness of the data. 




selected variables (at 0.01). It also shows that yellow cab has positive correlation with other modes. 
Temperature is the only variable that has negative correlation with yellow cab demand. 
Considering the weather conditions in New York City in this interval, we can explain this 
correlation. The average temperature is low for a walk and with increase in temperature, the 
demand for taxis will decrease. However, we are expecting that the sign of this coefficient would 
be positive for data in July or August.  
Table 13. Estimated coefficients and their p-values for regression model 





Intercept 16.710 70.160 8.12E-01 
Uber 5.904 0.280 < 2e-16 
Subway 0.088 0.003 < 2e-16 
Bike 3.528 0.108 < 2e-16 
Temperature -673.500 20.260 < 2e-16 
Precipitation 5551.000 1681.000 9.76E-04 
     
ARIMA 
AR1 -0.1651 0.0359  
MA1 0.6489 0.0266  
DRIFT 2.7693 108.4648  
     
As one of the benchmarks, we used the linear regression model. A model that explains the 
yellow cab demand based on only the independent variables. Table 14 shows the results of this 
model: 
Table 14. Estimated coefficients and their p-values for regression model 





Intercept -43.88 104.60 6.75E-01 
Uber -0.01 0.42 9.84E-01 
Subway 0.11 0.00 < 2e-16 
Bike 1.32 0.16 2.53E-16 
Temperature -195.00 30.21 1.33E-10 
Precipitation 5655.00 2506.00 2.41E-02 
     
In this model, we can see that the effect of Uber demand and precipitation are not 
significant on yellow cab demand. However, with the proposed model, the role of these two 




improve the goodness of the regression model. All these results suggest that linear regression may 
not be a sufficient model for this data sets and time series models can improve the efficiency of 



















CHAPTER 7 : SPATIO-TEMPORAL 





The outcome of this chapter is published at: 
Safikhani A., Kamga, C. Mudigonda S., Faghih S., Moghimi B. (2018) Spatial-temporal modeling 
of yellow taxi demands in New York City using Generalized STAR models. International Journal 
of Forecasting, (In Press). 
In this study, demand for taxi is modeled as a dynamic spatio-temporal process. GPS-enabled 
spatio-temporal historical demand for taxis in the year of 2015 (provided by the Taxi and 
Limousine Commission of New York City – TLC Website (a)) is used and aggregated to several 
sub-regions within the city to implement the proposed model. 
There were some studies to prepositioning taxis for reduced wait time (Chan et al., 2010; 
Yuan et al., 2011) using spatiotemporal clustering. Time series models such as ARIMA has also 
been tested for predicting taxi demand prediction (Moreira-Matias et al., 2013a; Sayarshad and 
Chow, 2016 and Qian et al., 2017). Artificial neural networks were also applied to combat 
nonlinearities in tax demand (Qian et al., 2017). Furthermore, spatio-temporal variations were 
attempted to be captured using conditional random fields. (Qian et al., 2017). 
In order to understand the demand’s behavior through space and time, we use a spatio-
temporal ARMA (STARMA) model. STARMA model is a well-established spatio-temporal 
process introduced by Pfeifer & Deutrch (1980 & 1981), and it has been applied in many different 
disciplines such as social science (Pfeifer and Deutsch, 1980; Sartoris, 2005), transportation 
(Kamriankis and Prastacos, 2003; Cheng et al., 2011; Duan et al., 2016), climatology (Kyriakidis 
and Journel, 1999), economics (Giacomini and Granger, 2004), health sciences (Baklanov et al., 




dimensional problem since the number of parameters in the model is proportional to the squared 
of the number of sub-regions. STARMA reduces the number of parameters dramatically by 
governing a neighborhood structure between the regions. This structure is also useful in capturing 
the spatial dependence of the demand between the regions and further makes the results more 
interpretable. To evaluate the performance of the proposed method, the forecasting performance 
of such model is measured using the out-of-sample mean squared prediction error (MSPE), and 
the results have shown that the proposed model has outperformed some alternative algorithms such 
as ARMA and VAR models. 
Given that there are about 12 million taxi trips a month that amounts to 2 GB of data, a 
demand forecasting model with accurate spatial and temporal predictability is very useful. 
Particularly, the proposed model has the ability to forecast the taxi demand few steps ahead in the 
future at various locations in NYC, and this enables the agencies for the real-time provision of 
demand-sensitive taxi dispatching for various locations and specific times of the day over the year. 
This is particularly useful for the operating agency so that empty ride-seeking taxi trips and thus 
the fuel burned can be lowered. Such demand-sensitive dispatch also has an environmental benefit 
by reducing the emissions associated to empty ride-seeking taxi trips. Additionally, from a policy 
standpoint, the spatio-temporal structure inferred from the demand data provides a basis for 
regulating agencies to explore cordon pricing initiatives. 
This chapter is organized as follows; the second section discusses the literature about time 
series modeling in transportation and short-term taxi demand prediction. The third section 
describes, in detail, the spatiotemporal modeling and formulation of taxi demand using STARMA 
approach. The fourth section presents findings for various types of STARMA models and 




and future research directions. 
1.27 IMPLEMENTATION PROCEDURE 





2  +  𝜆 Ω(Φ𝑖), 
(22) 
where 𝜆  is the tuning parameter to be selected by cross validation techniques. Penalty function is 
important in the procedure to reduce the number of parameters in the model with the goal of 
improving forecast. 
Several penalty functions will be defined, and their performance will be evaluated on the 
yellow cab demand data. More specifically, the following penalty functions are considered: 
LASSO: Simple element-wise 𝐿1  penalty on all the components of  Φ𝑖 , i.e. for 𝑖 =
1, 2, … , 𝑘, 









HGLASSO (Hierarchical Group LASSO): This method is similar to the HVAR method 
introduced in (Nicholson et al., 2014; Nicholson et al., 2017) for sparse VAR models. The 
coefficients for each time lag are being grouped together, and they are penalized more if the time 
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DHGLASSO (Double Hierarchical Group LASSO): We propose this penalty function that is 
similar to HGLASSO, but with an additional neighborhood-lag hierarchical group structure 
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) ,
𝑗 = 1, 2, … , 𝑝,   𝑙 = 0,2, . . . , 𝜂 − 1, 
(25) 
one can write the penalty function as follows: 










Solving optimization problems of type (17) has been studied well under the penalty terms 
introduced previously (See Tibshirani, 1996 and references therein). Due to the hierarchy structure 
of the group penalties in HGLASSO and DHGLASSO, here we apply the proximal gradient 
method introduced in (Jenatton et al., 2011). Further, the convergence rate of the proximal gradient 
method has been improved in (Beck and Teboulle, 2009) by introducing the Fast Iterative Soft-
Thresholding Algorithm (FISTA). In FISTA, a sequence of matrix coefficients Φ̂𝑖[𝑟], 𝑟 = 1, 2, … 
are introduced iteratively through 
?̂? = Φ̂𝑖[𝑟 − 1] +
𝑟 − 2
𝑟 + 1
 (Φ̂𝑖[𝑟 − 1] − Φ̂𝑖[𝑟 − 2]) 





‖𝑌𝑖 − 𝑍𝑖  Φ𝑖‖2
2, ∇𝑓𝑖(Φ𝑖) = −𝑍𝑖
′(𝑌𝑖 − 𝑍𝑖 Φ𝑖) the vector of derivatives of 𝑓𝑖(Φ𝑖), 𝑠 
being the step-size (here we choose s to be 1/𝜎1(𝑍𝑖)
2 where 𝜎1(𝑍𝑖) is the largest singular value 




𝑃𝑟𝑜𝑥𝑠𝜆Ω (𝑢) = 𝑎𝑟𝑔𝑚𝑖𝑛𝜐 (
1
2
‖𝑢 − 𝜐‖2 + 𝑠𝜆Ω(𝜐)). 
(28) 
The proximal function may not have a closed form in general, and in that case, it needs to be 
approximated numerically itself. However, in the case of hierarchical group penalty, this function, 
in fact, has a simple closed form (See for example algorithm 2 in (Nicholson et al., 2014)). This 
makes the whole optimization efficient. The tuning parameter 𝜆 is selected based on a rolling 
scheme cross-validation procedure used also in (Song and Bickel, 2011; Nicholson et al., 2014; 
Nicholson et al., 2017). For this, the time points are divided into three parts (usually equally 
distanced) 0 < 𝑇1 < 𝑇2 < 𝑇. The estimation procedure for fixed values of 𝜆 will be applied for the 
first part, i.e. 𝑡 = 1, 2, . . , 𝑇1. Then, the mean squared prediction error (MSPE) for predicting one 
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where 𝑃𝑇1  𝑌𝑖(𝑡) is the best linear predictor of 𝑌𝑖(𝑡) based on the first 𝑇1 observations. Mean of 
error prediction error (MRPE) is also shown in eq (30). Now, the tuning parameter 𝜆 which is 
minimizing this MSPE will be selected, and the model performance then can be quantified by the 





In this section, the proposed methods are applied over the yellow taxi demand data in different 
days, and their prediction performance is calculated under different scenarios. We collected 
Yellow cab data in 2015 to test the proposed models. Demand for Yellow cabs in NYC is highly 
variable with a maximum of about 600,000 to a minimum of about 150,000 trips per day provided 
by 21,263 street hail taxis in 2015 (TLC Factbook, 2016) (as seen in Figure 15). This demand also 
has a high spatial variability with about 383,000 pickups in Manhattan and only 3,150 pickups in 
the Bronx on an average day. GPS enabled spatio-temporal historical demand for taxis in the year 
of 2015 to be disaggregated to several sub-regions within the city. (See Figure 16) 
 





Figure 16. Spatial variation of taxi demand aggregated by zipcode in Manhattan 
This yellow cab data set shares similar features to high-dimensional time series. More 
specially, the yellow taxi demand in NYC is considered for the day October 6th, 2015. The reason 
this date is chosen is that it is a typical day without any holidays or any special events nearby. 
Then, the demand is aggregated spatially over the zip-codes, and temporally every 15 minutes. 
Therefore, it is a multivariate time series with more than 100 components. However, only 39 of 
the zip-codes have enough non-zero counts to keep them in the model. Thus, finally the data 
consists of 𝑘 = 39 locations, and 𝑇 = 96 time points. Figure 17 shows the sample ACF of the first 
5 components of the data which implied existence of the strong temporal dependence. Hence, a 





Figure 17. Sample ACF of the first 5 components  
 
Due to the high-dimensionality of the data, simple VAR models will not be appropriate for 
the data, and STAR models can be considered in this case study. 
Based on the sample ACFs of the data, 𝑝 is chosen to be 1. Also, the calculation on the 
AIC/BIC supports this selection. Before applying different methods to this data, it needs to be 
scaled properly. For that purpose, for each time series corresponding to a zip-code, the sample 
mean is subtracted and then divided by the sample standard deviation so that time series’ have 
same scales. Also, the weighting matrices 𝑊′𝑠 are chosen for five different neighborhood levels 
based on authors’ judgment, more specifically, by counting the number of boundaries between the 




considered as the first order neighborhood; zip-codes adjacent to the first neighborhood order will 
be a second order neighborhood for the target zip-code and so on. The levels of neighborhood in 
this study are extended through an eyeballing procedure up to five levels. October 6th and 7th are 
chosen for this research because of being a typical weekday, being away from a weekend day or a 
day with special event. Two approaches have been considered to evaluate the performance of the 
developed model. First is to consider time points of only October 6th, and in the second approach 
two days of October 6th and 7th are merged to have a longer range of time points. 
1.28.1 Case Study using Data for October 6th only 
Considering data on October 6th, only T = 96 time points are available. Rolling scheme method is 
applied to divide the data in the time series. It means T is divided into 3 parts, setting T1 to be ⌊T/3⌋, 
and T2 to be⌊2T/3⌋. Different orders of neighborhood (𝜂) are chosen, and the MSPE, mean squared 
relative prediction error (MRPE), AIC and BIC (See Lutkepohl, 2007) for the definition and the 
formula) are reported for each case. Table 15, Table 16, Table 17 and Table 18 show the results 
for 𝜂 = 1, 2, 3, 4, respectively. Obviously, the VAR model does not perform well due to the huge 
number of parameters involved as compared to STAR-based models. Based on the MSPE, STAR 
and LASSO models for 𝜂 = 2 are outperforming the rest. This means including first neighborhood 
structure improves the forecasting performance of the STAR model. Meanwhile, the spatio-
temporal structure developed using the topology and zip-code-based disaggregation of Manhattan, 
the proposed model with first order neighborhood performs the best in this case study. Also, it is 
worth mentioning that the DHGLASSO penalty function provides consistent model performance 
overall since its MSPE/MRPE are not increasing dramatically by increasing 𝜂. In other word, 
DHGLASSO penalty structure corrects better for the increase in the parameter space dimension. 




in Φ′𝑠), DHGLASSO method is able to reduce the MSPE as compared to the STAR around 3% 
when 𝜂 = 3, and around 17% when 𝜂 = 4. If the MRPE is selected as the forecasting performance 
measurement, then DHGLASSO when η = 4 is comparable to the other leading models. 
Table 15. MSPE for October 6th data with 𝜂 = 1 
Model MSPE MRPE AIC BIC 
VAR 1.7153 4.8259 216.4933 257.1222 
STAR 0.2815 2.4463 176.9854 178.0271 
LASSO 0.2977 1.8467 173.8735 174.9153 
HGLASSO 0.2977 1.8467 173.8735 174.9153 
DHGLASSO 0.2977 1.8467 173.8735 174.9153 
 
Table 16. MSPE for October 6th data with 𝜂 = 2 
Model MSPE MRPE AIC BIC 
STAR 0.2707 1.9913 177.3313 179.4148 
LASSO 0.2728 1.9616 177.0052 179.0353 
HGLASSO 0.2909 1.8942 176.0614 178.1449 
DHGLASSO 0.2907 1.9543 178.6925 180.6425 
Table 17. MSPE for October 6th data with 𝜂 = 3 
Model MSPE MRPE AIC BIC 
STAR 0.2932 2.1346 178.7531 181.8784 
LASSO 0.3254 2.1413 177.3218 179.1115 
HGLASSO 0.301 2.114 175.1811 178.3064 
DHGLASSO 0.2821 1.9472 176.3991 179.3107 
 
Table 18. MSPE for October 6th data with 𝜂 = 4 
Model MSPE MRPE AIC BIC 
STAR 0.3582 2.4261 182.2474 186.3877 
LASSO 0.3506 2.2577 177.8353 180.3196 
HGLASSO 0.3412 2.2928 177.0926 181.2329 




1.28.2 Case Study using Data for October 6th and 7th Combined 
The same set of models and methods applied in the previous case study are applied using the taxi 
demand for two days, October 6th and 7th. This makes the total number of time points to be 192 
instead of 96 as in previous case study. Increasing T while fixing k reduces the effect of 
penalization on parameter estimation, and hence on forecasting performance. This in fact can be 
seen from the tables of the results. Table 19, Table 20, Table 21, Table 22, Table 23 and Table 24 
show the performance of the methods when 𝜂 = 1, 2, 3, 4, 5, 6,  respectively. In this scenario, 
DHGLASSO for the choice of 𝜂 = 5 outperforms the other methods in terms of MPSE/MRPE. 
Again, DHGLASSO is the most consistent penalty function with respect to the increase in  𝜂. 
Table 19. MSPE for October 6th and 7th data combined with 𝜂 = 1 
Model MSPE MRPE AIC BIC 
VAR 0.7103 14.544 204.3445 230.15 
STAR 0.253 3.9068 182.6419 183.3035 
LASSO 0.2527 3.8983 182.5923 183.254 
HGLASSO 0.2527 3.8983 182.5923 183.254 
DHGLASSO 0.2527 3.8983 182.5923 183.254 
Table 20. MSPE for October 6th and 7th data combined with 𝜂 = 2 
Model MSPE MRPE AIC BIC 
STAR 0.2273 4.0633 178.3005 179.6239 
LASSO 0.2273 4.0633 178.3005 179.6239 
HGLASSO 0.2273 4.0633 178.3005 179.6239 
DHGLASSO 0.2273 4.0633 178.3003 179.6237 
Table 21. MSPE for October 6th and 7th data combined with 𝜂 = 3 
Model MSPE MRPE AIC BIC 
STAR 0.2249 4.1741 177.9721 179.9571 
LASSO 0.2248 4.1703 177.9496 179.9347 
HGLASSO 0.2249 4.1742 177.957 179.9421 
DHGLASSO 0.2238 4.1062 177.6838 179.6519 




Table 22. MSPE for October 6th and 7th data combined with 𝜂 = 4 
Model MSPE MRPE AIC BIC 
STAR 0.2247 4.4178 178.271 180.9008 
LASSO 0.2244 4.3892 178.0977 180.6765 
HGLASSO 0.2247 4.419 178.2357 180.8654 
DHGLASSO 0.2224 4.162 177.6367 180.2156 
Table 23. MSPE for October 6th and 7th data combined with 𝜂 = 5 
Model MSPE MRPE AIC BIC 
STAR 0.2279 3.5851 178.7162 182.0077 
LASSO 0.2257 3.5265 178.0827 181.1196 
HGLASSO 0.2277 3.5857 178.6503 181.9418 
DHGLASSO 0.2212 3.835 177.8113 180.95 
Table 24. MSPE for October 6th and 7th data combined with 𝜂 = 6 
Model MSPE MRPE AIC BIC 
STAR 0.2405 3.5611 178.4606 182.4137 
LASSO 0.238 3.4261 177.7624 181.2913 
HGLASSO 0.238 3.5376 178.2116 182.1647 
DHGLASSO 0.2291 3.9304 178.8057 182.4703 
 
Another benefit of using STAR-based models in that one can infer the neighborhood 
influence of other zip-codes demands on a target zip-code. Figure 18, Figure 19 and Figure 20 
show the inferred neighborhood correlation among the 𝜂 = 5 different neighborhood order for 
lower, midtown, and upper Manhattan, respectively. The colors on these plots are basically |Φ𝑖| 
for different components of 𝑖 based on the DHGLASSO method. It's clear from the plots from all 
lower, midtown, and upper Manhattan, that the correlation/influence between neighboring zip-
codes are decreasing as they get farther away from each other. This correlation structure seen in 
Figure 18, Figure 19 and Figure 20 are reasonable and well-aligned with the assumption of using 
spatio-temporal model, the STARMA model, for predicting taxi demand in Manhattan, New York. 




Manhattan, the knowledge of the short-term demand history from neighboring zip-codes in lower 
Manhattan will be more informative as compared to knowing about the short-term demand history 
of zip-codes in the upper Manhattan. Within STARMA structure, the proposed DHGLASSO 
model is able to capture this decreasing trend accurately, by reaching the least prediction error 
among all other methods. 
Another notable feature that can be highlighted using the proposed generalized STAR 
model using DHGLASSO is the variation in the spatial differences in the dependence of demand 
of neighboring zip-codes. From Figure 18 it can be seen that the value of the coefficients of second 
and third level of neighboring zip codes is not the same among the zip codes even in lower 
Manhattan. More specifically, for zip code 10280, the coefficient for the second level neighbors’ 
demand is less than that for the third level neighbor. However, for zip code 10002, the coefficients 
for first, second and third level neighbors’ zip codes demands decrease with level of neighborhood. 
This non-linear trend of the coefficients for neighboring zip codes could be due to the smaller area 
of zip codes – particularly for zip codes 10004 and 10280. 
 
Figure 18. Neighborhood level estimated coefficients for lower Manhattan (zip code: 10004, 





Figure 19. Neighborhood level estimated coefficients for midtown Manhattan (zip code: 10019, 
10022, and 10128) 
  
Figure 20. Neighborhood level estimated coefficients for upper Manhattan (zip code: 10021, 












CHAPTER 8 : IMPROVING SPATIO-
TEMPORAL TIME SERIES MODELS WITH 




1.29 INTRODUCTION  
The outcome of this chapter is published at: 
Faghih S., Moghimi, B., Safikhani, A., and Kamga, C. “Predicting Short-Term Demand of Uber 
Using Spatio-Temporal Modeling, Case Study: New York City”, ASCE Journal of Computing in 
Civil Engineering. (2019)  
Over the last decades, the emergence of geographic positioning system (GPS) technology has 
enabled researchers and private companies to track human behavior and reveal human mobility 
patterns (Yue et al., 2009; Li et al., 2012). Meanwhile, with the rise of information and 
communication technology and smartphone and mobile infrastructure, a  new form of business 
models based on ride sharing have emerged (Cohen & Munoz, 2016; Hamari et al., 2016). 
Companies, such as Uber, Lyft, Juno, Gett, or Via, which provide a platform on which passengers 
can request rides from a phone application are called e-hailing (app-based) service companies. Due 
to GPS devices ubiquitous characteristic and smartphone capability, customers with smartphones 
can share their mobile locations and make trip requests. Subsequently, e-hailing companies match 
those requests to private drivers who have similar spatial-temporal characteristics. In this section 
we will review the studies that focus on modeling the taxi demands and application of time series 
models in other fields of transportation.  
In STARMA modeling, the correlation between various areas is represented by a weighting 
matrix, which is one of the key components of such modeling. The matrix can be fixed or dynamic. 
Min et al. (2009) presented a Dynamic STARMA model to forecast short-term traffic flow and 
applied their method to the urban grid of Beijing, China. The matrix’s values used in their study 




volume moving from upstream links toward downstream links. The appropriate weighting matrix 
structure varies based on the nature of each problem. One approach can be to define a ring of 
dependency by an adjacency order. For instance, a first-order adjacent matrix shows the 
dependency of those areas to themselves, a second-order adjacent matrix shows the dependency 
of those areas to the target area, and a third-order matrix considers those areas adjacent to the 
second-order, and indirectly close to the target area. Weighting matrices can include up to fifth or 
sixth-order dependencies. Kamarianakis et al. (2004) applied first and second order adjacency 
matrices. Qian et al. (2017), Getis (2009) and Getis and Altstadt (2010) also defined their own 
weighting matrices. Another approach is to consider the distance between areas, and construct 
different adjacency matrices based on defined threshold values of distance, which seems more 
practical for transportation networks since the size and shape of zip-codes, census tracts, or 
transportation analysis districts (TADs) are not uniform. 
In the previous chapter we developed different spatio-temporal time series models and then 
compare their performances based on the yellow cab data in NYC. In this chapter, we will focus 
on parameters that can improve the accuracy of the models.  In the context of spatio-temporal time 
series models, “weight matrices” play an important role in correlating values for one district/zone 
to those for other areas. The matrix is a representation of how different districts/zones are 
correlated to one another in a STAR models. It is usually computed based on the nature of the 
problem. In this chapter, two weight matrices are proposed for use in the prediction models and 
the one which provides the most accurate prediction is used to analyze the performance of the 




1.30 SPATIO-TEMPORAL MODELING WITH NEW WEIGHTING 
MATRICES 
In this section, VAR, STAR and LASSO-STAR models will be described briefly. In this 
chapter, 𝑌𝑖(𝑡) denotes the number of pick-ups in zone i and at time t. In time series models, the 
model will not consider all the previous values but only a limited number of past events, which is 
called a time lag and is denoted here by 𝑝. The same concept applies to the spatial models. The 
space lag is the number of neighborhood levels considered in the model, and in this chapter, it is 
shown by  𝑘 . Suppose 𝑠1, 𝑠2, … , 𝑠𝑘  are 𝑘  fixed locations in ℝ
𝑑  at which the response variable 




 is observed over a period of time with length  𝑇. In 
other words, 𝑌𝑖(t) is the observation in location 𝑠i and at time t. Then, 𝐘(t) follows a VAR model 
if 
𝒀(𝒕) = 𝝂 + 𝜱(𝟏)𝒀(𝒕 − 𝟏) + ⋯ + 𝜱(𝒑)𝒀(𝒕 − 𝒑) + 𝒖𝒕, 𝒕 = 𝟏, 𝟐, … , 𝑻, (31) 
where ν ∈ ℝ𝑘  is the vector of intercept, 𝚽(𝑖)  ∈  ℝ𝑘∗𝑘  is the i -th lag coefficient matrix, and 
{𝑢𝑡 ∈  ℝ
𝑘}𝑡=1
𝑇  is a mean zero k-dimensional white noise with covariance matrix ∑  𝑢 . There are 
𝑘(𝑘 𝑝 + 1) parameters to estimate, and if 𝑘 is large compared to T, it may need to be reduced in 
our estimation procedure. 
The two other models are spatial and temporal in that they consider the correlation between 
different districts as well as the correlation at different time points. The following linear regression 




𝑌𝒊(𝑡) =  ∑ ∑ 𝜙𝑖
(𝑗,𝑙)
𝑾𝑖









 is the coefficient for the observed value at 𝑗 time lag before and at spatial level 
of 𝑙, 𝑖 = 1, 2, … , 𝑘. These coefficients are the model parameters and need to be estimated from the 
data. 𝛆i(t) = (ε1(t), … , εk(t)) is a k-variate normal variable with mean zero and  
𝔼 ( (𝑡) (𝑡 + 𝑠)′) =  {
𝜎2𝐼𝑘, 𝑠 = 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  
Also,  𝑾(𝑙)s are  𝑘 ∗ 𝑘 matrices which govern the l-th neighborhood location with  𝑾(0) = 𝐼𝑘. 
Denote the i-th row of 𝑾(𝑙) by 𝑾𝑖
(𝑙), 𝑖 = 1, 2, … , 𝑘 . These matrices are then normalized in such a 
way that the sum of each row is equal to 1. Finally, for each 𝑖 = 1, 2, … , 𝑘, and 𝑗 = 1, 2, … , 𝑝,
𝝓
𝑖




, … , 𝜙
𝑖
(𝑗, 𝜂𝑗−1)) is a vector of coefficients of size 𝜂𝑗 relating the current 
observation at location i,  𝑌𝑖(𝑡), to the all weighted observations in 𝜂𝑗 different neighborhoods j 
time lags in the past. Without loss of generality, it is assumed that  𝜂1 = ⋯ =  𝜂𝑝 = 𝜂. Further, 
let  𝚽𝑖 = (𝜙𝑖
(1,0:𝜂−1)
, … , 𝜙𝑖
(𝑝,0:𝜂−1)
). In order to write eq (32) in matrix form, let 𝒀𝑖 =
𝑌𝑖(1), … , 𝑌𝑖(𝑇)),   𝑖 = ( 𝑖(1), … , 𝑖(𝑇)),  and define 𝒁𝑖 to be the 𝑇 × 𝜂𝑝 with 𝒁𝑖(𝑡, (𝑗 − 1)𝜂 +
𝑙) = 𝑾𝑖
(𝑙)𝒀(𝑡 − 𝑗) for 𝑡 = 1,2, … , 𝑇,    𝑗 = 1, 2, … , 𝑝, and 𝑙 = 0, 2, … , 𝜂 − 1. Now, one can write 
the data equation for 𝑖-th time series component as follows: 
𝒀𝑖 = 𝒁𝑖 𝚽𝑖 + 𝜺𝑖 (33) 
This model reduces the number of parameters from 𝑘2 ∗ 𝑝  in the VAR model to   𝑘 ∗ 𝜂 ∗ 𝑝 , 
assuming 𝜂 ≪ 𝑘. Least squares estimation can be implemented for parameter estimation, i.e. for 







‖𝒀𝑖 − 𝒁𝑖 𝚽𝑖‖2
2 , 
(34) 
with   ‖. ‖2 being the Euclidean norm. However, for the cases when T is small compared to k, it 
might be beneficial to further reduce the number of parameters in the model with the goal of 
improving forecast performance. For that purpose, a penalty function Ω(𝚽) will be added to eq 
(34) with the purpose of setting some of the small-valued parameters to zero to increase forecast 





2  +  𝝀 𝛀(𝚽𝑖), 
(35) 
Where  𝜆  is the tuning parameter to be selected by cross validation techniques. The penalty 
function chosen in this article is the well-known LASSO penalty (Tibshirani 1996), which is a 
simple element-wise 𝐿1 penalty on all the components of Φ𝑖, i.e. for 𝑖 = 1, 2, … , 𝑘, as can be seen 
herein 









To implement the proposed models, the time interval points are divided into three parts 0 < 𝑇1 <
𝑇2 < 𝑇. For fixed values of 𝜆, the optimization problem (34) is solved on the interval [0, 𝑇1]. Then, 
the mean squared prediction error (MSPE) for predicting one step ahead is calculated over all 𝑘 
time series components on the second portion of time points which is the time interval [𝑇1 + 1, 𝑇2]. 
Subsequently, the tuning parameter 𝜆 which minimizes this MSPE is selected, and the model 
performance then is quantified by the MSPE on the last part of the data, which is on the time 















Where 𝑃𝑇1  𝑌𝑖(𝑡) is the best linear predictor of 𝑌𝑖(𝑡) based on the first 𝑇1 observations. 
Data preparation is an important step before implementing the models. To predict the 
number of pick-ups in one district, the STAR and LASSO-STAR models need the history of pick-
ups in each district, as well as a weight matrix as inputs. The pick-up data and weighting matrices 
are discussed next. 
1.31 MODELING PROCEDURE TO UBER DEMAND  
The market for taxi-sharing services is growing and competing fiercely with other ride-hailing 
services in large U.S. cities. For an example in NYC, the number of trips by street hailing taxis 
(yellow cabs) has fallen between 2014 and 2015, while, during the same time period, the demand 
for e-hailing companies such as Uber has increased significantly as shown in Figure 21. There 
have been statistical analyses of yellow cab demand but very few studies have focused on Uber 
demand. So, we used Uber data to validate the proposed models. 
Figure 22 displays the spatial variation of Uber demand on April 16th 2014 in Manhattan. 
Due to the randomness in traffic demand, the demand for Uber in each area of the city changes 
from one time interval (15 minutes) to the next. In addition, the volatility of Uber demand over 
time differs from one area of the city to another. Such demand is changing both spatially and 
temporally. And it is suggested to use spatio-temporal time series models, similar to what we 





Figure 21. Taxi pick -up changes in Manhattan (TLC website (b)). 
 
Figure 22. Distribution of Uber trips originated from Manhattan on April 16th 2014.  
 
1.31.1 Uber Pick-up Data 
To study the prediction performance of the models, the pick-up data for a typical day is chosen. 
Our focus in this chapter is to describe how these models can be used for Uber demand prediction. 




trip throughout a day. Based on available data, the historical Uber data from April 2014 through 
September 2014 is tracked. The pattern in the number of pick-ups stays the same for weekdays, 
specifically based on their autocorrelation. To test these models, a typical day is picked, however 
the procedure can be extended for other days. A typical day is usually considered to be Tuesday, 
Wednesday or Thursday when the schools are open, and the weather is not extreme such as during 
the month of April (Barann, Beverungen, & Müller, 2017, Yazici, Kamga, & Singhal, 2013), 
September or October (Qian et al., 2017, Safikhani et al., 2018). The 16th and 17th of April 2014 
were selected as typical days for this study. Uber data shows about 14521 pick-ups on Aprils 16th 
and 17513 pick-ups on Aprils 17th in the borough of Manhattan in New York City. Figure 23 shows 
the pick-up points of the Uber trips on April 16th in all of New York City. The pick-up points were 
aggregated both spatially and temporally: based on their longitude and latitude, the pick-ups were 
assigned to Manhattan Traffic Analysis Districts (TAD) and then aggregated to15-min intervals.  
To the best of our knowledge, 15-minute interval aggregation is the shortest time interval 
that has been used for taxi demand prediction in the literature.  The outcome is a 27x96 matrix of 
the number of pick-ups for each day, whose indices represent the TAD and the time interval.  
1.31.2 Zoning System 
Previously, zip-code-based aggregation was used in a study done by Qian et al. (2017). In this 
chapter, aggregation of Uber pick-up data is based on Manhattan’s TADs. The reason is that 
Manhattan’s zip-codes vary in size from very large areas to areas as small as a single building. 





Figure 23. Uber pick-ups in New York City. 
 
Figure 24. Manhattan’s zoning system based on TAD. 
 
1.31.3 Weight Matrices 
As mentioned in the Methodology Section, a weight matrix “reflects a hierarchical order of spatial 
neighbors” (Pfeifer and Deutrch, 1980) and, as such, weight matrices are an essential input for 




weighting matrix. A detailed discussion of the structure of these matrices can be found in (Pfeifer 
and Deutrch, 1980).  It can be assumed and assessed that districts which are closer together have 
higher correlations to each other as compared to districts that are farther apart.  Two methods are 
used to order the districts and produce weighting matrices for the TAD zoning system. The two 
methods are as follows: 
1. Based on the distance between centroids: The geometric center of each district is calculated 
and then the other districts are categorized based on their Euclidean distance from this 
district. The first order matrix only consists of each district, so the distance is zero. For the 
second to sixth order matrices, an increasing number of surrounding districts are taken into 
account. These six square matrixes are combined and form a weight matrix.  
2. Based on the number of neighbors between districts: In this method, the authors visually 
determined how many districts are located between two districts. Similar to the previous 
method, each district is considered as the only district in the first order matrix, so the 
distance is zero. 
1.32 RESULTS 
In this section, the results of applying the model to one day and two days data are provided. 
1.32.1 Part 1 Results: Analysis of One Day 
Considering April 16th, 2014, there are 96 points available for each district. As explained in the 
implementation section, two thirds (𝑇2) of these points are used for fitting, tuning, and estimating 
the parameters to predict the last one third of the data points. One temporal model (VAR) and two 




different time lags(𝑝 = 1, 2, 3, 4), and various spatial lags (𝜂 = 1, 2, 3, 4, 5, 6). The performance 
measurements in terms of MSPE for the STAR and LASSO-STAR models are displayed in Table 
25. Several statistical goodness-of-fit tests are applied to the model residuals to ensure the validity 
of the model, and all p-values are more than 5% which further justifies the use of STAR models 
for such demand data sets. 
At first glance, a huge difference between the temporal and spatio-temporal models is 
observed.  Although the VAR model uses 𝑘2 × 𝑝 parameters in its estimation, it did not provide a 
better performance compared to the STAR and LASSO-STAR models that use  𝑘 × 𝜂 × 𝑝 
parameters. This comparison highlights the importance of using spatio-temporal models for 
predicting taxi demand, which has been recognized by other scholars (Qian et al., 2017, Saadi et 
al., 2017, Davis, Raina, & Jagannathan 2016). 
Table 25. Performance Measurements (MSPE) for LASSO-STAR, STAR and VAR Model with 
Different η and P 
  Using W1 as Weighting Matrix,                                                                           
( Based on the centroid distances) 
Using W2 as Weighting Matrix,                                                                                            
( Based on Neighboring Level) 
Space Lag Model P= 1 P=2 P=3 P=4 P= 1 P=2 P=3 P=4 
η = 6 
STAR 1.0251 1.4952 3.1445 9.7788 1.1806 1.8273 2.7657 10.4838 
LASSO-STAR 0.9142 0.9794 0.9693 1.0804 0.9028 1.0408 1.0478 1.0854 
η = 5 
STAR 1.0191 1.3084 2.0834 4.9545 1.1735 1.7474 2.4568 3.8210 
LASSO-STAR 0.9221 1.0393 1.0558 1.1266 0.9776 0.9844 1.1147 1.1462 
η = 4 
STAR 1.0020 1.1944 1.7242 2.5057 1.0719 1.2908 1.6918 2.8634 
LASSO-STAR 0.9077 0.9064 0.9464 1.0945 0.9402 0.9818 0.9766 1.1420 
η = 3 
STAR 0.9714 1.1660 1.5077 2.1659 0.9824 1.1512 1.4610 1.9709 
LASSO-STAR 0.9182 0.9379 0.9573 1.0822 0.9457 0.9598 0.9558 1.0487 
η = 2 
STAR 0.9525 0.9924 1.1274 1.4069 0.9486 0.9985 1.1469 1.3762 
LASSO-STAR 0.9355 0.9182 0.9353 0.9594 0.9295 0.9197 0.9411 0.9806 
η = 1 
STAR 0.9664 0.9124 0.9515 1.0232 0.9664 0.9124 0.9515 1.0232 
LASSO-STAR 0.9290 0.9381 0.9575 0.9396 0.9290 0.9381 0.9575 0.9396 





It can also be noticed from the MSPE results that, in almost all cases, the LASSO-STAR 
prediction model performs better than the STAR model. The STAR model outperforms the 
LASSO-STAR model in only two cases both of which are when 𝜂 = 1, which means  that the 
spatial effects of other districts are neglected, as 𝜂 = 1 refers to the first-order matrix in which no 
neighbor districts are considered. In these cases, the effect of penalization is negligible due to the 
low-dimensionality of the model. However, the impact of penalty function is noticeable in cases 
with high time lags (𝑝 = 4). Furthermore, note that the data contains several zero observations for 
demand and therefore the MAPE (mean absolute percentage error) of the model is infinity. 
However, it is possible to quantify the MAPE of the zones with non-zero aggregated demand in 
the last third portion of their demand data. For example, all of the demand values for the zone 
labeled #1 in Figure 24 are non-zero, and the total demand is reported as 1990 pick-ups. The MAPE 
for this individual zone is calculated as 21%. The TAD zone around the Chelsea area in Manhattan 
(Label #18) also has at least one pick-up in each testing time, and we can calculate MAPE for this 
zone as well. The total number of pick-ups in this zone during the prediction interval is 1006, with 
a MAPE of about 25%.  
Of the 48 combinations of spatial and time lags and weighting matrix types, the LASSO-
STAR model performs the best as indicated by the lowest MSPE value when 𝑝 = 1, 𝜂 = 6 and the 
weighting matrix based on the number of neighboring districts is used. The LASSO-STAR model 
is successful in controlling the number of coefficients, so it can easily consider high levels of 
spatial lags (𝜂 = 6) without worsening the accuracy of the model. On the other hand, the STAR 
model’s performance decreases as the number of spatial lags increases for both types of weighting 
matrices. Thus, the model’s best performance occurs when the spatial effects of other districts are 




Considering Table 25, it is clear that the performance of the models also depends on the 
weighting matrices. Between the two introduced weighting matrices, 𝑊 = 𝑊2 could better capture 
the spatial structure, having higher accuracy. It is worth noting that the performance of the 
proposed models using the 𝑊1 weighting matrix is reasonably good especially compared to the 
VAR model.  𝑊1  Was produced simply based on the distances between center of the districts, 
while 𝑊2 for each district is based on the number of districts at its n-th spatial lag as determined 
by visual inspection. That can be part of the reason why 𝑊2 is associated with more accurate 
predictions.  
1.32.2 Part 2 Results: Analysis of Rush and Non-Rush Hours 
To better understand the behavior of Uber demand during different times of the day, the models’ 
performance is analyzed during rush hours and non-rush hours. These two time-intervals are 
selected from the next day (April 17th, 2014, Thursday), since time series models need a reasonable 
history to calculate more accurate parameters. 
The New York City Metropolitan Transportation Authority (MTA) considers the morning 
rush hour to be the three hours between 6:30 and 9:30 AM and the afternoon rush hour to be from 
3:30 to 6:30 PM. Uber Data for April 17th, was aggregated as described above and combined with 
the data for April 16th. To develop models for rush hour and non-rush hour demand, the following 
two time-intervals are defined: 
 Morning rush hour: 6:30am ~ 9:30 am  
 Midday non-rush hour: 9:30am~12:30 pm 
For the morning rush hour, the time series is constructed from 12:00 AM April 16th to 9:30 




value of T is the time lag associated with 9:30 AM and 𝑇2is associated with the 6:30 AM time lag. 
𝑇1 Is easily set as one half of 𝑇2 (means the time intervals from 12:00 AM to 3:15 AM). The same 
logic is applied for the second time interval for the non-rush hour: T as 12:30 PM and 𝑇2as 9:30 
AM.  
It was shown in the previous analysis that considering time lags as large as 3 or 4 increases 
the prediction error, also the best results were obtained with the 𝑊2 (neighboring level matrix). So, 
in this analysis, the models are tested for time lags 𝑝 = 1,2  and 3  with 𝑊2  as the weighting 
matrix. Table 26 and  
Table 27 display the performance measurements for the LASSO-STAR and STAR models 
for the rush hour and non-rush hour respectively. (Time lags: 𝑝 = 1, 2, 3  spatial lags  𝜂 =
1, 2, 3, 4, 5, 6  𝑊 = 𝑊2). 
Table 26. Performance Measurements (MSPE) of the Models in Predicting the Demand during 
Rush Hour 






























η = 6 
STAR 0.9555 1.0626 1.2291 
LASSO-STAR 0.9383 0.9585 0.9570 
η = 5 
STAR 0.9717 1.0775 1.2205 
LASSO-STAR 0.9625 0.9803 0.9825 
η = 4 
STAR 0.9572 1.0245 1.1200 
LASSO-STAR 0.9467 0.9674 0.9803 
η = 3 
STAR 0.9665 1.0178 1.0724 
LASSO-STAR 0.9695 0.9895 1.0063 
η = 2 
STAR 0.9596 0.9667 0.9902 
LASSO-STAR 0.9735 0.9750 0.9844 
η = 1 
STAR 1.0298 0.9875 0.9996 
LASSO-STAR 1.0312 0.9877 0.9993 
VAR Model 5.3801 3.4909 1.7738 
 





Table 27. Performance Measurements (MSPE) of the Models in Predicting the Demand during 
Non-rush Hour 






























η = 6 
STAR 0.3921 0.4360 0.4974 
LASSO-STAR 0.3815 0.3681 0.3804 
η = 5 
STAR 0.4011 0.4427 0.4782 
LASSO-STAR 0.3909 0.3774 0.3764 
η = 4 
STAR 0.4092 0.4362 0.4579 
LASSO-STAR 0.3990 0.3900 0.3877 
η = 3 
STAR 0.3884 0.4061 0.4363 
LASSO-STAR 0.3853 0.3721 0.3707 
η = 2 
STAR 0.3789 0.3662 0.3758 
LASSO-STAR 0.3764 0.3567 0.3577 
η = 1 
STAR 0.4033 0.3786 0.3897 
LASSO-STAR 0.4010 0.3753 0.3829 
VAR Model 5.3801 2.8876 1.0762 
 
Similar to what was found in the Part 1 analysis, the performance measurements for STAR 
and LASSO-STAR are far better than for VAR and also, in almost all cases, the LASSO-STAR 
model provides a better prediction than the STAR model. During the morning rush hour, the 
LASSO-STAR model with 𝑝 = 1, 𝜂 = 6 has the lowest MSPE, while during midday, the LASSO-
STAR model with 𝑝 = 2, 𝜂 = 2 outperforms the other cases. During non-rush hours, the demand 
is more static, which indicates the demand of current time lag depends on higher previous time 
lags rather than higher neighborhood lags. In other words, during this time, the demand values of 
each district show almost no correlation with districts which are far, but instead the demand is 
correlated with its own previous values. To summarize, based on the results above, during the non-
rush hour, districts (TADs) tend to behave as if they are isolated with demand that is little affected 
by the demands in other districts, while, during the rush hour, the districts’ demands are affected 
even by those of their far away neighbors. 




are much larger than the non-rush hour MSPE values for the corresponding time and spatial lags. 
It is also worth noting that the value of MSPE in Table 25 for each case lies between the MSPE 
values for the rush hour and non-rush hour. During the rush hour, the variability of demand is 
larger. For example, a prediction with a 10% error, will add 1 unit to the squared error if the actual 
demand is 10, while, with an actual demand of 50, the squared error would increase by 25 units. 
That is why the models show a better performance in the non-rush hours with values of MSPE 











1.33 SUMMARY OF RESEARCH 
Demand for yellow cabs in New York City varies over time. Understanding the factors and 
variables that affect this demand can help planners provide a better system. Yellow cab pick-up 
data is a representative of met demand for yellow cabs in total. Predicting yellow taxi demand in 
large, populous, and dense areas of cities like New York is hard to achieve, since there are 
numerous parameters affecting its demand. Moreover, in such dense areas, the demand for taxis in 
different parts of the city is highly variable depending on the time of the day. 
Since the demand for taxi and Uber is indexed by time, in Chapter 3, the fundamentals of 
time series modeling are explained. It is classified into basics of time series data; stationary models; 
decomposition; ARMA processes; and VAR model. Afterward, the time series models are applied 
to taxi demand data of New York City. 
In Chapter 4, we study the effect of price changes on demand. This effect is usually 
measured by elasticity value. This chapter provided a reasonable estimate of fare elasticity (-.036) 
in the NYC subway system, which is calculated with local and recent data. This value indicated 
the high dependency on subway as a mode of transportation for New York City. In addition, 
analyzing smaller districts showed that riders’ reactions to a fare hike depended on socio-economic 
factors such as income level, which should be considered in future planning decisions. In boroughs 
with lower incomes, the fare increases resulted in reduction in the number of subway trips made. 
The elasticity reported in this chapter is calculated by a revised version of an elasticity equation 
which tries to distinguish the effects of factors such as population growth, economy or the 





In Chapter 5, the demand of yellow cab is considered as a time series variable, and a linear 
regression model with temporal dependence is applied to it. Looking at the data, the variation of 
pick-up counts through a month showed a semi-periodic pattern, which is also proved by ACF and 
PACF charts. (Figure 12 and Figure 13 in Chapter 5). The other factors (temperature and rain-flag) 
are significant. The negative sign of the temperature shows that increase in temperature would 
decrease the demand. The average temperature in New York in April is about 51° F, which is 
considered cold. With an increase in temperature, more passengers are interested in walking than 
taking a taxi. Also, the rain-flag coefficient was positive in the presented model. The results have 
shown that rainy weather increases the demand for taxis. Our model is consistent with the findings 
of previous studies.  
In Chapter 6, taxi demand data obtained from the GPS-enabled historical demand for 
individual taxis (obtained from NYC TLC) is aggregated spatially by zip-code temporally for 
every 15-min time interval. A multivariate spatio-temporal method called STARMA is proposed. 
STARMA reduces the number of parameters dramatically compared to typical multivariate time 
series model such as VAR by means of neighborhood structure between the regions. This structure 
is also useful in capturing the spatial dependence of the demand between the regions and further 
makes the results more interpretable. Also, a new method for penalizing prediction parameters 
called double hierarchical group LASSO (DHGLASSO) is presented. DHGLASSO penalizes to a 
larger extent the parameters that are farther away not only temporally but also spatially. The 
proposed model and several other comparable time series models and penalty functions are applied 
over yellow taxi demand of Manhattan for a typical day of the week. The result has revealed that 
the proposed model could capture the structure of the data well by reaching less prediction error 




data from both a single day and two consecutive days, the proposed generalized STAR model with 
DHGLASSO performed the best in terms of predictive performance. For the model using data 
from two consecutive days, a maximum level of neighbors five performed the best. Additionally, 
DHGLASSO is shown to be most consistent and stable in dealing with increasing parameter 
dimension. 
The proposed generalized STAR model and penalty function is able to capture the spatial 
variation in the demand for taxis among zip codes very well. The effect of neighborhood structure 
changes depends on the location of interest. The influence of neighborhood taxi demand levels can 
be easily interpreted, especially by agencies that manage taxi operations and other TNCs. The 
neighborhood taxi demand dependence can easily be used by taxi companies and TNCs to direct 
taxi drivers to remain in a certain area depending on the time of day and location. This helps reduce 
the length of empty taxi trips that seek new rides, thus reducing the emissions, improving air 
quality and fuel costs for the operators. The computational efficiency due to the DHGLASSO 
penalization structure helps estimate the model in real time. Thus, the parameters can be estimated 
in real time by agencies such as TLC or TNCs such as Uber or Lyft, which receive the taxi demand 
data in real time. 
Chapter 7 introduces a new modeling approach for capturing e-hailing service demand, 
specifically Uber demand, in Manhattan, New York City. The novelty of this chapter is two-fold. 
First, this chapter proposes adding a LASSO penalty to the parameter estimation part of the STAR 
model to improve the performance of the model by setting several coefficients to zero. Second, 
this chapter develops several weighting matrices and discusses the effect of the weighting matrices 
on the performance of the model. Uber pick-up data is aggregated to the Manhattan TAD level and 




be applied to gain an understanding of demand both spatially and temporally. Two spatio-temporal 
models, LASSO-STAR and STAR were developed using Uber pick-up data over a typical day and 
the performance of the models was measured by MSPE. The demand was aggregated within each 
TAD zone for every 15 min. The MSPE results revealed that it is highly recommended to use the 
LASSO-STAR model rather than the STAR model. The MSPE reduced from 8.53 in VAR model 
to 0.9028 in LASSO-STAR. Meanwhile, the knowledge of demand information in surrounding 
areas can improve the prediction accuracy of the developed spatio-temporal time series models. It 
is also found that, in spatio-temporal modeling, the type of weighting matrix used can also improve 
the models’ performance and reduces the MSPE.  
In conclusion, this study calculates the price elasticity with a proposed formula and shows 
the power of this formula in minimizing the seasonal effects and trends. It also discusses how the 
elasticity value varies by the characteristics of the studied area and how any increase in price 
affects the communities with different socio-economic characteristics. Following that we 
examined different time series models and found the spatio-temporal time series model far more 
powerful than VAR model or temporal models. Adding the Lasso penalty to the STAR model is a 
novelty that improved the performance of the model.  
1.34 FUTURE WORK AND POLICY RECOMMENDATION 
The next step as a future work would be execution of the suggested elasticity formula in the taxi 
networks like yellow cab, Uber, and Lyft, and collecting their ride data. The data can be fed into 
the model to make it even more precise. Regarding the Transportation Equity Act for the 21st 
Century, (TEA21) the programs and plans of transportation projects funded by the federal 




these projects. The accurate and local values of elasticity may provide planners with more reliable 
numbers for avoiding any discrimination while making decisions for the future. (CTPS Website, 
2019; FHWA Website, 2019) 
 The modeling framework for predicting taxi demand can also be extended using other 
forms of aggregation. It can also include transit-related information in the estimation and 
prediction model. Many passengers request a service after getting off public transit (such as ferry, 
subway, and metro) in a station. Developing a new spatio-temporal model that includes the 
exogenous transit stop locations as well as weather data can help us analyze the impact of the 
transit stop locations on the prediction of the yellow cabs in different conditions. These suggestions 
may improve the performance of the model. 
Looking back at spatio-temporal time series models and at weighting matrix as one of its 
main inputs, we can find a great opportunity in improving the model by working on it. We can use 
demographic characteristics of the zones to provide a better hierarchy of the zones and change the 
level of impact of the neighbors. As a continuation of this research, the impact of Uber on yellow 
taxis can be studied using a change-point detection technique.  
 Another line of research can be focusing on a practical approach. The developed prediction 
model in this thesis can be incorporated into an application for cell phones or other electronic 
devices commonly used by taxi drivers. The app uses the current and previous trip information 
and predicts the demand in the near future dynamically. This will help taxi drivers to see the 
dynamic of demand and adjust their pick-up routes accordingly. As a result, the wait time for 





 We can go forward and improve the system even more. The recorded number of available 
taxis within each area can be a good representative of the supply. The knowledge of future demand 
and supply reveals the imbalance of demand and supply. This imbalance is a better measurement 
for the services needed in each area. Sending this information to the taxi drivers would help them 
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