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Abstract
A real matrix A, of size m × n, is called totally nonnegative (totally positive) if all its minors are nonneg-
ative (positive). A variant of the Neville elimination process is studied in relation to the existence of a totally
nonnegative elementary bidiagonal factorization of A. The class of quasi-oscillatory rectangular matrices,
which in the square case contains the oscillatory matrices, is introduced and a characterization of this class
of matrices, by incorporating bidiagonal factorization, is showed.
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1. Introduction
An m × n real matrix A is called totally nonnegative (totally positive) if all its minors are
nonnegative (positive). These matrices have now solidified their place in mathematics and continue
to appear in nearly all branches of mathematics (see [1,4,10]). In the last years it has become
apparent that factorizations of totally nonnegative matrices are an important tool for studying this
class of matrices (see, for example [3,8,9]).
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Let A be an m × n real matrix, and γ and θ nonempty ordered subsets of {1, 2, . . . , m} and
{1, 2, . . . , n}, respectively, both consisting of strictly increasing integers and |γ | = |θ |. Then
A[γ |θ ] denotes the submatrix of A lying in rows indexed by γ and columns indexed by θ . The
principal submatrix A[γ |γ ] is abbreviated to A[γ ].
Given a totally nonnegative square matrix, several authors have used the Neville elimination
process, without row exchange, in order to obtain a totally nonnegative LU factorization and QR
factorization. The essence of this elimination process is to produce zeros in a column of a matrix
by adding to each row an appropriate multiple of the previous one. Eventual reordering of the rows
of the matrix may be necessary in the process. The Neville elimination process can be matricially
described by permutation matrices and elementary bidiagonal matrices Ek(α) = I + αEk,k−1,
with Eij being the elementary standard basis matrix whose only nonzero entry is a one in position
(i, j) and I the identity matrix.
Several authors (see, for example [5,7,8]) have obtained an elementary bidiagonal factorization
of a totally nonnegative matrix with some restrictions, which guarantee all factors to be totally
nonnegative matrices. If we need to use rows exchange in the Neville elimination process, then
in the matricial description appear the permutation matrices, which are not totally nonnegative.
In [9], the authors introduce a variant of the Neville elimination process, that they call Quasi-
Neville elimination, which consists of leaving the zero row in its position and continuing the
elimination process with the matrix obtained from A by deleting the zero row. This method
allows to obtain for every rectangular totally nonnegative matrix A of size m × n, a factorization
A = LS, where L is a lower echelon form matrix, of size m × p, and S an upper echelon form
matrix, of size p × n, and both L and S are totally nonnegative matrices.
Theorem 1.1 [9]. Let A be a totally nonnegative matrix of size m × n. The Quasi-Neville elimi-
nation process can be described as
A = Im−1Fm−1 · · ·F2I2F1I1S,
where Fi, i = 1, 2, . . . , m − 1, is a lower triangular matrix, product of bidiagonal elementary
matrices Ek; Ii, i = 1, 2, . . . , m − 1, is a reduced identity matrix and S is an upper echelon
form. All factors are totally nonnegative matrices.
The reduced identity matrix was introduced in [9] as the matrix obtained from the identity
matrix by deleting one or more columns. We denote by I j1,...,jkn the matrix obtained from the
n × n identity matrix by deleting the columns j1, j2, . . . , jk .
From Theorem 1.1 and by applying the Quasi-Neville elimination process to rows and columns
of a totally nonnegative matrix, we obtain a factorization in terms of totally nonnegative bidiagonal
matrices and reduced identity matrices.
Theorem 1.2. Let A be an m × n totally nonnegative matrix. Then A can be written as
A=Im−1[Em(αk)Em−1(αk−1) · · ·E2(αk−m+2)]Im−2
× [Em(αk−m+1)Em−1(αk−m) · · ·E3(αk−2m+4)] · · ·
[Em(α3)Em−1(α2)]I2Em(α1)I1DIT1 [ETn (β1)]IT2 [ETn−1(β2)ETn (β3)] · · ·
[ET2 (βl−n+2) · · ·ETn−1(βl−1)ETn (βl)]ITn−1,
where D = diag(d1, d2, . . . , dp) is a positive diagonal matrix of size p × p, (p = rank(A)), Ii
is a reduced identity matrix, and parameters αi, βj  0, for all i, j.
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Such a factorization is called a totally nonnegative elementary bidiagonal factorization of A.
Example 1. Consider the totally nonnegative matrix
A =
⎡
⎢⎢⎣
2 3 1 1 1
0 0 0 0 0
1 3 2 4 5
1 3 2 4 6
⎤
⎥⎥⎦ .
Let A1 be the matrix of size 3 × 5, obtained from A by deleting its second row. So A = I 24 A1.
By applying in this order the elementary matrices E3(−1) and E2(−1/2) to matrix A1 we obtain
A2 = E2(−1/2)E3(−1)A1 =
⎡
⎣2 3 1 1 10 3/2 3/2 7/2 9/2
0 0 0 0 1
⎤
⎦
Now, if we apply the Newille elimination process to the columns of A2, we obtain
A2E
T
5 (−1)ET4 (−1)ET3 (−1/3)ET2 (−3/2)ET5 (−1/2)ET4 (−2)ET3 (−2/3) = A3,
where
A3 =
⎡
⎣2 0 0 0 00 3/2 0 0 0
0 0 0 0 1
⎤
⎦ .
Therefore, since A3 = D(I 3,45 )T, where D = diag(2, 3/2, 1), we have
A = I 24 A1 = I 24 E3(1)E2(1/2)A2
= I 24 E3(1)E2(1/2)D(I 3,45 )TET3 (2/3)ET4 (2)ET5 (1/2)ET2 (3/2)ET3 (1/3)ET4 (1)ET5 (1).
This is the totally nonnegative elementary bidiagonal factorization of A.
Fallat in [4] proves that there exists a class of totally nonnegative square matrices for which at
least one of the parameters from each of the bidiagonal factorsE2, E3, . . . , En andET2 , E
T
3 , . . . , E
T
n
is positive. This is the class of oscillatory matrices.
Gantmacher and Krein introduced in [6] the oscillatory matrices as the class of totally nonneg-
ative matrices with the property that some power is totally positive. Among totally nonnegative
matrices, the oscillatory matrices are characterized by the fact that they are nonsingular and all
entries in the first subdiagonal as well as the first superdiagonal are positive.
From Theorem 1.2 every totally nonnegative rectangular matrix has a totally nonnegative
elementary bidiagonal factorization. But, what do we know about the factors Ek and ETk ? Could
we guarantee that at least one of the parameters from each of the bidiagonal factorsE2, E3, . . . , Em
and ET2 , E
T
3 , . . . , E
T
n is positive?
In order to answer these questions we introduce in the next section a class of rectangular totally
nonnegative matrices that, in the square case, contains the oscillatory matrices.
2. Quasi-oscillatory rectangular matrices
In this section, we extend the class of oscillatory matrices to rectangular matrices and we obtain
a characterization of this class of matrices by incorporat-ing bidiagonal factorizations.
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Definition 2.1. An m × n totally nonnegative matrix A is called quasi-oscillatory if some positive
integral power of AAT is totally positive. That is, AAT is an m × m oscillatory matrix by the
classical definition.
Matrices in double echelon form, introduced by Crans et al. in [2], are examples of quasi-
oscillatory matrices if we add the following restriction:
The first nonzero entry in row i + 1 is not to the right of the last nonzero entry in row i,
i = 1, 2, . . . , m − 1. Moreover, every echelon form matrix with this property is a quasi-oscillatory
matrix. In addition, Pascal matrices and Stirling matrices of the first and second kind are examples
of quasi-oscillatory matrices.
We will prove that from two triangular quasi-oscillatory matrices we can generate an oscillatory
matrix.
It is easy to prove that, if ann × nmatrix is oscillatory, then it is also quasi-oscillatory. However,
in general a square quasi-oscillatory matrix is not an oscillatory matrix.
Example 2. The totally nonnegative matrix
A =
⎡
⎣1 0 01 1 1
0 0 2
⎤
⎦
is not oscillatory but it is quasi-oscillatory since (AAT)2 is totally positive.
Now, we present the following characterization for quasi-oscillatory matrices.
Proposition 2.1. Let A be an m × n, (m  n), totally nonnegative matrix. Then, A is quasi-
oscillatory if and only if
(i) rank(A) = m.
(ii) ∀i ∈ {1, 2, . . . m − 1}, ∃ k such that aikai+1,k > 0.
Proof. Let B = AAT = (bij ). If rank (A) = m then rank (AAT) = m, that is AAT is nonsingular.
In addition, by condition (ii)
bi+1,i = bi,i+1 =
n∑
k=1
aikai+1,k > 0
and by applying the Gantmacher–Krein criterion for oscillatory square matrices we can assure
that AAT is oscillatory.
Conversely, if A is quasi-oscillatory, AAT is nonsingular, that is m = rank(AAT)  rank(A),
so rank(A) = m. On the other hand, given i ∈ {1, 2, . . . m − 1}, the mentioned Gantmacher-
Krein criterion allows us to assure bi,i+1 =∑nk=1 aikai+1,k > 0. Therefore, there exists k ∈{1, 2, . . . , n} such that aikai+1,k > 0. 
Note that bi,i+1 = (fi · fi+1), where fi is the ith row of matrix A and (·) denote the scalar
product of Rn.
Corollary 2.1. Let A be an m × n, m  n, totally nonnegative matrix, with rank(A) = m and
ai,i+1 > 0, ai+1,i > 0, i = 1, 2, . . . , m − 1. Then A is quasi-oscillatory.
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Proof. If ai,i+1 > 0, ai+1,i > 0 and det A[{i, i + 1}]  0, we have aii > 0 and ai+1,i+1 > 0. So
(fi · fi+1) > 0 and A is quasi-oscillatory. 
Corollary 2.2. Let A be an m × n, m  n totally nonnegative matrix, with rank(A) = m. If at
least one of the parameters from each of the bidiagonal factors Ek, k = 2, . . . m, in the elementary
bidiagonal factorization of A, is positive, then A is quasi-oscillatory.
Proof. By using the LU decomposition of A, AAT = LUUTLT. Matrix UUT is nonsingular and
totally nonnegative. If UUT = KKT is the Cholesky decomposition, then AAT = (LK)(LK)T.
Clearly now if at least one of the Ek in L has positive parameter for all i, then at least one of the
Ek in LK will also have a positive parameter for all i, that is, (LK)(LK)T is oscillatory. 
With a similar proof, we can establish the following result.
Corollary 2.3. Let A be an m × n, m  n totally nonnegative matrix, with rank(A) = m. If at
least one of the parameters from each of the bidiagonal factors ETk , k = 2, . . . n, in the elementary
bidiagonal factorization of A, is positive, then A is quasi−oscillatory.
The converse of the three previous corollaries does not hold, as we can see in the following
examples.
Example 3. It is easy to see that matrix
A =
⎡
⎣4 2 1 00 2 2 0
0 1 3 1
⎤
⎦
is quasi-oscillatory, but a21 = 0.
On the other hand, by applying the Quasi-Neville elimination process we obtain the elementary
bidiagonal factorization
A = E3(1/2)D(I 44 )TET4 (1/2)ET3 (1/2)ET2 (1/2)ET3 (1/2).
In this factorization the parameter of the bidiagonal factor E2 is zero.
Example 4. Consider the totally nonnegative matrix
A =
⎡
⎣3 1 1 02 2 2 0
1 3 3 1
⎤
⎦ .
It is easy to observe that A is a quasi-oscillatory matrix. However, by applying the Quasi-Neville
elimination process we obtain
A = E3(1/2)E2(2/3)E3(3/2)D(I 34 )TET2 (1/3)ET3 (1).
In this factorization the parameter of the bidiagonal factor ET4 is zero.
In Example 3 we observe that the parameter of E2 is zero but the parameter of ET2 is positive.
From this comment we establish the following result.
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Proposition 2.2. Let A = (aij ) be an m × n, m  n, quasi-oscillatory matrix. Then at least one
of the parameters from each of the bidiagonal factors Ek or ETk , k = 2, 3, . . . , m, is positive.
Proof. We denote by fi the ith row of A, i = 1, 2, . . . , m. Suppose that there exists an index k,
k ∈ {2, 3, . . . , m}, such that the parameters of factors Ek and ETk are zero. Let akp be the first
nonzero entry of row k. We are going to analyze three cases.
(a)p < k. In this casesak−1,p = 0 since the parameters of factorsEk are zero. Thenak−1,j = 0,
j = p + 1, . . . , n, since A is totally nonnegative. Then (fk · fk−1) = 0, which is a contradiction.
(b) p = k. Now, since A is totally nonnegative aij = 0, for i = k + 1, . . . , m; j = 1, . . . , k −
1. If ak−1,k = 0 it is easy to observe that (fk · fk−1) = 0, therefore ak−1,k /= 0. Then ak−1,k−1 = 0
since the parameters of factors ETk are zero. Now we consider two cases:
(b1) aik = 0, i = 1, . . . , k − 2. We may assume that (k − 1)th column is nonzero, because
in other case by using the corresponding reduced identity matrix we delete this column and
work with the resulting matrix. Then, there exists an index j such that aj,k−1 /= 0 and, since
A is totally nonnegative ak−1,j = 0, j = 1, . . . , k − 2. Therefore, (fk−2 · fk−1) = 0, which is a
contradiction.
(b2) Let aqk , q ∈ {1, 2, . . . , k − 2}, be the first nonzero entry of column k. Then aq,k−1 = 0,
since the parameters of factors ETk are zero, and aij = 0, i = 1, . . . , q − 1, j = k + 1, . . . , n,
and ai,k−1 = 0, i = p + 1, . . . , k − 2. Now, since we may assume that (k − 1)th column is non-
zero, there exists an index i, i < q, such that ai,k−1 /= 0. Then, aqj = 0, j = 1, . . . , k − 2, and
(fq−1 · fq) = 0, which is a contradiction.
(c) p > k. With a similar reasoning to the previous one, we obtain a contradiction which allows
to complete the proof. 
The converse of this result does not hold, as we can see in the following example.
Example 5. Consider the totally nonnegative matrix
A =
[
1 1 0
0 0 1
]
with rank(A) = 2. In a elementary bidiagonal factorization of A the parameter of ET2 is positive.
However, matrix A is not quasi-oscillatory since AAT is a diagonal matrix.
However, the converse of the above result holds for square quasi-oscillatory matrices.
Theorem 2.1. Let A be an n × n nonsingular, totally nonnegative matrix. A is quasi-oscillatory
if and only if at least one of the parameters from each of the bidiagonal factors Ek or ETk ,
k = 2, 3, . . . , n, is positive.
Proof. Suppose thatA is not quasi-oscillatory. Then, there exists an index k such that (fk · fk+1) =
0, where fk denotes the kth row of A.
Let ak+1,p be the first nonzero entry of row k + 1 (p  k + 1 because of A is nonsingular).
Then, akp = 0 since (fk · fk+1) = 0 and akl = 0, l = p + 1, . . . , n, sinceA is totally nonnegative.
Therefore, all the parameters of factor Ek+1 are zero. By hypothesis, at least one parameter of
ETk+1 is positive. Then, there exists index j , j  k + 1, such that ajk and aj,k+1 are nonzero
entries. In addition, from det A[{j, k + 1}|{p, k + 1}]  0 we can assure that ak+1,k+1 /= 0 and
ajp /= 0.
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On the other hand, since A is nonsingular, there exists an index i, i < p, such that aki /= 0.
Then, det A[{j, k}|{i, p}] < 0 which is a contradiction. Therefore, A is quasi-oscillatory.
The converse follows from Proposition 2.2. 
Now, we are going to analyze the quasi-oscillatory concept in lower or upper triangular matri-
ces. From Proposition 2.1 we can establish the following characterization for quasi-oscillatory
lower (upper) triangular matrices.
Proposition 2.3. Let T = (tij ) be an n × n nonsingular totally nonnegative lower (upper) trian-
gular matrix. T is quasi-oscillatory if and only if ti+1,i > 0, (ti,i+1 > 0), i = 1, 2, . . . ,
n − 1.
Proof. If there exists an index i such that ti+1,i = 0, then ti+1,j = 0, for j = 1, 2, . . . , i − 1,
since T is totally nonnegative. Therefore, (fi · fi+1) = 0, where fi denotes the ith row of T ,
which is a contradiction. The converse also follows of Proposition 2.1. 
In the following result we establish a relation between oscillatory and quasi-oscillatory
matrices.
Proposition 2.4. Let A = (aij ) be an n × n matrix. A is oscillatory if and only if there exist
quasi-oscillatory matrices B = (bij ) and C = (cij ) such that A = BC, where B and C are
lower triangular and upper triangular, respectively.
Proof. Obviously, A is a nonsingular totally nonnegative matrix since B and C are. In addition,
from Proposition 2.3
ai,i+1 =
n∑
k=1
bikck,i+1  biici,i+1 > 0,
ai+1,i =
n∑
k=1
bi+1,kck,i  bi+1,ici,i > 0.
Therefore, A is oscillatory.
Conversely, if A is oscillatory, by applying Theorem 7 of [4], it admits a bidiagonal
factorization
A=[En(αk)En−1(αk−1) · · ·E2(αk−n+2)][En(αk−n+1)En−1(αk−n) · · ·E3(αk−2n+4)] · · ·
[En(α3)En−1(α2)]En(α1)D[ETn (β1)][ETn−1(β2)ETn (β3)] · · ·
[ET2 (βl−n+2) · · ·ETn−1(βl−1)ETn (βl)]
with at least one of the parameters from each of the bidiagonal factors E2, E3, . . . , En and
ET2 , E
T
3 , . . . , E
T
n is positive.
We denote by B the product of all factors Ei , i = 2, 3, . . . , n, with positive parameter and U
the product of all factors ETi , i = 2, 3, . . . , n, with positive parameter. It is easy to observe that
B and C = DU are the desired matrices. 
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