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MARTINGALE REPRESENTATION FOR DEGENERATE DIFFUSIONS
A. S. U¨STU¨NEL
Abstract:Let (W,H,µ) be the classical Wiener space on IRd. Assume that X = (Xt) is a diffusion process
satisfying the stochastic differential equation dXt = σ(t,X)dBt+ b(t,X)dt, where σ : [0, 1]×C([0, 1], IR
n)→
IRn ⊗ IRd, b : [0, 1]× C([0, 1], IRn) → IRn, B is an IRd-valued Brownian motion. We suppose that the weak
uniqueness of this equation holds for any initial condition. We prove that any square integrable martingale
M w.r.t. to the filtration (Ft(X), t ∈ [0, 1]) can be represented as
Mt = E[M0] +
∫
t
0
Ps(X)αs(X).dBs
where α(X) is an IRd-valued process adapted to (Ft(X), t ∈ [0, 1]), satisfying E
∫
t
0
(a(Xs)αs(X), αs(X))ds <
∞, a = σ⋆σ and Ps(X) denotes a measurable version of the orthogonal projection from IR
d to σ(Xs)
⋆(IRn).
In particular, for any h ∈ H , we have
(0.1) E[ρ(δh)|F1(X)] = exp
(∫
1
0
(Ps(X)h˙s, dBs)−
1
2
∫
1
0
|Ps(X)h˙s|
2
ds
)
,
where ρ(δh) = exp(
∫
1
0
(h˙s, dBs)−
1
2
|H |2H). In the case the process X is adapted to the Brownian filtration,
this result gives a new development as an infinite series of the L2-functionals of the degenerate diffusions. We
also give an adequate notion of “innovation process” associated to a degenerate diffusion which corresponds
to the strong solution when the Brownian motion is replaced by an adapted perturbation of identity. This
latter result gives the solution of the causal Monge-Ampe`re equation.
Keywords: Entropy, degenerate diffusions, martingale representation, relative entropy, innovation process,
causal Monge-Ampe`re equation.
1. Introduction
The representation of random variables with the stochastic integrals with respect to some basic processes
has a long history and also it has very important applications, e.g., in signal theory, filtering, optimal control,
finance, stochastic differential equations, in physics, etc. Let us recall the question: assume that we are given
a certain semimartingale X indexed by [0, 1] for example. Let F(X) = (Ft(X), t ∈ [0, 1]) denote its filtration.
The question is under which conditions can we represent any martingale adapted to the filtration of X as
a stochastic integral w.r.t. a fixed martingale of the filtration F(X)? For the case of Wiener process, this
question has a very long history and it is almost impossible to give an exact account of the contributing
works. To our knowledge, it has been answered for the first time in the work of K. Itoˆ, cf. [10, 15]. In [2],
C. Dellacherie has given a different point of view to prove the representation theorem for the Wiener and
Poisson processes, based on the uniqueness of their laws. The case of nondegenerate diffusion processes has
been elucidated in [12], also studied in [3, 11] (cf. also the references there) with also some remarks about
the degenerate case. The general case, using the notion of multiplicity is given in [1].
Although the nondegenerate case is completely settled, the degenerate case has not been solved in a
definitive way, in the sense that a unique minimal martingale with respect to which the above mentioned
property of representation holds, has not been discovered. In this work we are doing exactly this: we
1
2 A. S. U¨STU¨NEL
prove that for a degenerate diffusion whose law is unique, there exists a minimal martingale with respect to
which every square integrable, F1(X)-measurable functional can be represented as a stochastic integral of
an F(X)-adapted process. To do this we first prove the density of a class of F1(X)-measurable stochastic
integrals in L2(F1(X)) using the method launched by C. Dellacherie, then we show that a sequence from
this class which is approximating any element of L2(F1(X)) defines an L
2-converging sequence of processes
with values in the range of the adjoint of the diffusion coefficient, i.e., with values in σ⋆(t,X)(IRn). Because
of the degeneracy of σ, we can not determine the limit of this sequence but its image under the orthogonal
projection Pt(X) : IR
d → σ⋆(t,X)(IRn) and its limit is perfectly well-defined and in this way we see that
the minimal martingale for the representation of the functionals of the diffusion (Itoˆ process) is nothing but
dmt = Pt(X)dBs in its infinitesimal Itoˆ form, where B is the Brownian motion governing the processX. Note
that even the adaptability of (mt, t ∈ [0, 1]) to the filtration F(X) is not evident. This result of representation
gives also existence of non-orthogonal chaos representation of the elements of L2(F1(X)) as the multiple
ordered integrals with respect to the martingale (mt, t ∈ [0, 1]) of elements of {L
2(Cn, dt1×· · ·×dtn), n ≥ 1},
where Cn = {(t1, . . . , tn) ∈ [0, 1]
n : t1 > . . . > tn}.
In the third section we define the notion of innovation process associated to a degenerate diffusion pro-
cess1. In this case the definition of innovation process is different from the classical case of the
perturbation of identity since we have to take into account also the action of the projection operator-
valued process (Pt(X), t ∈ [0, 1]). In Section 3 we extend the innovation representation theorem of
Fujisaki-Kallianpur-Kunita, [8], under the hypothesis of strong exitence and uniqueness to the case
of degenerate diffusions. This result confirms the validity of the choice that we have done to define
the innovation process. In particular, using this innovation process we can calculate the conditional
expectation of the Girsanov exponential of an adapted drift u with respect to the sigma algebra
F1(X
U ), where XU is the solution of the diffusion stochastic differential equation where the random
input is equal to U = B + u.
The results of the third section is then applied to the solution of the adapted Monge-Ampe`re
equation in the case of the degenerate diffusions, which extends the results of [7, 13, 14], cf. also
[4, 5, 6]. In particular we calculate the relative entropy of the law of XU with respect to the law of
X by the use of preceding results.
Let us note to finish this introduction that most of these results are easily extendible to more
general situations, for example the strong existence and uniqueness hypothesis can be weakened in
the entropic calculations, we have tried to follow maximum homogeneity in the hypothesis and these
possible extensions may be treated in seperate works.
2. Stochastic integral representation of functionals of diffusions
Let X = (Xt, t ∈ [0, 1]) be a weak solution of the following stochastic differential equation:
(2.2) dXt = b(t,X)dt+ σ(t,X)dBt, X0 = x,
where B = (Bt, t ∈ [0, 1]) is an IR
d-valued Brownian motion and σ : [0, 1] × C([0, 1], IRn) →
L(IRd, IRn) and b : [0, 1] × C([0, 1], IRn) → IRn are measurable maps, adapted to the natural fil-
tration of C([0, 1], IRn) and of linear growth. Recall that the classical theorem of Yamada-Watanabe
says that the strong uniqueness implies the uniqueness in law of the above SDE, cf.[16, 9]. Hence
weak uniqueness is easier to obtain in the applications. In this section we shall assume the weak
1Note that we use the word diffusion in the large sense, i.e., without demanding a Markov property.
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uniqueness of the equation and prove the martingale representation property for the case where σ
may be degenerate.
More precisely, let (Ft(X), t ∈ [0, 1]) be the filtration of X and let us denote by K the set of
IRn-valued, (Ft(X), t ∈ [0, 1])-adapted processes α(X), s.t.
E
∫ 1
0
(a(s,X)αs(X), αs(X))ds <∞ ,
where a(s, w) = σ(s, w)σ⋆(s, w), s ∈ [0, 1], w ∈ C([0, 1], IRn).
Theorem 1. The set Γ = {N ∈ L2(F1(X)) : N = E[N ]+
∫ 1
0 (αs(X), σ(s,X)dBs), α ∈ K} is dense
in L2(F1(X)).
Proof: Suppose that there is some M ∈ L2(F1(X)) which is orthogonal (in L
2) to Γ. Using
the usual stopping technique, we can assume that the corresponding (Ft(X), t ∈ [0, 1])-martingale is
bounded and positive whose expectation is equal to one. The orthogonality implies that (Mt(f(Xt)−∫ t
0
Lf(s,X)ds), t ∈ [0, 1]) is again a (local) martingale for any smooth function f : IRn → IR, where
L is defined as
(2.3) Lf(t,X) =
1
2
∑
i,j
ai,j(t,X)∂i,jf(Xt) +
∑
i
bi(t,X)∂if(Xt) .
This implies, with Proposition IV.2.1 of [9], that, under the measure M · P , X is again a weak
solution of 2.2. By the uniqueness in law, we get X(M · P ) = X(P ), since M is F1(X)-measurable,
we should have M = 1. Hence the functionals of the diffusion which are orthogonal to the above set
of stochastic integrals are almost surely constant. Consequently, the set Γ is total in L2(F1(X)).
The following is the extension of the martingale representation theorem to the functionals
of degenerate diffusions:
Theorem 2. Denote by Ps(X) a measurable version of the orthogonal projection from IR
d onto
σ(s,X)⋆(IRn) ⊂ IRd and let F ∈ L2(F1(X)) be any random variable with zero expectation. Then
there exists a process ξ(X) ∈ L2a(dt× dP ; IR
d), adapted to (Ft(X), t ∈ [0, 1]), such that
F (X) =
∫ 1
0
(Ps(X)ξs(X), dBs)IRd =
∫ 1
0
(ξs(X), Ps(X)dBs)IRn
a.s.
Conversely, any stochastic integral of the form∫ 1
0
(Ps(X)ξs(X), dBs) ,
where ξ(X) is an (Ft(X), t ∈ [0, 1])-adapted, measurable process with E
∫ 1
0 |Ps(X)ξs(X)|
2ds < ∞,
gives rise to an F1(X)-measurable random variable.
Proof: From Theorem 1, there exists a sequence (Fn(X), n ≥ 1) ⊂ Γ, where Γ is defined in the
statement of Theorem 1, converging to F (X) in L2. We can suppose that E[Fn(X)] = 0, for any
n ≥ 1. Hence
Fn(X) =
∫ 1
0
(γns (X), σ(s,X)dBs)IRd =
∫ 1
0
(σ⋆(s,X)γns (X), dBs)IRd .
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As explained above γn is an (Ft(X), t ∈ [0, 1])-adapted, IR
n-valued process satisfying E
∫ 1
0
(a(Xs)γ
n
s (X), γ
n
s (X))ds <
∞. Since Fn(X)→ F (X) in L
2,
lim
n,m→∞
E
∫ 1
0
|σ⋆(s,X)γns (X)− σ
⋆(s,X)γms (X)|
2ds = 0 .
Let αns (X) = σ
⋆(Xs)γ
n
s (X), as Ps(X)α
n
s (S) = Ps(X)σ
⋆(Xs)γ
n
s (X) = σ
⋆(Xs)γ
n
s (X), (Ps(X)α
n
s (X), n ≥
1) converges to some ξs(X) in L
2
a(ds×dP ; IR
d). As Ps(X) is an orthogonal projection, (Ps(X)α
n
s (X), n ≥
1) converges to Ps(X)ξs(X) also in L
2
a(ds× dP ; IR
d). Therefore
∫ 1
0
Ps(X)ξs(X).dBs = lim
n
∫ 1
0
Ps(X)α
n
s (X).dBs
= lim
n
∫ 1
0
(γns (X), σ(s,X)dBs)
= lim
n
Fn(X) = F (X) .
Let now G ∈ L2(P ) be given by G =
∫ 1
0
(Ps(X)ηs(X), dBs) and assume that it is not F1(X)-
measurable. Then G−E[G|F1(X)] is orthogonal to L
2(F1(X)). It follows from the first part of the
theorem that we can represent E[G|F1(X)] as
∫ 1
0 (Ps(X)ξs(X), dBs). Let us define h = η − ξ, then
the orthogonality mentioned above implies that
E
[∫ 1
0
(Ps(X)hs, dBs).
∫ 1
0
(αs(X), σ(s,X)dBs)
]
= 0
for any (Ft(X), t ∈ [0, 1])-adapted, measurable α such that E
∫ 1
0
(a(s,X)αs, αs)ds < ∞. Conse-
quently Ps(X)hs = 0 ds× dP -a.s., hence G = E[G|F1(X)] P-a.s.
Remark: Let η be an adapted process such that ηs belongs to the orthogonal complement of σ
⋆(IRn)
in IRd ds× dP -a.s. Then η + ξ can also be used to represent F (X). Hence ξ(X) is not unique but
P (X)ξ(X) is always unique.
Theorem 3. Let u˙ ∈ L2(dt× dP, IRd) be adapted to the Brownian filtration, then we have
(2.4) E
[∫ 1
0
(u˙s, dBs)|F1(X)
]
=
∫ 1
0
(E[Ps(X)u˙s|Fs(X)], dBs)
almost surely.
Proof: We have to prove first that the right hand side of (2.4) is F1(X)-measurable. We know from
Theorem 2 that the left side of (2.4) can be represented as
E
[∫ 1
0
(u˙s, dBs)|F1(X)
]
=
∫ 1
0
Ps(X)ξs(X).dBs
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for some ξ ∈ L2a(dt× dP ; IR
d). Let F (X) =
∫ 1
0
Ps(X)αs(X).dBs be any element of L
2(F1(X)) with
α(X) ∈ L2a(dt× dP ; IR
d). We have
E
[(∫ 1
0
u˙s.dBs
)
F (X)
]
= E
∫ 1
0
(u˙s, Ps(X)αs(X))ds
= E
∫ 1
0
(Ps(X)E[u˙s|Fs(X)], Ps(X)αs(X))ds
= E
[(∫ 1
0
Ps(X)ξs(X).dBs
)
F (X)
]
= E
∫ 1
0
(Ps(X)ξs(X), Ps(X)αs(X))ds ,
hence Ps(X)ξs(X) = Ps(X)E[u˙s|Fs(X)] ds× dP -a.s., in particular∫ 1
0
(E[Ps(X)u˙s|Fs(X)], dBs)
is F1(X)-measurable. The above identification assures then the validity of the relation (2.4).
Corollary 1. Let h ∈ H1([0, 1], IRd) (i.e., the Cameron-Martin space), denote by ρ(δh) the Wick
exponential exp(
∫ 1
0 (h˙s, dBs)−
1
2
∫ 1
0 |h˙s|
2ds), then we have
E[ρ(δh)|F1(X)] = exp
(∫ 1
0
(Ps(X)h˙s, dBs)−
1
2
∫ 1
0
|Ps(X)h˙s|
2ds
)
.
Theorem 4. • Assume that Ft(X) ⊂ Ft(B) for any t ∈ [0, 1], where (Ft(B), t ∈ [0, 1])
represents the filtration of the Brownian motion. Define the martingale m = (mt, t ∈ [0, 1])
as mt =
∫ t
0 Ps(X)dBs, then the set
K = {ρ(δm(h)) : h ∈ H}
is total in L2(F1(X)), where ρ(δm(h)) = exp
(∫ 1
0 (h˙s, dms)−
1
2
∫ 1
0 |Ps(X)h˙s|
2ds
)
. In par-
ticular, any element F of L2(F1(X)) can be written in a unique way as the sum
(2.5) F = E[F ] +
∞∑
n=1
∫
Cn
(fn(s1, . . . , sn), dms1 ⊗ . . .⊗ dmsn)
where Cn is the n-dimensional simplex in [0, 1]
n and fn ∈ L
2(Cn, ds
⊗n)⊗ (IRd)⊗n.
• More generally, without the hypothesis Ft(X) ⊂ Ft(B), for any F ∈ L
2(F1(X))∩L
2(F1(B)),
the conclusions of the first part of the theorem hold true.
Proof: Let F ∈ L2(F1(X)), assume that F is orthogonal to K, i.e. E[F ρ(δm(h))] = 0 for any
h ∈ H . From Corollary 1 ρ(δm(h)) = E[ρ(δh)|F1(X)], hence
E[F ρ(δh)] = E[F ρ(δm(h))] = 0 ,
hence F is also orthogonal to E = {ρ(δh) : h ∈ H}, which is total in L2(F1(B), where F1(B) is
the σ-algebra generated by the governing Brownian motion, therefore F = 0. Consequently the
span of K is dense in L2(F1(X)). Theorem 3 and Corollary 1 allow us to calculate the conditional
expectations of the multiple Wiener integrals w.r.t. F1(X) and the result will be multiple iterated
stochastic integrals w.r.t. m in the form given by the formula (2.5); here we have to be careful as
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the operator valued process (Ps(X), s ∈ [0, 1]) is not deterministic, the symmetric interpretation of
the Ito-Wiener integrals w.r.t. the Brownian motion is no longer valid in our case and they have to
be written as iterated Ito integrals.
Remark 1. In this theorem we need to make the hypothesis Ft(X) ⊂ Ft(B) for any t ∈ [0, 1]
to assure the non-symmetric chaos representation (2.5). Without this hypothesis, although we have
Theorem 2 and when we iterate it we have a similar representation, but, consisting of a finite number
of terms. It is not possible to push this procedure up to infinity since we have no control at infinity.
Remark 2. Let us note that if there is no strong solution to the equation defining the process X,
the chaotic representation property may fail. For example, let U be a weak solution of
(2.6) dUt = αt(U)dt+ dBt ,
with U0 given. Assume that (2.6) has no strong solution, as it may happen in the famous example
of Tsirelson ([9]), i.e., U is not measurable w.r.t. the sigma algebra generated by B, then we have
no chaotic representation property for the elements of L2(F1(U)) in terms of the iterated stochastic
integrals of deterministic functions on Cn, n ∈ IN w.r.t. B; the contrary would imply the equality of
F1(U) and of F1(B), which would contradict the non-existence of strong solutions.
3. Innovation Process
In this section we assume that the SDE 2.2 has unique strong solution. To fix the ideas,
we can suppose that σ and b satisfy the following kind of Lipschitz condition on the path space: for
ξ, η ∈ C([0, 1], IRn):
|γ(t, ξ)− γ(t, η)| ≤ K sup
s≤t
|ξ(s) − η(s)|
for γ being equal either to σ or to b with corresponding Euclidean norms at the left hand side.
Assume that u˙ ∈ L2(dt × dP, IRd) is a process adapted to the filtration of Brownian motion, let
U = (Ut, t ∈ [0, 1]) be defined as Ut = Bt +
∫ t
0
u˙sds. We denote by X
U the strong solution of the
equation
dXUt = σ(t,X
U )dUt + b(t,X
U )dt
= σ(t,XU )(dBt + u˙tdt) + b(t,X
U)dt
Since B is the canonical Brownian motion, we have XUt = Xt ◦ U a.s. Moreover, if η ∈ IR
n is any
vector, we have
(σ(t,XU )u˙t, η) = (u˙t, σ(t,X
U )⋆η)
= (Pt(X
U )u˙t, σ(t,X
U )⋆η)
= (σ(t,XU )Pt(X
U )u˙t, η) ,
where Pt(X
U ) denotes the orthogonal projection from IRd onto σ(t,XU )⋆(IRn). Hence, in order to
define a reasonably useful concept of innovation, we should estimate the perturbation u˙ simulta-
neously w.r.t. the both projections, i.e., with respect to the conditional expectation E[·|Fs(X
U )]
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(which is a projection) and also w.r.t. Ps(X
U ): Let Z = (Zt, t ∈ [0, 1]) (to avoid the ambiguity we
shall also use the notation ZU if necessary) be defined as
(3.7) Zt = Bt +
∫ t
0
(u˙s − E[Ps(X
U )u˙s|Fs(X
U )])ds ,
where (Fs(X
U ), s ∈ [0, 1]) denotes the filtration of XU .
Proposition 1. The process (
∫ t
0
Ps(X
U )dZs, t ∈ [0, 1]) is an (Ft(X
U ), t ∈ [0, 1])-local martingale.
Proof: Assume to begin that |u|2H =
∫ 1
0 |u˙s|
2ds ∈ L∞(P ). Let us first prove that the process under
question is adapted to the filtration (Ft(X
U ), t ∈ [0, 1]): From the Girsanov theorem, the process
(
∫ t
0 σ(s,X
U )dUs, t ∈ [0, 1]) is adapted to the filtration (Ft(X
U ), t ∈ [0, 1]), using the same method
as in Theorem 2 by replacing B by U and the probability dP by ρ(−δu)dP , we conclude that the
process (
∫ t
0
Ps(X
U )dUs, t ∈ [0, 1]), and hence the process (
∫ t
0
Ps(X
U )dZs, t ∈ [0, 1]) is adapted to the
filtration (Ft(X
U ), t ∈ [0, 1]). To show the (local) martingale property it suffices to write that∫ t
0
Ps(X
U )dZs =
∫ t
0
Ps(X
U )dBs +
∫ t
0
Ps(X
U )
[
u˙s − E[u˙s|Fs(X
U )]
]
ds
from which the martingale property follows. The general case follows from a stopping argument.
Remark: Note that Z = ZU is not a Brownian motion.
Theorem 5. Let u˙ ∈ L2(dt× dP, IRd) be such that E[ρ(−δu)] = 1, then we have
ζt = E[ρ(−δu)|Ft(X
U )]
= exp
(
−
∫ t
0
Ps(X
U )E[u˙s|Fs(X
U )] · dZs −
1
2
∫ t
0
|Ps(X
U )E[u˙s|Fs(X
U )]|2ds
)
.
Proof: Assume first that |u|2H =
∫ 1
0 |u˙s|
2ds ∈ L∞(P ). Let (XUt , t ∈ [0, 1]) be the (strong) solution of
dXt = σ(Xt)dUt, where dUt = dBt+ u˙tdt and let f be a C
2-function on IRn. Using the Itoˆ formula,
we calculate the Doob-Meyer process associated to the semimartingales (ζt) and (f(X
U
t )):
(3.8) 〈f ◦XU , ζ〉t = −
∫ t
0
ζs
(
Df(XUs ), σ(s,X
U )Ps(X
U )E[u˙s|Fs(X
U )]
)
ds .
Let f ∈ C2, using again the Itoˆ formula and the relation (3.8) we get
f(XUt )ζt =
∫ t
0
f(XUs )dζs +
∫ t
0
ζs(Lf)(s,X
U )ds+
∫ t
0
ζs(Df(X
U
s ), σ(s,X
U )dUs)
−
∫ t
0
ζs(Df(X
U
s ), σ(s,X
U )Ps(X
U )E[u˙s|Fs(X
U )])ds ,
where Lf is defined by the relation 2.3. Therefore the process(
f(XUt )ζt −
∫ t
0
(Lf)(s,XU ))ζsds, t ∈ [0, 1]
)
is a P -local martingale, therefore, by the uniqueness in law of the solution, we should have
E[ζ1F (X
U ) = E[F (X)] = E[F (XU )ρ(−δu)]
for any F ∈ Cb on the path space, and the last inequality follows from the Girsanov theorem. It
suffices then to remark that ζ1 is F1(X
U )-measurable by Theorem 3 and again by the Girsanov
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theorem which allows us to replace B by U . The general case follows from the usual stopping time
argument: let Tn = inf(t :
∫ t
0
|u˙s|
2ds ≥ n) and define u˙ns = 1[0,Tn](s)u˙s and let U
n = B +
∫ ·
0
u˙ns ds.
Then XU
n
converges almost surely uniformly to XU , hence limnE[ · |Ft(X
Un)] = E[ · |Ft(X
U )]
dt-almost surely as bounded operators on L1(P ) and (Ps(X
Un), n ≥ 1) converges to Ps(X) ds×dP -
almost surely. Moreover (ρ(−δun), n ≥ 1) converges strongly in L1(P ) to ρ(−δu), therefore the
general case follows.
The following result is the generalization of the celebrated innovation’s theorem to the degenerate
case, cf.[8]:
Theorem 6. Let (Mt, t ∈ [0, 1]) be a square integrable (P, (Ft(X
U ), t ∈ [0, 1]))-martingale, then
it can be represented as a stochastic integral of an (Ft(X
U ), t ∈ [0, 1])-adapted, IRd-valued process
β(XU ) in the following way:
Mt =M0 +
∫ t
0
(Ps(X
U )βs(X
U ), dZs)
P -a.s, where
∫ t
0
|Ps(X
U )βs(X
U )|2ds <∞
P -a.s., for any t ∈ [0, 1].
Proof: Assume thatM is a (P, (Ft(X
U ), t ∈ [0, 1]))-martingale, then for any s < t and A ∈ Fs(X
U )
we have
E
[
Mt
ζt
1Aρ(−δu)
]
= E
[
Mt
ζt
1Aζt
]
= E[Mt1A] = E[Ms1A]
= E
[
Ms
ζs
1Aρ(−δu)
]
where ζ is the optional projection of ρ(−δu) w.r.t. the filtration (Ft(X
U ), t ∈ [0, 1]) as calculated
in Theorem 5. Consequently (Mt/ζt, t ∈ [0, 1]) is a (Q, (Ft(X
U ), t ∈ [0, 1]))-martingale, where
dQ = ρ(−δu)dP . As U is a Q-Brownian motion, from Theorem 2, we can represent (Mt/ζt, t ∈ [0, 1])
as
Mt
ζt
= c+
∫ t
0
(Ps(X
U )α˙s(X
U ), dUs) ,
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then using the Itoˆ formula
Mt =
Mt
ζt
ζt
= c+
∫ t
0
ζs(Ps(X
U )α˙s(X
U ), dUs)−
∫ t
0
Ms
ζs
ζs(Ps(X
U )E[u˙s|Fs(X
U )], dZs)
−
∫ t
0
ζs(Ps(X
U )α˙s(X
U ), E[u˙s|Fs(X
U )])ds
= c+
∫ t
0
ζs(Ps(X
U )α˙s(X
U ), dZs + Ps(X
U )E[u˙s|Fs(X
U )])ds−
∫ t
0
Ms(Ps(X
U )E[u˙s|Fs(X
U )], dZs)
−
∫ t
0
ζs(Ps(X
U )α˙s(X
U ), E[u˙s|Fs(X
U )])ds
= c+
∫ t
0
(
Ps(X
U )
[
ζsα˙s(X
U )−MsE[u˙s|Fs(X
U )]
]
, dZs
)
and this completes the proof.
4. Entropy Calculation and Monge-Ampe`re Equation
Assume that l(X) is a probability density measurable w.r.t. F1(X), i.e., E[l(X)] = 1 and with finite
entropy: E[l(X) log l(X)] < ∞. We want to find a process U = B + u = B +
∫ ·
0
u˙sds which is an
adapted perturbation of the Brownian motion B such that
l(X) =
dXU (P )
dX(P )
◦X .
This problem is called the causal Monge-Ampe`re problem. To simplify the calculations, we shall
assume that l ◦ X is P -a.s. strictly positive. Assume that such a U (hence u) exists and that u
satisfies the Girsanov theorem, i.e., E[ρ(−δBu)] = 1. Then the Girsanov theorem implies that
(4.9) l ◦XU E[ρ(−δu)|F1(X
U )] = 1
P -a.s., which is the causal version of the Monge-Ampe`re equation. From Theorem 2, l ◦X can be
represented as
l ◦X = exp
(
−
∫ 1
0
Ps(X)v˙s(X) · dBs −
1
2
∫ 1
0
|Ps(X)v˙s(X)|
2ds
)
,
where (Ps(X)v˙s(X), s ∈ [0, 1]) is adapted to the filtration of X and
∫ 1
0
|Ps(X)v˙s(X)|
2ds <∞ P -a.s.
Besides, since U is a Brownian motion under the probability ρ(−δu) dP , it follows from Theorem 2
that l ◦XU can be represented as
(4.10) l ◦XU = exp
(
−
∫ 1
0
Ps(X
U )v˙s(X
U ) · dUs −
1
2
∫ 1
0
|Ps(X
U )v˙s(X
U )|2ds
)
.
Inserting the right hand side of (4.10) and E[ρ(−δu)|F1(X
U )] which is already calculated in Theorem
5 in the Monge-Ampe`re equation (4.9) and then taking the logarithm of the final expression, we
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obtain ∫ 1
0
Ps(X
U )
(
E[u˙s|Fs(X
U )] + v˙s(X
U )
)
· dZs
+
1
2
∫ 1
0
(
|Ps(X
U )v˙s(X
U ) + Ps(X
U )E[u˙s|Fs(X
U )]|2
)
ds = 0 .
This relation implies that
(4.11) Ps(X
U
s )
(
v˙s(X
U ) + E[u˙s|Fs(X
U )]
)
= 0
ds×dP -almost surely, which is a quite elaborate nonlinear equation. From the Monge-Ampe`re equa-
tion (4.9) we can calculate the relative entropy betweenXU (P ) andX(P ), denoted byH(XU (P )|X(P )):
Theorem 7. Suppose that l is an X(P )-almost surely strictly positive density. There exists some
u˙ ∈ L2(ds× dP ) with E[ρ(−δu)] = 1 with
dXU (P )
dX(P )
= l
if and only if
Ps(X
U
s )
(
v˙s(X
U ) + E[u˙s|Fs(X
U )]
)
= 0.
In this case we also have
H(XU (P )|X(P )) =
1
2
E
∫ 1
0
|Ps(X
U )E[u˙s|Fs(X
U )]|2ds =
1
2
E
∫ 1
0
|Ps(X
U )v˙s(X
U )|2ds .
Proof:
H(XU (P )|X(P )) =
∫
log
dXU (P )
dX(P )
dXU (P )
=
∫
log
dXU (P )
dX(P )
◦XUdP
=
∫
log l ◦XUdP
=
1
2
E
∫ 1
0
|Ps(X
U )E[u˙s|Fs(X
U )]|2ds ,
provided that u˙ ∈ L2(ds× dP ) and the first equality follows, the second one is a consequence of the
relation (4.11), it can be also proven directly from the Girsanov theorem.
Proposition 2. Assume that l and u are given as above. Suppose furthermore that
(4.12) H(XU (P )|X(P )) =
1
2
E
∫ 1
0
|Ps(X
U )u˙s|
2ds .
Then the following equation holds true:
(4.13) Ps(X
U )dUs + Ps(X
U )v˙s ◦X
Uds = Ps(X
U )dBs
almost surely. In particular, XU satisfies the following stochastic differential equation:
(4.14) dXUt = σ(t,X
U )(dBt − v˙t ◦X
Udt) + b(t,XU )dt,
with the same initial condition as X.
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Proof: The hypothesis (4.12) implies that the process (Pt(X
U )u˙t, t ∈ [0, 1]) is ds-almost surely
adapted to the filtration (Ft(X
U ), t ∈ [0, 1]), hence we get from the equality (4.11) the relation
Pt(X
U )(v˙t ◦X
U + u˙t) = 0 ,
which implies at once the relation (4.13). To see the next one, note that
dXUt = σ(t,X
U )(dBt + u˙tdt) + b(t,X
U)dt
= σ(t,XU )(dBt + Pt(X
U )u˙tdt) + b(t,X
U)dt
= σ(t,XU )(dBt − Pt(X
U )v˙t ◦X
Udt) + b(t,XU)dt
= σ(t,XU )(dBt − v˙t ◦X
Udt) + b(t,XU)dt
where we have used the fact that σ(t,XU )η = σ(t,XU )Pt(X
U )η for any vector in IRd since Pt(X
U )
is the orthogonal projection of IRd onto σ(XUt )
⋆(IRn).
Theorem 7 can be extended as follows
Theorem 8. Assume that u ∈ L2a(dt×dP,H) and denote by U the process (Bt+
∫ t
0 u˙sds, t ∈ [0, 1]).
assume also, as before, the Lipschitz hypothesis about the drift and diffusion coefficients, then the
following inequality holds true:
(4.15) H(XU (P )|X(P )) ≤
1
2
E
∫ 1
0
|Ps(X
U )E[u˙s|Fs(X
U )]|2ds .
Proof: If u ∈ L∞a (dt × dP,H), then the claim with equality (instead of inequality) follows from
Theorem 7. For the case u ∈ L2a(dt×dP,H), define Tn = inf(t > 0 :
∫ t
0 |u˙s|
2ds > n), then un defined
by
un(t) =
∫ t
0
1[0,Tn](s)u˙sds
is in L∞a (dt× dP,H), hence we have
(4.16) H(XU
n
(P )|X(P )) =
1
2
E
∫ 1
0
|Ps(X
Un)E[1[0,Tn](s)u˙s|Fs(X
Un)]|2ds .
As n→∞, (XU
n
(P ), n ≥ 1) converges weakly to XU (P ) and the weak lower semi-continuity of the
entropy implies that
H(XU (P )|X(P )) ≤ lim inf
n
1
2
E
∫ 1
0
|Ps(X
Un)E[1[0,Tn](s)u˙s|Fs(X
Un)]|2ds
=
1
2
E
∫ 1
0
|Ps(X
U )E[u˙s|Fs(X
U )]|2ds ,
where the limit of the right hand side of the equation (4.16) follows from the Lipschitz hypothesis.
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