Introduction
A recurring challenge in the development of recombinant proteins for therapeutic use is the derivation of suitable assays for measuring protein concentrations in serum or plasma. Techniques such as HPLC, which are appropriate for low molecular weight drugs, are typically unsuitable for assaying macromolecules such as proteins, particularly in complex biological matrices. Instead, methods used to quantify protein concentration frequently exploit the specificity of immunoassay techniques such as radioimmunoassay (RIA), immunoradiometric assay (IRMA), or enzyme-linked immunosorbent assay (ELISA). Such methods can often achieve sensitivity in the pg/ml range. Clark and Engvall (1980, chap. 8) contains an excellent overview of immunologically based assay techniques, that is, methods based on antigen-antibody reactions.
The data shown in Table 1 were generated during development of an ELISA assay for the recombinant enzyme human DNase in rat serum. For each of eleven experiments, duplicate absorbance (optical density) measurements were obtained at each of several known concentrations of standard. Figure 1 shows profiles for each run, where responses at zero concentration are plotted at two dilutions below the lowest non-zero dose, by convention.
The four-parameter logistic sigmoid
(1) (Rodbard and Frazier, 1975) provides an appropriate characterization of dose-response, where the parameters may vary across experiments. In any particular assay run, the primary focus is on calibration of DNase concentrations in unknown samples, based on an appropriate fitted standard curve.
While immunoassays are extremely useful in quantifying protein concentrations, a re-,.
quirement is the development of an assay which provides a measure of the biological activity of the protein, such as an in-vitro cell-based bioassay. Such an assay is required for regulatory purposes, and reflects the fact that the degree of antigen binding exhibited by a polypeptide such as an antibody does not necessarily provide a good indication of its biological activity. Table 2 shows results for an assay of this type. The values represent dose-response data obtained for standard concentrations in nine runs of a bioassay for the recombinant hormone human relaxin. The assay is based on increased generation and release of intracellular cAMP by normal human uterine endometrial (NHE) cells in the presence of relaxin (Fei et al., 1990) . For each of the nine assay runs presented here, triplicate measurements of cAMP concentrations were determined by radioimmunoassay following incubation of a fixed number of NHE cells with one of seven known concentrations of relaxin. A single zero-standard response value was also available for each plate. Figure 2 illustrates the concentrationresponse data for the standard for these runs, where again, by convention, response at zero concentration is plotted at two dilutions below the lowest standard. The plots indicate that the four-parameter logistic model provides a reasonable representation of the dose-response relationship, where regression parameters may vary from run to run.
For both the DNase ELISA and the relaxin bioassay, calibration of protein concentrations in unknown samples, based on a fitted standard curve, is the primary objective. In the next section, we describe a general parametric framework to accommodate calibration inference. Within this framework, we discuss three specific practical issues arising in nonlinear calibration:
1. Characterization of the intra-assay variability in calibrated concentrations.
2. Construction of confidence intervals about calibrated concentrations.
Use of empirical Bayes methods in calibration.
The methods and issues discussed will be illustrated by reference to the data sets described above, and by limited simulation work.
A Nonlinear Mixed Effects Model
In developing a general model for inference, we suppose that data pairs (Xij, Yij) are available from n runs of the assay, where Yij denotes the observed response at one of the concentrations Xij for the ith assay run, j = 1, ... , mi. A natural parametric framework for inference is provided by the nonlinear mixed effects model (2) In this equation, the subscript i indexes run number within a series of assay runs, and j indexes measurements within a run. Replicate measurements are usually taken at some or all of the concentrations for a given run; this is not explicitly highlighted in Equation 2.
Response, y, is related to the known standard concentration, x, according to the nonlinear regression function f. Choice of the four parameter logistic function, given by Equation 1, is fairly standard for! in the context of immunoassay or bioassay (Rodbard and Frazier, 1975; Finney,1976 It is clear from the relaxin data ( Figure 2 ) that regression parameter values can change considerably from run to run. This interassay variability is accommodated in the model by considering /3i to be random vectors from a distribution with mean /3 and covariance matrix E; the usual specification is that of a p-variate normal distribution. The intra-assay errors fij are assumed to be independently and identically distributed with zero mean and variance one, independently of the /3i' The further assumption of normality of the fij is often reasonable.
A routine phenomenon in assay data is heteroscedasticity in the intra-assay response.
Typically, this is manifested as a systematic relationship between the intra-assay variability and the response level. This is accounted for in Equation 2 by the scale parameter (1 and a variance function 9 depending on the conditional mean !(Xij, /3i) and a q-dimensional parameter vector (), that is:
The variance function 9 is chosen to reflect the likely character of intra-assay response variability. In Equation 3, g, (J, and () are assumed common across assay runs. This reflects a belief that the pattern of variablity is consistent across assays, which seems reasonable provided assay procedures have stabilized. The appropriateness of this assumption should be weighed in any given situation; it is certainly conceptually possible to allow 9, u, and 0 to vary with i, though this will complicate inference on variance parameters; in particular, the methods described in Section 3 below will not apply.
In the case of assay data, variance is often modeled as a function of the mean Piji(Xij, {3i) ; a common choice is the power of the mean variance model (Rodbard and Frazier, 1975; Finney, 1976) . Other possibilities include the exponential model; 9(/1,0) = exp(pO), the components of variance model 9(P, 0) = 0 1 +p 02 • A general discussion may be found in Carroll and Ruppert (1988, chap. 3) . This framework allows considerable flexibility in characterizing intra-assay variability through specification of 9
and O. The form of 9 is assumed to be known, but the analyst may be unable to specify an appropriate value for O. For example, in developing a new assay, the variability may not be well understood; the power of the mean model may be reasonable, but common choices, such as 0 = 0.5 or 1.0 may be inappropriate (Finney, 1976) . In more complicated models, it may be difficult to specify a value for 0 a priori. In such cases, a reasonable strategy is to estimate 0 from the data; we discuss methods for doing this in Section 3 below.
Why pay so much attention to the intra-assay variability in the response? It does affect appropriate choice of weighting scheme in fitting the standard curve, and thus affects the regression parameter estimate, but suboptimal weighting due to some misspecification of either the form of 9 or the value of 0 is unlikely to have a serious impact on the estimate of {3i for a given run. A more compelling reason is that it directly affects one's ability to assess the precision of calibration correctly, as the following development shows.
A standard technique for evaluating the intra-assay precision associated with calibration of an unknown sample in a given experiment is to construct a precision profile (Ekins and Edwards, 1983) . Such a profile is simply a plot of the estimated precision of an estimated concentration against concentration across the assay range. Several methods of constructing a precision profile are possible, depending on the measure of precision used (standard error or coefficient of variation) and the method used to calculate it. For concreteness, we focus on one computational scheme here, but the issues raised will also arise in the case of other calculation methods.
Let h(y, {3) denote the inverse of the regression function i, specified in Equation 2. In the particular case of the four-parameter logistic function, h has the form (6) where (jj, 0) are estimates of the intra-assay variance parameters. The first term in Equation 6 reflects uncertainty in the measurement of Yo and may be expected to dominate the second term, which corresponds to uncertainty in the fitted standard curve. For some assays, however, the contribution of the second term may be substantial; in such cases, the widespread practice in the assay and clinical chemistry literature of taking only the first term of Equation 6 may result in highly optimistic estimates of intra-assay precision.
To illustrate the importance of a good understanding of the correct value of the variance parameter e, consider the profiles shown in Figure 3 . These represent precision profiles of {Var( xo) P/2/ Xo versus xo, based on run # 1 of the relaxin bioassay, with the variance being calculated according to Equation 6 using the power of the mean variance model (Equation 4) under the assumptions e= 0, 0.5 and 1.0, respectively, and triplicate response measurements for the unknown sample in all cases (r = 3). The assessment of intra-assay precision diverges widely, according to our belief about the appropriate value of e. Not all three can be correct; our point here is simply that accurate knowledge of e is necessary in order to construct an accurate precision profile. In the next section, we discuss methods of estimating the appropriate value of e, based on data from a number of assay runs.
We have presented the model specified by Equations 2 and 3 as a basis for nonlinear calibration inference based on data from several assay runs. It is worth noting that this model framework is also useful in describing other kinds of data. In particular, a heteroscedastic nonlinear mixed effects model is useful in the context of population pharmacokinetic analysis,
where the same three model features occur: (1) a nonlinear regression function, (2) regression parameters which vary from subject to subject, and (3) heterogeneity of intrasubject variation, often exhibiting a systematic dependence upon mean response. The pharmacokinetics literature makes extensive reference to this model framework; an overview may be found in Beal and Sheiner (1982) . Another area where nonlinear mixed effects modeling can prove helpful is in growth curve analysis; see Davidian and Giltinan (1992a) for an example.
Characterizing Intra-assay Variability
In this section we discuss methods for estimating the variance parameters (O', {}), given the model specifications described by Equations 2 and 3. The numerical illustrations below involve the specific choice of f as the four-parameter logistic function and 9 as the power of the mean variance function. The methods apply for general choices of f and 9, however, and throughout the exposition we continue to regard f and 9 as general functions of x, the regression parameter !3i, and, in the case of 9, O. The literature on variance function estimation is extensive; Carroll and Ruppert (1988, chap. 3) provide a comprehensive review. Our discussion here focuses mainly on techniques described in Davidian and Giltinan (1992a,b) .
Several techniques for variance function estimation have been proposed for the case where data are available from only a single assay run. This represents a convenient point of departure for expository purposes, and we begin by discussing this situation. We emphasize at the outset, however, that in almost all cases, data from a single assay run will be insufficient to provide a reliable characterization of intra-assay variability, because estimation of second moment properties is inherently more difficult than estimation of means. However, certain estimation methods for the case of data from a single assay extend naturally to deal with the case of several assays, and it is this extension, described below, which proves most useful in practice.
Suppose, for the moment, that data are available from only one assay run. Several methods have been proposed for estimating () and !3i based on data from run i only. One possibility is simultaneous estimation of {!3i, 0', ()) by normal theory maximum likelihood. This method is sometimes referred to as extended least squa.res (ELS) in the pharmacokinetic literature (Peck, et al., 1984) . While this approa.ch is theoretically optimal under the assumption of normality, the efficiency advantage is highly dependent on the normality assumption being exactly correct (Carroll and Ruppert, 1988, chap. 2) . In addition, Carroll and Ruppert (1982) and van Houwelingen (1988) A very general alternative approach is provided by the class of methods for estimation of (Pi, u, 0) known as generalized least squares (GLS) . These methods can be characterized by the following scheme:
1. Estimate Pi by a preliminary unweighted fit, for example, ordinary least squares (OLS).
2. Use residuals from the preliminary fit to estimate 0 and u and form estimated weights based on the estimates of 0 and Pi'
3. Use the weights from step 2 to re-estimate Pi by weighted regression. Treating the resulting estimate as a new preliminary estimate, return to step 2.
Step 2 is nonspecific and can be implemented in practice in several ways. We focus on three methods, all based on transformations of absolute residuals from a preliminary fit, and all relatively easy to compute.
Given a preliminary estimate Pf of Pi, the method of pseudolikelihood (PL) minimizes in
j=l This corresponds to maximizing the normalloglikelihood, evaluated at Pf, in the parameters u and O. Note that this procedure does not give the same results as joint maximization of the likelihood in Pi, u, and 0, though in most instances the results will be similar. Equation 7 motivates this estimator based on normal theory likelihood; another interpretation of this estimation scheme in terms of a regression using squared residuals as response is described in Davidian and Haaland (1990) .
One criticism of estimation based on Equation 7 is that it takes no account of the loss of degrees of freedom due to preliminary estimation of Pi' An alternative is to replace Equation 7 by a suitably modified objective function, as may be derived using the ideas underlying restricted maximum likelihood, described by Carroll and Ruppert (1988, p. 73-76 Davidian and Carroll (1987) .
Note that Equations 7 and 8 base estimation of the variance parameters on squared residuals, which may be expected to give good results for normal errors. It may not be desirable to assume that the data are normally distributed; to allow for the possibility of a heavier-tailed distribution of the fij, one can replace the role of squared residuals by absolute residuals. Analogous to Equation 7, the absolute residuals (AR) method minimizes in '7 and
j=l where the role of (1 is replaced by 7J = (1Elti;i. Note that Equation 9 can be motivated either by considering a suitable double exponential distribution or by an appropriate regression interpretation (Davidian and Haaland, 1990) . As noted by Davidian and Carroll (1987) for individual data, use of Equation 9 can be quite competitive relative to Equations 7 or 8 for estimation of 0 for normal data and significantly better even if only a few outliers are present.
None of the three estimation methods described above can be expected to yield a good characterization of the intra-assay variance when based on data from only a single assay run. Fortunately, it is a straightforward matter to extend these estimation methods to the situation where data are available from a number of assay runs:
1. Obtain, in n separate regressions, preliminary unweighted estimates f3r for each assay run. It is essential to iterate this scheme to allow the effects of a potentially inefficient initial choice of fif to wash out; experience with assay data suggests that convergence typically occurs between about 4 and 10 iterations.
Computational strategies for point estimation of the variance parameters (0',0) by minimizing one of the objective functions in Equations 7-9 are discussed in Davidian and Giltinan (1992b) . In the most common special case of the power of the mean variance model (Equation 4), estimation may be recast as a nonlinear least squares problem and thus implemented in any standard statistical software package. Giltinan and Ruppert (1989) 1 -a) is the (1 -a) quantile of the chi-square distribution with 1 degree of freedom. The confidence interval is usually constructed graphically when 0 is a scalar.
Development of a confidence interval for the pooled estimation case is analogous, with L(O),
the profile pseudologlikelihood for the data, being defined as
We have devoted considerable attention to variance function estimation; we now apply the methods to the DNase and relaxin assay data. In this Section and subsequent Sections, the four-parameter logistic function (Equation 1) was assumed for I, and the power of the mean variance model (Equation 4) was assumed for g. For both assays, Table 3 summarizes results of the three methods for estimating 0' and the power parameter 0, both separately by assay and pooled across assays.
For the DNase data, all three methods give similar results in the pooled case, consistent with a 0 value of about 0.5. If we were to based estimation of () on data from individual assays, apparent values as high as 1.0 and greater are observed. As discussed in Section 2, and as indicated in Figure 3 , considerably different precision profiles may be generated, depending on whether individual-assay or pooled estimates of () are substituted in Equation 6.
For relaxin, individual assay estimates of () appeared reasonably consistent; the pooled estimate of 1.03 suggests that choice of a default value of () = 1.0 for future work may be reasonable. This analysis addresses the issue of which of the three precision profiles illustrated in Figure 3 is most accurate; that for () = 1.0 is preferred. Figure 4 shows the precision profiles for run #1 of the relaxin bioassay; the dotted line is the profile for the value () = 1.0, assuming r = 3 replicates for the unknown sample. This type of intra-assay precision profile has two main uses in practice. It provides a useful tool for investigating the effect on precision of cha.nging the degree of replication; for instance, to evaluate the gain in precision by increasing replication to r = 4 for this assay, one can simply regenerate the precision profile using a va.lue of r = 4 in equation 6; this is also shown in Figure 4 (solid line). A second use for the precision profile is as an objective criterion for determining the "usable" portion of the assay range. For instance, for the relaxin bioassay, an intra-assay coefficient of variation of 20% or less is considered acceptable by users. This leads to the assay ranges shown in Table 4 (based on separate precision profiles for each assay run, assuming () = 1.0 and r = 3 in all cases). The rule of thumb which had been in effect before formal precision analysis was to take the EC20 to EC80 as the assay range. Inspection of the precision profile shows this rule to be flawed; its symmetry about the inflection point fails to account for the asymmetric nature of the response variability across the response range. The assay range derived from the precision profile, in contrast, is quite asymmetric about the EC50 value, typically corresponding to approximate EC3 to EC55 values. Given the extreme heteroscedasticity in the response, this represents a more credible assessment of the acceptable range. (dotted line) shows that ignoring the error in fitting the standard curve can lead to an overly optimistic assessment of precision.
The idea that pooled estimation of () is superior to obtaining estimates based on data from a single assay only is implicit throughout our discussion so far. This belief is vindicated by comparison of confidence intervals constructed for pooled and individual estimates of tJ.
Figures 5(a) and (b) display the profile loglikelihood and associated 95% confidence interval for tJ, based on (a) run #2 of the relaxin assay and (b) pooled data from all nine runs of the bioassay. Pooling information across assays reduces the width of the confidence interval considerably.
As a final illustration of the need for good characterization of the pattern of intraindividual variance, we consider estimation of the minimum detectable concentration (MDC) for these assays. We use the definition of MDC of Rodbard (1978 for MDC estimation based on data from the ith assay only, dj = mi -p. For MD C estimation using (0-, (}) based on pooled data, dj = N -npi this value will usually be sufficiently large to justify use of the 100(1 -a) percentile of the standard normal distribution.
Several authors have noted that MDC estimates are conservative if heteroscedasticity in the response is ignored (Oppenheimer, et a1., 1983; Davidian, Carroll, and Smith 1988) .
In the notation of our model, with the power of the mean variance function, this amounts to grossly underestimating () (by setting it to zero), which results in overestimation of the response variation at low concentrations. The converse is also true, that overestimation of tJ will lead to underestimation of the response variability at concentrations near zero, with a correspondingly optimistic estimate of the MDC.
To illustrate this point, consider estima.tion of the MDC for DNase assay #3. Use of the value of () obtained from that assay alone, 1.10 by PL i , yields an MDC estimate of 0.0068 ng/ml. In contrast, using the pooled estimate of () (0.5) results in an MDC estimate of 0.0190 ng/ml. This discrepancy once again exemplifies the difference in evaluation of precision that can result from pooled versus individual-assay estimation of O. For the reasons given above, we believe pooled estimation methods to result in superior inference.
Calibration Intervals
Given an estimated concentration Xo for an unknown sample from the ith assay run and its Each of these methods of forming confidence intervals is based on a large-sample approximation. There is no reason a priori to know which method is best, or indeed if any of the three techniques exhibits uniform superiority in terms of coverage probability. In fact, it is not guaranteed that any of the methods will necessarily achieve the nominal level in general.
It is thus of considerable interest to see how the methods compare in practice.
Figure 6(a) shows 95% confidence intervals constructed by each of the three methods for run #2 of the DNase assay, based on r = 2 replicates of the response. For each method, (, Bi, u, 0) used to construct the interval were obtained from the pooled GLS scheme with the pseudolikelihood objective function. All three methods give virtually identical results. For run #2 of the relaxin assay, Figure 6 (b) shows the three types of 95% confidence intervals based on r = 3 replicates; in contrast, the picture is quite different. There is reasonable agreement among the methods in the middle portion of the concentration range, but the results diverge tremendously at the extreme concentrations. This lack of agreement among methods relying on standard approximations is disconcerting. It is unclear for the data at hand which method yields the most accurate results. Simulation work and theoretical investigation are needed to resolve this issue; this work is in progress, but goes beyond the scope of this chapter.
Bayesian Calibration
The development and examples in Section 3 emphasized the advantages to be gained by estimating variance parameters based upon pooled data across several assay runs rather than data from only a single run. Given the hierarchical nature of the model for the regression parameters, it is natural to ask whether similar gains can be achieved in estimating the /3i by pooling data across assay runs in an appropriate Bayesian fashion. While implementation of Bayesian techniques is common in the population pharmacokinetic literature (Vozeh, et aI. 1985) , they are rarely used in the calibration context; an exception is the paper by Unadkat, et al. (1986) . In this section, we describe one method for Bayesian calibration and investigate its performance for the relaxin data and by limited simulation work.
In the calibration context, enough concentration-response data are generally available for the standard to allow individual estimates /3; to be obtained for the regression parameters.
In the numerical illustrations below we consider the specific case where /3i is a GLS estimate with weights based on the pooled pseudolikelihood estimates of (0', (J) assuming the power of the mean variance model of Equation 4. For any individual estimator /3i, a refined estimate incorporating shrinkage to the mean, /3, may be derived based on the assumption that holds, at least approximately, where ,~is an estimate of the asymptotic covariance matrix.
This assumption implies that
under normality of the /3i' which suggests maximum likelihood estimation of the population values /3 and E as a feasible approach. One method of accomplishing this is by an iterative EM algorithm referred to by Steimer, et al. (1984) as the Global Two-Stage Method (GTS).
At iteration (k+1):
1. Produce refined estimates of {3i :
2. Produce updated estimates of the population parameters: Bayesian perspective has been developed by Racine-Poon (1985) . The refined individual estimates in the first step are approximate current Bayes estimates, borrowing information across the sample. Table 5 summarizes results of the GTS scheme for the relaxin bioassay data. GLS regression parameter estimates, f3t, obtained for each assay using the pooled pseudolikelihood estimates of (J' and () and the refined GTS versions of these estimates,~i, are presented in The 13t for all cases were input to GTS and final "refined" estimates /3i obtained. Our interest focused on the quality of estimation of 1310, the regression parameter for the tenth experiment, by 13io and the refined estimate /310, and on the quality of calibration inference based on 13io and /310 for each of the eight estimation schemes. For calibration, for each simulation data set, an observation Yo was generated from the experiment at dose Xo = 0.30. Estimates of Xo were obtained for each method based on both 13io and /310 by inverse regression, that is, substitution into Equation 5.
Results for the three objective functions used to estimate 8 were qualitatively similar in all cases. Accordingly, in Tables 6(a) and (b) we in elude results only for the pseudolikelihood methods. In Table 6 (a), mean square error (MSE) ratios are given to compare estimation of the elements of 1310 by 13io and /310 for ea.ch method. In all cases, a marked increase in efficiency is realized by using refined estimates both for parameter estimation and for calibration, reflecting the standard Bayesia.n view that one may gain efficiency for estimation for any single assay by borrowing informa.tion across assays. Accordingly, in Table 6(b), results are given for refined estima.tes only. This Table presents MSE ratios to compare the estimates of elements of 1310 and Xo when 0 is incorrectly specified (OLS) or estimated (GLS with PL estimation of ebased on pooled and individual assay data) to those obtained when () is correctly assumed to be equal to the true value 0.8. The quality of estimation deteriorates when based on OLS, reflecting the well-established need for weighting in assay analysis, particularly for calibration. Estimation is also of poorer quality if () is estimated separately for each experiment, but performance equal to that attained when () = 0.8 is known is possible if information on intra-assay variance is pooled to estimate ().
These results suggest that as long as the pattern of intra-assay variability is similar across experiments, characterization of a particular standard curve and subsequent calibration inference will be improved if information is pooled across previous experiments, both for the regression parameters in the Bayesian sense and for characterization of intra-assay variance.
Discussion
We have used data from the DNase immunoassay and the NHE cell bioassay for relaxin to examine several issues which arise in the calibra.tion of recombinant polypeptides intended for therapeutic use, such as hormones, enzymes, or monoclonal antibodies. The data chosen for inclusion in this case study are representative of their assay types. The DNase data are reasonably "well-behaved," attaining a degree of intra-and inter-assay precision that is fairly typical for immunoassays. In contrast, the relaxin data exhibit a much greater degree of variability, both within and across assays. Our experience has been that this level of variability is quite common in bioassay da.ta.
Several conclusions may be drawn from our examination of these data sets:
• A useful general framework for calibration inference is provided by a nonlinear mixed effects model which allows for heteroscedasticity of intra-assay response, as described in Section 2. The four-parameter logistic function and the power variance function represent the most common model specifications within this framework, but other model choices may be substituted where appropriate.
• It is important to characterize the pattern of intra-assay variability correctly; within the parametric framework of Section 2, this corresponds to a correct assessment of the variance parameters «(7,0). In general, one cannot expect to achieve this goal based on data from only a single assay run. The methods described in Section 3 show how estimation of the intra-assay variance parameters can be accomplished based on data from several runs. Our treatment of this topic is in no way exhaustive. We have focused on methods based on residuals from the fitted regressions. For a discussion of other methods, in particular, those which take advantage of replication in the response, the reader is referred to Carroll and Ruppert (1988, chap. 3).
• Improved estimation of intra-assay variance parameters pays off in several ways. It allows construction of accurate intra-assay precision profiles which may be used to investigate issues such as the appropriate degree of replication for standards and unknown samples, as well as to provide an objective criterion for setting the assay range.
In addition, correct estimation of (0",0) helps in the reliable evaluation of assay constructs such as the MDC, as well as being an essential prerequisite for the formation of prediction or calibration intervals.
Our examination of the DNase and relaxin assay data also raises some issues which have not been completely resolved in this chapter:
• The reader has been alerted to the fact that, III constructing calibration intervals, three "standard" approximations, described in Section 4, can give widely divergent results. Our suspicion, based on empirical evidence provide by other assays, is that the results displayed in Figures 6(0.) and 6(b) are representative, in the sense that the method of constructing confidence intervals makes little difference for well-behaved (e.g., immunoassay) data, but certain Iy matters for highly variable assays like the relaxin bioassay. This question can properly be assessed by appropriate simulation work. We are in the process of examining the performance of these and other methods by Monte Carlo work; this investigation goes beyond the scope of this case study, however.
• To our knowledge, Bayesian calibration methods of the type proposed in Section 5 are not widely used in practice. The simulation evidence ( validation, the practical drawbacks to routine implementation of Bayesian calibration may outweigh potential benefits. We note in this context also that the techniques for pooled estimation of intra-assay variation proposed in Section 3 are most likely to be of use during the assay development stage, rather than once an assay is in "production" mode.
No case study can hope to address all the issues in assay development and calibration.
Several topics of practical importance not covered in our discussion are:
• Design issues, such as the choice and spacing of standard concentrations; physical layout of standards and samples on the microtiter plates used in these assays.
• Assessment of variability other than intra-plate variation, for example, interplate within day and interday variation; placement of control samples to investigate this;
estimation of variance components in the presence of heteroscedasticity in one or more component.
• Assay "quality control", sl1ch as tracking a.ssay performance, setting acceptability criteria, guidelines for resampling.
Our experience has been that treatment of the issues discussed in this case study has been scattered throughout the statistical and clinical chemistry literature, when it exists at all.
We hope that the unified presentation in this chapter proves useful both to biostatisticians and assay practitioners dealing with issues arising in nonlinear calibration. 032,0.04 :l 0.052,0.094 0.017,0.018 0.1953125 0.142,0.155 0.164,0.166 0.121,0.124 0.390625 0.239,0.242 0.259,0.256 0.206,0.215 0.78125 0.420,0.395 0.'l39,0.439 • ....
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