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Resumen
Se elaboran diferentes presentaciones de las estructuras algebraicas que corresponden al seg-
mento {→,∧} del ca´lculo proposicional intuicionista.
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1 Introduccio´n
La idea de emplear me´todos algebraicos para los razonamientos lo´gicos se remon-
ta, por lo menos, a Leibniz pero se cristalizo´ por primera vez en el siglo XIX
con los trabajos de Boole. Con el tiempo la propuesta de este u´ltimo dio lugar
a las estructuras conocidas hoy como a´lgebras booleanas, cuyo ejemplo t´ıpico es
el ret´ıculo de subconjuntos de un conjunto. En la pra´ctica matema´tica salta a la
vista cierta correspondencia entre el comportamiento de los subconjuntos, o en
general de los elementos de las a´lgebras booleanas, y las leyes lo´gicas.
En realidad, esta correspondencia sugerida se puede precisar y constituye la
piedra angular de la lo´gica proposicional, una de las teor´ıas matema´ticas que
ma´s presentaciones distintas posee. Por un lado, llamado a veces sintaxis, la lo´gi-
ca proposicional es un sistema formal que permite realizar deducciones a partir de
premisas. Una posible presentacio´n de este aspecto de la lo´gica, asociada al nom-
bre de Hilbert, se logra mediante ciertos axiomas y una regla de inferencia (ve´ase
por ejemplo [6]); otra esta´ dada por las reglas de deduccio´n natural propuestas
por Gentzen; hay ma´s presentaciones. Por otro lado esta´ la llamada sema´ntica, en
la cual la lo´gica proposicional toma el aspecto de un ca´lculo que tambie´n puede
hacerse de manera algebraica. La presentacio´n sema´ntica ma´s sencilla consiste en
las llamadas tablas de verdad, que en principio permiten decidir si determinada
fo´rmula es “siempre verdadera”; otra sema´ntica, del todo algebraica, consiste en
leer las fo´rmulas en a´lgebras booleanas y considerar cua´ndo la lectura coincide
con el elemento ma´ximo del a´lgebra. En realidad, esto generaliza las tablas de
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verdad pues ellas constituyen la lectura de la lo´gica proposicional en el a´lgebra
booleana con dos elementos.
El teorema fundamental de la lo´gica proposicional establece que las diferen-
tes presentaciones, sinta´cticas y sema´nticas, son equivalentes. En particular, las
tautolog´ıas calculadas por tablas de verdad corresponden con exactitud a las
fo´rmulas que se pueden deducir de manera formal sin premisas. La utilidad de
esta equivalencia es grand´ısima. Por ejemplo, la sema´ntica provee un criterio sen-
cillo para determinar si determinada fo´rmula no se puede deducir, y en particular
permite probar con facilidad la consistencia del sistema deductivo. Por otra parte,
aunque en principio el ca´lculo de una tabla de verdad parece el camino ma´s sen-
cillo, este deja de serlo cuando el nu´mero n de las letras proposicionales aumenta
pues la tabla tendra´ 2n renglones. En tal caso es preferible buscar algu´n camino
deductivo.
A lo largo del siglo XX la lo´gica matema´tica fue estudiando sistemas deduc-
tivos alternativos, en algunos de los cuales ya no son va´lidos todos los principios
adoptados desde la antigu¨edad: la ley del tercero excluido, la ley de la doble nega-
cio´n o la ley de la no contradiccio´n. En orden de aparicio´n, entre ellos se pueden
destacar las lo´gicas multivaluadas, las lo´gicas modales, la lo´gica intuicionista y
las lo´gicas paraconsistentes. De manera gene´rica, estas lo´gicas se denominan no
cla´sicas en contraste con el sistema original, que llego´ a llamarse lo´gica cla´sica.
En todos los casos se procuro´ emular el modelo original: en algunas lo´gicas, se
propuso una sema´ntica y despue´s se encontraron axiomas y reglas adecuadas; en
otras, se propuso una sintaxis y despue´s se encontro´ alguna sema´ntica.
En realidad, las tablas de verdad resultaron bastante peculiares de la lo´gi-
ca cla´sica, e incluso hay sistemas deductivos formales que carecen de cualquier
sema´ntica. En cambio muchas lo´gicas s´ı poseen sema´nticas algebraicas, como las
a´lgebras booleanas para el ca´lculo proposicional cla´sico. Esta correspondencia sig-
nifica en cada caso una herramienta important´ısima para el estudio de la lo´gica
en cuestio´n.
En particular, la lo´gica intuicionista aparecio´ en la matema´tica hacia 1930
como un modelo que aproximaba de alguna manera los principios de la filo-
sof´ıa intuicionista, que es una clase de constructivismo matema´tico propuesto
por Brouwer como una alternativa al formalismo [10]. De´cadas despue´s, cuando
la geometr´ıa algebraica hab´ıa desarrollado la herramienta de los haces, en una
sorprendente “vuelta de tuerca” se descubrio´ que los universos de haces tienen
una lo´gica intr´ınseca que no siempre es cla´sica pero s´ı intuicionista [7]. Con el
lenguaje de las categor´ıas la teor´ıa de haces se generalizo´ a la teor´ıa de topos y
la lo´gica de los topos tambie´n es, en general, intuicionista [15].
Con el ca´lculo proposicional cla´sico se pueden deducir todos los resultados
de la lo´gica proposicional intuicionista, pero no al reve´s: entre los ejemplos ma´s
conocidos de fo´rmulas cla´sicas que no valen en la lo´gica intuicionista esta´n la ley
del tercero excluido (α∨¬α) y la ley de la doble negacio´n (¬¬α→ α). El ca´lculo
proposicional intuicionista tiene una sema´ntica algebraica dada por las llamadas
A´lgebras para la lo´gica implicativa con conjuncio´n 33
a´lgebras de Heyting, cuyo ejemplo t´ıpico es el ret´ıculo de abiertos de un espacio
topolo´gico. En el aspecto sema´ntico, se nota que toda a´lgebra booleana es un
a´lgebra de Heyting pero no al reve´s.
De este modo, la lo´gica intuicionista es ma´s general que la cla´sica. Existen
infinitas lo´gicas intermedias entre la intuicionista y la cla´sica [9]. Por otro lado,
una manera de generalizar un sistema deductivo formal consiste en considerar
segmentos del mismo eliminando algunos de sus conectivos. Uno de los segmentos
ma´s estudiados de la lo´gica proposicional intuicionista es el ca´lculo implicativo
[18], lo cual no es sorprendente si se tiene en cuenta el papel de la implicacio´n en
la lo´gica.
En este art´ıculo se estudia el segmento del ca´lculo proposicional intuicionista
determinado por la implicacio´n y la conjuncio´n. Este sistema deductivo no apa-
rece considerado en el texto citado ni en la literatura comu´n. Aparte de su intere´s
intr´ınseco, el aliciente para estudiar este segmento de la lo´gica tiene por lo me-
nos dos motivaciones fuertes. Por un lado, este es el segmento intuicionista ma´s
general en el cual subsiste la adjuncio´n entre implicacio´n y conjuncio´n, lo cual
a su vez permite expresar el teorema de la deduccio´n completamente mediante
fo´rmulas individuales y no mediante conjuntos de fo´rmulas. Por otra parte, esta
lo´gica proposicional corresponde al sistema de gra´ficos existenciales que resulta
al tomar como signo fundamental el de la implicacio´n [17].
Este escrito corresponde al segundo cap´ıtulo del trabajo de grado [8]. Ex-
cepto la afirmacio´n 8, todos los resultados de las subsecciones 3.2 y 3.3 fueron
descubiertos por los autores, aunque por supuesto no se descarta que aparezcan
en la literatura reciente que no ha sido posible consultar de manera exhaustiva.
El resto del art´ıculo procura ilustrar las nociones y las te´cnicas en el estudio de
las lo´gicas proposicionales no cla´sicas y sus sema´nticas algebraicas.
2 Ca´lculo implicativo con conjuncio´n
El ca´lculo implicativo con conjuncio´n (abreviado CIC) es el segmento del ca´lculo
proposicional intuicionista determinado por los conectivos de implicacio´n (→) y
conjuncio´n (∧). Puede presentarse como un sistema deductivo proposicional de
la siguiente manera. El alfabeto lo´gico es {→,∧}, como axiomas se toman los
siguientes.
1. α→ (β → α)
2. (α→ (β → γ))→ ((α→ β)→ (α→ γ))
3. (α ∧ β)→ α
4. (α ∧ β)→ β
5. (γ → α)→ ((γ → β)→ (γ → (α ∧ β)))
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La u´nica regla es Modus Ponens (abreviado MP), que a partir de α → β y α
permite pasar a β. La relacio´n de deduccio´n formal
C`
se construye de la manera
usual (ve´ase por ejemplo [6]): si Γ es un conjunto de fo´rmulas y α es una fo´rmula
entonces Γ
C`
α significa que existe una sucesio´n finita de fo´rmulas α1, α2, . . . , αn
con αn = α tal que cada “paso” αi pertenece a Γ, o tiene la forma de alguno de
los axiomas, o bien se deduce de fo´rmulas anteriores de la sucesio´n por MP.
Los primeros dos axiomas escogidos junto con MP determinan el ca´lculo impli-
cativo1. Los siguientes son algunos resultados de este ca´lculo [18], que obviamente
tambie´n son va´lidos en el CIC.
Afirmacio´n 1. Sean α, β, γ y δ fo´rmulas del CIC.
1.
C`
α→ α
2. α→ β, β → γ
C`
α→ γ
3. α→ (β → γ)
C`
β → (α→ γ)
4. α→ β, γ → δ
C`
(β → γ)→ (α→ δ)
Como es bien conocido [6], el siguiente teorema de la deduccio´n es va´lido en
cualquier sistema deductivo que contiene los primeros dos axiomas y cuya u´nica
regla de inferencia es MP.
Afirmacio´n 2. Sea Γ un conjunto de fo´rmulas del CIC y sean α, β fo´rmulas.
Si Γ, α
C`
β entonces Γ
C`
α→ β.
Por esta afirmacio´n 2, la mayor´ıa de los resultados de la anterior se vuelven
obvios. Los hechos siguientes hacen referencia directa a la conjuncio´n.
Afirmacio´n 3. Sean α, β, γ y δ fo´rmulas del CIC y sea Γ un conjunto de
fo´rmulas del mismo.
1. α ∧ α a
C`
α
2. α ∧ β a
C`
β ∧ α
3. (α ∧ β) ∧ γ a
C`
α ∧ (β ∧ γ)
4. Si α
C`
β y γ
C`
δ entonces α ∧ γ
C`
β ∧ δ
5. Γ
C`
α ∧ β si y solo si Γ
C`
α y Γ
C`
β
1En el texto de Rasiowa [18] este segmento se denomina ca´lculo proposicional de la lo´gica
implicativa positiva.
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6. α ∧ β
C`
γ si y solo si α, β
C`
γ
La prueba de estas deducciones es inmediata aunque en [8] pueden encon-
trarse algunos desarrollos detallados. En seguida se incluye como ilustracio´n la
prueba de la equivalencia (5 ).
Demostracio´n. Si Γ
C`
α∧ β, a la deduccio´n se an˜ade el axioma (α∧ β)→ α y se
aplica MP para obtener Γ
C`
α. De la misma manera se obtiene Γ
C`
β. En el otro
sentido, si de Γ se deduce α en m pasos y β en n −m pasos, entonces a la lista
completa de n pasos basta an˜adir los siguientes.
n+ 1. (α→ α)→ ((α→ β)→ (α→ (α ∧ β))) Axioma 5
n+ 2. α→ (α→ α) Axioma 1
n+ 3. α→ α MP/m, n+ 2
n+ 4. (α→ β)→ (α→ (α ∧ β)) MP/n+ 1, n+ 3
n+ 5. β → (α→ β) Axioma 1
n+ 6. α→ β MP/n, n+ 5
n+ 7. α→ (α ∧ β) MP/n+ 4, n+ 6
n+ 8. α ∧ β MP/m, n+ 7
As´ı se obtiene Γ
C`
α ∧ β.
Siguen algunas propiedades donde se combinan los dos conectivos.
Afirmacio´n 4. Sean α, β y γ fo´rmulas del CIC.
1. α ∧ (α→ β) a
C`
α ∧ β
2. α
C`
β → γ si y solo si α ∧ β
C`
γ
3. (α ∧ β)→ γ a
C`
α→ (β → γ)
4. α→ (β ∧ γ) a
C`
(α→ β) ∧ (α→ γ)
Estas son consecuencias inmediatas de los resultados anteriores.
3 Las a´lgebras
3.1 A´lgebras de Hilbert
Las estructuras presentadas en este apartado constituyen la sema´ntica algebraica
del ca´lculo implicativo. Aunque el sentido de esta correspondencia entre a´lgebras
y lo´gicas se precisa de manera te´cnica en la seccio´n 4, aqu´ı basta indicar que es la
misma relacio´n que existe entre las a´lgebras booleanas y el ca´lculo proposicional
cla´sico.
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Definicio´n 1. Un a´lgebra de Hilbert2 es una estructura algebraica que consiste
en un conjunto H con una operacio´n binaria → y una constante 1, tales que para
todo a, b, c ∈ H se satisfacen las condiciones siguientes.
1. a→ (b→ a) = 1
2. (a→ (b→ c))→ ((a→ b)→ (a→ c)) = 1
3. a→ 1 = 1
4. Si a→ b = 1 y b→ a = 1 entonces a = b
Se nota la similitud formal de las dos primeras identidades con los correspon-
dientes axiomas de la lo´gica implicativa.
Los elementos de un a´lgebra de Hilbert esta´n ordenados de manera natural
por una relacio´n que, en la contraparte lo´gica, corresponde a la deduccio´n.
Afirmacio´n 5. En cualquier a´lgebra de Hilbert la relacio´n ≤ definida como sigue
es una relacio´n de orden con ma´ximo 1.
a ≤ b si a→ b = 1
En te´rminos de esta relacio´n, las primeras dos condiciones en la definicio´n 1
toman la forma siguiente.
1. a ≤ b→ a
2. a→ (b→ c) ≤ (a→ b)→ (a→ c)
Este orden inducido tiene muchas otras propiedades notables.
Afirmacio´n 6. La relacio´n de orden esta´ndar en las a´lgebras de Hilbert tiene las
siguientes propiedades adicionales, va´lidas para elementos arbitrarios a, b, c.
1. 1→ a = a
2. Si a ≤ b entonces c→ a ≤ c→ b
3. Si a ≤ b entonces b→ c ≤ a→ c
4. a→ (b→ c) = b→ (a→ c)
5. a→ (a→ b) = a→ b
La prueba de estos hechos es inmediata aunque en [8] y en [18] pueden
encontrarse algunos desarrollos detallados. Como ilustracio´n, se incluye la prueba
de la identidad (5 ).
2Las a´lgebras de Hilbert fueron estudiadas inicialmente por A. Diego alrededor de 1965 y son
duales de una estructura introducida por Leon Henkin en 1950. En el texto de Rasiowa [18] se
denominan a´lgebras implicativas positivas.
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Demostracio´n. Por (1) de la definicio´n 1 es a → b ≤ a → (a → b). A su vez por
(2) resulta a → (a → b) ≤ (a → a) → (a → b) pero como el orden es reflexivo
se tiene a → a = 1, de donde (a → a) → (a → b) = 1 → (a → b) = a → b y
as´ı a→ (a→ b) ≤ a→ b.
La justificacio´n de los detalles referentes a los ejemplos siguientes tambie´n
puede encontrarse en [8].
Ejemplo 1. Sea X cualquier conjunto ordenado con ma´ximo 1. Para a, b ∈ X
arbitrarios se define el elemento a→ b ∈ X como sigue.
a→ b =
{
1 si a ≤ b
b en caso contrario
En estas condiciones, X es un a´lgebra de Hilbert.
Cabe observar que, en este ejemplo, el orden inducido por la estructura de
a´lgebra de Hilbert es el mismo orden original. Si el orden es lineal o total, esta
definicio´n adquiere la forma siguiente.
a→ b =
{
1 si a ≤ b
b si a > b
Por otro lado, cualquier conjunto con un elemento distinguido 1 puede verse como
un a´lgebra de Hilbert definiendo que este es el ma´ximo y que todos los dema´s
elementos no se comparan entre s´ı. Esta es la operacio´n resultante.
a→ b =
{
1 si a = b
b si a 6= b
Un subconjunto S de un conjunto ordenado arbitrario X es hereditario si para
todo s ∈ S y cada x ∈ X tal que x ≤ s tambie´n x ∈ S. Empleando la notacio´n
de segmento inicial (x] = {y ∈ X : y ≤ x}, el subconjunto S es hereditario si y
solo si (s] ⊆ S para cada s ∈ S.
Ejemplo 2. Sea X cualquier conjunto ordenado. El conjunto H(X) de todos
los subconjuntos hereditarios de X con la operacio´n → definida como sigue y la
constante X, es un a´lgebra de Hilbert.
S → T = {x ∈ X : (x] ∩ S ⊆ T}
Tanto en este ejemplo como en los dos siguientes, el orden inducido por la
estructura de a´lgebra de Hilbert es la contenencia.
Ejemplo 3. Sea X cualquier conjunto. El conjunto P(X) de partes de X con la
operacio´n → definida como sigue y la constante X, es un a´lgebra de Hilbert.
A→ B = Ac ∪B
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Ejemplo 4. Sea X un espacio topolo´gico. El conjunto Ab(X) de los abiertos de
X con la operacio´n → definida como sigue y la constante X, es un a´lgebra de
Hilbert.
U → V = Int(U c ∪ V ) = Ext(U − V )
Los tres u´ltimos ejemplos son casos particulares de a´lgebras de Heyting que,
como se vera´ ma´s adelante (corolario 2), son todas a´lgebras de Hilbert. A su vez,
el u´ltimo ejemplo es significativo por el siguiente teorema de representacio´n de
las a´lgebras de Hilbert, cuya prueba puede consultarse por ejemplo en [18].
Afirmacio´n 7. Para cada a´lgebra de Hilbert H existe algu´n espacio topolo´gico
X, que satisface el axioma de separacio´n T0, tal que H es isomorfa a una suba´lge-
bra del a´lgebra de Hilbert de los abiertos de X.
3.2 A´lgebras de Hilbert y semirret´ıculos
Como un a´lgebra de Hilbert es un conjunto ordenado, un subconjunto puede
poseer ma´xima cota inferior (abreviado mci)3. En un conjunto ordenado la mci
de un par de elementos a, b, cuando existe, se denota a ∧ b y esta´ caracterizado
por la equivalencia siguiente, va´lida para cada elemento x.
x ≤ a ∧ b si y solo si x ≤ a y x ≤ b
Un semirret´ıculo (inferior) es un conjunto ordenado en el cual cada par de ele-
mentos posee mci. De la equivalencia anterior se desprenden con facilidad las
propiedades siguientes [2], [12].
Afirmacio´n 8. En un semirret´ıculo valen las igualdades siguientes para ele-
mentos arbitrarios a, b, c.
1. a ∧ a = a
2. a ∧ b = b ∧ a
3. a ∧ (b ∧ c) = (a ∧ b) ∧ c
En este apartado se estudian aquellas a´lgebras de Hilbert que, respecto al
orden inducido, son un semirret´ıculo inferior. En especial se indaga acerca de la
compatibilidad entre las dos operaciones binarias, → y ∧, que existen en este
caso. La siguiente observacio´n inicial puede verse como una versio´n algebraica de
MP.
Afirmacio´n 9. Sea H un a´lgebra de Hilbert en la cual, para el orden inducido,
cada par de elementos posee mci. Para todos los elementos a, b ∈ H es va´lida la
desigualdad
a ∧ (a→ b) ≤ b
3La mci tambie´n se denomina extremo inferior o sencillamente Inf.
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que equivale a la identidad siguiente.
a ∧ (a→ b) = a ∧ b
Se nota que esta identidad corresponde al numeral (1) de la afirmacio´n 4.
Demostracio´n. Para cualquier elemento x ∈ H se tiene x ≤ a ∧ (a→ b) si y solo
si x ≤ a y x ≤ a→ b, si y solo si x→ a = 1 y x→ (a→ b) = 1. Sustituyendo en
el axioma (x→ (a→ b))→ ((x→ a)→ (x→ b)) = 1 es 1→ (1→ (x→ b)) = 1
y entonces por el numeral (1) de la afirmacio´n 6 se obtiene x → b = 1, es decir,
x ≤ b. Tomando en particular x = a ∧ (a→ b) resulta la desigualdad enunciada.
Respecto a la identidad, en general a ∧ c = a ∧ b si y solo si a ∧ c ≤ b y
a∧ b ≤ c. En este caso siempre a∧ b ≤ b ≤ a→ b = c luego la identidad equivale
a la desigualdad probada.
Siguen algunas otras propiedades de las a´lgebras de Hilbert que son semi-
rret´ıculo inferior respecto al orden inducido.
Afirmacio´n 10. Sea H un a´lgebra de Hilbert en la cual, para el orden inducido,
cada par de elementos posee mci. Las condiciones siguientes son va´lidas para
todos los elementos a, b, c ∈ H.
1. Si a ≤ b→ c entonces a ∧ b ≤ c
2. a→ (b→ c) ≤ (a ∧ b)→ c
3. a→ (b ∧ c) ≤ (a→ b) ∧ (a→ c)
4. a→ (a ∧ b) ≤ a→ b
Demostracio´n. 1. Si a ≤ b → c entonces a ∧ b = b ∧ a ≤ b ∧ (b → c) y, por la
afirmacio´n 9, b ∧ (b→ c) ≤ c de donde a ∧ b ≤ c.
2. Como a ∧ b ≤ a, se tiene a → (b → c) ≤ (a ∧ b) → (b → c) por la
afirmacio´n 6; la lectura ordenada del axioma de a´lgebra de Hilbert entran˜a
(a ∧ b) → (b → c) ≤ ((a ∧ b) → b) → ((a ∧ b) → c); pero (a ∧ b) → b = 1
porque a∧ b ≤ b, luego ((a∧ b)→ b)→ ((a∧ b)→ c) = (a∧ b)→ c. De esta
manera se obtiene a→ (b→ c) ≤ (a ∧ b)→ c.
3. Como b∧ c ≤ b y b∧ c ≤ c, por la afirmacio´n 6 se tiene a→ (b∧ c) ≤ a→ b
y a→ (b ∧ c) ≤ a→ c, de donde a→ (b ∧ c) ≤ (a→ b) ∧ (a→ c).
4. Esta es una consecuencia de la desigualdad anterior pues por ella se tiene
en particular a→ (a ∧ b) ≤ (a→ a) ∧ (a→ b) = 1 ∧ (a→ b) = a→ b.
Las condiciones anteriores son equivalentes entre s´ı de manera trivial, porque
siempre son va´lidas. Las siguientes tambie´n son equivalentes entre s´ı pero no se
cumplen en todas las a´lgebras.
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Afirmacio´n 11. Sea H un a´lgebra de Hilbert en la cual, para el orden inducido,
cada par de elementos posee mci. Las condiciones siguientes, va´lidas en cada caso
para todos los elementos a, b, c ∈ H, son equivalentes entre s´ı.
1. Si a ∧ b ≤ c entonces a ≤ b→ c
2. (a ∧ b)→ c ≤ a→ (b→ c)
3. (a→ b) ∧ (a→ c) ≤ a→ (b ∧ c)
4. a→ b ≤ a→ (a ∧ b)
5. b ≤ a→ (a ∧ b)
Demostracio´n.
• (1) implica (2) Por la afirmacio´n 9 se tiene (a ∧ b) ∧ ((a ∧ b) → c) ≤ c, lo
cual por la afirmacio´n 8 puede expresarse como (((a ∧ b)→ c) ∧ a) ∧ b ≤ c.
Aplicando dos veces (1) se obtiene (a ∧ b)→ c ≤ a→ (b→ c).
• (2) implica (1) Si a∧ b ≤ c entonces (a∧ b)→ c = 1, luego por (2) tambie´n
a→ (b→ c) = 1, es decir, a ≤ b→ c.
• (1) implica (3) Por la afirmacio´n 8 se tiene ((a → b) ∧ (a → c)) ∧ a =(
(a → b) ∧ (a → c)) ∧ (a ∧ a) = (a ∧ (a → b)) ∧ (a ∧ (a → c)). Ahora
por la afirmacio´n 9 se tiene a ∧ (a → b) ≤ b y a ∧ (a → c) ≤ c, de donde
(a ∧ (a→ b)) ∧ (a ∧ (a→ c)) ≤ b ∧ c. As´ı ((a→ b) ∧ (a→ c)) ∧ a ≤ b ∧ c y
por (1) resulta (a→ b) ∧ (a→ c) ≤ a→ (b ∧ c).
• (3) implica (4) Por las propiedades del orden inducido se tiene a → b =
1 ∧ (a → b) = (a → a) ∧ (a → b) y por (3), en particular, se obtiene
(a→ a) ∧ (a→ b) ≤ a→ (a ∧ b). Luego a→ b ≤ a→ (a ∧ b).
• (4) implica (5) Es inmediato porque b ≤ a→ b.
• (5) implica (1) Si a∧ b ≤ c, por la afirmacio´n 6 es b→ (a∧ b) ≤ b→ c. Pero
por (5), mutatis mutandis, a ≤ b→ (a ∧ b). As´ı a ≤ b→ c.
Las condiciones listadas pueden amalgamarse con las propiedades va´lidas de
la afirmacio´n 10, dando lugar al siguiente resultado notable.
Teorema 1. Sea H un a´lgebra de Hilbert en la cual, para el orden inducido, cada
par de elementos posee mci. Las condiciones siguientes, va´lidas en cada caso para
todos los elementos a, b, c ∈ H, son equivalentes entre s´ı.
1. a ≤ b→ c si y solo si a ∧ b ≤ c
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2. (a ∧ b)→ c = a→ (b→ c)
3. a→ (b ∧ c) = (a→ b) ∧ (a→ c)
4. a→ (a ∧ b) = a→ b
Se nota que las tres primeras de estas propiedades corresponden a los nume-
rales (2), (3) y (4) de la afirmacio´n 4.
Como ya se indico´ antes, estas condiciones no valen en todas las a´lgebras de
Hilbert cuyo orden inducido determina un semirret´ıculo.
Ejemplo 5. Sea S un semirret´ıculo inferior con ma´ximo cuyo orden no es lineal.
Mediante la convencio´n presentada en el ejemplo 1 este semirret´ıculo determi-
na un a´lgebra de Hilbert en la cual cada par de elementos tiene mci, pero esta
estructura S no valida las condiciones del teorema 1.
Demostracio´n. Pues sean a, b ∈ S tales que a  b y b  a, se nota que entonces
tambie´n a  a ∧ b y b  a ∧ b. Al tomar c = a ∧ b evidentemente a ∧ b ≤ c
mientras b → c = b → (a ∧ b) = a ∧ b luego a  b → c y no se cumple
la equivalencia (1) del teorema 1. Por otro lado para estos elementos se tiene
a→ (b→ c) = a→ (a∧b) = a∧b y (a∧b)→ c = (a∧b)→ (a∧b) = 1, con a∧b 6= 1
porque a∧ b = 1 entran˜a la contradiccio´n a = b, luego (a∧ b)→ c  a→ (b→ c)
y no se cumple la igualdad (2) del teorema 1. Finalmente para este mismo caso
particular es a→ (a ∧ b) = a ∧ b y a→ b = b luego a→ b  a→ (a ∧ b) y no se
cumple la igualdad (4) del teorema 1.
Respecto a la igualdad (3) del teorema 1 sean a, c ∈ S tales que a  c y
c  a. Al tomar b = a se tiene a → (b ∧ c) = a → (a ∧ c) = a ∧ c y (a →
b) ∧ (a → c) = (a → a) ∧ (a → c) = 1 ∧ (a → c) = a → c = c, de donde
(a→ b) ∧ (a→ c)  a→ (b ∧ c).
Como se observara´ en otros ejemplos, en general el cumplimiento de las con-
diciones del teorema 1 no implica la linealidad del orden, eso solo ocurre si la
operacio´n → esta´ definida como en el ejemplo 1. Debe tenerse en cuenta que
sobre un conjunto pueden definirse diferentes estructuras de a´lgebra de Hilbert
que inducen la misma relacio´n de orden.
Definicio´n 2. Un semirret´ıculo de Hilbert (abreviado sH) es un a´lgebra de Hil-
bert en la cual, para el orden inducido, cada par de elementos posee mci y que
adema´s valida las condiciones del teorema 1.
Corolario 1. Sea H un sH. Las condiciones siguientes son va´lidas para todos
los elementos a, b, c ∈ H.
1. (a ∧ b)→ a = 1
2. (a ∧ b)→ b = 1
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3. (c→ a)→ ((c→ b)→ (c→ (a ∧ b))) = 1
Demostracio´n. Las primeras dos igualdades son inmediatas pues a ∧ b ≤ a, b.
Respecto a la tercera, ella equivale a (c→ a) ≤ (c→ b)→ (c→ (a ∧ b)), lo cual
por (1) del teorema 1 equivale a (c→ a) ∧ (c→ b) ≤ c→ (a ∧ b) que a su vez es
va´lido por (3) del mismo resultado.
Ejemplo 6. Toda a´lgebra de Hilbert cuyo orden inducido es lineal, es un sH.
Demostracio´n. En efecto, en un conjunto ordenado lineal la mci de dos elementos
siempre existe y es el mı´nimo entre ellos. Dados dos elementos a, b de un a´lgebra
de Hilbert lineal, si a ≤ b entonces a → (a ∧ b) = a → a = 1 y tambie´n
a → b = 1 de suerte que a → (a ∧ b) = a → b; si b ≤ a entonces de inmediato
a→ (a∧ b) = a→ b. As´ı se cumple la condicio´n (4) del teorema 1 y la estructura
es un sH.
En particular, cualquier conjunto ordenado lineal con ma´ximo es un sH se
define la operacio´n → como se indica despue´s del ejemplo 1. De esta manera,
el a´lgebra de Hilbert asociada a un conjunto ordenado con ma´ximo mediante la
definicio´n dada en ese ejemplo resulta ser un sH si y solo si el orden es lineal.
Ejemplo 7. El a´lgebra de Hilbert de todos los subconjuntos hereditarios de un
conjunto ordenado (ejemplo 2), el a´lgebra de partes de un conjunto (ejemplo 3)
y el de los abiertos de un espacio topolo´gico (ejemplo 4) son sH en los cuales la
mci es la interseccio´n, ve´ase [8] para los detalles. De hecho, como se vera´ en la
pro´xima seccio´n, todas las a´lgebras de Heyting son sH.
3.3 Presentaciones alternativas
Como sucede con muchas estructuras algebraicas, los sH pueden presentarse me-
diante diversas definiciones equivalentes. En esta seccio´n se muestran tres de estas
presentaciones, sin pruebas detalladas.
La primera condicio´n del teorema 1 define un elemento distinguido en la teor´ıa
de ret´ıculos, que en realidad puede considerarse en el ambiente ma´s general de
los semirret´ıculos.
Definicio´n 3. Dados dos elementos a, b de un semirret´ıculo inferior S, un ele-
mento e ∈ S es seudocomplemento4 de a relativo a b si para cada x ∈ S es va´lida
la equivalencia siguiente.
x ≤ e si y solo si x ∧ a ≤ b
De esta definicio´n se sigue de inmediato que si un elemento e es seudocom-
plemento de a relativo a b en un semirret´ıculo S, entonces se tiene la igualdad
siguiente.
e = ma´x{x ∈ S : x ∧ a ≤ b}
4En la terminolog´ıa de la teor´ıa de categor´ıas esta es la exponencial [15].
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Luego el seudocomplemento de a relativo a b, cuando existe, esta´ determinado de
manera u´nica por estos elementos en ese orden. En consecuencia puede adoptarse
la notacio´n a → b para el seudocomplemento relativo5. En estos te´rminos, la
definicio´n 4 se expresa como sigue.
x ≤ a→ b si y solo si x ∧ a ≤ b (∗)
Afirmacio´n 12. En un semirret´ıculo inferior en el cual cada elemento posee
seudocomplemento relativo a cualquiera, valen las condiciones siguientes para
elementos arbitrarios a, b.
1. El elemento a→ a es el ma´ximo (y en adelante se denota 1)
2. a ≤ b si y solo si a→ b = 1
3. a ∧ (a→ b) ≤ b
Ahora no es dif´ıcil llegar al siguiente resultado importante.
Afirmacio´n 13. Un sH puede definirse como un semirret´ıculo inferior en el cual
cada elemento posee seudocomplemento relativo a cualquiera.
Un ret´ıculo es un conjunto ordenado en el cual cada par de elementos posee
mci y tambie´n mı´nima cota superior (abreviado mcs)6. Un a´lgebra de Heyting
puede definirse como un ret´ıculo con ma´ximo y mı´nimo en el cual cada elemento
posee seudocomplemento relativo a cualquiera7. El conjunto de todos los subcon-
juntos hereditarios de un conjunto ordenado (ejemplo 2), el conjunto de partes de
un conjunto (ejemplo 3) y el de los abiertos de un espacio topolo´gico (ejemplo 4),
ordenados por la contenencia, son a´lgebras de Heyting en los cuales la mci es la
interseccio´n [15], [16]. Con esta definicio´n el hecho siguiente es una consecuencia
inmediata de la afirmacio´n 13.
Corolario 2. Toda a´lgebra de Heyting es un sH y, por tanto, es un a´lgebra de
Hilbert.
As´ı como la equivalencia (*) define el seudocomplemento en te´rminos de la
operacio´n ∧, de la misma manera permite definir la mci en te´rminos de la opera-
cio´n →. Esto provee otra definicio´n de los sH, que en cierta forma es dual de la
dada por la afirmacio´n 13. Para evitar confusio´n, se empleara´ uno de los te´rminos
equivalentes a “mci”.
Definicio´n 4. Dados dos elementos a, b de un a´lgebra de Hilbert H, un elemento
f ∈ H es extremo inferior de a y b si para cada y ∈ H es va´lida la equivalencia
siguiente.
f ≤ y si y solo si a ≤ b→ y
5En la teor´ıa de categor´ıas la exponencial se denota ba.
6La mcs tambie´n se denomina extremo superior o sencillamente Sup.
7En el texto de Rasiowa [18] las a´lgebras de Heyting se denominan a´lgebras seudo-booleanas
y en el de Birkhoff [2] se llaman ret´ıculos brouwerianos.
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De esta definicio´n se sigue de inmediato que si un elemento f es extremo infe-
rior de a y b en un a´lgebra de Hilbert H, entonces se tiene la igualdad siguiente.
f = mı´n{y ∈ H : a ≤ b→ y}
Luego el extremo inferior de a y b, cuando existe, esta´ determinado de manera
u´nica por estos elementos. En consecuencia puede adoptarse la notacio´n a∧b para
el extremo inferior y, en estos te´rminos, la definicio´n 4 se expresa como sigue.
a ∧ b ≤ y si y solo si a ≤ b→ y (∗∗)
El resultado que sigue permite verificar que el extremo inferior recie´n definido
en efecto es la mci de a y b respecto al orden inducido en el a´lgebra de Hilbert.
Afirmacio´n 14. En un a´lgebra de Hilbert en la cual cada par de elementos posee
extremo inferior (en el sentido de la definicio´n 4), valen las condiciones siguientes
para elementos arbitrarios a, b, c.
1. a ≤ b→ (a ∧ b)
2. a ∧ 1 = a
3. (a→ b) ∧ (a→ c) ≤ a→ (b ∧ c)
As´ı se llega al resultado siguiente.
Afirmacio´n 15. Un sH puede definirse como un a´lgebra de Hilbert en la cual
cada par de elementos posee extremo inferior (en el sentido de la definicio´n 4).
Un teorema importante debido a Birkhoff establece que una clase de a´lgebras
es una variedad, lo cual significa que ella es cerrada bajo suba´lgebras, ima´genes
homomorfas y productos directos, si y solo si es ecuacional, es decir, si la clase
puede definirse mediante un sistema de axiomas constituido completamente por
identidades [5]. Esto inspira el intere´s de intentar definir una estructura dada
empleando u´nicamente igualdades.
Ejemplo 8. Es un hecho conocido de la teor´ıa de ret´ıculos que las tres identidades
de la afirmacio´n 8 definen la estructura de semirret´ıculo [2], [13]. El orden se
recupera mediante la definicio´n siguiente.
a ≤ b si y solo si a ∧ b = a
Combinando este hecho con una caracterizacio´n ecuacional de las a´lgebras de
Hilbert que puede encontrarse en el texto de Rasiowa [18], se llega al resultado
siguiente.
Teorema 2. Un sH puede definirse como un conjunto con dos operaciones bina-
rias →, ∧ que satisfacen las identidades siguientes.
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1. (a→ a)→ b = b
2. a→ (b→ c) = (a→ b)→ (a→ c)
3. (a→ b)→ ((b→ a)→ b) = (b→ a)→ ((a→ b)→ a)
4. a ∧ a = a
5. a ∧ b = b ∧ a
6. a ∧ (b ∧ c) = (a ∧ b) ∧ c
7. a ∧ (a→ b) = a ∧ b
8. a→ (a ∧ b) = a→ b
Las primeras tres identidades corresponden a la definicio´n de a´lgebra de Hil-
bert; las siguientes tres definen un semirret´ıculo; las otras dos igualdades estable-
cen la compatibilidad entre las dos operaciones y corresponden, respectivamente,
a la afirmacio´n 9 y a la condicio´n (4) del teorema 1. No´tese que estas u´ltimas
identidades presentan una interesante dualidad formal.
Corolario 3. La clase de los semirret´ıculos de Hilbert es una variedad.
4 Correspondencia
En esta seccio´n se precisa una equivalencia que existe entre el sistema deductivo
presentado en la segunda seccio´n y las estructuras algebraicas estudiadas en la
tercera. Como ya se indico´ antes, se trata de una generalizacio´n de la corres-
pondencia entre el ca´lculo proposicional cla´sico y las a´lgebras booleanas, y de
la menos conocida equivalencia entre el ca´lculo proposicional intuicionista y las
a´lgebras de Heyting.
La correspondencia inicia con cierto tipo de traduccio´n. Puesto que los co-
nectivos del CIC corresponden con exactitud a las operaciones ba´sicas de los sH,
las fo´rmulas lo´gicas pueden “leerse” en las estructuras algebraicas. Esta lectura
se precisa de manera te´cnica como sigue.
Si H es un sH, una valuacio´n en H es cualquier funcio´n v de las letras
proposicionales en el conjunto H. Luego, la extensio´n v de la valuacio´n v se
define por recurrencia de la siguiente manera.
• Si p es una letra proposicional entonces v[p] = v(p)
• v[α→ β] = v[α]→ v[β]
• v[α ∧ β] = v[α] ∧ v[β]
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Con la valuacio´n es posible definir que una expresio´n proposicional sea “ver-
dadera” en los sH. De manera precisa, si H es un sH entonces una fo´rmula α del
CIC es va´lida en H, lo cual se simboliza
H  α,
si para cualquier valuacio´n v en H se tiene v[α] = 1.
Ejemplo 9. Para un sH arbitrario H se tiene H  α → α, puesto que v[α →
α] = v[α]→ v[α] = 1. Por otro lado, si H es un a´lgebra de Hilbert lineal con por
lo menos tres elementos entonces H 2 ((p→ q)→ p)→ p.8 En efecto, dados los
elementos a, b ∈ H con b < a < 1, tomando v(p) = a y v(q) = b se obtiene v[((p→
q) → p) → p] = ((a → b) → a) → a =
(b→ a)→ a = 1→ a = a 6= 1.
Con las convenciones anteriores es posible definir la relacio´n de “forzamiento”
o consecuencia en las estructuras algebraicas en cuestio´n. Si Γ es un conjunto de
fo´rmulas del CIC y α es una fo´rmula del mismo ca´lculo entonces α es consecuencia
de Γ, lo cual se denota
Γ 
sH
α,
si para cualquier sH H tal que H  γ para cada γ ∈ Γ, tambie´n H  α.
Ejemplo 10. α → β, β → γ 
sH
α → γ porque para cualquier sH H y cualquier
valuacio´n v, v[α → β] = v[β → γ] = 1 significa v[α] ≤ v[β] y v[β] ≤ v[γ] de
donde v[α] ≤ v[γ] y as´ı v[α → γ] = v[α] → v[γ] = 1. Por otro lado, en una sH
que posea al menos un elemento distinto del ma´ximo es fa´cil definir una valuacio´n
que muestra que p→ q, q 2
sH
p.
Ahora la correspondencia entre el sistema deductivo (CIC) y la estructura
algebraica (sH), sugerida desde el comienzo del art´ıculo, se cristaliza en la igual-
dad entre la relacio´n de deduccio´n
C`
y la de consecuencia 
sH
. Una parte de ese
resultado se establece con facilidad, es el resultado siguiente conocido en general
como teorema de validez.
Teorema 3. Sea Γ un conjunto de fo´rmulas del CIC y sea α una fo´rmula del
mismo.
Si Γ
C`
α entonces Γ 
sH
α.
Demostracio´n. En primer lugar, los axiomas del CIC son todos va´lidos en los sH.
La validez de los primeros dos es consecuencia inmediata de los primeros axiomas
de las a´lgebras de Hilbert (definicio´n 1); la de los restantes se sigue del corolario 1.
Respecto a la regla de deduccio´n MP, sea H un sH tal que H  α→ β y H  α.
8Esta fo´rmula se denomina ley de Peirce.
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Entonces para cualquier valuacio´n v en H se tiene v[α] → v[β] = v[α → β] = 1
de donde v[α] ≤ v[β], pero v[α] = 1 luego tambie´n v[β] = 1. Es decir, H  β.
As´ı, supo´ngase que Γ
C`
α, sea α1, α2, . . . , αn una deduccio´n de α a partir de Γ,
y sea H un sH tal que H  γ para cada γ ∈ Γ. Por induccio´n se sigue que H  αi
para cada i: si αi ∈ Γ, por hipo´tesis; si αi tiene la forma de un axioma del CIC,
por la validez indicada arriba; si αi se deduce por MP de fo´rmulas anteriores, por
el argumento de arriba. Luego en particular H  α, y de esta manera Γ 
sH
α.
El teorema de validez constituye una herramienta poderosa para establecer
que ciertas fo´rmulas no pueden deducirse en el CIC.
Ejemplo 11. p→ q, q 0
C
p pues, por el ejemplo 10, p→ q, q 2
sH
p. Por otro lado,
por el ejemplo 9 se tiene 0
C
((p→ q)→ p)→ p.
El resultado en la otra direccio´n, conocido como el teorema de completitud, es
bastante ma´s dif´ıcil de establecer. Una prueba parcial se logra con la construccio´n
siguiente, debida a Lindenbaum y Tarski.
En el conjunto de todas las fo´rmulas del CIC se define la relacio´n ≈ como
sigue.
α ≈ β si α
C`
β y β
C`
α
Es evidente que la deduccio´n, vista como relacio´n entre fo´rmulas, es reflexiva
y transitiva. Luego, como siempre sucede en estos casos, ≈ es una relacio´n de
equivalencia y la relacio´n ≤ definida entre clases como [α] ≤ [β] si α
C`
β es una
relacio´n de orden en el conjunto cociente. La relacio´n de equivalencia ≈ adema´s
presenta la siguiente compatibilidad.
Afirmacio´n 16. Si α ≈ α′ y β ≈ β′ entonces
α→ β ≈ α′ → β′ y α ∧ β ≈ α′ ∧ β′.
Demostracio´n. Empleando las hipo´tesis α′
C`
α y β
C`
β′ se obtiene la cadena
α → β, α′
C`
α → β, α
C`
β
C`
β′ y entonces por el teorema de la deduccio´n
(afirmacio´n 2) es α→ β
C`
α′ → β′; por simetr´ıa α′ → β′
C`
α→ β. Por otro lado,
la equivalencia α ∧ β ≈ α′ ∧ β′ se concluye de inmediato por el resultado (4 ) de
la afirmacio´n 3.
En consecuencia, esta´n bien definidas las siguientes operaciones entre clases.
[α]→ [β] = [α→ β]
[α] ∧ [β] = [α ∧ β]
Afirmacio´n 17. El conjunto de todos los teoremas del CIC constituyen una clase
de equivalencia segu´n la relacio´n ≈.
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Demostracio´n. Si τ es un teorema del CIC entonces para cualquier fo´rmula α
se tiene α
C`
τ porque, en realidad,
C`
τ . En particular, si σ es otro teorema
entonces σ
C`
τ y, por simetr´ıa, τ
C`
σ. De esta manera τ ≈ σ y todos los teoremas
pertenecen a una misma clase. Ahora si para alguna fo´rmula β se tiene τ ≈ β, de
C`
τ y τ
C`
β se sigue
C`
β, es decir, β tambie´n es un teorema.
La clase de los teoremas se denota 1.
Teorema 4. El conjunto cociente de las fo´rmulas entre la relacio´n ≈, junto con
las operaciones definidas arriba y la clase 1, es un sH.
Demostracio´n. Se escoge la definicio´n de sH dada por la afirmacio´n 13. Por los
axiomas (3), (4) y (5) del CIC es evidente que [α ∧ β] es la mci de [α] y [β] en el
conjunto cociente. Ahora para cualquier fo´rmula χ se tiene [χ] ≤ [α] → [β] si y
solo si χ
C`
α→ β; si y solo si χ ∧ α
C`
β por las afirmaciones 2 y 3(6); si y solo si
[χ] ∧ [α] ≤ [β].
El sH obtenido en el teorema 4 se denota L y se denomina a´lgebra de Lin-
denbaum del CIC.
Afirmacio´n 18. La valuacio´n v0 en L definida en las letras proposicionales como
v0(p) = [p] se extiende como v0[α] = [α] para cualquier fo´rmula α.
Demostracio´n. Por induccio´n en fo´rmulas en el alfabeto lo´gico {→,∧}.
Con estas construcciones, es posible demostrar el siguiente rec´ıproco parcial
del teorema de validez (teorema 3), llamado teorema de completitud porque es-
tablece que el CIC permite demostrar todas las fo´rmulas va´lidas en los sH.
Teorema 5. Sea α una fo´rmula del CIC.
Si 
sH
α entonces
C`
α.
Demostracio´n. Si 
sH
α entonces en particular en el a´lgebra de Lindenbaum L,
que es un sH, con la valuacio´n v0 se tiene v0[α] = 1. Por las afirmaciones 17 y 18
esta igualdad significa que la clase de equivalencia segu´n ≈ de α es el conjunto
de los teoremas del CIC, lo cual equivale a
C`
α.
Combinando los teoremas 3 y 5, se obtiene que las fo´rmulas deducibles sin
premisas en el CIC son, con toda exactitud, las fo´rmulas va´lidas en los sH. Como
una ilustracio´n del significado de esta equivalencia se puede precisar la relacio´n,
sugerida antes, entre la deduccio´n en el CIC y el orden en los sH.
Corolario 4. Sean α, β fo´rmulas del CIC. Se tiene α
C`
β si y solo si para
cualquier sH H y para cualquier valuacio´n v es v[α] ≤ v[β].
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Demostracio´n. En efecto, α
C`
β si y solo si
C`
α → β por el teorema de la
deduccio´n (afirmacio´n 2); si y solo si 
sH
α→ β por los teoremas de esta seccio´n;
si y solo si v[α→ β] = 1 para cualquier valuacio´n v; si y solo si v[α]→ v[β] = 1;
si y solo si v[α] ≤ v[β].
La construccio´n de Lindenbaum y Tarski es elegant´ısima pero tiene limitacio-
nes importantes y evidentes. La ma´s ostensible, sin duda, es que no incluye el caso
con un conjunto Γ no vac´ıo de premisas, ni siquiera con un conjunto Γ finito. En
efecto, aunque el teorema de la deduccio´n (afirmacio´n 2) permite ver deducciones
con finitas premisas como deducciones con Γ vac´ıo, no es claro en manera alguna
que suceda lo mismo para la relacio´n 
sH
. Pues la u´ltima desigualdad v[α] ≤ v[β]
del corolario 4 no equivale a la implicacio´n “si v[α] = 1 entonces v[β] = 1”.
Estas limitaciones sugieren la necesidad de desarrollar me´todos ma´s potentes
para estudiar las correspondencias entre sistemas deductivos y estructuras alge-
braicas. En los an˜os 80 del siglo XX, Blok y Pigozzi propusieron la teor´ıa de las
lo´gicas algebrizables en el contexto del a´lgebra universal [3], [14]; en los albores
del siglo XXI ya se conocen propuestas au´n ma´s generales y abstractas [11].
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