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4 LE PROBLE`ME DE KADISON-SINGER
(d’apre`s A. Marcus, D. Spielman et N.
Srivastava)
Alain VALETTE
Se´minaire Bourbaki, Juin 2014;
66e`me anne´e, 2013-2014; no 1088
The results that we have obtained leave the question of uniqueness of
extension of the singular pure states of Ad open. We incline to view that
such extension is non-unique (...) (R.V. Kadison and I.M. Singer, [KS],
p. 397).
1 Introduction
1.1 E´nonce´ du proble`me
Si H est un espace de Hilbert, une C∗-alge`bre sur H est une ∗-sous-alge`bre,
ferme´e pour la norme-ope´rateur, de l’alge`bre B(H) des ope´rateurs line´aires
borne´s sur H. Si A est une C∗-alge`bre unitale sur H, un e´tat sur A est une
fonctionnelle line´aire continue ϕ sur A, positive (c-a`-d. ϕ(x∗x) ≥ 0 pour tout
x ∈ A), et normalise´e (ϕ(1) = 1). L’espace S(A) des e´tats sur A est une
partie convexe faible-∗ compacte du dual de A; un e´tat est pur si c’est un
point extreˆme de S(A).
Exemple 1.1 Avec A = B(H): si ξ ∈ H est un vecteur de norme 1, l’e´tat
ϕ(T ) = 〈T (ξ)|ξ〉 est pur; ces e´tats s’appellent e´tats vectoriels.
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Exemple 1.2 Si A est commutative, les e´tats purs sont exactement les car-
acte`res de A. En effet, la transforme´e de Gelfand identifie A a` C(X), la C∗-
alge`bre des fonctions continues sur un espace compact X; par le the´ore`me de
repre´sentation de Riesz, S(C(X)) s’identifie a` l’espace des mesures de prob-
abilite´s sur X; une telle mesure est extre´male si et seulement si c’est une
masse ponctuelle, donc l’e´tat correspondant est l’e´valuation en un point de
X.
Pour A une C∗-alge`bre unitale de B(H), une application du the´ore`me de
Hahn-Banach montre que tout e´tat ϕ de A s’e´tend en un e´tat de B(H) (voir
[Dix], lemme 2.10.1). L’ensemble des extensions de ϕ est un convexe Kϕ
faible-∗ compact de B(H)∗. Si ϕ est pur, les points extreˆmes de Kϕ sont des
e´tats purs de B(H) (en effet, dans ce cas Kϕ est une face de S(B(H))). Par
le the´ore`me de Krein-Milman, un e´tat pur sur A s’e´tend en un unique e´tat
pur de B(H) si et seulement s’il s’e´tend en un unique e´tat de B(H).
Exemple 1.3 B(H)) admet des e´tats purs qui ne sont pas vectoriels. En
effet, conside´rons C[0, 1] comme une C∗-alge`bre agissant par multiplication
sur H= L2[0, 1]. Un e´tat pur de B(H) qui e´tend un e´tat pur de C[0, 1] ne
peut eˆtre vectoriel, car les fonctions de C[0, 1] n’ont pas de vecteur propre
commun sur H.
Exemple 1.4 Il est facile de voir qu’une extension d’un e´tat non pur n’est
pas unique en ge´neral. Prenons par exemple l’alge`bre A ≃ C2 des matri-
ces diagonales dans l’alge`bre M2(C) des matrices 2-fois-2 complexes. Con-
side´rons les matrices positives B1 =
(
1/2 0
0 1/2
)
et
(
1/2 i/2
−i/2 1/2
)
. Les
e´tats S 7→ Tr(SB1) et S 7→ Tr(SB2) de M2(C) se restreignent tous deux en
l’e´tat non pur (a1, a2) 7→ a1+a22 de A.
En 1959, R.V. Kadison et I.M. Singer [KS] e´tudient la proprie´te´ d’extension
unique des e´tats purs sur les C∗-alge`bres abe´liennes maximales (MASA) de
B(H). Si H=L2[0, 1] (avec la mesure de Lebesgue) et A = L∞[0, 1] agissant
par multiplication, ils montrent que A n’a pas la proprie´te´ d’extension unique
des e´tats purs ([KS], Theorem 2). Pour H=ℓ2(N) et l’alge`bre D = ℓ∞(N) des
ope´rateurs diagonaux, ils posent la question:
Proble`me de Kadison-Singer: D a-t-elle la proprie´te´ d’extension
unique des e´tats purs?
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Exemple 1.5 Pour k ∈ N, l’e´tat pur ϕk de D, de´fini par ϕk((an)n∈N) = ak,
admet comme unique extension a` B(ℓ2(N)) l’e´tat pur T 7→ 〈Tek|ek〉, ou` ek
est le k-ie`me vecteur de la base canonique de ℓ2(N). En effet, soit ψ un e´tat
pur de B(ℓ2(N)) qui e´tend ϕk, et πψ la repre´sentation GNS associe´e. L’e´tat
ψ ne s’annule pas sur l’ide´al K des ope´rateurs compacts (puisqu’il prend la
valeur 1 sur le projecteur de rang 1 associe´ a` ek). Ainsi la restriction de
πψ a` K est une repre´sentation irre´ductible de K, elle est donc e´quivalente
a` la repre´sentation standard de K, donc ψ est un e´tat vectoriel; c’est l’e´tat
associe´ a` ek, comme on le voit facilement
1.
Il y a une fac¸on canonique d’e´tendre un e´tat de D en un e´tat de B(ℓ2(N)),
graˆce a` l’espe´rance conditionnelle E : B(ℓ2(N))→ D : T 7→ diag(T ) (ou`
diag(T ) est la diagonale de T dans la base canonique): si ϕ est un e´tat de D,
alors ϕ ◦E est un e´tat de B(ℓ2(N)) qui e´tend ϕ (si ϕ est pur, alors ϕ ◦E est
un e´tat pur de B(ℓ2(N)), voir [An1], Theorem 1). Le proble`me de Kadison-
Singer se reformule donc ainsi : si ϕ est un e´tat pur de D, l’e´tat ϕ◦E est-il la
seule extension en un e´tat de B(ℓ2(N))? Quoiqu’ils aient e´tabli l’unicite´ de E
comme espe´rance conditionnelle B(ℓ2(N))→ D (voir [KS, Thm.1]), Kadison
et Singer tendaient a` penser que la re´ponse devait eˆtre ne´gative, comme
l’indique la phrase en exergue2.
1.2 Motivations
Dans [KS], Kadison et Singer e´crivent qu’ils ont appris le proble`me de I.
Kaplansky et I. Segal. Cependant, lors d’expose´s plus re´cents (voir par ex-
emple [Jor]), Kadison a affirme´ que le proble`me trouve sa source dans certains
passages du livre de P.A.M. Dirac [Dir] sur les fondements de la me´canique
1Notons que D ≃ C(βN), ou` βN est le compactifie´ de Stone-Cˇech de N, c-a`-d.
l’ensemble des ultrafiltres de N. Pour attaquer le proble`me de Kadison-Singer, il suffi-
rait donc de conside´rer les e´tats purs de D correspondant aux ultrafiltres libres de N.
Cette approche a e´te´ conside´re´e (voir par exemple [An2]), mais n’intervient pas dans la
re´cente solution du proble`me de Kadison-Singer.
2Le proble`me d’extension unique des e´tats purs peut se reformuler pour d’autres
MASAs dans d’autres alge`bres de von Neumann. En particulier, dans un article
re´cent [Pop], Popa montre que le proble`me de Kadison-Singer est e´quivalent a` la pro-
prie´te´ d’extension unique des e´tats purs pour l’ultraproduit des alge`bres diagonales
dans l’ultraproduit des Mn(C), qui est un facteur de type II1; il montre e´galement,
inde´pendamment des re´sultats de Marcus-Spielman-Srivastava, que si ω est un ultrafil-
tre libre sur N et si A est une MASA singulie`re dans un facteur M de type II1, alors
l’ultraproduit Aω a la proprie´te´ d’extension unique des e´tats purs dans l’ultraproduitMω.
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quantique. La question traite´e par Dirac est: comment de´terminer les prob-
abilite´s 〈〈de base 〉〉 associe´es aux e´tats quantiques d’un syste`me ? A` la section
18 de [Dir], Dirac sugge`re de commencer par conside´rer un ensemble complet
d’observables commutant deux a` deux3; un tel ensemble forme la partie auto-
adjointe d’une MASA. Ensuite, on spe´cifie les distributions de probabilite´ as-
socie´es aux observables de cet ensemble dans un e´tat quantique donne´: cela
revient a` fixer un e´tat ϕ sur la MASA4. Enfin, on veut ge´ne´raliser cette infor-
mation au syste`me entier, c-a`-d. e´tendre cette distribution de probabilite´ a`
toutes les autres observables, meˆme non compatibles avec celles de la MASA.
Il est naturel de se demander si cette extension est unique, ce qui ame`ne au
proble`me de Kadison-Singer5.
1.3 Les principaux re´sultats
Le proble`me de Kadison-Singer a e´te´ re´solu – par l’affirmative ! – en juin
2013 par A. Marcus, D. Spielman et N. Srivastava [MSS2], trois scientifiques
actifs a` l’interface des mathe´matiques et de l’informatique the´orique:
The´ore`me 1.6 Tout e´tat pur sur D admet une unique extension en un e´tat
de B(ℓ2(N)) (ne´cessairement pur).
Ce re´sultat n’a pas e´te´ de´montre´ directement, mais via une traduction en
alge`bre line´aire due a` J. Anderson [An2], C. Akemann et J. Anderson [AA], et
N. Weaver [Wea]. Cette traduction est donne´e a` la section 5. Les principaux
re´sultats de A. Marcus, D. Spielman et N. Srivastava [MSS2, Thm.1.2] sont
les suivants (ou` on note pA(z) = det(z.1m − A) le polynoˆme caracte´ristique
de A, pour une matrice A de taille m).
3Il s’agit donc d’observables compatibles, telles que la mesure de l’un n’influence pas
la mesure de l’autre.
4La probabilite´ que, dans cet e´tat, une observable A prenne des valeurs entre a et b est
alors donne´e par ϕ(E[a,b])), ou` E[a,b] est le projecteur spectral de A associe´ a` l’intervalle
[a, b].
5Citons la p. 75 de [Dir]: 〈〈The representation is then completely determined except for
the arbitrary phase factors. For most purposes the abritrary phase factors are unimportant
and trivial, so that we may count the representation as being completely determined by the
observables that are diagonal in it. 〉〉 Cela peut laisser penser que Dirac e´tait convaincu de
l’unicite´ de l’extension d’un e´tat. Nous renvoyons a` [Rob] pour davantage de de´tails quant
a` l’interpre´tation physique.
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The´ore`me 1.7 Soient A1, ..., Ad des variables ale´atoires inde´pendantes a`
valeurs dans les matrices semi-de´finies positives de rang 1 de Mm(C); posons
A =
∑d
i=1Ai. On suppose que EA = 1m et que E‖Ai‖ ≤ ε pour i = 1, ..., d.
Alors la plus grande racine re´elle de EpA est au plus (1 +
√
ε)2.
The´ore`me 1.8 Soient A1, ..., Ad des variables ale´atoires inde´pendantes a`
valeurs dans les matrices semi-de´finies positives de rang 1 de Mm(C); posons
A =
∑d
i=1Ai. On suppose que les Ai prennent un nombre fini de valeurs.
Alors ‖A‖ est infe´rieure ou e´gale a` la plus grande racine re´elle de EpA, pour
au moins une re´alisation des Ai.
Comme ‖A‖ est la plus grande racine positive de pA, le the´ore`me 1.8 se
reformule: pour au moins une re´alisation des Ai, la plus grande racine de pA
est infe´rieure ou e´gale a` la plus grande racine de EpA. On peut donc penser
a` ce re´sultat comme une version 〈〈non line´aire 〉〉 d’un principe de probabilite´
e´le´mentaire: si X est une variable ale´atoire re´elle prenant un nombre fini de
valeurs, alors X ≤ EX pour au moins une re´alisation de X.
1.4 E´nonce´s e´quivalents
Une se´rie de travaux ont montre´, depuis la fin des anne´es 1970, que le
proble`me de Kadison-Singer est e´quivalent a` une se´rie d’e´nonce´s ouverts en
alge`bre line´aire, en analyse harmonique, en the´orie des ope´rateurs, et en
analyse du signal - e´nonce´s qui se retrouvent donc de´montre´s du meˆme coup!
Citons:
• la conjecture (KSr) de N. Weaver [Wea]; voir les remarques pre´ce´dant
le the´ore`me 5.1 ci-dessous;
• la conjecture de pavage de J. Anderson [An2]; voir le the´ore`me 5.3
ci-dessous;
• la conjecture de Bourgain-Tzafriri sur les matrices dont toutes les colonnes
sont de norme 1 - voir la section 6.
• la conjecture de Feichtinger en the´orie des frames6 – voir e´galement la
section 6.
Les e´quivalences entre ces e´nonce´s sont bien explique´es dans les travaux de
P. Casazza et de ses collaborateurs (voir par exemple [CFTW]).
6Nous utilisons cet anglicisme avec la be´ne´diction de S. Mallat [Mal].
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1.5 Organisation de l’article
Les the´ore`mes 1.7 et 1.8 seront de´montre´s a` la section 4. La principale ide´e
est de conside´rer pA comme polynoˆme caracte´ristique mixte de A1, ..., Ad
(voir la de´finition 4.1 ci-dessous), qui est une spe´cialisation d’un polynoˆme a`
d + 1 variables obtenu a` partir de det(z.1m +
∑d
i=1 ziAi). On est ainsi con-
duit a` e´tudier une classe de polynoˆmes a` plusieurs variables, les polynoˆmes
re´els stables, des polynoˆmes a` coefficients re´els de´finis par une condition sur
les ze´ros complexes (cf. De´finition 3.1), qui sont e´tudie´s via un me´lange de
me´thodes re´elles et complexes; cette e´tude est faite a` la section 3. La preuve
originale de [MSS2] utilisait des proprie´te´s d’entrelacements de ze´ros pour
des familles de polynoˆmes. Dans [Tao], T. Tao remplace les entrelacements
de ze´ros par des arguments base´s sur le fait que certaines combinaisons con-
vexes de polynoˆmes ont tous leurs ze´ros re´els7. Nous nous inspirons tre`s
largement de l’approche de Tao. La solution du proble`me de Kadison-Singer
est pre´sente´e a` la section 5; les applications aux conjectures de Feichtinger
et Bourgain-Tzafriri sont dans la section 6.
Marcus, Spielman et Srivastava ne se sont pas contente´s de re´soudre
le proble`me de Kadison-Singer! Deux mois plus toˆt, ils avaient re´solu par
l’affirmative un proble`me a` peine moins ce´le`bre: celui de l’existence de
familles infinies de graphes de Ramanujan de degre´ arbitraire (voir [MSS1]).
Comme il s’agit d’une belle application du the´ore`me 1.8, nous donnons leur
preuve a` la section 7.
2 Notations
2.1 Espaces de Hilbert
On notera ℓ2 = ℓ2(N) et ℓ2m = ℓ
2({1, ..., m}); on note ek le k-ie`me vecteur
de la base canonique; pour m < n, on voit ℓ2m comme le sous-espace de ℓ
2
n
engendre´ par e1, ..., em.
Produit scalaire: 〈x|y〉 =∑n xnyn.
Normes: ‖x‖2 = (
∑
n |xn|2)1/2; ‖x‖∞ = supn |xn|.
7On sait que les deux approches sont e´quivalentes, voir [Fel, Thm. 2’]; [Sr2, Thm.4].
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2.2 Ope´rateurs et matrices
On note B(ℓ2) l’alge`bre des ope´rateurs line´aires borne´s; on les voit comme
matrices de taille infinie par rapport a` la base (ek)k; pour T ∈ B(ℓ2), on note
diag(T ) la suite des valeurs diagonales de T . La norme-ope´rateur de T est:
‖T‖ = sup
‖x‖2≤1
‖T (x)‖2.
Un ope´rateur P ∈ B(ℓ2) est un projecteur si P = P ∗ = P 2. Un ope´rateur T
est semi-de´fini positif si 〈T (x)|x〉 ≥ 0 pour tout x ∈ ℓ2; de fac¸on e´quivalente,
il existe un ope´rateur S tel que T = S∗S. Pour S, T des ope´rateurs auto-
adjoints, on note S ≤ T si T − S est semi-de´fini positif.
On note Mm(C) l’alge`bre B(ℓ2m) des matrices complexes de taille m; la
matrice-identite´ se note 1m. Le polynoˆme caracte´ristique de la matrice
T ∈Mm(C) est pT (z) = det(z.1m − T ).
2.3 Fonctions et polynoˆmes
Si p(z) est un polynoˆme en une variable, ZM(p) de´signe le plus grand ze´ro
re´el de p (s’il existe). Pour les fonctions f(z1, ..., zd) sur C
d, on note ∂i =
∂
∂zi
l’ope´rateur de de´rive´e partielle par rapport a` la i-ie`me variable. On note
Φif =
∂if
f
la de´rive´e logarithmique de f par rapport a` la i-ie`me variable.
3 Polynoˆmes re´els stables
3.1 De´finitions et premie`res proprie´te´s
Notons H = {z ∈ C : Im(z) > 0} le demi-plan supe´rieur de C.
De´finition 3.1 Un polynoˆme en d variables z1, ..., zd est re´el stable si ses
coefficients sont re´els et qu’il n’admet aucun ze´ro dans l’ouvert Hd de Cd.
En particulier, un polynoˆme a` une variable est re´el stable, si et seulement
si ses coefficients sont re´els et tous ses ze´ros sont re´els. Voici la principale
source d’exemples de polynoˆmes re´els stables.
Lemme 3.2 Soient A1, ..., Ad des matrices semi-de´finies positives dansMm(C).
Le polynoˆme q(z, z1, ..., zd) = det(z.1m +
∑d
i=1 ziAi) est re´el stable.
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Preuve: En utilisant Ai = A
∗
i , on voit facilement que
q(z, z1, ..., zd) = q(z, z1, ..., zd),
donc q est a` coefficients re´els. Supposons par l’absurde que q s’annule en
(z, z1, ..., zd), avec Im(z) > 0 et Im(zi) > 0 pour i = 1, ..., d. On trouve donc
un vecteur ξ ∈ ℓ2m non nul, dans le noyau de l’ope´rateur z.1m +
∑d
i=1 ziAi.
En particulier 0 = z‖ξ‖22 +
∑d
i=1 zi〈Ai(ξ)|ξ〉, et les coefficients de cette com-
binaison line´aire de z, z1, ..., zd sont positifs et non tous nuls. En prenant les
parties imaginaires, on a une contradiction. 
Une proprie´te´ importante de la classe des polynoˆmes re´els stables est
d’eˆtre pre´serve´e par spe´cialisation a` des valeurs re´elles des variables.
Proposition 3.3 ([Wag], lemma 2.4(d)) Soit p(z1, ..., zd) un polynoˆme re´el
stable, avec d > 1. Soit t ∈ R. Le polynoˆme a` d− 1 variables p(z1, ..., zd−1, t)
est re´el stable, s’il n’est pas identiquement nul.
Preuve: Il est clair que q(z1, ..., zd−1) = p(z1, ..., zd−1, t) est a` coefficients
re´els. Comme la suite de polynoˆmes (p(z1, ..., zd−1, t +
i
n
))n≥1 converge vers
q uniforme´ment sur tout compact de Hd−1 et n’a pas de ze´ro dans Hd−1, le
the´ore`me de Hurwitz en analyse complexe garantit que q est sans ze´ro dans
Hd−1, a` moins d’eˆtre identiquement nul. 
La classe des polynoˆmes re´els stables est aussi invariante par certains
ope´rateurs diffe´rentiels:
Proposition 3.4 ([MSS2], Cor. 3.7 ; [Wag], lemma 2.4(f)) Soit p(z1, ..., zd)
un polynoˆme re´el stable. Pour t ∈ R, le polynoˆme (1 + t∂d)p(z1, ..., zd) est
re´el stable.
Preuve: On peut bien suˆr supposer t 6= 0. Supposons par l’absurde que
(1+t∂d)p ait un ze´ro (z1, ..., zd) dans H
d. Le polynoˆme q(z) = p(z1, ..., zd−1, z)
est sans ze´ro dans H, en particulier q(zd) 6= 0. Factorisons q en facteurs du
1er degre´: q(z) = c
∏n
i=1(z −wi), ou` les ze´ros wi satisfont Im(wi) ≤ 0. On a
alors
0 = (1 + t∂d)p(z1, ..., zd) = (q + tq
′)(zd) = q(zd)(1 + t(
q′
q
)(zd)) ;
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donc en prenant la de´rive´e logarithmique de q:
0 = 1 + t(
q′
q
)(zd) = 1 + t
n∑
i=1
1
zd − wi = 1 + t
n∑
i=1
zd − wi
|zd − wi|2 .
En prenant les parties imaginaires:
0 = t
n∑
i=1
Im(wi)− Im(zd)
|zd − wi|2 .
Mais ceci est une contradiction car t 6= 0 et Im(wi) < Im(zd) pour i = 1, ..., d.

3.2 Proprie´te´s de convexite´
Lemme 3.5 ([Tao], lemma 14) Soient p(z) et q(z) deux polynoˆmes en une
variable, de meˆme degre´, avec coefficient de plus haut degre´ e´gal a` 1. On
suppose que, pour tout t ∈ [0, 1], le polynoˆme (1 − t)p + tq est re´el stable.
Alors ZM((1 − t)p + tq) est dans l’intervalle [ZM(p), ZM(q)].
Preuve: On peut bien suˆr supposer 0 < t < 1 et ZM(p) ≤ ZM(q).
• Commenc¸ons par montrer que ZM((1 − t)p + tq) ≤ ZM(q). Si x >
ZM(q), on a simultane´ment q(x) > 0 et p(x) > 0, donc ((1 − t)p +
tq)(x) > 0, et donc x > ZM((1 − t)p+ tq).
• Pour montrer ZM(p) ≤ ZM((1 − t)p + tq), il suffit de montrer que
q(ZM(p)) ≤ 0 (alors ((1− t)p+ tq)(ZM(p)) ≤ 0, et le re´sultat de´coule
du the´ore`me des valeurs interme´diaires).
Supposons par l’absurde que q(ZM(p)) > 0, donc aussi q(x) > 0 pour
ZM(p) < x < ZM(p) + ε, avec ε > 0 assez petit.
On va utiliser le caracte`re re´el stable comme suit: la fonction N :
[0, 1] → N qui compte le nombre de ze´ros (avec multiplicite´s) de (1 −
t)p + tq dans l’intervalle [ZM(p) + ε, ZM(q)] est constante. En effet,
comme (1− t)p+ tq est strictement positif a` gauche de ZM(p)+ ε et a`
droite de ZM(q), les ze´ros ne peuvent pas 〈〈 s’e´chapper 〉〉 a` gauche ou a`
droite. Donc la seule fac¸on pour N de varier est qu’il existe une valeur
de t ou` deux ze´ros re´els de (1 − t)p + tq se confondent et bifurquent
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en des ze´ros complexes conjugue´s (ou vice-versa), ce qui est exclu par
le caracte`re re´el stable de (1 − t)p + tq. Ceci fournit la contradiction
de´sire´e, puisque N(0) = 0 (p est strictement positif a` droite de ZM(p))
et N(1) ≥ 2 (comme q(ZM(p) + ε) > 0, le polynoˆme q a au moins 2
ze´ros sur l’intervalle conside´re´. 
Pour x = (x1, ..., xd) ∈ Rd, on de´finit l’orthant {y ≥ x} comme:
{y ≥ x} = {y = (y1, ..., yd) ∈ Rd : yi ≥ xi pour tout i = 1, ..., d}.
Rappelons que, pour une fonction f de d variables, on note Φjf =
∂jf
f
la
de´rive´e logarithmique de f par rapport a` la j-ie`me variable (j = 1, ..., d).
Lemme 3.6 ([MSS2], lemma 5.7; [Tao], lemma 17) Soit p(z1, ..., zd) un
polynoˆme re´el stable; soit x = (x1, ..., xd) ∈ Rd; si p est sans ze´ro dans
l’orthant {y ≥ x}; alors, pour tous k ∈ N, i, j ∈ {1, ..., d}, on a (−1)k ∂k
∂zkj
Φip(x1, ..., xd) ≥
0. En particulier la fonction t 7→ Φip(x + tej) est positive, de´croissante, et
convexe pour t ≥ 0.
Preuve: En 2 pas:
1) d = 1. Comme dans la preuve de la proposition 3.4, on e´crit p(z) =
c
∏n
i=1(z − wi), ou` les wi sont re´els. Alors Φp(x) =
∑n
i=1
1
x−wi
, et donc
la de´rive´e k-ie`me Φ
(k)
p est donne´e par Φ
(k)
p (x) = (−1)k∑ni=1 k!(x−wi)k+1 ;
la dernie`re somme est positive pour x > ZM(p).
2) d > 1. Pour k = 0 ou i = j, le re´sultat de´coule du pas (1). On peut
donc supposer k ≥ 1 et i 6= j. Quitte a` renume´roter les variables, on
peut supposer d = 2, i = 1 et j = 2 et il faut montrer que, si p(z1, z2)
est re´el stable sans ze´ro dans le quadrant {y1 ≥ x1, y2 ≥ x2}, alors
(−1)k ∂
k
∂zk2
Φ1p(x1, x2) ≥ 0⇔ (−1)k
∂k
∂zk2
(
∂
∂z1
log p)(x1, x2) ≥ 0
⇔ ∂
∂z1
((−1)k ∂
k
∂zk2
log p)(x1, x2) ≥ 0.
On va donc montrer que la fonction t 7→ (−1)k( ∂k
∂zk2
log p)(t, x2) est
croissante pour t ≥ x1. Par continuite´, il suffit de le montrer pour
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un ensemble ge´ne´rique de valeurs de t (ou` un ensemble fini de valeurs
exceptionnelles est exclu).
Pour t fixe´, le polynoˆme q(z) = p(t, z) est re´el stable de degre´ n = n(t)
(voir le lemme 3.3), avec des racines re´elles y1(t), ..., yn(t) (e´ventuellement
multiples). Pour t ge´ne´rique, le degre´ n de q ne de´pend pas de t, et on
peut supposer que les racines yi de´pendent de t au moins de manie`re
C1. Comme au pas (1), on e´crit q(z) = c
∏n
i=1(z − yi(t)) donc
(−1)k( ∂
k
∂zk2
log p)(t, x2) = (−1)k(log q)(k)|z=x2
= (−1)k(
n∑
i=1
log(z − yi(t))(k)|z=x2 = −
n∑
i=1
(k − 1)!
(x2 − yi(t))k ,
et il suffit de montrer que t 7→ 1
x2−yi(t)
est de´croissante, pour i = 1, ..., n
et t ≥ x1. Comme p est sans ze´ro dans le quadrant {y1 ≥ x1, y2 ≥ x2},
on a x2 > ZM(q), c-a`-d. x2 > yi(t) pour i = 1, ..., n. Donc il suffit de
montrer que t 7→ yi(t) est de´croissante pour i = 1, ..., n. Si ce n’e´tait
pas le cas, on trouverait un indice i et une valeur τ1 de t telle que
y′i(τ1) > 0. Soit τ2 = yi(τ1). Conside´rons le de´veloppement de Taylor
de p autour de (τ1, τ2):
p(z1, z2) = p(τ1, τ2)+(z1−τ1)(∂1p)(τ1, τ2)+(z2−τ2)(∂2p)(τ1, τ2)+O(|z1−τ1|2+|z2−τ2|2).
Mais p(τ1, τ2) = 0 et (∂1p)(t, z) = −c
∑n
k=1 y
′
k(t)
∏
j 6=k(z − yj(t)), donc
(∂1p)(τ1, τ2) = −cy′i(τ1)
∏
j 6=i(τ2−yj(τ1)); tandis que (∂2p)(t, z) = c
∑n
k=1
∏
j 6=k(z−
yj(t)), donc (∂2p)(τ1, τ2) = c
∏
j 6=i(τ2 − yj(τ1)). Ainsi:
p(z1, z2) = c
∏
j 6=i
(τ2−yj(τ1))[(z2−τ2)−y′i(τ1)(z1−τ1)]+O(|z1−τ1|2+|z2−τ2|2).
Comme y′i(τ1) > 0, la droite complexe d’e´quation (z2−τ2)−y′i(τ1)(z1−
τ1) = 0 rencontre l’ouvert H
2 de C2. Par le the´ore`me des fonctions
implicites, p a des ze´ros voisins de (τ1, τ2) dans H
2, ce qui contredit le
caracte`re re´el stable de p. 
Lemme 3.7 ([MSS2], lemma 5.9; [Tao], lemma 20) Soit x = (x1, ..., xd) ∈
Rd. Soit p(z1, ..., zd) un polynoˆme re´el stable, sans ze´ro dans l’orthant {y ≥ x}.
On suppose que, pour un certain j ∈ {1, ..., d}, il existe δ > 0 tel que
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Φjp(x1, ..., xd)+
1
δ
≤ 1. Alors (1−∂j)p n’a pas de ze´ro dans l’orthant {y ≥ x+ δej},
et de plus pour tout i = 1, ..., d:
Φi(1−∂j)p(x + δej) ≤ Φip(x). (3.1)
Preuve: Si y est dans l’orthant {y ≥ x+ δej}, alors par le lemme 3.6 on
a Φjp(y) ≤ Φjp(x) ≤ 1− 1δ < 1, donc ∂jp(y) < p(y) et ainsi (1− ∂j)p(y) > 0.
Pour montrer l’ine´galite´ (3.1), partons de (1−∂j)p = p(1−Φjp) et prenons
la de´rive´e logarithmique par rapport a` la i-ie`me variable: Φi(1−∂j )p = Φ
i
p −
∂iΦ
j
p
1−Φjp
. Donc (3.1) est e´quivalente a`:
− ∂iΦ
j
p(x+ δej)
1− Φjp(x+ δej)
≤ Φip(x)− Φip(x + δej). (3.2)
Pour montrer (3.2), on remarque d’abord que, par le lemme 3.6, on
a Φjp(x+ δej) ≤ Φjp(x) et, par hypothe`se, Φjp(x1, ..., xd) ≤ 1 − 1δ , donc
Φjp(x+ δej) ≤ 1− 1δ d’ou`:
δ ≥ 1
1− Φjp(x+ δej)
.
Comme p est sans ze´ro dans l’orthant {y ≥ x+ δej}, le lemme 3.6 (applique´
en x+ δej) donne −∂iΦjp(x+ δej) ≥ 0, donc
−δ.∂iΦjp(x + δej) ≥ −
∂iΦ
j
p(x+ δej)
1 − Φjp(x+ δej)
.
Pour e´tablir (3.2), il suffit donc de montrer −δ.∂iΦjp(x + δej) ≤ Φip(x) −
Φip(x+ δej). Mais
∂iΦ
j
p(x+ δej) = (∂i∂j log p)(x+ δej) = (∂j∂i log p)(x+ δej) = ∂jΦ
i
p(x+ δej),
donc on veut de´montrer
−δ.∂jΦip(x+ δej) ≤ Φip(x)−Φip(x+ δej)⇐⇒ Φip(x + δej) ≤ Φip(x)+δ.∂jΦip(x+ δej)
qui exprime exactement la convexite´ de la fonction t 7→ Φip(x + tej), e´tablie
au lemme 3.6. 
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Proposition 3.8 ([Tao], Cor. 21) Soit x = (x1, ..., xd) ∈ Rd. Soit p(z1, ..., zd)
un polynoˆme re´el stable, sans ze´ro dans l’orthant {y ≥ x}. S’il existe δ > 0
tel que Φjp(x1, ..., xd) +
1
δ
≤ 1 (pour tout j = 1, ..., d), alors le polynoˆme
(
∏d
i=1(1− ∂i))p est sans ze´ro dans l’orthant {y ≥ x+ d}, ou` d = (δ, ..., δ).
Preuve: Pour 0 ≤ k ≤ d, posons x(k) = (x1 + δ, ..., xk + δ, xk+1, ..., xd),
et qk = (
∏k
i=1(1− ∂i))p. Par re´currence sur k a` partir du lemme 3.7, on voit
que qk n’a pas de ze´ro dans l’orthant {y ≥ x(k)} et Φjqk(x(k)) + 1δ ≤ 1 pour
j = 1, ..., d. On obtient le re´sultat de´sire´ pour k = d. 
4 Polynoˆmes caracte´ristiques mixtes
4.1 De´finitions
De´finition 4.1 Pour des matrices A1, ..., Ad ∈Mm(C), le polynoˆme caracte´-
ristique mixte de la famille {A1, ..., Ad} est:
µ[A1, ..., Ad](z) =
( d∏
i=1
(1− ∂i)
)
det
(
z.1m +
d∑
i=1
ziAi
)
|z1=...=zd=0.
Exemple 4.2 Si A1, ..., Ad sont des matrices semi-de´finies positives, il re´sulte
du lemme 3.2 et des propositions 3.3 et 3.4 que µ[A1, ..., Ad](z) est un polynoˆme
re´el stable, c-a`-d. a toutes ses racines re´elles.
La principale motivation pour la de´finition 4.1, vient du lemme suivant:
Lemme 4.3 ([Tao], Prop. 3) Soient A1, ..., Ad des matrices de rang 1 dans
Mm(C), et A =
∑d
i=1Ai. Alors
pA(z) = µ[A1, ..., Ad](z).
Preuve: On commence par observer que, pour toute matriceB ∈Mm(C),
le polynoˆme (z1, ..., zd) 7→ det(B +
∑d
i=1 ziAi) est affine-multiline´aire, c-a`-d.
de la forme ∑
1≤i1<i2<...<ij≤d
ci1,...,idzi1 ...zij
(ou encore: dans chaque monoˆme, chaque variable apparaˆıt avec un degre´
≤ 1). Le cas d = 1 se traite en travaillant dans une base dont le premier
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vecteur est dans l’image de A1, et en de´veloppant le de´terminant par rapport
a` la premie`re ligne. Le cas ge´ne´ral se rame`ne a` d = 1 en 〈〈gelant 〉〉 d − 1
variables.
Comme un polynoˆme affine-multiline´aire est e´gal a` son de´veloppement de
Taylor a` l’ordre (1, ..., 1), on a:
det
(
B +
d∑
i=1
tiAi
)
=
( d∏
i=1
(1 + ti∂i)
)
det
(
B +
d∑
i=1
ziAi
)
|z1=...zd=0.
Le re´sultat s’obtient alors avec B = z.1m et t1 = ... = td = −1. 
4.2 Preuve du the´ore`me 1.8
Proposition 4.4 ([Tao], Cor. 4 et 15) Soient A1, ..., Ad des variables ale´atoires
inde´pendantes a` valeurs dans les matrices semi-de´finies positives de rang 1
de Mm(C), et A =
∑d
i=1Ai. Alors:
1) EpA(z) = µ[EA1, ...,EAd](z).
2) Supposons de plus que les Ai prennent un nombre fini de valeurs. Alors,
pour tout j ∈ {1, ..., d} et toute re´alisation de A1, ..., Aj−1, on a
ZM(µ[A1, ..., Aj−1, Aj ,EAj+1, ...,EAd]) ≤ ZM(µ[A1, ..., Aj−1,EAj,EAj+1, ...,EAd])
pour au moins une re´alisation de Aj.
Preuve:
1) Par le lemme 4.3, on a pA(z) = µ[A1, ..., Ad](z) et la preuve du meˆme
lemme montre que µ[A1, ..., Ad](z) est une somme de termes multi-
line´aires en les coefficients de A1, ..., Ad. En utilisant l’inde´pendance
des Ai, on voit alors que Eµ[A1, ..., Ad](z) = µ[EA1, ...,EAd](z).
2) Comme EAj est une combinaison convexe des valeurs de Aj , vu le car-
acte`re affine-multiline´aire de µ, le polynoˆme µ[A1, ..., Aj−1,EAj ,EAj+1, ...,EAd](z)
est une combinaison convexe des polynoˆmes µ[A1, ..., Aj−1, Aj,EAj+1, ...,EAd](z),
lesquels sont des polynoˆmes re´els stables. Par le lemme 3.5,
ZM(µ[A1, ..., Aj−1,EAj,EAj+1, ...,EAd])
est dans l’enveloppe convexe des ZM(µ[A1, ..., Aj−1, Aj,EAj+1, ...,EAd]).
L’e´ve´nement de´crit dans l’e´nonce´ se produit donc pour au moins une
re´alisation de Aj. 
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Preuve du the´ore`me 1.8: Par le point (1) de la proposition 4.4:
ZM(EpA) = ZM(µ[EA1, ...,EAd]).
Puis on de´roule les d ine´galite´s du point (2) de la proposition 4.4; pour au
moins une re´alisation de A1:
ZM(µ[EA1, ...,EAd]) ≥ ZM(µ[A1,EA2, ...,EAd]) ;
pour au moins une re´alisation de A2:
ZM(µ[A1,EA2, ...,EAd]) ≥ ZM(µ[A1, A2,EA3, ...,EAd]),
etc. Au final, pour au moins une re´alisation de A1, A2, ..., Ad:
ZM(EpA) ≥ ZM(µ[A1, ..., Ad]).
Enfin, par le lemme 4.3, on a: ZM(µ[A1, ..., Ad]) = ZM(pA) = ‖A‖. 
4.3 Preuve du the´ore`me 1.7
Proposition 4.5 ([MSS2], Thm. 5.1; [Tao], Thm. 18) Soient A1, ..., Ad ∈
Mm(C) des matrices semi-de´finies positives, avec
∑d
i=1Ai = 1m et tr(Ai) ≤ ε
pour i = 1, ..., d. Soit p(z1, ..., zd) = det(
∑d
i=1 ziAi). Alors le le polynoˆme
(
∏d
i=1(1−∂i))p n’a pas de ze´ro dans l’orthant {y ≥ e}, ou` e = ((1+
√
ε)2, ..., (1+√
ε)2).
Preuve: On veut appliquer la proposition 3.8 au polynoˆme p. Celui-ci
est re´el stable, comme spe´cialisation du polynoˆme (z, z1, ..., zd) 7→ det(z.1m+∑d
i=1 ziAi) (voir le lemme 3.2 et la proposition 3.3). Soient t > 0 un
parame`tre positif et t = (t, ..., t). Montrons que p est sans ze´ro dans l’orthant
{x ≥ t}. En effet, pour (x1, ..., xd) dans cet orthant, on a
∑d
i=1 xiAi ≥∑d
i=1 tAi = t.1m, donc
∑d
i=1 xiAi est inversible. Il reste a` ve´rifier la con-
dition sur les Φjp. On va pour cela utiliser la formule de Jacobi: si t 7→
A(t) est une fonction de´rivable a` valeurs dans Mm(C), on a (det A(t))
′ =
tr(adj(A(t)).A′(t)), ou` adj de´signe la matrice des co-facteurs; en particulier,
si A(t) est inversible, la de´rive´e logarithmique de det A(t) est donne´e par:
(det A(t))′
det A(t)
= tr(A(t)−1.A′(t)).
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Ici, avec (x1, ..., xd) dans l’orthant strictement positif:
Φjp(x1, ..., xd) = tr
(( d∑
i=1
xiAi
)−1
.Aj
)
.
En particulier Φjp(t, ..., t) =
tr(Aj)
t
≤ ε
t
. Prenons alors t = ε+
√
ε et δ = 1+
√
ε,
de sorte que ε
t
+ 1
δ
= 1, et donc Φjp(t, ..., t) +
1
δ
≤ 1. En remarquant que
t + δ = (1 +
√
ε)2, la Proposition 3.8 s’applique et donne le re´sultat de´sire´.
.
Preuve du the´ore`me 1.7: Par le point (1) de la proposition 4.4, on a:
EpA(z) =
( d∏
i=1
(1− ∂i)
)
det
(
z.1m +
d∑
i=1
ziEAi
)
|z1=...=zd=0.
Mais z.1m +
∑d
i=1 ziEAi =
∑d
i=1(z + zi)EAi, donc par une translation de z
sur les variables zi on a:
EpA(z) =
( d∏
i=1
(1− ∂i)
)
det
( d∑
i=1
ziEAi
)
|z1=...=zd=z.
En notant que tr(EAi) = E(tr(Ai)) = E‖Ai‖ ≤ ε (car Ai est semi-de´finie
positive de rang 1), on peut appliquer la proposition 4.5 aux matrices EAi:
le polynoˆme (
∏d
i=1(1− ∂i)) det(
∑d
i=1 ziEAi) n’a pas de ze´ro dans l’orthant
{y ≥ e}, ou` e = ((1 +√ε)2, ..., (1 +√ε)2), donc ZM(EpA) ≤ (1 +
√
ε)2. 
5 Solution du proble`me de Kadison-Singer
Dans [Wea], N. Weaver introduit pour chaque entier r ≥ 2 une conjecture
KSr, et montre que chacune est e´quivalente au proble`me de Kadison-Singer:
(KSr): Soit r ≥ 2. Il existe des constantes universelles N ≥ 2 et ε > 0
telles que : si A1, ..., Ad ∈ Mm(C) sont des matrices semi-de´finies positives
de rang 1, avec
∑d
i=1Ai = N.1m et ‖Ai‖ ≤ 1 pour i = 1, ..., d, alors il existe
une partition {S1, ..., Sr} de {1, ..., d} telle que ‖
∑
i∈Sj
Ai‖ ≤ N − ε.
Au corollaire 1.3 de [MSS2], Marcus, Spielman et Srivastava de´montrent
la conjecture KS2 avec N = 18 et ε = 2. Nous adoptons la forme le´ge`rement
diffe´rente propose´e par T. Tao ([Tao], Theorem 22).
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The´ore`me 5.1 On fixe des entiers d,m, r ≥ 2 et une constante C > 0.
Soient A1, ..., Ad ∈ Mm(C) des matrices semi-de´finies positives de rang 1,
avec ‖Ai‖ ≤ C pour i = 1, ..., d et
∑d
i=1Ai = 1m. Il existe une partition
{S1, ..., Sr} de {1, ..., d} telle que ‖
∑
i∈Sj
Ai‖ ≤ (
√
1
r
+
√
C)2 pour j = 1, ..., r.
Preuve: Pour i = 1, ..., d, on note Ei la variable ale´atoire uniforme sur
{1, ..., r}, qui consiste a` tirer au hasard, avec probabilite´ 1
r
, un projecteur
Pj sur un des r vecteurs de base ej de ℓ
2
r. Pour i = 1, ..., d, on pose alors
A˜i = r(Ai ⊗ Ei), et A˜ =
∑d
i=1 A˜i. On a alors:
EA˜ = r
d∑
i=1
E(Ai ⊗ Ei) =
d∑
i=1
r∑
j=1
(Ai ⊗ Pj)
=
r∑
j=1
(
d∑
i=1
Ai)⊗ Pj =
r∑
j=1
(1m ⊗ Pj) = 1m ⊗ (
r∑
j=1
Pj) = 1m ⊗ 1r.
De plus: ‖A˜i‖ = r‖Ai‖ ≤ rC.
On applique le the´ore`me 1.8, puis le the´ore`me 1.7 (avec ε = rC): pour
au moins une re´alisation des A˜i:
‖A˜‖ ≤ ZM(EpA˜) ≤ (1 +
√
rC)2.
Cette re´alisation des A˜i permet de de´finir la partition {S1, ..., Sr} de {1, ..., d}:
Sj = {i ∈ {1, ..., d} : Ei = Pj} (j = 1, ..., r).
On a alors:
r‖
∑
i∈Sj
Ai‖ = r‖
∑
i∈Sj
(Ai ⊗ Pj)‖ = ‖
∑
i∈Sj
A˜i‖ ≤ ‖
d∑
i=1
A˜i‖ = ‖A˜‖ ≤ (1 +
√
rC)2.
On a alors le re´sultat en divisant par r. 
Lemme 5.2 ([Tao], Cor. 23) Soit P ∈ Md(C) un projecteur. Pour tout
r ∈ N, il existe des projecteurs diagonaux Q1, ..., Qr ∈ Md(C) avec
∑r
i=1Qi =
1d et
‖QiPQi‖ ≤ (
√
1
r
+
√
‖diag(P )‖∞)2.
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Preuve: Notons V ⊂ ℓ2d l’image de P , et m = dim V son rang. On
de´finit une famille A1, ..., Ad d’ope´rateurs de rang 1 sur V par: Ai(v) =
〈v|P (ei)〉P (ei). Alors ‖Ai‖ = ‖P (ei)‖22 = 〈P (ei)|ei〉 ≤ ‖diag(P )‖∞. De plus∑d
i=1Ai = 1m car
〈( d∑
i=1
Ai
)
v|v
〉
=
d∑
i=1
〈Ai(v)|v〉 =
d∑
i=1
|〈v|P (ei)〉|2
=
d∑
i=1
|〈P (v)|ei〉|2 =
d∑
i=1
|〈v|ei〉|2 = ‖v‖22
puisque v ∈ V . On applique le the´ore`me 5.1 avec C = ‖diag(P )‖∞: il existe
une partition {S1, ..., Sr} de {1, ..., d} avec
‖
∑
i∈Sj
Ai‖ ≤ (
√
1
r
+
√
‖diag(P )‖∞)2,
pour j = 1, ..., r. Notons alors Qj le projecteur diagonal de Md(C) corre-
spondant a` Sj . On a, pour j = 1, ..., r:
‖QjPQj‖ = ‖(QjP )(QjP )∗‖ = ‖QjP‖2 = ‖Qj |V ‖2.
Mais, pour v ∈ V (donc v = P (v)):
‖Qj(v)‖22 =
∑
i∈Sj
|〈v|ei〉|2 =
∑
i∈Sj
|〈P (v)|ei〉|2 =
∑
i∈Sj
|〈v|P (ei)〉|2
=
∑
i∈Sj
〈Ai(v)|v〉 ≤ ‖
∑
i∈Sj
Ai‖‖v‖22 ≤ (
√
1
r
+
√
‖diag(P )‖∞)2‖v‖22,
ce qui termine la preuve. 
L’e´quivalence de l’e´nonce´ suivant avec le proble`me de Kadison-Singer ap-
paraˆıt dans l’article original de Kadison-Singer [KS, lemma 5].
The´ore`me 5.3 Pour tout ε > 0, il existe r ∈ N tel que, pour tout T ∈ B(ℓ2)
avec diag(T ) = 0, il existe une famille Q1, ..., Qr de projecteurs diagonaux,
avec
∑r
i=1Qi = 1 et ‖QiTQi‖ ≤ ε‖T‖ pour i = 1, ..., r.
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Ce re´sultat affirme donc que, pour tout ope´rateur T de diagonale nulle,
on peut trouver une partition finie {A1, ..., Ar} de N, telle que la norme
des ope´rateurs compresse´s (Tmn)m,n∈Ai (pour i = 1, ..., r) soit arbitrairement
petite. L’e´tude des ope´rateurs de diagonale nulle est naturelle, en vue du
proble`me de Kadison-Singer.
Exemple 5.4 Conside´rons l’ope´rateur S de de´calage unilate´ral sur ℓ2, de´fini
par Sen = en+1 pour tout n ∈ N. Cet ope´rateur ve´rifie la conjecture de
pavage avec ε = 0: il suffit de prendre pour P1 l’ensemble 2N + 1 des nom-
bres impairs, et pour P2 l’ensemble 2N des nombres pairs; on a clairement
Q1SQ1 = Q2SQ2 = 0.
Preuve du the´ore`me 5.3: La preuve se fait en trois pas: on traite
d’abord le cas des matrices auto-adjointes de taille finie; puis on passe aux
matrices de taille finie quelconques; enfin un argument de compacite´ permet
de passer de la dimension finie a` la dimension infinie. L’e´nonce´ pour des
matrices de taille finie est connu dans la litte´rature sous le nom de conjecture
de pavage de J. Anderson; pour l’e´quivalence avec le proble`me de Kadison-
Singer, voir [An2, Theorem 3.6].
Premier pas (d’apre`s une ide´e de P. Casazza): Soit T = T ∗ ∈Md(C) avec
diag(T ) = 0; on peut clairement supposer ‖T‖ ≤ 1. On forme alors, dans
M2d(C), la matrice:
P =
(
1+T
2
1
2
√
1− T 2
1
2
√
1− T 2 1−T
2
)
;
c’est un projecteur qui de plus ve´rifie diag(P1) =
(
1
2
, ..., 1
2
)
. On prend r assez
grand pour avoir 2
(√
1
r
+
√
1
2
)2
−1 ≤ ε. Par le lemme 5.2, on trouve des pro-
jecteurs diagonaux Q′′1, ..., Q
′′
r ∈ M2d(C), avec
∑r
i=1Q
′′
i = 12d et ‖Q′′iPQ′′i ‖ ≤(√
1
r
+
√
1
2
)2
pour i = 1, .., r. DansM2d(C), notonsE (resp. E
′) le projecteur
sur le sous-espace engendre´ par les d premiers (resp. derniers) vecteurs de
base, de sorte que EPE = 1+T
2
(resp. E ′PE ′ = 1−T
2
). Pour i = 1, ..., r,
posons Qi = EQ
′′
i (resp. Q
′
i = E
′Q′′i ), donc
∑r
i=1Qi =
∑r
j=1Q
′
j = 1d et,
pour i = 1, ..., d:
‖Qi(1 + T )Qi‖ ≤ 2
(√1
r
+
√
1
2
)2
(resp. ‖Q′i(1− T )Q′i‖ ≤ 2
(√1
r
+
√
1
2
)2
).
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Donc
−Qi ≤ QiTQi ≤
[
2
(√1
r
+
√
1
2
)2
− 1
]
Qi ≤ εQi
(resp.
−εQ′i ≤
[
1− 2
(√1
r
+
√
1
2
)2]
Q′i ≤ Q′iTQ′i ≤ Q′i).
Posons Qi,j = QiQ
′
j (1 ≤ i, j ≤ r). On a alors
∑r
i,j=1Qi,j = 1d et:
−εQi,j ≤ Qi,jTQi,j ≤ εQi,j,
donc ‖Qi,jTQi,j‖ ≤ ε.
Deuxie`me pas: Soit T ∈ Md(C) avec diag(T ) = 0. On e´crit T = T+T ∗2 +
i(T−T
∗
2i
), et on applique le premier cas aux matrices auto-adjointes A = T+T
∗
2
et B = T−T
∗
2i
(en observant que ‖A‖ ≤ ‖T‖ et ‖B‖ ≤ ‖T‖). On trouve donc
des projecteurs diagonaux Q′1, ..., Q
′
r, Q
′′
1, ..., Q
′′
r ∈ Md(C) avec
∑r
i=1Q
′
i =∑r
j=1Q
′′
j = 1d et ‖Q′iAQ′i‖ ≤ ε2‖T‖ pour i = 1, ..., r et ‖Q′′jBQ′′j‖ ≤ ε2‖T‖
pour j = 1, ..., r. On pose alors Qij = Q
′
iQ
′′
j et on a
∑
i,j Qij = 1d avec
‖QijTQij‖ ≤ ε‖T‖ pour 1 ≤ i, j ≤ r.
Troisie`me pas: Soit T ∈ B(ℓ2), avec diag(T ) = 0. Notons Ed : ℓ2 → ℓ2d le
projecteur (diagonal), et Td = EdTEd. Par le deuxie`me pas, on trouve des
projecteurs diagonaux Q
(d)
1 , ..., Q
(d)
r avec
∑r
i=1Q
(d)
i = Ed et ‖Q(d)i TdQ(d)i ‖ ≤
ε‖T‖ pour i = 1, ..., r. On identifie l’ensemble des projecteurs diagonaux
a` l’espace compact {0, 1}N. Un argument diagonal, applique´ aux r suites
(Q
(d)
i )d≥1 de {0, 1}N, fournit une suite strictement croissante d’entiers (dk)k>0
et des projecteurs diagonaux Q1, ..., Qr avec limk→∞Q
(dk)
i = Qi pour i =
1, .., r. On a d’une part
∑r
i=1Qi = limk→∞(
∑r
i=1Q
(dk)
i ) = limk→∞ 1dk = 1;
d’autre part, pour ξ, ηℓ2 a` support fini, on a ξ, η ∈ ℓ2dk pour k ≫ 0, donc:
|〈QiTQiξ|η〉| = |〈TQiξ|Qiη〉| = |〈TdkQ(dk)i ξ|Q(dk)i η〉| (pour k ≫ 0)
= |〈Q(dk)i TdkQ(dk)i ξ|η〉| ≤ ‖Q(dk)i TdkQ(dk)i ‖‖ξ‖2‖η‖2 ≤ ε‖T‖‖ξ‖2‖η‖2,
d’ou` ‖QiTQi‖ ≤ ε‖T‖. 
Preuve du the´ore`me 1.6: Soit ϕ un e´tat pur sur D, et ψ un e´tat sur
B(ℓ2) avec ψ|D = ϕ. On doit montrer que ψ(T ) = ϕ(diag(T )) pour tout
T ∈ B(ℓ2). Quitte a` remplacer T par T − diag(T ) et a` normer, on peut
supposer que diag(T ) = 0 et ‖T‖ ≤ 1, et on doit montrer que ψ(T ) = 0.
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Soit ε > 0. On va montrer que |ψ(T )| ≤ ε. Par le the´ore`me 5.3, on trouve
des projecteurs diagonaux Q1, ..., Qr avec
∑r
i=1Qi = 1 et ‖QiTQi‖ ≤ ε.
Comme ϕ est multiplicatif sur D, on a ψ(Qi) = ϕ(Qi) ∈ {0, 1}, et donc il
existe un unique indice i0 ∈ {1, ..., r} tel que ψ(Qi0) = 1. On a alors:
ψ(T ) = ψ((
∑
i
Qi)T (
∑
j
Qj)) =
∑
i,j
ψ(QiTQj).
Montrons que, dans cette somme double, tous les termes sont nuls sauf
celui correspondant a` i = j = i0. En effet, comme le produit scalaire
(A,B) 7→ ψ(AB∗) est semi-de´fini positif sur B(ℓ2), on a par l’ine´galite´ de
Cauchy-Schwarz: |ψ(QiTQj)|2 ≤ ψ((QiT )(QiT )∗)ψ(QjQ∗j ) et donc ψ(QiTQj) =
0 si j 6= i0. Syme´triquement, on a ψ(QiTQj) = 0 si i 6= i0. On a donc fi-
nalement: |ψ(T )| = |ψ(Qi0TQi0)| ≤ ‖Qi0TQi0‖ ≤ ε, ce qui termine la preuve.

6 Conjectures de Bourgain-Tzafriri et de Fe-
ichtinger
Cette section doit beaucoup aux notes de cours de P. Casazza [Cas].
De´finition 6.1 Soit (ϕn)n∈N une suite dans un espace de Hilbert H.
• La suite (ϕn)n∈N est une suite de Riesz s’il existe des constantes
A,B > 0 telles que, pour tout a = (an)n∈N ∈ ℓ2:
A‖a‖22 ≤ ‖
∑
n∈N
anϕn‖2 ≤ B‖a‖22.
Si A = 1− ε et B = 1 + ε, on parle de ε-suite de Riesz.
• La suite (ϕn)n∈N est une frame, ou structure oblique, s’il existe des
constantes A,B > 0 telles que, pour tout ξ ∈ H:
A‖ξ‖2 ≤
∑
n∈N
|〈ξ|ϕn〉|2 ≤ B‖ξ‖2.
La proposition suivante confirme une conjecture de Casazza et Vershynin
(appele´e conjecture Rε dans [Cas]):
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Proposition 6.2 Soit ε > 0. Toute suite de Riesz de ℓ2 forme´e de vecteurs
de norme 1, est la re´union disjointe d’un nombre fini de ε-suites de Riesz.
Preuve: Soit (ϕn)n∈N une suite de Riesz de ℓ
2, de constantes A,B, avec
‖ϕn‖2 = 1 pour tout n. Soit T ∈ B(ℓ2) l’ope´rateur borne´ de´fini par t(en) =
ϕn, pour tout n ∈ N. Posons S = T ∗T ; vu les hypothe`ses, on a diag(S) =
(1, 1, 1, ...). On peut donc appliquer le the´ore`me 5.3 (conjecture de pavage)
a` l’ope´rateur S − 1: il existe une partition finie {A1, ..., Ar} de N, telle que
‖QAj(S − 1)QAj‖ ≤ δ‖S − 1‖ pour j = 1, ..., r, ou` δ = ε1+‖S‖ et QAj est le
projecteur diagonal associe´ a` Aj. Notons que r = r(ε, ‖T‖).
Montrons que la suite (ϕn)n∈Aj est une ε-suite de Riesz. En effet, pour
a ∈ ℓ2:
‖
∑
n∈Aj
anϕn‖22 = ‖T (
∑
n∈Aj
anen)‖22 = ‖TQAja‖22 = 〈QAjSQAja|a〉.
Mais
〈QAjSQAja|a〉 = 〈QAja|QAja〉 − 〈(QAj (1− S)QAj )QAja|QAja〉
≥ (1− δ‖1− S‖)‖QAja‖22 ≥ (1− ε)‖QAja‖22.
On montre de manie`re analogue que ‖∑n∈Aj anϕn‖22 ≤ (1 + ε)‖QAja‖22. 
En 2004, H. Feichtinger e´met la conjecture suivante, popularise´e par P.
Casazza et ses collaborateurs (voir par exemple [CCLV]):
The´ore`me 6.3 Toute frame dans ℓ2 consistant en vecteurs de norme 1, est
re´union disjointe d’une famille finie de suites de Riesz.
Preuve: Soit (ϕn)n∈N une frame dans ℓ
2, de constantes A,B, avec ‖ϕn‖2 =
1 pour tout n. On conside`re l’ope´rateur borne´ T : ℓ2 → ℓ2 : ξ 7→ (〈ξ|ϕn〉)n∈N.
Son adjoint satisfait T ∗(en) = ϕn pour tout n ∈ N. Posons S = TT ∗: comme
les ϕn sont de norme 1, on a diag(S) = (1, 1, 1, ...); exactement comme dans
la preuve de la proposition 6.2, on peut appliquer a` S − 1 la conjecture de
pavage (The´ore`me 5.3) avec ε = 1
2(1+B)
: on trouve une partition {A1, ..., Ar}
de N avec ‖QAj(S − 1)QAj‖ ≤ ε‖S − 1‖ et on montre comme dans la preuve
de la proposition 6.2 que, pour j = 1, ..., r:
1
2
∑
i∈Aj
|ai|2 ≤ ‖
∑
i∈Aj
aiϕi‖2 ≤ 3
2
∑
i∈Aj
|ai|2,
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pour tout a = (ai)i∈N ∈ ℓ2. 
Dans les articles [BT1, BT2], J. Bourgain et L.Tzafriri e´tudient – en liai-
son d’abord avec des questions de ge´ome´trie des espaces de Banach, ensuite
avec le proble`me de Kadison-Singer – un proble`me d’inversibilite´ restreinte
de matrice: si T ∈ Mn(C), et A ⊂ {1, ..., n} est tel que T est injectif en
restriction au sous-espace vectoriel de Cn engendre´ par les ei (i ∈ A), de
quelle taille peut-on choisir A? Ils de´montrent:
The´ore`me 6.4 ([BT1], Theorem 1.2) Il existe une constante c > 0 telle
que, pour toute matrice T ∈Mn(C) ayant des colonnes de norme 1, il existe
une partie A ⊂ {1, ..., n} de cardinal au moins c . n
‖T‖2
, telle que ‖∑i∈A aiT (ei)‖22 ≥
c2
∑
i∈A |ai|2 pour tout choix de nombres complexes (ai)i∈A. 
Les cas extreˆmes T = 1n (de norme 1) et T (ei) = e1 (de norme
√
n),
montrent que cet e´nonce´ est essentiellement optimal quant a` la taille de la
partie A. Voir [Nao, Sr2] pour des e´nonce´s re´cents d’invertibilite´ restreinte.
Le the´ore`me 6.4 a motive´ l’e´nonce´ suivant; ce dernier semble avoir longtemps
appartenu a` la tradition orale, avant d’avoir e´te´ consigne´ par Casazza8 sous
le nom de conjecture de Bourgain-Tzafriri; voir par exemple [CT].
The´ore`me 6.5 Pour tout B > 1, il existe un entier r = r(B) qui ve´rifie:
Pour tout n et toute matrice T ∈ Mn(C) avec des colonnes de norme 1 et
‖T‖ ≤ B, il existe une partition {A1, ..., Ar} de {1, 2, ..., n} telle que, pour
tout j = 1, 2, ..., r et tout choix de nombres complexes (ai)i∈Aj , on a:
∥∥∥∑
i∈Aj
aiT (ei)
∥∥∥2
2
≥ 7
16
∑
i∈Aj
|ai|2.
Preuve: En remplac¸ant T par T ⊕ 1, on peut supposer que T est un
ope´rateur sur ℓ2, a` colonnes de norme 1. Posons ϕn = (
3
5
T (en),
4
5
en) ∈ ℓ2⊕ℓ2.
Les ϕn forment une suite de Riesz de vecteurs de norme 1. On peut donc lui
appliquer la proposition 6.2 avec ǫ = (3
5
)2: il existe une partition {A1, ..., Ar}
de N (ou` r est fonction de ‖T‖) telle que, pour j = 1, ..., r:
16
25
∑
i∈Aj
|ai|2 ≤
∥∥∥∑
i∈Aj
aiϕi
∥∥∥2
2
=
16
25
∥∥∥∑
i∈Aj
aiT (ei)
∥∥∥2
2
+
9
25
∑
i∈Aj
|ai|2.
8P. Casazza, communication personnelle, 26 de´cembre 2013.
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En re´arrangeant:
7
16
∑
i∈Aj
|ai|2 ≤
∥∥∥∑
i∈Aj
aiT (ei)
∥∥∥2
2
.

7 Graphes de Ramanujan de degre´ arbitraire
7.1 The´orie alge´brique des graphes
Soit X = (V,E) un graphe fini connexe. Notons ∼ la relation d’adjacence
sur l’ensemble V des sommets:
x ∼ y ⇐⇒ {x, y} ∈ E.
Un graphe X est d-re´gulier si tout sommet est adjacent a` d autres sommets.
La matrice d’adjacence de X est:
(AX)xy =
{
1 si x ∼ y
0 sinon.
Le re´sultat suivant est classique (voir par exemple [God], The´ore`me 4.2 du
Chapitre 2).
Proposition 7.1 Soit X un graphe fini connexe, d-re´gulier.
1) Pour toute valeur propre λ de AX , on a |λ| ≤ d.
2) d est valeur propre de AX , de multiplicite´ 1.
3) −d est valeur propre de AX si et seulement si X est bi-colorable. Dans
ce cas, le spectre de AX est syme´trique par rapport a` 0.
De´finition 7.2 Un graphe fini connexe d-re´gulier X est un graphe de Ra-
manujan si, pour toute valeur propre λ de AX , on a |λ| = d ou |λ| ≤ 2
√
d− 1.
Nous renvoyons a` [Lub, DSV, Val] pour la justification de la quantite´
2
√
d− 1. Les familles infinies de graphes de Ramanujan d-re´guliers four-
nissent (pour d ≥ 3) des familles d’expanseurs optimales du point de vue
spectral. Les seules constructions connues de telles familles sont pour d de
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la forme 1 + q, ou` q est une puissance de premier, et reposent sur de la
the´orie des nombres difficile – qui explique la terminologie 〈〈Ramanujan 〉〉.
La question est pose´e dans [Lub, Problem 10.7.3] (voir aussi [Val], bas de
la page 250) de l’existence, pour tout d ≥ 3, de familles infinies de graphes
de Ramanujan d-re´guliers. Dans [MSS1, Theorem 5.5], Marcus, Spielman et
Srivastava de´montrent:
The´ore`me 7.3 Pour tout d ≥ 3, il existe des familles infinies de graphes de
Ramanujan d-re´guliers bi-colorables.
Nous verrons que la preuve est non constructive. La restriction au cas
bi-colorable s’explique par le fait que les techniques de Marcus-Spielman-
Srivastava leur permettent de controˆler la plus grande valeur propre d’une
matrice, mais pas la plus petite (voir le the´ore`me 1.8): l’hypothe`se “bi-
colorable” permet de controˆler toutes les valeurs propres simultane´ment.
Pour d quelconque, la question de l’existence de familles infinies de graphes
de Ramanujan d-re´guliers non bi-colorables est toujours ouverte.
7.2 2-rele`vements
De´finition 7.4 Soit X = (V,E) un graphe fini connexe. Un signage de X
est une fonction syme´trique s : V × V → {−1, 0, 1} telle que s(x, y) 6= 0 si
et seulement si x ∼ y.
Soit s un signage d’un graphe a` n sommets. La matrice d’adjacence signe´e
A
(s)
X est la matrice n-fois-n de´finie par:
(A
(s)
X )xy = s(x, y).
Le 2-rele`vement de X associe´ a` s est un graphe X˜(s) a` 2n sommets, dont
l’ensemble des sommets est la re´union V1
∐
V2 de 2 copies de V , et dont les
areˆtes sont donne´es par:
{
x1 ∼ y1 et x2 ∼ y2 si x ∼ y et s(x, y) = 1
x1 ∼ y2 et x2 ∼ y1 si x ∼ y et s(x, y) = −1
(ou`, pour i = 1, 2, le sommet xi de Vi correspond au sommet x de V ). On
observe que:
• si X˜(s) est connexe, c’est un reveˆtement double de X ;
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• si X est d-re´gulier, X˜(s) l’est e´galement;
• si X est bi-colorable, X˜(s) l’est e´galement.
On montre alors (voir [BL, Lemme 3.1]) que le spectre de la matrice
d’adjacence AX˜(s) est la re´union du spectre de AX et du spectre de A
(s)
X . Bilu
et Linial proposent dans [BL] la conjecture suivante:
Conjecture 7.5 Tout graphe d-re´gulier X posse`de un signage s tel que les
valeurs propres de A
(s)
X sont infe´rieures ou e´gales a` 2
√
d− 1 en valeur absolue.
Une conse´quence de cette conjecture est qu’un graphe de Ramanujan d-
re´gulier posse`de un 2-rele`vement qui est encore de Ramanujan, pour lequel
on peut ite´rer la construction. Donc, cette conjecture, si elle est vraie, im-
plique l’existence de familles infinies de graphes de Ramanujan d-re´guliers,
puisqu’on peut de´marrer avec le graphe complet Kd+1 sur d + 1 sommets.
Marcus, Spielman et Srivastava de´montrent la conjecture de Bilu-Linial dans
le cas bi-colorable [MSS1, Theorem 5.3]:
The´ore`me 7.6 Tout graphe d-re´gulier bi-colorable posse`de un signage qui
satisfait la conjecture 7.5.
Puisqu’on peut de´marrer avec le graphe biparti complet Kd,d sur 2d
sommets, qui est de Ramanujan, par ite´ration de la construction des 2-
rele`vements on obtient une famille infinie de graphes de Ramanujan d-re´guliers
bi-colorables, ce qui de´montre le the´ore`me 7.3.
7.3 Preuve du the´ore`me 7.6
Soit X un graphe d-re´gulier bi-colorable a` n sommets et m areˆtes. Pour un
signage s de X et une areˆte e = {u, v} ∈ E, on de´finit un ope´rateur A(s)e
semi-de´fini positif de rang 1 sur ℓ2(V ):
A(s)e (f) =
{ 〈f |δu − δv〉(δu − δv) si s(u, v) = −1
〈f |δu + δv〉(δu + δv) si s(u, v) = 1
(f ∈ ℓ2(V )). Matriciellement, si s(u, v) = −1:
(A(s)e )xy =


1 si x = y = u ou x = y = v
−1 si x = u et y = v ou x = v et y = u
0 si x /∈ {u, v} ou y /∈ {u, v},
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tandis que si s(u, v) = 1:
(A(s)e )xy =
{
1 si x ∈ {u, v} et y ∈ {u, v}
0 si x /∈ {u, v} ou y /∈ {u, v}.
Donc
d.1n + A
(s)
X =
∑
e∈E
A(s)e .
On munit l’ensemble des 2m signages de X de la mesure de probabilite´
uniforme. Pour e ∈ E, on de´finit la variable ale´atoire Ae : s 7→ A(s)e a` valeurs
dans les ope´rateurs semi-de´finis positifs de rang 1. Les variables ale´atoires
(Ae)e∈E sont inde´pendantes. Par le the´ore`me 1.8, on a pour au moins une
re´alisation des Ae, c-a`-d. pour au moins un signage s:
ZM(p
d.1n+A
(s)
X
) ≤ ZM(Ep∑
e∈E Ae
). (7.1)
Notons λ
(s)
max la plus grande valeur propre de A
(s)
X . Le membre de gauche de
(7.1) est d+ λ
(s)
max. Pour le membre de droite, remarquons que
(Ep∑
e∈E Ae
)(z) = (
∑
s
1
2m
p
d.1n+A
(s)
X
)(z) = (
∑
s
1
2m
p
A
(s)
X
)(z−d) = (EspA(s)
X
)(z−d).
Pour continuer, nous aurons besoin de la notion de mariage: un mariage dans
un graphe X est un ensemble d’areˆtes 2 a` 2 disjointes. Notons pr le nombre
de mariages a` r areˆtes dans X (on convient que p0 = 1), et de´finissons le
polynoˆme de mariage de X :
µX(z) =
∑
r≥0
(−1)rprzn−2r.
On a alors un re´sultat de Godsil et Gutman [GG] (voir aussi l’appendice A
de [MSS1] pour une preuve courte):
Proposition 7.7 EspA(s)
X
= µX .
Comme Ep∑
e∈E Ae
est un polynoˆme caracte´ristique mixte (voir la propo-
sition 4.4 ci-dessus), on en tire que µX a toute ses racines re´elles (ce qui e´tait
connu, voir [God], corollaire 1.2 du chapitre 6). Mieux (meˆme re´fe´rence):
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Proposition 7.8 Si X est d-re´gulier, toute racine de µX est re´elle et borne´e
par 2
√
d− 1 en valeur absolue.
Les propositions 7.7 et 7.8 montrent que le membre de droite de (7.1) satisfait
ZM(Ep∑
e∈E Ae
) = d+ZM(µX) ≤ d+2
√
d− 1. L’ine´quation (7.1) se re´e´crit
donc:
λ(s)max ≤ 2
√
d− 1,
et comme le 2-rele`vement X˜(s) est bi-colorable, toutes les valeurs propres de
A
(s)
X sont majore´es par 2
√
d− 1 en valeur absolue. 
Dans [Sr1] on trouvera une application des the´ore`mes 1.7 et 1.8 a` un
proble`me de 〈〈spectral sparsification 〉〉 (e´lagage spectral ?) en the´orie des
graphes. Ce re´sultat ame´liore les re´sultats ante´rieurs de Batson-Spielman-
Srivastava [BSS] (voir aussi [Nao]).
Remerciements: Merci a` J. Anderson, J. Bourgain, P. Casazza, N. Sri-
vastava et N. Weaver pour d’inte´ressants e´changes. Je remercie spe´cialement
Adam Marcus pour son mini-cours sur les entrelacements de polynoˆmes, et
Sorin Popa et Stefaan Vaes pour leur relecture attentive d’une premie`re ver-
sion de ce texte. Bravo a` Terry Tao pour son blog.
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