Mathematical forecasting approaches can lead to reliable demand forecast in some environments by extrapolating regular patterns in time-series. However, unpredictable events that do not appear in historical data can reduce the usefulness of mathematical forecasts for demand planning purposes. Since forecasters have partial knowledge of the context and of future events, grouping and structuring the fragmented implicit knowledge, in order to be easily and fully integrated in final demand forecasts is the objective of this work. This paper presents a judgemental collaborative approach for demand forecasting in which the mathematical forecasts, considered as the basis, are adjusted by the structured and combined knowledge from different forecasters. The approach is based on the identification and classification of four types of particular events. Factors corresponding to these events are evaluated through a fuzzy inference system to ensure the coherence of the results. To validate the approach, two case studies were developed with forecasters from a plastic bag manufacturer and a distributor belonging to the food retailing industry. The results show that by structuring and combining the judgements of different forecasters to identify and assess future events, companies can experience a high improvement in demand forecast accuracy.
Introduction
Time-series based forecasting is defined as the extrapolation of patterns from historical data to obtain an approximation of the future demand over a time horizon. Many forecasting methodologies have been developed based on different mathematical and statistical methods (Makridakis, Wheelwright, & Hyndman, 1998) . Although mathematical approaches can lead to reliable demand forecasts in some contexts, extrapolating regular patterns only to predict specific and time-limited events can generate bad forecasts. Assuming that forecasters and salesmen have partial knowledge of the context, they can identify potential future events. This implicit knowledge cannot be used by statistical methods as it may correspond to specific events, such as a personnel strike, limited promotions or the opening of new facilities. It is recognised that a judgement based on contextual knowledge is a mandatory component of forecasting (Lawrence, Goodwin, O'Connor, & Önkal, 2006) . Additionally, there is still a need for work that will help companies improve their forecast quality using contextual and judgemental information from the different actors both at the enterprise as well as at the supply chain levels Sanders & Ritzman, 1995) . Information can be fed into to the models using different approaches: The Bayesian approach requires explicit formulation of a model and conditioning on known quantities in order to draw inferences about unknown ones (Harvey 1991) . Furthermore, the intervention analysis approach (also referred to as impact study) is based on the study of the effect of known events on time series. Intervention (or dummy) variables can be used in regression models to measure the effect of these events (Box, Jenkins, & Reinsel, 1994, chap. 13) .
In the context of high uncertainty, it is beneficial to efficiently integrate judgemental and mathematical methods in order to take advantage, on the one hand, of the capacity of the company's actors to anticipate changes and integrate their domain knowledge, and on the other hand of the strength of mathematical forecasting models. For instance, in defining product priorities in a forecasting process, Meunier Martins, Cheikhrouhou, and Glardon (2005) take into account contextual information on lead times, component commonalities and product criticalities. Franses (2008) considers the integration of contextual information in the downstream part of the forecasting process, where different combinations of judgemental and mathematical forecasts are possible.
Furthermore, it has been proved that, in most cases, collaborative forecasting gives better results than a process with a single input (Aviv, 2007) . Indeed, collaborative forecasting refers to different situations, where people and systems interact and cooperate to form a process aiming at producing good forecasts. The 0360-8352/$ -see front matter Ó 2011 Elsevier Ltd. All rights reserved. doi:10.1016/j.cie.2011.07.002 literature on collaborative forecasting falls into two categories. The first category addresses issues related to inter-firm forecasting among partners participating in a supply structure such as supply chain, collaborative network, extended enterprise, etc. (Barratt & Oliveira, 2001; Mc Carthy & Golicic, 2002; Poler, Hemandez, Mula, & Lario, 2008; Raghunathan, 1999) . The second category explores the intra-firm collaborative forecasting process that takes into consideration the achievement of forecasts with the help of different units or departments within the same firm (Ireland and Bruce, 2000; Windischer, Grote, Mathier, Meunier Martins, & Glardon, 2009 ). Only few works address group-oriented intra-firm processes, mainly due to the difficulties in ensuring the coherence between different decision makers.
In the intra-firm collaborative forecasting process addressed in this work, different forecasters use their judgements in order to modify initial mathematical forecasts and deliver a final common adjusted plan. The aim of this work is to develop a collaborative forecasting approach to improve the accuracy by structuring and efficiently exploiting the knowledge of the different forecasters in fuzzy information. The process presented consists of is a judgemental adjustment approach, combining a mathematical model with event-based judgemental factors. In this approach, the mathematical model provides initial forecasts. Based on identified judgemental factors, the forecasters structure their knowledge, related to internal and external information on the industrial and commercial contexts, and adjust the mathematical forecasts using a fuzzy rule-based system. The approach is then compared in its accuracy to pure mathematical methods, naïve forecasts and event-based adjusted processes with a single forecaster, using common error measures. Furthermore, the approach is validated by two industrial case studies, a plastic bag manufacturer in Spain and a fresh food distributor in France.
In Section 2, an overview of the literature on demand forecasting techniques, integrating both mathematical and judgemental processes is provided. Section 3 outlines the details of the proposed collaborative judgemental adjustment-based approach and its main features through the development of the fuzzy system. The error measures used to assess the quality of the approach are proposed in Section 4. Details of the two industrial case studies using the developed approach are provided in Section 5 along with a comparative study of the performances. Finally, Section 6 details the conclusions of this work and the future research directions.
Forecasting methods integrating judgemental and mathematical processes
There exist four main types of demand forecasting approaches integrating human judgement into structured processes: (a) model building, (b) forecast combination, (c) judgemental decomposition and (d) judgemental adjustment (Webby & O'Connor, 1996) . The model building approach uses judgement in the selection and development of the quantitative forecast (Bunn & Wright, 1991) . Forecasting methods based on the combination of judgemental information and mathematical models require high technical knowledge and constitute a pragmatic approach for integrating the personal analysis of contextual information that may influence the forecasts (Fildes & Goodwin, 2007) . Sanders and Ritzman (1995) show that although this method gives good results for time-series with a low variation coefficient, both (mathematical and contextual) forecasts have similar accuracies.
The judgemental decomposition consists of identifying and analysing the effects of past contextual information in time-series before developing mathematical models. Once the mathematical forecasts are achieved, factors related to possible future events are taken into account and the forecasts are then adjusted based on human judgement (Edmundson, 1990) . Judgemental decomposition is more complex than combination or adjustment methods, but it may bring a good structure when integrating judgement. From the demand planner point of view, judgemental decomposition could reduce the cognitive workload but may also be risky and ineffective in some circumstances. Indeed, the multiplicative reconstruction of decomposed components increases the risk of errors and thus, good results are not guaranteed.
In the judgemental adjustment process, the mathematical forecasts are reviewed by experts and then adjusted on the basis of their knowledge and experiences. Judgemental adjustment is a common practice in companies and constitutes the major alternative to the combination process. However, this practice is criticised because of its informal nature (Bunn & Wright, 1991) . In fact, using a procedure or a decision support system to structure the information is helpful for decision making, where the effectiveness of unstructured processes such as graphical adjustment may be dependent on the quality of the reference forecasts (Willemain, 1991 (Willemain, , 1989 . Furthermore, it is proven that structured forecasting processes lead to improvements in accuracy (Harvey 2007; Lawrence, Edmundson, & O'Connor, 1985; Vanston, 2003) . In particular, for judgemental adjustments, it is shown that the structured approach is efficient . Sanders and Ritzman (2004) report the advantages of this approach such as time saving, allowing the judgement to rapidly incorporate the latest updated information. Flores, Olson, and Wolfe (1992) compare different approaches of judgemental adjustment. The forecaster ranks the impacts due to different factors to obtain an average adjustment of an ARIMA forecast. Similarly, Lee, Oh, and Shin (1990) define different event-based factors to determine the future demand in different situations. However, these factors have only been formally used in artificial neural networks in order to identify different specific events and eliminate their influences from time-series (Lee & Yum, 1998; Nikolopoulos & Assimakopoulos, 2003) . The high potential they offer in structuring the judgement and providing efficient collaborative forecasting systems has been neglected (Nikolopoulos, Goodwin, Patelis, & Assimakopoulos, 2007) . The issue of structuring the implicit information and judgement is addressed by Marmier and Cheikhrouhou (2010) , who propose an event-based method for judgemental adjustment. The developed approach uses knowledge, from a single forecaster, structured around the classification of probable future events into four classes of factors. From the different works on capturing and incorporating the knowledge, Collopy and Armstrong (1992) develop a rule-based procedure to determine how the model and its parameters should be chosen. However, not only the system is complex but it also does not address the issues related to diversion of perception between forecasters in collaborative forecasting. In this topic, Fildes, Goodwin, Lawrence, and Nikolopoulos (2009) report in a case study on forecasts achieved using a judgemental adjustment approach and the influence of positive or negative perceptions on the accuracy. They show that positive adjustments in demand planning are much less likely to improve the accuracy than negative adjustments. Indeed, forecasters' optimism could add bias to the information that leads to bad forecasts. This phenomenon can be reduced if collaborative techniques are used. In fact, Wright and Rowe (2011) report that group-based judgemental forecasting methodologies could lead to a global consensus. Kerr and Tindale (2011) argue that only aggregation methods facilitating information exchange between group members are likely to be beneficial over a statistical averaging of prior individual opinions. Such information exchange in structured group interactions provides the enabling conditions for group members to identify errors in the justifications of judgements. Additionally, Önkal, Lawrence, and Zeynep Sayim (2011) show that group discussions and decision making may be efficient methods of displaying and solving differential contingencies, leading to group forecasts that outperform initial forecasts. Moreover, they highlight that a group-based judgemental adjustment tends to improve the accuracy of both the statistical average of the forecasts and the pure model-based forecast. On this side, providing additional information and different approaches, such as fuzzy modelling, improves the accuracy (Kabak & Ülengin, 2010; Petrovic, Xie, & Burnham, 2006) . In addition, in situations, where forecasters might be biased, it is important to obtain forecasts from experts with different biases (Armstrong, Green, & Soon, 2008) .
In this paper, we propose a new collaborative approach integrating human judgements to mathematical models in a structured way. The work is based on future event identification and classification to assist forecasters in focusing selectively on specific events and in structuring their judgements when adjusting forecasts. Therefore, each forecaster can easily communicate his implicit knowledge concerning future evolution of the markets (total volume, number of competitors. . .), customers (their numbers, needs, potential demand. . .) or contractors (development status, special offers. . .) by representative factors. Since the occurrence of these factors as events is uncertain, a fuzzy logic model is adopted to formalise and characterise the factors and their weights. A weight is defined as the impact of the corresponding event on the future demand. The collaborative process relies upon fuzzy rules using inputs from the different in-firm forecasters and providing global adjustments.
Collaborative demand forecasting with event-based fuzzy judgements
Since the different forecasters involved in a process may have different perceptions of similar events, we propose to take into consideration these differences to improve the forecast accuracy. The collaborative process consists of integrating the judgements of several forecasters and structuring the information using complementarities of the different perceptions. Practically, the forecasters take part in a (real or virtual) meeting and use their experiences and knowledge in a structured manner to build up the forecasts. The proposed process is composed of four phases: First, mathematical forecasts are produced based on cleaned data (data, where outliers are identified and eliminated). Second, factors are identified and classified using the forecasters' knowledge related to future events. Third, the different information collected is integrated into a fuzzy inference engine to obtain a global fuzzy judgement. The global fuzzy adjustments are then defuzzified. Finally, the mathematical forecasts are adjusted using defuzzified adjustments. Fig. 1 shows this approach, where the collaborative fuzzy event-based adjusted forecasts are obtained by the combination of initial mathematical forecasts (left side of the figure) and collaborative forecasts with fuzzy event-based judgements (right side of the figure) . The results of the proposed approach are compared to the classical mathematical approaches as well as to the event-based adjusted approach (combination of mathematical forecasts and event-based judgemental forecasts), which takes advantage of the knowledge of a single forecaster .
Different assumptions are made:
-The forecasters have (different or similar) perceptions of future events that may impact the demand over one or several time periods. -Every forecaster is considered as reasonable and responsible (rationality assumption) and therefore their propositions are well-intentioned. -The uncertainty considered is only related to the event occurrence and its amplitude.
Development of initial mathematical forecasts
The initial forecasts are developed on the basis of a standard statistical and mathematical process. Indeed, a filtering process relying upon a decomposition technique (Makridakis et al. 1998) consists of: (1) identifying real outliers, (2) replacing outliers by representative values, and (3) fitting the time series with a mathematical model. Grubbs (1969) defines an outlier as an observation that deviates significantly from all other observations of a data sample. In fact, outliers could exist in time series as an unusual or erroneous data observation or entry. An outlier should be analysed in detail by the forecasters in order to decide to replace it in the time-series, if it is a classical outlier, or to keep it if the related event occurred can be explained. Testing the existence of an outlier and removing it consists of verifying whether the corresponding value in the time series belongs to a tolerance interval. Every observation of the time-series outside this interval is rejected and replaced by another representative value, such as the average of the neighbouring values. The Grubbs' test (Grubbs 1950 ) based on the Student tables compares outlying data points with the average and standard deviation of a set of data and then allows to detect outliers. The past observations Y(t -k) of the time-series Y(t) are filtered over
, and the corresponding mathematical forecasts are defined in
where Y 0 (t) is the forecast based on cleaned data for the period t.
To derive mathematical forecasts, traditional statistical/mathematical models such as random walk (Collopy and Armstrong 1992) , exponential smoothing (Gardner 2006) , ARIMA (Box & Jenkins 1976) or structural time series (Harvey & Shephard 1993) can be used. The best model to select for a considered situation depends on the nature of the products and the business, the nature of data, the aggregation level, the forecast horizon, the shelf life of the model and the expected accuracy. Therefore, common patterns are taken into account for the development of the mathematical model. Indeed, the trend, the seasonality, the periodicity, the serial correlation, the skewness, and the kurtosis have been widely used as criteria in many time series feature-based research (Armstrong, 2001) . Selecting the best model is highly non-trivial and has received considerable attention with different approaches being studied (Zou & Yang, 2004) . We briefly discuss the approaches that are closely related to our work, assuming that the work of De Gooijer, Abraham, Gould, and Robinson (1985) can be considered for a review on this topic. Moreover, different 'checklists' have been developed for the selection of the best forecasting method in a given situation (Chambers, Mullick, & Smith, 1971; Georgoff & Murdick, 1986; Reid, 1972) . This idea has been enhanced by several authors to design expert systems, such as the Rule-based Forecasting that automatically selects and proposes the adapted forecasting method (Wang, Smith-Miles, & Hyndman, 2009 ). Furthermore, even if the corresponding literature is rich, basic rules leading to the choice of the most adequate approach can be mentioned; The Single Exponential Smoothing model is adequate for data series without trend and, where the forecasts are developed on a short-term horizon. Holt's model is used for short term forecasting based on time series that present trends without any seasonal factors. On the other side, the Holt-Winter's model can be used to provide forecasts presenting trend and seasonality. In the case of time series presenting trend, the ARIMA model could be used. The latter is a general class of models that includes random walk, random trend, and exponential smoothing models as special cases. Where simple models could work well, combination of candidate models can reduce the instability of the forecast and improve the accuracy (Yang, 2004) .
Moreover, each observation presents particularities that modify the adequacy between the series and the model, requiring checking and validating the chosen model by an accuracy measurement. The accuracy is measured by dividing the data set into two sets. The first one is used to test several models by best fitting the data and the second set is kept to assess the quality of the fit. In order to measure the error, the forecast residuals, expressed by the Sum of Squared Errors (SSE), measuring the importance of huge errors is used. Additionally, different error measures can be used, e.g. the Mean Error (ME), the Mean Squared Error (MSE), the Mean of the Percentage (MPE), the Mean Absolute Error (MAE), the Absolute Percentage Errors (MAPE) and the Theil's U-statistics.
From a distributed knowledge to collaborative judgemental forecasts
Lee and Yum (1998) define a judgemental factor as a ''factor that cannot be fully incorporated into the time series models, and thus cannot be effectively identified by the extrapolation of past patterns in the data set''. Depending on the studied case, a factor attribute or causal variable can be: duration, intensity, type, etc. The occurrence of the judgemental factor is considered as a judgemental event, characterised by its impact that may affect the demand over one time period or more. Different categories of factors are defined with respect to the cause of the event, such as the market, which consists of external factors influencing the demand and its characteristics, the clients, through their specific needs, the contractors, who may occasionally propose special offers and promotions, the specific weather conditions, etc.
In this work, four types of judgemental factors are considered: transient factors, quantum jump factors, transferred impact factors and trend change factors. They allow to take into account most of the common situations of demand pattern change. Each factor, consequence of a causal variable, is the basis for a corresponding adjustment. Since an adjustment has an impact on the initial forecast over time, each adjustment, resulting from one or several judgemental factors, is noted F(i, t) (the adjustment value), where i is the total impact and t is time. The impact i can reach its maximum value D max . The variable D max does not prejudge whether the event will occur or not. It only expresses the probable maximal value. Assuming that N forecasters are participating in a forecasting meeting, they firstly reach a consensus in assigning a value to the maximum impact D max . Secondly, each forecaster expresses his opinion by giving a weight w j (j = 1, . . . , N) on a scale from 0% to 100%, representing the effect of the occurrence of the considered event in the future with respect to D max . This evaluation can vary from a forecaster to another. If a forecaster estimates that the effect will not impact the forecasts, the individual weighting can be described as 0% of D max , contrary to a high impact that can be assessed as close to 100%. It is also the case when a forecaster is uncertain about the occurrence of a possible event, where a neutral opinion is then possible. In that case, only the information provided by the remaining forecasters is taken into account as input to the fuzzy inference system. 
Fuzzy collaborative adjustment system
Since each forecaster has a different perception on future probable events, depending on his partial knowledge, activity sector, geographical location, etc., providing precise and complete information on the future demand is a difficult task. Evaluations are then made using fuzzy linguistic variables. Indeed, an input is represented by a membership function associated to the fuzzy set {very low, low, medium, high, very high}. The membership function (MF) describes the degree of adherence of the corresponding input value for each element of the fuzzy set. Fig. 2 shows the MFs taken as input basis for the assessment, where triangular MFs are chosen for the designed fuzzy system. Indeed, triangular MFs are appropriate for representing human judgements since they attribute different membership values for two given degrees of criterion satisfaction.
A Fuzzy Inference System (FIS) is then designed and developed. This system uses IF-THEN rules formulated on the basis of: -the statements provided by the forecasters in the considered enterprises studied in this work, and -a consensus achievement, where the final weight of each identified probable future event results from the group decisionmaking process.
The ''OR'' and ''AND'' connectors are considered when formulating the IF-THEN rules since different inputs have to be taken into account in a same rule. The FIS using the Mamdani method (Mamdani & Assilian 1999) aggregates the outputs of the fuzzy rules and generates a defuzzified value w for the global weight using the centroid method. This final weight is then considered in the adjustment process for the factor under study using The transient factors influence time series only during the period in which a particular event occurs (cf. time t e in Fig. 3) .
Assuming that time can be decomposed into periods t p , the total impact i covers the effective number of impacted periods (t 1 , ... , t n ). Adjustments encompassing n consecutive time periods are calculated using:
where f represents the periodical adjustments and i p corresponds to the intensity at the impacted period t p . Transient factors can change the value of the main initial trend b Y 0 , either in a decreasing or an increasing way. After establishing the sign of the adjustment (positive or negative), the forecasters reach a consensus to determine D max . According to his knowledge, each forecaster j deduces a weight w j which is provided to the FIS to calculate the final weight.
Transferred impact factors
In case of a transferred impact factor, the global impact i is transferred from a set of periods S p1 to another one S p2, without changing the global forecast over the horizon. Fig. 4 shows an example of this factor. This phenomenon is observed for instance when price changes are announced beforehand at time t a (for example, when suppliers want to reduce their inventories and thus introduce special offers). In this case, the temporary change in demand due to the expected price change is transferred and compensated in the following time period at time t e . Adjustments encompassing n consecutive periods are calculated by
where i p is the (positive or negative) impact of the factor during the time period p. The forecasters determine together D max to be transferred and, using the scale of impact, each forecaster proposes a weight w j for the probable considered event.
Quantum jump factors
As presented in Fig. 5 , the quantum jump factor occurs when the effect of a non-repetitive event is permanent. The adjustment calculation is detailed in
where Qj is a binary variable which means that the Y-intercept, which defines the elevation of the demand trend, is impacted by the intensity i at the effective date t e , (date of the jth event that generates the demand jump)
The weighting process here is similar to the other factors. After determining the adjustment sign, the forecasters have to determine D max and then, each forecaster expresses his opinion about the percentage that weights D max . Fig. 6 shows a trend change factor that could for instance represent a price change. Most of the time, a price change is known a priori, and it is possible to forecast the trend change. If the forecaster provides contextual information, a regression of 
Trend change factors
where D b Y ðtÞ is the adjustment calculated with the collaborative approach. It corresponds to the total impact of the different events occurring at time t on demand. When multiple judgemental factors simultaneously impact the demand, it is necessary to take into account forecast adjustments according to the effects of each individual judgemental event. Then, the global adjustment at time t, defined in Eq. (8), corresponds to the sum of the different adjustments related to the K factors impacting the demand at time t
Evaluation of adjusted forecast quality
Armstrong (2001) stated that, in the case of integrating human knowledge in forecasting processes, some error measures are not particularly useful to forecasters with business expertise and their use is probably more harmful when using time-series. Based on these statements, two forecast error measures are selected in this work: the Mean Absolute Error (MAE) and the Mean Absolute Percentage Error (MAPE). Indeed, the use of MAE enables highlighting both positive and negative errors. With MAE, the total magnitude of error is provided but not the real bias or the error direction. MAPE measures the deviation as a percentage of the actual data with respect to the forecasts. Thus, positive and negative errors do not cancel out. Consider Y t as the actual value at period t, for t = 1, . . . , T, and F t as the forecast for this period, the MAE is given by Eq. (9) and the MAPE is given by Eq. (10)
Moreover, we compare our work to additional benchmark models by providing the two naïve models. The first one, called Naïve Forecast 1 (NF1) consists of taking the last actual value and using it as forecast for all the next periods. The second model, Naïve Forecast 2 (NF2) takes the last actual value as forecast for all the next periods, but integrates the seasonal pattern of the time series. The Theil's U-statistics have a number of interesting properties that could be used to assess the quality of a forecasting technique. They do not provide information on the forecasting bias which is captured by the Mean Error. Both of its instances, labelled U 1 in Eq. (11) and U 2 in Eq. (12), are used in this work. The U 1 statistic is bounded between 0 and 1. The more accurate the forecasts, the lower the value of the U 1 statistic. Considering U 2 , values less than 1 indicate high forecasting accuracy for the considered model compared to the Naïve Forecasting (Makridakis et al., 1998, chap. 2)
Industrial case studies
Two real industrial case studies are used to assess the practical usefulness of the proposed forecasting approach: a plastic bag manufacturer and a distributor from the food industry. In both cases, three forecasters proceed to structure and integrate their implicit knowledge into mathematical models.
Presentation of the first case study: forecasting plastic bag demand
The proposed approach is applied to the case of the Company X, a plastic bag manufacturer based in the south of Spain. The polyethylene bag market is analysed and the demand is forecasted. The time series used are composed of the aggregated monthly demand collected over 3 years (2004) (2005) (2006) , as it can be observed in Fig. 7 . The aim of this study is to plan the demand for the year 2007. Company X has three main customers in this area, all of which are supermarkets. Three forecasters from the company X analyse the historical data and the factors influencing plastic bag demand and then forecast the specific events based on their respective knowledge.
The first step consists of cleaning the data by outlier elimination. In our case, the Grubb's test shows an outlier observed at t = 29 months. This observation, outside the tolerance interval, is considered as an outlier and is replaced by the average of its two neighbouring values. The cleaned time series is presented in Fig. 7 .
Initial mathematical forecasts
The literature offers good references for the selection of the best mathematical model that fits the best the time series. The reader is referred to Makridakis et al. (1998) for a complete description of those models. In the case of the plastic bags manufacturer, the time series presents a strong trend as shown in Fig. 7 . Moreover, due to the increase in demand for plastic bags during the months preceding summer and Christmas holidays, a weak seasonality is observed in the historical data. Based on these observations, a short list of pertinent mathematical models is developed by the industrial forecasters participating to the study, containing Autoregressive Integrated Moving Average (ARIMA) and Holt-Winters. Indeed, the forecasters intentionally limit the list to two candidates: Holt-Winters as adequate models for data presenting seasonality and ARIMA as the most used and representative technique in time series forecasting, according to them. To select the most adapted one, their respective fitness to the time series is calculated using the Web-reg software, an ARIMA Add-in for Excel (Web-reg, 2010) , and the ''stats'' package of R (R-project, 2010) for the Holt-Winters model. An important aspect in developing mathematical models, in particular those based on Autoregressive and Moving Average techniques, is related to the identification of their orders. Indeed, fitting the model consists of identifying the parameters of the best model representing the data. In order to identify if the time series is a good candidate for an ARIMA model, different methods are used (Akaike, 1974; Akaike, 1981; Hannan & Rissanen 1982; Kadane & Lazar, 2004; Ong, Huang, & Tzeng, 2005) . Among these methods, the Box-Jenkins method is a univariate time series consisting of different steps: identification, estimation and testing, and application to forecasting (Box & Jenkins, 1976; Makridakis et al., 1998, chap. 7) . The Box-Jenkins method can handle either stationary or non-stationary time series, both with and without seasonal elements (Lim & McAleer, 2002) . However, even if Box-Jenkins method is widely used, its practical implementation proves to be complex. As a consequence, simple procedures can be adopted, such as minimising the Akaike Information Criterion (AIC) (Akaike, 1974; Akaike, 1981) , the Schwarz criterion (Schwarz, 1978) or other related criteria (Hannan & Quinn, 1979) . To solve the minimisation problem for the identification of the best model fitting the data, different techniques are available. One of the most efficient techniques is the Levenberg-Marquardt algorithm (Bertsekas, 1995) . Indeed, the latter is a standard technique used to determine the values of the parameters that minimise the sum of the squared residual values for a set of observations. The Levenberg-Marquardt algorithm is the core engine of the Web-reg software (2010) for the identification of ARIMA model parameters. This software is selected and used by the forecasters in the first case study to identify the parameters of the ARIMA model that best fits the available data.
The obtained forecasts (over a period of 12 months) for the Holt-Winters model present a higher Sum of Squared Errors (SSE equal to 409,165) than the ARIMA(5, 0, 4) model (SSE equal to 201, 852) . The forecast error for the Holt-Winters model, as a seasonal model is higher too (MAE is equal to 134 and MAPE is equal to 0.102), than for the ARIMA(5, 0, 4) model (MAE equal to 112.2 and MAPE equal to 0.0819). Fig. 8 presents the forecasts obtained with the ARIMA(5, 0, 4) method for 2007, which is retained by the industrial experts as the initial mathematical model.
Subjective adjustments
The three forecasters of the company X identify future events and classify the different corresponding factors as transient, transferring, jump or change trend factors. Then, during a meeting, a consensus is reached by these forecasters on the maximum impact for each factor. Based on this value, a weight is attributed to each causal variable by each forecaster. By using this process, the different opinions are integrated and the adjustment is made. In this case study, the forecasters propose that the following factors would influence the future demand.
Plastic price
The forecasters predict that the demand trend will change since the raw materials price will increase starting in January 2007 due to new framework contracts with the suppliers. The plastic price is then the causal variable related to the trend change factor.
The trend is computed using the method of the least squares with a regression line. Each forecaster weights the corresponding trend line change. Then the assessments are introduced to the fuzzy inference system which provides the collaborative judgemental forecast and adjustments.
Assume that P(t) is the price at time t and Y(t) is the demand at time t. A regression of To adjust the trend, the initial trend is firstly removed from the forecast, the price impact is secondly identified, the new trend is then calculated and finally, the new trend is added to the forecast.
As presented in Table 1 , the maximum impact is a trend decrease of 5%. Each forecaster participating in the meeting gives his opinion concerning the impact as a percentage of this value. Three inputs are considered 80%, 95% and 100% and introduced into the FIS which gives a trend adjustment of À4.6%
(93.3% of À5%). The forecast without trend and the adjusted forecast are given in Fig. 9 .
Special offer
The forecasters predict that their company will have too much inventory in the beginning of 2007. For this reason, a special offer is planned, proposing lower prices to their clients if they order higher quantities than usual. The consequence of this factor is that a major part of the demand of February and March 2007 will be transferred to January. The special offer is classified as a transferring factor. Indeed, this factor depends on the proposed price in the special offers and on the holding costs.
The special offer is made to the three main customers. The forecasters determine that the demand increase (related to the special offer) will represent at the maximum level 40% of the monthly consumption. Each forecaster expresses his perception by weighting it individually by 40%, 45% and 60% as shown in Table 1 . The global weight given by the FIS is 60%. The results of the rating in Table  1 show that the forecasters predict a demand increase for January.
Plastic bag improvements
Technical changes in plastic bags by Company X are under consideration in order to fulfil the ISO 14000 requirements (environmental regulations). The forecasters predict that using ecological non-polluting plastic bags is an interesting Marketing criterion to present to the supermarkets. The demand would then increase, classifying the factor as a jump factor, since the concept would attract new clients. Here, the causal variable is the demand volume of the new clients interested in ecological plastic bags.Company X detected a potential client (Client 5) for the biodegradable plastic bags. The company decided then to make an experimental change in their raw materials based on a new generation of biodegradable substances, during the two summer months. The forecasters expect that this change will not impact the current basis of clients, but rather attract Client 5. Then, the forecasters state that the client's interest would increase the global demand to a maximum level of 30% (cf. Table 1 ). After having expressed their weights (respectively 30%, 45% and 70%), the FIS gives a final adjustment of 44.2% of D max .
Client situations
Client 3, a client of the company X, posting regular orders with fixed quantities of plastic bags per month, announced that its facilities would close for a month after the summer holidays for maintenance purposes. A logical consequence of this event would be a decrease in the demand. However, according to the forecasters, this client will order more items to fill his stocks. This case shows the importance of the relationship between the client and the supplier and the role of human factors in demand planning. The factor Table 2 presents the total impact of the different forecasted factors on the demand per month using the information from Table 1 . It is then possible to compare the adjustments proposed by a single forecaster (the right side values obtained from ) and those obtained using three different opinions for each event considered (the left side values). Table 3 gives for each month the forecast error in product units and in percentage. It is clear that the adjusted forecasts present better results compared to the initial mathematical model since they are closer to the real sales for 10 out of 12 months. Table 4 presents the forecast performances of the proposed collaborative approach, measured using MAE, MAPE and both Theil's U-statistics U 1 and U 2 . The collaborative adjusted forecast gives the best results since the MAE is decreased by 70% and the MAPE by 71%. In addition, the MAPE is about 0.02, which means that, in average, only a global error of 2% is made on the whole year. Moreover, this performance is illustrated by the U 1 statistic that shows the lowest reported values, closer to 0. The U 2 statistic, less than 1, shows that the collaborative adjustment approach outperforms the other approaches, notably the Naïve Forecast NF2, even if the latter integrates the same seasonal pattern of the time series.
Collaborative adjusted forecasts
The historical data used to approximate the future demand do not contain the impact of non-periodic events, such as those that could be related to the four factor types. Therefore, it cannot logically lead to optimal forecasts. The adjustments help in minimising the forecast errors. However, if the adjustments were done globally, without structuring or without a real analysis of their impacts, their durations and their durations over time, the deviation and the error could increase. Our approach is sufficiently simple to be used in practice. It is also complete enough to allow representative adjustments with respect to the industrial reality.
Second case study: Fresh food distribution
In this second application, we are interested in a set of four different products provided by a fresh food distributor with historical sales on different horizons (from 20 to 36 months) depicted on Fig. 11-14 . The aim is to develop demand forecasts on a 6 month horizon for all considered products. For the different time series, the forecasters identified that the mathematical models are insufficient to achieve accurate forecasts. Different factors due to customers' demand behaviour are considered without detailing the causal variables (several exceptionally high orders have been already announced by their customers). First, mathematical forecasts are generated on a horizon of 6 months, through the identification 
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Coll. Adj. forec. of the best models fitting the historical data (double exponential smoothing for the series shown in Figs. 11, 12 and 14 and Holt-Winters for the series of Fig. 13) . The forecasts are then adjusted by a team of three forecasters from the company using the proposed approach. Table 5 . ''Neutral'' corresponds to the fact that a forecaster cannot give a weight to D max when he estimates having insufficient information relative to the event. In this case only two inputs are considered. The differences between mathematical forecasts and real sales show the limit of the past data extrapolation to obtain accurate forecasts (cf. Figs. 11-14) ; By using the structured forecaster judgements for the different identified factors and taking the advantage of several forecaster perceptions for the events considered, substantial improvements of the forecast accuracy were achieved. Table 6 shows the improvement of the error measures MAE and MAPE, expressed in percentage with respect to the performances of the mathematical models. In this second case study, the Naïve Forecast used (NF1), does not integrate any seasonal pattern since the time series does not present any seasonality. The resulting collaborative adjusted forecasts present better results considering both the MAE and MAPE. Indeed, an increase in forecast quality of at least 21% for each product is obtained, that reaches 80%, compared to the mathematical model. Moreover, using the expertise of several forecasters leads to better results than using the knowledge of only one forecaster. Logically, this is explained by the fact that a single forecaster cannot always have the best opinion for each decision. Furthermore, this expert does not have a complete view of the market situation. The prism of vision is then larger by combining the perceptions of a group of experts. This good performance is confirmed by the U 1 statistic results that are the lowest for the collaborative adjusted forecast and by the U 2 values that are much less than 1. As a conclusion, this case study further proves the efficiency of the global approach to deliver forecasts with high accuracy as shown in the first case study. It is clear that the historical data used to approximate the future demand do not encompass the impact of non periodic events. Therefore, the collaborative adjusted approach logically leads to improved results.
Discussion and conclusions
The collaborative factor-based fuzzy approach presented in this paper helps groups of forecasters in structuring their judgements and providing global forecasts using an adjustment technique. Therefore, the forecasters are able to structure and communicate efficiently their relative and partial knowledge concerning the evolution of markets, customers and contractors using representative factors. The global approach consists mainly of three steps: (a) data filtering and development of mathematical forecasting, (b) factors formalisation and identification and (c) collaborative adjustment process. This approach is applied to plan the demand of a manufacturing company and a fresh food distributor.
It is shown that the proposed forecasting method allows forecasters to identify different factors in order to integrate specific events and assess their impacts on demand. For both case studies presented, the proposed approach has a substantial impact on the accuracy of the resulting forecasts. In fact, the Mean Absolute Error and the Mean Absolute Percentage Error are both decreased in comparison with other techniques, thanks to the efficiency of the collaborative decision making system. Those results are confirmed by the Theil's U-statistics, thus translating the accuracy of the forecast obtained through the collaboration of forecasters. Compared to previous work, where additional information is extracted from time series and integrated to different decision support systems, our approach is original, as it bases the forecasting process on collaborative and structured judgements from knowledgeable forecasters. However, awareness in using such approaches has to be addressed. As the developed work is based on initial mathematical forecasts, the model that best fits the data is not always the one that provides the best forecasts. Accordingly, attention has to be paid to the selection of the initial forecasting model, in order to reduce the risk of providing knowledge to inappropriate statistical models.
In developing case studies, the new process was appreciated by the forecasters since they can provide vague information without being committed with any single information they can provide. From a social point of view, the impact of introducing such a method cannot be neglected; the new approach decreases the pressure on forecasters in terms of providing accurate information, while it allows the company to capture the intrinsic knowledge of its experts for better forecast plans. Table 6 Improvement of the forecast accuracy for the case study. In the future, the development of a measure/indicator that reflects the different levels of uncertainty of the obtained collaborative forecast is under interest. In addition, studying the different individual forecaster perceptions and their contributions to the collaborative forecasting process, relying on their psychological profiles, is an interesting future research direction.
