Abstract. Let X; X 1 ; X 2 ; : : : be i. 
Introduction
In the limit theory for sums of independent identically distributed random variables and vectors main e orts were devoted to study the rate of approximation in the Central Limit Theorem (CLT) and for problems with stable limit distributions. Compared to the general structure of limit distributions of sums these are still rather special situations. Moreover, in many problems the accuracy of normal approximation is too slow and one needs to enlarge the class of approximating distributions. A natural approximation for the distributions of sums of a large number of i.i.d. 2 V. BENTKUS, F. G OTZE AND A. YU. ZAITSEV random vectors is given by in nitely divisible (in particular, accompanying) distributions.
The problem of the estimation of the rate of in nitely divisible approximations for the distribution functions of sums of N i.i.d. one-dimensional random variables as N ! 1 was stated by Kolmogorov (1953) . Prohorov (1955) showed that these distribution functions are approximable by the set of in nitely divisible laws in the sense of the uniform distance between distribution functions. Kolmogorov (1956) showed that the rate of this approximation is uniform with respect to the class of all onedimensional distributions and proved a rate of the form c N ?1=5 , where c is an absolute constant. The best possible rate c N ?2=3 was obtained by Arak (1981 Arak ( , 1982 . For accompanying approximating distributions, the optimal bound c N ?1=3 was proved by Le Cam (1965) . This bound was sharpened up to c N ?1=2 for symmetrically distributed summands by Zaitsev (1981) (see also Ibragimov and Presman (1973) ) and up to c N ?1 by Arak (1980) for summands with non-negative characteristic functions, see also Cekanavi cius (1989) . A more detailed review of one-dimensional results mentioned above and detailed proofs can be found in the monograph of Arak and Zaitsev (1988) .
The majority of the corresponding multidimensional results used the uniform distance between distribution functions. proved an analog of Le Cam's result with a constant depending on the dimension d < 1 only. When the distribution of the summands is symmetric or even has a non-negative characteristic function, the corresponding analogs of the one-dimensional results of Zaitsev (1981) and Arak (1980) were obtained by Zaitsev ( , 1992 . These results can be easily extended to the comparison of distributions on convex polytopes (see Zaitsev (1994) ). The constants in these bounds depend on certain characteristics of the polytopes what do not allow to obtain estimates for arbitrary convex sets and balls by passing to the limit.
In spite of the fact that the results described above give the de nitive answer to the question about the asymptotic behaviour of the bounds which are uniform with respect to the class of all one-dimensional or d-dimensional distributions, these inequalities do not describe the asymptotics of the rate of in nitely divisible approximation of N-fold convolutions for xed distribution of summands. The analog of the result of Prohorov (1955) mentioned above for nite dimensional convex sets was obtained by Bak stys and Paulauskas (1986, 1987) . For the approximation by accompanying laws they also proved an estimate for the Prohorov distance between suitably normalized vectors in the in nite dimensional case which is of order O(N ?1=6 ) in the case of Hilbert space valued vectors. Nagaev (1990) proved that if 4 6 d 6 1, the norm of the summands has nite second moment and their distribution is non-degenerate, then the rate of approximation by accompanying laws for balls is O(N ?1=2 ). From the recent estimate in the CLT of Bentkus and G otze (1995) it follows that this rate of approximation is O(N ?1 ) for arbitrary ellipsoids and hyperboloids when 9 6 d 6 1 RATES FOR QUADRATIC FORMS 3 and the summands have non-degenerate distribution and their norm has a nite fourth moment.
In this paper we investigate the rate of approximation of the distribution of the sum of i.i.d. random vectors by the accompanying laws on the balls, ellipsoids and hyperboloids in spaces of su ciently large dimension assuming the existence of a nite moment of order 8=3 for the norm of the summands. The constant in this bound depends on E jXj 8=3 , on Q and on the covariance operator of X only.
In the proof of Theorem 1.1 we can assume that Q 2 = I, where I is the identity operator, and, hence, that the symmetric operator Q is isometric. This will not restrict the generality, since any symmetric operator Q can be represented as Q = Q + Q 0 Q + , where Q + is a non-negative operator and Q 0 is a symmetric operator with Q 2 0 = I. This can be derived, e.g., from Lusternik and Sobolev (1974) N ?1 in dimension one which is evidently wrong because for the one-dimensional symmetric Bernoulli scheme
On the other hand, the rate of convergence in (1.10), (1.12), (1.13) cannot be faster. Consider, for example, the case when d < 1 is odd, Q = I, a = 0, P X = x = 2 ?d for all x = (x 1 ; : : :; x d ) such that x j = 1, j = 1; : : :; d.
Denote by Z 1 = 1; 3; 5; : : : and Z 2 = 0; 2; 4; : : : the sets of odd and even non-negative integers respectively. It is not di cult to check that P jS N j 2 2 Z 1 =N = 1 ? P jS N j 2 2 Z 2 =N = 1; for N odd, 0; for N even.
(1.14)
From (1.8), we infer P jT N j 2 2 Z k =N = P N 2 Z k ; k = 1; 2:
(1.15)
Using the Local Limit Theorem, see, e.g., Petrov (1975) (1.20)
For even d a similar example can be easily constructed too. It su ces to add to X in the previous example an independent (d+1)-th coordinate taking values 2 with probability 1 2 which allows to repeat the arguments above.
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If E jXj 4 < 1, the bound of the form O(N ?1 ) in (1.10) follows from an estimate in the CLT, contained in the main result of Bentkus and G otze (1995) . Theorem 1.1 show that this rate of approximation remains valid given weaker moment assumptions where the Gaussian approximation is essentially slower. Thus, Theorem 1.1 can be considered as an analog of a result of Zaitsev (1996) . He proved that if d = 1, E X = 0, and E jXj 3=2 < 1, then
For the proof of Theorems 1.1 and 1.2 we use an analog of the well known one-dimensional Esseen bound which estimates the uniform distance ( ; ) in terms of characteristic functions (see Lemma 2.6). For su ciently large values of jtj, provided that O(N 2=9 ) 6 jtj 6 O(N) we estimate the integrals of characteristic functions with the help of recent results of G otze (1994, 1995) (see Lemmas 2.1 and 2.2). For jtj 6 O(N 2=9 ) we use an expansion of characteristic functions contained in Lemma 2.5. Besides, we use a truncation and the standard techniques of estimation in Hilbert spaces.
Auxiliary results
Let us de ne the following classes of probability distributions which will appear in our arguments. Let s 6 d be a natural number and 0 < r 6 s ?1 , 0 < 6 1 2 . 
In the proof of Theorem 1.1 we shall use the following Lemmas 2.1{2.6 in which Q denotes the symmetric bounded operator de ned in Section 1. 8 V. BENTKUS, F. G OTZE AND A. YU. ZAITSEV Lemma 2.1 (Bentkus and G otze (1995) , Corollary 5.5 and Theorems 6.3, 7.1). Let s be a natural number, 1 6 s 6 d, 0 < r 6 s ?1 , 0 < 6 1 2 . Suppose that the operator Q is isometric. Assume that the symmetrization e Z of a random Lemma 2.2 (Bentkus and G otze (1994) , Lemma 6.1). Assume that a non-negative function (t), t > 0, is continuous and (0) (2.20) Combining the estimates (2.19), and using (2.20), we see that the inequality (2.14) follows from (2.17) and (2.18).
The following Lemma 2.6 can be easily derived from the results of Le Cam (1965) and Esseen (1968) (see also Petrov (1975) , Theorem 1 of Chapter V and Lemma 3 of Chapter III, or Arak and Zaitsev (1988) Obviously, E X j + E X j = E X j = 0; j = 1; 2; : : :: Using (1.6), (3.5), (3.7), (3.14), and applying the Chebyshev inequality, we get P jS N j 6 = jS N j 6 N X j=1 P X j 6 = X j = N q 6 E jXj 8=3 N :
(3.23)
Using (1.1), (1.6) and (3.12){(3.14), we obtain P Y j 6 = Y j = P Y j 6 = 0 6 1 ? e ?q 6 q 6 E jXj 8=3 N 2 ; j = 1; 2 : : :; P jT N j 6 = jT N j 6 Introduce the distribution functions F(x) = P Q S N ? a] < x ; G(x) = P Q T N ? a] < x ; F (x) = P Q S N ? a] < x ; G (x) = P Q T N ? a] < x ;
x 2 R; (3.25) Taking into account (3.28), (3.44), (3.45), (3.56), we see that Lemma 2.1 is applicable with s = 9, = 2 0 , r = p=2; y j = e j , j = 1; : : :; 9.
Conditioning on b 2 (see (2.26)), applying the inequality (2.11) of Lemma 2.1 with u = 2tmN ?1 n, and taking into account (2.4), (3.33), (3.42), (3.44), (3.48), we obtain Note that in the last inequality we used (2.4) to change constants in the arguments of the function M 9 .
Using (2.26) again, we see that the relations (3.26), (3.42), (3.44), (3.57) together imply that, for any t 2 R, f (t) 6 R 1 (t) 6 c min n 1; M 9 ? pt; N 0 o : (3.58)
Using (3.34), (3.37), (3.38), (3.41) and (3.58), we conclude vectors with distributions from the class ?(9; 2 0 ; e 1 ; : : :; e 9 ). In addition, we used that, in view of (3.33), (3.48), (3.63), we can choose c 16 ; c 17 in (3.36) to be so large that l = pn=72 > pN (2880 m) > c N 0 > 1: (3.64) Changing variables, using (3.33), (3.34), (3.63), (3.64) and choosing appropriate constants c 13 , c 14 in the de nitions of t 2 and K, we have Applying the inequality (2.10) of Lemma 2.1 and using (2.4), (3.63) and (3.64),
we obtain, for all > 0, u 2 R, ' (z; u + ) ' (z; u ? ) 6 c M 2 9 ( ; l) 6 c 18 M 2 9 (2 ; N 0 ): (3.66) Therefore, Lemma 2.2 is applicable with (t) = ' (z; t) and (t) = ' (z; ?t); In order to verify these relations one should use (3.25), (3.26), (3.41), (3.42) and the fact that, according to (1.6), (3.14), (3.15), (3.18), (3.20), (3.22), (3.24), the random vectors Y; Y 1 ; Y 2 ; : : :; Y 1 ; Y 2 ; : : :; T N ; T N have all the properties of the random vectors X; X 1 ; X 2 ; : : : ; X 1 ; X 2 ; : : :; S N ; S N , which were used in the proof of (3.58), (3.68). In order to estimate I(f ; g ) we write the characteristic functions f (t) and g (t) Therefore, the left-hand side of (3.92) can be estimated in absolute value by the right-hand side of (3.86). The estimation of the remaining 6 summands on the righthand side of (2.24) can be done in a similar way. Here the elementary inequality x y 6 1 + x z , for x > 0, 0 6 y 6 z, has to be used several times.
The proof of (3.87) almost coincides with the proof of (3.86). A unique di erence consists in changing k (involving in the corresponding summand of (2.25) in one place only) by ? k (see (2.22), (2.25), (3.84) The further estimation of this quantity is similar to the estimation of the right-hand side of (3.92). One should also use that 1 ; 2 are identically distributed and, hence, E j 2 j = E j 1 j.
Consider the estimation of the right-hand sides of (3.86), (3.87). According to (3.1), (3.9), (3.79), (3.80), (3.83), we have E j 1 j 2 6 cN ?1 ; E j 1 j 3 6 cN ?3=4 ; E j 1 j 4 6 N ?1 E jXj 8=3 ; (3.98) E j 1 j 6 N ?5=4 E jX 1 j 2 6 cN ?5=4 : (3.99) Let y def = E X 1 . In view of (1.1), (3.8), (3.12), it is easy to verify that E Y k = E X k = y; cov Y k = cov X k = cov X 1 ; k = 1; 2 : : :: (3.100) Recall that denotes an independent of X 1 ; X 2 ; : : : random variable with Poisson distribution of parameter 1. In view of the relations (1.1), (3.8), (3.12), we obtain L(Y 1 ) = L(X 1 + + X ). Therefore, for > 0, E Y 1 = E X 1 + + X 6 E ? jX 1 j + + jX j = E E n ? jX 1 j + + jX j o = E jX 1 j E +1 = c( ) E jX 1 j : (3.106) Using (3.1), (3.9), (3.10), (3.100), we see that jyj = E X 1 6 E X 1 6 cN ?3=4 : Recall that in the sum P 1 from (3.76) we have 0 6 6 6 N; N 2 6 N=5 Now the statement of Theorem 1.1 follows from (3.25), (3.27), (3.30), (3.35), (3.40), (3.68), (3.70) and (3.118 , we see that the relations (3.122){(3.125) imply (3.121) and, hence, (3.120). Now the inequality (1.12) follows from (3.1), (3.25), (3.31), (3.120).
