Abstract. In response to a question of Doerk and Hawkes [4, p. 553], we shall obtain characterizations of the injectors of a finite solvable group (without recourse to the concept of a Fitting set), and we also answer in the negative a question in [3, p. 785].
Introduction
We begin by discussing the properties of injectors of Fittings sets. Originally introduced by Anderson [2] , Fitting sets generalize Fitting classes in such a way as to allow induction arguments using subgroups and quotient groups that are generally unavailable for Fitting classes. Such arguments play a very important role here.
Let G be a finite solvable group, and let F be a set of subgroups of G. Then F is said to be a Fitting set if it satisfies the following three conditions:
(1) conjugate closure: if S A F and g A G, then S g A F;
(2) subnormal closure: if S A F and T is a subnormal subgroup of S, then T A F;
(3) normal product closure: if S; T A F and S and T normalize each other, then ST A F.
Moreover a subgroup H is said to be an F-injector of G if, whenever X is a subnormal subgroup of G, then H V X is maximal among the subgroups of X which belong to F (and in particular H ¼ H V G A F). The fundamental result of Fischer, Gaschü tz and Hartley [4, VIII (2.9)] states that if F is a Fitting set in a finite solvable group G, then G has at least one F-injector, and any two such F-injectors are conjugate in G.
We use the notation of Doerk and Hawkes [4] , and we define Inj G to be the set of subgroups H c G for which there exists a Fitting set F such that H is an F-injector of G. We recall that a subgroup S is said to be pronormal in G if whenever g A G, there is an element x A hS; S g i such that S x ¼ S g . We write S pr G to indicate that S is pronormal in G, and S sn G to mean that S is subnormal in G. Doerk and Hawkes [4, VIII §3, p. 553] asked whether the set Inj G can be described without recourse to the concept of a Fitting set, and in an earlier paper, the first two authors found a characterization [3, Theorem 2] which involves the factors in a suitable chief series of G. However they left open the question [3, p. 785 ] whether belonging to Inj G is equivalent to the following property of H:
(N) if X c G with X / HX , then H V X pr N G ðX Þ.
In Example 1 below we shall show that the condition (N) does not imply that H A Inj G. On the other hand our main result, which was suggested by this question, is as follows:
Theorem. If G is a finite solvable group and H c G, then the following seven statements are equivalent:
ðLÞ if X c G with X sn hH; X i, then H V X pr N G ðX Þ;
ðSÞ if X c G with X sn hH; X i, then H V X pr X ; ðPÞ if X c G with HX ¼ XH and X sn HX , then H V X pr X ; ðYÞ if S sn H and K c G with K / HK, then SðH V KÞ pr SK; ðDFÞ H satisfies both the following conditions:
ðDÞ if X c G with X / HX , then H V X pr X ; ðFÞ if S sn H and K c G, with K / HK and H V K / HK, then SðH V KÞ pr SK;
ðGFÞ H satisfies ðFÞ, together with the following condition: ðGÞ if X c G with X / HX , then ðH V X ÞX 0 / N G ðX Þ.
Remarks. (i) As we shall see in Lemma 9 below, it is not hard to show that each of the first six statements in the Theorem implies the next one; thus although each statement appears stronger than its successor, the Theorem asserts that they are equivalent, provided that G is finite and solvable. We recall that if H is a subgroup of a finite group G, and if N / M c G, then H is said to cover or avoid the factor M=N if ðH V MÞN is equal to M or N respectively; moreover H is called a CAP subgroup of G if every chief factor of G is either covered or avoided by H. We shall also see in Lemma 9 that the condition ðGÞ implies that H is a CAP subgroup of G. In Section 6 we shall construct groups H c G showing that neither ðDÞ nor ðGÞ implies ðFÞ (Example 1), and that ðFÞ does not imply ðGÞ, even when H is a CAP subgroup (Example 2).
(ii) Suppose that G is a group with H c L c G, and let (S) be a subgroup property. We recall that (S) is said to be persistent if the hypothesis that H satisfies (S) in G always implies that H satisfies (S) in L. For example Lemma 1 (b) below says that pronormality is persistent, and Lemma 2 (b) says that the above condition (I) is also persistent. By applying the persistence of pronormality to the subgroups H V X c N L ðX Þ c N G ðX Þ, we see that the condition ðLÞ is persistent, and it is also clear that the conditions ðSÞ, ðPÞ, ðYÞ, ðFÞ, ðDÞ and ðGÞ are all persistent. We remark that the proof of the Theorem also depends on the fact that if H satisfies one of these conditions in G, and if R c H with R / G, then H=R satisfies the same condition in G=R, as in Lemmas 1 and 2 (a).
(iii) We claim that ðLÞ is equivalent to the following condition:
To show that ðLÞ implies ðL 0 Þ, we assume ðLÞ and we suppose that H c L c G and X sn L. Then hH; X i c L, so X sn hH; X i. Hence H V X pr N G ðX Þ by ðLÞ, which proves ðL 0 Þ. Conversely if H satisfies ðL 0 Þ and if X sn hH; X i, then we take L ¼ hH; X i. Now ðL 0 Þ implies that H V X pr N G ðX Þ, so ðLÞ holds. This completes the proof of the claim. Similarly ðSÞ, ðPÞ, ðYÞ, ðFÞ, ðDÞ and ðGÞ are respectively equivalent to the following conditions: (iv) If we are given a particular subgroup H c G, and we wish to use one of the criteria in the Theorem to decide whether H A Inj G, then we must consider all subgroups X such that X sn hH; X i; this seems a daunting task. On the other hand our earlier characterization [3] involved certain factors in a fixed chief series of G, so fewer checks were needed. This has prompted us to use the proof of the Theorem to describe an algorithmic construction, which may give a more practical way to decide whether H A Inj G.
The lay-out of the paper is as follows. In Section 2 we collect some well-known facts which will be used in the later proofs. In Section 3 we give a characterization of injectors with a normal complement (Proposition 1), which suggests the condition ðFÞ above, and which will be used in the proof of the Theorem. We are also able to give a di¤erent proof of the result (Corollary 1), due to Doerk and Hawkes, that every maximal subgroup of a finite solvable group is an injector. In Section 4 we complete the proof of the Theorem, and we describe the construction mentioned in Remark (iv) above. In Section 5 we carry out an investigation of certain injectors with an extraspecial normal complement; this enables us to prove a result (Corollary 2) which shows that the above condition (N) does characterize the injectors H of G in the special case when H is a maximal normal subgroup of a maximal subgroup of G. Finally in Section 6, we construct the examples mentioned in Remark (i) above.
Known results
All groups in this paper are assumed to be finite. In our first lemma, we collect some properties of pronormality, all of which follow quickly from the definition. The sec-ond lemma is about injectors; the elegant proofs are due to Fischer, Gaschü tz and Hartley, and to Doerk and Hawkes. We note that if F is a Fitting set in G and X is a subgroup of G, then the set
is clearly a Fitting set in X . 
Lemma 2. Suppose that G is a finite solvable group, H is a subgroup of G, and F is a Fitting set in G. 
(c) ([4, VIII (2.6)]) If H is an F-injector of G and X sn G, then H V X is an F Xinjector of X . (e) Taking X ¼ SK, we note that X sn G and
(f ) By the given reference, it su‰ces to show that (DH) is equivalent to the statement that s n H G is a Fitting set in G. Now s n H G is automatically closed under conjugation, and also s n -closed, so we must prove that (DH) is equivalent to the closure under normal products. But (DH) is clearly a special case of the normal product closure of s n H G , so we assume (DH), and we suppose that S; T A s n H G with S; T / ST; we must deduce that ST A s n H G . These hypotheses imply that S sn H x and T sn H y with x; y A G, and we take S 1 ¼ S 
We take a Fitting set F such that H is an F-injector of G, and we note that H V X is an F X -injector of X by (b) and (c). Since F g ¼ F and X g ¼ X , we can conjugate by g, and deduce that ðH V X Þ g is also an F X -injector of X . But the F X -injectors are conjugate by [4, VIII (2.9)], and therefore H V X and ðH V X Þ g are conjugate in X , which proves the claim.
To show that H V X A Inj N G ðX Þ, we suppose that S; T sn H V X and g A N G ðX Þ, such that S g and T normalize each other; by (f ) we must prove that S g T sn ðH V X Þ y for some element y A N G ðX Þ. We choose x as in the claim, and we note that
, and we deduce that
The remaining results in this section are more miscellaneous. Lemma 3 is mostly about commutators, while Lemma 4 records two properties of irreducible modules.
Lemma 3. Suppose that X is a group, and S; K c X .
(e) ([4, A (15.6)]) Suppose that G is solvable group, and that L is a maximal subgroup of G, and take the core R ¼ 7 g A G L g . Then there is a normal subgroup K / G such that K=R is a chief factor of G, with LK ¼ G and L V K ¼ R.
Proof. (a) This holds because ½S; N K ðSÞ c S V K ¼ 1.
(b) We note first that the subgroup ½x; S ¼ h½x; s : s A Si is normalized by S (see [6, Proof. (a) If x ¼ 1 the result is clear, so we may assume that x 0 1. From the noncentrality of K, we deduce that C K ðHÞ < K. But C K ðHÞ is an F p H-submodule, so the irreducibility of K implies that C K ðHÞ ¼ 1. Therefore x B C K ðHÞ, which means that ½x; H 0 1. Finally ½x; H is also an F p H-submodule, so we can use the irreducibility of K again to see that ½x; H ¼ K, and hence
we may assume that r > 0 and use induction on r. Then there is a subgroup T such that S / rÀ1 T / H, and we deduce from Cli¤ord's theorem [4, B (7.1)] that K is a direct sum U 1 l Á Á Á l U n of irreducible F p T-submodules U i . For each su‰x i, the induction hypothesis, applied in the group TU i , gives that U i is a direct sum W i1 l Á Á Á l W in i of irreducible F p Ssubmodules W ij . Then K is the direct sum of the modules W ij for all i and j. r 
This proves that ½x; s ¼ u A C K ðTÞ, and therefore ½x; S c C K ðTÞ. r Lemma 6. Let X ¼ SK be a semidirect product, with S V K ¼ 1 and K / X . Then S pr X if and only if the following condition holds:
Proof. We assume first that S pr X , and we suppose x A K. The pronormality means that we can find an element g A hS; S x i such that S g ¼ S x . Now hS; S x i ¼ S½x; S by Lemma 3 (b), so g ¼ sy with s A S and y A ½x; S. We note that S x ¼ S sy ¼ S y . Taking z ¼ xy À1 and using Lemma 3 (a), we get z A N K ðSÞ ¼ C K ðSÞ. Then x ¼ zy A C K ðSÞ½x; S, so this proves (P).
Conversely assume (P) and suppose g A X . Now X ¼ SK, so g ¼ sx with s A S and x A K. From (P) we deduce that x ¼ zy with z A C K ðSÞ and y A ½x; S. Then (ii) Using the notation of Lemma 6, we claim that if X is solvable, then (P) is equivalent to the following condition:
We first show (without using the solvability) that (P) implies ðP 0 Þ. Assume (P) and suppose that U c K with S c N X ðUÞ. If x A U, then x A C K ðSÞ½x; S by (P), so x ¼ zy with z A C K ðSÞ and y A ½x; S c ½U; S c U. Now z ¼ xy À1 A U, so x ¼ zy A C U ðSÞ½U; S. Thus U c C U ðSÞ½U; S, so ðP 0 Þ holds. We now use a result of Peng ([4, I §6 Exercise 18], [8] ) to show that if X is solvable, then the condition ðP 0 Þ implies that S pr X ; because of Lemma 6, this will complete the proof of the claim. Assume ðP 0 Þ and suppose that S c R / Q c X ; by Peng's result, it su‰ces to deduce that
Then U / Q, so S c N X ðUÞ, and using ðP 0 Þ we get
as required.
(iii) We do not know whether ðP 0 Þ implies (P) when X is not solvable; however the second author has proved in [5] that solvability is necessary for Peng's theorem.
(iv) In the condition ðP 0 Þ, C U ðSÞ normalizes ½U; S, but the following example shows that the subgroups C K ðSÞ and ½x; S in the condition (P) need not permute. We take the regular wreath product X ¼ U 1 o S, where
is the non-abelian group of order 21, and
and take x ¼ a 1 . We note that X ¼ SK is a semidirect product, and that S is a Sylow 2-subgroup of X , so S pr X . Moreover
We put V ¼ hC K ðSÞ; ½x; Si, and we deduce that a
2 A V , and therefore V ¼ K. Since the set C K ðSÞ½x; S has size 21 Â 3 < jKj, this shows that C K ðSÞ½x; S is not a subgroup, so C K ðSÞ and ½x; S do not permute.
We can now use Lemmas 5 and 6 to prove the main result of this section. We remark that the condition ðSÞ in the Theorem is a persistent version of the condition ðsÞ below; moreover ðFÞ is a version of ðfÞ which is not only persistent, but also closed under the operation suggested by Lemmas 1 (a) and 2 (a). Proof. We first prove that ðiÞ implies ðsÞ. Assume that H A Inj G, and suppose that X sn G. Then H V X pr N G ðX Þ by Lemma 2 (g), and therefore H V X pr X by Lemma 1 (b), so ðsÞ holds.
Next we prove that ðsÞ implies ðfÞ. Assume ðsÞ, and suppose that S sn H; we must deduce that S pr SK. Taking X ¼ SK, we have X sn HK ¼ G and
It remains to prove that ðfÞ implies ðiÞ. Assume ðfÞ, and suppose that S; T sn H and g A G, such that S g and T normalize each other. By Lemma 2 (f ), we must deduce that S g T is subnormal in a conjugate of H.
From ðfÞ we deduce that S 1 pr S 1 K, so Lemma 6 implies that x A C K ðS 1 Þ½x; S 1 . Thus x ¼ zy with z A C K ðS 1 Þ and y A ½x; S 1 . Hence The next result, which is an easy consequence of Lemma 6, will be used in the proof of Corollary 1 below, and also in the proof of Lemma 17 in Section 5.
(a) Suppose that M < K with M / X , such that K=M is a non-central abelian chief factor of X . If S pr SM, then S pr SK.
(b) Suppose that N c K with N / X , and put V ¼ K=N. Assume that V is an elementary abelian p-group (where p is a prime number) and that V is a direct sum so ½u; S c ½x; S. Moreover S pr SM by hypothesis, so it follows from Lemma 6 that u A C M ðSÞ½u; S, and hence
and the result is trivially true. We may therefore suppose that n > 0, and use induction on n. In this case we take the subgroup M / X such that
, and the induction hypothesis implies that S pr SM. But K=M G U n , and hence K=M is a non-central abelian chief factor of X , so the result follows from (a). r
We can now give a di¤erent proof of the following well-known result of Doerk and Hawkes.
Corollary 1 ([4, VIII (3.5)])
. If G is a finite solvable group, and H is a maximal subgroup of G, then H is an injector of G.
Proof. If H ¼ 1 then H A Inj G, so we may assume H 0 1 and use induction on jHj. We take the core R ¼ 7 g A G H g , and we note that H=R is a maximal sub-group of G=R. If R 0 1, then H=R A InjðG=RÞ by the induction hypothesis, so H A Inj G by Lemma 2 (a). We may therefore assume that R ¼ 1, so H is core-free. It follows from Lemma 3 (e) (with R ¼ 1) that there is a minimal normal subgroup K of G such that G ¼ HK is a semidirect product, and K is an elementary abelian pgroup, which is irreducible as an F p H-module (where p is a prime number). Suppose that S sn H; by Proposition 1 it su‰ces to show that S pr SK. From Lemma 4 (b) we can write K as a direct sum U 1 l Á Á Á l U n of irreducible F p S-modules U i . We choose the notation so that U 1 ; . . . ; U m are non-central F p S-modules, while U mþ1 ; . . . ; U n are centralized by S, and we put 
Proof of the Theorem
Our first aim is to show in Lemma 9 that each condition in the Theorem implies its successor. It is convenient to prove separately the only implication which is neither trivial nor a consequence of one of the results quoted earlier; this is done in Lemma 8, which will be used again in the proof of Proposition 2 in Section 5. We note that the conditions ðDÞ and ðGÞ in the Theorem are persistent versions of the conditions ðdÞ and ðgÞ below. We remark also that the conclusions of ðdÞ and ðDÞ concern only the subgroup X , whereas the conclusions of ðgÞ and ðGÞ involve N G ðX Þ, which may be bigger than X .
Lemma 8.
Suppose that G is a finite solvable group, and H c G, such that H satisfies the following condition:
Then H also satisfies the following condition:
Proof. We assume ðdÞ and we suppose that X / G, but that ðH V X ÞX 0 / = G; we must show that this is impossible. Now
g , and we use Lemma 3 (e) to find a subgroup
We can now deduce that
Lemma 9. Suppose that G is a finite solvable group, and H c G. (d) We can copy the proof that ðsÞ implies ðfÞ in Proposition 1, as follows. We assume ðPÞ, and we suppose that S sn H and K / HK. We take X ¼ SK, and we note that HX ¼ HK is a subgroup, so HX ¼ XH, and also X ¼ SK sn HK ¼ HX . Then ðPÞ implies that H V X pr X , and therefore
so ðYÞ holds.
(e) If ðYÞ holds, then we can take S ¼ 1 and K ¼ X , to deduce ðDÞ. Moreover the hypotheses of ðFÞ are stronger than those of ðYÞ, so ðYÞ also implies ðFÞ.
(f ) We assume ðDÞ, and we suppose that X / HX , and we also put L ¼ N G ðX Þ; we must deduce that ðH V X ÞX 0 / L. It follows from ðDÞ that H satisfies ðdÞ in L, and therefore H also satisfies ðgÞ in L by Lemma 8. Since X / L, this implies that ðH V X ÞX 0 / L, as required. (g) We assume ðGÞ, and we suppose that H c L c G, and that M=N is a chief factor of L; we must deduce that ðH V MÞN is equal to either M or N. But M 0 c N, and hence ðH V MÞN ¼ ðH V MÞM 0 N / L, using ðGÞ. The result follows from the fact that M=N is a minimal normal subgroup of L=N. r
Because of Lemma 9, we can complete the proof of the Theorem by showing that ðGFÞ implies (I). This will be done by considering a minimal counter-example G, and the main part of the argument is carried out in the next two lemmas, which derive properties of G and its subgroups.
Lemma 10. Suppose that G is a finite solvable group, and that H is a non-trivial corefree subgroup of G. Choose a subgroup X / G which is minimal among the normal subgroups of G such that H V X 0 1, and take
(b) Suppose also that the following is true:
, and hence K < X so the fact that H V K ¼ 1 follows from the minimality of X .
(b) Now SK c X with H V SK ¼ SðH V KÞ ¼ S 0 1, and it follows from (C), together with the minimality of X , that SK ¼ X . Then if K ¼ 1, X ¼ S c H, contradicting the assumption that H is core-free; hence K 0 1 and K 0 < K. We next take a subgroup K 1 / G such that K c K 1 < X and X =K 1 is a chief factor of G; using the minimality of X yet again, we deduce that S V K 1 c H V K 1 ¼ 1, and hence Proof. (a) We note that ðL=MÞ V ðK=MÞ ¼ ðL V KÞ=M ¼ M=M, so the group G=M ¼ ðL=MÞðK=MÞ is a semidirect product. Also SM=M; TM=M c L=M and
Applying Lemma 5 in the quotient group G=M, we deduce that
Hence ½x; S c ½x; SM c N K ðTMÞ.
(b) Suppose that S; T sn H and g A G such that S g and T normalize each other; by Lemma 2 (f ) it su‰ces to deduce that S g T is subnormal in a conjugate of H, and we shall do this by using a more elaborate version of the proof that ðfÞ implies ðiÞ in Proposition 1.
where S 1 ¼ S l sn H l . Moreover H A InjðHKÞ, and hence H l A InjðH l KÞ. From Proposition 1 ðfÞ, we deduce that S 1 pr S 1 K, so it follows from Lemma 6 that x A C K ðS 1 Þ½x; S 1 . Thus x ¼ zy with z A C K ðS 1 Þ and y A ½x; S 1 . Then
and y A ½x; S 1 ¼ ½zy; S 1 ¼ ½y; S 1 : So it remains to prove that ðGFÞ implies (I). Let G be a minimal counter-example to this statement: thus G has a subgroup H which satisfies ðGFÞ, but is not an injector; however if jG 1 j < jGj and H 1 is a subgroup which satisfies ðGFÞ in G 1 , then H 1 A Inj G 1 . We take the core R ¼ 7 g A G H g , and we claim that H=R satisfies ðGFÞ in G=R:
To verify ðGÞ, we suppose that X =R c G=R with X =R / ðH=RÞðX =RÞ ¼ HX =R; we must deduce that ððH=RÞ V ðX =RÞÞðX 0 R=RÞ / N G=R ðX =RÞ, or equivalently that ðH V X ÞX 0 =R / N G ðX Þ=R. But our hypotheses imply that X / HX , so (a) . This proves the claim, and if R 0 1, we deduce from the minimality of G that H=R A InjðG=RÞ. Then H A Inj G by Lemma 2 (a), and this contradiction shows that R ¼ 1, so H is core-free.
Clearly H 0 1, and it follows that we can construct X , S, K and L as in Lemma 10. Then SK ¼ ðH V X ÞX 0 / G by ðGÞ, so the condition (C) holds, implying SK ¼ X as in Lemma 10 (b). We can therefore deduce from Lemma 10 that K / G, with LK ¼ G and L V K / G, where H c L and H V K ¼ 1, as in Lemma 11 (b), and moreover L < G. But the conditions ðGÞ and ðFÞ are both clearly persistent, so H also satisfies ðGFÞ in L, and it follows from the minimality of G that H A Inj L. Now because K / G and H V K ¼ 1, ðFÞ implies that Proposition 1 ðfÞ holds in the semidirect product HK, and hence H A InjðHKÞ by Proposition 1 ðiÞ. We have now verified all the hypotheses of Lemma 11 (b), and therefore H A Inj G. r
We next adapt the proof of the Theorem to describe an algorithmic construction, which can be used as in the Corollary below, to decide whether a given subgroup H c G is an injector.
Construction. Let G be a finite solvable group, and suppose that H c G. We shall construct subgroups L i , R i , S i and
We start by taking R 0 ¼ 1 and
, we proceed inductively as follows. If L i ¼ N G ðHÞ, then the construction stops, and we say that it has succeeded; in this case we put n ¼ i À 1 and R nþ1 ¼ H, and we note that
On the other hand if L i > N G ðHÞ, then we take the core
with R iÀ1 c R i / L i , and we apply Lemma 10 to the groups H=R i c L i =R i . More explicitly, we note that H > R i , so we can choose a subgroup X i / L i which is minimal among the normal subgroups of L i such that H V X i > R i , and we put
Then R i < S i / H and R i c K i / L i , and Lemma 10 (a) shows that H V K i ¼ R i . Next we consider the following conditions:
We remark that HK i =R i ¼ ðH=R i ÞðK i =R i Þ is a semidirect product, and that we can use Proposition 1 ðfÞ and Lemma 6 (or Lemma 7) to decide whether ðJ i Þ holds. If either ðC i Þ or ðJ i Þ is false, then the construction stops, and we say that it has failed. On the other hand, if ðC i Þ and ðJ i Þ are both true, then we take
Assuming ðC i Þ, we deduce that S i K i =R i / L i =R i , which corresponds to Lemma 10 (C) in the present situation, and which implies that
Corollary. Suppose that G is solvable and H c G. Then H A Inj G if and only if the above construction succeeds, giving a chain
together with subgroups S 1 ; . . . ; S n and K 1 ; . . . ; K n such that ðC i Þ and ðJ i Þ both hold for all i. Proof. Suppose first that H A Inj G. Then ðGÞ holds by Lemma 9, and clearly ðC i Þ follows from ðGÞ. Similarly we deduce from Lemma 2 (b) and (a) that ðJ i Þ holds. This shows that the above construction never fails, so we get a chain
Eventually there must be a su‰x i such that L i ¼ N G ðHÞ, so the construction succeeds.
To prove the converse, we assume that the construction succeeds, so that the conditions ðC i Þ and ðJ i Þ always hold, and we claim that H A Inj L i for all i:
Persistent characterizations of injectors in finite solvable groups
We note first that H / L nþ1 , which implies that H A Inj L nþ1 , so we may assume that i c n and prove the claim using descending induction on i. We saw in the construction that the conclusions of Lemma 10 apply to the subgroups H=R i , L iþ1 =R i and K i =R i in the group L i =R i . To verify the hypotheses of Lemma 11 (b) for these groups, it therefore remains to show that H=R i A InjðL iþ1 =R i Þ and H=R i A InjðHK i =R i Þ. But the first statement follows from the induction hypothesis, together with Lemma 2 (a), while the second statement is the same as ðJ i Þ. We can now deduce from Lemma 11 (b) that H=R i A InjðL i =R i Þ, and hence H A Inj L i , using Lemma 2 (a) again. This completes the inductive proof of the claim, and by taking i ¼ 1 we deduce that
Injectors with an extraspecial normal complement
In the next two lemmas, we collect some known results which will be used later. Lemma 12 is about dual modules, and Lemma 13 records some facts about automorphisms of extraspecial groups.
Suppose that F is a field and H is a group. Let V be a (right) FH-module, and consider the dual space V Ã ¼ Hom F ðV ; FÞ; we make V Ã into an FH-module by taking
where v A V , l A V Ã and h A H. For U c V we define
to be the annihilator of U. If W is another FH-module, and y : V ! W is an FH-homomorphism (which we also write on the right) then we get a dual FHhomomorphism y Ã : W Ã ! V Ã , defined by taking vðmy Ã Þ ¼ ðvyÞm where v A V and m A W Ã . We recall that a bilinear form f : V Â V ! F is said to be symplectic if f ðu; uÞ ¼ 0, which implies that f ðv; uÞ ¼ Àf ðu; vÞ whenever u; v A V ; moreover if U c V we put U ? ¼ fv A V : f ðu; vÞ ¼ 0 for all u A Ug. We say that f is degenerate if V ? 0 0; otherwise f (and V ) are called non-degenerate. Finally f is said to be preserved by H if f ðuh; vhÞ ¼ f ðu; vÞ whenever u; v A V and h A H.
Lemma 12 ([1, II §6]).
Suppose that F is a field, H is a group, and V is a finitedimensional FH-module. 
where 1 U i : U i ! U i and 1 V : V ! V are identity maps (see [6, I (12.1)]), and 0 U i U j : U i ! U j is the zero map. It follows that
Hence the maps p Notation. The following notation will be used in the next five lemmas. Let G ¼ HK be a finite semidirect product, with H V K ¼ 1 and K / G. Suppose that K is an extraspecial p-group (where p is a prime number) and assume that ½H; K 0 ¼ 1. We put
where Aut K is the automorphism group of K. We identify H 0 with a subgroup of W, and we identify V with the group of inner automorphisms of K, which is also a subgroup of W. 
(c) Because V is completely reducible, we can write V as a direct sum (by [4, A (13.6.b) 
]), and it follows that
Our aim in the next four lemmas is to study the situation described in the above Notation, when H is a solvable group which acts irreducibly on V . Eventually in Lemma 17 (b), we give a criterion to decide whether H is an injector of G in this case.
Definitions. With the above Notation, if V is completely reducible as an F p Hmodule, then we say that K is completely reducible as an H-group. Moreover, we define K to be extraspecially irreducible if there is no extraspecial subgroup E, which is normalized by H, such that Z < E < K; this is equivalent to the condition that V has no F p H-submodule V 1 , which is non-degenerate as a symplectic space, such that 0 < V 1 < V . We also recall that a subspace U c V is said to be totally isotropic if the form f is identically 0 when restricted to U. Lemma 14. Let G be as in the Notation above.
(a) Then K can be written as a central product E 1 . . . E n of extraspecial groups E i , which are normalized by H, and are all extraspecially irreducible as H-groups, with E 
1 , and we note that K 1 and K 2 are extraspecial groups, both normalized by H, and that K ¼ K 1 K 2 is a central product. But jK 1 j; jK 2 j < jKj, so the induction hypothesis implies that K 1 and K 2 are both central products of extraspecially irreducible H-groups, and we get the result.
(b) If V is an irreducible F p H-module, then ðzÞ holds, so we may suppose that V is reducible, which implies that there is an irreducible F p H-submodule U, with 0 < U < V . Now K is extraspecially irreducible, so U must be degenerate as a symplectic space, and therefore U V U ? 0 0. But U ? is an F p H-submodule, so the irreducibility of U implies that U c U ? , and U is totally isotropic. Next we use the complete reducibility of V (see [4, A (4.6.c)]) to find an
Ã is the restriction to W of the map r : V ! V Ã in Lemma 12 (e), and hence it is the same as the map t in the condition ðxÞ. Now Lemma 12 (d) shows that W is also an irreducible F p H-submodule, and it follows as before that W is degenerate, and W c W ? , so W is totally isotropic. If u A U with u 0 0, then we can find a linear map l A U Ã with u B Ker l. We take the vector w ¼ lt À1 A W and we note that f ðu; wÞ ¼ uðwtÞ ¼ ul 0 0, and hence u B W ? ; this argument proves that
which means that V 1 is non-degenerate. Finally it follows from the extraspecial irre- (ii) Suppose that K satisfies ðzÞ with p 0 2, and put 
so U 1 is an F p H-submodule of U with 0 < U 1 < U, which contradicts the irreducibility. This proves that M must have exponent p, and similarly N also has exponent p. We deduce that if K satisfies ðxÞ with jKj > p 3 , then either p is odd and K has exponent p, or p ¼ 2 and K is a central product of dihedral groups of order 8 (see [6, III (13.7) & (13.8)]).
Definitions. Let G be as in the Notation above. If either ðzÞ or ðxÞ holds, then we say that K is a basic extraspecial H-group. On the other hand, we define K to be completely non-central if V ¼ U 1 l Á Á Á l U n is a direct sum of irreducible F p H-modules U i , none of which is centralized by H; this means that the hypotheses of Lemma 7 (b) are satisfied (with N ¼ Z and S ¼ H).
Lemma 15. Let G be as in the Notation above, and suppose that K is a basic extraspecial H-group. Proof. (a) We note first that K is completely reducible (because it is basic), and hence
We assume that A 0 0 1, so that A 0 is a non-zero submodule of V by Lemma 13 (b), and we claim that
If ðzÞ holds, then our hypotheses imply that A 0 ¼ V , and hence
so the claim is true in this case. We next suppose that ðxÞ holds, and we deduce from Proof. (a) We begin by constructing the groups E i and proving ðeÞ. We suppose first that ðzÞ holds, so that V is irreducible as an F p H-module. Then we can use Lemma 14 (a) to write K as a central product E 1 . . . E m of extraspecial groups E i , which are all normalized by T and are extraspecially irreducible as T-groups; moreover Lemma 4 (b) shows that V is completely reducible as a T-module, and it follows from Lemma 14 (b) that the groups E i are basic extraspecial T-groups. For each suffix i, we put V i ¼ E i =Z, and we note that
Next suppose that V satisfies ðxÞ, so V ¼ U l W where U and W are irreducible F p H-modules, which are dual to each other, and are totally isotropic as symplectic spaces. As in Lemma 4 (b), we can write U as a direct sum
by Lemma 12 (c); using the isomorphism t : W ! U Ã , we take 
But T 0 is a non-trivial solvable group (because O p ðT i Þ 0 1), and we can deduce that [4, A (8.6 .a)]), so this contradicts the fact that O p ðH 0 Þ ¼ 1, and therefore completes the proof of ðhÞ.
(b) We copy the proof of Lemma 4 (b). Suppose that S / r H. If r ¼ 0 then S ¼ H, so we may assume that r > 0 and use induction on r. In this case there is a subgroup T such that S / rÀ1 T / H, and it follows from (a) that K can be written as a central product E 1 . . . E m of basic extraspecial T-groups E i ; moreover if
For each su‰x i, we now apply the induction hypothesis to the group TE i , and we deduce that E i can be written as a central product K i1 . . . K in i of basic extraspecial S-groups K ij ; moreover if C ij ¼ C S ðK ij Þ and S ij ¼ S=C ij , then O p ðS ij Þ ¼ 1. Now K is the central product of the basic extraspecial S-groups K ij for all i and j, so we get the result by renumbering the groups K ij as K 1 ; . . . ; K n . r Lemma 17. Let G be as in the Notation above. ; also K is completely reducible (since K is a basic H-group) and therefore O p ðH 0 Þ ¼ 1 by Lemma 13 (c). Conversely assume that O p ðH 0 Þ ¼ 1, and suppose that S sn H; by Proposition 1 it su‰ces to deduce that S pr SK. We use Lemma 16 (b) to write K as a central product K 1 . . . K n of basic extraspecial S-groups K i , such that if
For each su‰x i, we deduce from Lemma 15 (b) that either K i is a completely non-central S-group, or K i is centralized by S, and we choose the notation so that K 1 ; . . . ; K m are completely non-central S-groups, while K mþ1 ; . . . ; K n are centralized by S. We also put
, and we note that SN ¼ S Â N, so S pr SN. Moreover the complete noncentrality means that the hypotheses of Lemma 7 (b) hold, and therefore S pr SK. r
We can now prove the main result of this section. We note that the condition (N) mentioned in Section 1 (and in Corollary 2 below) is a persistent version of the condition ðnÞ in Proposition 2.
Proposition 2. Suppose that G is solvable and H / L < G, where H is a maximal normal subgroup of L, and L is a maximal subgroup of G. Then the following three statements are equivalent:
Proof. By Lemma 9 (a), ðiÞ implies ðLÞ, and it is also clear that ðLÞ implies ðnÞ. Moreover it follows from Lemma 1 (b) that ðnÞ implies ðdÞ, and so it remains to prove that ðdÞ implies ðiÞ. We therefore assume ðdÞ and we aim to show that H is an injector. We may suppose that H 0 1 and use induction on jHj. We take the core R ¼ 7 g A G H g , and we note that H=R is a maximal normal subgroup of L=R and L=R is a maximal subgroup of G=R. We claim that H=R satisfies ðdÞ in G=R:
To prove this we shall suppose that X =R / G=R and we must deduce that ðH=RÞ V ðX =RÞ pr X =R, or equivalently that ðH V X Þ=R pr X =R. But X / G, so H V X pr X by ðdÞ, and the claim follows from Lemma 1 (a). If R 0 1 then the induction hypothesis now implies that H=R A InjðG=RÞ, and hence H A Inj G by Lemma 2 (a). We may therefore assume that R ¼ 1, so H is core-free.
We next apply Lemma 10. Choose a subgroup X / G which is minimal among the normal subgroups of G such that H V X 0 1. We put S ¼ H V X and K ¼ X 0 and we note that K / G and H V K ¼ 1 by Lemma 10 (a). We claim that the following statement is true:
In fact H satisfies ðgÞ by Lemma 8, and SK ¼ ðH V X ÞX 0 , so (C) follows from ðgÞ. We can now apply Lemma 10 (b) to show that if We may therefore assume that
, and the maximal subgroup L avoids the factor K=ðL V KÞ, which must therefore be a chief factor of G.
Using the maximality of H again, we deduce that K 0 G C p where p is a prime number. Also H c C G ðK 0 Þ / G, and it follows that K ¼ ½K; H c hH G i c C G ðK 0 Þ. This means that K is a nilpotent group of class 2, and the fact that K=K 0 ¼ K=ðL V KÞ is a chief factor implies that K is an extraspecial p-group which satisfies the condition ðzÞ, and is therefore basic as an H-group. We can now use the Notation of the above lemmas, and we note that A / H and AK / G with H V AK ¼ AðH V KÞ ¼ A. 
Proof. If H A Inj G, then H satisfies ðLÞ by Lemma 9 (a), and it follows that (N) holds. It is also clear that (N) implies ðnÞ, so Corollary 2 is a consequence of Proposition 2. r 6 Examples Example 1. There is a solvable group G ¼ HK, with H V K ¼ 1 and K / G, such that H satisfies the condition (N) in Corollary 2 above, but the condition ðfÞ in Proposition 1 does not hold; hence H B Inj G. Moreover H < L < G where H is a maximal subgroup of L, and L is a maximal subgroup of G. This shows that the hypothesis that H / L cannot be omitted from Corollary 2, nor from Proposition 2. We note that, because H satisfies (N), it follows from Lemma 1 (b) that ðDÞ holds, and hence H satisfies ðGÞ by Lemma 9 (f ). On the other hand, the falsity of ðfÞ implies that ðFÞ is also false. We also put A ¼ A 1 A 2 G C 2 Â C 2 and B ¼ B 1 B 2 G C 3 Â C 3 . Then AT is a dihedral group of order 8, which acts faithfully and irreducibly on B, and hence B is the unique minimal normal subgroup of H. Next we take K 1 ¼ hc 1 ; c 0 1 i G C 4 Â C 4 , and we note that Aut K 1 can be identified with the general linear group GL 2 ðZ 4 Þ, where ; and we note that these matrices commute with the image ðA 1 B 1 Þ Ã , so they determine a homomorphism Ã : AB ! Aut K 1 , making K 1 into a Z 4 ðABÞ-module. Let K be the induced Z 4 H-module, which we write multiplicatively, and form the natural semidirect product G ¼ HK. As before, we take U 2 ¼ K 2 2 and U ¼ U 1 U 2 , and we note that U and K=U are isomorphic F 2 H-modules, with the action given by reading the above matrices modulo 2. This implies that HU G HK=U G S 4 o C 2 . Also U 1 and U 2 are irreducible F 2 ðABÞ-modules, whose kernels are the centralizers C AB ðU 1 Þ ¼ A 2 B 2 and C AB ðU 2 Þ ¼ A 1 B 1 , and it follows that U and K=U are irreducible as F 2 H-modules; see [4, B (7.8) ]. This means that H is a maximal subgroup of the group L ¼ HU, and L is a max-imal subgroup of G. We next consider the action of B on K, and we note that K ¼ C K ðBÞ Â ½K; B since the action is coprime [6, III (13.4) ]. But ½K; B ¼ ½K 1 ; B 1 Â ½K 2 ; B 2 ¼ K 1 Â K 2 ¼ K;
and we deduce that C K ðBÞ ¼ 1. Moreover H c N G ðBÞ, so using Lemma 3 (a) we get N G ðBÞ ¼ HN K ðBÞ ¼ HC K ðBÞ ¼ H.
We now verify the condition (N). Suppose that X / HX and g A N G ðX Þ, and put J ¼ hH V X ; ðH V X Þ g i; we must deduce that H V X and ðH V X Þ g are conjugate in J. We may assume that H V X 0 1, so B c H V X , because B is the unique minimal normal subgroup of H. Now H V X ¼ N G ðBÞ V X ¼ N X ðBÞ, and similarly
But B is a Sylow 3-subgroup of G, so there is an element u A hB; B g i c J such that B u ¼ B g . Then
as required. Finally, to show that ðfÞ is false, we must find a subgroup S sn H such that S is not pronormal in SK. We take S ¼ A 1 B 1 and x ¼ c 2 A K, and we note that A 1 B 1 / AB / H so S sn H. However ½x; a 1 ¼ c There is a supersolvable group G with a subgroup H, such that H satisfies the condition ðFÞ in the Theorem, but the condition ðgÞ in Lemma 8 does not hold. Then the falsity of ðgÞ implies that ðGÞ is also false, so H B Inj G. Moreover H / L < G, where H is a maximal normal subgroup of L, and L is a maximal subgroup of G. We note that the supersolvability of G implies that every subgroup of G is supersolvable, and hence H satisfies the condition ð1Þ in Lemma 9 (g); in particular H is a CAP subgroup of G.
Proof. Take AB G S 3 , with A ¼ hai G C 2 , B ¼ hbi G C 3 and b a ¼ b À1 , and let C ¼ hc 1 ; c 2 ; c 3 i be an elementary abelian group of order 3 3 . We identify the element c i A K, which shows that H V K / = K. This contradicts our choice of K, so this case cannot arise, and we may assume that K c L. Now H is a maximal normal subgroup of L, and hence H A Inj L, so H satisfies ðFÞ in L by Lemma 9. This means that if S sn H and K c L with K / HK and H V K / HK, then SðH V KÞ pr SK, which completes the proof that ðFÞ holds in G.
Finally, to show that ðgÞ is false, we take X ¼ C, and we note that X / G and X 0 ¼ 1. Moreover H V X ¼ hc 1 ; c 2 i, with ½c 2 ; b ¼ c 3 B H V X , and hence we have ðH V X ÞX 0 ¼ H V X / = G. r (ii) Consider a chain H / L < G, where G ¼ S 4 , L is a Sylow 2-subgroup of G, and H G C 4 . Then H is a maximal normal subgroup of L, and L is a maximal subgroup of G, and it can also be verified that H satisfies ðFÞ, but ðgÞ is false. However H is not a CAP subgroup of G.
