In multi-task learning, a learner is given a collection of prediction tasks and needs to solve all of them. In contrast to previous work, which required that annotated training data is available for all tasks, we consider a new setting, in which for some tasks, potentially most of them, only unlabeled training data is provided. Consequently, to solve all tasks, information must be transferred between tasks with labels and tasks without labels. Focusing on an instance-based transfer method we analyze two variants of this setting: when the set of labeled tasks is fixed, and when it can be actively selected by the learner. We state and prove a generalization bound that covers both scenarios and derive from it an algorithm for making the choice of labeled tasks (in the active case) and for transferring information between the tasks in a principled way. We also illustrate the effectiveness of the algorithm by experiments on synthetic and real data.
Introduction
In the multi-task learning setting [11] a learner is given a collection of prediction tasks that all need to be solved. The hope is that the overall prediction quality can be improved by processing the tasks jointly and sharing information between them. Indeed, theoretical as well as experimental studies have shown that information transfer can reduce the amount of annotated examples per task needed to achieve good performance under various assumptions on how the learning tasks are related. All existing multi-task learning approaches have in common, however, that they need at least some labeled training data for every task of interest. In this paper, we study a new and more challenging setting, in which for a subset of the tasks (typically the large majority) only unlabeled data is available. In practice, it is highly desirable to be able to handle this situation for problems with a very large number of tasks, such as sentiment analysis for market studies: for different products different attributes matter and, thus, each product should be have its own predictor and forms its own learning task. At the same time annotating data for each such task is prohibitive, especially when new products are constantly added to the market. Another example are prediction problems, for which the fixed cost of obtaining any labels for a task can be high, even when the variable cost per label are reasonable. This is a well-known issue when using crowd sourcing for data annotation: recruiting and training annotators first imposes a large overhead, and only afterwards many labels can be obtained within a short time and at a low cost.
A distinctive feature of the setting we study is that it requires two types of information transfer: between the labeled tasks and from labeled to unlabeled ones. While the first type is common in multi-task learning, none of the existing multi-task methods is able to handle the second type. In contrast, information transfer from labeled to unlabeled tasks is commonly studied in domain adaptation research, where, however, transfer of the first type is typically not considered. Thus, the setting of multi-task learning with labeled and unlabeled tasks can be seen as a blend of traditional multi-task learning and domain adaptation.
In this work we focus on a transfer method that learns a predictor for every task of interest by minimizing a task-specific convex combination of training errors on the labeled tasks [8, 23] . We choose this method because it allows us to capture both types of information transfer -between the labeled tasks and from labeled to unlabeled ones -in a unified fashion. Clearly, the success of this approach depends on the choice of the weights in the convex combinations. Moreover, one can expect it also to depend on the subset of labeled tasks as well, because some subsets of tasks might be more informative and representative than the others. This suggests that it will be beneficial if the labeled subset is not arbitrary but if it can be chosen in a data-dependent way. We refer to this learning scenario, where initially every task is represented only by a set of unlabeled examples and the learner can choose for which tasks to request some labels, as active task selection.
Our main result is a generalization bound that quantifies both of the aforementioned effects: it relates the total multi-task error to quantities that depend on the subset of labeled tasks and on the task-specific weights used for information transfer. Using the computable quantities in the bound as an objective function and minimizing it numerically, we obtain a principled algorithm for selecting which tasks to have labeled (in the active task selection scenario) and for choosing task-specific weights and predictors for all tasks, labeled as well as unlabeled. We highlight the practical usefulness of the derived method by experiments on synthetic and real data.
The success of any information transfer approach, regardless whether it is applied in the multi-task or the domain adaptation scenario, depends on the relatedness between tasks of interest. Indeed, one cannot expect to benefit from information transfer between the labeled tasks or to be able to obtain solutions of reasonable quality for the unlabeled ones if the given tasks are completely unrelated. An advantage of the method we propose is that from the associated generalization bound we can read off explicitly under which conditions the algorithm can be expected to succeed. In particular, it suggests that the proposed method is likely to succeed if the given set of tasks satisfies the following assumption of task smoothness: if two tasks are similar in their marginal distributions, then their optimal prediction functions are also likely to be similar. A more formal definition will be given in Section 3. The task smoothness assumption resembles the classical smoothness assumption of semi-supervised learning [12] . It can be expected to hold in many real-world settings with a large number of tasks, for example in the aforementioned case of sentiment analysis: if two products are described using similar words, these words would likely have similar connotation for both products. Note, also, that a similar assumption appears implicitly in [9] .
Related Work
Most existing multi-task learning methods work in the fully supervised setting and aim at improving the overall prediction quality by sharing information between the tasks. For this they employ different types of transfer: instance-transfer methods re-use training samples from different tasks [13] , parameter-transfer methods assume that the predictors for all tasks are similar to each other in some norm and exploit this fact through specific regularizers [16] , representation-transfer approaches assume that the predictors for all tasks share a common (lowdimensional) representation that can be learned from the data [1, 2] . Follow-up works extended and generalized these concepts, e.g. by learning the relatedness of tasks [36, 19] or sharing only between subgroups of tasks [40, 22, 6] . However, all of the above methods require at least some labeled data for each task.
To our knowledge, the only existing multi-task method that can be applied in the considered setting where for some tasks only unlabeled data is available is [20] . Motivated by the problem of dataset bias, this method relies on the assumption that different tasks are minor modifications (i.e. biased versions) of the same, true prediction problem. Similarly to [16] , it uses specific regularizers and trains predictors for all tasks jointly as small perturbations of a common predictor, which corresponds to the hypothetical unbiased task and can potentially be applied to unseen problems. Thus, applied in the considered setting, this method provides one predictor for all unlabeled tasks and treats the labeled ones as slight variations of them.
Information transfer from labeled to unlabeled tasks is the question typically studied in domain adaptation research. In fact, if the set of labeled tasks is fixed, any domain adaptation technique might be used to obtain solutions for unlabeled tasks, in particular those based on source reweighting [37] , representation learning [29, 17] , or semi-supervised transfer [39] . However, by design all domain adaptation methods aim at finding the best predictor on a single target task given a fixed set of source tasks. Therefore none of them can readily be applied in the active task selection setting, where the learner needs to select the labeled tasks that would lead to good performance across all tasks.
The active task selection scenario is directly related to the question of identifying a representative set of source tasks in domain adaptation, a question that has previously been raised in the context of sentiment analysis [10] . It also shares some features with active learning, where the learner is given a set of unlabeled samples and can choose a subset to obtain labels for. A fundamental difference is, however, that in active learning the learner needs to find a single prediction function for all labeled and unlabeled data while in the multi-task setting each task, including unlabeled ones, potentially requires its own predictor. In the multi-task setting, active learning has so far not found widespread use. Two works in this direction are [33, 35] , which, however, use active learning on the level of training examples, not tasks. The idea of choosing tasks was used in active curriculum selection [34, 32] , where the learner can influence the order in which tasks are processed. However these methods nevertheless require annotated examples for all tasks of interest. Figure 1 : Schematic illustration of active task selection. Left: eight unlabeled tasks need to be solved. Center: the subset of tasks to be labeled and between-task weights are determined by minimizing (15) . Right: annotated data for labeled tasks is obtained, and prediction functions (black vs. white) for each task are learned using the learned weighted combinations. Sharing can occur between labeled tasks.
Multi-task Learning with Labeled and Unlabeled Tasks
In the multi-task setting the learner observes a collection of prediction tasks and its goal is to learn all of them. Formally, we assume that there is a set of T tasks { D 1 , f 1 , . . . , D T , f T }, where each task t is defined by a marginal distribution D t over the input space X and a deterministic labeling function f t : X → Y. The goal of the learner is to find T predictors h 1 , . . . , h T in a hypothesis set H ⊂ {h : X → Y} that would minimize the average expected risk:
where
In this work we concentrate on the case of binary classification tasks, Y = {−1, 1}, and 0/1-loss, (y 1 , y 2 ) = 0 if y 1 = y 2 , and (y 1 , y 2 ) = 1 otherwise.
In the fully-supervised setting the learner is given a training set of annotated examples for every task of interest. In contrast, we consider the scenario where every task t is represented by a set S t = {x t 1 , . . . , x t n } of n unlabeled examples sampled i.i.d. according to the marginal distribution D t . For a subset of k tasks {i 1 , . . . , i k }, which are either predefined or, in the active scenario, can be selected based on the unlabeled data, the learner is given labels for a random subset S ij ⊂ S ij of m points.
To obtain a predictor for any task, labeled or unlabeled, we consider a method that minimizes a convex combination of training errors of the labeled tasks. This choice allows us to capture, in a unified fashion, both types of information transfer -between the labeled tasks and from labeled to unlabeled ones. Formally, for a set of tasks I = {i 1 , . . . , i k } ⊂ {1, . . . , T } we define:
for supp α = {i ∈ {1, . . . , T } : α i = 0}. Given a weight vector α ∈ Λ I , the α-weighted empirical error of a hypothesis h ∈ H is defined as follows:
In order to obtain a solution for any task t the learner minimizes er α t (h) for some α t ∈ Λ I , where I is the set of labeled tasks (Figure 1 ), potentially in combination with some regularization. The success of this approach depends on the subset I of tasks that are labeled and on the weights α 1 , . . . , α T . The following theorem quantifies both of these effects and will later be used to chose α 1 , . . . , α T and potentially I in a principled way. ∼ D i , and S 1 , . . . , S T be their random subsets of size m each, for which labels would be provided if the corresponding task is selected as labeled. Then for any δ > 0 with probability at least 1 − δ over S 1 , . . . , S T and S 1 , . . . , S T uniformly for all choices of labeled tasks I = {i 1 , . . . , i k } and weights α 1 , . . . , α T ∈ Λ I , provided that they are fully determined by the unlabeled data only, and for all possible choices of h 1 , . . . , h T ∈ H the following inequality holds:
is the empirical discrepancy between unlabeled samples S t and S i , and
Proof Sketch (the full proof can be found in the supplemental material). By Theorem 2 in [7] , for any two tasks t and i the following inequality holds for every h ∈ H:
Thus, we obtain the following bound on the average expected error over all tasks in terms of the error on the labeled tasks:
where:
and
with
is the discrepancy between two distributions [21, 23, 7] . In order to prove the statement of the theorem we need to relate the α-weighted expected errors and discrepancies between the marginal distributions in (6) to their empirical estimates.
The proof consists of three steps. First, we show that, conditioned on the unlabeled data, 1 T T t=1ẽ r α t can be upper bounded in terms of 1 T T t=1 er α t , where:
This quantity can be interpreted as a training error if the learner would receive the labels for all the samples for the chosen tasks I. Note that in case of m = n this step is not needed and we can avoid the corresponding complexity terms. In the second step we relate the average α-weighted expected errors to 1 T T t=1ẽ r α t . In the third step we conclude the proof by bounding the pairwise discrepancies in terms of their empirical estimates.
Step 1. Fix the unlabeled sets S 1 , . . . , S T . They fully determine the choice of labeled tasks I and the weights α 1 , . . . , α T . Therefore, conditioned on the unlabeled data, these quantities can be considered constant and we need a bound that holds uniformly only with respect to h 1 , . . . , h T .
In order to simplify the notation we assume that I = {1, . . . , k} and define:
Note that one could analyze this quantity using standard techniques from Rademacher analysis, if the labeled examples were sampled from the unlabeled sets i.i.d., i.e. with replacement. However, since we assume that for every i S i is a subset of S i , i.e. the labeled examples are sampled randomly without replacement, there are dependencies between the labeled examples. Therefore we utilize techniques from the literature on transductive learning [15] instead. We first apply Doob's construction to Φ in order to obtain a martingale sequence and then use McDiarmid's inequality for martingales [27] . As a result we obtain that with probability at least 1 − δ/4 over sampling labeled examples:
Now we need to upper bound E Φ. Using results from [38] and [18] we observe that:
whereS i is a set of m points sampled from S i i.i.d. with replacement (in contrast to sampling without replacement corresponding to S i ). This means that we can upper bound the expectation of Φ over samples with dependencies by the expectation over independent samples. By doing so, applying the symmetrization trick, and introducing Rademacher random variables, we obtain that:
A combination of (10) and (12) shows that (conditioned on the unlabeled data) with probability at least 1 − δ/4 over sampling labeled examples uniformly for all choices of h 1 , . . . , h T the following holds:
Step 2. Now we relate 1 T T t=1ẽ r α t to 1 T T t=1 er α t . The choice of the tasks to label, I, the corresponding weights, α, and the predictors, h, all depend on the unlabeled data. Therefore, we aim for a bound that is uniform in all three parameters. We define:
The main instrument that we use here is a refined version of McDiarmid's inequality, which is due to [24] . It allows us to use the standard Rademacher analysis, while taking into account the internal structure of the weights α 1 , . . . , α T . As a result we obtain that with probability at least 1 − δ/4 simultaneously for all choices of tasks to be labeled, I, weights α 1 , . . . , α T ∈ Λ I and hypotheses h 1 , . . . , h T :
Step 3. To conclude the proof we bound the pairwise discrepancies in terms of their finite sample estimates. According to Lemma 1 in [7] for any pair of tasks i, j and any δ > 0 with probability at least 1 − δ:
We apply this result to every pair of tasks and combine the results using the uniform bound argument. This yields the remaining two terms on the right hand side: the weighted average of the sample-based discrepancies and the constant D. By combining the result with (13) and (14) we obtain the statement of the theorem.
Explanation and Interpretation
The left-hand side of inequality (4) is the average expected error over all T tasks, the quantity of interest that the learner would like to minimize but cannot directly compute. It is upper-bounded by the sum of two complexity terms and five task-dependent terms: weighted training errors on the labeled tasks, weighted averages of the distances to the labeled tasks in terms of the empirical discrepancies, two mixed norms of the weights α and a weighted average of λ-s.
The complexity terms C and D behave as O( d log(nT )/n) and converge to zero when the number of unlabeled examples per task, n, tends to infinity. In contrast, A T α 2,1 + B T α 1,2 in the worst case of α 2,1 = α 1,2 = T behaves as O( d log(km)/m) and converges to zero when the number of labeled examples per labeled task, m, tends to infinity. In order for these terms to be balanced, i.e. for the uncertainty coming from the estimation of discrepancy to not dominate the uncertainty from the estimation of the α-weighted risks, the number of unlabeled examples per task n should be significantly (for k T ) larger than m. However, this is not a strong limitation under the common assumption that obtaining enough unlabeled examples is significantly cheaper than annotated ones.
The remaining terms on the right-hand side of (4) depend on the set of labeled tasks I, the tasks-specific weights α-s and hypotheses h-s. Thus, by minimizing them with respect to these quantities one can expect to obtain values for them that are beneficial for solving all tasks of interest based on the given data. For the theorem to hold, the set of labeled tasks and the weights may not depend on the labels. The part of the bound that can be estimated based on the unlabeled data only, and therefore to select I (in the active scenario) and α 1 , . . . , α T is:
The first term in (15) is the average weighted distance from every task to the labeled ones, as measured by the discrepancy between the corresponding unlabeled training samples. This term suggests that for every task t the largest weight, i.e. the highest impact in terms of information transfer, should be put on a labeled task i that has a similar marginal distribution. Note that the employed "similarity", which is captured by the discrepancy, directly depends on the considered hypothesis class and loss function and, thus, is tailored to a particular setting of interest. At the same time, the mixed-norm terms α 1,2 and α 2,1 prevent the learner from putting all weight on the single closest labeled task and can be seen as some form of regularization. In particular, they encourage information transfer also between the labeled tasks, since minimizing just the first term in (15) for every labeled tasks i ∈ I would result in all weight to be put on task i itself and nothing on other tasks, because by definition disc(S i , S i ) = 0.
The first mixed-norm term, α 2,1 influences every α t independently and encourages the learner to use data from multiple labeled tasks for adaptation. Thus, it captures the intuition that sharing from multiple labeled tasks should improve the performance. In contrast, α 1,2 connects the weights for all tasks. This term suggests to label tasks that all would be equally useful, thus preventing spending resources on tasks that would be informative for only a few of the remaining ones. Also, it prevents the learner from having super-influential labeled tasks that share with too many others. Such cases would be very unstable in the worst case scenario: mistakes on such tasks would propagate and have a major effect on the overall performance.
The effect of the mixed-norm terms can also be seen through the lens of the convergence rates. Indeed, as already mentioned above, in the case of every α t having only one non-zero component, α 2,1 and α 1,2 are equal to T and thus the convergence rate 1 isÕ( 1/m). However, in the opposite extreme, if every α t weights all the labeled tasks equally, i.e. α t i = 1/k for all t ∈ {1, . . . , T } and i ∈ I, then α 2,1 = α 1,2 = T √ k and the convergence rate improves toÕ( 1/km), which is the best one can expect from having a total of km labeled examples.
The only term on the right-hand side of (4) that depends on the hypotheses h 1 , . . . , h T and can be used to make a favorable choice is the weighted training error on the labeled tasks. Thus, the generalization bound of Theorem 1 suggest the following algorithm: Algorithm 1. 1. estimate pairwise discrepancies between the tasks based on the unlabeled data 2. choose the tasks I to be labeled (in the active case) and the weights α 1 , . . . , α T by minimizing (15) 3. receive labels for the labeled tasks I 4. for every task t train a classifier by minimizing (3) using the obtained weights α t . Note, that this procedure is justified by Theorem 1: all choices are done in agreement with the conditions of the theorem and, because the inequality (4) holds uniformly for all eligible choices of labeled tasks, weights and predictors, the guarantees also hold for the resulting solution.
Algorithm 1 is guaranteed to perform well, if the solution it finds leads to a low value of the right-hand side of (4). By construction, it minimizes all data-dependent terms in (4), except for one quantity that cannot be estimated from the available data:
While discrepancy captures the similarity between marginal distributions, the λ-terms reflect the similarity between labeling functions: for every pair of task, t, and labeled task, i ∈ I, the corresponding value λ ti is small if there exists a hypothesis that performs well on both tasks. Thus, Algorithm 1 can be expected to perform well, if for any two given tasks t and i that are close to each other in terms of discrepancy (and thus in the minimization of (15) the corresponding α t i is large), there exists a hypothesis that performs well on both of them (i.e. the corresponding λ ti is small). We refer to this property of the set of learning tasks as task smoothness.
Training predictors for every task of interest using data from all labeled tasks improves the statistical guarantees of the learner. However, it results in empirical risk minimization on up to km samples for T different weighted combinations. Since we are most interested in the situation when T is large, one might be interested in way to reduce the amount of necessary computation. One way to do so is to drop the mixed-norm terms from the objective function (15) , in which case it reduces to
This expression is linear in α and thus minimizing it for a fixed set I will lead to assigning each task to a single labeled task that is closest to it in terms of empirical discrepancy. Each labeled task will be assigned to itself. Consequently, the learner must train only k predictors, one for each labeled task, using only its m samples. The expression (17) can be seen as the k-medoids clustering objective with tasks corresponding to points in the space with (semi-)metric defined by empirical discrepancy and labeled tasks correspond to the centers of the clusters. Thus, this method reduces to k-medoids clustering, resembling the suggestion of [10] . Note that, nevertheless, the conditions of Theorem 1 are fulfilled, and thus its guarantees will hold for the obtained solution. The guarantees will be more pessimistic, however, than those from Algorithm 1, as the minimization ignores parts of the bound (4) and will not use the potentially beneficial transfer between labeled tasks.
Experiments
To illustrate that the proposed algorithm can also be practically useful, we performed experiments on synthetic and real data. In both cases we choose H to be the set of all linear predictors with a bias term on X = R d . 1Õ (·) is an analog of O(·) that hides logarithmic factors Synthetic data. We generate T = 1000 binary classification tasks in R 2 . For each task t its marginal distribution D t is a unit-variance Gaussian with mean µ t chosen uniformly at random from the set [−5, 5]×[−5, 5]. The label +1 is assigned to all points that have angle between 0 and π with µ t (computed counter-clockwise), the other points are labeled −1. We use n = 1000 unlabeled and m = 100 labeled examples per task.
Real Data. We use the Amazon product dataset [25, 26] . We select the products for which there are at least 300 positive reviews (with scores 4 or 5) and at least 300 negative reviews (with scores 1 or 2). Each of the resulting 957 products we treat as a binary classification task of predicting whether a review is positive or negative. For every review we extract features by first pre-processing (removing all non-alphabetical characters, transforming the rest into lower case and removing stop words) and then applying the sentence embedding procedure of [3] using 25-dimensional GloVe word embedding [31] . We use n = 500 unlabeled samples per task and label a subset of m = 400 examples for each of the selected tasks. The remaining data is used for testing.
Methods. We evaluate the proposed method in the case when the set of labeled tasks is predefined (referred to as DA) by setting the set I to be a random subset of tasks and minimizing (15) only with respect to α-s and in the active task selection scenario where (15) is minimized with respect to both I and α-s (referred to as Active DA). We compare these methods to a multi-task method based on [20] , also with random labeled tasks (the same ones as for DA). Specifically, we solve:
for γ ∈ {0, 0.1, . . . , 1} and use (w, b) for making predictions on all unlabeled tasks and (w + v t , b + b t ) for each labeled task t ∈ I. For every number of labeled tasks we report the result for γ that has the best test performance averaged over 10 repeats (denoted by Multi-task), as an upper performance bound on what could be achieved by model selection.
We also evaluate the discussed simplification of the proposed methods that consists of minimizing (17) . We refer to these as DA-SS (for random predefined labeled tasks) and as Active DA-SS (in the active task selection scenario). The SS stands for single source, as in this setting, each task is solved based on information from only one labeled tasks.
To provide further context for the results we also report the results of learning independent ridge regressions with access to labels for all tasks (denoted by Fully Labeled). However, this baseline has access to many more annotated examples in total than all other methods. In order to quantify this effect we also consider the setting when the learner has access to labels for all tasks, but fewer of them: namely, when the number of labeled tasks is k, the number of labels per task is mk/T , i.e. the total amount of labeled examples is mk, the same as for all other methods. In this case we evaluate two methods. The first one learns ridge regressions for every task independently and thus can be seen as a reference point for the methods that do not involve information transfer between the labeled tasks, i.e. DA-SS and Active DA-SS. The second reference method is based on [16] and consists of minimizing (18) with γ set to 1 and processing all tasks as labeled. This approach transfers information between all the tasks and therefore we refer to it when evaluating the methods that involve information transfer between the labeled tasks, i.e. DA, Active DA and Multi-task.
Implementation. We estimate the empirical discrepancies between pairs of tasks by finding a hypothesis in H that minimizes the squared loss for the binary classification problem of separating the two sets of instances, as in [7] . To minimize (15) for a given set of labeled tasks we use gradient descent. It is also used as a subroutine when minimizing (15) with respect to both I and α-s, for which we employ the GraSP algorithm [5] . Active DA-SS involves the minimization of the k-medoid risk (17) , which we perform using a local search as in [30] . For both methods for the active task selection scenario we used the heuristic from k-means++ [4] for initialization. To obtain classifiers for the individual tasks in all scenarios we use least-squares ridge regression. Regularization constants for all methods we selected from the set {0} ∪ {10 −17 , 10 −16 . . . 10 8 } by 5 × 5-fold cross validation.
Results. The results are shown in Figure 4 . First, one can see that the proposed domain adaptation-inspired method DA outperforms the multi-task method (18) . This could be due to higher flexibility of DA compared to Multi-task as the latter provides only one predictor for all unlabeled tasks. Indeed, the difference is most apparent in the experiment with synthetic data, where by design there is no single predictor that could perform well on a large fraction of tasks. Results on Amazon reviews indicate that DA's flexibility of learning a specific predictor for every task can be advantageous in more realistic scenarios as well.
Second, on both datasets both methods for active task selection, i.e. Active DA and Active DA-SS, outperform the corresponding passive methods, i.e. DA and DA-SS, systematically across various fractions of the labeled tasks. In particular, both active task selection methods require substantially fewer tasks labeled to achieve the same accuracy as their analogs with randomly chosen tasks. This confirms the intuition that selecting which tasks to label in a data-dependent way is beneficial and demonstrates that Theorem 1 is capable of capturing this effect.
Another interesting observation that can be made from the results in Figure 4 is that both active and passive domain adaptation-inspired methods clearly outperform the corresponding partially labeled baselines, especially for small fractions of labeled tasks. This indicates that having more labels for fewer tasks rather than only few labels for all tasks could be beneficial not only in terms of annotation costs, but also in terms of prediction accuracy.
As the number of labeled tasks gets larger, e.g. half of all tasks, the performance of the active task selection learner becomes almost identical to the performance of the Fully Labeled method, even improving over it in the case of multi-source transfer on synthetic data. This confirms the intuition that in the case of many related tasks even a fraction of the tasks can contain enough information for solving all tasks.
Conclusion
In this work we introduced and studied a variant of multi-task learning in which annotated data is available only for some of the tasks. This setting combines aspects of traditional multi-task learning, namely the transfer of information between labeled tasks, with aspects typical for domain adaptation problems, namely transferring information from labeled tasks to solve tasks for which only unlabeled data is available. The success of the learner in this setting depends on the effectiveness of information transfer and informativeness of the set of labeled tasks. We analyzed two scenarios: a passive one, in which the set of labeled tasks is predefined, and the active task selection scenario, in which the learner decides for which tasks to query labels.
Our main technical contribution is a generalization bound that quantifies the informativeness of the set of labeled tasks and the effectiveness of information transfer. We demonstrated how the bound can be used to make the choice of labeled tasks (in the active scenario) and to transfer information between the tasks in a principled way. We also showed how the terms in the bound have intuitive interpretations and provide guidance under which assumption of tasks relatedness the induced algorithm is expected to work well. Our empirical evaluation demonstrated that the proposed methods work also well in practice.
For future work we plan to further exploit the idea of active learning in the multi-task setting. In particular, we are interested in identifying whether by allowing the learner to make its decision on which tasks to label in an iterative way, rather than forcing it to choose all the tasks at the same time, one could obtain better learning guarantees as well as more effective learning methods.
Then for t > 0:
Lemma 2 (Corollary 6.10 in [27] ). Let W n 0 be a martingale with respect to a sequence of random variables (B 1 , . . . , B n ). Let b n 1 = (b 1 , . . . , b n ) be a vector of possible values of the random variables B 1 , . . . , B n . Let
Let
Lemma 3 (Originally [18] ; in this form Theorem 18 in [38] ). Let {U 1 , . . . , U m } and {W 1 , . . . , W m } be sampled uniformly from a finite set of d-dimensional vectors {v 1 , . . . , v N } ⊂ R d with and without replacement respectively. Then for any continuous and convex function F : R d → R the following holds:
Lemma 4 (Part of Lemma 19 in [38] ). Let x = (x 1 , . . . , x l ) ∈ R l . Then the following function is convex:
B Proof of Theorem 1
We start with bounding the multi-task error by the errors on the source tasks, and transition to empirical quantities while keeping the effect of random sampling controlled. Fix a subset of labeled tasks I = {i 1 , . . . , i k }, a task D t , f t and a weight vector α ∈ Λ I . Let h * i ∈ arg min h∈H (er t (h) + er i (h)). 2 Writing (h, h ) as shorthand for (h(x), h (x)), we have
We can bound each summand:
where the first and the last inequalities hold by the triangular inequality for and the second one follows from the definition of discrepancy. Therefore,
Consequently, assuming that every task t has its own weights α t we obtain that:
We continue with bounding every expectation on the right hand side of (27) by its empirical counterpart. 2 If the minimum is not attained, the same inequality follows by an argument of arbitrary close approximation.
We apply Proposition 1 to every summand and combine the results using a union bound argument. We obtain that with probability at least 1 − δ/2 uniformly for all choices of I and α 1 , . . . , α T ∈ Λ I :
Now we upper-bound the error term in two steps.
We start with relating the multi-task error to the hypothetical empirical error, if the learner would receive labels for all examples in the selected labeled tasks:
for
Clearly, if m = n this part is not necessary and we can avoid the resulting complexity terms. Because the choice of the tasks to label, I, their weights, α = (α 1 , . . . , α T ), and the predictors, h = (h 1 , . . . , h T ), all depend on the unlabeled data, we aim for a bound that is holds simultaneous for all choices of these quantities, under the condition that I and α depend only on the unlabeled samples, while h can be chosen based also on the labeled subsets.
Our main tool is a refined version of McDiarmid's inequality, due to Maurer [24] (Lemma 1), which allows us to make use of the internal structure of the weights, α, while deriving a large deviation bound.
For any S = (S u 1 , . . . , S u T ) define:
where for the last inequality we use that is bounded in [0, 1]. Because also Ψ(S) − Ψ ij (S) ≥ 0, we obtain
(remember that i α i = 1 for any α ∈ Λ I ). Therefore, according to Lemma 1 with probability at least 1 − δ/4:
To bound E S Ψ(S) we use symmetrization and Rademacher variables, σ ij :
where line (41) is obtained from line (40) 
Therefore, by Massart's lemma:
Combining (38) and (44) we obtain that with probability at least 1 − δ/4 simultaneously for all choices of tasks to be labeled, I, weights α and hypotheses h:
. . , S u T . This uniquely determines the chosen tasks I and the weights α 1 , . . . , α T ∈ Λ I , so the only remaining source of randomness is the uncertainty which subsets of the selected tasks are labeled.
For notational simplicity we pretend that exactly the first k tasks were selected, i.e. I = {1, . . . , k}. The general case can be obtained by changing the indices in the proof from 1, . . . , k to i 1 , . . . , i k .
To deal with the dependencies between the labeled data points we first note that any random labeled subset S l i = (s i 1 , . . . ,s i m ) can be described as the first m elements of a random permutation Z i = (z i 1 , . . . , z i n ) over n elements that correspond to the unlabeled sample S u i , i.e.s i j = (x i j ,ȳ i j ) = (x i z i j , y i z i j ). With this notation and writing Z = (Z 1 , . . . , Z k ) and (h, z i j ) = (h(x i j ),ȳ i j ) we define the following function
Our main tool is McDiarmid's inequality (Lemma 2) for martingales.
Construct a martingale sequence
For this, we interpret Z = (z 1 1 , z 1 2 , . . . , z k n ) as a sequence of kn dependent variables, z 11 , . . . , z kn . For the sake of notational consistency we will keep using double indices, with the convention that the sample index, j = 1, . . . , n, runs faster than the task index, i = 1, . . . , k. Segments of a sequence will be denoted by upper and lower double indices, zī ij = (z ij , z i(j+1) , . . . , zī) for ij ≤ī and zī ij = ∅ otherwise. We now create a martingale sequence using Doob's construction [14] :
where here and in the following when taking expectations over Z it is silently assumed that the expectation is taken only with respect to variables that are not conditioned on. Note that because of this convention, the expectations in (47) is only with respect to z i(j+1) , . . . , z kn , so each W ij is a random variable of z 11 , . . . , z ij . In particular, W 00 = E Z Φ(Z) and W kn = Φ(Z), and the in between sequence is a martingale with respect to z 11 , . . . , z kn :
Upper-bound R 2
In order to apply Lemma 2 we need an upper bound on the coefficient R 2 defined there. Let i ∈ {1, . . . , k} and j ∈ {1, . . . , n} be fixed and let π = (π 1 , . . . , π k ) be specific permutations of n elements for which we use the same index conventions as for Z. By σ and τ will denote elements in π in i(j+1) , i.e. σ and τ do not occur in any of the first j positions of the permutation π i . Then
To analyze (49) further, recall that:
, σ, π kn i(j+1) ) × Pr( z kn i(j+1) = π kn i(j+1) |z
where here and in the following we use the convention that sums over parts of π run only over values that lead to valid permutations. Because the permutations of different task are independent, this is equal to
We make the following observation: for any fixed π ij i1 and any τ ∈ π ij i1 , we can rephrase a summation over π in i(j+1)
into a sum over all positions where τ can occur, and a sum over all configuration for the entries that are not τ :
F (π in i(j+1) ) = n l=j+1 π i(l−1) i(j+1) π in i(l+1) F (π i(l−1) i(j+1) , τ, π in i(l+1) ) (51) for any function F . Applying this to the summation in (50), we obtain π kn i(j+1) Φ(π i(j−1) 11 , σ, π kn i(j+1) ) Pr( z in i(j+1) = π in i(j+1) |z i(j−1) i1 = π i(j−1) i1 ∧ z ij = σ ) × Pr(z kn (i+1)1 = π kn (i+1)1 ) = n l=j+1 π i(l−1) i(j+1) π kn i(l+1) Φ(π i(j−1) 11 , σ, π i(l−1) i(j+1) , τ, π kn i(l+1) ) × Pr( z i(l−1) i(j+1) = π i(l−1) i(j+1) ∧ z kn i(l+1) = π kn i(l+1) |z
m α t i ( er S u i (h) − er S l i (h)).
Note that even though H can be infinitely large, we can identify a finite subset that represents all possible predictions of hypothesis in H on S u 1 ∪ · · · ∪ S u k . We denote their number by L ≤ 2 kn and the corresponding hypotheses by h 1 , . . . , h L .
Let t ∈ {1, . . . , T } be fixed. For every i ∈ {1, . . . , k} define a set of n L-dimensional vectors, V t i = {v t i1 , . . . , v t in }, where for every j ∈ {1, . . . , n}:
With this notation, for every i ∈ {1, . . . , k} choosing a random subset S l i ⊂ S u i corresponds to sampling m vectors from V t i uniformly without replacement. For every i ∈ {1, . . . , k}, let U i = {u i1 , . . . , u im } be sampled from V t i in that way. Then 4 We generously bound n−m n−j ≤ 1 in this step. By keeping the corresponding factor in the analysis one obtains that the constant B in the theorem can be improved at least by a factor of (n−m) 2 (n−0.5)(n−m−0.5) .
where the function F takes as input an L-dimensional vector and returns the value of its maximum component. We now bound E Z Φ t (Z) by applying Lemma 3 k times: 
Repeating the process k times, we obtain
Note that writing the conditioning in the above expressions is just for clarity of presentation, since the U 1 , . . . , U k are actually independent of each other. Switching from the U sets by theÛ sets in Φ corresponds to switching from random subsets S l i to random sets S i consisting of m points sampled from S u i uniformly with replacement. Therefore we obtain E Z Φ t (Z) = E S l 1 ,...,S l k Φ t (S l 1 , . . . , S l k ) ≤ Ẽ S1,...,S k Φ t (S 1 , . . . ,S k ),
which allows us to continue analyzing E Z Φ t (Z) in the standard way using Rademacher complexities and independent samples. Applying the common symmetrization trick and introducing Rademacher random variables σ ij we obtain
We can rewrite this using the fact that (y, y ) = y = y = 1−yy 2 :
Since −σ ij y i j has the same distribution as σ ij : (62)
