Under Martin's Axiom we construct a Boolean countably compact topological group whose square is not countably pracompact.
Introduction
Let us recall the definitions of compact-like spaces which will appear in this paper. A space X is called
• countably compact if each countable open cover of X has a finite subcover;
• countably pracompact if there exists a dense subset A of X such that each infinite subset B ⊂ A has an accumulation point in X; • feebly compact if each locally finite family of nonempty open subsets of X is finite;
• pseudocompact if X is Tychonoff and each continuous real-valued function on X is bounded; These notions relate as follows:
countably compactness ⇒ countably pracompactness ⇒ feebly compactness.
Also, for Tychonoff spaces pseudocompactness is equivalent to feebly compactness.
By Tychonoff's theorem, the Tychonoff product of any family of compact spaces is compact. The productivity of other compact-like properties can be a non-trivial problem. For instance, see [19] , [13] , [5] , [12] , [2] , and [7] . In [16] , [17] , and [18] Tkachenko considered the productivity of various properties of topological groups.
Comfort and Ross in [3] proved that the product of any family of pseudocompact topological groups is pseudocompact. On the other hand, Novák [11] and Teresaka [15] constructed examples of two countably compact spaces whose product is not pseudocompact. This motivated Comfort to ask in a letter to Ross in 1966, whether there are countably compact topological groups whose product is not countably compact. This question is considered to be central in the theory of topological groups. The first consistent positive answer was given by van Douwen [4] under MA, followed by Hart-van Mill [8] under MA ctble . The question has been studied extensively in recent decades, see [6, 10, 14] .
Finally, Hrušák, van Mill, Ramos-García, and Shelah obtained a positive answer in ZFC, see [9] for "a presentable draft of the proof" and more history and references.
A related question on productivity of countable pracompact paratopological groups was posed by the second author in 2010 in the first version of the paper [1] . In the present paper we give a negative answer to this question, constructing under MA a Boolean countably compact topological group whose square is not countably pracompact.
There exists a countably compact subgroup G of 2 c without nontrivial convergent sequences such that G 2 is not countably pracompact.
For a subset A of 2 α , where α is an ordinal, we shall denote by [A] the subgroup of 2 α generated by A.
Proof of Theorem 1.1
In our construction we "add an ε" to that in [4, § 4] . In particular, we essentially use the notation from [4] .
Let
be an enumeration of all sequences i n , j n : n ∈ ω of pairs of ordinals below c, such that each such a sequence appears in the enumeration cofinally often. Put σ ω = µ ω = ω and by recursion on ω ≤ α < c we shall construct increasing sequences σ α and µ α of ordinals below c and a subgroup E α = {x α,ξ : ξ < σ α } of 2 µα such that (i) x α,ξ = x α,η for any distinct ξ, η < σ α ; (ii) x β,ξ ↾ µ α = x α,ξ for each β > α and ξ < σ α ; (iii) If ξ, η, ζ < σ α and x α,ξ + x α,η = x α,ζ , then x β,ξ + x β,η = x β,ζ for each β > α. We shall also recursively construct a sequence λ γ : γ < c of ordinals such that λ γ < σ γ+1 for all γ, so that G = E c will be countable compact because of (iv) x α,λ ξ is a cluster point of {x α,η : η ∈ I ξ } for all ξ < α. Let { u ρ , v ρ : ρ < |σ α |} be a bijective enumeration of σ α ×σ α . The failure of the countable pracompatness of G × G will follow from the following condition:
(v) Suppose that i α,n , j α,n < σ α for all n ∈ ω and the family {x α,iα,n , x α,jα,n : n ∈ ω} is linearly independent 1 . Then for every ρ < |σ α | there exists ǫ ∈ σ α+1 \ σ α such that x α+1,uρ (ǫ) = x α+1,vρ (ǫ) = 0 and max x α+1,iα,n (ǫ), x α+1,jα,n (ǫ) = 1 for all but finitely many n ∈ ω.
The key fact allowing us for the recursive construction of the E α 's is the following
Then there exists a homomorphism φ : E → {0, 1} with the following properties:
Proof. Removing finitely many elements from the sequences x n : n ∈ ω and y n : n ∈ ω , we may assume that [{x ′ , y ′ }] ∩ [{x n , y n : n ∈ ω}] = {0}. Under this assumption we shall construct φ satisfying (1)-(3) as well as the following stronger version of (4):
Let P be the poset consisting of functions p such that (A) dom(p) is a finite subgroup of E and p is a homomorphism from dom(p) to {0, 1};
Proof. Given any X ∈ [P] ω 1 and using the standard ∆-System argument we can find Y ∈ [X] ω 1 such that there exists a homomorphism q from a finite subgroup of E to {0, 1} with p ∩ p ′ = q for all p = p ′ in Y . Let us fix any p ∈ Y and note that such that q 1 (x j ) = 0 and
It follows that q 1 is as required.
Claim 2.3 immediately implies that for every K ∈ K, i ∈ 2, and x ∈ E the set
It is easy to see that if G is a filter on P intersecting all the sets of the form D K,i,x , then φ := ∪G satisfies the conditions (1)-(4), which completes the proof of Lemma 2.1.
Let us proceed now with the recursive construction of the subgroups E α fulfilling (i)-(v). Suppose that we have already constructed E α for all α < δ so that all the relevant at this point instances of (i)-(v) hold true. In the case of limit δ set σ δ = sup α<δ σ α and consider any ξ < σ δ . Let α < δ be the minimal such that ξ < σ α . Then we denote by x δ,ξ the union β∈δ\α x β,ξ . It is easy to check that the group E δ = {x δ,ξ : ξ < σ δ } satisfies conditions (i)-(v).
So let us assume that δ = α + 1 for some α. If max{i α,n , j α,n } ≥ σ α for some n ∈ ω or {x α,iα,n , x α,jα,n : n ∈ ω} is not linearly independent (i.e., (v) is vacuous at this stage of the construction), then similarly as in the proof given in Case 2 on [4, p. 419-420] it can be showed that E δ satisfies conditions (i)-(v). So let us assume that the premises in (v) are satisfied and set µ α+1 = µ α + |σ α |. Recursively over ordinals ε ∈ (µ α+1 + 1) \ µ α we shall first define y α,ξ,ε ∈ 2 ε for all ξ < σ α such that
(v ′ ) If ε = µ α + ρ for some ρ < |σ α |, then y α,uρ,ε+1 (ε) = y α,vρ,ε+1 (ε) = 0 and max y α,iα,n,ε+1 (ε), y α,jα,n,ε+1 (ε) = 1 for all but finitely many n ∈ ω.
Suppose that the construction has been accomplished for all ε < ǫ. If ǫ is limit, then letting y α,ξ,ǫ = ε<ǫ y α,ξ,ε for all ξ < σ α , we can easily check that (i ′ )-(v ′ ) are satisfied.
So let us assume that ǫ = ε + 1, where ε = µ α + ρ with ρ < |σ α |. Set µ = ε, E = {y α,ξ,ε : ξ < σ α }, x n = y α,iα,n,ε and y n = y α,jα,n,ε for all n ∈ ω, x ′ = y α,uρ,ε , y ′ = y α,vρ,ε , and
By Lemma 2.1 there exists a homomorphism φ : E → {0, 1} satisfying conditions (1)-(4) in the formulation thereof. For every ξ < σ α we set y α,ξ,ε+1 = y α,ξ,εˆφ (y α,ξ,ε ) and note that (ii ′ ), (iii ′ ) and (v ′ ) are satisfied by our construction of φ. (E.g., (v ′ ) follows from conditions (1) and (4) in Lemma 2.1 and our choice of x ′ , y ′ , x n , y n made above, where n ∈ ω.) To prove (iv ′ ) for ε + 1 = ǫ let us fix ξ < α and a finite subset L ′ of ε + 1. We need to find η ∈ I ξ \ {λ ξ } such that
If ε ∈ L ′ then such η ∈ I ξ \ {λ ξ } exists by (iv ′ ) for ε, which holds by our assumption. So suppose that ε ∈ L ′ and put L = L ′ ∩ ε and i = φ(y α,λ ξ ,ε ) (so that y α,λ ξ ,ε+1 becomes y α,λ ξ ,εˆi ). By conditions (2) and (3) in Lemma 2.1 there exists
Thus x = y α,η,ε for some η ∈ I ξ \ {λ ξ }. It is easy to check now that y α,η,ε+1 satisfies (1), which completes our construction of y α,ξ,ε for all ε ∈ (µ α+1 + 1) \ µ α and ξ < σ α satisfying
). Finally, if c ∈ {x α+1,η : η ∈ I α }, then let λ α be the number ξ ∈ σ α+1 \ σ α so that c = x α+1,ξ . Otherwise we have {x α+1,η : η ∈ I α } ⊂ E 0 α+1 , and hence there exists λ α < σ α such that x α+1,λα is a cluster point of {x α+1,η : η ∈ I α }. This completes our construction of E α , α < c, satisfying conditions (i)-(v).
For every ξ, ν < c find α < c such that ξ < σ α and ν < µ α and set x ξ (ν) = x α,ξ (ν). Condition (ii) ensures that this definition does not depend on the choice of α. Let's check that G := {x ξ : ξ < c} is as required in Theorem 1.1.
The group G is countably compact because by (ii) and (iv) we have that x λ ξ is a cluster point of {x η : η ∈ I ξ } for all ξ < c. Now let Z be any dense subset of G 2 . It is easy to find a countable subset C := { x in , x jn : n ∈ ω} of Z such that the indexed set {x in , x jn : n ∈ ω} is linearly independent.
We claim that C is closed and discrete in G 2 . Indeed, otherwise C has a cluster point x u , x v for some u, v < c. Since there are c-many α such that i n = i α,n and j n = j α,n for each n ∈ ω, we can find such α > sup{i n , j n : n ∈ ω}. Moreover, we can choose α so large that |σ α | > max{u, v} and the indexed set {x α,in , x α,jn : n ∈ ω} is a linearly independent subset of E α . Pick ρ < |σ α | such that u, v = u ρ , v ρ . By (v) we can find ǫ ∈ σ α+1 \ σ α such that x α+1,uρ (ǫ) = x α+1,vρ (ǫ) = 0 (that is x u (ǫ) = x v (ǫ) = 0) and max x α+1,iα,n (ǫ), x α+1,jα,n (ǫ) = 1 for all but finitely many n ∈ ω, that is max{x in (ǫ), x jn (ǫ)} = 1 for all these n ∈ ω. It follows that the intersection of C with the open neighborhood { x, x ′ ∈ G 2 : x(ǫ) = x ′ (ǫ) = 0} of x u , x v is finite, a contradiction.
Finally, we claim that G has only trivial convergent sequences. Indeed, otherwise there exists an injective sequence x ξn : n ∈ ω ∈ G ω converging to some x ξ . Passing to a subsequence, if necessary, we may assume that {x ξn : n ∈ ω} is linearly independent. Similarly to the above we can show that { x ξ 2n , x ξ 2n+1 : n ∈ ω} is closed and discrete in G 2 . On the other hand, x ξ 2n , x 2n+1 : n ∈ ω converges to x ξ , x ξ , a contradiction. 
