Abstract-We present an analysis of recently proposed Monte Carlo algorithms for estimating the partition function of a Gibbs random field. We show that this problem reduces to estimating one or more expectations of suitable functionals of the Gibbs states with respect to properly chosen Gibbs distributions. As expected, the resulting estimators are consistent. Certain generalizations are also provided. We study computational complexity with respect to grid size and show that Monte Carlo partition function estimation algorithms can be classified into two categories: EType algorithms that are of exponential complexity and P-Type algorithms that are of polynomial complexity, Turing reducible to the problem of sampling from the Gibbs distribution. E-Type algorithms require estimating a single expectation, whereas, PType algorithms require estimating a number of expectations with respect to Gibbs distributions which are chosen to be sufficiently "close" to each other. In the latter case, the required number of expectations is of polynomial order with respect to grid size. We compare computational complexity by using both theoretical results and simulation experiments. We determine the most efficient E-Type and P-Type algorithms and conclude that P-Type algorithms are more appropriate for partition function estimation. We finally suggest a practical and efficient P-Type algorithm for this task.
likelihood function which is not available analytically but only in terms of an integral, or summation, of a given functional over a large state space (i.e., a partition function). For example, as explained in [8] , we may be interested in the problem of optimally fitting a parametric statistical model to given data. If the number of parameters to be estimated is small (relative to the data size), this problem can be solved by means of traditional maximum likelihood, in which case, the techniques proposed in [1] and [5] [6] [7] will be relevant. If, however, the number of parameters is large, a penalized likelihood method may be used instead, by means of Akaike's information criterion for example (see [8] [9] [10] [11] [12] ). This approach naturally leads to calculating partition functions similar to the ones considered in this paper. Similarly, GRF hypothesis testing problems (i.e., the problem of testing whether or not given data come from a particular GRF model) naturally lead to the problem of evaluating log-likelihood ratios which are given as functions of partition function ratios (e.g., see [9, pp. 
241-242]).
As an alternative to exact calculations, a number of analytical techniques have been proposed for partition function approximation (e.g., see [4] , [11] , and [13] ). These techniques are often unreliable and limited to special cases. In this paper, we focus our attention on stochastic approximation (i.e., Monte Carlo) techniques for partition function estimation. Although these techniques are computationally intensive, they justify their use as being highly accurate and applicable to general GRF models.
A respectable number of Monte Carlo partition function estimation algorithms have been proposed in the literature (see [8] [9] [10] [11] [12] , [14] , and [15] ). However, many issues related to these algorithms need investigation. For example, statistical properties of the resulting estimators are often not determined, whereas, computational complexity is hardly ever analyzed. In addition, certain algorithms can be extended into new ones, capable of more efficient partition function estimation. Clearly, there is need for a unified presentation, rigorous analysis, and comparative study of all these methods. Addressing these issues is the main theme of this contribution.
The paper is organized as follows. Section II establishes the required background and notation. Sections III and IV are devoted to studying fundamental properties of the Monte Carlo partition function estimation algorithms proposed in [8] , [10] [11] [12] , [14] , and [15] . It is shown that these algorithms share common characteristics, in terms of computational complexity required to achieve a predefined level of partition function estimation accuracy and confidence. They are sub- sequently classified into two categories: E-Type algorithms (discussed in Section III) that are of exponential complexity with respect to grid size, and P-Type algorithms (discussed in Section IV) that are of polynomial complexity, Turing reducible to the problem of sampling from the Gibbs distribution. 1 More specifically, Section III-A discusses the algorithm proposed in [14] , whereas, Section III-B presents an analysis of the algorithm proposed in [10] . Theorem 1 and (37)- (40) provide original results regarding the computational complexity of these algorithms. In order to facilitate further comparison, additional results at certain "extreme" temperatures are reported. Section IV presents two partition function estimation algorithms that generalize existing techniques. In particular, Section IV-A generalizes the technique proposed in [8] , [11] , and [12] , whereas, Section IV-B generalizes the technique proposed in [15] . Theorems 3-5 constitute original results concerning the computational complexity of these methods. Section V provides comparisons between the algorithms discussed in this paper, based on the theoretical results of Sections III and IV and a representative number 1 If P P P 1 and P P P 2 are two problems, then we say that problem P P P 1 is of polynomial complexity, Turing reducible to problem P P P 2 , if the number of steps required for solving problem P P P 1 is bounded by a polynomial in the problem size, provided that the solution to problem P P P 2 is readily available.
of simulation experiments. Finally, Section VI draws our conclusions. For convenience, Table I summarizes all partition function estimators considered in this paper.
II. GIBBS RANDOM FIELDS
Consider a collection of points in , where is the set of all integers, given by the rectangular grid A discrete-valued random variable is assigned at each point of the grid, taking values from a finite statespace , which contains distinct values. The resulting random field can take anyone of the possible realizations (states)
in the Cartesian product with probability mass function . We restrict to be a GRF whose probability mass function is given by the Gibbs distribution
where (2) and (3) In (1)- (3), is a normalizing constant known as the partition function, 2 is a positive parameter known as the temperature, and is the energy function that is independent of . We define quantities and by and (4) which exist and are both finite. Let us denote the neighborhood of a point , induced by the Gibbs distribution (1)-(3), by [1] [2] [3] [4] . Let and for every , and , independent of , assuming a homogeneous neighborhood [1] [2] [3] [4] , where denotes the cardinality of set . Then, (2) can be written as [9] , [16] (5)
In (5) is the local transfer function (LTF), which depends on and is positive and finite for every . The LTF needs to be modified at the boundary points of depending on the type of boundary condition assumed (e.g., free or toroidal). In this paper, we assume that the LTF is homogeneous, i.e., independent of . 3 Similarly to (4), we define and by
which clearly satisfy , for every . As an example of (5), consider the two-dimensional Ising model with a toroidal boundary condition (e.g., see [4, ch. 7] ). For such a GRF, , , and the LTF is given by (8) 2 Generally speaking, most of the quantities used here depend on M, N, and T (or on the LTF , see (5) ). This dependence is often suppressed in order to simplify notation. When necessary, however, it appears as a subscript or an argument. 3 The more general case of a nonhomogeneous LTF is treated in [9] .
where and , are two real-valued parameters.
Equations (1)-(3) provide an energy-temperature formulation for the Gibbs distribution, whereas, (1), (3) , and (5) provide a LTF formulation. Both are equivalent notations. The former will be used in Section III and characterizes a Gibbs distribution as a one-parameter exponential family with respect to . In Section IV, however, we exclusively consider the LTF formulation which characterizes a Gibbs distribution as an parameter exponential family with respect to [9] . Notice that , as , whereas, , as , provided that . This is due to the fact that (e.g., see [16] ) for some finite functional on . Usually, with increasing grid size (i.e., as ). It is then more appropriate to consider the quantity (9) known as the pressure. In the case of a GRF with homogeneous LTF, the pressure enjoys a finite limit, as , 4 at any temperature (or, equivalently, for any positive and finite LTF) [17] , [18] ; i.e., (10) An important property of a GRF is its ability to mathematically describe phase transitions. If (11) with being the specific heat at temperature , defined by (12) where denotes variance with respect to probability mass function , then we say that the GRF is in phase transition at critical temperature . We refer to temperatures well above (i.e., ) as "high" temperatures and to temperatures close or below (i.e., ) as "low" temperatures. The problem of partition function estimation is more challenging in the second case, as theory and simulations demonstrate.
A useful special case of a GRF is a mutually compatible Gibbs random field (MC-GRF) [16] , [19] . This random field is characterized by a probability mass function , , of the form (13) where the LTF 4 Throughout the paper, and when M 6 = N, M; N ! 1 in the sense of van Hove [17] .
is positive, finite, and satisfies (14) In this case, the partition function equals one, whereas, MC-GRF samples can be drawn lexicographically in exactly time [16] . Both of these properties are instrumental in developing the importance sampling Monte Carlo partition function estimation procedure suggested in [14] and further discussed in Section III-A. In the following, we denote the class of probability mass functions that satisfy (13) and (14) by , and the class of LTF's that satisfy (14) by .
III. E-TYPE PARTITION FUNCTION ESTIMATION ALGORITHMS
In this section, we discuss two stochastic approximation techniques for partition function estimation proposed by us in [14] and by Ogata and Tanemura in [10] . Both techniques are based on estimating a single expectation of a certain functional of and are of exponential complexity with respect to grid size.
A. MC-GRF-Based Monte Carlo Estimator
Consider an MC-GRF on with probability mass function given by (13) and (14) . From (3), observe that (15) where denotes expectation with respect to probability mass function , and (see (5) and (13)) (16) In this case (17) is an unbiased and consistent Monte Carlo estimator of the partition function , provided that , for every [14] (see also [20] ). In (17) , is a collection of MC-GRF's that are statistically independent and equivalent to .
The main focus of our work in [14] was to choose the appropriate probability mass function or, equivalently, the LTF . Since is an unbiased and consistent estimator of , we have concentrated our effort on finding a such that for every , and every , in an effort to achieve importance sampling [20] . This is clearly equivalent to minimizing, with respect to , an Ali-Silvey type of "distance" of a probability mass function from the Gibbs distribution , given by Var (18) A solution to this minimization problem, however, may not exist, and we are merely left with the problem of "cleverly" choosing a that approximately satisfies our minimum variance requirement.
A "naive" choice for can be obtained by means of LTF (19) This choice fails, however, to provide efficient estimators of , by means of (17), as it has been already discussed in [14] and further demonstrated by (28) and (29) later.
Two alternative choices for have been proposed in [14] . Given the LTF of the original GRF, we choose two LTF's that satisfy (14) , given by (20) and (21) In (20) , denotes the number of occurrences that appear in a realization of a GRF , whereas, , , can be estimated by means of a MarkovChain Monte Carlo (MCMC) scheme, such as the Gibbs sampler [3] (see also [21] ).
We are now interested in studying the computational complexity of calculating a "reliable" estimate of the partition function, by means of (17) , as a function of the number of points in . We assume that the LTF of the MC-GRF has been computed off-line. Since our approach is stochastic, we are interested in the minimum size of the Monte Carlo sample sufficient to obtain Monte Carlo estimators that satisfy (22) for a given accuracy and confidence . The following Theorem 1 shows that such an integer exists and that the computational complexity of the previously discussed methods is at most exponential with respect to . 
In addition, if is such that (25) then (26) In practice, and in the case of a large grid , Theorem 1 shows that good estimates of can be obtained in reasonable computational time only when which, for example, would be the case of infinite temperature (it is easy to show that , , and satisfy (25) and hence, (26)). Extensive simulation experiments in [9] and [14] have shown that both and provide "reliable" partition function estimates at "high" temperatures. However, only may provide "reliable" estimates of at "low" temperatures. This is partly explained by the empirical observation that (27) for virtually all values of and for a number of GRF models at different temperatures (see also Section V-A).
It has been shown in [9, Lemma 4.1, pp. 119-120] that (28) where is the number of minimum energy states of a GRF . For some GRF's (e.g., the Ising model), is constant, independent of the grid size. In such cases, and for sufficiently large grid sizes 6 (29)
Equations (18), (28) , and (29) demonstrate the fact that is an inefficient estimator of at "low" temperatures. In fact, as , becomes equivalent to a brute-force summation of the partition function by means of (3), as shown by our simulations in Section V-A (see also (65) later). 6 In fact, 
B. Ogata-Tanemura Partition Function Estimator
The estimator proposed in [10] is based on the identity (see also (1) , and is an asymptotic term reflecting the effect of correlation between random fields on the rate of convergence of the mean-square estimation error to zero [21] , [22] . The following theorem reveals an interesting property associated with the variance of . Theorem 2: At any temperature such that (33) we have that (34) provided that and . The left-hand side of (34) is the asymptotic efficiency of to (see [23] ). Theorem 2 shows that is less efficient than at sufficiently "low" temperatures and is, therefore, an inefficient estimator of at these temperatures. In analogy with Theorem 1, we now examine the asymptotic (as ) computational complexity of the partition function approximation scheme (30). However, due to the asymptotic nature of (31) and the presence of , such a task seems impossible. To ameliorate this problem, we shall assume here that there exists an unbiased and consistent estimator of with variance (35) If (which is frequently the case [22] ), the convergence properties of will be worse than the ones of ; therefore, studying will be the "best case" scenario. Theorem 1 turns out to be applicable here, by defining as (compare with (18) , and see also (9) , (32), and (35)) (36) where is the pressure. Then (compare with (23)) (37) at any temperature , where (compare with (24)) (38) Furthermore, it can be easily shown that [9] (compare with (26) and (28)) (39) whereas (40) Equations (23), (25) , (26), (37), and (39) suggest that, at "high" enough temperatures, becomes computationally comparable to , , and . Furthermore, (37) and (40) suggest that becomes computationally inefficient as the temperature approaches zero, and is in fact worse than a brute-force summation of the partition function by means of (3) (see also (65) later).
IV. P-TYPE PARTITION FUNCTION ESTIMATION ALGORITHMS
We now propose two stochastic approximation schemes for partition function estimation that generalize the two methods reported in [8] , [11] , [12] , and [15] . These algorithms are based on estimating expectations of suitable functionals of with respect to Gibbs distributions that are chosen to be sufficiently "close" to each other. They are both of polynomial complexity with respect to grid size, Turing reducible to the problem of sampling from the Gibbs distribution.
A. Ogata-Tanemura Partition Function Estimator
Let us assume that we are given the partition function of a GRF with LTF and we are interested in calculating the partition function of a GRF with LTF . Let
It can be easily shown that
By differentiating the logarithm of with respect to , we obtain (43) where (44) The function is continuously differentiable with respect to , for all finite and , and, therefore, (see (9) , (41), and (43)) (45) An equivalent form of (41)-(45) appears in [11] and [12] , and for the case of spatial point processes, with , for all . A more general form of (41)-(45) appears in [8] .
Similarly, to the approach suggested by Ogata and Tanemura in [11] and [12] , and in order to calculate the integral in (45), we may first estimate at a number of points , and then approximate function by means of a polynomial fit approach based on least mean-squareerror estimation [11] , or cubic B-splines [12] . The resulting approximate function can be then integrated in order to provide an estimate of (45). Notice that we can obtain a Monte Carlo estimator for (43) by means of (46) where is a collection of GRF's obtained by means of MCMC such that for every . In general, the polynomial fit approach suffers from approximation errors that do not necessarily converge to zero as the degree of the interpolating polynomial is increased [24] . In the spline approach of [12] , the error in approximating the internal energy approaches zero as the number of sampling points increases to infinity [24] , provided that the Monte Carlo estimation error at each sampling point also approaches zero (which is the case when the number of MCMC iterations approach infinity). It is not clear, however, how to statistically analyze the resulting algorithm. In [9] , we have suggested employing Simpson's integration rule [24] for numerically computing (45), an idea similar to the approach suggested in [8] . 7 The resulting algorithm is amenable to a statistical analysis whose main points are now summarized.
Let 
In (51), , is the number of samples associated with the Monte Carlo estimation of by means of (46), whereas are GRF's obtained by means of MCMC such that where . To facilitate the derivation of Theorem 3 below, and similarly to the statistical analysis in [15] and in Section IV-B, we assume here that are independent and identically distributed (i.i.d.) GRF's obtained by means of "many short runs" MCMC with "burn-in" 7 In [9, ch. 5], a more general approach has been employed that uses the Romberg integration procedure of order 2s (see also [24] ). When s = 1, this leads to the well-known trapezoidal integration rule that has been suggested as a useful tool for partition function estimation in [8] . When s = 2, we obtain the Simpson's integration rule employed here. For the particular problem at hand, we have noticed that the Simpson's integration rule constitutes an improvement over the simpler trapezoidal rule, with the former often requiring only 25% of the sampling points of the latter [9, Sec. 5.3] . Furthermore, little benefit is achieved by going from a Romberg integration rule with s = 2 to integration rules with s > 2, unless M and N are large [9] . equal to (e.g., see [21] ). In this case, identical and statistically independent ergodic Markov chains are generated that approximately converge to probability after steps. The first samples are discarded and the st sample is kept. GRF will then be the st state of the th chain. Estimator (51) can be easily shown to be asymptotically unbiased and consistent, as and for all . However, and for all finite , estimator (51) will be inconsistent since (48)-(50) introduce a "systematic" error in approximating the integral in (45).
The purpose of (51) is to approximate in the sense of (22) . We, therefore, seek sufficient values for ,
, and , such that estimator (51) satisfies (52) for given . We have the following theorem. , where is the maximum (in absolute value) nonunit eigenvalue of the transition probability matrix of the underlying MCMC.
According to Theorem 3, the computational cost of satisfying (52), by means of (51), is clearly Monte Carlo iterations, and is of , where is given by [9] (54) Equation (51) provides a stochastic approximation algorithm for estimating the ratio of two partition functions. The problem of estimating the partition function can be addressed as a special case of (51) by replacing by and by a . As we have already discussed in Section II, and, therefore, will be a partition function estimator for the pressure . Theorem 3 shows that the computational complexity of estimator depends on the "distance" . It is, therefore, natural to seek a that minimizes . In Section III, we have proposed three choices for . These choices can be used in order to provide three estimators for : namely, , , and
. In Section V-B, we demonstrate that the last two estimators are clearly superior to the first. As an additional remark, it is not difficult to confirm that (55) for all LTF's (see (21) and (53)). Furthermore, there exist LTF's for which inequality (55) is strict. Inequality (55), together with the fact that , provides a theoretical justification for preferring over .
B. Jerrum-Sinclair Partition Function Estimator
We now discuss the stochastic approximation algorithm proposed by Jerrum and Sinclair in [15] for estimating the partition function of a special class of GRF's, and used by Geyer and Thompson in [25] and Geyer in [26] for the maximum-likelihood estimation of GRF parameters. Although our presentation closely resembles that in [15] , we extend Jerrum and Sinclair's exposition to the problem of partition function estimation of general GRF models. It will soon become apparent that the MC-GRF Monte Carlo estimation methods, discussed in Section III, constitute a special case of this generalization.
The idea proposed in [15] is to use the identity (see also (1) , (3) 8 Two interesting alternatives to estimating the ratio in (56) have been suggested in [27] and [28] . In both cases, (56) is estimated as a ratio of two Monte Carlo estimators. In [27] , the expected values of two parametric functionals with respect to Gibbs distributions and are estimated. The "optimal" choice for these functionals, however, demands a priori knowledge of the ratio (56). In [28] , the expected values of two functionals with respect to a parametric Gibbs distribution that includes, as special cases, both and are estimated. The "optimal" choice for this distribution is unclear.
In any case, (57) constitutes a special case of the methods suggested in [27] and [28] , with the advantage that is amenable to a rigorous statistical analysis. and , are "close enough" to each other. Indeed, let us choose the expression at the top of this page as a measure of "distance" between the two LTF's and . By virtue of the Central Limit Theorem [23] , the convergence rate of (57) . This, however, is not possible in general, 9 since and , and, thus, , are independent of . In practice, we need to estimate the partition function ratio (56) by means of a product of a sufficiently large number of partition function ratios, as we explain next.
Let us consider LTF's , given by
, and the associated Gibbs distributions , . By using (5), (9), (56), and (59), we can easily show that A Monte Carlo estimator of is now given by (see (56), (57), and (60) is the maximum (in absolute value) nonunit eigenvalue of the transition probability matrix of the underlying MCMC.
According to Theorem 4, the computational cost of satisfying (63), by means of (62), is clearly Monte Carlo iterations, and is of , where is given by (54). Therefore, estimator is expected to become slightly faster than estimator , as . The difference in computational complexity of the two estimators can be further reduced by approximating integral (45) with a higher order numerical integration scheme (see [9] and [24] ). From the proofs of Theorems 3 and 4, notice that, although the number of intermediate points associated with depends on the required accuracy , this is not true for the associated with , which only depends on and the "distance" . Equation (62) provides a stochastic approximation algorithm for estimating the ratio of two partition functions. Clearly, estimating the partition function of a Gibbs distribution can be addressed as a special case of (62) . Although and may be "separated" by a large "distance," the LTF's may be taken to be "close" to each other (for large enough ). Therefore, estimator is expected to achieve better importance sampling performance, when , since it estimates intermediate ratios as compared to directly estimating the ratio . This is further demonstrated in Section V-C.
Theorem 4 shows that the computational complexity of depends on the "distance" . It is, therefore, natural to seek a that minimizes . The three choices for suggested in Section III can be used here in order to provide three estimators for , by means of (62); namely, , , and
. In Section V-B, we demonstrate that the last two are clearly superior to the first. As an additional remark, notice that (64) for all LTF's [9] . Furthermore, there exist LTF's for which inequality (64) is strict. Inequality (64), together with the fact that , provides some theoretical justification for preferring estimator over estimator . We now conclude our discussion with a theorem concerning the computational complexity of both estimators discussed in this section.
Theorem 5: The problem of calculating the partition function of a GRF can be solved in polynomial time on the grid size, Turing reducible to the problem of sampling from the Gibbs distribution, by means of either or . When , for some integer , calculation of the partition function can be achieved in polynomial time on the grid size by means of these estimators.
Theorem 5 is the first result of this type regarding estimator . It also generalizes similar results, obtained by Jerrum and Sinclair in [15] . Notice that the problem of designing an MCMC algorithm such that , for some integer , is an important open research problem. A limited solution to this problem has already appeared in [15] . However, it has also been shown in [15] that a general solution to such a problem cannot be achieved under standard complexity-theoretic assumptions. Thus and as a direct consequence of Theorem 5, one cannot in general hope to achieve polynomial complexity by using the previously discussed P-Type estimators.
V. EXPERIMENTAL RESULTS AND COMPARISONS
So far, we have considered a number of stochastic approximation algorithms, suitable for estimating the partition function of a general GRF. In this section, we provide an experimental study of their computational complexity, necessary to achieve a "good" partition function estimate, in the sense of (22), (52), or (63). Due to lack of space, we only discuss few representative simulation experiments limited to an Ising model with LTF given by (8) . In this case, the partition function is known analytically, for any finite and any temperature [4] . This enables us to compare estimates of the partition function to its true value. In Section V-A, we consider a Ising model with parameters , , at various temperatures. The critical temperature is given by (recall (11) and (12)). Additional simulation experiments, for the case of more general GRF's, may be found in [9] .
The E-and P-Type estimators discussed in Sections III and IV are different in nature. Therefore, we first limit our comparisons within each class. We subsequently compare the best E-Type to the best P-Type estimators, and we finally demonstrate the accuracy and effectiveness of a simple PType estimator, by applying it to the problem of calculating the likelihood of a fully and a partially observed GRF. The comparisons presented here are based on the same number of Monte Carlo iterations; thus they approximately require the same amount of computations. 10 
A. Comparison of Estimators
Theorem 1, (18), (28), (29), and (36)-(40) provide a way of comparing E-Type estimators, by means of the complexity coefficients and . Monte Carlo estimates of these coefficients can be obtained by means of estimating , , and , with estimator , for example, where, in each case, we substitute with the appropriate LTF.
We now consider the Ising model described above over the temperature range . Fig. 1(a) depicts the estimated complexity coefficients , for , , , and , as a function of temperature. We have also plotted the complexity coefficient (65) associated with calculating the partition function by means of a brute-force summation (since, in this case, ). As expected (see (26) and (39)), all three coefficients and approach zero as . However, (see (29), (40), and (65)), becomes large at "low" temperatures, whereas asymptotically approaches , as . On the other hand, and are always close to zero, even at "low" temperatures. Notice that (27) is verified experimentally, with being closer to zero than , at virtually all temperatures. 10 Two main operations contribute to the computational cost of a partition function estimator: generating Monte Carlo samples and calculating the functionals associated with each ergodic average. In our simulations, we generate independent MC-GRF's for (17) and use a "single long run" MCMC (based on the Gibbs sampler with lexicographic site updating [3] ) for estimating the expectations in (20) , and for (30), (51), and (62). In both cases, the cost of generating each Monte Carlo sample is of O (MN) and, given a Monte Carlo sample, the cost of calculating the functionals in (17), (20), (30) , and , for . In the second case, and for the shake of a "fair" comparison, Monte Carlo iterations are allocated for estimating the expectations in (20) (and, thus, the LTF with the subsequent iterations allocated for calculating . Clearly, and as expected from Fig. 1(a) , estimator is the most "reliable" one, among all E-Type partition function estimators. Notice, however, that the simpler to implement estimator is sufficiently accurate at "high" temperatures as well and should be therefore preferred at such temperatures.
We now compare the Ogata-Tanemura P-Type estimators for various choices of . The first row of Fig. 2 depicts , as well as , , and , for , with the Ising model being at a "high" temperature and a "low" temperature , respectively. In all cases, , for every , where , with the exception of the second estimator, where , with the remaining iterations used for estimating (20) . The same experiment is repeated for the Jerrum-Sinclair estimator. The second row of Fig. 2 depicts , as well as , ,
for , at temperatures and . As expected, the results show that the accuracy of all PType estimators increases as a function of . Estimators and are clearly superior to the rest, since they consistently produce more accurate results for the same value of . At "high" temperatures, however, the simpler to implement estimators and perform well and should be, therefore, preferred at such temperatures.
It is rather difficult to draw a general conclusion regarding the relative merits of the Ogata-Tanemura versus the Jerrum-Sinclair estimators, due primarily to the different nature of the associated (dominant) errors (i.e., integration versus statistical error). Our simulation experience shows, however, that the Ogata-Tanemura estimators are more "reliable" than the corresponding Jerrum-Sinclair estimators for small values of the 's, with the Jerrum-Sinclair estimators being slightly better than the corresponding Ogata-Tanemura estimators for large values of the 's. We believe that this is due to the fact that, for small values of the 's, the variance of the ergodic averages in (51) is smaller than the variance of the ergodic 11 For the shake of a "fair" comparison, and since the Ogata-Tanemura estimators require estimation of + 1 ergodic averages, we consider + 1 terms in (62). averages in (62), whereas, for large values of the 's, the integration error due to (48) becomes the main source of error in (51).
To conclude this subsection, we demonstrate the fact that the -and -based P-Type estimators are superior to the corresponding E-Type estimators and . Towards this goal, we experimentally compare the exact value of pressure to estimates , , and , for , . These comparisons are depicted in Fig. 3 . In all cases, the Ising model is taken to be at a "low" temperature , whereas and , for . All estimators require the same number of computations. In all cases, the P-Type estimators are more "reliable" than the corresponding estimators, which converge to the exact pressure slowly. Our experience indicates that, for sufficiently large , any P-Type estimator eventually outperforms the best E-Type estimator , for the same number of Monte Carlo iterations. To summarize, if one is willing to estimate by (20) , one should proceed by employing estimator or estimator . Otherwise, or should be used instead.
B. Likelihood Function Estimation
We now present simulation experiments that demonstrate the effectiveness of the -and -based P-Type partition function estimators for estimating the likelihood function of a fully, as well as partially, observed GRF. As we have briefly stated in Section I, this calculation is relevant to the problems of Bayesian statistical inference and hypothesis testing. The (per point) log-likelihood function of a fully observed sample of a GRF is given by (see also (1) and (9))
Since depends on the pressure, its analytical calculation is not feasible in general. We can, however, obtain a Monte Carlo estimator of the log-likelihood function, denoted by , by replacing in (66) with its corresponding E-Type or P-Type partition function estimator. Clearly, the theoretical results and algorithms presented in Sections III and IV are directly relevant to this problem.
In certain applications, we may need to assume that GRF is not fully observed but instead it is transformed into an observable random field defined on grid . Random field can take anyone of the possible realizations where , and is a finite state space that contains : distinct values. Transformation is mathematically described by means of conditional probabilities , for all and . A partially observed GRF is then a realization of , drawn from the probability mass function The (per point) log-likelihood function of a partially observed sample is now given by (67) where (68) Under certain restrictions on the conditional probability (see [9, Proposition 2.3] ), is the partition function of a GRF whose -function (2) is given by . Both partition functions in (67) can be then estimated by means of an E-or P-Type estimator, and a Monte Carlo estimator of can be thus obtained.
We restrict our simulations to a Ising model with LTF given by (8), where we take . We first generate a sample by assuming "true" parameters . Sample is depicted in Fig. 4(a) , and has been obtained by means of 50 000 iterations of the Gibbs sampler. We then "degrade" by means of the stochastic degradation process (69) where , , with , for , and , for . . Notice that the LTF associated with the second partition function is inhomogeneous, and is given by (see also (8) , (68), and (69)) for all . The pressure estimates lead to the likelihood function surfaces depicted in Fig. 5 . Fig. 5(a) depicts the estimated log-likelihood function , whereas A Monte Carlo maximum-likelihood estimate (MCMLE) of can be obtained as the value that maximizes the estimated log-likelihood function over . From the surfaces depicted in Fig. 5 , we obtain given , and given , for , respectively. The accuracy of these results demonstrates the fact that the likelihood function has been adequately estimated by means of estimator . Since this estimator is the most slowly convergent estimator among the four -and -based PType estimators discussed in this paper, the remaining three are expected to give similar or even more accurate results, for the same number of Monte Carlo iterations. Notice, finally, that as increases the log-likelihood function becomes "flatter" around the point , and the "true" parameters are more difficult to locate on the likelihood surface.
VI. CONCLUSION
In this paper, we have proposed a unified approach to stochastic simulation algorithms for partition function estimation. We have focused our attention on the computational complexity of these algorithms and on determining the statistical properties of the resulting estimators. We have been able to classify the algorithms into two categories: E-Type algorithms, of exponential complexity with respect to grid size, and PType algorithms, of polynomial complexity, Turing reducible to the problem of sampling from the Gibbs distribution. The P-Type algorithms have been introduced in a more general setting, over the one reported in the literature. We have suggested use of and as means of initializing estimators and , as opposed to the orig- Theoretical analysis and supporting simulations lead us to the following conclusions (see also Table I): 1) Estimator is the most "reliable" E-Type estimator of the pressure, at all temperatures, with being sufficiently accurate at "high" temperatures (see Fig. 1(b) ).
2) Estimators and are the most "reliable" P-Type estimators and enjoy similar estimation performance (see Fig. 2 ).
3) The P-Type estimators are more "reliable" than the corresponding estimators (see Fig. 3 ). Moreover, and for sufficiently large , any P-Type estimator eventually outperforms all E-Type estimators, for the same number of Monte Carlo iterations. 4) Either or , for , can be successfully employed for estimating the likelihood function of a fully or a partially observed GRF. It should be emphasized here, however, that our experimental results depend on the particular GRF at hand. As is clear from (18) and Theorems 3 and 4, the relative performance of the various partition function estimation techniques depends on the "distance" between the probability mass functions , , from the Gibbs distribution . It is possible, that both and (or and ) achieve good approximation to (or to ), which is clearly the case at "high" enough temperatures, or that both and (or and ) achieve a poor approximation to (or to ). In either case, there is no significant advantage in employing a -based estimator, and the computationally simpler -based estimator should be used instead.
APPENDIX PROOFS OF THEOREMS
Proof of Theorem 1: From Chebyshev's inequality [23] , with , we have that (see also (15) and (17)) It is now clear that (22) We now establish the existence and finiteness of , given by (24) (18) , (24) , and (74)). Clearly, (72) and (73) yield (23) . It now remains to show (26) . First, notice that (13) and (25) We should point out here that, similarly to the proof of [15, Lemma 3], we can "relax" the dependence of (see (70)) to an dependence. This can be accomplished by independently employing an odd number of estimators (17) and by taking their median. This is also applicable to Theorems 3 and 4.
Proof of Theorem 2: From (31) and (32), we have that (76) provided that , since due to the fact that Notice now that (see (3)- (5), and (33))
at any which satisfies (33). From (15), (16) [24] for some (84)
By differentiating (43) four times, with respect to , and by using the equality for every integers (which can be easily shown by means of (42)- (44) The left-hand side of (90) is the mean-square error of estimator (46), where we substitute and . It has been shown in [9, Sec. 3.5] that the mean-square error of estimator of (where , for all , and , is a collection of i.i.d. GRF's obtained by means of "many short runs" MCMC with "burn-in" equal to ), satisfies (91) where , with
Clearly, and for any , the mean-square error (91) will be bounded above by , if and (92) In order for the second inequality in (92) to be satisfied, it suffices to choose such that (93) or, since (see (1) , (3), and (5)- (7)) it suffices to require that satisfies or, equivalently,
In order for the first inequality in (92) (103) respectively. Clearly, (93) and (95), with the previous substitutions, and (102), (103), give (99) and (100). Notice now that for given by for every integer , which, together with (61), and the left-hand side equality in (99), yields . This completes the proof.
Proof of Theorem 5: Theorem 5 is a straightforward extension of Theorems 3 and 4 (see also (54) and the fact that the computation of functionals in (51) and in (62) is of ).
