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ABSTRACT
An abstract of the dissertation of Allen Chaparadza for the Doctor of Philosophy in
Chemistry presented May 8, 2009.

Title: Electron Transport and Sensor Characteristics of Tin Dioxide Based
Nanocrystalline Materials

Wide band gap, transparent semiconductor Sn02 is an n-type conductor and is
widely used as a sensor material as well as transparent electrode material e.g. in solar
cells and flat panel displays. Recent discovery of p-type doping with Li has opened
exciting possibilities in new classes of sensors and transparent nanoelectronic devices.
Li-doping in SnC>2 nanoparticles was explored through a gel-sol method of synthesis
to examine the influence of reaction conditions such as pH, dopant concentration, and
calcination temperature. The Li doping in nanoparticles was characterized using
nuclear reaction analysis and the nanostructure with high-resolution electron
transmission microscopy and X-ray diffraction techniques.
Direct current conductivity of the nanocrystals was investigated from 25 to 350
°C. Efros-Shklovskii Variable Range Hopping (ES-VRH) conduction mechanism was
observed at temperatures below 100 °C with a cross over to 2D-Mott Variable Range
Hopping (M-VRH) conduction at temperatures above 250 °C. Thick film conductive
CI2 sensors were fabricated using nanoparticulate SnCh doped with Sb. The fabricated

sensors were tested against gases like Cb, Br2, HC1, NO, NO2, CHCI3, NH3 and H2.
The highest response to CI2 was achieved in 0.1 % Sb doping where an exposure to
3ppm of CI2 gas led to 500 fold increase in device resistance. The high sensitivity to
Cb was accompanied by minor interference due to other gases at room temperature. It
was found that the Sn02 doped with 0.1% Sb exhibited high response, selectivity
(>100 in comparison to the gases described above) and short response time (-60s) to
CI2 at 3 ppm level at room temperature.
Using a compression technique, porous diodes consisting of n-type (antimony
doped) and p-type (lithium doped) SnC>2 nano-particulate films were prepared. Typical
current-voltage curves of such devices resembled the behavior of a typical diode but
for one key difference, owing to the porosity of the film, areas near the p-n interface
and the p- and n-regions are accessible to gaseous analytes. Their sensor capabilities
were measured through alternating and direct current measurements. These porous
diodes were capable of detecting 400 ppb CI2 at room temperature and had a 40s
response time.
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PREFACE
The development of electrical and electronic devices with nanometric
dimensions is a great challenge for technological applications l. Knowledge of micro
structural properties of nanostructured doped semiconductor oxides plays a
fundamental role in the understanding and development of new electronic devices
especially sensors.. Nanoparticles (5 to 50 nm) of such materials

3

2

offer high

sensitivity due to increases surface area to volume ratios wherein most sensitive
interfacial region contains 50% of the atoms 4. Resistive oxide gas sensors are often
used because of their low cost of production 4"6 and their low susceptibility to
corrosion. The primary physical property that allows response to a given analyte's
presence is the change in the device resistance related to modulation of conduction
pathway through changes in the depletion layer. However, as electronic devices, these
systems are slow, exhibiting response times of the orders of seconds to minutes. In
order to obtain rapid response from these sensors, high temperature is employed
during operation (200 °C) at the cost of reduced energy efficiency.

The work presented in this dissertation focused on the synthesis and
characterization of SnC>2 nanomaterials. The materials were then used to develop
inexpensive oxide based CI2 sensors that can operate near room temperature. Chapter
1 provides a general overview of nanomaterials; it briefly covers physical properties
and their effects. It also touches on some of the uses of semiconductor based
nanomaterials. Chapter 2 provides an overview of the physical properties, band
xii

structure and electronic conductivity of Sn02. The fabrications as well as the sensor
properties are also presented. Chapter 3 provides an overview of the instrumentation
and experimental techniques used in all the work that is reported in this dissertation.
Chapter 4 and 5 give a detailed description of the Li and Sb-doped Sn02 nanocrystals
respectively. The synthesis, characterization (physical and electron transport
properties) and sensor properties are also discussed. In concluding, chapter 6 covers pn junctions made from Li and Sb-doped SnC>2. The electrical and sensor properties of
these novel junctions are reported.

xui

CHAPTER 1
NANOMATERIALS

1. INTRODUCTION
Stimulated by their unusual optical, electronic and chemical properties and
their potential uses in nanoscale devices coupled with the ever-present desire for
device miniaturization, great efforts have been devoted to synthesizing nanostructured
semiconductors 7. In recent years, great attention has been paid to nanometer sized
materials in studies of their fundamental mechanism, such as the size and quantum
o

effect, and their applications . The size and morphology of such semiconductor
nanomaterials very strongly affect their applications as catalysts, solar cells, light
emitting diodes, biological labels and sensors. The advent of nanostructured materials
in recent years has inspired many new developments in solid state physics, solid state
chemistry and materials science. Due to a tailored microstructure these materials can
Q 19

show new mechanical " , electrical
thermodynamic

"

13 17

1R O'X

94 9R

" , magnetic " , optical " , catalytic

90-^0

' and

properties. This is in part due to the increased fraction of

structurally disordered interfacial regions due to enhanced surface area or quantum
confinement

effects. Besides the investigation of the structural features of

nanostructured solids per se, the challenge is to study those macroscopic properties
and to interrelate them to the microscopic structure.

1

Between the dimensions on an atomic scale and the normal macroscopic
dimensions, which characterize bulk material, is a size range where condensed matter
exhibits some remarkable specific properties that may be significantly different from
the physical properties of bulk materials. Some such peculiar properties are known,
but there may be a lot more to be discovered. Some known physical properties of
nanomaterials are related to different origins: for example, (i) large fraction of surface
atoms, (ii) spatial confinement, and (iii) reduced imperfections 34.

In nanocrystalline semiconductors, in addition to the increased volume fraction
of interfacial regions influencing ionic conduction, quantum effects can also play an
important role. Due to quantum confinement of the electronic charge carriers in the
small grains, an increase of the band gap can occur. This results in a blue shift of the
absorption edge in, for example, nanocrystalline CdS2 24 and CdSe2 25 for crystallites
smaller than about 10 nm. Because of the numerous possible applications, many
efforts are being made to synthesize nanocrystalline materials. However, such
materials also play a role in some phenomena of daily life, for example the coloration
of glass windows in old churches was achieved by inclusion of nanocrystalline metal
particles in the glass matrix and the occurrence of ball lightning is ascribed to
inhibited oxidation of nanocrystalline Si/SiO particles

35

. Up to now many studies

have been made concerning electronic conductivity in nanocrystalline semiconductors,
e.g. detection of space charge limited currents in nanoscaled titania and infrared
reflectance and evidence for low carrier density of nanocrystalline ZnO ' . Ionic

2

conductivity and diffusion in nanocrystalline ceramics has been studied less
intensively, in contrast to their catalytic, high temperature electronics or sensor
properties. For ionic systems the formation of ionic space charge layers is expected to
increase the ionic conductivity parallel to the interfaces

37;38

. This effect is more

pronounced in nanocrystalline materials 39,4 °.

Polycrystalline thin films and ceramics of Sn02 have been extensively used for
the production of resistors. Conducting SnC>2 films (Nesa glass) are well known
transparent electrodes41 . SnCh films are also used as transparent heating elements
for the production of transistors

43 44

' , for transparent antistatic coatings

45

42

,

and other

parts in electric equipment where transparency is required. A polarized memory effect
has also been observed in a Se-SnC>2 system46. Because of its practical importance, an
increasing amount of work has been done on crystals and films in recent years.
However, fabrication of p-type SnC^ films and its p-n junctions have received very
little attention. Theoretically, if effective substitution of Sn with Ill-family elements
(e.g. Ce) is realized, then p-type SnC>2 can be synthesized. The work presented in this
dissertation explored ways in which p-type characteristics could be introduced in SnC>2
and some of the possible uses of such a material.

3

CHAPTER 2
TIN DIOXIDE (Sn0 2 )
2. Overview of S11O2 Physical Properties
Sn02 crystallizes with tetragonal rutile structure with space group D41/4
(P42/mnm)47. The unit cell contains six atoms, two tin and four oxygen as illustrated in
Figure 2.1. Each tin atom is at the center of six oxygen atoms placed approximately at
the corners of a regular octahedron, and every oxygen atom is surrounded by three tin
atoms approximately at the corners of an equilateral triangle. Thus, it is the structure
of 6:3 coordination. The lattice parameters determined by Baur47 are a = b = 4.737A
and c = 3.185A. The ionic radii for O2" and Sn4+ are 1.40 and 0.71A, respectively.
Metal atoms (cations) are located at positions (0,0,0), (0,1,0), (1,0,0), (0,0,1), (1,1,0),
(1,0,1), (0,1,1), (1,1,1) and (VV/V/i) in the unit cell, and the oxygen atoms (anions) at
± (u,u,0), (u,u, 1), and ± Q/2+u,Yz-u,V2), where the internal parameter, u, takes the value
0.307. Each cation has two anions at a distance of (2ua)Vl (2.053A) and four anions at
[2('/2 -uf +(72a)2 af2 (2.597A) It is generally agreed that Sn0 2 in its undoped form is
an n-type, wide-band gap semiconductor with a bandwidth of Eg = 3.6-4.0 eV 48.

Figure 2.1 Unit cell of the crystal structure ofSn02. Large circles indicate oxygen
atoms and the small circles indicate tin atoms 49.

4

2.1 Bulk Properties
Tin dioxide is known as one of the few large band-gap materials which exhibit
fairly high electrical conductivities. Summit, Marley and Borreli

50

were the first to

consider the energy band structure of Sn02 on the basis of experimental results on
synthesized crystals. They concluded, from analysis of fundamental optical absorption
measurements; that the minimum energy gap in SnC>2 is of indirect type.

If we

consider a weakly bound direct exciton in a crystal with a D4h symmetry, to have an
extrema of the conduction band and the valence band at k=0 (r - point). The exciton
symmetries at /"-point are represented as 51;
r v (hole) x Tm (env) x Tc(electron) = ^c„Fn(excitori)

21

n

where Tv and rc refer to the symmetries of the Bloch functions of the valence band
and the conduction band respectively. The equation means that when electrons and
holes of the given symmetry types are coupled via a given envelope function
symmetry, -T(env), one can obtain ci sets of exciton states of type / / , C2 of type 7^, etc.
The lowest conduction band has its minimum at the /"point in the Brillouin zone and
is a 90% tin s-like state. It is very similar to that for a free electron in spite of the
overall ionic character of SnC>2. On the other hand the valence band is p-like

.

Ohta53 concluded on the basis of group theory that at k - 0 the conduction band will
be split because of crystal field effects, into two states / ]
band into nine states i"V, / V , r^,

+

and / V , and the valence

r 4+, r$~, r{~, i"V and 2 /^"(see Figure 2.2).

This complexity in the energy bands arises from the fact that the unit cell of Sn02
contains two and four non-equivalent sites for tin and oxygen, respectively.
5

12

Figure 2.2 S11O2 Calculated band structure (Sn-0 and O-O interactions are
included in the calculation)54 <a>.
The composition of tin dioxide can be represented as Sn02_8, where 10" < 5 < 10
characterizes the deviation from the stoichiometry

55

. Because tin oxide is a

semiconductor of n-type, therefore either oxygen vacancies (V0 "), or interstitial tin
atoms, (Snj), are expected to be donors in pure Sn02 41,56'57.

a) r,A,Z,£^i,S, V,M,W,R,U,Z are symmetry points in the Brillouin zone for the rutile structure.

6

Thus, either defect reactions

Sn02 ^=± SnSnA+ + OQ2„ + F 2_ + /202

2.2

Sn02 ^=± Sn*+ + 02 G) + 2VQ2.

2.3

may take place. The doubly ionized oxygen vacancies predominate in SnC>2 according
to the defect reaction (2.2) and following reaction

together with the neutrality condition
2[r. 2+ ] = [«"]

2.5

The doubly ionized oxygen vacancies serve as main intrinsic defects and determine
the electric properties of the material, viz., the electron conductivity and concentration
of free n-type charge carriers.

As widespread as this oxygen vacancy scenario is, this model raises a few questions:
(i)

Given that vacancies usually form deep (i.e., nonconductive) levels in the
band gap of both insulators (alkali halides, Si02) and semiconductors (Si
and GaAs), it is surprising that vacancies would form shallow (i.e.,
conductive) levels in SnC>2.

(ii)

Given that main-group oxides (CaO, MgO, Si02) tend to be stoichiometric,
one wonders why SnC>2 tolerates such an enormous concentration of
intrinsic, stoichiometry violating vacancies. Is this structural tolerance
related to the multivalence of Sn?

7

(iii)

The placement of the Fermi level inside the conduction band could lead to
absorption from the Fermi level into excited conduction bands that will
render the material opaque. Surprisingly, electron-rich SnC>2 is still highly
transparent in the visible range.

These questions are fundamental to the general understanding of the phenomenon of
transparent conductivity. To address these questions Kilic and Zunger

58

carried out

first-principles calculations of formation energies and electrical (donor, acceptor)
levels for various intrinsic defects (oxygen vacancy (V0), interstitial tin (Snj), antisite
tin (SnO), tin vacancy (Vsn)> interstitial oxygen Oi) in different charge states and under
different chemical potential conditions in SnC>2. Their results indicate that Sni plays a
more prominent role than that of V0. It was also shown that:
(i)

While oxygen vacancy produces a level inside the band gap, owing to it's
loosely bound outer electrons interstitial Sn produces a donor level inside the
conduction band, leading to instant donor ionization and conductivity,

(ii)

Sni has very low formation energy, and would thus exist in significant
quantities. The unusual stability of interstitial Sn in SnC>2 (as opposed to, say,
the relative instability of interstitial Si in Si02) is due to the multivalence of
tin, i.e., Sn(IV) as in Sn02 and Sn(II) as in SnO. Moreover, the presence of Sni
lowers dramatically the formation energy of V0, explaining the natural oxygen
deficiency and overall non stoichiometry of SnC>2.

8

(iii)

The absence of inter-conduction-band absorption is a consequence of a special
feature of the band structure of SnC>2, manifesting a large internal gap inside
the conduction band that eliminates optical transitions in the visible range.

The reason for the ease of forming Snj in SnC>2 is that tin has two stable
oxidation states, as manifested by the existence of two stable tin oxides, i.e., Sn (IV) in
SnC>2 and Sn(II) in SnO. Because both oxides are stable, the formation of Sn4+ is not
energetically costly, so Sn + can form easily. In contrast, oxides of elements having a
single oxidation state (e.g., MgO and SiC^) cannot tolerate such a high concentration
of added interstitials, as lattice distortion carries them too far away from their stable
bonding

geometry, and no "fall-back" lattice configuration is available

58

. The

formation of intrinsic defects in SnC>2 has only minor effects on the optical
transparency due to special features of the electronic structure of Sn02. In bulk SnC>2,
the spacing between the first and second conduction bands is 4.75 eV at the Brillouin
zone center. So inter-conduction-band absorption leaves the material optically
transparent. This continues to be the case in non-stoichiometric SnC>2 for an electron
concentration as high as 1020 cm"3 i.e., Ep being 0.42- 0.75 eV above the conduction
band minimum (CBM) 59. Thus, the lowest direct optical transition would correspond
CO

to an energy above 3.7—4.0 eV, i.e., well beyond the visible range

. On the other

hand, the conduction- to-conduction indirect transitions are calculated to occur at 2.73.1 eV, and could reduce the transparency in the visible range for wavelengths smaller
than 4600 A. Other than this, the conduction band absorption remains small, so the
9

optical transparency survives in the presence of the intrinsic defects. Considering
similarities in the band structures of various group IV oxides, one wonders why SnC>2
alone is a transparent conductor in this series. It turns out that the energetic closeness
and hybridization of the Pb 6s level with O 2p level makes PbC>2 a semimetal 60, i.e.,
not transparent. On the other hand, atomic Si 3s is very far from the O 2p level, and
consequently SiC>2 is completely transparent, having a huge band gap ~9 eV.
However, first-principles calculations
~ECBM

for V0 in SiC>2 yield a deep donor level at

2.2 eV. Thus, V0 does not contribute to the electron conduction in Si02, in

contrast to Sn02. Therefore, the coexistence of conductivity and transparency in SnC>2
is unique among the group IV oxides.

2.2 Electrical Conductivity
The mobility of Sn0 2 conduction electrons is 2.4 x 10"2 m2 V"1 s"1 at 300K.
Though it differs from sample to sample, it is not as large as in Si (1.6 x 10"1), InSb
(7.7) and PbS (6.0* 10"2) m2 V"1 s"1 at 300 K. The smaller mobility may be due to the
ionicity of Sn02 (polarity of Sn02 is 0.8

54

(a value of 1 representing a fully ionic

system). The mobility depends on various scattering mechanisms. If the scattering
mechanisms contribute independently, then Matthiessen rule holds 62 and the inverse
mobility is the sum inverse mobilities determined by different scattering mechanisms
such as scattering by impurities, acoustic phonons and optical phonons. The mobility
due to impurity scattering is expressed as;

10

T-l

.

Ml+b)-

/2

rri^2iN

6

4xsm*k\T2

TC

nh 2„2
e

-

2.6

\+b

where N and n are the concentration of the ionized impurity and the carrier density,
respectively, m* is effective electron mass and s is the dielectric constant. The
mobilities due to longitudinal acoustical phonon has been treated by Bardeen and
Schockley

. They postulated that the band edge energy shifts proportionally to the

expansion caused by the phonons. This is the deformation potential approximation. In
this case the mobility is
4

\f^iefi
Mc

/2

?>E?m*

„,,2

2.7
/2

(kBT)

where p is the density of the matrix and Ui is the velocity of the longitudinal acoustic
phonon. Ei is a constant dependent on phonon mode.
The scattering by the optical phonons has been considered by Howarth and
Sondheimer 64. When carriers are not degenerate the Fermi energy EF is given by
2
2(27rm*kJ"/
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and when ha>0 » keT, the conductivity is given by
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When hco0 « keT, it is
2
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When carriers are degenerate,
2.11
and the conductivity is:
2.67a 3 My 2
-1

where M = Mi

tA

-1

2

exp

it 7

+exp

-2

2.12

-2

+ M2 , Mi and M2 are the ionic masses separated by a distance a

and the electric charge is ±e, which oscillates optically with a frequency v0. These
expressions were obtained under the assumption that the electron-phonon interaction
is weak enough to be treated as a perturbation. Hence optical phonon scattering is
given by
f*OP

ne

2.13

Fonstad and Rediker represented the observed /^ p for SnC>2 by
// 0 P = 1.30x10"'fexp—-ll + 4.95xl0~ 2 fexp—-ll + 1.58xl(T 4 fexp—-ll

2.14

in units ofm^V'V 165 . For /4c, they assumed that Ei was 8 eV. Their results, shown in
Figure 2.3, show that the polar optical mode scattering jUoP dominates above 250 °K.
Below this temperature the acoustic phonon scattering and ionized point defect
scattering mechanisms prevail. For the pure sample C with the lowest carrier
concentration, the ionized point defect scattering is important except at temperatures
below 50 °K, whereas the acoustic deformation potential scattering predominates
12

between 50 °K and 250 °K. Similar scattering behavior was also found in SnC>2 single
crystals by Nagasawa and Shionoya

66;67

. For the doped sample A with the higher

carrier concentration, the ionized point defect scattering already predominates below
room temperature. Therefore, the acoustic deformation potential scattering is not
observed. This type of scattering appears to be typical for doped SnC>2 crystals also
with higher concentrations of impurities 68. Anisotropics in the conductivity and Hall
effect in SnC>2 crystals have been found to be small. At temperatures of 77 °K and 300
°K the ratios of a a /a c are 1.0 and 1.2, respectively, and the anisotropy ratios of the Hall
scattering coefficient raH/rcH are 1.00 and 1.01, respectivelyb.
-I

1 — l . 1.1.1,.1.1.1,

I

L,J,-J,J..tl

I

I I

25,000

10,O0O:
5,0002,500

N

1,000-

e

"*

o
~1

500-1
250

100-

50
!

10

20

i

I I

60

I I I If

100

1

200

1 \

500

1000

T(K)

Figure 2.3 Hall mobility ofSn02. IA>P: calculated mobility due to opticalphonon
scattering, /MC: due to acoustical phonon scattering, jutot: total calculated mobility
in which the impurity scattering has been neglected. The carrier density is 2.2*l(r4
(A), 8.6X1023 (B) and 8.5X1021 (C) per m3 at 300 K.

b. Subscript a and c denote crystallographic axes
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S11O2 is usually used as a film. In Figure 2.4 the conductivity of the film is shown and
it depends strongly on the preparation conditions especially the dopant concentration.
T(KJ
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F&wn? 2.4 Conductivity of Sn02 films. The carrier density is 2X-1026 (A), 8X1025 (B),
5X1025 (C), 2X1025 (D), 2X1024 (E), 5X1023 (F) and 9X1022 (G) per m3.
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2.3 S11O2 as Sensor Material
Sensors have a great influence in many areas such as environmental
monitoring, domestic safety, public security, automotive applications, and air
conditioning in airplanes, spacecrafts and houses. Due to this huge application range,
the need of cheap, small, low power consuming and reliable solid state gas sensors,
has grown over the years and has triggered an intense research activity worldwide to
overcome metal oxide sensors drawbacks, summed up in improving the well known
"3S": Sensitivity, Selectivity and Stability69.

Yamazoe

70

showed that reduction of crystallite size caused a huge

improvement in sensor performance. In a low grain size metal oxide almost all the
carriers are trapped in surface states and only a few thermal activated carriers are
available for conduction. In this configuration the transition from activated to strongly
not activated carrier density, produced by target gases species, has a great effect on
sensor conductance. The challenge has become how to prepare materials with small
crystallize size that are stable when operated at high temperature for long periods.

Metal oxides in general and SnC>2, in particular, have attracted the attention of
many users and scientists interested in gas sensing under atmospheric conditions. SnC>2
sensors are the best-understood prototype of oxide based gas sensors but highly
specific and sensitive SnC^ sensors are not yet available. It is well known that sensor
selectivity can be fine-tuned over a wide range by varying the Sn02 crystal structure
15

and morphology, dopants, contact geometries, operation temperature or mode of
operation, etc.71. The conductivity, a of a semiconductor crystal can be described as
the sum of electronic (a and c ) and ionic conductivity (pim) if the conduction
processes are considered independent. Sn0 2 gas sensors are typically operated at
temperatures between 200 °C and 400 °C. In this range the ionic contribution can be
neglected and the conductivity of Sn0 2 can be calculated according to:

The resistance of homogeneous bulk material with bulk conductivity afe, mobility u.
length / and cross section A can be calculated according to:
/

/

2.16
with crb = ae +ap = n-/je -e + p-pp -e
ab-b-d
ob- A
where the charge carrier concentrations n and p for an intrinsic semiconductor can be
&

=

•

calculated according to:
n = JD(E)AE)dE

;p= j D(E)(l-f(E)dE

2.17

-oo
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with the Fermi-Dirac distribution f(E) and the density of states D(E):

E

i
2.18
E-EF
l + exp
kT
For E„ - E F > 4 kT, the charge carrier concentrations n and p can be approximated by:
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The nature of the sensor signal in semiconductors is associated predominantly
with chemisorptions involving free electrons in the subsurface layer of the material 72 .
The scheme of changes in the band structure of SnC>2 upon adsorption is shown in
Figure 2.5.
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Figure 2.5 Electronic band structure ofSn02 under adsorption conditions73.

The fragment of this scheme (A) presents a band diagram in the semiconductor bulk.
The chemisorptions of oxygen molecules from air occur with the involvement of
electrons of the SnC>2 conduction band and can be described by the equation
!/ 2 0 2 (gas) + 2 e" = (O ) surf .

2.21

(O\2~~) causes bending of the conduction band (Ec), valence band (Ey), and donor (£D)
and acceptor levels (£A) near the surface (see Figure 2.5B). The position of the surface
state level (£ss) depends on the nature of surface centers. The shift of the conduction
17

band relative to the Fermi level A {EQ - E?), the Schottky barrier (eAVs), and the
change in the electron affinity (Ax) are responsible for a change in the electron work
function A<1> upon chemisorption.

2.3.1 Device Characteristics of SnC>2 sensors
A sensor element normally consists of a sensitive layer deposited over a
substrate provided

with electrodes

for

the measurement

of the

electrical

characteristics. The device is generally heated by its own heater; which is separated
from the sensing layer and the electrodes by an electrical insulating layer. Generally
the conductance or the resistance of the sensor is monitored as a function of the
concentration of the target gases.

The elementary reaction steps of gas sensing will be transduced into electrical
signals measured by appropriate electrode structures. The sensing itself can take place
at different sites of the structure depending on the morphology. An overview is given
in Figure 2.6.
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Figure 2.6 Schematic layout of a typical resistive gas sensor. The sensitive metal
oxide layer is deposited over the metal electrodes onto substrate. In the case of
compact layers, the gas cannot penetrate the sensitive layer and the gas interaction
in only taking place at the geometric surface. In the case ofporous layers the gas
penetrates into the sensitive layer down to the substrate. The gas interaction can
therefore take place at the surface of individual grains, at grain-grain boundaries
and at the interface between grains and electrodes and grains and substrates 71.
A simple distinction can be made between; compact layers where the interaction with
gases takes place only at the geometric surface and porous layers where the volume of
the layer is also accessible to the gases and in this case the active surface is much
higher than the geometric one (Figure 2.7),74.
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Figure 2.7 Schematic representation of a porous sensing layer with geometry and
energy band. XD Debye length, xg grain size71.
In compact layers two possibilities exist, that is completely or partly depleted layers
(O2 adsorption, see equation 2.21), depending on the ratio between deposited layer
thickness and Debye length, A©. For partly depleted layers, when surface reactions do
not influence the conduction in the entire layer, zn > z0 (z0 is depletion and zn is neck
diameter) see Figure 2.8), the conduction process takes place in the bulk region. Two
resistances occur in parallel, one influenced by surface reactions and the other not; the
conduction is parallel to the surface, and this explains the limited sensitivity. Such a
20

case is generally treated as a conductive layer with a reaction-dependent thickness. For
the case of completely depleted layers in the absence of reducing gases, it is possible
that exposure to reducing gases acts as a switch to the partly depleted layer case (due
to the injection of additional free charge carriers). It is also possible that exposure to
oxidizing gases acts as a switch between partly depleted and completely depleted layer
cases.
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Figure 2.8 Schematic representation of a compact sensing layer with geometry and
energy band representations; z0 is the thickness of the depleted surface layer; zg is
the layer thickness and qVs the band bending, a) represents a partly depleted
compact layer ("thicker"), b) represents a completely depleted layer ("thinner").

For porous layers the situation may be complicated further by the presence of necks
between grains (Figure 2.9). Two possible scenarios arise in the case of porous
nanoparticle as detailed in Figure 2.9. If X-Q < Xg (grain size) the expected band
bending would lead to a hopping type of conductivity. If X^ > Xg the connected
particles could be completely depleted giving rise to high resistivity as shown in part
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b of Figure 2.9. Nevertheless at these length scales < 5nm additional contribution due
to electrostatic self capacitance (i.e. coulomb blockage) may need to be considered.
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Figure 2.9 Schematic representation of a porous sensing layer with geometry and
surface energy band-case with necks between grains zn is the neck diameter; z0 is
the thickness of the depletion layer, a) Represents the case of only partly depleted
necks whereas b) Represents large grains where the neck contact is completely
depleted 7S.
Of course, what was mentioned for compact layers, i.e. the possible switching role of
reducing gases, is valid also for porous layers. For small grains and narrow necks,
when the mean free path of free charge carriers becomes comparable with the
dimension of the grains, a surface influence on mobility should be taken into
consideration. This happens because the number of collisions experienced by the free
charge carriers in the bulk of the grain becomes comparable with the number of
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surface collisions; the latter may be influenced by adsorbed species acting as
additional scattering centers.

2.4 Preparation and Deposition methods for SnC>2 films
There are many methods by which nanocrystalline materials may be prepared.
In principle, there are two approaches to building a nanocrystal. One way is to
assemble it from separate atoms (or molecules), e.g. from the gas phase or from
solution. Examples are inert gas condensation (IGC)
(CVS)

, sol-gel methods

techniques

76;77

, pulsed electrodeposition

, chemical vapor synthesis
and reverse microemulsion

' . Table 2.1 summarizes different deposition techniques already tested

for SnC>2. Basically, two extremes in the preparation of SnC^-based sensors appeared
to be successful,thick films with controlled nanocrystalline sizes and thin films with
monolayers of nanocrystalline SnC>2. Typical preparation conditions for thick films
with controlled nanocrystalline sizes include sol/gel processes starting from SnCU with
subsequent controlled calcinations at different temperatures.
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Table 2.1 Typical deposition techniques usedfor the preparation of gas-sensitive
materials based on semiconductors such as the prototype material SnO2 n.

Chemical Vapor Liquid Phase
Deposition
Deposition
Thermal
Plasma Enhanced

Sol-gel
precursors
Precipitation of
precursors
Laser pyrolysis

Melt dipping
Spray pyrolysis
Deposition of
emulsions

Physical Vapor Deposition
Sputtering
Sputtering
Reactive
sputtering
Cathode
sputtering with
bias voltage
Ion beam
deposition
Ionized cluster
beam (reactive)
Plasma
deposition

Evaporation
Molecular beam
epitaxy
Thermal Evaporation
Reactive evaporation

Reactive ion plating
Arc evaporation
Laser evaporation
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CHAPTER 3
INSTRUMENTATION, MATERIALS AND METHODS

3.1 Synthesis

3.1.1 Synthesis of Li-doped Sn02
SnCl4-5H20 was used as the source of tin and LiCl (>95%, Fischer Scientific)
as the source of lithium. SnCU-5H20 (>98%, Fischer Scientific) and H2O were mixed
in a 1:1 (wt/wt) ratio and few drops of hydrochloric acid added until pH was 0.4. The
pH of the resulting solution was adjusted as needed using 30% NH4OH under stirring
and resulting precipitate was filtered. The precipitate was washed with water until Cl~
free (AgN03 was used to test for the presence of Cl~ ions). It was then initially dried at
100 °C for 2 h followed by calcinations at 480 °C for 3 h. For Li-doped Sn0 2 varying
amounts of lithium chloride were added to the initial solution ranging from 5 to 20
wt% and then preceded as above.
3.1.2 Sb doped Sn0 2 Powders
SnCl4.5Ff20 (98+ % Fischer Scientific) was used as the source of tin and SbCl3
(>99 %, Fischer Scientific) as the source of antimony.

SnCLi.5H20 and SbC^

mixtures in appropriate proportion were dissolved in a water: ethanol (l:lwt./wt.)
solvent and a few drops of hydrochloric acid, added until pH was 0.4. The pH of the
resulting solution was adjusted to 4 using 30% NH4OH under constant stirring and the
resulting precipitate was filtered. The precipitate was washed with water until CI" free
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(AgN03 was used to test for the presence of CI" ions). It was then initially dried at 100
°C for two hours followed by calcination at 700 °C for three hours.

3.2 Characterization
3.2.1 Solid State NMR
When a steady magnetic field B0 is applied to a nucleus with spin quantum
number 7, quantum mechanics states that the nuclear spin energy level splits into 27+1
equidistant energy levels as a result of the interaction between the spin and the field
(Zeeman interaction), see Figure 3.1(a) for 1= XA nucleus. The energy required for a
transition between two of these energy levels corresponds to radio frequency waves
with a frequency depending on the magnetic field applied. A nucleus with I = Vi in a
static magnetic field B0 will result in two energy levels associated with the quantum
numbers m = —Vi and Vi. Absorption will occur if the energy of the radio frequency
(r.f.) radiation matches the energy for a nuclear spin transition between the two levels,
hence E rf = hco^, = AE = yhB0. In that case a nuclear spin will flip its direction from
the energetically more favorable orientation parallel to the field to anti-parallel
orientation, see Figure 3.1(a). Pulse NMR utilizes short pulse with radio frequency
corresponding to the central value of the range of expected absorption frequencies and
it has a band width inversely proportional to the pulse length .
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(d)
FID
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t

^L

Figure 3.1 (a) Nuclear spin energy for an atom with I = 'A in a static magnetic field
Bo. (b) Macroscopic magnetization aligned with the field Bo and rotated in the plane
perpendicular to the field, and a conducting coil placed in the plane to pick up the
induced current resulting from the rotating macroscopic magnetization, (c) FID
recorded by the coil, (d) Fourier transform of the FID.

Hence, a large spectral width can be probed by a single pulse if it is short enough.
Such a pulse will cause the macroscopic nuclear magnetization, initially aligned with
the static field, to rotate towards the plane perpendicular to the applied field, see
Figure 3.1 (b). The combination of the pulse length and the power of the radio
frequency pulse determine the amount of spin transitions. A pulse with duration such
that it rotates the macroscopic magnetization exactly in the plane perpendicular to the
applied field is referred to as a K/1 pulse. Due to the applied field the macroscopic
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magnetization will precess in the plane with the Larmor frequency determined by the
absorption condition, ha>L - yh50. A coil placed in the precession plane, Figure 3.1(b),
will pick up an induced current as a result of the precessing macroscopic
magnetization. The result will be a damped oscillating signal as shown in Figure
3.1(c), which is called the free induction decay (FID). Fourier transform of the signal
will result in the absorption spectrum, Figure 3.1(d). In general the frequency axis is
expressed in parts per million (ppm) of the observed frequency scaled by the Larmor
precession frequency of the same nucleus in a reference compound. Many interactions
with the environment will cause a distribution in the individual nuclear precession
frequencies. As a result the macroscopic magnetization
de-phases in the rotating plane which leads to the damped FID signal. In some cases
the damping can be described by just one time constant, T% the transverse or spin-spin
relaxation time. In addition the magnetization relaxes back to align with the applied
field due to the interactions of the individual spins with the environment. This time
constant, T\ is called the longitudinal or spin-lattice relaxation.

For spin I = 3/2 nucleus like Li, the Zeeman interaction results in four
equidistant energy levels associated with quantum numbers m = [-V*- V2, V2, V2], see
Figure 3.2. Because of spin selection rule (Am = ±1) only transitions between
neighboring energy levels can be induced by a radio frequency pulse the three
transitions will all occur at the same frequency. First order quadrupole interaction
shifts all pairs ±m by the same amount. As a result the central +lA <-» -lA transition is
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not affected, in contrast to the - V2 +-> +V2 and + V2 <-»• - /4 transitions see Figure 3.2 (a).
The frequency shifts are related to the nuclear electric quadrupole interaction as
follows

84.

1' e ^

(3 cos2 6> -1)4-77 sin2 6> cos 2^
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where the units of co are radians per second, 6 and (p are the polar and azimuthal angles
of the orientation of the principle axis system (of the quadrupole moment) in the
laboratory coordinate system (z-axis parallel to Bo). The two satellite transitions,
fi>±,/2±5/2» are thus shifted from the Larmor frequency co0 = yB0 with an amount
proportional to the quadrupole coupling constant e qQ/ h. The satellite transitions are
a sensitive probe for changes in the environment of the quadrupole nucleus. Whereas
the central transition remains a narrow transition, the angular dependence of the
satellite transitions cause a frequency distribution for a poly-crystalline sample,
example Figure 3.2(b). The NMR absorption lines from solids are rather broad and
their study is commonly referred to as "broad line NMR".
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Figure 3.2 (a) Nuclear spin energy level splitting of an I = % nucleus in a
magnetic field, andfirst and second order perturbation of the levels if an electric
field gradient is present at the nucleus, (b) Dashed line: theoreticalfirst order
quadrupole perturbed powder spectrum, 0)q = 1A (e2qQ/h)[(3cos20 - 1)
+nsin20cos2fi Solid line: Sketch of the powder spectrum that might be encountered
in practice.

3.2.1.1 NMR Studies
7

Li NMR spectra were obtained at a frequency of 155.5 MHz using an AMX

400 Bruker spectrometer. The spectral width was -450ppm to 450ppm. A total of
16384 complex data points were collected for each spectrum and averaged over 1630

128 transients, depending upon individual sample signal-to-noise. To enhance the
signal-to-noise ratio, the data points were apodized using an exponential function,
leading to a 1 Hz line broadening. Inversion recovery studies on Li nucleus were
conducted on a 300 MHz chemagnetics solid state NMR Spectrometer operating at a
Larmor frequency of 116.593 MHz, a n pulse width of 8 usee, TI/2 pulse width = 4
(j.sec„sweep width = 200 KHz, and a repetition rate of 1 min"1.

3.2.2 Nuclear Reaction Analysis (NRA)
When the ion beam of energy more than the Coulomb barrier is made to
impinge on the target, the energetic ions are capable of undergoing nuclear reactions
with target atoms, resulting in an excited nucleus. This is especially the case for light
nuclear projectiles, impinging on light to medium heavy atoms, from accelerators used
for material analysis. The yield of the prompt characteristic reaction products (y, p, n,
d, 3He, 4He, etc.) is proportional to the concentration of the specific elements in the
sample. The products of the nuclear reaction or charged particles/y-rays, or both, are
represented by an equation

a+ X —* X —* Y+ b+ ny

where "a" is the incident

particle nucleus of mass Mi impinging on the target nucleus "X" of mass M2. After the
formation of compound nucleus X* i.e.,(X+a), this transient nucleus dissociates to
"Y", the residual nucleus of mass M3 called recoil nucleus and "b" is the emitted
particle of mass M4 along with "«y " cascade of n y-rays photons emitted in the
process due to the decay of excited compound nucleus. The principle of nuclear
reaction analysis technique is shown in Figure 3.3, where kinetic energy Ei
31

corresponds to impinging particle "a", kinetic energy E3 corresponds to scattered
particle "b", kinetic energy E4 is carried by the recoil nucleus "Y". The excess kinetic
energy of the final products or Q-value of the reaction corresponding to the excited
state of the residual nucleus, is given by Q = E3 + E4 + E r - Ei where Ei and E3 are
the kinetic energies of the impinging and scattered particle, respectively, and E4 is the
kinetic energy of the recoil atom. Ey is the energy of the emitted y-ray. The nuclear
reactions could be of endothermic (Q<0) or exothermic (Q>0) type. If Q>0 then each
Ei generates a reaction, but for low Ej the cross-section is small. For Q<0 there is a
critical energy Ei above which the reaction becomes possible 85.
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Figure 3.3 Principle of nuclear reaction analysis.
The simplest method to stop scattered beam is to place an absorber foil in front
of the detector. Usually Mylar is used for the foil because it is pinhole free, although
aluminum is foil is sometimes used. Because of different stopping power of alpha
particles and protons, the interfering a peaks are usually filtered by the appropriate
filter thickness. Other filtering techniques are electrostatic or magnetic deflection, time
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of flight, thin detector and coincidence techniques

. NRA is an excellent tool to study

depth profiles of impurities in solids. Since the emitted charged particle reaction
products have to exit from the material, the NRA method is more sensitive to the
region near the surface. By measuring the energy spectrum of the emitted charged
particles, a concentration vs. depth profile can be obtained for selected elements in the
near surface region. The NRA technique has resolution of 50°A, has sensitivity of 50
ppm (parts per million) and can detect up to 6 um. The characteristics of NRA are
summarized in Table 3.1.

Table 3.1 Characteristics of NRA
Detectable Elements
Standard conditions

Precision
Sensitivity
Depth resolution

H-Al
-lMeV proton beam, Nal-,
detector
~15 min per measurement
Composition; 5% relative
ppm to % depending on element
1-20 nm, probed depth ~um

Ge

Being a high energy technique, it is sensitive only to the nuclei present in the sample.
Hence, it yields information on the elemental or isotopic distribution within the target
and no direct information on chemical bonding. While this is a limitation, it also leads
to one of the most important of its advantages: it is easily made quantitative by
comparison with universal high-precision reference standard samples. Most of the low
energy methods are sensitive to poorly understood atomic, chemical, or solid-state
phenomena making quantitative analysis difficult if not impossible. The applications
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of NRA stem from its basic and unique properties. NRA is nondestructive, sensitive,
fast, insensitive to solid-state structure effects except for single-crystal structure
(which allows channeling experiments to be carried out), may be used with finely
focused micro beams, and, because of easy beam handling, allows one to perform in
situ experiments at low and high temperatures, low vapor pressures, or in ultra high
vacuum or on large objects. Moreover, NRA is specifically sensitive to light nuclei,
which it can determine with high selectivity, precision, and in absolute amounts near
the surface of solids. It may thus serve as a basic calibration tool for other analytical
techniques; it may yield depth profiles of light nuclei; and it is fully isotope selective
and is ideal for isotopic tracing experiments. It is clear, however, that NRA gives
neither chemical nor microscopic information on the samples. NRA is thus often used
in conjunction with techniques such as SIMS, Auger, and ESCA .

3.2.2.1 NRA Measurements
Lithium content determination in doped S n d samples was done using a 7Li
nuclear reaction ('H+'li—* 24He) on a National Electrostatics Corporation (NEC), 3.0MV tandem electrostatic ion accelerator operating at 50 nA, 0.5mm beam diameter
operating at a pressure of 2.6><10-6 Torr.

3.2.3 X-ray diffraction
These studies were conducted on a Phillips XRG-3000 instrument, in the
Bragg 0-20 geometry, equipped with a graphite monochromator and CuKa radiation
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(X, = 1.5418 A, obtained by filtering the Kp radiation using Ni filter), operating with a
voltage of 40 kV and current of 2 mA. Data were collected on a PC interfaced with the
analog output of the chart recorder using angular step sizes of 0.0167° (20) from 10 to
90°. The average crystallite sizes were evaluated using the (1 1 0) reflection using the
Debye-Scherrer's equation88.

where d is the crystalline size, k is a constant number (k=0.9), X is the X-ray
wavelength (1.5418 A), 0 is half the diffraction angle for the reflection measured , P is
the full width at half maximum (FWHM) for the reflection measured.

3.2.4 Transmission Electron Microscopy (TEM) studies
For the TEM analyses, a drop of nanopowder suspension was dispersed in
ethanol and deposited on a carbon-covered copper grid. TEM observations were
performed using a FEI Tecnai F-20 microscope operating at 200 kV. Scanning
electron microscopy (SEM) observations were performed using an FEI Siron
microscope operating at 300uA.

3.3 Thick Film Preparation
3.3.1 Li-doped SnC>2 film
Doped Sn02 powder was compressed using a pressure of 5 463 kg cm"2 to
yield a 13mm (diameter) pellet with thickness depending on amount used; for example
35

2 g yielded a thickness of 800 urn with a porosity of 60%. The pellet was heated at
450 °C for 30 minutes. It was then mounted onto a glass substrate and copper contacts
attached using conductive silver epoxy (Circuit Works CW2400). The temperature
dependence of the electrical resistivity was studied from 25-350 °C was monitored by
a Fluke 8 840A multimeter which was interfaced to a computer on a National
Instrument's GPIB-PCII interface. A Cr-Al thermocouple was mounted on the heater
to measure the operating temperature. The output of the thermocouple was fed to a
temperature indicator (Mastech (MAS-345)) interfaced to a computer. Measurements
were repeated five times and the averaged results were reproducible with a standard
error of ± 0.5 °C

3.3.2 Sb-doped Sn0 2 film
2g of Sb doped SnCb were mixed with 0.5 ml of 2% ethyl silicate 40 in
acidified ethanol. The paste was compressed using a pressure of 5 463 kg cm" to
yield a 13mm (diameter) pellet with a thickness of 800 urn. The pellet was heated at
450 °C for 30 minutes. It was then mounted onto a glass substrate and copper contacts
attached using conductive silver.
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3.3.3 p-n junctions
lg of Li-doped SnCb was compressed using a pressure of 100 kg cm"2, lg of
Sb-doped SnCh was then put on top of the Li-doped pellet and both materials were
pressed together using a pressure of 5 463 kg cm" to yield a 13mm pellet. The
junction was then mounted between two glass substrates and silver epoxy used to
attach copper contacts. A picture of the device is shown in Figure 3.4 below.

Figure 3.4 p-n junction sensors.

3.4 Seebeck Coefficient Determination (Li-doped Sn(>2)
lOg of the synthesized Li-SnC>2 were ground in minimal ethanol (acidified with
H3PO4) and Triton X into a paste. Using a spin coater (Laurrel WS-400) running at
3000 rpm for 4 minutes a layer of Li-SnCh was coated on a glass substrate. The
substrate was then heated at 300 °C to remove all organic materials. Thermal electric
measurements were then carried out on these coated substrates with temperature being
monitored by a digital thermometer. The Li-doped SnC>2 films had a positive Seebeck
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coefficient. This was an indication that the majority carriers were holes and Li-doped
SnC>2 was a p-type conductor.

3.5 Electrical Characterization
The electrical properties of the samples were measured in air and in different
test gases. A Keithley 236 high voltage source measure unit was used for direct
current-voltage measurements with an applied bias ranging from -10 to +10 V. For
alternating current capacitance measurements an HP 4275 LCR meter was used.
Impedance measurements were made by a Solartron 1250 Frequency Response
Analyzer which was connected to a Solartron 1294 impedance interface, at
frequencies ranging from 100 mHz to 65 MHz under a bias voltage of-10 to +10 V.

In impedance spectroscopy, alternating current impedance measurements are
made over a wide range of frequencies and the different regions of the material are
characterized according to their electrical relaxation times or time constants.
Impedance spectroscopy is a very powerful tool in that with appropriate data analysis,
it is often possible to characterize the different electrically-active regions in a material
both qualitatively, by demonstrating their existence, and quantitatively, by measuring
their individual electrical properties 89. It enables the overall electrical properties of a
material to be separated into their component parts, which can then be systematically
studied or modified, Figure 3.5 shows a schematic, idealized impedance complex
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plane plot with three semicircular arcs which are modeled by its representative
equivalent circuit.

Different regions of a ceramic sample are characterized by a resistance (R) and
capacitance (C) usually placed in parallel. The characteristic relaxation time or time
constant, of each parallel RC element is given by the product of R and C as follows:
T = l/(Omax = RC

3.5

In the frequency domain, RC elements are separable due to the relaxation shown in
Equation 3.5 which holds at the frequency of maximum loss, comax, in the impedance
spectrum. Therefore, it is possible to identify different RC elements and assign them to
appropriate regions of the sample. The values of the individual R and C components
may then be quantified.
I

1

11_
VtCOJliM

Figure 3.5 Idealized complex impedance plot and corresponding equivalent circuit.
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3.6 Gas sensing system
The sensor performance was tested in a home-built test chamber at room temperature
and above. Resistance of the sensor material was monitored by a Fluke 8840A
multimeter which was interfaced to a computer on a National Instrument's GPIB-PCII
interface. At the beginning of the experiment, the chamber was evacuated and fresh air
was introduced to a pressure of 0.92 atm. A known volume of test gas was then
injected through a gas syringe and the chamber pressure was adjusted to 1 atm using
fresh air. The sensor response time was measured by analyzing resistance versus time
data. To measure recovery time, a flow of fresh air was maintained in the chamber and
the sensor temperature was adjusted. Both recovery and response times were measured
as a function of temperature. The sample temperature was maintained between 25 and
200 °C by varying the resistive heater voltage (0-5volts). A Cr-Al thermocouple was
mounted on the heater to measure the sensor operating temperature. The output of the
thermocouple

was

fed

to

a temperature

indicator

(Mastech

(MAS-345)).

Measurements were repeated five times and the averaged results were reproducible
with a standard error of ± 0.5%. A schematic view of the chamber is shown in Figure
3.6. A similar approach for measuring response and recovery of gas sensors has been
used 90. One shortcoming of this approach is that the effective concentration sensed
by the sensor is somewhat affected by the adsorption of the gas on the chamber wall
surfaces.
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K
Gas Inlet

Heated
Stage

Figure 3.6 Schematic view of the gas test chamber.

To overcome the problem of gas adsorption on the chamber wall a dynamic testing
system was used. An outline and a photograph of the dynamic system are shown in
Figure 3.7 below. In this method there was continuous flow of diluted test gas into the
Teflon test cell. Data acquisition as is the same as in the static system.
„.
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Figure 3.7 Outline and photograph of the dynamic sensor testing system
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CHAPTER 4
Li- DOPED TIN DIOXIDE
4.0 INTRODUCTION
The critical role that dopants play in semiconductor devices has stimulated
research on the properties and the potential applications of doped semiconductor
nanocrystals. Doping is critical for semiconductors, which would otherwise have low
electrical conductivity. For this reason, researchers have begun to explore how dopants
can influence semiconductor nanocrystals, crystallites a few nanometers in scale with
unusual and size-specific optical and electronic behavior

91

. The promise of

nanocrystals as a technological material, for applications including wavelength tunable
lasers 92, bioimaging

93

, and solar cells

94

, may ultimately depend on tailoring their

behavior through doping. Dopants in nanocrystals lead to phenomena not found in the
bulk because their electronic states are confined to a small volume. For example, not
all p-type dopants can auto-ionize without thermal activation. This occurs because a
carrier inside the crystallite must occupy one of the confined electronic states, which
increase in energy with decreasing nanocrystal size

91

. Below critical radius, the

confinement energy (~ a" , a = particle size) exceeds the Coulomb interaction (~ a")
between the ionized impurity and the carrier 95, which then automatically occupies a
nanocrystal state. Although the conduction of such carriers in bulk semiconductors is
limited mainly by scattering from defects, in nanocrystal films it is controlled by the
communication between crystallites. For high conductivity, neighboring nanocrystals
should be uniform in size to have resonant electronic states and be closely spaced to
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permit tunneling. Conductivity also requires high carrier concentrations. A typical
nanocrystal, 5nm in diameter, consists of a few thousand atoms. Adding a single
impurity implies a dopant concentration of the order of 10~3, or 1019 cm -3 . In a bulk
semiconductor, this would constitute extremely heavy doping. Nevertheless, the
average number of impurities per crystallite is still small, and stochastic fluctuations in
their location and number can be substantial

%

. When the properties of individual

nanocrystals are of interest, such fluctuations must be controlled and minimized. This
requires a deep understanding of the doping process and accurate experimental tools to
confirm that the desired materials have been obtained. This chapter describes synthesis
and characterization studies of Li doped Sn02 nanoparticles.

4.0 Results and Discussion
The dependence of the average size and lithium doping on experimental
conditions- pH, temperature and doping level was investigated both in order to
optimize synthesis and to gain a better understanding of Sn02 nanoparticles formation.
These nanoparticles were analyzed using a battery of analytical techniques such as
TEM, SEM, NRA, NMR, XRD and conductivity measurements.
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4.1 Synthesis Variables Affecting Li Doped SnC>2 nanoparticles
4.1.1 Effect of pH
The precipitation pH was found to play an important role when it comes to lithium
doping (see Figure 4.1 for a sample of NRA results). 7Li nuclear reaction analysis
showed that Li is not detected (i.e. Atomic % level<0.005) when the solution pH
during synthesis is less than seven (see Table 4.1) while above pH of 7 relatively small
amounts of Li is incorporated.
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Figure 4.1 NRA results for 0.073 % Li doped S11O2 prepared at two different pH's.
Channel number is proportional to energy. The standard sample was made 1.5%
LiClinNaCl.
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Table 4.1 Lithium content in Sn02 nanoparticles as determined by NRA
Sample

pH

PN1

2.5

% LiCl in Lithium atomic
synthesis
% (±0.005)
0
0

PN 2-PN 7
PN 8- PN 16
PN17-PN24
PN17-PN24
PN 17-PN 24

2-7
2-7
2-7

5
10
15

0
0
0

2-7
2-7

20
25

0
0

PN25
PN26
PN27

8.5
8.5
8.5

5
10
15

0.063
0.073
0.097

PN28
PN29

8.5
8.5

17
20

0.156
0.162

It is well-known that Sn(IV) tends to hydrolyze in the aqueous solutions
forming charged and uncharged species SnO(OH)3_ at pH ^8 and SnO(OH)2° at pH
< 7 respectively 97. Therefore, lithium insertion into SnC>2 takes place possibly via the
charge neutralization through following scheme;
SnO (OH)" 3 + Li+ -> SnO (OH) 3 Li -> Li - doped Sn0 2

4 l

-

In acidic conditions, however, the absence of negatively charged tin complexes may
hinder lithium insertion. The pH effects on the particle size appear in Figure 4.2. As
the precipitation pH is increased from 5.5, the average crystallite size first increases
until pH of 8 and then it decreases above pH > 8; which coincidently is the region at
which Li insertion takes place. pH of the precipitating solution affects the surface
charge of the nucleating cluster, typically characterized by the so called PZC, or point
of zero charge98. Interestingly results of Seby et al imply that the PZC for Sn02
45

particles occurs at the pH of 8 and the zeta potential should become negative at higher
pH(>8) given the negatively charged tin oxy-hydroxide

97,99

. The origin of the

observed particle size maximum is likely to be related to PZC, thereby implicating the
role of electrostatic forces in controlling the growth in particle size, the higher the
absolute magnitude of zeta potential smaller the particle size. This is based on
similarly observed effects on surface nucleation of undoped SnC>2 prepared using
stannous chloride, a commonly used reducing agent for electroless deposition of
silver100. Similar effects were observed in Sb doped tin oxide particles used in
electrochromic devices101 .
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Figure 4.2 Average crystallite size (determined byXRD) as a function ofpHin Lidoped (15% during synthesis) nanoparticles.

PZC may depend on the nature of dopants and in case of indium doped tin
oxide (ITO) the PZC value is approximately 8 " . An investigation was also carried to
investigate the effect of pH on inserted Li at a fixed doping level. The amount of Li
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that gets incorporated into the Sn02 lattice increases with increasing pH (see Figure
4.3).
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Figure 4.3 Effect ofvarying pH affixed doping level (alkaline range). All samples
had 10% LiCl present during the initial stages of synthesis.

4.1.2 Effect of doping level
Doping level does not appear to alter the lattice structure of Sn02. The X-ray
diffractograms shown in Figure 4.4 of the undoped and doped SnC>2 displayed only the
tetragonal rutile structure. These results are in agreement with earlier works
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and at

least at the level of doping and processing conditions no measurable quantities of
crystalline Li2Sn03 were detected. This is discussed later.
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Figure 4.4 X-ray diffraction patterns of Li-doped SnC>2 (numbers indicate the % of
LiCl during synthesis).
The crystallite size (Figure 4.5(a)) as determined from Debye-Scherrer XRD analysis
decreases with increasing concentration of LiCl used during doping. It is evident from
this study that by controlling the LiCl concentration it is possible to control particle
size.

Although high concentrations of LiCl are used during synthesis, the

concentration of dopant Li incorporated is small, as reported by NRA. The particle
size as a function of Li incorporated varies inversely with lithium concentration; see
Figure 4.5(b).
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Figure 4.5 Average crystallite size as a function of Lithium chloride percentage
used during synthesis (a) and (b) a plot 1/R versus NRA determined Lithium content
(experimental andfitted). The shell model parameters are; a=1.2, b=0.6nm and
R0=13nm (for details see text).
X-ray results revealing effect of Li doping on crystallite size (i.e. shrinkage in mean
crystallite size) were verified through TEM studies. Shown in Figure 4.6 are two TEM
images of pure SnC>2 and Li-doped SnC>2 powders calcined at 480 °C for 2 hours. It
shows that the particle shape of the samples is spherical, without uniform size. Lidoped nanoparticles are smaller than the pure SnC>2 nanoparticles.

(a) Pure Sn0 2

(b) Li-doped Sn0 2

Figure 4.6 Transmission electron microscopy (TEM) images of (a) Pure Sn02 and
(b) Li-doped SnO2
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Although the NRA reports on the amount of Li, it is silent with respect to the spatial
distribution of Li within nanoparticles. At higher Li doping, a chemical complexity
may arise due to solid-solid phase separation of conductive amorphous or thin shell of
lithium Stannate

, Li2SnC>3, from SnC>2. To examine such possibility, a crude shell

model (see diagram 1) was considered, where outer amorphous shell of LiiSnCh
surrounds the undoped Sn02. Using simple mass balance consideration the shell
model expression can be derived;

SnO,

Li2SnO.,

Diagram 1 Shell Model
Total mass of nanoparticles, mtotai

m,total

AnR 3A

Ps,'•nO,

+ Pu&o, (4*R2S)

4.2

Mass of Li (mLi) trapped in the shell (Li2Sn03) of thickness, 5
{
2
Li ~ PlJ2SnO, (4TTR S)

2Mw(Li)

m

Mw(Li2Sn03);

^
where Mw is molecular weight

4.3

Taking ratio of the masses and solving for Li fraction, gives
0.0769

(Li) fraction

^

a

where a =

PsnQ1

\o

+1
j

4.4

and b = 3S

PLi2SnO,

And solving for curvature gives:
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1 ^

a(Li) fmction

R~ 0.07696 -b{Li)fmctlon

4 5

In the absence of Li a finite radius of Ro for pure tin oxide is assumed and hence the
shell thickness, 5 is related to the composition dependence of particle size (R):
1

R

a Li
=

( )

fraction

0.0769b -b(Li)fmctl0n

}

1

R0

4 6

X-ray determined crystallite size (R) and NRA determined Li fraction data appears in
Figure 4.5 (a) and a plot of 1/R versus Li content in Figure 4.5(b). From a least
squares analysis of the data a fixed thin shell (of 0.2nm thickness) of LiaSnC^
surrounding the nanoparticles of lithium doped SnC>2 was estimated. In the above
model, the shell thickness depends on the concentration of the Li incorporated in the
casserite structure (i.e. bulk of the nanoparticles). As more Li dissolves in the lattice,
the thinner the shell becomes. Since it was not possible to locate any diffraction peaks
within the sensitivity of the X-ray instrument a search of such thin shell was
conducted using HR- TEM (see Figure 4.7)

Figure 4.7 HR-TEM image of15% Li doped Sn02.
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The data in Figure 4.5, allows one to set a bound on the thickness of amorphous layer
of about 0.2nm.Thus, combined XRD, TEM and NRA data imply a very thin shell and
minimal solubility of Li in SnC>2 lattice.

Nanoscopic phase separation as indicated in the present studies has some
interesting consequences for device design. Studies presented here, indicate that about
0.16 atomic percent of Li can be accommodated, that is a carrier density of ~ 10 cm"
3

. However, a substantial fraction of Li remains on the surface reducing the extent of

bulk p-type doping. The observed Li concentration dependence of p-doping in Sn02
by other researchers
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indicate that increasing the concentration of LiCl in synthesis

above 15 percent leads to a reduction in the p-type carrier density. This is consistent
with the simple phase separation model presented above. Although the Li
concentration during the synthesis of p-doped particles is high (2-20 wt %), the
amount incorporated into the lattice of Sn02 nanoparticles is low (<0.2 Atomic %) see
Figure 4.8.
0.18

0.15 •

5? 0.12
•o
C

'E
0) 0.09

,-i-i

g

S--S"
0.06 H

,r
0.03
1

0

2

I

1

4

1

1

6

.

1

8

.

1

10

1

1

12

1

1

14

r—i

1

16

1

18

1

1

20

.

1

22

1

(—

24

% Li (used in synthesis)

Figure 4.8 Li used during synthesis vs NRA determined Li.
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4.1.3 Effect of Temperature
The crystallite size (Figure 4.9) in pure and Li-doped SnC>2 increases with
increasing treatment temperature. Li-doped samples exhibit a growth rate of
approximately 7.7x10"3 nm/ °C hr in the temperature range 400-1100 °C. Pure Sn0 2
crystallites in the same temperature range displayed a faster growth rate of
approximately 1.7xlO"2 nm/°C hr. These results show that Li can be used to control
crystallite size.
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Figure 4.9 Arrhenius plotfor average crystallite volumes as a function of
temperature. Smooth lines are best fit to thermally activated growth process;
activation energies are 86±8, 47±5 and 33±7 kJ/molfor 15%, 10% LiCl and
undopedSnC>2 respectively. Pre-exponentialfactors are 2.0±0.6 /an.
The activation energy for the crystal growth process is slightly increased with the
level of doping and this is consistent with the formation of thin Li enriched shell
acting like a small barrier for fusion. Figure 4.10 shows the effect of temperature on
inserted Li at a fixed doping level (during synthesis). The amount of inserted Li levels
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off from 700 °C onwards. At 700 °C Li2Sn03 is formed and since this is a
stochiometric compound the amount of Li detected is expected to be constant.
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Figure 4.10 Effect of temperature on inserted Li affixed doping level and atpH 8.5.

4.2 NMR Studies
Given the reasonably large Li concentrations, solid state NMR line shape and
spin lattice relaxation techniques were applied to probe the molecular level local
environment of inserted of Li within the nanoparticles. As discussed in Chapter 3,
powder line shapes for spin I = 3/2 Li nucleus, comprising of+lA <-> -Vi, - 3/2 <-> +V2 and +
3

/2 <-> - V2 transitions were observed (see Figure 4.11)

. The overlapping powder-

patterns indicate that in the nanocrystalline materials there are at least two
magnetically distinct environments of very different mobilities/symmetries confirming
the phase separation model discussed before. Figure 4.11 shows two component
spectra of Li doped SnC>2; it shows one isotropic peak indicating tetrahedral symmetry

54

and the other axially symmetric powder pattern. For the narrow component the peaks
due to V2 <-• V2 or - V2 <-> -V2 were not observed, perhaps due to isotropic motion for
the Li ions. The broader component did exhibit a powder pattern characteristic of the
spin 3h nucleus; but it was not further analyzed since variable temperature data was
over a limited temperature range (room temperature -120 °C) and quadrupolar
splitting were not well resolved (see Figure 4.11(b)). The proposed model for this two
component line shape is shown in Figure 4.12. Mobile Li is located in the interfacial
regions and exhibits an isotropic, narrow NMR line shape, while Li that is inserted in
the crystalline core exhibits broad line shape.
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4.2.1 NMR Line shape Analyses
A two-site model was used to analyze NMR line shapes according to the
following expression
G = Im

a

A=~

where

I04

:

-iCt [2pApB - T(pAaB + pBaA ]

2xi(oA-o)+yT2A+yx
PA, T2A,«A

and ps, T2B,

aB=UB

4.7

2m{uB-v)+yT

PA,
+yy

are occupational probabilities, line widths, and

resonance frequency positions for sites A and B respectively. C t is the scaling constant
and 1/x

(^ICA—B /PB

=

ks^A /PA) is the exchange rate. Nonlinear least square analysis of

line shapes using above expression did not give convergent estimates for the exchange
rate. This implies that within the resolution of the line shape analysis the exchange rate
is too slow. Therefore, a simpler analysis involving fit of the line shape to a sum of
two Lorentzians was employed in order to extract inhomogeneously broadened line
widths for the two components as well as their respective relative proportions.
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Figure 4.13 Percentage Li incorporation into Sn02 lattice as a function ofLiCl used
during synthesis.

From NMR studies (Figure 4.11) a very unique behavior in how Li insertion into Sn02
takes place was observed. The results indicate that the fraction of Li inserted in
crystalline core approaches a limiting value as the Li concentration is increased during
the synthesis. From line shape analysis, the amount of Li that gets incorporated into
the SnC>2 crystalline lattice is at maximum above 12 % (see Figure 4.13). This is very
interesting in that the work of Mohagheghi and Saremi

suggests that the minimum

resistivity in Li-doped thin films occurs at about 15% doping level.

4.2.2 Ti measurements
Figure 4.14 shows inversion recovery data indicating substantially different
spin lattice relaxation times, Ti(narrow)«Ti(broad). Similar two-component line
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shapes have been reported from Li NMR line shape studies on nanocrystalline
LiNb0 3 1 0 5 and Li x TiS 2 1 0 6 .

Figure 4.14 Inversion recovery studies on Li nucleus (0.072 atomic percent Li
sample). The measured TI 'sfor narrow and broad line shape components are
1.3±0.1 and 7.0±0.3 seconds respectively (note the insert).

Assuming 2nx»l

, Ti will be directly proportional to x (where x is the re-

orientational correlation time); one may infer that the broader line-shape component
with longer Ti is consistent with immobile Li ion trapped in the crystalline lattice.
Similarly, the sharper component has a faster relaxation rate or shorter correlation time
appropriate for more mobile surface bound Li ions.

4.2.3 Temperature Dependent NMR
Temperature dependent NMR line shapes presented in Figure 4.15 and the
analysis presented in Table 4.2 indicate that the intensity of the narrow peak increases
and the corresponding line width decreases with increasing temperature. In contrast, the
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broader component line width remains constant while its relative amount decreases.
This is consistent with our assignment of the narrow component to the mobile interfacial
Li ions. Core trapped Li ions are the p-type dopants. Table 4.2 shows a decrease in
immobile fraction at a higher temperature suggesting a decreasing level of p-type doping
at higher temperatures.

Chemical Shift (ppm)

Figure 4.15 Variable temperatures NMR.

Table 4.2 Temperature dependence of narrow fraction. (Atomic lithium % 0.076).
Pnarrow is the fraction of Li in the narrow component.
Peak width (ppm)
Temperature(K) (narrow component)
303
5.7
353
4.4
403
4.2

Peak width (ppm)
(broad component)
42.2
43.2
39.4

"narrow

0.204
0.252
0.321

The line width of the rigid component hardly undergoes any change with temperature
while the corresponding line width for mobile fraction decreases. Since line width is
directly proportional to motional correlation time
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the above results are consistent

with the mobile Li ions being trapped in the amorphous interfacial region. Given that
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the mobile fraction increases with increasing temperature, the amount of inserted Li in
the crystalline core decreases with increasing temperature. This could affect the p type
conductivity as discussed later.

4.3 Temperature Dependent Conductivity
The temperature dependence of the electrical resistivity of 500 jam pellets was
studied from 25-350 °C (see Figure 4.17). The data revealed that, in every sample,
there was a clear increase in the p(T) values as the temperature decreased which is
1 OR

typical of semiconductor resistivity

. The plots display three distinct regions (region

I-III) corresponding to different conductivity mechanisms. The region I lie from room
temperature to ~ 100 °C where resistivity decreases with temperature. In this region it
was found that the conductivity does not simply scale linearly with the net dopant
concentration but it scales with the thickness of amorphous insulating layer
surrounding crystalline core of nanoparticles (see Figure 4.16).
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Figure 4.16 Near room temperature resistivity of doped Sn02. Note the 0.056%
sample has the highest conductivity at room temperature, due to thinnest insulating
amorphous layer (see Table 4.3).
To determine the thickness of the insulating layer, the narrow fraction obtained from
NMR line shapes was used. Qualitatively, the thickness of the insulating layer should
scale as product of Pnarrow and the concentration of the inserted Li. The results of Xray, NRA and NMR data analysis are shown in Table 4.3 along with the estimates of
the insulating barrier. The measured resistivity at low temperature roughly follows the
thickness of the insulating layer. Thus, a simple insertion of dopant does not lead to
enhanced conductivity because of nanoscopic phase separation involving an insulating
barrier 109
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Table 4.3 Changes in crystallite composition, size and mobile Li fractions (Pnarww)
determinedfrom NBA, XRD andNMR line shape analysis respectively.
%
Atomic Crystallite size (nm)
Li+
0.032
11.6
0.056
10.5
0.076
10.1
0.092
9.3

x

"narrow

Pnarrow

0.266
0.124
0.204
0.234

~ insulating barrier
0.01
0.007
0.016
0.022

% Atomic Li

This insulating layer is speculated to contain Li2Sn03 as stated earlier. In this respect
conductivity of semiconductor nanoparticles drastically differs from doped bulk
semiconductors, where a simple linear relationship between dopant concentration and
conductivity is typically observed.

Region II is characterized by temperature independent resistivity. The width of
region II is dependent on the Li content of the sample. A higher level of doping gives
a wider temperature independent conduction region. The reason for such a temperature
independent conduction in a semiconductor could be attributed to carrier inversion
phenomenon. Such a carrier inversion can be brought about when an atom of oxygen
diffuses out of the SnC>2 lattice donating two electrons to the SnC>2 lattice. These
electrons cause hole annihilation leading to a decrease in p-type carrier concentration.
Loss of oxygen increases with increasing temperature and therefore at certain critical
temperatures majority carriers will switch to electrons. At this point the material
reverts back to n-type semiconductor behavior as seen in region III (~ 250 to 350 °C)
where the resistivity again becomes temperature dependent. An alternate mechanism
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could be expulsion of Li dopant ions trapped in core to the amorphous interface as
suggested by variable temperature 7Li NMR. Such an expulsion reduces the level of pdoping. It is conceivable that both mechanisms contribute to carrier inversion. The
current-voltage characteristics of p-n junction devices of Li doped (p-type) and Sb
doped (n-type) Sn02 change from rectifying behavior in region I to an ohmic behavior
in region III as discussed in Chapter 6.
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Figure 4.17 Resistivity vs. Temperature.

Clearly the entire variable temperature resistivity data set cannot be fitted to a
single power law behavior, or to a stretched exponential or a simple Arrhenius law.
However, it is possible to separately find the best-fitting functions for the lower (~ 250
°C) and higher temperatures (from 250 up to 350 °C) domains. In the quantitative
analysis of resistivity, the low temperature data could be fitted to the Efros-Shklovlskii
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model. In this theory, electron-electron repulsive interactions are included. It predicts
the following expression for resistivity versus temperature dependence for all
,10:,n

dimensions

:
.. 1/

P = Po eX P

1

4.8

ES/

/T

where TEs is the Efros-Shklovskii temperature.
The Li doped SnC>2 nanocrystals obey the T"
15-,
14

•
•
A
-
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0.056 %
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1

'

(see Figure 4.18) at low temperature.
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Figure 4.18 In pvs.T

,1/2

, the dotted lines indicate best fit to the ES-VRH model.

The ES-VRH theory defines the mean hopping distance Rhop.Es and the mean hopping
energy difference between sites Wh0p,Es as;

hop,ES

.hD

(TtES/
'T

,£D is electron derealization length

4.9

and
:-kRT(TES
Whop,ES
h

^

4.10
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In order to observe the ES-VRH conductivity, one requires that Whop.Es < Wco
(Coulomb-gap energy)

,06 112

'

. A Coulomb gap occurs in the density of localized states

due to long range coulomb interactions between the electrons in different centers of
localization near the Fermi energy. TES values determined by fitting expression 4.8 are
greater than 10\

For temperatures above 250 °C, the conductivity mechanism obeys T'U3 (see
Figure 4.19). Such change in exponent can be understood in light of Mott's model,
which predicts an exponent that depends on the spatial dimensionality of the system.
However, this model ignores electron-electron repulsive interactions that are included
ES model.
•
•

0.116
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Figure 4.19 In p vs. T1/3
The Mott model gives the following relation between the resistivity p(T) and the
temperature T: ' ' 3
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p(T) = p0aw(T°/Pj

4.11

where
_

T

°

4 12114

(2.587)
N(EF)R%

where p0 and T0 denote material parameters which do not (strongly) depend on
temperature; N(Ep) is the density of states around the Fermi level, R is the variablerange hopping distance and ke is the Boltzmann constant. The parameter p depends on
the dimensionality of the system: p = Vi for one-dimensional (ID), p = lA for 2D, and p
= lA for 3D systems. Although both N(Ep) and R are not known specifically for the
present system, reasonable estimates for R are known. For variable range conduction,
R is known to be on the order of 30 A to 50 A. As long as one makes measurements at
sufficiently high temperatures such that the Mott hopping energy (Whop,Mott) is
considerably greater than the Coulomb-gap energy

(WCG),

then the hopping electrons

will be affected by a relatively smooth density of states despite the existence of the
gap. Thus one expects to see M-VRH conductivity as long as Wh0p,Mott > 2Wco

106,m

.

From the slope of the In p vs. T "1/3, the T0 value or N(E?) can be calculated. The
magnitude of T0 can be used as an indicator of the variable range hopping
phenomenon
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. The values of N(Ep) were calculated using equation 4.12, assuming a

value of 30 A or greater for R and are shown in Table 4.4. The values of N (Ep) are
within the ranges suggested for localized states
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Table 4.4 T0 and Density of States for T
% Li Doping
0.032
0.056
0.073
0.092

T.(K)
(4±2)xl0 6
(3.7±0.1)xl0*
(1.67±0.02)xl08
(2.1±0.3)xl0"

conduction model
N(EF) from Mott's model (eV 1 cm"3)
8.0.x 10iy
2.6 xlO 17
6.9 x l O "
4.8 xlO 17

The Mott conduction mechanism assumes that the charge carriers move away
along a path determined by the optimal rate of pair hopping from one localized state to
another. Although films that exhibit the crossover from Mott to Efros-Shklovlskii
variable range hopping do suggest the existence of the Coulomb-gap energy, these
transport measurements in no way provide direct evidence for the existence of the gap.
Only phonon conductivity measurements can directly establish the existence of the
gap 116;117.

Tables 4.5 and 4.6 shows further analysis of the Mott parameters. Castner
al point out that

TMOK/TES

et

« 82. The values of the same order of magnitude are only

observed for p = lA. The fitted values of R HOP /£D >1 and Enop^Bandgap-
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oo

ON

0.035

7

0.021

(4.5*0.0.1)* 105
5

24.2±0.4
25.9±0.5

0.056

0.076

0.092

102.2±0.3

0.006

0.004

0.016

60.3±0.5

56.4±0.2

76.0±0.8

15.0±0.8

-ln(Po>

(2.1±0.3)xl0

8

(1.67±0.02)xl08

(3.7±0.1)xl08

(4±2)xl06

TJK)

0.006

0.004

0.016

0.003

X2

High temperature Mott analysis
P = '/3

(p=>/3, D=2)

0.03
13
371
420

(p=»/4,D=3)

1.8

2857
64444
75200

0.032
0.056
0.076
0.092

HOP'^D

35.6

33.4

42.0

9.9

(Mott) (p=%)

K

1.01

1.04

1.34

0.31

EHOp(Mott)(eV)

T=600K was used. £D is electron delocalization length.

(3.76±0.0.08)xl0

10

(2.90±0.0.05)xl010

* Mot/ ' ES

EHOP,

82.5±0.5

77.0±0.4

(8.0±0.3)xl0

10

(2.2±0.1)xl08

* Mott^ES

Li Atomic %

Table 4.6 For calculating,

(5.0±0.0.1)xl0

0.010

(2.8±0.6)xl0

29.4±0.3

21.2±0.3

0.002

0.067

(1.2±0.3)xl08

56.2±0.5

TJK)

X2

-l"(Po>

X2

TJK)

-ln(Po)

High temperature Mott analysis
p = V4

Low temperature ES analysis
p = »/2

0.032

Li Atomic %

Table 4.5 Variable temperature resistivity analysis, Non linear least squares fit to p= poexp(To/Tf. Note the y?
is not normalized.

4.4 Conclusion
Li doped S11O2 nanocrystalline films exhibit complex conductivity phenomena
modulated by nanoscopic distribution of dopants as revealed from NMR line shape
analysis. Amorphous insulating region containing mobile Li ions that surrounds pdoped crystalline SnC>2 nanoparticles leads to non-linear dependence of conductivity
with dopant concentration. Temperature dependence of resistivity is explained by
Efros-Shklovlskii variable range hopping mechanism with a cross over to Mott
variable range hopping conduction at high temperature. The cross over temperature is
dependent on the level of doping. There also exists a temperature independent
conduction region in all Li- SnC>2 nanocrystals which can be attributed to a carrier
inversion. The range is also dependent on the level of doping, the higher the doping
the bigger the range.

Ability to produce p-doped SnC>2 enables the development of new applications
in sensors, display and corrosion resistant oxide electronics. For example, classically
n-doped SnCh conductivity sensors work on the principle of chemically reducing the
surface adsorbed oxygen. Negatively charged oxygen anions create a depletion region
that reduces the conductivity and acts as a sensing mechanism. With p-type SnC>2
devices, direct detection of H2 through complementary mechanism is a possibility.
Additionally, p-n junctions using homo as opposed to hetero-junction devices based
on SnC>2 become feasible as discussed later. Finally, for electronic display
applications, p-type SnC>2 would serve as a good contact material for the hole transport
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layer in organic light emitting diodes (OLEDs), in addition to an intriguing possibility
of using it in an all oxide based electronics for addressing liquid crystal displays
(LCDs).
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CHAPTER 5
RESISTIVE GAS SENSORS BASED ON ANTIMONY DOPED TIN DIOXIDE

5. INTRODUCTION
N-type semiconductor S11O2 is the most widely used inorganic chemical sensor
material. Ceramic and thick films Sn02 sensors are currently the most familiar and
commercialized gas sensors. Thick film-type, resistive oxide gas sensors are often
used because of their low cost of production 4'6,118 and their low susceptibility to
corrosion. The primary physical property that allows response to a given analyte's
presence is the change in the device resistance related to modulation of conduction
pathway through changes in the depletion layer of semiconductor.

However, as

electronic devices, these systems are slow, exhibiting response times of the orders of
seconds to minutes. In order to obtain rapid response from these sensors, high
temperature is employed during operation (200 °C) thereby reducing their energy
efficiency.

Recently, the use of toxic chemical gases in manufacturing and, perilously, in
potential terrorist activities has been on the rise, making detection of these
compounds, when released either intentionally or accidentally a top security concern.
A prime example of one such gas is chlorine, useful in many industrial processes and
yet very harmful when released into the environment. Chlorine can be detected by gas
chromatography, chemical detecting tubes and electrochemical sensors. However, the
potential use of CI2 as a low cost weapon of mass destruction (WMD) has created a
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need for a robust sensor that can operate near room temperatures. Additional
applications of CI2 sensor would be in environmental monitoring of chlorinated
hydrocarbons. A few oxide based Cb gas sensors have already been developed (see
Table 5.1), but they do not work at room temperature 119"124.
Table 5.1 summarizes several materials (MgO-In 2 03, ZnO-In203, Zn2ln20s-Mgln204
(TCO), ZnO-CaO) utilized in Cl2 sensing applications

125 128

" . Additionally

semiconducting oxides such as ZnO, SnC>2, Fe203, Ga2C>3, Sb2C>3

"

etc., are also

sensitive to toxic and inflammable gases and could potentially be used if proper
dopants can be found.

Such dopants

134 136

~

play an important role in not only

enhancing response and response time but also aid in improving the specificity to a
particular gas.

Table 5.1 Chlorine sensors.
Sensor type
ZnO
W0 3 /FeNb0 4
Cdln 2 0 4
SnlnO
CdSn0 3
CuO-CdIn204
In203
Zn2In205-MgIn204
Mg-phthalocyanine
FEP/polyaniline
Cu-phthalocyanine
W0 3
In203-Fe203
NiFe 2 0 4

Detection
limit (ppm)
300
2
0.2
3
0.1
400
0.5
0.01
0.18
100
0.18
1
0.2
1000

Operation
temperature (°C)
400
230
250
300
250
250
250
300
200
25
170
300
250
250

Reference
137
138
128
139
140
141
142
143
144
145
146
147
148
149
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In this study a highly sensitive and selective thick film CI2 gas sensor working at room
temperature is reported. The gas sensor was fabricated with Sb doped SnC>2 using a
powder compression technique described in Chapter 3.

5.1 Results and discussion
The basic hypothesis in this work was that through Sb ion as an n-type dopant,
one could not only improve the conductivity of SnC>2 by enhancing carrier
concentration but could also potentially enhance the specificity to CI2150. Such highly
doped semiconductor (electron rich) should readily reduce any chemical oxidant such
as CI2 if the energetics of analyte surface states and conduction band edge remained
favorable. The tendency of Sn and Sb to form a host of stable oxychlorides might
confer Sb-doped Sn02 a high degree of selectivity for CI2.

In this chapter a

description and discussion of the structural, electrical and sensing properties of these
doped semiconductors is presented.

5.1.1 Structural Characterization
The nanocrystalline particles of Sb doped SnC<2 were characterized by XRD, as
shown in Figure 5.1. The material showed sharp and well-defined peaks corresponding
to the cassiterite structure of Sn0 2 (JCPDS-XRD card. No-211250)

151

. The presence

of small amounts of Sb in the material did not affect the crystalline nature the of the
SnC>2 particles. The TEM image shown in Figure 5.3 reveals that the particles had a
size around 15 nm with some agglomerated particles of varying sizes ranging between
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20 and 30 nm as seen on the SEM image (Figure 5.2(a)). It is clear (see Figure 5.2)
that particle size

decreased with increased dopant concentration, suggesting that

potential phase separation of dopant on the surface
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Figure 5.1. XRD pattern of 0.1 % Sb doped SnC>2.The lines marked asAl arise from
the sample holder and they correspond to < 111>, <200>, <222> and <311>
reflections.

a) 0.1% Sb-doped S n 0 2

b) 1% Sb-doped Sn0 2

Figure 5.2 SEM images at two different doping levels.
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Snm.

Figure 5.3 HR-TEM ofSb doped S11O2 (insert shows the electron diffraction
pattern).

5.1.2 Electrical Properties
In this study Ag paint was used as contacting electrode. The Fermi levels in
semi-conductive SnC>2 and metallic silver may not necessarily match and hence there
was a possibility of forming a Shottky barrier. I-V characteristics (see Figure 5.4)
were, therefore measured at room temperature and the Sb doped SnC>2 films exhibited
a linear dependence between current and voltage. This indicated an ohmic nature of
the silver contacts.
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0.1 % SfcT doped SnO,

Figure 5.41-Vcharacteristics ofSb doped SnO2 sensor.

Such linearity might arise due to essentially degenerately doped (high carrier
concentration) SnC^, where tunneling barrier becomes small and a quasi-ohmic
contact is observed
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5.2 Sensing performance
Although, strictly speaking, porous films of semi-conductive materials are best
modeled as combination of resistive and capacitive elements, this work focused on
direct current conductivity.
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5.2.1 General Consideration, Gas Sensitivity, Selectivity, Response, and Recovery
Time
Typically gas response (S) of a resistive sensor is defined as the ratio of the
change in resistance of the sensor on exposure to the target gas to the original
resistance in air; (S=(Rgas-Rair)/ Rair ) where Rgas and Rair are the resistance of the
sensor in a target gas medium and in air respectively. Sensitivity could be defined as
the first derivative of response with respect to the concentration of the analyte
detected. The time taken for the sensor to attain 90% of the maximum increase in
resistance on exposure to the target gas is defined as the response time and the time
taken by the sensor to get back to 90% of the original resistance is considered as the
recovery time. Selectivity or specificity is defined as the ability of a sensor to respond
to certain gas in the presence of other gases. The selectivity coefficient can be
calculated as Selectivity = Starget gas/S0, where S target gas is the response to a targeted
gas and So is the response to any other non target gas 154.

The response and recovery of the Sb-doped SnC>2 chemi-resistor at three
different chlorine concentrations is shown at room temperature in Figure 5.5. The
corresponding temperature dependent response and recovery times are shown in
Figure 5.6.
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Figure 5.5 Response and recovery of the sensor at three different chlorine
concentrations. The sensor was refreshed by introducing fresh air and heating the
sensor after exposure to Ch gas.

Recovery
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Ni
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Figure 5.6 Recovery and response time as a function of temperature. A plot of In r
(time) vs 1/Tfor recovery gives an activation energy of 59.5 kJ/mol. In low
temperature region (1000/T), the ratio of recovery/response times (Kads) yielded the
free energy of adsorption of- 87 kJ/moL
The response of the sensor was quick (~ 60 s) at room temperature but the recovery
time was dependent on the heater temperature. It took close to 15 minutes for the
sensor to recover at room temperature after exposure to 3 ppm chlorine. The response
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and recovery times were temperature dependent as expected from analyte adsorption
and desorption processes, respectively. Recovery time followed an Arrhenius type
behavior (thermally activated behavior, with Ea = 59.5kJ/mole) while response time
did not. Response time exhibited a minimum around 45 °C. A crude estimate of
adsorption-desorption equilibrium constant was obtained from the ratio of recovery to
response times which also showed thermally activated behavior above room
temperature with a free energy of activation of-87 kJ/mole.

Remarkably, the data presented in Figures 5.5 and 5.6 showed high response
(note S-500 for 3ppm of CI2 concentration) and rapid response time at much lower
temperatures than currently known oxide sensors. Generally, SnC>2 based sensors
exhibit relatively poor sensitivity to CI2 gas. Our findings, therefore, suggest a
potentially catalytic effect of Sb in enhancing sensitivity and selectivity. Presently,
models of high temperature behavior in oxide sensors for chlorine response are based
on chemisorption phenomena. Chlorine is presumed to react with metal oxides to
form chlorides or displace lattice oxygen at the interface, or possibly adsorb onto
surface oxygen vacancies. Four distinct chemisorption behaviors of CI2 on oxide
surface have been proposed and these can be represented as

:

Cl2+2(V0)su^+2n'^2(ClB)SUff
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Cl2+20;^2ClOSU!f.

52

Cl2 + 2n' ^

+ 2n'+02

2Cl'suif

Cl2 + 202"surf. ^

2Cl'surf + 2 0 2 +2/i'

5 3

.

4

79

Here the Kroger-Vink notation is used. A prime denotes one negative charge with
respect to the lattice, a dot represents a positive charge and an x denotes neutrality.
Subscripts denote the atom which would normally occupy the site; V represents a
vacancy and n denotes conduction electrons. The subscripts surf, and o stand for
species adsorbed on the surface and species occupying lattice oxygen site,
respectively. V0 is oxygen vacancy. In mechanisms 5.2 and 5.4, electrons are donated
to the conduction band of the semiconductor, which should result in a decrease of
resistance, inconsistent with the observed results shown in Figure 5.5. Mechanisms 5.1
and 5.3 abstract electrons from the n-type semiconductor reducing sensor
conductance. Intuitively, mechanism 5.1 seems less probable (since it leads to
oxidation of CI2 gas forming positively charged CI species) than mechanism 5.3.
Creation of the CI" ion formed on oxide surface would lead to a depletion layer (see
illustration in Figure 5.7). A depletion layer as well as inter-nanoparticle barrier
hinders electron transport hence increasing the sensor resistance.

Electron Flow (unhindered)

Contacts

I l ^ I l j ^ C C T T ^

a) Air

Depletion layer (hinders electron flow)

Substrate

f

b) Chlorine

Figure 5.7 Schematic diagram ofporous sensing layer, a) No or very small
depletion layer high conductivity) in absence ofCh, (b) in chlorine, depletion layer
thickness increases.
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5.2.2 Effect of Sb Doping Level
Next, an optimization of sensor performance as a function of Sb concentration
in nanoparticles was carried out. It is well known that large amount Sb can be
incorporated into the SnC>2 lattice, thereby enhancing its conductivity109 . The goal
here was to determine the optimal dopant concentration for highly sensitive devices.
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Figure 5.8 Response of the sensor as a function of Sb/Sn mole ratio.
The results shown above (Figure 5.8) indicate that the optimal doping level is about
0.1 percent (1 Sb atom for every 1000 atoms of Sn). At higher doping, the
conductivity of the sensor is increased but it does not lead to an enhanced response. Sb
dopant atoms are successfully incorporated through the SnCh nanoparticles with a
strong surface enrichment of Sb+3 at higher concentration
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. This valence dependent

phase separation has been attributed to the size of cations Sb+3>Sb+5~Sn+4. One
plausible mechanism for the response of chlorine at room temperature could be as
follows;
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Cl2 -»2C7

5.5

Cl+e~ 2=» Cl~

? f.

&»

5.6

Equation 5.6 is effectively reaction mechanism 5.3. The initial rise in the response can
be understood in terms of availability of the Sb+3 species on the nanoparticle surface.
Abstraction energy of an electron from semiconductor nanoparticles scales inversely
with particle size (i.e., Coulomb's law). Since particle size decreases with doping level
(see Figure 5.2) it is conceivable that at high Sb levels, reaction 5.6 is quenched
and hence no electrons are abstracted from the conduction band. If the overall reaction
stops at the first stage of adsorption, there is no net depletion layer created; this leads
to poor response..

Response to chlorine is also strongly dependent on the

interconnected porosity and gas access of the pellet
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which may be reduced in

smaller sized highly doped SnC^ nanoparticles.

5.2.3 Effect of Chlorine Concentration
Figure 5.9 shows that the sensor response increases approximately linearly
with increasing chlorine concentration. The sensor resistance, around 20 ppm of Ch,
approached 20 MQ., the maximum resistance that can be measured on the fluke
multimeter. This concentration may represent a fully depleted state. This range can
be extended to higher values if the size of nanoparticles is increased. Increase in
1 ^0

particle size is readily achievable through synthesis and processing conditions

. The

response in low concentration region (< 2ppm) is also affected by adsorption of CI2 on
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the chamber walls. This effect at low concentration could be eliminated in a flow cell
type of arrangement, as opposed to the static mode used in our studies. In the presence
of interfering gases, a reduction in sensitivity was observed, which ironically extends
the maximum detectable range of CI2 gas, as discussed later.
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Figure 5.9 Response as a function of chlorine concentration at room temperature;
the dashed line corresponds to equation, Response=187fCl2j.
A simple model can be used to describe the observed linear relationship between
concentration and response, at least in the low concentration region. The adsorption of
an electronegative gas on an n-type semiconductor creates equilibrium between the
free electrons in the solid and the adsorbed species I57 according to equation 5.7.
At equilibrium

K

5.7
P

cMa

where [e]ci is the concentration of free electrons in the presence of chlorine, K is the
equilibrium constant of the reaction and Pci is the pressure of chlorine.
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The electronic concentration may be related to the conductivity of the sensor as
follows:
[e] = Bcr

5.8

While the charge balance gives:

[cr]=(W„-Wa)
Therefore:

[Cl-] = B(a0-aa)

5 10

-

The conductivity in the absence and presence of chlorine is o 0 and GCI respectively
and [e]0 is the concentration of free electrons in the absence of chlorine. Substituting
for [CI"] into 5.10 gives

°a

(a0-aa)

=

lx.l

K

Pa

5.11

And ifCT0» Gci at high chlorine concentrations expression 5.11 reduces to
Ra oc Pa

5.12

where Rci is resistance in the presence of chlorine, and hence this can be used to
explain the linear relationship between concentration and response.

5.2.4 Selectivity for Cl2
Figure 5.10 shows the selectivity of the Sb-doped SnC>2 to 3 ppm of CI2 gas at
room temperature versus various gases. It is evident from Figure 5.10 and Table 5.2,
that Sb doping at 0.1% results in a material that is not only sensitive to chlorine but
selective against Br2, HC1, NO, N0 2 , CHC13, NH3 and H2.
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Figure 5.10 Sensor responses to selected non-target gases.

Table 5.2 Selectivity coefficients of different gases.
Gas

Br2
HC1
NO
N02
H2
NH3

Selectivity coefficient Concentration of
the non-target gas
(±0.05%)
(ppm)
160
1000
500
70
1000
16000
500
240
15970
100
685
500

Response measurements in the presence of non-target gases can reduce the sensitivity
of the sensor. As shown in Figure 5.12, the value of the sensitivity (slope = 1) is
reduced by two orders of magnitude when the concentration of HC1 is 500ppm as
compared to a slope of 187 when there in no interfering non-target gas. Similar
reduction in sensitivity (slope = 2) were also noted in high Br2 gas concentrations.
This reduction in sensitivity may arise from competitive binding of the non-target gas
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on the nanoparticle surface. When the non-target gas exists at high concentrations, the
adsorption of CI2 on the sensor surface is reduced, i.e. the effective value of K in
equation 5.7 is reduced. Nevertheless, under most operational conditions, the
concentration of non-target gases is not likely to be as high as presented in Table 5.2,
and the device should exhibit high CI2 sensitivity.
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Figure 5.11 Response ofCh sensor in presence of 500 ppm ofHCl; the dashed line
corresponds to equation, Response=0.9fCl2j.

5.3 Conclusion
A thick film chlorine sensor of Sb doped SnC>2 nanocrystalline material has
been

fabricated

and

demonstrated.

The

chlorine

detection

sensitivity

(187response/ppm) has been measured and explained in terms of a chemi-adsorption
model. The sensor system shows good selectivity and high sensitivity to CI2 at room
temperature. Given that SnC>2 has very little sensitivity to CI2, the observed high
sensitivity

could

be ascribed

to the

Sb dopant used.

Studies

involving
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competing/interfering non-target gases do reduce the sensitivity of the sensor, perhaps
due to competitive binding effects. Nevertheless, high concentrations of the non-target
gases are needed to reduce the sensitivity.

The transient responses of the sensor, i. e. response and recovery times of the
device as a function of temperature are investigated. The response time is about 60 s
(at room temperature) and the recovery time is as short as 120 s at a temperature of 60
°C and can be further shortened by using higher temperatures. In general the recovery
time is longer than the response time and it follows an Arrhenius behavior (Ea = 58
kJ/mole).

The use of passive chemi-resistors based sensors can be improved with active
electronic components such as diodes or transistors. The primary applications of such
CI2 specific oxide-based sensor are in environmental monitoring as well as in the
detection of low-cost weapons of mass destruction.
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CHAPTER 6
P-N JUNCTION BASED CHEMICAL SENSORS

6. INTRODUCTION
The impact of nanotechnology on sensor development is not merely confined
to miniaturization, but also impacts in dramatically improving their sensitivity. As
examples, the so-call artificial nose

158

, associated with bending of atomic force

microscopy (AFM) cantilever and changes in the frequency of quartz crystal
microbalances,159 have pushed the limits of chemical sensing into unprecedented
domains. Nonetheless, apart from sensitivity, the two other fundamental pillars of
sensor technology, selectivity and stability, have not witnessed

analogous

improvements.

Selectivity can be achieved by analytical separation of species. Traditionally,
analytical chemistry has employed four basic techniques: chromatography,
complexation, distillation, and selective precipitation-solubilization. Currently lab-onchip technology

160

developments attempt to reproduce chemistry on chips with

detection through spectroscopic means. However, the operation in real life field
situations and the issue of stability/longevity of such devices remains problematic.
Therefore, selective complexation through surface for desired species detection is
likely to be the most successful strategy for gas sensors. Most efficient sensors seen
in biological systems, such as specific receptor-protein, and enzyme-molecule
interactions, follow this route. Still the specificity of binding alone is not enough.
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Means to release the captured species are also necessary to improve the stability and
reversibility of the sensor devices.

Electrochemical (EC) methods offer a distinct set of advantages in this regard,
since the species-specific oxidation-reduction processes can be reversed by means of
applied electrode potential, at least for many electro-active species. Traditional EC
sensors, such as Clark electrolytic cells, incorporate species-selective membranes to
impart selectivity. One disadvantage of such electrochemical systems to be avoided is
that they require electrolyte solutions which decrease their robustness for field work.
The work described in this chapter explores the potential of essentially solvent-free
redox processes that occur on the surface of semiconductor electrodes161. Conventional
semiconductor gas sensors have been used for more than 30 years. Major challenges for
semiconductor sensors are, problems such as insufficient gas selectivity, inability to
detect very low gas concentrations, and degradation of the sensor performance by
surface contamination162.

Ideally a chemical sensor should possess characteristics such as selectivity,
sensitivity, reproducibility, refreshability, and stability. There is a growing need for
chemical sensors which address these concerns. Recently, Yanagida proposed
searching for intelligent mechanisms instead of trying to optimize existing
compositions, processes or integration techniques

. He has defined intelligent

ceramics as the ceramic materials which have properties such as self diagnosis, self
89

recovery, self adjustment, stand by and tuning ability from outside. Systems having
these properties, the properties of a living organ, can be used under very harsh and
hazardous environments that living organisms cannot survive.

The heterocontact sensor made by a p-n contact between p-type CuO and ntype ZnO is a very good example of such an intelligent mechanism. These sensors
can be used as humidity sensors

14

with a self recovery mechanism or as gas sensors

in which selectivity towards a certain gaseous species can be tuned. The heterocontact
sensor has advantages over conventional semiconducting oxide sensors in that
sensitivity and selectivity can be adjusted by interrogating the sensor in different
ways; forward and reverse bias, by using alternating and direct current signals and so
on. This makes the sensor tunable and provides opportunity for recalibration in service
and also for failure detection. Additionally, since the detection mechanism involves
the oxidation of the adsorbed species, the sensors are self-cleaning and do not require
periodic conditioning. Such sensors have been shown to be selective to various gases
such as CO 165 ,H 2 1 6 6 , H2S and C 2 H 6 0

167

.

Despite of very good selectivity with heterojunctions there are some
disadvantages to using such devices. One of the major concerns is the interface.
Compatibility problems will always arise and in many cases results in very fragile
devices, the p-n interface can break easily and hence render the junctions useless. One
way to address this issue is to make junctions out of two similar materials. Very little
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work has been done on homoj unctions. This chapter describes the first fabrication and
characterization of porous p-n homoj unction devices made out of doped tin oxide
nanoparticles.

6.1 Current-Voltage (I-V) Characteristics
Typical I-V characteristics of the SnC>2 based homo-junction are given in
Figure 6.1. The junctions show a stable rectifying behavior over at room temperature
with a high turn-on voltage (~2 V) and low leakage current.
2.0m-

Tips)

1.5m-

1.0m-

jrrent

&
o

-2

•

500.0^ -

i

I

Figure 6.1 Current - voltage characteristics of the diode (0.073 % Li and 0.1 % Sb)
in air.

The slope of the diode I-V curve at voltages >3V gives an estimate of the overall
contact resistance of 5kQ, arising from the Ag-SnC>2 contact, and additive
contributions from the p- and n- type regions. Even though the forward current can be
fit to the p-n junction forward current-voltage relationship, / = I0 [exp (eV/rjkT) -1],
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the diode factor rj was found to be unrealistically large and hence no recombination
mechanism could be assigned to these type of diodes. As temperature is raised, the
diodes switch from rectifying to ohmic behavior. This confirms what was discussed
earlier on about the electron transport properties of Li doped SnC>2. Li-SnC>2 undergoes
a carrier inversion as temperature is raised. Such a carrier inversion can be brought
when an atom of oxygen diffuses out of the SnC>2 lattice donating two electrons to the
SnC>2 lattice. These electrons cause hole annihilation which leads to a decrease in p
type carrier concentration. Loss of oxygen increases with increasing temperature and
therefore at certain critical temperatures majority carriers will switch to electrons. At
this point the material reverts back to n-type semiconductor behavior. Consequently
the I-V characteristics resemble that of a resistor as seen in Figure 6.2.
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Figure 6.2 Current — voltage characteristics as a function of temperature.
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6.2 Capacitance-Voltage Characteristics
Any variation of the charge within a p-n diode with an applied voltage
variation yields a capacitance, which must be added to the circuit model of a p-n
diode. This capacitance related to the depletion layer charge in a p-n diode is called
the junction capacitance. Capacitance versus voltage measurement can be used to
obtain the built-in voltage and the doping density of a one-sided p-n diode. When
plotting the inverse of the capacitance squared, one expects a linear dependence as
expressed by:
C

N,

qe,N.
i-" A
f

vbi±v-

6.1

2kT

qe/dft/C?)

q J
, if N D » N /

6.2

d(V.)
The capacitance-voltage characteristics and the corresponding 1/C curve are shown in
Figure 6.3.
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Figure 6.3 Capacitance- voltage characteristics of the diode.
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The diode consists of highly doped p-and n-type regions. The dotted line forms a
reasonable fit at voltages close to zero from which one can conclude that the doping
density is almost constant close to the p-n interface. From the fit the estimated values
of the p-type carrier concentration is -1.4 x 1015 cm"3 and Vbi ~ IV. The estimated
Debye length is -260 nm. The carrier concentration determined from combined NMR
and NRA is -2.2 x 1018cm"3. The discrepancy between the numbers can be
rationalized by realizing reduced contact area between p- and n-type nanoparticles in
comparison with geometric cross sectional area. Secondly, large fraction of holes are
used up neutralizing the n-type SnC>2 carriers. The capacitance becomes almost
constant at large negative voltages, and this corresponds to a high doping density.

6.3 Current Conduction Mechanism
The current conduction mechanisms of the SnC>2 pn junctions' devices were
found to be different from the conventional devices. The current conduction
mechanism of these junctions in the forward-bias region was found to be space charge
limited current (SCLC)168"170, as opposed to the thermionic field emission, in the
absence or presence of a gas adsorption. The SCLC conduction mechanism is defined
with an ohmic region in lower voltage and a SCLC region in higher voltage range. The
SCLC conduction mechanism prevents the use of conventional method (In I versus
plot V) to determine the device parameters such as ideality factor, barrier height, and
tunneling factor. The dominant current conduction mechanism of the diodes in
171

forward bias region can be determined by the log-log plot of the 7- V characteristics
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. The log-log plot of the characteristics is shown in Figure 6.4 for the SnC>2 devices
in air. At low forward voltages the current conduction is given by the following
equation171"173:
low bias region (ohmic region): / = qp0jupV/L, when a p « cyn
where p 0 is the free hole concentration, |Lip is the hole mobility, and L is the thickness
of the depletion region. At higher voltages, a power law dependence (I ~ V with s < 2)
characterizes the SCLC conduction mechanism and given by;
higher voltage region (SCLC region): / = qp0/Upl^/Ls+1, s>2
As seen in Figure 6.4 the slope of the plots shows a power law dependency above the
transition voltage with s = 3.9 and 3.3 in air for 0.073 % Li-0.1 % Sb and 0.056% Li0.5% Sb diodes respectively. These results indicate that the current conduction
mechanism of the SnC»2 junctions in the forward bias region is SCLC dominated.
Similar values of s have been observed in Shottkky diodes of porous Si and Si
nanoparticles films. It has been argued such exponents are results of carrier injection
without compensating charges

. In present situation the interfacial insulating layer

of Li2Sn03 may cause this effect. As discussed in Chapter 4, the thickness of this
insulating layer depends on the Li concentration.
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Figure 6.4 Log-log plots of the I-V characteristics for the Sn02 based diodes in air.

6.4 Gas Sensing Performance
The sensor performance of the diodes was investigated at room temperature by
exposing the sensor to Cl2, H2, Br2, N0 2 , NO, HC1, CH4, CO, C0 2 , CH3CH2OH and
CH3OH. Of all the gases tested, the sensor had very good sensitivity to Cl2 (see Table
6.1 for different responses to the different test gases).
Table 6.1 Sensor response at a fixed bias voltage of 1.38V to different test gases.
Test Gas
Cl2
H2,
Br2
N0 2
NO
HC1
CH4
CO
C0 2
CH3CH2OH
CH3OH

Concentration Response
(ppm)
(lair'^Eas)
0.4
78
1000
1000
1000
1000
1000
1000
1000
1000
1000
1000

0.7
5.8
1.4
1.2
4.3
0.9
0.8
1.6
0.9
0.8
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Porous diodes provide analyte's with ready access to both p-n junctions, and p and n
regions of the diode. This access is not possible in conventional diodes fabricated
through contemporary planar technology. Figure 6.5 shows I-V characteristics for the
diodes in air (a) and in the presence of 400 ppb chlorine (b). The response time of the
sensor was ~ 30 s at room temperature but the recovery time was temperature
dependent. At room temperature the recovery time was 80s after 400 ppb chlorine
exposure. The sensors were also found to recover quickly (~ 30 s) when the junctions
were biased. Reverse biasing the diode provides a controllable band-bending at a p-n
junction that could influence the electron-transfer rates from the adsorbates which
create intraband localized states. As a result reverse biasing can provide a means of
desorbing the analyzed species. This approach eliminates the requirement to remove
adsorbates by elevating the sensor temperature and hence improves on the energy
efficiency of these types of sensors.
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Figure 6.5 I-V characteristics of the diode sensor in air (a) and in 400 ppb Ch (b).
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Figure 6.6 shows the response of the sensor to 400 ppb chlorine at room temperature.
What is remarkable about the response data is that the greatest response was obtained
at a bias voltage of about +1.36 V which happens to be the reduction potential for Cb.
The redox potential for CI2 lies within the band gap of SnC>2 (see Figure 6.7) and this
combined with the fact that Sb-doped SnC>2 is highly sensitive to chlorine is a possible
reason why CI2 is being electrochemically reduced.
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Figure 6.6 Sensor responses as a function of bias voltage at 400 ppb Ch.

At voltages less than +1.36 V, chlorine gets adsorbed on the n type of the side of the
diodes and since it is oxidizing it grabs electrons thereby causing a slight decrease in
conductivity. At +1.36 V, all the chlorine gets reduced resulting in greater depletion
on the n type side and at the diode interface resulting in conductivity decrease in the
presence of chlorine. The fact that not similar results were obtained with other test
gases other than CI2 whose redox potentials fell within the band gap of SnCh might be
due to some specific catalytic effects Sb has on CI2.
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Similar results for CI2 detection were also obtained in alternating current impedance
analysis where impedance was monitored as a function of voltage at a fixed frequency.
As can be seen in Figure 6.8 the impedance dropped dramatically and seems to reach a
lower level at ~ 1.3 V and this happens to be the voltage at which reduction of
chlorine takes place. So both impedance and current voltage measurements confirmed
that reduction of chlorine was taking place at the SnC>2 diodes at a very specific
voltage.
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6.5 Effect of Chlorine Concentration
The diode was maintained at a constant bias of 1.38 V and current monitored
as a functon of CI2 concentration. Figure shows the response of the sensor to
concentrations less than 1 ppm. The sensor response increases approximately linearly
with increasing chlorine concentration.
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6.6 Conclusion
This work has demonstrated that it is posible to come up with smart sensors
based on non-corrodable SnCh. The sensors are very specific to chlorine and have a
detection limit of about 200ppb at room temperature. Sensitivity of such devices was
found to be based on chlorine concentration below 1000 ppb. The detection
mechanism is electrochemical reduction of CI2 at the interface of p and n regions
which leads to a decrease in current.
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CHAPTER 7
FUTURE WORK
Even though Li introduces p-type characteristics into SnC>2, there is still need
to come up with a better dopant. Nanoscopic phase separation has been shown to
affect electron transport leading to poor conductivity. Improvements need to be made
either during synthesis or post synthesis to eliminate this phenomenon. One way of
minimizing such an effect is to synthesize nanowires instead of nanoparticles. Because
of the reversible color changes that Li doped SnC>2 displayed more need to be done to
see if it can be used as a high temperature sensor or any other application that can
utilize this unique optical property. Better characterizations are still needed to
understand the dynamics of Li insertion into SnC>2. With techniques such as EELS,
STM and spin echo NMR, it should be possible to gain a much deeper understanding
of Li insertion into SnC>2.

There is need to do frequency dependent electrical studies so as to gain a much
better understanding of the rate at which electrons hop from one particle to another. It
will also be beneficial to carry out further impedance measurements and try to come
up with equivalent models for both the single resistive materials and pn junctions.
With respect to contacts, an exploration into the use of materials other than Ag need to
carried out. This might lead to better performing devices. There is also need to look at
the possibility of making pnp/npn junction transistors. The Li doped Sn02 showed
sensitivity towards hydrogen and it will be good to look at other reducing gases.
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