Ito's formula in UMD Banach spaces and regularity of solutions of the
  Zakai equation by Brzezniak, Z. et al.
ar
X
iv
:0
80
4.
03
02
v1
  [
ma
th.
PR
]  
2 A
pr
 20
08
ITOˆ’S FORMULA IN UMD BANACH SPACES AND
REGULARITY OF SOLUTIONS OF THE ZAKAI EQUATION
Z. BRZEZ´NIAK, J.M.A.M. VAN NEERVEN, M.C. VERAAR, AND L. WEIS
Abstract. Using the theory of stochastic integration for processes with values
in a UMD Banach space developed recently by the authors, an Itoˆ formula is
proved which is applied to prove the existence of strong solutions for a class
of stochastic evolution equations in UMD Banach spaces. The abstract results
are applied to prove regularity in space and time of the solutions of the Zakai
equation.
1. Introduction
In this paper we study space-time regularity of strong solutions of the nonau-
tonomous Zakai equation
(1.1)
DtU(t, x) = A(t, x,D)U(t, x) +B(x,D)U(t, x)DtW (t), t ∈ [0, T ], x ∈ R
d
U(0, x) = u0(x), x ∈ R
d.
Here
A(t, x,D) =
d∑
i,j=1
aij(t, x)DiDj +
d∑
i=1
qi(t, x)Di + r(t, x),
B(x,D) =
d∑
i=1
bi(x)Di + c(x).
This equation arises in filtering theory, and has been studied by many authors, cf.
[2, 13, 35] and the references therein. It can be written as an abstract stochastic
evolution equation of the form
(1.2)
dU(t) = A(t)U(t)dt+BU(t) dW (t), t ∈ [0, T ],
U(0) = u0.
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Here the linear operators A(t) are closed and densely defined on a suitable Banach
space E, the operator B is a generator of a C0-group on E, and W is a real-valued
Brownian motion on some probability space (Ω,F ,P).
In the framework where E is the Hilbert space L2(Rd), the autonomous version
of the problem (1.2) has been studied for instance by Da Prato, Iannelli and Tubaro
[11] and Da Prato and Zabczyk [13], who proved the existence of strong solutions for
this equation. By applying the results to the Zakai equation (1.1) and assuming that
u0 ∈ L2(Rd) almost surely, under suitable regularity conditions on the coefficients
the existence of solutions with paths in
C([0, T ];L2(Rd)) ∩C((0, T ];W 2,2(Rd))
is established. If u0 ∈ W 2,2(Rd) almost surely, then the solution has paths in
C([0, T ];W 2,2(Rd)).
In the slightly different setting of a Gelfand triple of separable Hilbert spaces, a
class of problems including (1.2) was studied with the same method by Brzez´niak,
Capin´ski and Flandoli [10]. For Zakai’s equation they obtain solutions in the space
C([0, T ];L2(Rd)) ∩ L2(0, T ;W 1,2(Rd)) for initial values u0 ∈ L2(Rd).
Using different techniques, Brzez´niak [8] studied a class of equations containing
the autonomous case A(t) ≡ A of (1.2) in the setting of martingale type 2 spaces E.
For E = Lp(Rd) with 2 ≤ p < ∞ and initial values u0 taking values almost surely
in the Besov space B1p,2(R
d), the existence of solutions for the autonomous Zakai
equation with paths in L2(0, T ;W 2,p(Rd)) and continuous moments in B1p,2(R
d) was
obtained. The techniques of [11] cannot be extended to the setting of martingale
type 2 spaces E, since this would require an extension of the Itoˆ formula for the
duality mapping. Here the problem arises that if E has martingale type 2, then E∗
has martingale type 2 only if E is isomorphic to a Hilbert space (see [21, 28]).
The method of [11] reduces the stochastic problem (1.2) to a certain deterministic
problem. Crucial to this approach is the use of Itoˆ’s formula for bilinear forms
on Hilbert spaces. This method has been extended by Acquistapace and Terreni
[2] to the nonautonomous case using the Kato-Tanabe theory [30, Section 5.3]
for operators A(t) with time-dependent domains. In this approach, a technical
difficulty arises due to the fact that in the associated deterministic problem, certain
operator valued functions are only Ho¨lder continuous, whereas the Kato-Tanabe
theory requires their differentiability. This difficulty is overcome by approximation
arguments. The authors also note that for the case where the domains D(A(t))
do not depend on time, the methods from [11] can be extended using the Tanabe
theory [30, Section 5.2].
In the present paper we will extend the techniques of [11] to UMD spaces E.
This class of spaces includes Lp(Rd) for p ∈ (1,∞). The extension relies on the
fact that if E is a UMD space, then E∗ is a UMD spaces as well. Using the theory
of stochastic integration in UMD spaces developed recently in [23], an Itoˆ formula
is proved which is subsequently applied to the duality mapping defined on the
UMD space E × E∗, (x, x∗) 7→ 〈x, x∗〉. For the Zakai equation with initial value
u0 ∈ Lp(Rd) almost surely, where 1 < p < ∞, this results in solutions with paths
belonging to
C([0, T ];Lp(Rd)) ∩ C((0, T ];W 2,p(Rd)).
If u0 ∈ W 2,p(Rd) almost surely, the solution has paths in C([0, T ];W 2,p(Rd)). For
initial values in Lp(Rd)∩L∞(Rd) (respectively, in W 2,p(Rd)∩W 2,∞(Rd)) for some
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1 ≤ p < ∞, the Sobolev embedding theorem then gives solutions with paths in
C((0, T ];C1,α(Rd)) (respectively, in C([0, T ];C1,α(Rd))) for all α ∈ (0, 1). If u0
takes its values in a certain interpolation space between Lp(Rd) and W 2,p(Rd), we
obtain that the solution has paths in
C([0, T ];Lp(Rd)) ∩ Lq(0, T ;W 2,p(Rd)),
for appropriate q ∈ [1,∞).
Rather than using the Kato-Tanabe theory for operators A(t) with time-depen-
dent domains, we shall use the more recent Acquistapace-Terreni theory developed
in [3]. The above-mentioned technical difficulty does not occur then.
Another approach was taken by Krylov [19], who developed an Lp-theory for a
very general class of time-dependent parabolic stochastic partial differential equa-
tions on Rd by analytic methods. For Zakai’s equation with initial conditions u0 in
the Bessel potential space Hr+2−
2
p
,p(Rd), where r ∈ R and 2 ≤ p < ∞, solutions
are obtained with paths in
Lp(0, T ;Hr+2,p(Rd)).
Further Lp-regularity results for the Zakai equation may be found in [18, 20, 26].
2. Itoˆ’s formula in UMD Banach spaces
We start with a brief discussion of the Lp-theory of stochastic integration in UMD
Banach spaces developed recently in [23]. We fix a separable real Hilbert space H
and a real Banach space E, and denote by L(H,E) the space of all bounded linear
operators from H to E.
Let (Ω,F ,P) be a probability space and let F be a Banach space. An F -valued
random variable is a strongly measurable mapping on Ω into F . The vector space
of all F -valued random variables on Ω, identifying random variables if they agree
almost surely, is denoted by L0(Ω;F ). We endow L0(Ω;F ) with the topology
induced by convergence in probability.
An F -valued process is a one-parameter family of random variables with values
in F . Often we identify a process with the induced mapping I × Ω → F , where
I is the index set of the process. In most cases below, I = [0, T ]. A process
Φ : [0, T ]× Ω → L(H,E) will be called H-strongly measurable if for all h ∈ H the
process Φh : [0, T ]×Ω→ E defined by Φh(t, ω) := Φ(t, ω)h, is strongly measurable.
For a separable real Hilbert space H, let γ(H, E) denote the operator ideal of
γ-radonifying operators in L(H, E). Recall that R ∈ L(H, E) is γ-radonifying
if for some (equivalently, for each) orthonormal basis (hn)n≥1 the Gaussian sum∑
n≥1 γnRhn converges in L
2(Ω;E). Here, (γn)n≥1 is a sequence of independent
real-valued standard Gaussian random variables on Ω. We refer to [15, 23, 24, 25]
for its definition and relevant properties. Below we shall be interested primarily in
the case H = L2(0, T ;H).
An H-strongly measurable process Φ : [0, T ]×Ω→ L(H,E) is said to represent
a random variable X ∈ L0(Ω; γ(L2(0, T ;H), E)) if for all x∗ ∈ E∗, for almost all
ω ∈ Ω we have Φ∗(·, ω)x∗ ∈ L2(0, T ;H) and
(2.1) 〈X(ω)f, x∗〉 =
∫ T
0
[f(t),Φ∗(t, ω)x∗]H dt for all f ∈ L2(0, T ;H).
Strong measurability of X can usually be checked with [23, Remark 2.8]. If Φ rep-
resents both X1, X2 ∈ L
0(Ω; γ(L2(0, T ;H), E)), then X1 = X2 almost surely by the
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Hahn-Banach theorem and the essential separability of the ranges of X1 and X2. In
the converse direction, if both Φ1 and Φ2 represent X ∈ L0(Ω; γ(L2(0, T ;H), E)),
then Φ1h = Φ2h almost everywhere on ω × [0, T ] for all h ∈ H (to see this
take f = 1[a,b] ⊗ h in (2.1); then use the Hahn-Banach theorem and the strong
H-measurability of Φ) and therefore Φ1 = Φ2 almost everywhere on ω × [0, T ].
It will often be convenient to identify Φ with X and we will simply write Φ ∈
L0(Ω; γ(L2(0, T ;H), E)).
From now on we shall assume that a filtration (Ft)t∈[0,T ] on (Ω,F ,P) is given
which satisfies the usual conditions. A process Φ : [0, T ]× Ω → L(H,E) is called
an elementary process adapted to (Ft)t∈[0,T ] if it can be written as
Φ(t, ω) =
N∑
n=0
M∑
m=1
1(tn−1,tn]×Amn(t, ω)
K∑
k=1
hk ⊗ xkmn,
where 0 ≤ t0 < · · · < tN ≤ T and the sets A1n, . . . , AMn ∈ Ftn−1 are disjoint
for each n (with the understanding that (t−1, t0] := {0} and Ft
−1
:= F0) and
the vectors h1, . . . , hK ∈ H are orthonormal. For such Φ we define the stochastic
integral process with respect to WH as an element of L
0(Ω;C([0, T ];E)) as
t 7→
∫ t
0
Φ(t) dWH(t) =
N∑
n=0
M∑
m=1
1Amn(ω)
K∑
k=1
(WH(tn ∧ t)hk −WH(tn−1 ∧ t)hk)xkmn
Here WH is a cylindrical Brownian motion. For a process Φ : [0, T ]×Ω→ L(H,E)
we say that Φ is scalarly in L0(Ω;L2(0, T ;H)) if for all x∗ ∈ E∗, for almost all
ω ∈ Ω we have Φ∗(·, ω)x∗ ∈ L2(0, T ;H). The following result from [23] extends the
integral to a larger class of processes.
Proposition 2.1. Assume that E is a UMD space and let WH be an H-cylindrical
Brownian motion on (Ω,F ,P). For an H-strongly measurable and adapted process
Φ : [0, T ] × Ω → L(H,E) which is scalarly in L0(Ω;L2(0, T ;H)) the following
assertions are equivalent:
(1) there exist elementary adapted processes Φn : [0, T ] × Ω → L(H,E) such
that:
(i) for all h ∈ H and x∗ ∈ E∗,
〈Φh, x∗〉 = lim
n→∞
〈Φnh, x
∗〉 in measure;
(ii) there exists a process ζ ∈ L0(Ω;C([0, T ];E)) such that
ζ = lim
n→∞
∫ ·
0
Φn(t) dWH(t) in L
0(Ω;C([0, T ];E)).
(2) There exists a process ζ ∈ L0(Ω;C([0, T ];E)) such that for all x∗ ∈ E∗,
〈ζ, x∗〉 =
∫ ·
0
Φ∗(t)x∗ dWH(t) in L
0(Ω;C[0, T ]).
(3) Φ ∈ L0(Ω; γ(L2(0, T ;H), E)).
The processes ζ in (1) and (2) are indistinguishable and it is uniquely determined
as an element of L0(Ω;C([0, T ];E)). It is a continuous local martingale starting at
0, and for all p ∈ (1,∞) there exists a constant 0 < Cp,E <∞ such that
C−1p,EE‖Φ‖
p
γ(L2(0,T ;H),E) ≤ E sup
t∈[0,T ]
‖ζ(t)‖p ≤ Cp,EE‖Φ‖
p
γ(L2(0,T ;H),E).
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A process Φ : [0, T ] × Ω → L(H,E) satisfying the equivalent conditions of the
theorem will be called stochastically integrable with respect to WH . The process ζ
is called the stochastic integral process of Φ with respect to WH , notation
ζ =
∫ ·
0
Φ(t) dWH(t).
The following lemma will be needed in Section 3 and shows that condition (2)
in Proposition 2.1 can be weakened.
Lemma 2.2. Let E be a UMD Banach space and let F be a dense subspace of
E∗. Let Φ : [0, T ]×Ω→ L(H,E) be an H-strongly measurable and adapted process
such that for all x∗ ∈ F , Φ∗x∗ ∈ L2(0, T ;H) almost surely. If there exists process
ζ ∈ L0(Ω;C([0, T ];E)) such that for all x∗ ∈ F we have
(2.2) 〈ζ, x∗〉 =
∫ ·
0
Φ∗(s)x∗ dWH(s) in L
0(Ω;C[0, T ]),
then Φ is stochastically integrable with respect to WH and
ζ =
∫ ·
0
Φ(s) dWH(s) in L
0(Ω;C([0, T ];E)).
Proof. By Proposition 2.1, it suffices to show that Φ∗x∗ ∈ L2(0, T ;H) almost surely
and that(2.2) holds for all x∗ ∈ E∗. To do so, fix x∗ ∈ E∗ arbitrary and choose
elements x∗n ∈ F such that x
∗ = limn→∞ x
∗
n in E
∗. Clearly we have 〈ζ, x∗〉 =
limn→∞〈ζ, x
∗
n〉 in L
0(Ω;C[0, T ]). An application of [17, Proposition 17.6] shows that
the processes Φ∗x∗n define a Cauchy sequence in L
0(Ω;L2(0, T ;H)). By a standard
argument we obtain that Φ∗x∗ ∈ L0(Ω;L2(0, T ;H)) and limn→∞Φ∗x∗n = Φ
∗x∗ in
L0(Ω;L2(0, T ;H)). By another application of [17, Proposition 17.6] we conclude
that ∫ ·
0
Φ∗(s)x∗ dWH(s) = lim
n→∞
∫ ·
0
Φ∗(s)x∗n dWH(s) = lim
n→∞
〈ζ, x∗n〉 = 〈ζ, x
∗〉
in L0(Ω;C[0, T ]). 
The next lemma defines a trace which will be needed in the statement of the Itoˆ
formula.
Lemma 2.3. Let E,F,G be Banach spaces and let (hn)n≥1 be an orthonormal
basis of H. Let R ∈ γ(H,E), S ∈ γ(H,F ) and T ∈ L(E,L(F,G)) be given. Then
the sum
(2.3) TrR,ST :=
∑
n≥1
(TRhn)(Shn)
converges in G and does not depend on the choice of the orthonormal basis. More-
over,
(2.4) ‖TrR,ST ‖ ≤ ‖T ‖‖R‖γ(H,E)‖S‖γ(H,F ).
If E = F we shall write TrR := TrR,R.
Proof. First assume that S =
∑N
n=1 hn ⊗ yn with y1, . . . , yN ∈ F . Then the
convergence of the series in (2.3) is obvious. Letting ξR =
∑N
n=1 γnRhn and
ξS =
∑N
n=1 γnShn we obtain
‖TrR,ST ‖ = ‖ET (ξR)(ξS)‖ ≤ ‖T ‖(E‖ξR‖
2)
1
2 (E‖ξS‖
2)
1
2 ≤ ‖T ‖‖R‖γ(H,E)‖S‖γ(H,F ).
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Now let S ∈ γ(H,F ) be arbitrary. For each N ≥ 1, let PN ∈ L(H) denote
the orthogonal projection on span{hn : n ≤ N}. Letting Sn = S ◦ Pn, we have
S = limn→∞ Sn in γ(H,F ). For all m,n ≥ 1, we have
‖TrR,SnT − TrR,SmT ‖ = ‖TrR,Sn−SmT ‖ ≤ ‖T ‖‖R‖γ(H,E)‖Sn − Sm‖γ(H,F ).
Therefore, (TrR,SnT )n≥1 is a Cauchy sequence in G, and it converges. Clearly, for
all N ≥ 1, TrR,SNT =
∑N
n=1(TRhn)(Shn). Now the convergence of (2.3) and the
estimate (2.4) follow.
Next we show that the trace is independent of the choice of the orthonormal basis
(hn)n≥1. Let (en)n≥1 be another orthonormal basis for H . For R =
∑M
m=1 hm⊗xm
with x1, . . . , xM ∈ E and S =
∑N
n=1 hn ⊗ yn with y1, . . . , yN ∈ F , we have∑
k≥1
T (Rek)(Sek) =
∑
k≥1
∑
m≥1
∑
n≥1
[ek, hm][ek, hn]T (Rhm)(Shn)
=
M∑
m=1
N∑
n=1
∑
k≥1
[ek, hm][ek, hn]T (Rhm)(Shn)
=
M∑
m=1
N∑
n=1
δmnT (Rhm)(Shn) = TrR,ST.
The general case follows from an approximation argument as before. 
A function f : [0, T ] × E → F is said to be of class C1,2 if f is differentiable
in the first variable and twice Fre´chet differentiable in the second variable and the
functions f , D1f , D2f and D
2
2f are continuous on [0, T ]× E. Here D1f and D2f
are the derivatives with respect to the first and second variable, respectively. We
proceed with a version of Itoˆ’s formula as announced in [23].
Theorem 2.4 (Itoˆ formula). Let E and F be UMD spaces. Assume that f :
[0, T ] × E → F is of class C1,2. Let Φ : [0, T ] × Ω → L(H,E) be an H-strongly
measurable and adapted process which is stochastically integrable with respect to
WH and assume that the paths of Φ belong to L
2(0, T ; γ(H,E)) almost surely. Let
ψ : [0, T ] × Ω → E be strongly measurable and adapted with paths in L1(0, T ;E)
almost surely. Let ξ : Ω→ E be strongly F0-measurable. Define ζ : [0, T ]× Ω→ E
by
ζ = ξ +
∫ ·
0
ψ(s) ds+
∫ ·
0
Φ(s) dWH(s).
Then s 7→ D2f(s, ζ(s))Φ(s) is stochastically integrable and almost surely we have,
for all t ∈ [0, T ],
(2.5)
f(t, ζ(t)) − f(0, ζ(0)) =
∫ t
0
D1f(s, ζ(s)) ds +
∫ t
0
D2f(s, ζ(s))ψ(s) ds
+
∫ t
0
D2f(s, ζ(s))Φ(s) dWH (s)
+ 12
∫ t
0
TrΦ(s)
(
D22f(s, ζ(s))
)
ds.
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The first two integrals and the last integral are almost surely defined as a Bochner
integral. To see this for the last integral, notice that by Lemma 2.3 we have∫ t
0
∥∥TrΦ(s)(D22f(s, ζ(s)))∥∥ ds ≤
∫ t
0
‖D22f(s, ζ(s))‖‖Φ(s)‖
2
γ(H,E) ds
≤ sup
s∈[0,T ]
‖D22f(s, ζ(s))‖‖Φ‖
2
L2(0,T ;γ(H,E))
almost surely.
Remark 2.5. In the situation of Theorem 2.4, Via Proposition 2.1, the stochas-
tic integrability implies that Φ ∈ L0(Ω; γ(L2(0, T ;H), E)). If, in addition to the
assumptions of Theorem 2.4, we assume that E has type 2, then
L2(0, T ; γ(H,E)) →֒ γ(L2(0, T ;H), E)
canonically. Therefore, the assumption that Φ is stochastically integrable is au-
tomatically fulfilled since Φ ∈ L0(Ω;L2(0, T ; γ(H,E))). In that case the theorem
reduces to the Itoˆ formula in [9, 25].
If E has cotype 2, then
γ(L2(0, T ;H), E) →֒ L2(0, T ; γ(H,E))
canonically and the assumption that Φ ∈ L0(Ω;L2(0, T ; γ(H,E))) is automatically
fulfilled if Φ is stochastically integrable.
As a consequence of Theorem 2.4 we obtain the following corollary.
Corollary 2.6. Let E1, E2 and F be UMD Banach spaces and let f : E1×E2 → F
be a bilinear map. Let (hn)n≥1 be an orthonormal basis of H. For i = 1, 2 let
Φi : [0, T ] × Ω → L(H,Ei), ψi : [0, T ] × Ω → E and ξi : Ω → Ei satisfy the
assumptions of Theorem 2.4 and define
ζi(t) = ξi +
∫ t
0
ψi(s) ds+
∫ t
0
Φi(s) dWH(s).
Then, almost surely for all t ∈ [0, T ],
f(ζ1(t), ζ2(t)) − f(ζ1(0), ζ2(0)) =
∫ t
0
f(ζ1(s), ψ2(s)) + f(ψ1(s), ζ2(s)) ds
+
∫ t
0
f(ζ1(s),Φ2(s)) + f(Φ1(s), ζ2(s)) dWH (s)
+
∫ t
0
∑
n≥1
f(Φ1(s)hn,Φ2(s)hn) ds.
In particular, for a UMD space E, taking E1 = E, E2 = E
∗, F = R and
f(x, x∗) = 〈x, x∗〉, it follows that almost surely for all t ∈ [0, T ],
(2.6)
〈ζ1(t), ζ2(t)〉 − 〈ζ1(0), ζ2(0)〉 =
∫ t
0
〈ζ1(s), ψ2(s)〉+ 〈ψ1(s), ζ2(s)〉 ds
+
∫ t
0
〈ζ1(s),Φ2(s)〉+ 〈Φ1(s), ζ2(s)〉 dWH(s)
+
∫ t
0
∑
n≥1
〈Φ1(s)hn,Φ2(s)hn〉 ds.
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The result of Corollary 2.6 for martingale type 2 spaces E1, E2 and F can be
found in [9, Corollary 2.1]. However, we want to emphasize that it is not possible
to obtain (2.6) with martingale type 2 methods, since E and E∗ have martingale
type 2 if and only if E is isomorphic to a Hilbert space.
For the proof of theorem 2.4 we need two lemmas.
Lemma 2.7. Let E be a UMD space. Let Φ : [0, T ]×Ω→ L(H,E) be an H-strongly
measurable and adapted process which is stochastically integrable with respect toWH
and assume that its paths belong to L2(0, T ; γ(H,E)) almost surely. Then there
exists a sequence of elementary adapted processes (Φn)n≥1 such that
Φ = lim
n→∞
Φn in L
0(Ω;L2(0, T ; γ(H,E))) ∩ L0(Ω; γ(L2(0, T ;H), E)).
Proof. Let (hn)n≥1 be an orthonormal basis for H and denote by Pn the projection
onto the span of {h1, . . . , hn} in H . Define Ψn : [0, T ]× Ω→ γ(H,E) as
Ψn(t, ω)h : = E(R
δn(Φ(·, ω)Pnh)|Gn)(t)
=
2n∑
k=1
1((k−1)2−nT,k2−nT ](t)
∫ (k−1)2−nT
(k−2)2−nT
Φ(s)Pnh ds,
where Rδn : L2(0, T ;E) → L2(0, T ;E) denotes right translation over δn = 2−n,
Gn is the n-th dyadic σ-algebra. By [23, Proposition 2.1], Φ = limn→∞Ψn in
L0(Ω;L2(0, T ; γ(H,E))) and Φ = limn→∞Ψn in L
0(Ω; γ(L2(0, T ;H), E)).
The processes Ψn are not elementary in general, but of the form
Ψn =
Kn∑
k=1
1(tkn,tk+1,n] ⊗
n∑
i=1
hi ⊗ ξikn,
where each ξikn is an Ftkn -measurable E-valued random variable. Approximating
each ξikn in probability by a sequence of Ftkn -simple random variables we obtain a
sequence of elementary adapted processes (Ψnm)m≥1 such that limm→∞Ψnm = Ψn
in L0(Ω;L2(0, T ; γ(H,E))) and limm→∞Ψnm=Ψn in L
0(Ω; γ(L2(0, T ;H), E)). For
an appropriate subsequence (mn)n≥1, the elementary adapted processes Φnmn have
the required properties. 
The next lemma is proved in a similar way.
Lemma 2.8. Let E be a Banach space, and let ψ ∈ L0(Ω;L1(0, T ;E)) be an adapted
process. Then there exists a sequence of elementary adapted processes (ψn)n≥1 such
that ψ = limn→∞ ψn in L
0(Ω;L1(0, T ;E)).
Proof of Theorem 2.4. The proof is divided into several steps.
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Step 1 – Reduction to the case F = R. Assume the theorem holds in the case
F = R. Applying this to 〈f, x∗〉 for x∗ ∈ E∗ arbitrary we obtain
〈f(t, ζ(t)), x∗〉 − 〈f(0, ζ(0)), x∗〉 =
〈∫ t
0
D1f(s, ζ(s)) ds, x
∗
〉
+
〈∫ t
0
D2f(s, ζ(s))ψ(s) ds, x
∗
〉
+
∫ t
0
(
D2f(s, ζ(s))Φ(s)
)∗
x∗ dWH(s)
+
1
2
〈∫ t
0
Tr
(
D22f(s, ζ(s))(Φ(s),Φ(s))
)
ds, x∗
〉
.
An application of Proposition 2.1 (2) to the pathwise continuous process
f(·, ζ)− 〈f(0, ζ(0))−
∫ ·
0
D1f(s, ζ(s)) ds −
∫ ·
0
D2f(s, ζ(s))ψ(s) ds
−
1
2
∫ ·
0
Tr
(
D22f(s, ζ(s))(Φ(s),Φ(s))
)
ds.
shows that D2f(·, ζ)Φ is stochastically integrable and (2.5) holds. It follows that
it suffices to consider F = R.
Step 2 – Reduction to elementary adapted processes. Assume the theorem holds
for elementary processes. By path continuity it suffices to show that for all t ∈ [0, T ]
almost surely (2.5) holds. Define the sequence (ζn)n≥1 in L
0(Ω;C([0, T ];E)) by
ζn(t) = ξn +
∫ t
0
ψn(s) ds+
∫ t
0
Φn(s) dWH(s),
where (ξn)n≥1 is a sequence of F0-measurable simple functions with ξ = limn→∞ ξn
almost surely and (Φn)n≥1 and (ψn)n≥1 are chosen from Lemma 2.7 and 2.8. By
[23, Theorems 5.5 and 5.9] we have ζ = limn→∞ ζn in L
0(Ω;C([0, T ];E)). We may
choose Ω0 ⊆ Ω of full measure and a subsequence which we again denote by (ζn)n≥1
such that
(2.7) ζ = lim
n→∞
ζn in C([0, T ];E) on Ω0.
Thus, in order to prove (2.5) holds for the triple (ξ, ψ,Φ) it suffices to show that all
terms in (2.5) depend continuously on (ξ, ψ,Φ). This is standard, but we include
the details for convenience.
For the left hand side of (2.5) it follows from (2.7) that
lim
n→∞
f(t, ζn(t))− f(0, ζn(0)) = f(t, ζ(t))− f(0, ζ(0)) almost surely.
For a continuous function p : [0, T ] × E → B, where B is some Banach space,
and ω ∈ Ω0 fixed the set
{p(s, ζn(s, ω)) : s ∈ [0, T ], n ≥ 1} ∪ {p(s, ζ(s, ω)) : s ∈ [0, T ]}
is compact in B, hence bounded. Let K = K(ω) denote the maximum of these
bounds obtained by applying this to the functions f , D2f and D
2
2f . By Lemma
2.8, (2.7) and dominated convergence, on Ω0 we obtain
lim
n→∞
∫ t
0
D1f(s, ζn(s)) ds =
∫ t
0
D1f(s, ζ(s)) ds,
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lim
n→∞
∫ t
0
D2f(s, ζn(s))ψn(s) ds =
∫ t
0
D2f(s, ζ(s))ψ(s) ds.
For the stochastic integral term in (2.5), by [17, Lemma 17.12] it is enough to
show that on Ω0,
(2.8) lim
n→∞
‖D2f(·, ζ)Φ−D2f(·, ζn)Φn‖L2(0,T ;H) = 0.
Here D2f(·, ζ) and D2f(·, ζn) stand for D2f(·, ζ(·)) and D2f(·, ζn(·)), respectively.
But, by Lemma 2.7 we have
lim
n→∞
‖D2f(·, ζn)(Φ− Φn)‖L2(0,T ;H) ≤ K lim
n→∞
‖Φ− Φn‖L2(0,T ;L(H,E))
≤ K lim
n→∞
‖Φ− Φn‖L2(0,T ;γ(H,E)) = 0,
and, by (2.7) and dominated convergence,
lim
n→∞
‖(D2f(·, ζ)−D2f(·, ζn))Φ‖L2(0,T ;H) = 0
on Ω0. Together these estimates give (2.8).
For the last term in (2.5) we have
‖TrΦ(D
2
2f(·, ζ))− TrΦn(D
2
2f(·, ζn))‖L1(0,T )
≤ ‖TrΦ(D
2
2f(·, ζ))− TrΦ(D
2
2f(·, ζn))‖L1(0,T )
+ ‖TrΦ(D
2
2f(·, ζn))− TrΦn(D
2
2f(·, ζn))‖L1(0,T ).
The first term tends to 0 on Ω0 by Lemma 2.3, (2.7) and dominated convergence.
For the second term, by Lemma 2.3, the Cauchy-Schwartz inequality and Lemma
2.7 we have
‖TrΦ(D
2
2f(·, ζn))− TrΦn(D
2
2f(·, ζn))‖L1(0,T )
≤ ‖TrΦ(D
2
2f(·, ζn))− TrΦ,Φn(D
2
2f(·, ζn))‖L1(0,T )
+ ‖TrΦ,Φn((D
2
2f(·, ζn))− TrΦn(D
2
2f(·, ζn))‖L1(0,T )
≤ K‖Φ‖L2(0,T ;γ(H,E))‖Φ− Φn‖L2(0,T ;γ(H,E))
+K‖Φn‖L2(0,T ;γ(H,E))‖Φ− Φn‖L2(0,T ;γ(H,E)),
which tends to 0 on Ω0 as well.
Step 3 – If ξ is simple, ψ and Φ are elementary, they take their values in a
finite dimensional subspace E0 ⊆ E and there exists a finite dimensional subspace
H0 of H such that H = H0 ⊕ Ker(Φ). Since E0 is isomorphic to some R
n and
H0 is isomorphic to some R
m, (2.5) follows from the corresponding real valued Itoˆ
formula. 
Remark 2.9. With more elaborate methods one may show that in Corollary 2.6 the
assumption Φ ∈ L0(Ω;L2(0, T ; γ(H,Ei))) is not needed. The proof of this result
depends heavily on the fact that D2f is constant in that case. For general functions
f of class C1,2 we do not know if the assumption can be omitted.
3. The abstract stochastic equation
After these preparations we start our study of the problem
(3.1)
dU(t) = A(t)U(t)dt +
N∑
n=1
BnU(t)dWn(t), t ∈ [0, T ],
U(0) = u0.
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The processesWn = (Wn(t))t∈[0,T ] are independent standard Brownian motions on
some probability space (Ω,F ,P) and are adapted to some filtration F = (Ft)t∈[0,T ].
The initial random variable u0 : Ω→ E is assumed to be strongly F0-measurable.
Concerning the operators A(t) : D(A(t)) ⊆ E → E and Bn : D(Bn) ⊆ E → E we
assume the following hypotheses.
(H1) The operators A(t) are closed and densely defined;
(H2) The operators Bn generate commuting C0-groups Gn = (Gn(t))t∈R on E;
(H3) For all t ∈ [0, T ] we have D(A(t)) ⊆
⋂N
n=1D(B
2
n).
Defining D(C(t)) := D(A(t)) and C(t) := A(t) − 12
∑N
n=1B
2
n, we further assume
(H4) There exists a λ ∈ R with λ ∈ ̺(A(t)) ∩ ̺(C(t)) for all t ∈ [0, T ], such
that the functions t 7→ B2nR(λ,A(t)) and t 7→ B
2
nR(λ,C(t)) are strongly
continuous on [0, T ].
Hypothesis (H4) is automatically fulfilled in the case A(t) is independent of t. Below
it is showed that it is fulfilled in several time dependent situation as well.
An E-valued process U = {U(t)}t∈[0,T ] is called a strong solution of (3.1) on the
interval (0, T ] if U ∈ C([0, T ];E) almost surely, U(0) = u0, and for all ε > 0 the
following conditions are satisfied:
(1) For almost all ω ∈ Ω, U(t, ω) ∈ D(A(t)) for almost all t ∈ [ε, T ] and the
path t 7→ A(t)U(t, ω) belongs to L1(ε, T ;E);
(2) For n = 1, . . . , N the process BnU is stochastically integrable with respect
to Wn on [ε, T ];
(3) Almost surely,
U(t) = U(ε) +
∫ t
ε
A(s)U(s) ds +
N∑
n=1
∫ t
ε
BnU(s) dWn(s) for all t ∈ [ε, T ].
Note that by path continuity, the exceptional sets may be chosen independently of
ε ∈ (0, T ]. We call U a strong solution on the interval [0, T ] if U satisfies (1), (2)
and (3) with ε = 0.
Assuming Hypotheses (H1)–(H4), in the Hilbert space setting the existence of
strong solutions has been established in [11] (see also [13, Section 6.5]) by reducing
the stochastic problem to a deterministic one and then solving the latter by par-
abolic methods. Here we shall extend this method to the setting of UMD spaces
using the bilinear Itoˆ formula of the previous section.
Define G : RN → L(E) as
G(a) :=
N∏
n=1
Gn(an).
Note that each G(a) is invertible with inverse G−1(a) := (G(a))−1 = G(−a). For
t ∈ [0, T ] and ω ∈ Ω we define the operators CW (t, ω) : D(CW (t, ω)) ⊆ E → E by
D(CW (t, ω)) := {x ∈ E : G(W (t, ω))x ∈ D(C(t))},
CW (t, ω) := G
−1(W (t, ω))C(t)G(W (t, ω)),
where W = (W1, . . . ,WN ). Note that the processes
GW (t, ω) := G(W (t, ω)) and G
−1
W (t, ω) := G(−W (t, ω))
are adapted and pathwise strongly continuous.
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In terms of the random operators CW (t) we introduce the following pathwise
problem:
(3.2)
V ′(t) = CW (t)V (t), t ∈ [0, T ],
V (0) = u0,
Notice that (3.2) is a special case of (3.1) with A(t) replaced by CW (t) and with
Bn = 0. In particular the notion of strong solution on (0, T ] and on [0, T ] apply.
Note that if V is a strong solution of (3.2) on (0, T ], then almost surely we have
GW (t)V (t) ∈ D(C(t)) = D(A(t)) ⊆
⋂N
n=1D(B
2
n) for almost all t ∈ [0, T ].
The next theorem, which extends [11, Theorem 1] and [12, Theorem 1] to UMD
Banach spaces, relates the problems (3.1) and (3.2).
Theorem 3.1. Let E be a UMD Banach space and assume (H1)–(H4) and let
ε ∈ [0, T ] be fixed. For a strongly measurable and adapted process V : [0, T ]×Ω→ E
the following assertions are equivalent:
(1) GWV is a strong solution of (3.1) on (0, T ] (resp. on [0, T ]);
(2) V is a strong solution of (3.2) on (0, T ] (resp. on [0, T ]).
Proof. First we claim that
⋂N
m,n=1D(B
∗
nB
∗
m) is norm-dense in E
∗. Since E is
reflexive it is sufficient to prove that
⋂N
m,n=1D(B
∗
nB
∗
m) is weak
∗-dense in E∗. Fix
an x ∈ E, x 6= 0, and some λ ∈
⋂N
n=1 ̺(Bn), and put y :=
∏N
n=1R(λ,Bn)
2x. Since
by (H2) the resolvents R(λ,Bn) commute we have y ∈ D
(∏N
n=1B
2
n
)
. Since y 6= 0
we can find y∗ ∈ E∗ such that 〈y, y∗〉 6= 0. Then by (H2), the resolvents R(λ,B∗n)
commute and x∗ :=
∏N
n=1R(λ,B
∗
n)
2y∗ ∈
⋂N
m,n=1D(B
∗
nB
∗
m) and it is obvious that
〈x, x∗〉 6= 0. This proves the claim.
We will now turn to the proof of the equivalence of strong solutions on (0, T ].
The equivalence of strong solutions on [0, T ] follows by taking ε = 0 in the proofs
below.
(1) ⇒ (2): Let ε > 0 be arbitrary. Since U := GWV is a strong solution of (3.1)
on (0, T ], almost surely we have GW (t)V (t) ∈ D(C(t)) for almost all t ∈ [ε, T ].
Moreover, for n = 1, . . . , N ,
B2nU(t) = B
2
nR(λ,A(t))(λ −A(t))U
= B2nR(λ,A(t))λU(t) + B
2
nR(λ,A(t))A(t)U(t).
Therefore, (H4) implies that B2nGWV = B
2
nU is in L
1(ε, T ;E) almost surely. We
conclude that t 7→ C(t)GW (t)V (t) belongs to L1(ε, T ;E) almost surely. Hence
t 7→ CW (t)V belongs to L1(ε, T ;E) almost surely.
Let x∗ ∈
⋂N
m,n=1D(B
∗
nB
∗
m) be fixed. The function f : R
N → E∗ defined by
f(a) := G−1∗(a)x∗ is twice continuously differentiable with
∂f
∂an
(a) = −G−1∗(a)B∗nx
∗,
∂2f
∂a2n
(a) = G−1∗(a)B∗2n x
∗.
By the Itoˆ formula Theorem 2.4 (applied to the Banach space E∗ and the Hilbert
spaceH = RN ) it follows that the processes G−1∗W B
∗
nx
∗ are stochastically integrable
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with respect to Wn on [ε, T ] and that almost surely, for all t ∈ [ε, T ],
G−1∗W (t)x
∗ −G−1∗W (ε)x
∗
= −
N∑
n=1
∫ t
ε
G−1∗W (s)B
∗
nx
∗ dWn(s) +
1
2
N∑
n=1
∫ t
ε
G−1∗W (s)B
2∗
n x
∗ ds.
By (2.6) applied to U and G−1∗W x
∗ we obtain that almost surely, for all t ∈ [ε, T ],
〈V (t), x∗〉 − 〈V (ε), x∗〉 = 〈U(t), G−1∗W (t)x
∗〉 − 〈U(ε), G−1∗W (ε)x
∗〉
=
∫ t
ε
1
2
N∑
n=1
〈U(s), G−1∗W (s)B
∗2
n x
∗〉+ 〈A(s)U(s), G−1∗W (s)x
∗〉 ds
+
N∑
n=1
∫ t
ε
−〈U(s), G−1∗W (s)B
∗
nx
∗〉+ 〈BnU(s), G
−1∗
W (s)x
∗〉 dWn(s)
−
N∑
n=1
∫ t
ε
〈BnU(s), G
−1∗
W (s)B
∗
nx
∗〉 ds
=
∫ t
ε
〈G−1W (s)C(s)U(s), x
∗〉 ds
=
∫ t
ε
〈CW (s)V (s), x
∗〉 ds.
Since CWV has paths in L
1(ε, T ;E) almost surely, it follows that, almost surely,
for all t ∈ [ε, T ],
〈V (t), x∗〉 − 〈V (ε), x∗〉 =
〈∫ t
ε
CW (s)V (s) ds, x
∗
〉
By approximation this identity extends to arbitrary x∗ ∈ E∗. By strong measura-
bility, this shows that almost surely, for all t ∈ [ε, T ],
V (t)− V (ε) =
∫ t
ε
CW (s)V (s) ds.
(2) ⇒ (1): Put U := GWV . Let ε > 0 be arbitrary. Since V is a strong solution
of (3.2) on (0, T ], as before (H4) implies that almost surely we have U(t) ∈ D(A(t))
for all t ∈ [0, T ] and t 7→ A(t)U(t) belongs to L1(ε, T ;E).
Let x∗ ∈
⋂N
m,n=1D(B
∗
nB
∗
m) be fixed. Applying the Itoˆ formula in the same way
as before, the processes G∗WB
∗
nx
∗ are stochastically integrable with respect to Wn
on [ε, T ] and almost surely we have, for all t ∈ [ε, T ],
G∗W (t)x
∗ −G∗W (ε)x
∗ =
N∑
n=1
∫ t
ε
G∗W (s)B
∗
nx
∗ dWn(s) +
1
2
N∑
n=1
∫ t
ε
G∗W (s)B
∗2
n x
∗ ds.
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By assumption we have CWV ∈ L1(ε, T ;E) almost surely. Hence we may apply
(2.6) with V and G∗Wx
∗. It follows that almost surely, for all t ∈ [ε, T ],
〈U(t), x∗〉 − 〈U(ε), x∗〉
= 〈V (t), G∗W (t)x
∗〉 − 〈V (ε), G∗W (t)x
∗〉
=
∫ t
ε
1
2
N∑
n=1
〈V (s), G∗W (s)B
∗2
n x
∗〉+ 〈G−1W (s)C(s)GW (s)V (s), G
∗
W (s)x
∗〉 ds
+
N∑
n=1
∫ t
ε
〈V (s), G∗W (s)B
∗
nx
∗〉 dWn(s)
=
∫ t
ε
〈A(s)GW (s)V (s), x
∗〉 ds+
N∑
n=1
∫ t
ε
〈BnGW (s)V (s), x
∗〉 dWn(s)
=
∫ t
ε
〈A(s)U(s), x∗〉 ds+
N∑
n=1
∫ t
ε
〈BnU(s), x
∗〉 dWn(s).
Since G−1W CU = CWV ∈ L
1(ε, T ;E) almost surely, we have CU ∈ L1(ε, T ;E)
almost surely, and therefore by (H4) we also have AU ∈ L1(ε, T ;E) almost surely.
Also, V has continuous paths almost surely, and therefore the same is true for
U = GWV . Thanks to the claim we are now in a position to apply Lemma 2.2 on
the interval [ε, T ] (for the Hilbert space H = RN and the process ζ = U − U(ε)−∫ ·
ε
A(s)U(s) ds). We obtain that the processes BnU are stochastically integrable
with respect to Wn on [ε, T ] and that almost surely we have, for all t ∈ [ε, T ],
U(t)− U(ε) =
∫ t
ε
A(s)U(s) ds+
N∑
n=1
∫ t
ε
BnU(s) dWn(s).

4. The deterministic problem: Acquistapace-Terreni conditions
Consider the non-autonomous Cauchy problem:
(4.1)
du
dt
(t) = C(t)u(t) t ∈ [0, T ],
u(0) = x,
where C(t) : D(C(t)) ⊆ E → E are linear operators. We study this equation
assuming the Acquistapace-Terreni conditions [3]:
(AT1) For all t ∈ [0, T ], C(t) : D(C(t)) ⊆ E → E is a closed linear operator and
there exists θ ∈
(
pi
2 , π
)
such that for all t ∈ [0, T ] we have
̺(C(t)) ⊇ Sθ,
where Sθ = {z ∈ C \ {0} : | arg z| < θ}. Moreover there exists a constant
K ≥ 0 such that for all t ∈ [0, T ] we have
‖R(λ, C(t))‖ ≤
K
1 + |λ|
, λ ∈ Sθ.
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(AT2) There exist k ≥ 1 and constants L ≥ 0, α1, . . . , αk, and β1, . . . , βk ∈ R with
0 ≤ βi < αi ≤ 2 such that for all t, s ∈ [0, T ] we have
‖C(t)R(λ, C(t))[C−1(t)− C−1(s)]‖ ≤ L
k∑
i=1
|t− s|αi |λ|βi−1, λ ∈ Sθ.
We may assume δ := min{αi − βi} ∈ (0, 1).
We say that u is a classical solution of (4.1) if
(1) u ∈ C([0, T ];E) ∩ C1((0, T ], E);
(2) u(t) ∈ D(C(t)) for all t ∈ (0, T ];
(3) u(0) = x and u′(t) = C(t)u(t) for all t ∈ (0, T ].
Assuming that x ∈ D(C(0)) we say that u is a strict solution of (4.1) if
(1) u ∈ C1([0, T ];E);
(2) u(t) ∈ D(C(t)) for all t ∈ [0, T ];
(3) u(0) = x and u′(t) = C(t)u(t) for all t ∈ [0, T ].
As a special case of [3, Theorems 6.1, 6.3 and 6.5] and [1, Theorem 5.2] we have
the following result. For a closed densely defined operator (A ,D(A )) on E we use
the usual notation DA (θ, p) = (E,D(A ))θ,p for the real interpolation spaces.
Theorem 4.1. If the operators C(t)− µ satisfy (AT1) and (AT2) for some µ ∈ R,
then the following assertions hold:
(1) If x ∈ D(C(0)), then there exists a unique classical solution u of (4.1).
(2) If x ∈ DC(0)(1 − σ,∞) with σ ∈ (0, 1), then there exists a unique classical
solution u of (4.1). Moreover Cu ∈ Lp(0, T ;E) for all 1 ≤ p < σ−1.
(3) If x ∈ D(C(0)), then there exists a unique strict solution u of (4.1).
Assuming Hypothesis (H2), we study the problem
(4.2)
du
dt
(t) = Ch(t)u(t) t ∈ [0, T ],
u(0) = x,
Here Ch(t) = G−1(h(t))C(t)G(h(t)), withD(Ch(t)) = {x ∈ E : G(h(t))x ∈ D(C(t))},
G is as in Section 3, and h : [0, T ] → RN is a measurable function. Notice that
(3.2) may be seen as the special case of (4.2), where C = C and h =W .
The following condition is introduced in [13, Theorem 6.30] (see also [11, Propo-
sition 1]) in the time independent case. Let (C(t))t∈[0,T ] be densely defined and
such that 0 ∈ ̺(C(t)) for all t ∈ [0, T ]. Assuming Hypothesis (H2) we consider the
following Hypothesis (K) (which may be weakened somewhat, cf. [2, Remark 1.2]).
(K) We have 0 ∈ ̺(C(t)) for all t ∈ [0, T ] and there exist uniformly bounded
functions Kn : [0, T ] → L(E) such that for all t ∈ [0, T ], all n = 1, . . . , N ,
and all x ∈ D(Bn) we have BnC−1(t)x ∈ D(C(t)) and
C(t)BnC
−1(t)x = Bnx+Kn(t)x.
The latter may be rewritten as the commutator condition:
[C(t), Bn]C
−1(t)x = Kn(t)x.
In many cases it is enough to consider only x ∈ D(C(t)) instead of x ∈ D(Bn) (cf.
[2, Proposition A.1]).
16 Z. BRZEZ´NIAK, J.M.A.M. VAN NEERVEN, M.C. VERAAR, AND L. WEIS
Assume that (AT1) and (AT2) hold for the operators C(t). If (K) holds for the
operators C(t), then the uniform boundedness of t 7→ R(λ, C(t)) can be used to
check that for all λ > 0, (K) holds for the operators C(t)− λ for all λ > 0.
The following lemma lists some consequences of Hypothesis (K).
Lemma 4.2. Let (C(t))t∈[0,T ] be closed densely defined operators such that 0 ∈
̺(A(t)) for all t ∈ [0, T ]. Assume Hypotheses (H2) and (K).
(1) For all n = 1, . . . , N , s ∈ R and t ∈ [0, T ], Gn(s) leaves D(C(t)) invariant
and
C(t)Gn(s)C
−1(t) = es(Bn+Kn(t)).
(2) For all R ≥ 0 there is a constant MR ≥ 0 such that for all n = 1, . . . , N ,
|s| ≤ R and t ∈ [0, T ] we have
‖C(t)Gn(s)C
−1(t)−Gn(s)‖ ≤MR|s|.
Proof. The first assertion follows from the proof of [11, Proposition 1] and the
second from a standard perturbation result, cf. [16, Corollary III.1.11]. 
We can now formulate a result that related the problems (4.1) and (4.2).
Proposition 4.3. Let (C(t))t∈[0,T ] be closed densely defined operators such that
0 ∈ ̺(C(t)) for all t ∈ [0, T ]. Assume Hypotheses (H2) and (K). Let h : [0, T ]→ RN
be Ho¨lder continuous with parameter α ∈ (0, 1] and define the similar operators
(Ch(t))t∈[0,T ] as
Ch(t) = G
−1(h(t))C(t)G(h(t)) with D(Ch(t)) = {x ∈ E : G(h(t))x ∈ D(C(t))}.
If the operators C(t) satisfy (AT1) and (AT2) with [(α1, β1), . . . , (αk, βk)], then the
operators Ch(t) satisfy (AT1) and (AT2) with [(α1, β1), . . . , (αk, βk), (α, 0)].
Proof. We denote Gh(t) = G(h(t)). For all t ∈ [0, T ] and λ ∈ ̺(C(t)) we clearly
have λ ∈ ̺(Ch(t)) and R(λ, Ch(t)) = G
−1
h (t)R(λ, C(t))Gh(t). It follows from the
assumptions on h that for all t ∈ [0, T ],
‖R(λ, Ch(t))‖ ≤M
2‖R(λ, C(t))‖,
where M = supt∈[0,T ] ‖G(h(t))‖ ∨ ‖G(−h(t))‖. Hence each Ch(t) is a sectorial
operator with the same sector as C(t). Thus the operators Ch(t) satisfy (AT1).
Next we check (AT2). For all t, s ∈ [0, T ] we have
‖Ch(t)R(λ, Ch(t))[C
−1
h (t)− C
−1
h (s)]‖
= ‖G−1h (t)C(t)R(λ, C(t))[C
−1(t)Gh(t)−Gh(t)G
−1
h (s)C
−1(s)Gh(s)]‖
≤M‖C(t)R(λ, C(t))[C−1(t)Gh(t)− C
−1(s)Gh(t)]‖
+M‖C(t)R(λ, C(t))[C−1(s)Gh(t)−Gh(t)G
−1
h (s)C
−1(s)Gh(s)]‖.
We estimate the two terms on the right-hand side separately. Since (C(t))t∈[0,T ]
satisfies (AT2), it follows for the first term that
(4.3)
‖C(t)R(λ, C(t))[C−1(t)Gh(t)− C
−1(s)Gh(t)]‖
≤M‖C(t)R(λ, C(t))[C−1(t)− C−1(s)]‖
≤ML
k∑
i=1
|t− s|αi |λ|βi−1.
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For the second term we have
(4.4)
‖C(t)R(λ, C(t))[C−1(s)Gh(t)−Gh(t)G
−1
h (s)C
−1(s)Gh(s)]‖
≤M‖C(t)R(λ, C(t))C−1(s)[Gh(t)G
−1
h (s)− C(s)Gh(t)G
−1
h (s)C
−1(s)]‖
=M‖C(t)R(λ, C(t))C−1(s)[G(h(t) − h(s))− C(s)Gh(t)G
−1
h (s)C
−1(s)]‖.
By an induction argument and Lemma 4.2 as in the proof of [13, Theorem 6.30],
the Ho¨lder continuity of h implies that for all t, s ∈ [0, T ],
(4.5) ‖G(h(t)− h(s))− C(s)Gh(t)G
−1
h (s)C
−1(s)‖ ≤MαN |t− s|
α.
On the other hand it follows from (AT1) and (AT2) that
(4.6)
‖C(t)R(λ, C(t))C−1(s)‖
≤ ‖C(t)R(λ, C(t))[C−1(s)− C−1(t)]‖ + ‖C(t)R(λ, C(t))C−1(t)‖
≤ L
k∑
i=1
|t− s|αi |λ|βi−1 +K|λ|−1.
Combining (4.4), (4.5) and (4.6) gives
(4.7)
‖C(t)R(λ, C(t))[C−1(s)Gh(t)−Gh(t)G
−1
h (s)C
−1(s)Gh(s)‖
≤MLMαN
k∑
i=1
|t− s|αi+α|λ|βi−1 +MKMαN |t− s|
α|λ|−1
We conclude from (4.3), (4.7), and the trivial estimate |t − s|αi+α ≤ CT |t − s|αi
that
∥∥Ch(t)R(λ, Ch(t))[C−1h (s)− C−1h (t)]
∥∥ ≤ L˜
k+1∑
i=1
|t− s|αi |λ|βi−1
for a certain constant L˜ and αk+1 = α, βk+1 = 0. 
The main abstract result of this paper reads as follows.
Theorem 4.4. Let E be a UMD Banach space and assume that Hypotheses (H1),
(H2), (H3), and (H4) are fulfilled and that (AT1), (AT2), and (K) are satisfied for
C(t)− µ for some µ ∈ R.
(1) The problem (3.1) admits a unique strong solution U on (0, T ] for which
AU ∈ C((0, T ];E) almost surely.
(2) If u0 ∈ DA(0)(1 − σ,∞) almost surely, then the problem (3.1) admits a
unique strong solution U on [0, T ] for which AU ∈ C((0, T ];E) almost
surely. Moreover AU ∈ Lp(0, T ;E) for all 1 ≤ p < σ−1.
(3) If u0 ∈ D(A(0)) almost surely, the problem (3.1) admits a unique strong
solution U on [0, T ] for which AU ∈ C([0, T ];E) almost surely.
Proof. If Uµ is a solution of (3.1) with A(t) replaced by A(t)− µ, then it is easy to
see that t 7→ eµtUµ(t) is a solution of (3.1). It follows from this that without loss
of generality we may assume that µ = 0 in the assumptions above.
(1): By the standing assumption made in Section 3, the initial value u0 is an
F0-measurable random variable. By Proposition 4.3 and the Ho¨lder continuity
of Brownian motion, the operators CW (t) satisfy (AT1) and (AT2). Hence by
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Theorem 4.1, almost surely the problem (3.2) admits a unique classical solution V .
To see that V is adapted we argue as follows.
Let (PW (t, s))0≤s≤t≤T be the evolution system generated by (CW (t))0≤t≤T ,
which exists by virtue of (AT1), (AT2), and the results of [1, 3]. Then V (t) =
PW (t, 0)u0. Thus we need to check that for each t ∈ [0, T ] the random variable
PW (t, 0)u0 is strongly Ft-measurable. Since u0 : Ω→ E is strongly F0-measurable
we can approximate u0 almost surely with F0-measurable simple functions. In
this way the problem reduces to showing that PW (t, 0)x is Ft-measurable for
all x ∈ E. One easily checks that the Yosida approximations (C
(n)
W (s))s∈[0,t] of
(CW (s))s∈[0,t] are strongly Ft-measurable in the strong operator topology. More-
over, in view of (AT1) and (AT2), C
(n)
W is almost surely (Ho¨lder) continuous in
the uniform operator topology. Therefore by the construction of the evolution
family P
(n)
W (u, s)0≤s≤u≤t (for instance via the Banach fixed point theorem (cf.
[27])) we obtain that P
(n)
W (t, 0)x is strongly Ft-measurable. By [7, Proposition
4.4], PW (t, 0)x = limn→∞ P
(n)
W (t, 0)x. This implies that PW (t, 0)x is strongly Ft-
measurable.
Since V has continuous paths almost surely, it follows that V is strongly measur-
able. Since continuous functions are integrable, the solution V is a strong solution
on (0, T ]. Hence by Theorem 3.1, U = GWV is a strong solution of (3.1) on (0, T ].
The pathwise regularity properties of V carry over to U , thanks to (H4). The
pathwise uniqueness of V implies the uniqueness of U again via Theorem 3.1 and
(H4).
(2): If u0 ∈ DA(0)(1−σ,∞) almost surely, then it follows from AV ∈ L
p(0, T ;E)
that V is a strong solution of (3.2) on [0, T ]. Therefore, Theorem 3.1 implies that
U is a strong solution of (3.1) on [0, T ]. The pathwise regularity properties of V
carry over to U as before.
(3): If u0 ∈ D(A(0)) almost surely, then V is a strong solution of (3.2) on [0, T ],
and from Theorem 3.1 we see that U is a strong solution of (3.1) on [0, T ]. The
pathwise regularity properties of V carry over to U as before. 
Remark 4.5. If (A(t) − µ0)t∈[0,T ] satisfies (AT1) and (AT2) for a certain µ0 ∈ R,
then under certain conditions the perturbation result in [14, Lemma 4.1] may be
used to obtain that (C(t) − µ)t∈[0,T ] satisfies (AT1) and (AT2) as well for µ large
enough. In particular, this is the case if the (Bn)
N
n=1 are assumed to be bounded.
Remark 4.6. Assume E is reflexive (e.g. E is a UMD space). If the Bn are bounded
and commuting and the closed operators A(t) − µ0 and C(t) − µ0 satisfy (AT1),
(AT2) for all µ0 ∈ R large enough, then (H1) - (H4) are fulfilled. It is trivial that
(H2) and (H3) are satisfied. For (H1) one may use Kato’s result (cf. [34, Section
VIII.4]) to check the denseness of the domains. For (H4) notice that for λ > µ0
(AT1) and (AT2) imply that t 7→ R(λ,A(t)) and t 7→ R(λ,C(t)) are continuous (cf.
[31, Lemma 6.7]). Since Bn are assumed to be bounded this clearly implies (H4).
Remark 4.7. Assume the operators B1, B2, . . . , BN are bounded and commuting.
Then each etBn is continuously differentiable, so G(W ) is Ho¨lder continuous with
exponent µ ∈ (0, 12 ). As a consequence, time regularity of the solution V of (3.2)
translates in time regularity of the solution U = G(W )V of (3.1). We will illustrate
this in two ways below.
REGULARITY FOR THE ZAKAI EQUATION 19
As in [29, p. 5] it can be seen that if almost surely u0 ∈ D((w − A(0)α) for
some α ∈ (0, 1], then almost surely V is Ho¨lder continuous with parameter α. We
conclude that under the condition that almost surely, u0 ∈ D((w−A(0))α for some
α ∈ (0, 12 ), U is Ho¨lder continuous with parameter α.
Assume u0 ∈ D(A(0)) and A(0)u0 ∈ DA(α,∞) almost surely for some α ∈
(0, δ]. Then we deduce from [3, Section 6] that almost surely, CWV has paths in
Cα([0, T ];E). If α < 12 , then we readily obtain, almost surely, AU has paths in
Cα([0, T ];E).
We conclude this section with an example. An non-stochastic version of the
example has been studied in [1, 29, 33].
Example 4.8. We consider the problem
(4.8)
Dtu(t, x) = A(t, x,D)U(t, x) +
N∑
n=1
Bn(x)U(t, x)DtWn(t), t ∈ [0, T ], x ∈ S
V (t, x,D)U = 0, t ∈ [0, T ], x ∈ ∂S,
U(0, x) = u0(x), x ∈ S
Here
A(t, x,D) =
d∑
i,j=1
aij(t, x)DiDj +
d∑
i=1
qi(t, x)Di + r(t, x), Bn(x) = bn(x),
and
V (t, x) =
d∑
i=1
vi(t, x,D)Di + v0(t, x).
The set S ⊆ Rd is a bounded domain with boundary of class C2 being locally on
one side of S and outer unit normal vector n(x). We assume that ∂S consists of
two closed (possibly empty) disjoint subsets Γ0 and Γ1. Moreover the coefficients
are real and aij , qi, r ∈ C
α([0, T ], C(S)), where α ∈ (12 , 1) if Γ1 6= ∅ and α ∈ (0, 1)
if Γ1 = ∅ and the matrix (aij(·, x))i,j is symmetric and strictly positive definite
uniformly in time, i.e. there exists an ν > 0 such that for all t ∈ [0, T ] we have
d∑
i,j=1
aij(t, x)λiλj ≥ ν
d∑
i=1
λ2i , x ∈ S, λ ∈ R
d.
The boundary coefficients are assumed to be real and vi, v0 ∈ Cα([0, T ], C1(∂S)),
v0 = 1 and vi = 0 on Γ0 and there is a constant δ > 0 such that for all x ∈ Γ1 and
t ∈ [0, T ] we have
∑d
i=1 vi(t, x)ni(x) ≥ δ. Finally we assume that bn ∈ C
2(S) and
(4.9)
d∑
i=1
vi(t, x)Dibn(x) = 0, t ∈ [0, T ], x ∈ ∂S.
Under these assumptions, for all p ∈ (1,∞) and u0 ∈ L0(Ω;F0;Lp(S)) there exists
a unique strong solution U of (4.8) on (0, T ] for which AU ∈ C((0, T ];Lp(S)) almost
surely.
If u0 ∈ B
2(1−σ)
p,∞,{V }(S) almost surely for some σ ∈ (0, 1) (see [32, Section 4.3.3] for
the definition of this space) then there exists a unique strong solution U of (4.8)
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on [0, T ] for which almost surely AU ∈ C((0, T ];Lp(S)) and AU ∈ Lq(0, T ;Lp(S))
for all 1 ≤ q < σ−1.
Furthermore, if almost surely we have u0 ∈W 2,p(S) and V (0, x)u0 = 0 x ∈ ∂S,
then there exists a unique strong solution U of (4.8) on [0, T ] for which AU ∈
C([0, T ];Lp(S)) almost surely.
Finally, we notice that Remark 4.7 can be used to obtain time regularity of U
and AU under conditions on u0.
Proof. We check the conditions in Theorem 4.4, with D(A(t)) = {f ∈ W 2,p(S) :
V (t, ·)f = 0 on ∂S}. If σ 6= 12 (1−
1
p
) (which can be assumed without loss of gener-
ality by replacing σ by a slighly larger value) DA(0)(1 − σ,∞) = B
2(1−σ)
p,∞,{V }(S), cf.
[32, Theorem 4.3.3].
It is shown in [29] that for λ0 ∈ R large enough, (AT1) and (AT2) hold for
A(t) − λ0 and C(t) − λ0, with coefficients α and β =
1
2 in case Γ1 6= ∅ and β = 0
in case Γ1 = ∅. Since the operators Bn are bounded, Remark 4.6 applies and we
conclude that (H1)–(H4) hold.
Let λ > λ0 be fixed. The only thing that is left to be checked is condition (K)
for the operators C(t)−λ. It follows from (4.9) that for all x ∈ E, BnR(λ,C(t))x ∈
D(C(t)). For n = 1, 2, . . . , N and t ∈ [0, T ] define
Kn(t) = (C(t) − λ)Bn(C(t)− λ)
−1 −Bn.
One can check that Kn(t) = [C(t), Bn]R(λ,C(t)), where [C(t), Bn] is the commu-
tator of C(t) and Bn. Since [C(t), Bn] is a first order operator, each Kn(t) is a
bounded operator. To prove their uniform boundedness in t, we note that from the
assumptions on the coefficients it follows that there are constants C1, C2 > 0 such
that for all t ∈ [0, T ] and j = 1, . . . , d,
‖R(λ,C(t))‖ ≤ C1 and ‖DjR(λ,C(t))‖ ≤ C2.
Indeed, the first estimate is obviously true, and the second one follows from the
Agmon-Douglis-Nirenberg estimates (see [4]). 
5. The deterministic problem: Tanabe conditions
In the theory for operators C(t) with time-independent domains D(C(t)) =:
D(C(0)) (cf. [30, Section 5.2], see also [5, 22, 27]), condition (AT2) is often re-
placed by the following stronger condition, usually called the Tanabe condition,
(T2) There are constants L ≥ 0 and µ ∈ (0, 1] such that for all t, s ∈ [0, T ] we
have
‖C(t)C−1(0)− C(s)C−1(0)‖ ≤ L|t− s|µ.
It is shown in [30] that condition (T2) implies that there is a constant L˜ ≥ 0, such
that for all t, s, r ∈ [0, T ] we have
(5.1) ‖C(t)C−1(r) − C(s)C−1(r)‖ ≤ L˜|t− s|µ.
In particular the family {C(s)C−1(t) : s, t ∈ [0, T ]} is uniformly bounded.
It is clear that under (H1) and (H3), the operators A(t) satisfy (T2) if and only
if the operators C(t) satisfy (T2).
Lemma 5.1. Assume (H1), (H3) and that D(A(t)) = D(A(0)). If (A(t))t∈[0,T ] and
(C(t))t∈[0,T ] satisfy (AT1) and (T2), then (H4) holds.
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Proof. Since D(A(0)) ⊆ D(B2n) and 0 ∈ ̺(A(0)), there is a constant Cn such that
‖B2nx‖ ≤ Cn‖A(0)x‖ for all x ∈ D(A(0)). It follows from the uniform boundedness
of {A(0)A−1(t) : t ∈ [0, T ]} and (5.1) that for all t, s ∈ [0, T ] we have
‖B2nA
−1(t)−B2nA
−1(s)‖ ≤ Cn‖A(0)A
−1(t)−A(0)A−1(s)‖
≤ CnC‖(A(t)A
−1(t)−A(t)A−1(s))‖
≤ CnC‖(A(s)A
−1(s)−A(t)A−1(s))‖ ≤ CnCL˜|t− s|
µ.
This shows that t 7→ B2nA
−1(t) is Ho¨lder continuous. In the same way one can
show that t 7→ B2nC
−1(t) is Ho¨lder continuous. We conclude that (H4) holds. 
It is easy to see that the statement in Proposition 4.3 holds as well with (AT2)
replaced by (T2) (in the assumption and the assertion). Thus in the case where
the domains D(A(t)) are constant, the more difficult Acquistapace-Terreni theory
is not needed.
If the operators B1, . . . , BN are bounded we have the following consequence of
Theorem 4.4. Note that the assumptions are made on the operators A(t) rather
than on C(t).
Proposition 5.2. Let E be a UMD space and D(A(t)) = D(A(0)). Assume that
the operators A(t) − λ satisfy (AT1) and (T2) for all λ ∈ R large enough, and let
B1, . . . , BN ∈ L(E) be bounded commuting operators which leave D(A(0)) invariant.
Consider the problem
(5.2)
dU(t) = A(t)U(t) dt +
N∑
n=1
BnU(t)dWn(t), t ∈ [0, T ],
U(0) = u0.
(1) If u0 ∈ E almost surely, the problem (5.2) admits a unique strong solution
U ∈ C([0, T ];E) on (0, T ] for which AU ∈ C((0, T ];E).
(2) If u0 ∈ DA(0)(1 − σ,∞) almost surely, then the problem (3.1) admits a
unique strong solution U ∈ C([0, T ];E) on [0, T ] with AU ∈ C((0, T ];E).
Moreover AU ∈ Lp(0, T ;E) for all 1 ≤ p < σ−1.
(3) If u0 ∈ D(A) almost surely, the problem (3.1) admits a unique strong solu-
tion U ∈ C([0, T ];E) on [0, T ] for which AU ∈ C([0, T ];E).
Proof. We check the conditions of Theorem 4.4. It follows from Remark 4.6 that
(H1), (H2) and (H3) are satisfied. Lemma 5.1 implies that (H4) is satisfied.
By the bounded perturbation theorem, for λ ∈ R large enough the operators
C(t)−λ = A(t)− 12
∑N
n=1B
2
n−λ satisfy (AT1). Hence for λ large enough, condition
(T2) for the operators C(t)− λ follows from (T2) for the operators A(t)− λ.
Finally to check (K), by the assumption on the operators Bn we have D(A(0)) =
D(C(0)), and by the closed graph theorem we have ‖Bnx‖D(C(0)) ≤ cn‖x‖D(C(0))
for some constant cn. This implies that ‖C(0)Bnx‖ ≤ cn‖C(0)x‖. We check that
the operators Kn(t) = C(t)BnC
−1(t)−Bn are uniformly bounded. By the remark
following (5.1), the family {C(0)C−1(t) : t ∈ [0, T ]} is uniformly bounded, say by
some constant k, and therefore
‖C(t)BnC
−1(t)‖ ≤ ‖C(t)C−1(0)C(0)BnC
−1(0)C(0)C−1(t)‖
≤ k2‖C(0)BnC
−1(0)‖ ≤ cn.

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Next we return to the problem (1.1) discussed at the beginning of the paper.
Example 5.3. We consider the problem
(5.3)
Dtu(t, x) = A(t, x,D)U(t, x) +B(x,D)DtW (t), t ∈ [0, T ], x ∈ R
d
U(0, x) = u0(x), x ∈ R
d
Here
A(t, x,D) =
d∑
i,j=1
aij(t, x)DiDj +
d∑
i=1
qi(t, x)Di + r(t, x),
B(x,D) =
d∑
i=1
bi(x)Di + c(x).
All coefficients are real-valued and we take aij , qi, r uniformly bounded in time with
values in C1b (R
d)). The coefficients aij , qi and r are µ-Ho¨lder continuous in time
for some µ ∈ (0, 1], uniformly in Rd. Furthermore we assume that the matrices
(aij(t, x))i,j are symmetric, and there exists a constant ν > 0 such that for all
t ∈ [0, T ]
d∑
i,j=1
(
aij(t, x) −
1
2
bi(x)bj(x)
)
λiλj ≥ ν
d∑
i=1
λ2i , x ∈ R
d, λ ∈ Rd.
Finally, we assume that bi, c ∈ C2b (R
d). Under these assumptions it follows from
Theorem 4.4 that for all p ∈ (1,∞) and u0 ∈ L0(Ω,F0;Lp(Rd)), there exists
a unique strong solution U of (5.3) on (0, T ] with paths in C([0, T ];Lp(Rd)) ∩
C((0, T ];W 2,p(Rd)). If moreover u0 ∈ B
2(1−σ)
p,∞ (Rd) almost surely, then there exists
a unique strong solution U of (4.8) on [0, T ] for which U ∈ C((0, T ];W 2,p(Rd))
almost surely and AU ∈ Lq(0, T ;Lp(Rd)) for all 1 ≤ q < σ−1. If u0 ∈ W 2,p(Rd)
almost surely, then there exists a unique strong solution U of (5.3) on [0, T ] with
paths in Cα([0, T ];Lp(Rd)) ∩ C([0, T ];W 2,p(Rd)) for all α ∈ (0, 12 ).
In [8], for A(t) ≡ A a strong solution on [0, T ] with paths in L2(0, T ;W 2,p(Rd))
almost surely is obtained for initial data satisfying u0 ∈ B1p,2(R
d) almost surely. In
[19] it is assumed that u0 ∈ H
2− 2
p
p (Rd) and a solution is obtained with paths in
Lp(0, T ;W 2,p(Rd)) almost surely.
Proof. Let E = Lp(Rd), where p ∈ (1,∞). Let D(A(t)) = W 2,p(Rd) and A(t)f) =
A(t, ·, D)f for all t ∈ [0, T ]. Let D(B0) = W 1,p(Rd) and B0f = B(·, D)f , and let
(B,D(B)) be the closure of (B0, D(B0)). Note that by real interpolation we have
B
2(1−σ)
p,∞ (Rd) = DA(1− σ,∞), see [32].
We check the conditions of Theorem 4.4. We begin with the Hypotheses (H1)-
(H3). That (H1) holds is clear, and (H2) follows as in [6, Example C.III.4.12].
Finally (H3) follows from D(A(t)) ⊆ D(B2).
The operators A(t)− λ and C(t)− λ satisfy condition (AT1) for all λ ∈ R large
enough (cf. [22, Section 3.1]). Furthermore it can be checked that A(t) − λ and
C(t)− λ satisfy (T2). Now Condition (H4) follows from (5.1).
To check (K) for the operatorsC(t)−λ, putK(t) = [C(t), B]R(λ,C(t)). Since the
third order derivatives in the commutator [C(t), B] cancel and aij(t), qi(t), r(t) ∈
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C1b (R
d) and bi, c ∈ C2b (R
d), the operators K(t) are bounded for each t ∈ [0, T ].
Moreover,
K(t) = [C(t), B]R(λ,C(t)) = [C(t)−λ,B]R(λ,C(t)) = (C(t)−λ)B(C(t)−λ)−1+B
onW 1,p(Rd), and this identity extends to D(B) (see [2, Proposition A.1]). To check
that K is uniformly bounded, note that by the uniform boundedness of the family
(λ−C(0))R(λ,C(t)) it suffices to check that there is a constant C such that for all
t ∈ [0, T ] and f ∈ W 2,p(Rd),
‖[C(t), B]f‖ ≤ C‖f‖W 2,p(Rd).
But this follows from the assumptions aij , qi, r ∈ L∞([0, T ];C1b (R
d)) and bi, c ∈
C2b (R
d).
Finally, we show that if u0 ∈ W 2,p(Rd) almost surely, then U has paths in
Cα([0, T ];Lp(Rd)) for all α ∈ (0, 12 ). One can check that for all x ∈ D(A(0)),
G(t)x is continuously differentiable and there are constants C1, C2 such that for all
x ∈ D(A(0)) and s, t ∈ [0, T ],
‖G(t)x−G(s)x‖ ≤ C1|t− s|‖x‖D(A(0)) ≤ C2|t− s|‖x‖D(CW (0)).
On the other hand it follows from Theorem 4.1 that (3.2) has a unique strict solution
V . It follows that there exist maps M,Mα : Ω→ R such that all for s, t ∈ [0, T ]
‖U(t)− U(s)‖ ≤ ‖GW (t)V (t)−GW (s)V (s)‖
≤ ‖GW (t)V (t)−GW (t)V (s)‖+ ‖GW (t)V (s)−GW (s)V (s)‖
≤M‖V (t)− V (s)‖ +Mα|t− s|
α‖V (s)‖D(CW (0)).
The first term can be estimated because V is continuously differentiable. We already
observed that (CW (s)− µ)s∈[0,T ] satisfies (T2) for µ large. In particular (CW (0)−
µ)(CW (s) − µ)
−1 is uniformly bounded in s ∈ [0, T ]. Since s 7→ CW (s)V (s) and
V are uniformly bounded, we conclude that ‖V (s)‖D(CW (0)) is uniformly bounded.
The result follows from this. 
6. Wong-Zakai approximations
As has been shown in [10] for a related class of problems in a Hilbert space setting,
the techniques of this paper can be used to prove Wong-Zakai type approximation
results for the problem (1.2),
dU(t) = A(t)U(t)dt+BU(t) dW (t), t ∈ [0, T ],
U(0) = u0.
and possible generalizations for time-dependent operators B(t). We shall briefly
sketch the main idea and defer the details to a forthcoming publication.
Let W (n) be adapted processes with C1 trajectories such that almost surely,
limn→∞Wn =W uniformly on [0, T ] and consider the problem
(6.1)
dUn(t) = (A(t)−
1
2
B2)Un(t)dt +BUn(t) dWn(t), t ∈ [0, T ],
U(0) = u0.
This equation may be solved path by path as follows. Under the assumptions made
in Section 3 and using the notations introduced there, define
CWn(t, ω) := G
−1(Wn(t, ω))C(t)G(Wn(t, ω))
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and consider the pathwise deterministic problem
(6.2)
V ′n(t) = CWn(t)Vn(t), t ∈ [0, T ],
Vn(0) = u0.
Arguing as in the proof of Theorem 3.1, Un := G(Wn)Vn is a strong solution of
(6.1) if and only if Vn is a strong solution of (6.2), the difference being that instead
of the Itoˆ formula the ordinary chain rule is applied; this accounts for the loss of a
factor 12B
2.
In analogy to [10, Theorems 1 and 2], under suitable conditions on the operators
A(t) and B such as given in Sections 4 and 5 it can be shows that limn→∞ Vn = V
almost surely, where V is the strong solution of (3.2) and the almost sure conver-
gence takes place in the functional space to which the trajectories of V belong. It
follows that limn→∞ Un = U almost surely, where U is the strong solution of (1.2)
and again the almost sure convergence takes place in the functional space to which
the trajectories of U belong.
Acknowledgment – The authors thank Roland Schnaubelt for useful discussions
which clarified some technical issues connected with the Acquistapace-Terreni con-
ditions, and the anonymous referee for the detailed suggestions which led to some
improvements in the presentation.
References
[1] P. Acquistapace, Evolution operators and strong solutions of abstract linear parabolic equa-
tions, Differential Integral Equations 1 (1988), no. 4, 433–457.
[2] P. Acquistapace and B. Terreni, An approach to Ito linear equations in Hilbert spaces
by approximation of white noise with coloured noise, Stochastic Anal. Appl. 2 (1984), no. 2,
131–186.
[3] P. Acquistapace and B. Terreni, A unified approach to abstract linear nonautonomous
parabolic equations, Rend. Sem. Mat. Univ. Padova 78 (1987), 47–107.
[4] S. Agmon, A. Douglis, and L. Nirenberg, Estimates near the boundary for solutions of
elliptic partial differential equations satisfying general boundary conditions. I, Comm. Pure
Appl. Math. 12 (1959), 623–727.
[5] H. Amann, Linear and quasilinear parabolic problems. Vol. I, Abstract linear theory, Mono-
graphs in Mathematics, vol. 89, Birkha¨user Boston Inc., Boston, MA, 1995.
[6] W. Arendt, A. Grabosch, G. Greiner, U. Groh, H.P. Lotz, U. Moustakas, R. Nagel,
F. Neubrander, and U. Schlotterbeck, One-parameter semigroups of positive operators,
Lecture Notes in Mathematics, vol. 1184, Springer-Verlag, Berlin, 1986.
[7] C.J.K. Batty and R. Chill, Approximation and asymptotic behaviour of evolution families,
Differential Integral Equations 15 (2002), no. 4, 477–512.
[8] Z. Brzez´niak, Stochastic partial differential equations in M-type 2 Banach spaces, Potential
Anal. 4 (1995), no. 1, 1–45.
[9] Z. Brzez´niak, Some remarks on Itoˆ and Stratonovich integration in 2-smooth Banach spaces,
Probabilistic methods in fluids, World Sci. Publishing, River Edge, NJ, 2003, pp. 48–69.
[10] Z. Brzez´niak, M. Capin´ski, and F. Flandoli, A convergence result for stochastic partial
differential equations, Stochastics 24 (1988), no. 4, 423–445.
[11] G. Da Prato, M. Iannelli, and L. Tubaro, Some results on linear stochastic differential
equations in Hilbert spaces, Stochastics 6 (1981/82), no. 2, 105–116.
[12] G. Da Prato and L. Tubaro, Some results on semilinear stochastic differential equations
in Hilbert spaces, Stochastics 15 (1985), no. 4, 271–281.
[13] G. Da Prato and J. Zabczyk, Stochastic equations in infinite dimensions, Encyclopedia of
Mathematics and its Applications, vol. 44, Cambridge University Press, Cambridge, 1992.
[14] D. Di Giorgio, A. Lunardi, and R. Schnaubelt, Optimal regularity and Fredholm prop-
erties of abstract parabolic operators in Lp spaces on the real line, Proc. London Math. Soc.
(3) 91 (2005), no. 3, 703–737.
REGULARITY FOR THE ZAKAI EQUATION 25
[15] J. Diestel, H. Jarchow, and A. Tonge, Absolutely summing operators, Cambridge Studies
in Advanced Mathematics, vol. 43, Cambridge University Press, Cambridge, 1995.
[16] K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Grad-
uate Texts in Mathematics, vol. 194, Springer-Verlag, New York, 2000.
[17] O. Kallenberg, Foundations of modern probability, second ed., Probability and its Appli-
cations (New York), Springer-Verlag, New York, 2002.
[18] P. Kotelenez, A submartingale type inequality with applications to stochastic evolution
equations, Stochastics 8 (1982/83), no. 2, 139–151.
[19] N.V. Krylov, An analytic approach to SPDEs, Stochastic partial differential equations:
six perspectives, Math. Surveys Monogr., vol. 64, Amer. Math. Soc., Providence, RI, 1999,
pp. 185–242.
[20] N.V. Krylov and B.L. Rozovski˘ı, The Cauchy problem for linear stochastic partial differ-
ential equations, Izv. Akad. Nauk SSSR Ser. Mat. 41 (1977), no. 6, 1329–1347, 1448.
[21] S. Kwapien´, Isomorphic characterizations of inner product spaces by orthogonal series with
vector valued coefficients, Studia Math. 44 (1972), 583–595.
[22] A. Lunardi, Analytic semigroups and optimal regularity in parabolic problems, Progress in
Nonlinear Differential Equations and their Applications, 16, Birkha¨user Verlag, Basel, 1995.
[23] J.M.A.M. van Neerven, M.C. Veraar, and L. Weis, Stochastic integration in UMD Ba-
nach spaces, Annals Probab. 35 (2007), 1438–1478.
[24] J.M.A.M. van Neerven and L. Weis, Stochastic integration of functions with values in a
Banach space, Studia Math. 166 (2005), no. 2, 131–170.
[25] A.L. Neidhardt, Stochastic Integrals in 2-Uniformly Smooth Banach Spaces, Ph.D. thesis,
University of Wisconsin, 1978.
[26] E. Pardoux, Stochastic partial differential equations and filtering of diffusion processes,
Stochastics 3 (1979), no. 2, 127–167.
[27] A. Pazy, Semigroups of linear operators and applications to partial differential equations,
Applied Mathematical Sciences, vol. 44, Springer-Verlag, New York, 1983.
[28] G. Pisier, Martingales with values in uniformly convex spaces, Israel J. Math. 20 (1975),
326–350.
[29] R. Schnaubelt, Asymptotic behaviour of parabolic nonautonomous evolution equations,
Functional analytic methods for evolution equations, Lecture Notes in Math., vol. 1855,
Springer, Berlin, 2004, pp. 401–472.
[30] H. Tanabe, Equations of evolution, Monographs and Studies in Mathematics, vol. 6, Pitman
(Advanced Publishing Program), Boston, Mass., 1979.
[31] H Tanabe, Functional analytic methods for partial differential equations, Monographs and
Textbooks in Pure and Applied Mathematics, vol. 204, Marcel Dekker Inc., New York, 1997.
[32] H. Triebel, Interpolation theory, function spaces, differential operators, second ed., Johann
Ambrosius Barth, Heidelberg, 1995.
[33] A. Yagi, Abstract quasilinear evolution equations of parabolic type in Banach spaces, Boll.
Un. Mat. Ital. B (7) 5 (1991), no. 2, 341–368.
[34] K. Yosida, Functional analysis, Classics in Mathematics, Springer-Verlag, Berlin, 1995,
Reprint of the sixth (1980) edition.
[35] M. Zakai, On the optimal filtering of diffusion processes, Z. Wahrscheinlichkeitstheorie und
Verw. Gebiete 11 (1969), 230–243.
Department of Mathematics, University of York, York, YO10 5DD, England
E-mail address: zb500@york.ac.uk
Delft Institute of Applied Mathematics, Technical University of Delft, P.O. Box
5031, 2600 GA Delft, The Netherlands
E-mail address: J.M.A.M.vanNeerven@tudelft.nl
Delft Institute of Applied Mathematics, Technical University of Delft, P.O. Box
5031, 2600 GA Delft, The Netherlands
E-mail address: M.C.Veraar@tudelft.nl
Mathematisches Institut I, Technische Universita¨t Karlsruhe, D-76128 Karls-
ruhe, Germany
E-mail address: Lutz.Weis@mathematik.uni-karlsruhe.de
