The standard perturbation theory for linear equations states that nearly uncoupled Markov chains(NUMCs) are very sensitive to small changes in the elements. Indeed, some algorithms, such as standard Gaussian elimination, will obtain poor results for such problems.
Introduction
We consider the problem of solving the homogeneous system of linear equations Ap = 0
Department of Computer Science, The Pennsylvania State University, University Park, PA 16802-6103, E-mail: barlow@cs.psu.edu, Supported by the National Science Foundation under grant CCR-9000526 and its renewal, grant CCR-9201692. This research was done in part during the author's visit to the Institute for Mathematics and its Applications, 514 Vincent Hall , 206 Church St. S.E., University of Minnesota, Minneapolis, MN, 55455 subject to the constraint c T p = 1 (2) where A 2 < n n is a singular M-matrix of rank n ? 1, c; p 2 < n and c T A = 0: Here c = (1; 1; . . .; 1) T and A = I ? P T where P is a row stochastic matrix. Thus p = ( 1 ; 2 ; . . .; n ) T is a right eigenvector of P T and c is a left eigenvector corresponding to the eigenvalue one. The application is that of nding the stationary distribution of a Markov chain. Our special interest in this paper is in \nearly uncoupled Markov chains (NUMC)."
For the NUMC problem, the transition matrix P will have the form 
We discuss how accurately we can expect to solve the NUMC and show how this can be applied to aggregation/disaggregation methods for these problems.
Stewart, Stewart, and McAllister 12, 6] have shown that such methods converge very quickly for the NUMC. Quite recently, O'Cinneide 9] has shown that the variant of Gaussian elimination due to Grassman, Taksar, and Heyman 5] obtains small relative errors in the components of p for all irreducible, acyclic Markov chains, thus satisfying even better error bounds than are given in this paper, However, iterative methods can be used to solve larger problems, thus a more general perturbation theory is necessary.
The conditioning aspects will be described in terms of the group inverse. For a matrix A, the group inverse A # is the unique matrix such that The group inverse exists if and only if rank(A) = rank(A 2 ) and the latter condition holds since zero is a simple eigenvalue of A. As shown by Meyer 7] , it yields a more elegant characterization of the problem (1)- (2) In section two, we give conditioning bounds on this problem as ! 0. Some of the results in this section extend those of Zhang 14] . In section three, we demonstrate the relevance of our analysis to aggregation/disaggregation methods with appropriate stopping criteria.
Conditioning Aspects of NUMCs
We discuss the condition of the asymtotic stationary distribution of the NUMC (1)- (2) , that is , the stationary distribution as ! 0. The following lemma contains a result that was also observed by Zhang 14] . This can be a slightly tighter bound, but the group inverse bound is more consistent with the analysis in the remainder of this paper. 
Combining (12) and (13) with equation (4) 
Thus the perturbation is \structured" both in the sense that the o -diagonal blocks have structured perturbations. We express our main result in this section in two perturbation theorems.
One for the directions q 1 ; q 2 ; . . .; q t and one for x = ( 1 ; 2 ; . . .; t ) T . Theorem 2.1 Letp be the solution to (14) . Assume maxf2 ; B g B 
So we have
To get the bound on q i =q i ? q i , we use (17)- (18) Thus the condition of q 1 ; q 2 ; . . .; q t is related solely to the condition of the diagonal blocks, whereas the condition of x appears to be bounded by the product of the condition of the diagonal blocks and that of the aggregate matrix A. Note that both conditions are independent of .
The main purpose of these bounds is to give us a framework for analyzing algorithms. We now turn our attention to the accuracy of an aggregation/disaggregation algorithm. (27)- (29) is a simple stopping criterion for an iterative method, whereas (30)-(31) can be achieve by Gaussian elimination onÃ 2] or, even better, the GTH variant of Gaussian elimination 5, 13, 9] . Even when we use iterative methods for both the problem (1)-(2) and the solution to (9), the above characterization can be used to determined stopping criteria for iterations for both problems.
Thus, the results in this paper show that iterative aggregation/disaggregation methods will obtain an accurate solution to (1)-(2). The directions s 1 ; s 2 ; . . .; s t are stable without the aggregation step. The norms i =kp i k 1 ; i = 1; 2; . . .; t are stabilized by an aggregation step.
