We study a nonparametric method that estimates the structure of a discrete undirected graphical model from data. We assume that the distribution generating the data smoothly evolves over time and that the given sample is not identically distributed. Under the assumption that the underlying graphical model is sparse, the method recovers the structure consistently in the high dimensional, low sample size setting.
Introduction. Consider the following real world problems:
• Analysis of gene regulatory networks. Suppose that we have a set of n microarray measurements of gene expression levels, obtained at different stages during the development of an organism or at different times during the cell cycle. Given this data, biologists would like to get insight into dynamic relationships between different genes and how these relations change at different stages of development. The problem is that at each time point there is only one or at most a few measurements of the gene expressions; and a naive approach to estimating the gene regulatory network, which uses only the data at the time point in question to infer the network, would fail. To obtain a good estimate of the regulatory network at any time point, we need to leverage the data collected at other time points and extract some information from them.
• Analysis of stock market. In a finance setting, we have values of different stocks at each time point. Suppose, for simplicity, that we only measure whether the value of a particular stock is going up or down. We would like to find the underlying transient relational patterns between different stocks from these measurements and get insight into how do these patterns change over time. Again, we only have one measurement at each time point and we need to leverage information from the data obtained at nearby time points.
• Understanding social networks. There are 100 Senators in the U.S.
Senate and each can cast a vote on different bills. Suppose that we are given n voting records over some period of time. How can one infer the latent political liaisons and coalitions among different senators and the way these relationships change with respect to time and with respect to different issues raised in bills just from the voting records?
What is common to the above described problems is that they all concern with estimating a sequence of time-specific latent relational structures between a fixed set of entities (i.e., variables), from a time series of observation data of entities states; and the relational structures between the entities are time evolving, rather than being invariant throughout the data collection period as commonly assumed in nearly all previous work on structure estimation such as [5, 19, 21, 22] . Typically, the available data for the problem are very scarce, with only one or at most a few measurements per time point corresponding to any particular latent structure; and the data are very high-dimensional, with the total number of observations small compared to the total number of potential relations, which make the problem of structure estimation even more challenging than the static case studied recently by [21] .
A popular model for the relational structure over a fixed set of entities that is widely studied is the Markov random field (MRF) [16, 26] . Let G = (V, E) represent a graph, of which V denotes the set of vertices, and E denotes the set of edges over vertices. Depending on the specific application of interest, a node u ∈ V can represent a gene, a stock, or a social actor, and an edge (u, v) ∈ E can represent a relationship (e.g., correlation, influence, friendship) between actors u and v. Let X = (X 1 , . . . , X p ) ′ , where p = |V |, be a random vector of nodal states following a probability distribution indexed by θ ∈ Θ. Under a MRF, the nodal states X u 's are assumed to be discrete, i.e., X u ∈ X ≡ {s 1 , . . . , s k }, and the edge set E ⊆ V × V encodes certain conditional independence assumptions among components of the random vector X, for example, the random variable X u is conditionally independent of the random variable X v given the rest of the variables if (u, v) ∈ E. Under the special case of binary nodal states, e.g., X u ∈ X ≡ {−1, 1}, and assuming pairwise potential weighted by θ uv for all (u, v) ∈ E and θ uv = 0 for all (u, v) ∈ E, the joint probability of X = x can be expressed by a simple exponential family model: P θ (x) = 1 Z exp{ u<v θ uv x u x v }, also known as the Ising model, where Z denotes the partition that is usually intractable to compute. A number of recent papers have studied in depth how to estimate this model from data that are assumed to be i.i.d. samples from the model, and the asymptotic guarantee of the estimator [5, 21] . In particular, an important focus has been on the problem of structure estimation of the graph topology represented by E. It has been shown that under certain variable conditions, it is possible to obtain an estimator of the edge set E that achieve a property known as sparsistency [21] , which refers to the case where a consistent estimator of E can be attained when the true degree (i.e., number of neighbors) of each node is much smaller than the size of the graph p.
In this paper, we are interested in learning the graph structures of MRFs from observational data, but under a more demanding scenario where the data {x t } are not i.i.d. samples from a time-invariant MRF, but from a series of time-evolving MRFs {P θ t (·)} t∈Tn , where T n = {1/n, 2/n, . . . , 1} is the time index set; and our goal is to estimate the sequence of graphs {G t } t∈Tn underlying each observation x t ∼ P θ t in the time series, rather than a single static graph G underlying P θ over all time points. Under the traditional assumption of data sampled i.i.d. from an invariant P θ , structural estimation of a MRF can be cast as a neighborhood selection problem for each node in the graph based on a ℓ 1 -norm regularized regression procedure, of which the theoretical guarantees have been recently thoroughly studied [21] , as we review shortly. We instead focus on estimating the graph structures from a set of n independent, high-dimensional observations which are NOT identically distributed, which is arguably a more realistic characteristic of the data. We will assume that the probability distribution generating observations changes smoothly over time, which is a critical assumption that allow us to infer graphs with time-varying structure and get insight into the dynamics of the relational changes. Because of this more general problem we are near the extremum of the high-p/low-n scenario for high-dimensional inference in the traditional sense, (i.e., n is approaching 1, corresponding to as few as 1 instance of x per time-specific MRF), it is intriguing to ask, can we reliably estimate the changing graph structure and, if so, under what conditions?
It is noteworthy that the problem of the graph structure estimation is quite different from the problem of (value-) consistent estimation of the unknown parameter θ that indexes the distribution. In general, the graph structure estimation requires a more stringent assumptions on the underlying distribution and the parameter values. For example, observe that a consistent estimator of θ in the Euclidean distance does not guarantee a consistent estimation of the graph structure, encoded by the non-zero patter of the estimator. In the motivating problems that we started with, the main goal is to understand the interactions between different actors. These interactions are more easily interpreted by a domain expert than the numerical values of the parameter vector θ and have potential to reveal more information about the underlying process of interest. This is especially true in situations where there is little or no domain knowledge and one is inter-ested in obtaining casual, preliminary information.
1.1. The Model. Given n observations from time series of nodal states {x t }, which are assumed for simplicity to be equidistant in time, we write the time index set as T n = {1/n, 2/n, . . . , 1}, and denote by D n = {x t ∼ P θ t |t ∈ T n } a sample, where each data point comes from a different discrete time step and is distributed according to a distribution P θ t indexed by θ t . Specifically, we assume that the p-dimensional random vector X t takes values in {−1, 1} p and the probability distribution takes the following form:
where Z(θ t ) is the partition function, θ t ∈ R ( p 2 ) is the parameter vector and G t = (V, E t ) is an undirected graph representing certain conditional independence assumptions among subsets of the p-dimensional random vector X t . The problem we are addressing is:
For every given time point τ ∈ T n , estimate the graph structure G τ associated with P θ τ , given the observations D n . Indeed, our algorithm and analysis apply more generally to τ ∈ [0, 1], i.e., the estimator does not have to be overlapping in time with the samples.
Since we are primarily interested in a situation where the total number of observation n is small compared to the dimension p, and at each time point there is only one realization of the random variable, we will have to impose some regularity conditions on the distribution generating the observations and on the rate of change of parameter θ t with respect to time in order to reliably estimate the graph structure G τ . We will impose two natural assumptions: the sparsity of the graphs {G t } t∈Tn , and the smoothness of the parameters θ t as functions of time, which we give in Section 3. Compared to the estimation of the graph structure from an i.i.d. sample [21] , the main technical difficulty we have to deal with is the graph structure that changes over time. In order to analyze the problem in a sensible asymptotic framework, we need to assume that the graph structure "locally" does not change too much and, as the sample size grows, there are enough samples to estimate the graph structure in some small neighborhood.
The model given in Eq. (1) can be thought of as a nonparametric extension of conventional MRFs, in the similar way as the varying-coefficient models [8, 17] are thought of as an extension to the linear regression models. The difference between the model given in Eq. (1) and an MRF model is that our model allows for parameters to change, while in MRF the parameters are considered fixed. Allowing parameters to vary over time increases the expressiveness of the model, and make it more suitable for longitudinal network data. For simplicity of presentation, in this paper we consider time-varying MRFs with only pairwise potentials as in Eq. (1) . Note that in the case of discrete MRFs there is no loss of generality by considering only pairwise interactions, since any MRF with higher-order interactions can be represented with an equivalent MRF with pairwise interactions [26] .
1.2. Related Work. As mentioned in the introduction, most existing work on structure estimation assumes a fixed graphical model over i.i.d. data. In addition to the MRF model mentioned above for discrete cases, the Gaussian graphical model (GGM) has been a standard model for continuous-valued nodal states, in which the state vector x follows a multivariate Gaussian distribution N (0, Σ), and the non-zero pattern of the concentration matrix encodes the structure of the GGM. Under the assumption that the graph structure does not change with time, there has been a large (and growing) body of literature that deals with estimation of the concentration matrix from i.i.d. observational data. These methods can be roughly summarized into two categories: consistent estimation of the concentration matrix in a given matrix norm, and consistent estimation of the non-zero pattern of the concentration matrix. The first group of methods include penalized estimation methods [2, 11, 12, 14, 23, 28] , while the second group of methods includes using a hypothesis testing [10] and penalized methods [19, 20, 22] . A number of authors have also analyzed regularized estimation of the covariance matrix [3, 4, 18, 25, 27] .
The most relevant work in the literature related to this paper is the estimation of time-varying Gaussian graphical models considered in [29] , where the authors assume that the observations x t ∼ N (0, Σ t ) are independent, but not identically distributed, realizations of a multivariate Gaussian distribution whose covariance matrix varies with time. This model represents a counterpart in the continuous domain of our model defined in Eq. (1). The problem of consistent, in the Frobenius norm, estimation of covariance and concentration matrix is addressed under the assumption that the concentration matrix is sparse and that the covariance matrix varies smoothly with time. Note, however, that the problem of consistent estimation of the non-zero patterns in the concentration matrix is not addressed there. In [29] , the estimatorΣ τ of the covariance matrix Σ τ is obtained by maximizing the log-likelihood of the data defined by a nonparametric estimate of the sample covariance matrix. However, this maximum likelihood approach does not carry over to the case of discrete MRFs concerned in this paper due to intractability of evaluation of the log-partition function.
In the case of discrete MRFs, direct maximization of the log-likelihood is not tractable. When the structure of the graph is assumed to be invariant, [21] use a surrogate function which decomposes across different nodes and as a result can be maximized efficiently. It can be shown that the resulting estimator can consistently recover the static graph structure. Our method can be thought of as a nonparametric extension to the approach in [21] , which allows for graph structure to change over time. Other work on graph structure estimation in discrete MRFs include score based searches [7, 24] , which are limited to restricted classes of graphs due to the combinatorial explosion of the search space of graphs [6] , minimizing the Kullback-Leibler divergence [1] and other pseudo-likelihood methods [5, 9] .
1.3.
Highlights of This Paper. We first propose an algorithmic strategy which can be understood as a nonparametric extension of the method developed in [21] . The time-varying graph estimation problem is decomposed into a sequence of neighborhood estimation problems, one for each node, at every time point in question. We formulate the time-specific neighborhood estimation as a penalized convex optimization problem, which can be efficiently solved. Running the estimation procedure for each node and combining the estimates gives the resulting estimate of the overall graph structure at a time point. The decomposition of the graph structure estimation into the sequence of neighborhood estimation problems has previously been successfully used in [19, 21] .
To estimate the neighborhood of each node at an arbitrary time point of interest, we express the conditional log-likelihood of each node given the rest of nodes in the graph as a generalized time-varying coefficient model [13] , and maximize the ℓ 1 penalized conditional log-likelihood. Using a kernel to reweigh samples from different time points with respect to the time point in question, we approximate all the time-varying coefficient functions locally by a constant coefficient function pertaining to the time point for which the graph is being estimated, and the ℓ 1 penalty is introduced to perform model selection by shrinking the estimates towards zero and creating sparse estimates, which corresponds to estimated neighborhoods with few edges. The immediate benefit of this approach is that we can readily use the existing fast algorithms for the ℓ 1 penalized methods. Details of this algorithm are given in Section 2.
The main contribution of the paper is to provide theoretical guarantees of the proposed estimation procedure. In particular, we establish conditions under which the procedure is able to recover the underlying time-varying graph structure consistently. We show that the following two conditions are sufficient for the graph recovery: the first one guarantees that the coefficient functions change smoothly over time so that they can be approximated well locally with a constant; the second one guarantees that we can reliably separate the non-zero coefficients from the zero coefficients. We analyze the case where the number of observations is smaller than the number of parameters in the model, but the number of true relevant parameters is small, i.e., the graph structure is sparse. The conditions and the main theorem are given in Section 3. To establish the main theorem, we will need to show that the sample Fisher information matrix is concentrated around the true Fisher information matrix associated with the conditional likelihood model for each node at the time point of interest. In Section 4 we state technical lemmas that establish these results, while the proofs are deferred to the appendix. Note that the results on the sample Fisher information matrix do not follow from the similar results given in [21] due to the non-i.i.d. nature of the samples. Section 5 is devoted to the proof of the main theorem. Concluding remarks are given in Section 6.
2. Estimation Procedure. Let D n = {x t ∼ P θ t |t ∈ T n } be a sample of n data points, which are sampled independently from P θ t at discrete time steps indexed by T n , where P θ t is given in Eq. (1). The problem is to estimate the graph structure of the Markov random field associated with the distribution P θ τ at any given time point τ ∈ [0, 1]. We consider the parameter vector θ τ as a p 2 -dimensional vector, indexed by distinct pairs of nodes, of which an element is non-zero if and only if the corresponding edge (u, v) ∈ E τ . The problem of recovering the structure of the graph G τ is now equivalent to estimating the non-zero pattern of the vector θ τ , i.e., locations of non-zero elements of θ τ . A stronger notion of structure estimation is that of signed edge recovery; for a given graphical model G τ with parameter θ τ , we define the signed edge vector SE τ ∈ R ( p 2 ) as:
The classical problem of graph recovery can be seen as recovering the vector |SE τ | of absolute values. The procedure we give next estimates the signed edge vector. Let τ ∈ [0, 1] be any given time point for which we are interested in estimating the structure of the graph G τ from the sample D n . Note that in order to get insight into the dynamics of the graph changes, one needs to estimate the graph G τ at multiple values of τ . Typically, in a real application task, one is interested in estimating G τ for all τ ∈ T n . The estimation procedure for one value of τ is based on the recovery of the neighborhood of each node at that time based on all data points in D n . It is simple to observe that recovering the signed edge vector SE τ of a graph G τ is equivalent to recovering, for each vertex u ∈ V , the set of neighboring edges S τ (u) = {(u, v) : (u, v) ∈ E τ } and the correct signs sign(θ τ uv ) for all (u, v) ∈ S τ (u). We define the set of signed neighboring edges as
The set of signed neighboring edges S τ ± (u) can be determined from the signs of elements of the (p − 1)-dimensional subvector of parameters
associated with vertex u. Under the model (1), the conditional distribution of X τ u given other variables X τ \u := {X τ v : v ∈ V \u} takes the form
where a, b = a ′ b denotes the dot product. For simplicity, we will write
Observe that the model given in (3) can be viewed as expressing X τ u as the response variable in the generalized varying-coefficient models with X τ \u playing the role of covariates. Under the model given in Eq. (3) the log-likelihood, for one data-point t ∈ T n , can be written in the following form:
For an arbitrary point of interest τ ∈ [0, 1], we define our estimatorθ τ u of the sign-pattern of the vector θ τ u as the solution to the following convex program:
is the weighted logloss, with weights defined as Estimate the set of signed neighboring edgesŜ τ ± (u) using (7) 4: end for 5: Combine sets {Ŝ τ ± (u)}u∈V to obtainĜ τ .
and K h (·) = K(·/h) is a symmetric nonnegative kernel. Note that in the objective given in (5) we approximate the function θ t u : R → R p−1 around the point τ with a constantθ τ u ∈ R p−1 . The regularization parameter λ n ≥ 0 is specified by a user and controls the sparsity of the solution. The program (5) is convex, but not differentiable, because of the ℓ 1 norm. The minimum over θ u is always achieved, as the problem can be cast as a constrained optimization problem over the ball ||θ u || 1 ≤ C(λ n ) and the claim follows from the Weierstrass theorem.
Letθ τ u be a minimizer of (5). The convex program (5) does not necessarily have a unique optimum, but as we will prove shortly, in the regime of interest any two solutions will have non-zero elements in the same positions. Based on the vectorθ τ u , we construct the estimate of the signed neighborhood:
The structure of graph G τ is consistently estimated if every signed neighborhood is recovered, i.e.Ŝ τ ± (u) = S τ ± (u) for all u ∈ V . A summary of the algorithm is given in Algorithm 1.
The convex program (5), can be solved using any general optimization solver. One particularly fast algorithm, based on the coordinate-wise descent method, for this type of a problem is described in [15] and implemented as the R package glmnet.
3. Main theoretical result. In this section, we describe the properties of Algorithm 1. We give the conditions under which the estimation procedure estimates the unknown graph structure consistently. Using notation from the last section, we give conditions under which the estimator SE τ n satisfies the following
This property is known as sparsistency. We will mainly be interested in the high-dimensional case, where the dimension p = p n is comparable or even larger than the sample size n. It is of great interest to understand the performance of the estimator under this assumption, since in many real world scenarios the dimensionality of data is large. Our analysis is asymptotic and we consider the model dimension p = p n to grow at a certain rate as the sample size grows. This essentially allows us to consider more "complicated" models as we observe more data points. Another quantity that will describe the complexity of the model is the maximum node degree s = s n , which is also considered as a function of the sample size. The main result describes the scaling of the triple (n, p n , s n ) under which the estimation procedure given in the previous section estimates the graph structure consistently.
Since our main interest is in estimating the structure of a high-dimensional graph from a small size sample, we assume that the true structure of the graph is sparse, i.e., we assume that each node has a small number of adjacent edges. The ℓ 1 regularization procedures have been proved very successful as model selection techniques in a variety of problems, and, as we show here, our method is successful in estimating the time-varying graph structure.
In order to estimate the non-zero pattern of the vector θ τ u for each node u ∈ V we need to impose regularity conditions on the covariates in the model (3) . We express these conditions in terms of the Hessian of the loglikelihood function as evaluated at the true model parameter, i.e., the Fisher information matrix. The Fisher information matrix Q τ u ∈ R (p−1)×(p−1) is a matrix defined for each node u ∈ V as:
is the variance function. We write Q τ := Q τ u and assume that the following assumptions hold for each node u ∈ V .
A1: Dependency condition There exist constants
where
Here Λ min (·) and Λ max (·) denote the minimum and maximum eigenvalue of a matrix.
A2: Incoherence condition There exists an incoherence parameter
where, for a matrix A ∈ R a×b , the ℓ ∞ matrix norm is defined as |||A||| ∞ := max i∈{1,...,a} b j=1 |a ij |. With some abuse of notation, when defining assumptions A1 and A2, we use the index set S := S τ (u) to denote nodes adjacent to the node u at time τ . For example, if s = |S|, then Q τ SS ∈ R s×s denotes the sub-matrix of Q τ indexed by S.
As in the structure estimation of the invariant MRF from an i.i.d. sample [21] , the Fisher information matrix Q τ , associated with the local conditional probability, plays very important role in determining success of the method. It can also be regarded as a counterpart of the covariance matrix E[X τ X τ ′ ] of Gaussian graphical models. Note that the conditions A1 and A2 are symbolically the same as for the i.i.d. case, when the graph is invariant over time [21] , with the difference that we assume that the conditions hold for the time point of interest τ at which we want to recover the graph structure. Condition A1 assures that the relevant features are not too correlated. Condition A2 assures that the irrelevant features do not have to strong effect onto the relevant features. Similar type of condition has been proposed also in the case of the linear regression (e.g. [19] ).
Next, we assume that the distribution P θ t changes smoothly over time, which we express in the following form, for every node u ∈ V .
A3: Smoothness conditions Let
There exists a constant M > 0 such that it upper bounds the following quantities:
The condition A3 captures our notion of the distribution that changes smoothly over time. If we consider the elements of the covariance matrix and the elements of the parameter vector as a function of time, then these functions have bounded first and second derivatives. From these assumptions, it is not too hard to see that elements of the Fisher information matrix are also smooth functions of time. This condition, A4, gives some regularity conditions on the kernel used to define the weights. For example, the assumption is satisfied by the box kernel K(z) = 1 2 1I{z ∈ [−1, 1]}. Under the assumption A4, the kernel has the following properties:
With the assumptions made above, we are ready to state the theorem that characterizes the consistency of the method given in Section 2 for recovering the unknown time-varying graph structure. An important quantity, appearing in the statement, is the minimum value of the parameter vector that is different from zero
Intuitively, the success of the recovery should depend on how hard it is to distinguish the true non-zero parameters from noise. 
for a constant C > 0 independent of (n, p, s). Furthermore, assume that the following conditions hold:
, and in particular for τ ∈ T n , the estimated grapĥ G τ (λ n ) obtained through neighborhood selection satisfies
for some constants C ′ , C ′′ independent of (n, p, s).
This theorem guarantees that the procedure in Algorithm 1 asymptotically recovers the sequence of graphs underlying all the nodal-state measurements in a time series, and the snapshot of the evolving graph at any time point during measurement intervals, under appropriate regularization parameter λ n as long as the ambient dimensionality p and the maximum node degree s are not too large, and minimum θ values do not tend to zero too fast. This is a somewhat surprising result because it suggests that structure recovery is possible when only one sample or even no sample exactly corresponding to the structure is available. The key insight behind this possibility is the smoothness assumption on graph evolution, which allows data points at, in theory, any time point (but in practice nearby time points determined by the kernel bandwidth) to contribute to the estimation of a graph at a particular time of interest.
Remarks:
1. The bandwidth parameter h is chosen so that it balances variance and squared bias of estimation of the elements of the Fisher information matrix.
Condition 2 requires that the size of the neighborhood of each node
remains smaller than the size of the samples. However, the model ambient dimension p is allowed to grow exponentially in n. 3. Condition 3 is crucial to be able to distinguish true elements in the neighborhood of a node. We require that the size of the minimum element of the parameter vector stays bounded away from zero. 4. The rate of convergence is dictated by the rate of convergence of the sample Fisher information matrix to the true Fisher information matrix, as shown in Lemma 6. Using a local linear smoother, instead of the kernel smoother, to estimate the coefficients in the model (3) one could get a faster rate of convergence.
In the sequel, we set out to prove Theorem 1. The plan is to first show that the empirical estimates of the Fisher information matrix and the covariance matrix are close elementwise to their population versions. Next, we show that the minimizerθ τ u of (5) is unique under the assumptions given in Theorem 1. Finally, we show that with high probability the estimatorθ τ u recovers the true neighborhood of a node u. Repeating the procedure for all nodes u ∈ V we obtain the result stated in Theorem 1.
Large deviation inequalities.
In this section we characterize the deviation of elements of the sample Fisher information matrixQ τ :=Q τ u at time point τ , defined as
and the sample covariance matrixΣ τ from their population versions Q τ and Σ τ . As will be seen later, in the proof of the main theorem, consistency result crucially depends on the bounds on the differenceQ τ − Q τ andΣ τ − Σ τ . In the following, we use C, C ′ and C ′′ as generic positive constants independent of (n, p, s).
Sample Fisher information matrix. To bound the deviation between elements ofQ
we will use the following decomposition:
The following lemma gives us bounds on the terms in Eq. (11). |{v ∈ {1, . . . , p} : θ t uv = 0}| < s,
i.e., the number of non-zero elements of the parameter vector is bounded by s.
There exist constants C, C ′ , C ′′ > 0, depending on M and M K only, which are the constants quantifying assumption A3 and A4, respectively , such that for any τ ∈ [0, 1], we have
Using results of Lemma 2 we can obtain the rate at which the elementwise distance between the true and sample Fisher information matrix decays to zero as a function of the bandwidth parameter h and the size of neighborhood s. In the proof of the main theorem, the bandwidth parameter will be chosen so that the bias and variance terms are balanced.
Sample covariance matrix.
The deviation of the elements of the sample covariance matrix is bounded in a similar way as the deviation of elements of the sample Fisher information matrix, given in Lemma 2. Denoting the sample covariance matrix at time point τ as
and the difference between the elements ofΣ τ and Σ τ can be bounded as
The following lemma gives us bounds on the terms in Eq. (16). A similar result was established in [29] for the case where x is a multivariate Normal distributed random variable.
Proof of the main result.
In this section we give the proof of Theorem 1. The proof is given through a sequence of technical lemmas.
Note that in what follows, we use C, C ′ and C ′′ to denote positive constants independent of (n, p, s) and their value my change from line to line.
The main idea behind the proof is to characterize the minimum obtained in Eq. (5) and show that the correct neighborhood of one node at an arbitrary time point can be recovered with high probability. Next, using the union bound over the nodes of a graph, we can conclude that the whole graph is estimated sparsistently at the time points of interest.
We first address the problem of uniqueness of the solution to (5) . Note that because the objective in Eq. (5) is not strictly convex it is necessary to show that the non-zero pattern of the parameter vector is unique, since otherwise the problem of sparsistent graph estimation would be meaningless. Under the conditions of Theorem 1 we also have that the solution is unique, which we prove in two steps.
Let us denote the set of all solution to (5) as Θ(λ n ). We define the objective function in Eq. (5) by
and we say that θ u ∈ R p−1 satisfies the system (S) when (20)
is the score function. Eq. (20) is obtained by taking the sub-gradient of F (θ) and equating it to zero. From the Karush-Kuhn-Tucker (KKT) conditions it follows that θ u ∈ R p−1 belongs to Θ(λ n ) if and only if θ u satisfies the system (S). The following Lemma shows that any two solutions have the same non-zero pattern.
Lemma 4. Consider a node u ∈ V . Ifθ u ∈ R p−1 andθ u ∈ R p−1 both belong to Θ(λ n ) then x t \u ,θ u = x t \u ,θ u , t ∈ T n . Furthermore, solutions θ u andθ u have non-zero elements in the same positions.
We now use the result of Lemma 4 to show that with high probability the minimizer in (5) is unique. We consider the following event:
Lemma 5. Consider a node u ∈ V . Assume that the conditions of Lemma 3 are satisfied. Assume also that the dependency condition A1 holds. There are constants C, C ′ , C ′′ > 0 depending on M and M K only, such that
Moreover, on the event Ω 01 , the minimizer of (5) is unique.
We have shown that the estimateθ τ u is unique on the event Ω 01 , which under the conditions of Theorem 1 happens with probability converging to 1 exponentially fast. To finish the proof of Theorem 1 we need to show that the estimateθ τ u has the same non-zero pattern as the true parameter vector θ τ u . In order to show that we consider a few "good" events, which happen with high probability and on which the estimateθ τ u has the desired properties. We start by characterizing the sample version of the Fisher information matrix, defined in Eq. (10) . Consider the following events:
and
Lemma 6. Assume that the conditions of Lemma 3 are satisfied. Assume also that the dependency condition A1 holds and the incoherence condition A2 holds with the incoherence parameter α. There are constants C, C ′ , C ′′ > 0 depending on M , M K and α only, such that
Lemma 6 guarantees that the sample Fisher information matrix satisfies "good" properties with high probability, under the appropriate scaling of quantities n, p, s and h. A similar result was obtained for the sample Fisher information matrix in [21] for the model that does not change with time. Note that the result in Lemma 6 is somewhat harder to obtain since it heavily relies on the results of Lemma 2.
We are now ready to analyze the optimum to the convex program (5) . To that end we apply the mean-value theorem coordinate-wise to the gradient of the weighted logloss t∈Tn w τ t ∇γ(θ u ; x t ) and obtain (22) 
where ∆ τ ∈ R p−1 is the remainder term of the form
u is a point on the line between θ τ u andθ τ u , and [·] ′ v denoting the v-th row of the matrix. Recall thatQ τ = t∈Tn w τ t ∇ 2 γ(θ τ u ; x t ). Using the expansion (22), we write the KKT conditions given in Eq. (20) in the following form, ∀v = 1, . . . , p − 1,
We consider the following events
We will work on the event Ω 0 on which the minimum eigenvalue ofQ τ SS is strictly positive and, so,Q τ SS is regular and Ω 0 ∩ Ω 1 and Ω 0 ∩ Ω 2 are well defined.
Proposition 7. Assume that the conditions of Lemma 6 are satisfied. The event
Proof. We consider the following linear functional
For any two vectors y = (y 1 , . . . , y s ) ′ ∈ R s and r = (r 1 , . . . , r s ) ′ ∈ R s + , define the following set centered at y as
On the event
which implies that there exists a vectorθ 
Note that forθ τ , equations (25) and (26) are equivalent to saying thatθ τ satisfies conditions (24) or (20), i.e., saying thatθ τ satisfies the KKT conditions. Since sign(θ τ S ) = sign(θ τ S ), we have sign(θ τ ) = sign(θ τ u ). Furthermore, because of the uniqueness of the solution to (5) on the event Ω 0 , we conclude thatθ τ u =θ τ .
Proposition 7 implies Theorem 1 if we manage to show that the event Ω 0 ∩ Ω 1 ∩ Ω 2 occurs with high probability under the assumptions stated in Theorem 1. Proposition 8 characterizes the probability of that event, which concludes the proof of Theorem 1. 
Proof. We start the proof of the proposition by giving a technical lemma, which characterizes the distance between vectorsθ τ u =θ τ and θ τ u under the assumptions of Theorem 1, whereθ τ is constructed in the proof of Proposition 7. The following lemma gives a bound on the distance between the vectorsθ τ S and θ τ S , which we use in the proof of the proposition. The proof of the lemma is given in Appendix. with probability at least 1 − exp(−C ′ log p).
Using Lemma 9 we can prove Proposition 8. We start by studying the probability of the event Ω 2 . We have
Recall that W τ = t∈Tn w τ t ∇γ(θ τ u ; x t ) + ∆ τ . Let us define the event
where e v ∈ R p−1 is a unit vector with one at the position v and zeros elsewhere. From the proof of Lemma 9 available in the appendix we have that P[Ω 3 ] ≥ 1 − 2 exp(−C log(p)) and on that event the bound given in Eq. (28) holds.
On the event Ω 3 , we bound the remainder term ∆ τ . Let g : R → R be defined as g(z) = 4 exp(2z) (1+exp(2z)) 2 . Then η(x; θ u ) = g(x u θ u , x \u ). For v ∈ {1, . . . , p − 1}, using the mean value theorem it follows that
u is another point on the line joiningθ τ u and θ τ u . A simple calculation shows that |g
. Combining the equations (29) and (28), we have that on the event Ω 3
where C is a constant depending on D max and C min only.
On the event Ω 0 ∩ Ω 3 , we have
and we can conclude that P[Ω 2 ] ≥ 1 − 2 exp(−C log(p)) for some constant C depending on M, M K , C min , D max and α only. Next, we study the probability of the event Ω 1 . We have
Again, we will consider the event Ω 3 . On the event Ω 0 ∩ Ω 3 we have that
for some constant C. When θ min > Cλ n √ s, we have that P[Ω 1 ] ≥ 1 − 2 exp(−C log(p)) for some constant C that depends on M, M K , C min , D max and α only.
In summary, under the assumptions of Theorem 1, the probability of event Ω 0 ∩Ω 1 ∩Ω 2 converges to one exponentially fast. On this event, we have shown that the estimatorθ τ u is the unique minimizer of (5) and that it consistently estimates the signed non-zero pattern of the true parameter vector θ τ u , i.e., it consistently estimates the neighborhood of a node u. Applying the union bound over all nodes u ∈ V , we can conclude that our estimation procedure explained in Section 2 consistently estimates the graph structure at a time point τ .
6. Conclusion. In the paper we focus on sparsistent estimation of the time-varying high-dimensional graph structure in Markov Random Fields from a small size sample. This work builds on the previous work of Ravikumar et al. [21] which analyzed the invariant graph structure estimation from the i.i.d. sample. Our main contribution is the new nonparametric procedure applicable to much more realistic scenarios in which the data generating process changes over time and the sufficient conditions under which our procedure succeeds in recovering the unknown time-evolving graph structure.
An interesting open direction is estimation of the graph structure from a general time-series, where observations are dependant. In our opinion, the graph structure that changes with time creates the biggest technical difficulties. Incorporating dependant observations would be an easier problem to address, however, the one of great practical importance, since samples in the real data sets are likely to be dependant. Another open direction is to establish necessary conditions, to complement sufficient conditions established here, under which it is possible to estimate a time-varying graph structure. In this work we have assumed that the distribution changes smoothly, an assumption more realistic than the assumption that the distribution is timeinvariant, however, it may still be invalid for real datasets. Under the assumption that the distribution generating observations undergoes a number of shifts, it would be interesting to modify the current approach to allow for use of a change-point detection framework to estimate a sequence of graph structures.
Appendix.
Note that in what follows, we use C, C ′ and C ′′ to denote positive constants and their value may change from line to line.
Proof of Lemma 2.
We start the proof by bounding the difference |η(x; θ t+δ u ) − η(x; θ t u )| which will be useful later on. By applying the mean value theorem to η(x; ·) and the Taylor expansion on θ t u we obtain: Finally, we prove equation (14) . Observe that w τ t η(x t ; θ t u )x t v x t v ′ are independent and bounded random variables [−w τ t , w τ t ]. The equation simply follows from the Hoeffding's inequality.
Proof of Lemma 3.
To obtain the Lemma, we follow the same proof strategy as in the proof of Lemma 2. In particular, Eq. (17) is proved in the same way as Eq. (13) and Eq. (18) in the same way as Eq. (14) . The details of this derivation are omitted.
Proof of Lemma 4.
The set of minima Θ(λ n ) of a convex function is convex. So, for two distinct points of minima,θ u andθ u , every point on the line connecting two points also belongs to minima, i.e. ξθ u + (1 − ξ)θ u ∈ Θ(λ n ), for any ξ ∈ (0, 1). Let η =θ u −θ u and now any point on the line can be written asθ u + ξη. The value of the objective at any point of minima is constant and we have
where c is some constant. By taking the derivative with respect to ξ of
On a small neighborhood of ξ the sign ofθ u + ξη is constant, for each component v, since the functionθ u + ξη is continuous in ξ. By taking the derivative with respect to ξ of Eq. (32) and noting that the last term is constant on a small neighborhood of ξ we have
This implies that η, x t \u = 0 for every t ∈ T n , which implies that x t \u ,θ u = x t \u ,θ u , t ∈ T n , for any two solutionsθ u andθ u . Sinceθ u andθ u were two arbitrary elements of Θ(λ n ) we can conclude that x t \u , θ u , t ∈ T n is constant for all elements θ u ∈ Θ(λ n ).
Next, we need to show that the conclusion from above implies that any two solutions have non-zero elements in the same position. From equation (20) , it follows that the set of non-zero components of the solution is given by
Using equation (21) we have that
which is constant across different elements θ u ∈ Θ(λ n ), since x t \u , θ u , t ∈ T n is constant for all θ u ∈ Θ(λ n ). This implies that the set of non-zero components is the same for all solutions.
Proof of Lemma 5.
Under the assumptions given in the Lemma, we can apply the result of Lemma 3. Let y ∈ R s be a unit norm minimal eigenvector ofΣ τ SS . We have
We have the following bound on the spectral norm
with the probability at least 1−2 exp(−Cnh( δ s −C ′ h) 2 +C ′′ log(s)), for some fixed constants C, C ′ , C ′′ > 0 depending on M and M K only.
Similarly, we have that
with probability at least 1 − 2 exp(−Cnh( δ s − C ′ h) 2 + C ′′ log(s)), for some fixed constants C, C ′ , C ′′ > 0 depending on M and M K only.
From Lemma 4, we know that any two solutionsθ u ,θ u ∈ Θ(λ n ) of the optimization problem (5) have non-zero elements in the same position. So, for any two solutionsθ u ,θ u ∈ Θ(λ n ), it holds
Furthermore, from Lemma 4 we know that the two solutions are in the kernel of X \u,S . On the event Ω 01 , kernel of X \u,S is {0}. Thus, the solution is unique on Ω 01 .
Proof of Lemma 6.
We first analyze the probability of the event Ω 02 . Using the same argument to those in the proof of Lemma 5, we obtain
Next, using results of Lemma 2, we have the following bound
with probability at least 1 − 2 exp(−C nhδ 2 s 2 + 2 log(s)), for some fixed constants C, C ′ > 0 depending on M and M K only.
Next, we deal with the event Ω 03 . We are going to use the following decomposition
Under the assumption A2, we have that |||T 4 ||| ∞ ≤ 1 − α. The lemma follows if we prove that for all the other terms we have ||| · ||| ∞ ≤ α 6 . Using the submultiplicative property of the norm, we have for the first term:
Using Eq. (33), we can bound the term ||| Q τ SS −1
||| 2 ≤ C ′′ , for some constant depending on C min only, with probability at least 1 − 2 exp(−C The bound on the term |||Q τ SS −Q τ SS ||| ∞ follows in the same way as the bound in Eq. (35) and we can conclude that |||T 3 ||| ∞ ≤ α 6 with probability at least 1 − C exp(C ′ nh s 3 + C ′′ log(p)), for some constants C, C ′ , C ′′ > 0. Finally, we bound the third term T 3 . We have the following decomposition Bounding the remaining terms as in equations (36), (35) and (34), we obtain that |||T 3 ||| ∞ ≤ α 6 with probability at least 1 − C exp(C ′ nh s 3 + C ′′ log(p)). Bound on the probability of event Ω 03 follows from combining the bounds on all terms.
Proof of Lemma 9.
To prove this Lemma, we use a technique of Rothman et al. [23] applied to the problem of consistency of the penalized covariance matrix estimator. Let us define the following function
, where the function F (·) is defined in equation (19) We proceed to show strict positivity of H(·) on the boundary of the ball with radius B = Kλ n √ s, where K > 0 is a parameter to be chosen wisely later. Let D ∈ R p be an arbitrary vector with ||D|| 2 = B and D S c = 0, then by the Taylor expansion of γ(·; x t ) we have 
|E[e with high probability. Putting the bounds on the three terms together, we have
which is strictly positive for K = 5 C min . For this choice of K, we have that λ n s ≤ C 2 min 10Dmax , which holds under the conditions of Theorem 1 for n large enough.
