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Abstract
We give dimension-free regularity conditions for a class of possibly degenerate sub-elliptic equations
in the Heisenberg group exhibiting super-quadratic growth in the horizontal gradient; this solves an issue
raised in [J.J. Manfredi, G. Mingione, Regularity results for quasilinear elliptic equations in the Heisenberg
group, Math. Ann. 339 (2007) 485–544], where only dimension dependent bounds for the growth exponent
are given. We also obtain explicit a priori local regularity estimates, and cover the case of the horizontal
p-Laplacean operator, extending some regularity proven in [A. Domokos, J.J. Manfredi, C1,α-regularity for
p-harmonic functions in the Heisenberg group for p near 2, in: Contemp. Math., vol. 370, 2005, pp. 17–23].
In turn, using some recent techniques of Caffarelli and Peral [L. Caffarelli, I. Peral, On W1,p estimates for
elliptic equations in divergence form, Comm. Pure Appl. Math. 51 (1998) 1–21], the a priori estimates found
are shown to imply the suitable local Calderón–Zygmund theory for the related class of non-homogeneous,
possibly degenerate equations involving discontinuous coefficients. These last results extend to the sub-
elliptic setting a few classical non-linear Euclidean results [T. Iwaniec, Projections onto gradient fields
and Lp-estimates for degenerated elliptic operators, Studia Math. 75 (1983) 293–312; E. DiBenedetto,
J.J. Manfredi, On the higher integrability of the gradient of weak solutions of certain degenerate elliptic
systems, Amer. J. Math. 115 (1993) 1107–1134], and to the non-linear case estimates of the same nature
that were available in the sub-elliptic setting only for solutions to linear equations.
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1. Introduction
The regularity in question concerns sub-elliptic equations of the type
divH a(Xu) =
2n∑
i=1
Xiai(Xu) = 0, (1.1)
which are defined in a bounded, open sub-domain Ω of the Heisenberg group Hn, n  1. The
vector field a = (ai):R2n → R2n is assumed to be of class C1 and satisfying the following growth
and ellipticity conditions:
∣∣Da(z)∣∣(μ2 + |z|2) 12 + ∣∣a(z)∣∣ L(μ2 + |z|2) p−12 , (1.2)
and
ν
(
μ2 + |z|2) p−22 |λ|2  2n∑
i,j=1
Dzj ai(z)λiλj , (1.3)
for every z,λ ∈ R2n, where
0 < ν  1 L, μ ∈ [0,1], p  2.
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μ> 0. (1.4)
Assumptions (1.2)–(1.3) are standard when considering quasilinear equations, and their consid-
eration traces back to the classical Euclidean work of Ladyzhenskaya and Ural’tseva [37]. Such
assumptions are clearly tailored on the basic model equation
divH
((
μ2 + |Xu|2) p−22 Xu)= 0, (1.5)
whose left-hand side operator reduces to the Kohn–Laplacean for p = 2, while taking μ = 0 we
have the also familiar horizontal p-Laplacean operator on the left-hand side:
divH
(|Xu|p−2Xu)= 0. (1.6)
In order to preliminarily fix some notation, let us recall that we are denoting points x ∈
H
n ≡ R2n+1 by mean of the usual exponential coordinates
x = (x1, x2, . . . , xn, xn+1, . . . , x2n, t), (1.7)
while throughout the paper we are denoting
Xi ≡ Xi(x) = ∂xi −
xn+i
2
∂t , Xn+i ≡ Xn+i (x) = ∂xn+i +
xi
2
∂t , (1.8)
and
T ≡ T (x) = ∂t , Xu = (X1u,X2u, . . . ,X2nu). (1.9)
The functional ambient of the problem (1.1) is the sub-elliptic Sobolev space HW1,p(Ω) (see
Section 2.4 below), that is, solutions u are assumed to belong to Lp(Ω) and to satisfy
Xu ∈ Lp(Ω,R2n), (1.10)
while nothing is assumed about T u. We recall that if F ≡ (Fi) :Ω → R2n is an L1 vector field
in the following we shall denote the horizontal divergence operator by
divH F ≡
2n∑
i=1
XiFi,
which is obviously defined in the distributional sense. We refer to Section 2 for more on the
Heisenberg groups Hn, n = 1,2,3, . . . , and for the related notation adopted in this paper.
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The study of regularity properties of weak solutions to (1.1) started with the classical paper
of Hörmander [29], which dealt with general vector fields and linear equations, and was later
followed by other remarkable contributions devoted to the linear case, as for instance [22,23,35].
Capogna was the first to obtain Hölder continuity theorems for the gradient of solutions to quasi-
linear sub-elliptic equations in divergence form: initially in the Heisenberg group [8], and then
in more general Carnot groups [9]; see also his thesis [7]. The operators considered in [8,9]
have quadratic growth, that is, they satisfy (1.2)–(1.3) for p = 2, so that equations as those in
(1.5)–(1.6) are not covered by his theory unless a priori regularity assumptions are made on the
gradient. The case p > 2 is another story; indeed while Hölder continuity of u has been obtained
in [10,38], when considering the gradient of solutions only partial regularity results are avail-
able, that is, the regularity of the gradient outside a closed, negligible subset of the domain Ω ;
this fact has first been established by Capogna and Garofalo in [11]; another proof is given by
Föglein [21]. When turning to everywhere continuity of Du, the regularity results obtained pre-
scribe that the exponent p should not be “too far from 2,” roughly meaning that the non-linearity
of (1.1) is in some sense not too strong. In this respect, Domokos [16], extending earlier, pio-
neering results of Marchi [42], showed that T u ∈ Lploc(Ω) if p < 4. Proving that T u ∈ Lploc(Ω)
is of course the first fundamental step towards the regularization of solutions u to (1.1), since for
them the initial regularity information is just (1.10). As for the higher regularity of Du or Xu,
a few Hölder regularity results are available in [12,17,18,40]; a common feature of such papers
is to prove regularity results for solutions assuming not only that p < 4, but also an additional
dimensional bound of the type
2 p < 2 + on (1.11)
where on > 0 denotes a rather awkward, and only in principle explicitly computable quantity,
such that on ↘ 0 when n ↗ ∞. An unpleasant feature of an assumption such as (1.11) is that
for a fixed p in the range [2,4) only low dimensional Heisenberg groups can be dealt with. For
instance, considering the full range [2,4), the regularity results available in [40] only apply to
H
1 and H2; we note that the paper [40], where up to now the best bounds of the type (1.11)
have been found, only regards the non-degenerate case μ> 0. Indeed, we explicitly remark that
only few regularity results are available in the (sub-elliptic) degenerate case μ = 0, and therefore
for solutions to (1.6). See [17]; moreover, in the degenerate case the quantity on in (1.11) is not
explicitly computable.
In this respect, the aim of the present paper is now twofold: first we are giving the first
dimension-free pointwise regularity results for gradients of solutions, therefore completely avoid-
ing the use of any dimensional assumptions of the type (1.11). Second, and probably more
interestingly, up to a certain extent we shall also treat the degenerate case μ = 0, thereby cover-
ing the sub-elliptic p-Laplacean equation (1.6). For instance, we shall prove the local Lipschitz
continuity of solutions with respect to the intrinsic Carnot–Carathèodory metric.
The first result we are presenting regards the non-degenerate case μ> 0.
Theorem 1.1 (The non-degenerate case). Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1)
under the assumptions (1.2)–(1.4) with 2  p < 4. Then the Euclidean gradient Du is locally
Hölder continuous in Ω .
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result solves an issue raised in [40], where the authors were able to obtain the same degree of reg-
ularity only under an additional assumption of the type (1.11). As later described in Section 1.3,
we shall adopt here different technical tricks from the ones used in [40]; these will allow us to
develop more efficient bootstrap procedures.
Theorem 1.1 comes along with explicit a priori estimates:
Theorem 1.2 (Non-degenerate estimates). Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1)
under the assumptions (1.2)–(1.4) with 2 p < 4. There exists a constant c, depending on n,p
and L/ν, but otherwise independent of μ, of the solution u, and of the vector field a(·), such that
the following inequalities hold for any CC-ball BR ⊂ Ω:
sup
BR/2
|Xu| c
(
−
∫
BR
(
μ+ |Xu|)p dx)1/p, (1.12)
and
sup
BR/2
R|T u| cμQ(2−p)4
(
−
∫
BR
(
μ+ |Xu|)p dx) 1p +
Q(p−2)
4p
. (1.13)
Finally, for every 1 < q < ∞ there exists a constant c˜ depending only on n, p, L/ν, q such that
(
−
∫
BR/2
|T u|q dx
)1/q
 c˜
R
(
−
∫
BR
(
μ+ |Xu|)p dx)1/p. (1.14)
For the definition of CC-balls and more notation see Section 2.3 below. See also (2.9) for
more notation.
Let us remark that in the specific situation of Eq. (1.5), where the considered vector field
is smooth, the previous theorem allows to prove the arbitrary smoothness of solutions via the
boot-strap methods in [8].
Next we turn to the degenerate case μ = 0, where the chief model example is (1.6).
Theorem 1.3 (The degenerate case). Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under
the assumptions (1.2)–(1.3) with μ = 0, where 2 p < 4. Then
Xu ∈ L∞loc
(
Ω,R2n
)
, and T u ∈ Lqloc(Ω) for every q < ∞. (1.15)
Moreover there exists a constant c, depending on n, p, L/ν, but otherwise independent of the
solution u, and of the vector field a(·), such that the following inequality holds for any CC-ball
BR ⊂ Ω:
sup
BR/2
|Xu| c
(
−
∫
|Xu|p dx
)1/p
. (1.16)
BR
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(
−
∫
BR/2
|T u|q dx
)1/q
 c˜
R
(
−
∫
BR
|Xu|p dx
)1/p
. (1.17)
The previous theorem partially extends some regularity results proven in [18], where the
authors work under an assumption of the type (1.11), this time on being a small, unspecified
quantity coming from the application of abstract Cordes type condition methods. In turn, the
boundedness of the horizontal gradient naturally yields a priori Lipschitz bounds:
Corollary 1.1 (CC-Lipschitz regularity). Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1)
under the assumptions (1.2)–(1.3) with 2 p < 4. Then u is locally Lipschitz continuous in Ω
with respect to the CC-metric in Hn. Moreover there exists a constant c, depending only on n, p,
L/ν, but otherwise independent of μ, of the solution u, and of the vector field a(·), such that
∣∣u(x)− u(y)∣∣ c( −∫
BR
(
μ+ |Xu|)p dx)1/pdCC(x, y) (1.18)
holds whenever BR ⊂ Ω , and x, y ∈ BR/2.
See (2.4) below for the definition of the intrinsic distance dCC(·, ·). Another consequence of
Theorem 1.3 and of the standard, Euclidean Sobolev–Morrey embedding theorem, is now the
following:
Corollary 1.2 (Almost Euclidean–Lipschitz regularity). Let u ∈ HW1,p(Ω) be a weak solution to
Eq. (1.1) under the assumptions (1.2)–(1.3) with 2 p < 4. Then u ∈ C0,αloc (Ω) for every α < 1.
Needless to say, in the last result the Hölder continuity is referred to the standard Euclidean
metric. We finally mention that the previous theorems are stated for 2 p < 4 for completeness,
since in the automatically non-degenerate case p = 2 they are essentially due to Capogna [8].
1.2. Calderón–Zygmund type estimates
The estimate (1.16) found in Theorem 1.3 opens the way to a non-linear version of estimates
of Calderón–Zygmund type in the Heisenberg group, up to now developed only in the case of
linear sub-elliptic equations [4,5]. Here we shall deal with non-linear equations. Let us recall
that in the Euclidean setting this is a classical result dating back to T. Iwaniec [30] in the scalar
case, and later extended to systems of p-Laplacean type in [15] by DiBenedetto and Manfredi;
see also [1,6] for different approaches. The equations considered by such authors are modeled
by
div
(|Du|p−2Du)= div(|F |p−2F ), (1.19)
in open subsets of Rn, and the result asserts that F ∈ Lqloc implies Du ∈ Lqloc every q  p –
see also [31] for some results when q < p. More recently Calderón–Zygmund type estimates
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on innovative work of Caffarelli and Peral [6]; following the techniques of these last papers,
some estimates have been proposed in the Heisenberg group case in [25] for certain non-linear
problems with quadratic growth, that is, when p = 2. An extension for linear equations in CR
manifolds has been obtained in [45]. In the following we shall give higher integrability results
for problems with possibly super-quadratic growth p  2. The equations we are considering are
the natural horizontal version of (1.19), involving possibly discontinuous coefficients of VMO
type; specifically
divH
[
b(x)a(Xu)
]= divH (|F |p−2F ), (1.20)
with
b(·) ∈ VMOloc(Ω) and ν  b(x) L. (1.21)
See Section 2.5 for the precise definition of the space VMOloc(Ω). The prototype of (1.20) is
clearly the non-homogeneous p-Laplacean equation with VMO-coefficients, that is
divH
(
b(x)|Xu|p−2Xu)= divH (|F |p−2F ), (1.22)
where the coefficient function b(·) satisfies (1.21), and F ∈ Lp(Ω,R2n). The main result is the
following:
Theorem 1.4 (of Calderón–Zygmund type). Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.20)
under the assumptions (1.2)–(1.3) with 2 p < 4, and (1.21). Then
F ∈ Lqloc(Ω,R2n) implies that Xu ∈ Lqloc
(
Ω,R2n
)
,
whenever p < q < ∞. Moreover there exists a constant c, depending only on n, p, L/ν, q , and
the function b(·), such that the following reverse-Hölder type inequality holds for any CC-ball
BR Ω:
(
−
∫
BR/2
|Xu|q dx
)1/q
 c
(
−
∫
BR
(
μ+ |Xu|)p dx)1/p + c( −∫
BR
|F |q dx
)1/q
. (1.23)
For an alternative statement concerning the dependence of the constant in (1.23) see also Re-
mark 10.1 below, while for a more precise dependence on the various constants see Remark 10.2.
Let us recall that in the Euclidean case there is a wide literature on Calderón–Zygmund type esti-
mates for linear problems with VMO-coefficients starting from the Euclidean work of Chiarenza,
Frasca and Longo [13], dealing with linear problems. A non-linear approach has been proposed
in [34]. As for the sub-elliptic setting, the theory is confined to the linear case [4], where the case
of general Hörmander vector fields is considered. In this paper we give the first results for non-
linear problems with VMO coefficients, allowing also for BMO coefficients with small BMO
seminorm, see Remark 11.1 below. Anyway we remark that the integrability results obtained
here are new already in the case b(x) ≡ 1 – that is, when no coefficients are actually involved.
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tions with continuous coefficients; the corresponding statements are presented at the end of the
paper.
1.3. Technical approach, and novelties
The approach proposed in this paper strongly differs from those proposed in earlier ones.
Indeed, a common strategy for attacking the regularity problem in the sub-elliptic setting, going
back to Hörmander [29] and then followed in subsequent works [8,9,22,23], is to first obtain
separately a certain maximal regularity for the vertical part of the gradient T u, and then, using
such an additional information, obtaining regularity results for the horizontal part Xu. Such an
approach is for instance followed also in the non-linear setting in [8,9], where it turns out to be
successful since p = 2. On the other hand the same method does not seem to yield results when
p = 2 and the equation becomes in a certain sense heavily non-linear. We take a different path,
hereby proposing a double-bootstrap method: we shall obtain regularity for T u using the one
obtained for Xu, and vice-versa. More precisely we shall prove that
T u ∈ Lqk ⇒ Xu ∈ Lpk and Xu ∈ Lpk ⇒ T u ∈ Lqk+1 (1.24)
where {pk} and {qk} are two sequences diverging to infinity; in some sense we repeat Hörman-
der’s original strategy breaking it in a countable number of pieces. As a first consequence we
obtain that
Xu,T u ∈ Lq for every q < ∞, (1.25)
while we remark that all the foregoing inclusions are meant to be local since no boundary infor-
mation is a priori given on solutions. The use of such a mixed iteration is a direct consequence
of the non-linearity of the problem (1.1), since after a preliminary differentiation of the equation,
T u cannot be realized as a solution of a linear equation with bounded coefficients, and a deeper
interaction between the horizontal and the vertical parts of the gradient must be exploited. The
implementation of (1.24) requires a rather delicate interaction between: suitable Caccioppoli type
estimates – also called energy estimates – for the horizontal and vertical gradients, see Section 5;
interpolation inequalities of Gagliardo–Nirenberg type in the Heisenberg group, see Section 4;
integration-by-parts methods, see Section 7; a certain kind of non-standard energy estimates of
mixed type, see Section 6. In some sense, we shall replace the usual Moser’s iteration by a dif-
ferent kind of iteration where, at each step, the gain in the integrability exponent is not achieved
by Sobolev inequality, but, rather, by an interpolation estimate of Gagliardo–Nirenberg type via
an integration-by-parts procedure. Once the integrability information in (1.25) is gained, a suit-
able variant of Moser’s iteration technique will lead to Xu ∈ L∞, see Section 8. Finally, in the
non-degenerate case μ > 0 this will lead to T u ∈ L∞ via the results in [40], and eventually to
the local Hölder continuity of the Euclidean gradient, which is a standard implication after the
work in [7,8,40].
An important background of our technique is the observation of the natural analogy between
sub-elliptic equations of the type (1.1), and the more classical Euclidean non-uniformly elliptic
equations, or “equations with non-standard growth conditions,” or with “(p, q)-growth condi-
tions,” as very often called in the setting of the Calculus of Variations [41]. In fact, our techniques
70 G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129are inspired by those developed for such situations, see for instance [3,19,20], although the imple-
mentation in the Heisenberg group requires a completely different technical approach. Problems
with non-standard growth indeed involve equations featuring ellipticity properties which appear
to be weaker in certain special spatial directions: this immediately reminds of the situation of
horizontal quasilinear equations in the Heisenberg group as (1.1), where the vertical derivative
T u does not appear directly in the operator. It rather appears only in an intrinsic way, via the
horizontal vector fields Xu and after commutation, see (2.1) below, and therefore the vertical
direction is clearly playing a very special role. Such a lack of “vertical ellipticity” is in fact the
basic source of problems in the theory of elliptic equations in the Heisenberg group.
As mentioned above, a key ingredient for the subsequent results are the explicit a priori esti-
mates (1.12) and (1.16). Indeed, these will allow for a suitable application of recent non-linear
techniques for obtaining higher integrability estimates for non-homogeneous equations [6,36].
Here, due to the presence of the VMO coefficients, we shall use these in combination with various
maximal operators, and higher integrability estimates in the spirit of Gehring’s lemma. Observe
that, due to the non-linearity of the problems we are considering, the standard approaches based
on harmonic analysis tools such as, singular integrals, commutators, and so forth, are not avail-
able in the present setting.
Finally, let us summarize the content of the paper. In Section 2 we shall collect preliminaries
concerning the sub-elliptic setting, while in Section 3 we shall re-visit and re-state in a suitable
way a few known regularity results for elliptic equations in the Heisenberg group. Sections 4–7
are devoted to the implementation of (1.24), in the way described a few lines above. Here we shall
else re-visit some arguments from [40], and we shall use the a priori boundedness of the solution
already obtained in [10]. In Section 8 we prove L∞-estimates for the gradient and therefore The-
orems 1.1, 1.2. Section 9 is devoted to the degenerate case: we prove Theorem 1.3, by combining
Theorem 1.2 with a standard approximation method, and then we obtain Corollaries 1.1–1.2. The
proof of Theorem 1.4 is in Section 10, while in Section 11 we give a few possible generalizations
of Theorem 1.4.
1.4. On the exponent limitation 2 p < 4
In this paper, the main assumption we are considering is, as widely clarified above, the limi-
tation on the growth exponent 2 p < 4. This bound is unnatural as the regularity of solutions
is expected to hold for every p > 1, and it is linked to the peculiar techniques used in this paper.
We shall now briefly explain the various points where such a limitations shows up, because at
several stages we shall not need such a limitation. One of the ingredients used here is the initial
vertical integrability T u ∈ Lp for p < 4; indeed many of the estimates here appear with a right-
hand side which contains the term ‖T u‖Lp which therefore we have to take bounded. This is for
instance the case of Lemma 5.1, where this limitation does not appear explicitly in the proof, but
the final right-hand side in the resulting inequalities is finite – via Lemma 3.1 – when T u ∈ Lp ,
which holds for p < 4. The same happens in other points as for instance in Lemma 5.2 or in
Lemma 4.2; see for instance Theorem 4.1, which is a more abstract version of Lemma 4.2, and
where the limitation p < 4 does not appear. A crucial point where such limitation appears is the
integration by parts Lemma 7.2, which is essential to implement the double bootstrap procedure
used in order to get the boundedness of the horizontal gradient; here we especially refer to the
integration by parts in (7.12). Finally, we emphasize that the Calderón–Zygmund estimates from
Section 10 are completely independent of the bound p ∈ [2,4); indeed they are essentially based
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work with no further constraint on p.
2. Notation, preliminaries
2.1. Notations, conventions
In this paper we shall adopt the usual, but somehow arguable convention to denote by c a
general constant, that may vary from line to line; peculiar dependence on parameters will be
properly emphasized in parentheses when needed. More precisely we shall usually denote c ≡
c(α,β, γ, . . .), meaning that c is actually an increasing (or decreasing) function of α,β, γ, . . . ;
in general c ↗ ∞ when either one of the parameters goes to infinity or to zero. For this reason,
when dealing with a constant potentially depending on several parameters, in the case when
one of the parameters remains bounded, the constant is in fact independent on the parameter in
question. Specific occurrences will be clarified by the context. Moreover, special occurrences
will be denoted by c∗, c1, c2 or the like. In this paper all the constant named by c∗, c1, c2 and
so on will be assumed without loss of generality to be larger than 1. The scalar product between
elements z1, z2 of R2n will be denoted by 〈z1, z2〉; very often, when no ambiguities will arise, we
shall simply denote 〈z1, z2〉 ≡ z1z2. Finally {e1, . . . , e2n+1} denotes the standard basis of R2n+1.
In the following, several of the integral estimates for solutions to (1.1) will involve constants
depending on the ellipticity/growth parameters μ and L, displayed in (1.2)–(1.3). Without loss
of generality, eventually replacing the vector field a(·) by a(·)/ν we may assume that ν = 1.
Therefore, scaling back, we see that all the constants depending on ν, L will actually depend on
the unique quantity L/ν, and as such they will be denoted for the rest of the paper.
2.2. Heisenberg groups
We identify the Heisenberg group Hn with R2n+1, n  1, via the exponential coordinates
in (1.7), see also (2.3) below. The group multiplication is given by
(x1, . . . , x2n, t) · (y1, . . . , y2n, s)
=
(
x1 + y1, . . . , x2n + y2n, t + s + 12
n∑
i=1
(xiyn+i − xn+iyi)
)
,
and makes Hn a non-commutative group. For 1 i  n the canonical left invariant vector fields
are those in (1.8)–(1.9). The only non-trivial commutator is
T = ∂t = [Xi,Xn+i] ≡ XiXn+i −Xn+iXi, for every i = 1, . . . , n. (2.1)
The vector fields X1,X2, . . . ,X2n are called horizontal vector fields, while T is the vertical
vector field. The horizontal gradient of a function u :Hn → R is the vector Xu defined in (1.9).
The vector fields {Xi}i enjoy the remarkable property of being opposite to their formal adjoint,
that is
X∗ = −Xi, for every i = 1, . . . ,2n. (2.2)i
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(X(Xu))i,j = (XXu)i,j = Xi(Xj (u)). Note that such a matrix is not symmetric due to the non-
commutativity of the horizontal vector fields Xi . We shall denote the standard Euclidean gradient
of a function u as Du = (D1u, . . . ,D2n+1u). For notational convenience, when referring to the
coordinates and vector fields in (1.7)–(1.8) we shall also denote Ys = Xs+n and ys = xs+n, for
s ∈ {1, . . . , n}.
The Heisenberg Lie algebra hn is a Step 2 nilpotent Lie algebra. This means that hn admits
a decomposition as a direct sum of vector spaces hn = h0 ⊕ h1 such that [h0,h0] = h1. The
horizontal part h0 is generated by {X1, . . . ,Xn,Y1, . . . , Yn} and the vertical part h1 by T . Note
that hn is generated as a Lie algebra by h0.
The exponential mapping exp :hn → Hn is a global diffeomorphism. A point x ∈ Hn has
exponential coordinates (x1, . . . , xn, y1, . . . , yn, t) if
x = exp
((
n∑
j=1
xiXi + yiYi
)
+ tT
)
. (2.3)
The identification between Hn, hn, and R2n+1 is precisely the use of exponential coordinates in
H
n
, and it is already used in (1.7); in the following we shall denote exp(Z) ≡ eZ .
The horizontal tangent space at a point x ∈ Hn is the 2n-dimensional subspace
Th(x) = linear span
{
X1(x), . . . ,Xn(x),Y1(x), . . . , Yn(x)
}
.
A piecewise smooth curve t → γ (t) is horizontal if γ ′(t) ∈ Th(γ (t)) whenever γ ′(t) exists.
Given two points x, y ∈ Hn denote by Γ (x, y) = {horizontal curves joining x and y}. Chow’s
accessibility theorem [14] implies that Γ (x, y) = ∅.
For convenience, we fix an ambient Riemannian metric in Hn so that the set h0 =
{X1, . . . ,Xn,Y1, . . . , Yn} is a left invariant orthonormal frame and the Riemannian volume el-
ement and group Haar measure agree, and are equal to the Lebesgue measure in R2n+1. The
Carnot–Carathèodory metric (CC-distance) is then defined by
dCC(x, y) = inf
{
length(γ ): γ ∈ Γ (x, y)}. (2.4)
It depends only on the restriction of the ambient Riemannian metric to the horizontal distribution
generated by the horizontal tangent space. In the following, with A,B ⊂ Hn being non-empty
subsets, we denote dist(A,B) := inf{dCC(x, y): x ∈ A, y ∈ B}, the Carnot–Carathèodory dis-
tance between sets. For more on CC-distances and general properties of metrics related to vector
fields we refer to the classical paper [44].
2.3. CC-balls, and the homogeneous dimension Q
The Carnot gauge is |x|CC = dCC(x,0). A few explicit formulas are available [2], but it is
probably more convenient to work with an equivalent gauge [2], smooth away from the origin,
called the Heisenberg gauge:
|x|Hn :=
((
n∑
x2i + y2i
)2
+ t2
)1/4
≈ |x|CC. (2.5)j=1
G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129 73In this paper all the balls, centered at x0 ∈ Hn and with radius R, will be defined with respect
to the CC-distance, that is B(x0,R) = {y ∈ Hn: dCC(x0, y) < R}. In view of (2.5) they are
equivalent to the gauge balls obviously defined by {y ∈ Hn: |y−1 ·x0|Hn < R}. The non-isotropic
dilations are the group homomorphisms given by
δR(x1, . . . , xn, y1, . . . , yn, t) =
(
Rx1, . . . ,Rxn,Ry1, . . . ,Ryn,R
2t
)
, (2.6)
where R > 0. The point is that we get the ball centered at the origin of radius R > 0 by applying
the non-isotropic dilation δR to the unit ball centered at the origin, that is
B(0,R) = δRB(0,1). (2.7)
The equivalence (2.5) and the natural scaling in (2.6) leads to define the number Q = 2n + 2 as
the homogeneous dimension of Hn. In particular, we have |B(x0,R)| ≈ RQ, where |BR| denotes
the Lebesgue measure of the ball B(x0,R). From such an estimate the doubling property of the
CC-balls BR easily follows; specifically, for any B(x0,R) ⊂ Hn, there holds∣∣B(x0,2R)∣∣ Cd ∣∣B(x0,R)∣∣. (2.8)
In the following, when clear, or not essential to the context, we will omit the center of the
ball BR = B(x0,R) and, if not otherwise stated, when considering several balls simultane-
ously, they will be concentric. Finally, again when no ambiguity will arise, we shall also denote
λB ≡ B(x0, λR), if B ≡ B(x0,R), and, when the center of the ball will not be important, we
shall use the short-hand notation B(x0,R) ≡ BR . Moreover, when some constant will depend
on the homogeneous dimension Q, such a dependence will be very often indicated as on the
number n.
Let BR ⊂ Rn be a ball, and f :BR → Rk be an integrable map; we define the average of f
over the ball BR as
(f )R ≡ (f )BR := −
∫
BR
f (x) dx = 1|BR|
∫
BR
f (x) dx ≈ R−Q
∫
BR
f (x) dx. (2.9)
The following Krylov–Safonov type covering lemma may be inferred from [25,33].
Lemma 2.1. Let BR ⊂ Hn be a ball with radius R, and let δ ∈ (0,1). Assume that E,G ⊂ BR are
measurable sets such that |E| δ|BR|. Assume also that for any ball B(x0, ) centered in BR ,
with  2R, and such that |E ∩B(x0,5)| > δ|BR ∩B(x0, )|, there holds E ∩B(x0,5) ⊂ G.
Then it follows that |E| δ|G|.
2.4. Horizontal Sobolev spaces and weak solutions
The horizontal Sobolev space HW1,p(Ω) consists of those functions u ∈ Lp(Ω) whose hor-
izontal distributional derivatives are in turn in Lp(Ω), that is Xu ∈ Lp(Ω,R2n). HW1,p(Ω)
is a Banach space when equipped with the norm defined by ‖u‖HW1,p(Ω) := ‖u‖Lp(Ω) +
‖Xu‖Lp(Ω,R2n), for p  1. The closure of C∞0 (Ω) in HW1,p(Ω) is denoted by HW1,p0 (Ω),
while the local variant HW1,p(Ω) is obviously defined by saying that u ∈ HW1,p(Ω) if and onlyloc loc
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to Eq. (1.20) with F ∈ Lp(Ω,R2n) is a function u ∈ HW1,p(Ω) such that
∫
Ω
b(x)
2n∑
i=1
ai(Xu)Xiϕ dx =
∫
Ω
2n∑
i=1
|F |p−2FiXiϕ dx, for all ϕ ∈ HW1,p0 (Ω). (2.10)
Therefore, when considering Eq. (1.1), this means to require that
∫
Ω
2n∑
i=1
ai(Xu)Xiϕ dx = 0, for all ϕ ∈ HW1,p0 (Ω). (2.11)
A crucial result concerning horizontal Sobolev spaces is the following Heisenberg group version
of the Sobolev embedding theorem.
Theorem 2.1. Let w ∈ HW1,q0 (B) with 1 < q <Q, where B ⊂ Hn is a CC-ball. Then there exists
a constant c ≡ c(n, q) such that
(
−
∫
B
|w| QqQ−q dx
)Q−q
Qq
 c|B| 1Q
(
−
∫
B
|Xw|q dx
) 1
q
. (2.12)
A proof of the previous result can be found for instance in [10,38], where the statement is
given in the case of balls with a suitably small radius r  R0. The general case stated above
easily follows by a standard scaling argument, using the dilation operator in (2.6) and (2.7). See
also the proof of Proposition 7.1 below, end of Step 2.
2.5. Vanishing mean oscillations
Let b :Ω → R be a measurable function, and Ω ′ Ω ; we define
[b]R0 ≡ [b]R0,Ω ′ := sup
BR⊂Ω ′,RR0
−
∫
BR
∣∣b(x)− (b)BR ∣∣dx, (2.13)
where R0 > 0, BR is any CC-ball with radius R, and, accordingly to (2.9)
(b)R ≡ (b)BR := −
∫
BR
b(x) dx. (2.14)
The function b is said to have (locally) vanishing mean oscillation, that is, to be a VMO-function
iff, for every choice of the subset Ω ′ Ω it holds that
lim
R↘0[b]R,Ω ′ = 0. (2.15)
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Here we recall a few basic properties of the difference quotient operators in the Heisenberg
group.
Definition 2.1. Let Z be a vector field in Hn. The difference quotient of the function w at the
point x is
DZh w(x) =
w(xehZ)−w(x)
h
, h = 0.
The latter definition will be always used whenever the function w in question is defined both
at xehZ and at x. The following lemma collects a few standard properties of difference quotients
that can be for instance inferred from [8,16,24,29,40].
Lemma 2.2. Let Ω ′ Ω be an open subset. Let Z being a left-invariant vector field, and w ∈
L
p
loc(Ω) for p > 1. If there exist two positive constants σ < dist(Ω ′, ∂Ω) and C such that
sup
0<|h|<σ
∫
Ω ′
∣∣DZh w∣∣p dx  Cp
then Zw ∈ Lp(Ω ′) and ‖Zw‖Lp(Ω ′)  C. Conversely, if Zw ∈ Lp(Ω ′) then for some σ > 0
sup
0<|h|<σ
∫
Ω ′
∣∣DZh w∣∣p dx  c(p)‖Zw‖pLp(Ω).
Moreover DZh w → Zw strongly in Lp(Ω ′).
Finally a trivial lemma, which is basically a consequence of the Campbell–Hausdorff formula;
the proof is left to the reader.
Lemma 2.3. Let ϕ ∈ HW1,t (Ω), and X, Z be smooth left-invariant vector fields such that
[X,Z]ϕ ∈ Ltloc(Ω), with t  1. If ϕ˜ := ϕ(xeZ) then Xϕ˜ ∈ Ltloc(Ω) and
X
[
ϕ
(·eZ)](x) = Xϕ˜(x) = Xϕ(xeZ)+ [X,Z]ϕ(xeZ) (2.16)
holds provided x, xeZ ∈ Ω . As a consequence we have, for h = 0
X
(
DZh ϕ
)
(x) = DZh (Xϕ)(x)+ [X,Z]ϕ
(
xehZ
)
. (2.17)
Before going on, first two algebraic lemmata; see [28], for instance.
Lemma 2.4. Let 1 < p < ∞. There exists a constant c = c(n,p) > 1, independent of μ ∈ [0,1],
such that, for any z1, z2 ∈ R2n
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(
μ2 + |z1|2 + |z2|2
) p−2
2 
1∫
0
(
μ2 + |z2 + τz1|2
) p−2
2 dτ
 c
(
μ2 + |z1|2 + |z2|2
) p−2
2 . (2.18)
Lemma 2.5. Let 1 < p < ∞. There exists a constant c ≡ c(n,p) > 1, independent of μ ∈ [0,1],
such that, for any z1, z2 ∈ R2n
c−1
(
μ2 + |z1|2 + |z2|2
) p−2
2 |z2 − z1|2 
∣∣(μ2 + |z2|2) p−24 z2 − (μ2 + |z1|2) p−24 z1∣∣2
 c
(
μ2 + |z1|2 + |z2|2
) p−2
2 |z2 − z1|2.
Finally a few general properties related to growth/ellipticity conditions (1.2)–(1.3).
Lemma 2.6. The following equality holds:
(
DZh ai(Xu)
)
(x) =
2n∑
j=1
aZi,j (x)D
Z
h Xju(x), (2.19)
where
aZi,j (x) =
1∫
0
Dzj ai
(
Xu(x)+ τhDZh Xu(x)
)
dτ, (2.20)
and i, j ∈ {1, . . . ,2n}. Moreover there exists a constant c ≡ c(n,p) 1 such that
∣∣aZi,j (x)∣∣ c(μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehZ)∣∣2) p−22 (2.21)
and
c−1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehZ)∣∣2) p−22 |λ|2  2n∑
i,j=1
aZi,j (x)λiλj , (2.22)
hold for every λ ∈ R2n, whenever x, xehZ ∈ Ω .
Proof. The proof of (2.19) follows directly from the definition of aZi,j (x), while that of (2.22)–
(2.21) follow from (1.2)–(1.3) and Lemma 2.4. 
Lemma 2.7. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions (1.2)–(1.3)
with 2  p < 4. Then for any ϕ ∈ C∞c (Ω), left-invariant vector field Z and h > 0 such that|ehZ|CC < dist(suppϕ, ∂Ω) we have
∫ 2n∑
i=1
(
DZh ai(Xu)(x)Xiϕ(x)+ ai(Xu)
(
xehZ
)[Z,Xi]ϕ(x))dx = 0. (2.23)
Ω
G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129 77Proof. With ϕ˜(x) := ϕ(xe−hZ), using (2.16) we have that Xiϕ˜(x) = Xiϕ(xe−hZ)+ h[Z,Xi]×
ϕ(xe−hZ). Testing (2.11) with ϕ˜ and changing variable x → xehZ , we obtain
∫
Ω
2n∑
i=1
ai
(
Xu
(
xehZ
))(
Xiϕ(x)+ h[Z,Xi]ϕ(x)
)
dx = 0.
Now we subtract (2.11) from the last identity and divide the resulting equation by h. This finally
gives (2.23). 
Finally, a standard property of weak derivatives in the Euclidean case, that holds in the present
setting too. We give a sketchy proof for the sake of completeness.
Lemma 2.8. Let v,w ∈ L1loc(Ω) such that vw,vXsw,wXsv ∈ L1loc(Ω) for some s ∈ {1, . . . ,2n}.
Then Xs(vw) ∈ L1loc(Ω) and Xs(vw) = vXsw +wXsv.
Proof. We first assume that both the functions are locally essentially bounded. Then we mollify
them using standard mollifiers ϕε , obtaining vε = v ∗ϕε,wε = w ∗ϕε , so that vε → v and wε →
w almost everywhere and Xsvε → Xsv and Xswε → Xsw locally in L1(Ω); see the formulas
in the proof of [26, Theorem 11.9] for details. Therefore, using that vε,wε are locally uniformly
bounded we get that vεXswε → vXsw and wεXsvε → wXsv locally in L1(Ω); at this point
using the definition of distributional derivative in the Xs -direction the assertion of the lemma
follows in this first case. In a second case we consider the situation when only one function
is bounded, say v. We can apply the result of the first case to v and to the truncated function
wk := max{min{w,k},−k}, for k ∈ N, and the assertion follows using Lebesgue’s dominated
convergence when letting k ↗ ∞, and the fact that vXsw, wXsv are supposed to be locally
in L1(Ω). Finally, the general case follows by the second one applying the same truncation
argument of the second case to one of the two functions. 
2.7. Maximal operators
Here we present a miscellanea of various maximal operators and related inequalities. Let
B0 ⊂ Rn be a CC-ball. We shall consider, in the following, the Restricted Maximal Function
Operator relative to B0. This is defined as
M∗B0(f )(x) := sup
B⊆B0, x∈B
−
∫
B
∣∣f (y)∣∣dy, (2.24)
whenever f ∈ L1(B0), where B denotes any CC-ball contained in B0, not necessarily with the
same center, as long as it contains the point x. More generally, if s  1 we define
M∗s,B0(f )(x) := sup
B⊆B0, x∈B
(
−
∫ ∣∣f (y)∣∣s dy)1/s (2.25)
B
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maximal operator is given by
MR(f )(x) := sup
B(x,r), rR
−
∫
B(x,r)
∣∣f (y)∣∣dy. (2.26)
We recall the following weak type (1,1) estimate for M∗B0 :
∣∣{x ∈ B0: M∗B0(f )(x) λ}∣∣ cWλγ
∫
B0
∣∣f (y)∣∣γ dy, for every λ > 0 and γ  1, (2.27)
which is valid for any f ∈ L1(B0); the constant cW depends only on the homogeneous dimension
Q via the doubling constant Cd in (2.8), and therefore ultimately on n; for this and related issues
we refer to [46]. A standard consequence of (2.27) is then∫
B0
∣∣M∗B0(f )∣∣γ dx  c(Q,γ )γ − 1
∫
B0
|f |γ dx, for every γ > 1. (2.28)
A straightforward consequence of (2.28) is the following similar estimate for M∗s,B0 :∫
B0
∣∣M∗s,B0(f )∣∣γ dx  c(Q,γ )s(γ − s)
∫
B0
|f |γ dx, for every γ > s. (2.29)
Finally, we report an inequality due to Hajlasz and Strzelecki [27], see also [26], Section 3, for
related results.
Proposition 2.1. Let f ∈ HW1,1(Ω) and R > 0. Then there exists an absolute constant c ≡ c(n)
such that ∣∣f (x)− f (y)∣∣ c[MR(|Xf |)(x)+MR(|Xf |)(y)]dCC(x, y)
whenever dCC(x, y)R/2 dist(Ω ′, ∂Ω)/2 and x, y ∈ Ω ′ Ω .
3. Basic regularity
In this section we summarize and revisit a few regularity results known for solutions to (1.1),
in order to get statements in a form tailored to our later needs.
3.1. Basic regularity results
The following is a basic result of Capogna, Danielli and Garofalo [10], and Lu [38].
Theorem 3.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.3) with p > 1. Then there exists a positive Hölder exponent α ≡ α(n,p,L/ν) such that
u ∈ C0,α(Ω). In particular, u is a locally bounded function, and for every open subset Ω ′ Ωloc
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dent of μ ∈ [0,1], of the solutions u and on the vector field a(·), such that
‖u‖L∞(Ω ′)  c
(‖u‖Lp(Ω) +μ). (3.1)
Just let us observe that the validity of (3.1) directly follows from the weak Harnack inequality
of Theorem 3.2 in [10], via a standard covering argument. Now another basic result, due to
Domokos [16], see also [42].
Theorem 3.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions (1.2)–
(1.4), with 2 p < 4. Then we have T u ∈ Lploc(Ω). Moreover, for every couple of open subsets
Ω ′ Ω ′′ ⊂ Ω there exists a constant c depending only on dist(Ω ′, ∂Ω ′′), n, p, L/ν, but other-
wise independent of μ ∈ (0,1], of the solutions u and on the vector field a(·), such that∫
Ω ′
|T u|p dx  c
∫
Ω ′′
(
μ+ |Xu|)p dx. (3.2)
In the previous estimate c ↗ ∞ when p ↗ 4.
Proof. The proof of the fact that T u ∈ Lploc(Ω) is contained in Theorem 1.2 from [16]. In order
to get estimate (3.2) we first use the estimate contained in Theorem 1.2 from [16], that gives∫
BγR
|T u|p dx  c
∫
BR
(|Xu|p + |u|p +μp)dx,
whenever BR  Ω and where γ ∈ (0,1); the constant c here depends on n,p,L/ν, γ and R.
Then we observe that if u weakly solves (1.1) then so does u− (u)BR and therefore, applying the
previous estimate to this new function we get∫
BγR
|T u|p dx  c
∫
BR
(|Xu|p + ∣∣u− (u)BR ∣∣p +μp)dx. (3.3)
Now, in order to get rid of the integrals involving u in the previous estimate, we use Jerison’s
Poincaré inequality [32], that is ‖u − (u)BR‖Lp(BR)  c(n,p)R‖Xu‖Lp(BR). Now (3.2) follows
by joining the previous inequality to (3.3) and finally using a standard covering argument. Note
that the constant c in (3.2) critically depends on dist(Ω ′, ∂Ω) in the sense that c ↗ ∞ when
dist(Ω ′, ∂Ω) ↘ 0. The constant c remains bounded when μ ↘ 0 as a careful inspection of the
proof of Theorem 1.2 from [16] reveals. 
The proof of the following result can be found in [40], Theorem 8.
Theorem 3.3. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Assume also that Xu ∈ Lqloc(Ω,R2n), where q  p satisfies
p < 2 + q . (3.4)
n+ 1
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‖T u‖L∞(Bρ) 
(
c
r − ρ
) χ
χ−1(‖μ+ |Xu|‖Lq(Br )
μ
) (p−2)χ
2(χ−1) ‖T u‖
L
2q
q−p+2 (Br )
, (3.5)
for every Bρ = B(x0, ρ) ⊂ Br , where
χ = Q
Q− 2
q − p + 2
q
> 1. (3.6)
The constant c only depends on n, p, L/ν, being otherwise independent of the particular solution
u, the constant μ, and the vector field a(·), and q .
We just remark that conditions (3.4) and (3.6) are actually equivalent.
3.2. Difference quotients results
Before going on let us clarify a few conventions we shall adopt for the rest of the paper
when dealing with difference quotients as defined in Lemma 2.2; such conventions should be
kept in mind in the following especially when reading the proofs of Lemma 3.1 and Propo-
sition 7.1 below. By the writing “h → 0” we shall implicitly mean “hk → 0,” since we shall
actually have h ≡ hk where {hk}k is a positive decreasing sequence such that hk → 0; we shall
also eventually, and actually very often, pass to non-relabeled sub-sequences that will still be
denoted by {hk}k . This will be useful since when letting h → 0 we shall need to use certain
real analysis convergence results, that are valid up to the passage to sub-sequences. With such a
definition/use of DZh ≡ DZhk , all the standard properties of difference quotients remain valid, and
the final results are the same, since the point in the use of difference quotients is approximating
real derivatives with discrete finite difference operators. Finally in the following we shall state
convergence results such as “G(xehZ) → G(x) in Ltloc(Ω)” as h → 0, for some G ∈ Lt(Ω), and
a smooth vector field Z. This must be interpreted as follows: it is clear that it makes sense to
consider G(xehZ) only provided xehZ ∈ Ω ; on the other hand, for each open subset Ω ′′  Ω
there exists a number h0 > 0, depending on Ω ′′ and Z, such that xehZ ∈ Ω provided x ∈ Ω ′′
and |h|  h0. Therefore by the previous convergence statement on G(xehZ) we actually mean
G(xehZ) → G(x) in Lt(Ω ′′), where 0 ↙ |h| h0, for every possible choice of the open subset
Ω ′′ Ω .
The next lemma summarizes and exploits various difference quotient arguments and results
scattered in [16] and [40].
Lemma 3.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then we have
D
ei
h Xu → DiXu in L2loc
(
Ω,R2n
) for every i = 1, . . . ,2n+ 1, (3.7)
and therefore
|XXu|2 + |TXu|2 ∈ L1 (Ω). (3.8)loc
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(
μ2 + |Xu|2) p−22 [|XXu|2 + |TXu|2] ∈ L1loc(Ω), (3.9)
and for every choice of open subset Ω ′ Ω ′′ Ω there exists a constant c depending only on
n,p,L/ν and dist(Ω ′, ∂Ω ′′) such that
∫
Ω ′
(
μ2 + |Xu|2) p−22 [|XXu|2 + |TXu|2]dx  c ∫
Ω ′′
(|Xu|p + |T u|p +μp)dx. (3.10)
In the last inequality the constant c is in particular independent of μ ∈ (0,1], of the solution u,
and of the vector field a(·). Finally, we have
a(Xu) ∈ W 1,
p
p−1
loc
(
Ω,R2n
)
. (3.11)
Proof. We have to go back to the difference quotient arguments of [16] and [40] where the
inclusions in (3.9) are proved; in particular we refer to Section 3 of [40]. Then, due to the non-
degeneracy condition μ> 0, we have that Xu ∈ W 1,2loc (Ω,Rn), and this fact immediately implies
(3.7) and (3.8) via Lemma 2.2. In order to establish the remaining implications we shall argue
first to get differentiation assertions with respect to the horizontal directions Xi , i = 1, . . . ,2n;
then, in view of [40, Theorem 7] the same arguments will apply when taking difference quotients
with respect to the vertical direction T , that is DTh . By the proof of Theorem 1.3 in [16] we see
that the quantity (μ2 + |Xu(x)|2 + |Xu(xehXi )|2) p−22 |DXih Xu(x)|2 remains locally bounded in
L1(Ω,R2n), or more precisely, it stays bounded in L1(Ω ′,R2n) for every Ω ′ Ω , as long as
h is suitably small, depending on Ω ′ – see the “conventions” immediately before the lemma.
Therefore, we also see that the quantity DXih [(μ2 + |Xu|2)
p−2
4 Xu] remains locally bounded in
L2(Ω,R2n) since an application of Lemma 2.5 gives
∫
Ω ′
∣∣DXih ((μ2 + |Xu|2) p−24 Xu)∣∣2 dx
 c(n,p)
∫
Ω ′
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p−22 ∣∣DXih Xu∣∣2 dx.
Therefore by Lemma 2.2 we have that Xi((μ2 + |Xu|2) p−24 Xu) ∈ L2loc(Ω,R2n) and
D
Xi
h
((
μ2 + |Xu|2) p−24 Xu)→ Xi((μ2 + |Xu|2) p−24 Xu) in L2loc(Ω,R2n). (3.12)
Moreover, as XXu,TXu ∈ L2loc(Ω), we may assume that
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p−22 ∣∣DXiXu(x)∣∣2 → (μ2 + 2∣∣Xu(x)∣∣2) p−22 ∣∣XiXu(x)∣∣2,h
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D
Xi
h Xu(x) → XiXu(x)
almost everywhere. In turn this last fact together with another application of Lemma 2.5, and the
use of (3.12) allow to apply a well-known variant of Lebesgue’s dominated convergence theorem,
finally yielding
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p−22 ∣∣DXih Xu(x)∣∣2
→ (μ2 + 2∣∣Xu(x)∣∣2) p−22 ∣∣XiXu(x)∣∣2 in L1loc(Ω). (3.13)
Now, according to the notation used Lemma 2.6, we write
D
Xi
h
(
ai(Xu)
)
(x) =
1∫
0
Da
(
Xu(x)+ τhDXih Xu(x)
)
dτD
Xi
h Xu(x), (3.14)
so that DXih a(Xu) → Da(Xu)XiXu almost everywhere. Using (3.14) and again Lemma 2.6, we
have
∣∣DXih (ai(Xu))(x)∣∣ c(n,p,L)(μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p−22 ∣∣DXih Xu(x)∣∣.
Therefore, using Lemma 3.2 below with ε = 1, we have
∣∣DXih (ai(Xu))(x)∣∣ pp−1  c(μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p−22 ∣∣DXih Xu(x)∣∣2
+ c(μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXi )∣∣2) p2 .
Therefore DXih (a(Xu)) → Da(Xu)XiXu in L
p
p−1
loc (Ω,R
2n) follows applying Lemma 2.2 by
(3.13) and again the well-known variant of Lebesgue’s dominated convergence theorem, and
in a similar way (3.11) also follows. Finally, as already mentioned above, the differentiability
results involving TXu follow exactly as those involving XXu; see for instance [40, Theorem 7].
In particular the local estimate thereby included implies the one in (3.10) via a standard covering
argument. The peculiar dependence of the constant c comes from a straightforward analysis of
the proofs in [16,40]. 
Lemma 3.2. For every a, b 0, p  2, and ε > 0 we have (ap−2b)
p
p−1  εap−2b2 + c(p, ε)ap.
Proof. When p = 2 – otherwise the statement is trivial – just write
(
ap−2b
) p
p−1 = a p(p−2)2(p−1) a p(p−2)2(p−1) b pp−1
and then apply the standard Young’s inequality with conjugate exponents 2(p − 1)/p and
2(p − 1)/(p − 2). 
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Let us first report a few trivial consequences of assumptions (1.2)–(1.3), see also [43], Sec-
tion 2.2. Since p  2, assumption (1.3) implies, for any z1, z2 ∈ R2n
c−1|z2 − z1|p 
〈
a(z2)− a(z1), z2 − z1
〉
. (3.15)
Finally, inequality (1.2), together with a standard use of Young’s inequality, yield for every
z ∈ R2n
c−1
(
μ2 + |z|2) p−22 |z|2 − cμp  〈a(z), z〉, c ≡ c(n,p,L/ν) 1. (3.16)
Then a standard consequence of (1.2) and (3.16) follows in the next
Lemma 3.3. Let v ∈ u+ HW1,p0 (BR) be the unique solution to the following Dirichlet problem:{diva(Xv) = 0 in BR
v = u on ∂BR, (3.17)
where the vector field a :R2n → R2n satisfies (1.2)–(1.3) for p > 1, and BR Ω is a CC-ball.
Then there exists a constant c depending only on n, p, L/ν, such that∫
BR
|Xv|p dx  c
∫
BR
(
μ+ |Xu|)p dx. (3.18)
For a related proof using quasiminima see [24, Chapter 6], dealing with related, completely
standard, Euclidean cases.
Next, a higher integrability result for solutions to (1.20), together with a first form of inequality
(1.23). Note that here no upper bound on p is required.
Theorem 3.4. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.20) under the assumptions
(1.2)–(1.3), with p  2, and F ∈ Lqloc(Ω,R2n) for some q > p. Then there exists q˜ > p, de-
pending only on n, p, L/ν, such that Xu ∈ Lq˜loc(Ω,R2n). Moreover, there exists a constant c
depending only on n, p, L/ν such that for every CC-ball B2R Ω the following reverse type
inequality:
(
−
∫
BR
|Xu|q0 dx
)1/q0
 c
(
−
∫
B2R
(
μ+ |Xu|)p dx)1/p + c( −∫
B2R
|F |q0 dx
)1/q0
, (3.19)
holds whenever p  q0  q˜ .
Proof. The proof more or less works as in the standard Euclidean setting, and we shall only
give a sketch of it; see [24, Chapter 6] for the Euclidean case or directly [47]. Let BR Ω be
a CC-ball, and let us fix a cut-off function η ∈ C∞0 (BR) such that 0  η  1, η ≡ 1 in BR/2,
and |Xη| c/R. The existence of such a function is as in [10], and in the specific setting of the
84 G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129Heisenberg group it easily follows from (2.5) and the definition of CC-balls; see Section 2.3.
Testing (2.10) by ϕ = ηp(u− (u)BR ), and using (1.2) and (3.16) in a standard way together with
Young’s inequality, we get
−
∫
BR/2
|Xu|p dx  cR−p −
∫
BR
∣∣u− (u)BR ∣∣p dx + c −
∫
BR
(
μp + |F |p)dx,
with c ≡ c(n,p,L/ν). See again [24, Chapter 6]. The intermediate integral in the last inequality
can be estimated by using the Sobolev–Poincaré inequality in the Heisenberg group [32,38], that
is
−
∫
BR
∣∣u− (u)BR ∣∣p dx  cRp
(
−
∫
BR
|Xu|pσ dx
)1/σ
,
for some σ ≡ σ(n,p) ∈ (0,1). Therefore, combining the last two inequalities we get
−
∫
BR/2
|Xu|p dx  c
(
−
∫
BR
|Xu|pσ dx
)1/σ
+ c −
∫
BR
(
μp + |F |p)dx.
This is a reverse-Hölder inequality with increasing support, in turn allowing to apply Gehring’s
lemma in the sub-elliptic setting – see for instance [47]. This finally yields the full statement and
(3.19), after a few elementary manipulations. 
4. Interpolation and basic integrability
4.1. Interpolation inequalities
The following inequality is an end point instance of the general Gagliardo–Nirenberg inequal-
ity in the Euclidean spaces Rn. For all f ∈ C∞0 (Rn), it holds that∫
Rn
|∇f |γ+2 dx  c(n, γ )‖f ‖2L∞(Rn)
∫
Rn
|∇f |γ−2|∇2f |2 dx, γ  0. (4.1)
The proof of the above inequality is elementary; indeed, it follows from integration by parts. In
the rest of the section we shall give the analog of inequality (4.1) in the Heisenberg group; again,
the proof involves only integration by parts. Actually, we shall first give a version of (4.1) for
solutions to (1.1), that is the thing we are mainly interested in for the subsequent developments,
and then, as a corollary of the proof given, a more general Heisenberg group version of (4.1) will
follow in Theorem 4.1 below.
First a few technical preliminaries. Consider the following truncation operators:
Tβ,k(t) :=
{
(μ2 + t)β if t ∈ [0, k)
(μ2 + k)β if t ∈ [k,∞) for t, β, k  0, μ > 0. (4.2)
To make the notation easier we shall also denote here Tβ ≡ Tβ,k , with the understanding that k is
temporarily fixed.
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2Tp/2+α,k
(
t2
)
b εTp/2+α+1,k
(
t2
)+ ε−1Tp/2+α−1,k(t2)b2. (4.3)
Proof. First the case t2 < k. Using the standard quadratic Young’s inequality we have
Tp/2+α,k
(
t2
)
b = √ε(μ2 + t2)p/4+α/2+1/2(1/√ε )(μ2 + t2)p/4+α/2−1/2b
 (ε/2)
(
μ2 + t2)p/2+α+1 + (ε−1/2)(μ2 + t2)p/2+α−1b2
= (ε/2)Tp/2+α+1,k
(
t2
)+ (ε−1/2)Tp/2+α−1,k(t2)b2, (4.4)
and (4.3) follows in this case. When t2  k we write the previous chain of inequalities substitut-
ing μ2 + t2 by μ2 + k everywhere in (4.4) and (4.3) follows in this case too. 
Lemma 4.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then for all σ  0 and η ∈ C∞c (Ω), we have∫
Ω
η2
(
μ2 + |Xu|2) p+2+σ2 dx
 c
∫
Ω
(
η2μ2 + |Xη|2u2)(μ2 + |Xu|2) p+σ2 dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 |XsXsu|2 dx, (4.5)
where c ≡ c(n,p,σ ) > 0.
Proof. For ease of notation in the following we let α := σ/2. First let us observe that the very
definition in (4.2) implies that the map t → Tp/2+α(t2)t is globally Lipschitz continuous and
therefore the chain rule in the Heisenberg group – see [10] – and the fact that Xu ∈ W 1,2loc (Ω,R2n)
as given by Lemma 3.1, imply that
η2Tp/2+α
(
(Xsu)
2)Xsu ∈ W 1,2loc (Ω), (4.6)
holds for every s ∈ {1, . . . ,2n}. Now, inclusion (4.6) allows for the following integration by parts:
P0 :=
∫
Ω
η2Tp/2+α
(
(Xsu)
2)(Xsu)2 dx =
∫
Ω
η2Tp/2+α
(
(Xsu)
2)XsuXsudx
= −
∫
Ω
uη2Tp/2+α
(
(Xsu)
2)XsXsudx − 2
∫
Ω
uη2T ′p/2+α
(
(Xsu)
2)(Xsu)2XsXsudx
− 2
∫
uηXsηTp/2+α
(
(Xsu)
2)Xsudx =: P1 + P2 + P3. (4.7)
Ω
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and P3. With ε ∈ (0,1), by means of (4.3) we have
|P1| ε
∫
Ω
η2Tp/2+α+1
(
(Xsu)
2)dx + c‖u‖2L∞(suppη)
∫
Ω
η2Tp/2+α−1
(
(Xsu)
2)|XsXsu|2 dx
 εP0 +
∫
Ω
η2μ2Tp/2+α
(
(Xsu)
2)dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2Tp/2+α−1
(
(Xsu)
2)|XsXsu|2 dx,
as, obviously, Tp/2+α+1((Xsu)2) Tp/2+α(Xsu)2(μ2 + (Xsu)2). In the previous inequality we
have c ≡ c(ε). The estimate of P2 requires slightly more care; by Young’s inequality and the
definition in (4.2), we have
|P2| (p + 2α)‖u‖L∞(suppη)
∫
{(Xsu)2k}
η2
(
μ2 + (Xsu)2
) p+2α
2 |XsXsu|dx
 ε
∫
{(Xsu)2k}
η2
(
μ2 + (Xsu)2
) p+2+2α
2 dx
+ c‖u‖2L∞(suppη)
∫
{(Xsu)2k}
η2
(
μ2 + (Xsu)2
) p−2+2α
2 |XsXsu|2 dx
 ε
∫
Ω
η2Tp/2+α
(
(Xsu)
2)(μ2 + (Xsu)2)dx
+ c‖u‖2L∞(suppη)
∫
{(Xsu)2k}
η2
(
μ2 + (Xsu)2
) p−2+2α
2 |XsXsu|2 dx
 εP0 +
∫
Ω
η2μ2Tp/2+α
(
(Xsu)
2)dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2Tp/2+α−1
(
(Xsu)
2)|XsXsu|2 dx,
where again c ≡ c(p, ε, σ ). Finally, the estimation of P3; again using standard Young’s inequality
|P3|
∫
Ω
η|Xη||u|Tp/2+α
(
(Xsu)
2)|Xsu|dx
 εP0 + c(ε)
∫
|Xη|2u2Tp/2+α
(
(Xsu)
2)dx.
Ω
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P0  3εP0 + c
∫
Ω
(
η2μ2 + |Xη|2u2)Tp/2+α((Xsu)2)dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2Tp/2+α−1
(
(Xsu)
2)|XsXsu|2 dx,
where c depends on n,p,σ and ε. Observing that all the quantities involved in the previous
inequality are finite as Xu ∈ W 1,2loc (Ω,R2n), taking ε = 1/6, recalling that α = σ/2, an easy
manipulation now yields
∫
Ω
η2Tp/2+σ/2,k
(
(Xsu)
2)(μ2 + (Xsu)2)dx
 c
∫
Ω
(
η2μ2 + |Xη|2u2)Tp/2+σ/2,k((Xsu)2)dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2Tp/2+σ/2−1,k
(
(Xsu)
2)|XsXsu|2 dx, (4.8)
for any s ∈ {1, . . . ,2n}, where c depends only on n,p and σ . At this point (4.5) follows sum-
ming up inequalities (4.8) for s ∈ {1, . . . ,2n} and eventually letting k ↗ ∞, using the monotone
convergence theorem. 
Remark 4.1. In the previous proof we never used that u is a solution of (1.1) but only that Xu
locally belongs to HW1,2(Ω,R2n), and that u is locally bounded. Therefore neither the ellipticity
ratio L/ν, nor the degeneracy parameter μ, appear in the dependence on the parameters of the
constant c involved in (4.5).
We conclude with a more general statement extending the Euclidean one in (4.1), which is at
this stage an obvious consequence of the proof of Lemma 4.2, and of the previous remark.
Theorem 4.1. Let σ be a non-negative number and p  2. Then for all u ∈ C∞(Ω) and η ∈
C∞c (Ω), we have
∫
Ω
η2|Xu|p+2+σ dx  c
∫
Ω
|Xη|2u2|Xu|p+σ dx + c
∫
Ω
η2u2
2n∑
s=1
|Xsu|p−2+σ |XsXsu|2 dx,
where c ≡ c(n,p,σ ) > 0.
4.2. Basic higher integrability
As an immediate corollary of Lemma 4.3 applied with σ = 0, and of Lemma 3.1, we gain a
first higher integrability property of solutions to (1.1):
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(1.2)–(1.4), with 2 p < 4. Then
Xu ∈ Lp+2loc
(
Ω,R2n
)
. (4.9)
Moreover, for every couple of open subsets Ω ′ Ω ′′ Ω there exists a constant c depending
only on n,p,L/ν, dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but independent of μ, of the solution u, and
of the vector field a(·), such that∫
Ω ′
|Xu|p+2 dx  c
∫
Ω ′′
(|Xu|p + |T u|p +μp)dx. (4.10)
Observe that (4.10) immediately follows by (4.5) with σ = 0, and by (3.10) via a standard
covering argument – note that the choice of η, Ω ′ and Ω ′′ in (4.5) and (4.10) is arbitrary.
5. Caccioppoli type inequalities
In this section we shall derive a few preliminary energy estimates, or so-called Caccioppoli
type inequalities, for the horizontal and vertical gradients Xu and T u respectively. We shall
modify some of the arguments introduced in [40] in order to find new types of Caccioppoli
inequalities – that is, energy estimates. In turn these will be at the core of the main iteration in
Section 7.
5.1. Smooth truncation operators
We shall start defining certain “smooth truncation operators” which are already used, in a
slightly different from, in [40]. We define
gα,k(t) = k(μ
2 + t)α
k + (μ2 + t)α , t, α  0, μ > 0, k ∈ N. (5.1)
We have that
0 gα,k(t)min
{
k,
(
μ2 + t)α}, and 0 gα,k(t) gα,k+1(t) (5.2)
hold for every k ∈ N, and moreover
lim
k→∞gα,k(t) =
(
μ2 + t)α. (5.3)
A few elementary computations, actually a variant of the ones already presented in [40], Sec-
tion 5.2, give that
g′α,k(t)
(
μ2 + t) αgα,k(t), ∣∣g′′α,k(t)∣∣(μ2 + t) 3(α + 1)g′α,k(t). (5.4)
We shall also deal with the following family of functions:
Wα,k(t) := 2g′ (t)t + gα,k(t), t, α  0, k ∈ N. (5.5)α,k
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we find
gα,k(t)Wα,k(t) (2α + 1)gα,k(t) (2α + 1)k. (5.6)
Moreover, taking the second estimate in (5.4) into account, and then again the first estimate in
(5.4), we also find
∣∣W ′α,k(t)∣∣t  ∣∣W ′α,k(t)∣∣(μ2 + t) 3(α + 1)Wα,k(t). (5.7)
Using that g′α,k(t)  g′α,k+1(t) for every k,α and t , taking the second inequality in (5.2) into
account we have
Wα,k(t)Wα,k+1(t) for all k ∈ N. (5.8)
Finally, by (5.3) it follows that
(
μ2 + t)α  lim
k→∞Wα,k(t) =
(
μ2 + t)α−1[2αt + (μ2 + t)]
 3(α + 1)(μ2 + t)α. (5.9)
5.2. The horizontal Caccioppoli inequality
Here we prove a suitable energy estimate involving powers of the natural quantity
(μ2 + |Xu|2)1/2, that is “the weight” of Eq. (1.5).
Lemma 5.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Let σ  2 and assume that
Xu ∈ Lp+σloc
(
Ω,R2n
)
, and |Xu|p−2+σ |T u|2 ∈ L1loc(Ω). (5.10)
Then for all η ∈ C∞c (Ω), we have
∫
Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
(
μ2 + |Xsu|2
) σ
2 |XXsu|2 dx
 c(σ + 1)
∫
Ω
(|Xη|2 + η|T η|)(μ2 + |Xu|2) p+σ2 dx
+ c(σ + 1)3
∫
Ω
η2
(
μ2 + |Xu|2) p−2+σ2 |T u|2 dx, (5.11)
and moreover
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Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
(
μ2 + |Xsu|2
) σ
2 |XXsu|2 dx
 c(σ + 1)
∫
Ω
(|Xη|2 + η|T η|) 2n∑
s=1
(
μ2 + |Xsu|2
) p+σ
2 dx
+ c(σ + 1)3
∫
Ω
η2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 |T u|2 dx. (5.12)
Both in (5.11) and in (5.12) we have c ≡ c(n,p,L/ν) > 1, and in particular the constant c does
not depend on μ,u, and on the vector field a(·).
Proof. With the definition in (5.1), in the following we shall abbreviate g(·) ≡ gσ/2,k , for a
fixed k ∈ N, while, according to (5.5), we shall denote W(·) := 2g′(·)t + g(·). For the rest of
the proof all the constants denoted by c or the like will depend only on n, p, L/ν, and will
be independent of μ, u, k and σ . Any dependence on σ in the following inequalities will be
explicitly displayed. We start by applying Lemma 2.7 with the choice Z = Xs for s ∈ {1, . . . , n};
for every ϕ ∈ C∞c (Ω), and h = 0 accordingly small, we arrive at∫
Ω
〈
D
Xs
h a(Xu),Xϕ
〉
dx = −
∫
Ω
an+s(Xu)
(
xehXs
)
T ϕ dx. (5.13)
We test (5.13) with ϕ ≡ φ1 := η2g(|DXsh u|2)DXsh u, for s ∈ {1, . . . , n}. By a simple density
argument this is an admissible test function in (5.13), since g is bounded, and moreover
T u ∈ Lploc(Ω). We obtain, for every i ∈ {1, . . . ,2n}
Xiφ1 = 2ηXiηg
(∣∣DXsh u∣∣2)DXsh u+ η2W (∣∣DXsh u∣∣2)XiDXsh u
and
T φ1 = 2ηT ηg
(∣∣DXsh u∣∣2)DXsh u+ η2W (∣∣DXsh u∣∣2)TDXsh u.
Inserting the last two equalities into (5.13) yields
∫
Ω
η2
2n∑
i=1
D
Xs
h ai(Xu)XiD
Xs
h uW
(∣∣DXsh u∣∣2)dx
= −2
∫
Ω
η
2n∑
i=1
D
Xs
h ai(Xu)Xiηg
(∣∣DXsh u∣∣2)DXsh udx
− 2
∫
Ω
ηT ηan+s(Xu)
(
xehXs
)
g
(∣∣DXsh u∣∣2)DXsh udx
−
∫
η2an+s(Xu)
(
xehXs
)
W
(∣∣DXsh u∣∣2)TDXsh udx. (5.14)Ω
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do not commute. Therefore we need to use identity (2.17); this gives, for every j ∈ {1, . . . ,2n}
(
D
Xs
h Xju
)
(x) = Xj
(
D
Xs
h u
)
(x)+ [Xs,Xj ]u
(
xehXs
)
.
Now use Lemma 2.6 with Z ≡ Xs , and adopting the related notation in (2.20), we have
D
Xs
h ai(Xu)(x) =
2n∑
j=1
a
Xs
i,j (x)D
Xs
h Xju(x)
=
2n∑
j=1
a
Xs
i,j (x)
[
XjD
Xs
h u(x)+ [Xs,Xj ]u
(
xehXs
)]
=
2n∑
j=1
a
Xs
i,j (x)XjD
Xs
h u(x)+ aXsi,n+s(x)T u
(
xehXs
)
. (5.15)
From now on in every occurrence of the symbol
∑
the indexes i, j will run from 1 to 2n. Joining
(5.14) and (5.15) we obtain
∫
Ω
η2
∑
i,j
a
Xs
i,j (x)XjD
Xs
h uXiD
Xs
h uW
(∣∣DXsh u∣∣2)dx
= −
∫
Ω
η2
∑
i
a
Xs
i,n+s(x)XiD
Xs
h uT u
(
xehXs
)
W
(∣∣DXsh u∣∣2)dx
− 2
∫
Ω
η
∑
i,j
a
Xs
i,j (x)XiηXjD
Xs
h ug
(∣∣DXsh u∣∣2)DXsh udx
− 2
∫
Ω
η
∑
i
a
Xs
i,n+s(x)XiηT u
(
xehXs
)
g
(∣∣DXsh u∣∣2)DXsh udx
−2
∫
Ω
ηT ηan+s(Xu)
(
xehXs
)
g
(∣∣DXsh u∣∣2)DXsh udx
−
∫
Ω
η2an+s(Xu)
(
xehXs
)
W
(∣∣DXsh u∣∣2)TDXsh udx. (5.16)
A completely similar equation, with Ys = Xn+s replacing Xs everywhere in (5.16), can be ob-
tained by testing (5.13) with ϕ ≡ φ2 := η2g(|DYsh u|2)DYsh u. We finally sum up the resulting two
equalities over s = 1,2, . . . , n, thereby obtaining
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Ω
η2
2n∑
s=1
∑
i,j
a
Xs
i,j (x)XjD
Xs
h uXiD
Xs
h uW
(∣∣DXsh u∣∣2)dx
= −2
∫
Ω
η
2n∑
s=1
∑
i,j
a
Xs
i,j (x)XiηXjD
Xs
h ug
(∣∣DXsh u∣∣2)DXsh udx
−
∫
Ω
η2
n∑
s=1
∑
i
(
a
Xs
i,n+s(x)T u
(
xehXs
)
W
(∣∣DXsh u∣∣2)XiDXsh u
− aYsi,s(x)T u
(
xehYs
)
W
(∣∣DYsh u∣∣2)XiDYsh u)dx
− 2
∫
Ω
η
n∑
s=1
∑
i
Xiη
(
a
Xs
i,n+s(x)T u
(
xehXs
)
g
(∣∣DXsh u∣∣2)DXsh u
− aYsi,s(x)T u
(
xehYs
)
g
(∣∣DYsh u∣∣2)DYsh u)dx
− 2
∫
Ω
ηT η
n∑
s=1
(
an+s(Xu)
(
xehXs
)
g
(∣∣DXsh u∣∣2)DXsh u
− as(Xu)
(
xehYs
)
g
(∣∣DYsh u∣∣2)DYsh u)dx
−
∫
Ω
η2
n∑
s=1
(
an+s(Xu)
(
xehXs
)
W
(∣∣DXsh u∣∣2)TDXsh u
− as(Xu)
(
xehYs
)
W
(∣∣DYsh u∣∣2)TDYsh u)dx
=: I1 + I2 + I3 + I4 + I5. (5.17)
We now proceed estimating the various terms spreading-up from (5.17). To estimate the left-hand
side from below we use (2.22) obtaining
l.h.s. of (5.17)
 c−1
∫
Ω
η2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣XDXsh u∣∣2 dx, (5.18)
with c ≡ c(n,p,L/ν) 1. In order to estimate the integrals I1, . . . , I4 we use (2.19), (2.21) and
Young’s inequality, obtaining for ε ∈ (0,1) that
|I1| c
∫
Ω
η|Xη|
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 g(∣∣DXsh u∣∣2)∣∣DXsh u∣∣∣∣XDXsh u∣∣dx
 ε
∫
Ω
η2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣XDXsh u∣∣2 dx
+ c(ε)
∫
|Xη|2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣DXsh u∣∣2 dx,Ω
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|I2| c
∫
Ω
η2
2n∑
s=1
(
μ2 + 2∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)
× ∣∣T u(xehXs )∣∣∣∣XDXsh u∣∣dx
 ε
∫
Ω
η2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣XDXsh u∣∣2 dx
+ c(ε)
∫
Ω
η2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22
×W (∣∣DXsh u∣∣2)∣∣T u(xehXs )∣∣2 dx,
|I3| c
∫
Ω
η|Xη|
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 ∣∣T u(xehXs )∣∣
× g(∣∣DXsh u∣∣2)∣∣DXsh u∣∣dx
 c
∫
Ω
|Xη|2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣DXsh u∣∣2 dx
+ c
∫
Ω
η2
2n∑
s=1
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehXs )∣∣2) p−22 W (∣∣DXsh u∣∣2)∣∣T u(xehXs )∣∣2 dx,
and finally
|I4| c
∫
Ω
η|T η|
2n∑
s=1
(
μ2 + ∣∣Xu(xehXs )∣∣2) p−12 W (∣∣DXsh u∣∣2)∣∣DXsh u∣∣dx.
The estimation of the last integral I5 in (5.17) needs slightly more care, and will be done later. We
have that Xu ∈ Lp(Ω,R2n) and, by Theorem 3.2 we also have T u ∈ Lploc(Ω), while Lemma 3.1
gives XXu ∈ L2loc(Ω,R2n×2n), therefore, using also (3.7), up to passing to non-relabeled sub-
sequences, we may assume for every s = 1, . . . ,2n that
Xu
(
xehXs
)→ Xu(x) in Lploc(Ω,R2n) and a.e.,
T u
(
xehXs
)→ T u(x) in Lploc(Ω) and a.e., (5.19)
XD
Xs
h u(x) → XXsu(x) in L2loc
(
Ω,R2n
)
and a.e. (5.20)
See also Section 3.2. The convergence statement in (5.20) needs perhaps an explanation; for
i = 1, . . . ,2n, write XiDXsu(x) = DXsXiu(x) + [Xi,Xs]u(xehXs ), according to (2.17). Then,h h
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that XiDXsh u(x) → XsXiu(x) + [Xi,Xs]u(x) = XiXsu(x) locally in L2(Ω), and, up to a sub-
sequence, almost everywhere. Therefore (5.20) is completely proved.
Now we want to pass to the limit with h → 0 in (5.17) taking into account the estimates for
the integrals I1, . . . , I4. Absorbing the terms with ε in the l.h.s., applying Fatou’s lemma for the
resulting l.h.s., and Lebesgue’s dominated convergence theorem for the r.h.s. – keep in mind that
W(·) is bounded by (5.6) – we obtain
∫
Ω
η2
2n∑
s=1
(
μ2 + |Xu|2) p−22 W (|Xsu|2)|XXsu|2 dx
 c
∫
Ω
(|Xη|2 + η|T η|)(μ2 + |Xu|2) p2 2n∑
s=1
W
(|Xsu|2)dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |T u|2 2n∑
s=1
W
(|Xsu|2)dx
+ lim sup
h→0
∣∣∣∣∣
∫
Ω
η2
n∑
s=1
an+s(Xu)
(
xehXs
)
W
(∣∣DXsh u∣∣2)TDXsh udx
∣∣∣∣∣
+ lim sup
h→0
∣∣∣∣∣
∫
Ω
η2
n∑
s=1
as(Xu)
(
xehYs
)
W
(∣∣DYsh u∣∣2)TDYsh udx
∣∣∣∣∣. (5.21)
Now we compute and estimate the last two limits, that actually exist, in the previous inequality;
we shall concentrate on the second-last one, similar arguments working for the last one. By
Lemma 3.1 we know that XT u ∈ L2loc(Ω,R2n). Therefore, for every s ∈ {1, . . . ,2n} we have
that
D
Xs
h T u → XsT u in L2loc(Ω) as h → 0. (5.22)
Using Young’s inequality we can bound the term under the integral sign as follows:
∣∣an+s(Xu)(xehXs )W (∣∣DXsh u∣∣2)TDXsh u∣∣
 c(σ, k)
(
μ2 + ∣∣Xu(xehXs )∣∣2) p−12 ∣∣DXsh T u∣∣
 c(σ, k)
[(
μ2 + ∣∣Xu(xehXs )∣∣2) 2p−22 + ∣∣DXsh T u∣∣2], (5.23)
where we used (5.6) and that α = σ/2. Since σ  2 then (5.10) implies that Xu ∈ Lp+2loc (Ω,R2n)
and moreover p < 4 implies that we can use the fact that 2p − 2 < p + 2. Therefore Xu ∈
L
2p−2
loc (Ω,R
2n) and hence
Xu
(
xehXs
)→ Xu(x) in L2p−2(Ω,R2n) and a.e. as h → 0.loc
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inated convergence theorem; therefore we obtain
lim
h→0
∫
Ω
η2
n∑
s=1
an+s(Xu)
(
xehXs
)
W
(∣∣DXsh u∣∣2)TDXsh udx
=
∫
Ω
η2
n∑
s=1
an+s(Xu)W
(|Xsu|2)XsT udx. (5.24)
In a completely similar manner, we also have
lim
h→0
∫
Ω
η2
n∑
s=1
as(Xu)
(
xehYs
)
W
(∣∣DYsh u∣∣2)TDYsh udx
=
∫
Ω
η2
n∑
s=1
as(Xu)W
(|Ysu|2)YsT udx. (5.25)
Connecting (5.24) and (5.25) to (5.21) we get
∫
Ω
η2
2n∑
s=1
(
μ2 + |Xu|2) p−22 W (|Xsu|2)|XXsu|2 dx
 c
∫
Ω
(|Xη|2 + η|T η|)(μ2 + |Xu|2) p2 2n∑
s=1
W
(|Xsu|2)dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
W
(|Xsu|2)|T u|2 dx
+
∣∣∣∣∣
∫
Ω
η2
n∑
s=1
an+s(Xu)W
(|Xsu|2)XsT udx
∣∣∣∣∣
+
∣∣∣∣∣
∫
Ω
η2
n∑
s=1
as(Xu)W
(|Ysu|2)YsT udx
∣∣∣∣∣, (5.26)
with c ≡ c(n,p,L/ν). We continue estimating the last two integrals; we shall estimate the first
one, the estimation of the latter being completely analogous. We integrate by parts as follows:
∫
Ω
η2
n∑
s=1
an+s(Xu)W
(|Xsu|2)XsT udx
= −2
∫
ηT u
n∑
s=1
Xsηan+s(Xu)W
(|Xsu|2)dxΩ
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∫
Ω
η2T u
n∑
s=1
2n∑
α=1
Dzαan+s(Xu)XsXαuW
(|Xsu|2)dx
− 2
∫
Ω
η2T u
n∑
s=1
an+s(Xu)W ′
(|Xsu|2)XsuXsXsudx
=: A+B +C. (5.27)
The previous integration by parts needs of course to be justified; we postpone its verification to
the very end of the proof. The estimates for A, B , C follow again by (2.21), (2.22) and Young’s
inequality; indeed, as for A we have
|A| 2
∫
Ω
η|Xη|(μ2 + |Xu|2) p−12 |T u| n∑
s=1
W
(|Xsu|2)dx
 c
∫
Ω
|Xη|2(μ2 + |Xu|2) p2 n∑
s=1
W
(|Xsu|2)dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|T u|2 dx.
Using that XsXα = XαXs + [Xs,Xα], we have, with ε ∈ (0,1)
|B|
∣∣∣∣∣
∫
Ω
η2T u
n∑
s=1
2n∑
α=1
Dzαan+s(Xu)XαXsuW
(|Xsu|2)dx
∣∣∣∣∣
+
∣∣∣∣∣
∫
Ω
η2|T u|2
n∑
s=1
Dzn+s an+s(Xu)W
(|Xsu|2)dx
∣∣∣∣∣
 c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)(|T u||XXsu| + |T u|2)dx
 ε
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|XXsu|2 dx
+ c(ε)
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|T u|2 dx.
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|C| c
∫
Ω
η2
(
μ2 + |Xu|2) p−12 |T u| n∑
s=1
W ′
(|Xsu|2)|Xsu||XsXsu|dx
 ε
c(σ + 1)
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W ′
(|Xsu|2)|Xsu|2|XsXsu|2 dx
+ c(σ + 1)
ε
∫
Ω
η2
(
μ2 + |Xu|2) p2 |T u|2 n∑
s=1
W ′
(|Xsu|2)dx
 cε
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|XXsu|2 dx
+ c(σ + 1)
2
ε
∫
Ω
η2
(
μ2 + |Xu|2) p2 n∑
s=1
W(|Xsu|2)
(μ2 + |Xsu|2) |T u|
2 dx.
Joining together the estimates for A, B , C, we obtain
∣∣∣∣∣
∫
Ω
η2
n∑
s=1
an+s(Xu)W
(|Xsu|2)XsT udx
∣∣∣∣∣
 cε
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|XXsu|2 dx
+ c
∫
Ω
|Xη|2(μ2 + |Xu|2) p2 n∑
s=1
W
(|Xsu|2)dx
+ c(ε)
∫
Ω
η2
(
μ2 + |Xu|2) p−22 n∑
s=1
W
(|Xsu|2)|T u|2 dx
+ c(ε)(σ + 1)2
∫
Ω
η2
(
μ2 + |Xu|2) p2 n∑
s=1
W(|Xsu|2)
(μ2 + |Xsu|2) |T u|
2 dx, (5.28)
where c ≡ c(n,p,L/ν). A completely analogous estimate, replacing on the right-hand side of
(5.28) Xs by Ys , holds also for the term
∫
Ω
η2
n∑
s=1
as(Xu)W
(|Ysu|2)YsT udx,
appearing in (5.26). Therefore using (5.28), and its Ys -analog, to estimate (5.26), absorbing terms
with ε on the left-hand side, we finally obtain
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Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
W
(|Xsu|2)|XXsu|2 dx
 c
∫
Ω
(|Xη|2 + η|T η|)(μ2 + |Xu|2) p2 2n∑
s=1
W
(|Xsu|2)dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
W
(|Xsu|2)|T u|2 dx
+ c(σ + 1)2
∫
Ω
η2
(
μ2 + |Xu|2) p2 2n∑
s=1
W(|Xsu|2)
(μ2 + |Xsu|2) |T u|
2 dx,
where c only depends on n, p, L/ν, but is otherwise independent of μ,σ, k, of the solution u,
and of the vector field a(·). Letting k ↗ ∞ in the previous inequality, using (5.8)–(5.9) to apply
the monotone convergence theorem, and finally using the elementary inequalities
(
μ2 + |Xu|2) p2 2n∑
s=1
(
μ2 + |Xsu|2
) σ
2  c(n,p)
2n∑
s=1
(
μ2 + |Xsu|2
) p+σ
2 ,
(
μ2 + |Xu|2) p−22 2n∑
s=1
(
μ2 + |Xsu|2
) σ
2  c(n,p)
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 ,
and, since σ  2 by assumption,
(
μ2 + |Xu|2) p2 2n∑
s=1
(
μ2 + |Xsu|2
) σ−2
2  c(n,p)
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 ,
we get (5.12), from which also (5.11) immediately follows. It remains to give the
Justification of (5.27). Fix s ∈ {1, . . . , n}; assume that
Xs
(
η2an+s(Xu)W
(|Xsu|2)T u) ∈ L1loc(Ω) (5.29)
and that the identity
Xs
(
η2an+s(Xu)W
(|Xsu|2)T u) = (Xsη2)an+s(Xu)W (|Xsu|2)T u
+ η2
2n∑
j=1
Dzj an+s(Xu)XsXjuW
(|Xsu|2)T u
+ 2η2an+s(Xu)W ′
(|Xsu|2)XsuXsXsuT u
+ η2an+s(Xu)W
(|Xsu|2)XsT u
=: B1 +B2 +B3 +B4, (5.30)
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in Ω , we have that ∫
Ω
Xs
(
η2an+s(Xu)W
(|Xsu|2)T u)dx = 0,
from which (5.27) follows via (5.30). In turn it remains to establish the validity of (5.29)–(5.30).
We shall repeatedly use Lemma 2.8; we start observing that by (1.2) and T u ∈ Lploc(Ω), Young’s
inequality gives that an+s(Xu)W(|Xsu|2)T u ∈ L1loc(Ω). We are of course using that W(·) is
bounded. The same argument gives that B1 ∈ L1loc(Ω). Next we have
|B2| c(k, σ )
[(
μ2 + |Xu|2) p−22 |XXu|2 +μp + |Xu|p + |T u|p],
and observe that the right-hand side belongs to L1loc(Ω) by (3.9), therefore B2 ∈ L1loc(Ω). Then,
by (1.2), (5.7) and Young’s inequality we have
|B3| c(k, σ )|Xsu|
μ2 + |Xsu|2
(
μ2 + |Xu|2) p−12 |XXu||T u|
 c(k, σ,μ)
[(
μ2 + |Xu|2) p−22 |XXu|2 + (μ2 + |Xu|2) p2 |T u|2]
and observe that all the quantities in the right hand side belong to L1loc(Ω) by (3.9) and (5.10),
since here we are assuming σ  2. We again conclude that B3 ∈ L1loc(Ω). Finally, again by (1.2)
we have that
|B4| c(k, σ )
(
μ2 + |Xu|2) p−22 [|XT u|2 + (μ2 + |Xu|2)],
and again, B4 ∈ L1loc(Ω) follows from (3.9). At this stage we can apply Lemma 2.8 to the product
an+s(Xu)W(|Xsu|2)T u ∈ L1loc(Ω) concluding that (5.29)–(5.30) hold. 
5.3. The vertical Caccioppoli inequality
We now state the energy estimate involving T u. Its proof is considerably simpler and it is close
to similar estimates in the Euclidean case, since the operators T and X commute. We report the
full proof for the sake of completeness.
Lemma 5.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Let σ  0 and assume that
Xu ∈ Lp+2+σloc
(
Ω,R2n
)
, and T u ∈ L
p+2+σ
2
loc (Ω). (5.31)
Then we have∫ (
μ2 + |Xu|2) p−22 |T u| σ2 |XT u|2η2 dx  c ∫ (μ2 + |Xu|2) p−22 |T u| σ+42 |Xη|2 dx, (5.32)Ω Ω
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and of the vector field a(·).
Proof. We again start by applying Lemma 2.7, this time with the choice Z = T ; for every ϕ ∈
C∞c (Ω), and h = 0 accordingly small, we arrive at∫
Ω
〈
DTh a(Xu),Xϕ
〉
dx = 0. (5.33)
Observe that we have used that [T ,Xi] = 0 for every i = 1, . . . ,2n. As a test function in (5.33)
we choose ϕ = η2|DTh u|
σ
2 DTh u. Note that this is an admissible test function in view of the fact
that u is locally bounded, see Theorem 3.1. Since [T ,Xs] = 0 for any s = 1, . . . ,2n, we have
X(DTh u) = DTh (Xu) by Lemma 2.3. Inserting ϕ into (5.33) we find
(1 + σ/2)
∫
Ω
η2
2n∑
i=1
DTh ai(Xu)XiD
T
h u
∣∣DTh u∣∣ σ2 dx
= −2
∫
Ω
η
2n∑
i=1
DTh ai(Xu)Xiη
∣∣DTh u∣∣ σ2 DTh udx. (5.34)
Using (2.19) and (2.22) with Z ≡ X, we can estimate the l.h.s. of (5.34) from below
l.h.s. of (5.34) c−1
∫
Ω
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p−22 ∣∣DTh u∣∣ σ2 ∣∣XDTh u∣∣2η2 dx,
where c ≡ c(n,p,L/ν) 1. For the r.h.s. of (5.34) we use again (2.19) together with (2.21) and
Young’s inequality obtaining, with ε ∈ (0,1)
∣∣r.h.s. of (5.34)∣∣ ε ∫
Ω
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p−22 ∣∣DTh u∣∣ σ2 ∣∣XDTh u∣∣2η2 dx
+ c(ε)
∫
Ω
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p−22 ∣∣DTh u∣∣ σ2 +2|Xη|2 dx.
Combining these estimates and choosing ε suitably small as usual, we arrive at the following
Caccioppoli-type estimate:
Ih :=
∫
Ω
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p−22 ∣∣DTh u∣∣ σ2 ∣∣XDTh u∣∣2η2 dx
 c˜
∫ (
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p−22 ∣∣DTh u∣∣ σ2 +2|Xη|2 dx =: IIh (5.35)
Ω
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√
h = |ehT |CC < dist(suppη, ∂Ω); here c˜ de-
pends on n,p,L/ν. Using Young’s inequality to estimate the r.h.s. of (5.35) we finally obtain
IIh  c
∫
suppη
(
μ2 + ∣∣Xu(x)∣∣2 + ∣∣Xu(xehT )∣∣2) p+2+σ2 dx + c ∫
suppη
∣∣DTh u∣∣ p+2+σ2 dx, (5.36)
with c ≡ c(‖Xη‖L∞). Since both T u and Xu exist and satisfy (5.31), by Lemma 2.2, (5.36), and
a well-known variant of Lebesgue’s dominated convergence theorem, we obtain that
lim
h→0 IIh = c˜
∫
Ω
(
μ2 + |Xu|2) p−22 |T u| σ+42 |Xη|2 dx. (5.37)
On the other hand, by Lemma 3.1 and using and Fatou’s lemma we have that∫
Ω
(
μ2 + |Xu|2) p−22 |T u| σ2 |XT u|2η2 dx  lim inf
h→0 Ih. (5.38)
The proof of (5.32) now follows combining (5.37)–(5.38) with (5.35). 
6. Intermediate integrability
The aim of this section is to improve the already found higher integrability result in (4.9).
Indeed the main result here is
Lemma 6.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then
Xu ∈ Lp+4loc
(
Ω,R2n
)
. (6.1)
Moreover, for every couple of open subsets Ω ′ Ω ′′ Ω there exists a constant c depending
only on n,p,L/ν, dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but independent of μ, of the solution u, and
of the vector field a(·), such that∫
Ω ′
|Xu|p+4 dx  c
∫
Ω ′′
(|Xu|p + |T u|p +μp)dx. (6.2)
The key to the previous lemma is in fact the following one, whose proof features a rather
unorthodox choice of the test function ϕ in (2.11) – see (6.4) below.
Lemma 6.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then
(
μ2 + |Xu|2) p2 |T u|2 ∈ L1loc(Ω).
Moreover, for all η ∈ C∞(Ω), we havec
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∫
Ω
η2
(
μ2 + |Xu|2) p2 |T u|2 dx
 c
(
1 + ‖u‖2L∞(suppη)
)∫
Ω
(
η2 + |Xη|2)(μ2 + |Xu|2) p−22 |T u|2 dx, (6.3)
where c ≡ c(n,p) > 0.
Proof. In the following we shall denote Tk(t) := min{t, k}, for t  0 and k ∈ N, slightly adjusting
the definition already given in (4.2). Set
ϕ := (Tk(|T u|))2η2u, (6.4)
for k > 0; we wish to take ϕ as a test function in (2.11). We first observe that the function
t → (Tk(|t |))2 is Lipschitz continuous and therefore, since T u ∈ HW1,2(Ω) then by the chain
rule in the Heisenberg group – see [10] – it also follows that (Tk(|T u|))2 ∈ HW1,2(Ω). Then,
since u ∈ HW1,p(Ω) ∩ L∞loc(Ω) a standard difference quotients argument, as for instance the
one in Lemma 2.8, finally gives that ϕ ∈ HW1,20 (Ω). Now recall that in Lemma 4.3, we already
showed that Xu ∈ Lp+2loc (Ω,R2n). So by a standard approximation argument, we can easily show
that any function from HW1,(p+2)/30 (Ω) is an admissible in (2.11). Thus ϕ as defined in (6.4) is
admissible test function, since (p+2)/3 < 2. Recall here that we are assuming p < 4. Therefore,
using ϕ in (2.11), we obtain
∫
Ω
η2
(Tk(|T u|))2〈a(Xu),Xu〉dx = −2
∫
Ω
ηu
(Tk(|T u|))2〈a(Xu),Xη〉dx
−
∫
Ω
η2u
〈
a(Xu),X
(Tk(|T u|))2〉dx.
In turn, using (1.2) and (3.16) the previous equality yields
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |Xu|2(Tk(|T u|))2 dx
 c
∫
Ω
η|Xη‖u|(μ2 + |Xu|2) p−12 (Tk(|T u|))2 dx
+ c
∫
Ω
η2|u|(μ2 + |Xu|2) p−12 ∣∣X(Tk(|T u|))2∣∣dx
+ c
∫
Ω
η2μp
(Tk(|T u|))2 dx =: D +E + F, (6.5)
with c ≡ c(n,p,L/ν). We use Young’s inequality to estimate D as follows:
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4
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |Xu|2(Tk(|T u|))2 dx
+ c‖u‖2L∞(suppη)
∫
Ω
|Xη|2(μ2 + |Xu|2) p−22 |T u|2 dx
+
∫
Ω
η2μ2
(
μ2 + |Xu|2) p−22 (Tk(|T u|))2 dx.
We estimate E by Young’s inequality and Lemma 5.2 with σ = 0, that is
E  1
4
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |Xu|2(Tk(|T u|))2 dx
+ c‖u‖2L∞(suppη)
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |XT u|2 dx
+
∫
Ω
η2μ2
(
μ2 + |Xu|2) p−22 (Tk(|T u|))2 dx
(5.32)
 1
4
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |Xu|2(Tk(|T u|))2 dx
+ c‖u‖2L∞(suppη)
∫
Ω
|Xη|2(μ2 + |Xu|2) p−22 |T u|2 dx
+
∫
Ω
η2μ2
(
μ2 + |Xu|2) p−22 (Tk(|T u|))2 dx.
Finally, since μ 1 we have
F  c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |T u|2 dx.
Plugging the above estimates for D,E and F into (6.5), and eventually letting k ↗ ∞, we
obtain (6.3), using that μ 1. This completes the proof of the lemma. 
Proof. The proof of (6.1) follows combining Lemma 6.2, Lemma 5.1 with σ = 2, Lemma 4.3,
and finally Lemma 4.2 again with σ = 2. Accordingly, the proof of (6.2) follows combining all
the a priori estimates of the used lemmata, taking into account the fact that everywhere Ω ′, Ω ′′
and η can be chosen arbitrarily. Moreover, the right-hand side of (6.3) has to be estimated by
means of Young’s inequality, as follows:∫
suppη
(
μ2 + |Xu|2) p−22 |T u|2 dx  c ∫
suppη
(|Xu|p + |T u|p +μp)dx. 
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The main result of this section is the following:
Proposition 7.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then it holds that
Xu ∈ Lqloc
(
Ω,R2n
)
and T u ∈ Lqloc(Ω) for every q < ∞. (7.1)
Moreover, for every q < ∞ there exists a constant c, depending on n, p, L/ν, and q , but oth-
erwise independent of μ, of the solution u, and of the vector field a(·), such that the following
reverse-Hölder type inequalities hold for any CC-ball BR ⊂ Ω:
(
−
∫
BR/2
|Xu|q dx
)1/q
 c
(
−
∫
BR
(
μ+ |Xu|)p dx)1/p, (7.2)
and
(
−
∫
BR/2
|T u|q dx
)1/q
 c
R
(
−
∫
BR
(
μ+ |Xu|)p dx)1/p. (7.3)
In order to prove the previous result we need a few preliminary lemmata. Their iterated use will
finally lead to the proof of Proposition 7.1.
Lemma 7.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Assume that
Xu ∈ Lp+σloc
(
Ω,R2n
)
, |Xu|p−2+σ |T u|2 ∈ L1loc(Ω), and T u ∈ L
p+2+σ
2
loc (Ω), (7.4)
for some σ  2. Then
Xu ∈ Lp+2+σloc
(
Ω,R2n
)
. (7.5)
Moreover, for every couple of open subsets Ω ′ Ω ′′ Ω there exists a constant c depending
only on n,p,L/ν,σ , dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but independent on μ, such that
∫
Ω ′
|Xu|p+2+σ dx  c
∫
Ω ′′
(|Xu|p+σ + |T u| p+2+σ2 +μp)dx. (7.6)
Proof. By (7.4) we can use Lemma 5.1; therefore combining (5.11) with (4.5), by means of a
standard covering argument we deduce the validity of (7.5). Once (7.5) holds we use Young’s
inequality to estimate the last integral in the right hand side of (5.11) as follows:
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∫
Ω
η2
(
μ2 + |Xu|2) p−2+σ2 |T u|2 dx  ε ∫
Ω
η2
(
μ2 + |Xu|2) p+2+σ2 dx
+ c(ε)
∫
Ω
η2|T u| p+2+σ2 dx, (7.7)
where ε ∈ (0,1); note that the intermediate integral in (7.7) is now finite. Connecting the previous
inequality to (5.11) and eventually to (4.5), and choosing ε small enough, but depending only on
n, p, L/ν, σ and ‖u‖L∞(suppη), in order to re-absorb the intermediate integral appearing in (7.7)
in the left-hand side of (4.5), we gain, after a few elementary manipulations
∫
Ω
η2
(
μ2 + |Xu|2) p+2+σ2 dx  c ∫
suppη
(
μ2 + |Xu|2) p+σ2 dx
+ c
∫
suppη
|T u| p+2+σ2 dx.
The constant c in the last inequality depends only on the data n, p, L/ν, σ, and on the norms
‖Xη‖L∞ , ‖T η‖L∞ , ‖u‖L∞(suppη), but is otherwise independent of the solution u, of the vector
field a(·), and of μ. Note that we have used that μ  1. At this stage the inequality in (7.6)
follows by the previous inequality via a standard covering argument involving a suitable choice
of the cut-off function η; again we are using that μ 1. 
Lemma 7.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Assume that
Xu ∈ Lp+2+σloc
(
Ω,R2n
)
and T u ∈ L
p+2+σ
2
loc (Ω),
for some σ  0, then
T u ∈ L
p+3+σ
2
loc (Ω). (7.8)
Moreover, for every couple of open subsets Ω ′ Ω ′′ Ω there exists a constant c depending
only on n, p, L/ν, σ , dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but independent on μ, of the solution u,
and of the vector field a(·), such that
∫
Ω ′
|T u| p+3+σ2 dx  c
∫
Ω ′′
(|Xu|p+2+σ + |T u| p+2+σ2 +μp)dx (7.9)
holds.
Proof. In the following we shall again denote Tk(t) := min{t, k} for t  0 and k ∈ N. Let η ∈
C∞c (Ω) be as usual a cut-off function such that 0  η  1. Using that T = [Xi,Yi] = XiYi −
YiXi, we start by integrating by parts as follows:
106 G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129
∫
Ω
η2|T u|2Tk
(|T u| p−1+σ2 )dx
=
∫
Ω
η2(X1Y1 − Y1X1)uT uTk
(|T u| p−1+σ2 )dx
 4
∫
Ω
η|Xη||Xu||T u|Tk
(|T u| p−1+σ2 )dx + c ∫
Ω
η2|Xu||XT u|Tk
(|T u| p−1+σ2 )dx
=: P4 + P5, (7.10)
where c = c(p,σ ) > 0. Note that the previous integration by parts is legal since
T uTk
(|T u| p−1+σ2 ) ∈ HW1,2loc (Ω). (7.11)
This fact follows by chain rule in the Heisenberg group – see [10] – since by the very definition of
Tk it follows that the function t → tTk(|t | p−1+σ2 ) is globally Lipschitz continuous on R, together
with the fact that T u ∈ HW1,2loc (Ω) – see (3.9).
Now, by Young’s inequality, we have for the integral P4
P4  4
∫
Ω
|Xη||Xu|p+2+σ dx + 4
∫
Ω
|Xη||T u| p+2+σ2 dx.
We now come to P5; using repeatedly Young’s inequality and once inequality (5.32) from
Lemma 5.2 we have
P5  c
∫
Ω
η2
(
μ2 + |Xu|2) 12 |T u| p−1+σ2 |XT u|dx
 c
∫
Ω
η2
(
μ2 + |Xu|2) p−22 |T u| σ2 |XT u|2 dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) 4−p2 |T u| 2p−2+σ2 dx
(5.32)
 c
∫
Ω
|Xη|2(μ2 + |Xu|2) p−22 |T u| σ+42 dx
+ c
∫
Ω
η2
(
μ2 + |Xu|2) 4−p2 |T u| 2p−2+σ2 dx
 c
∫
Ω
(
η2 + |Xη|2)(μp+2+σ + |Xu|p+2+σ + |T u| p+2+σ2 )dx. (7.12)
Note how the crucial assumption p < 4 hereby comes into the play once again. Using the esti-
mates found for P4, P5, inequality (7.10) becomes
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∫
Ω
η2|T u|2Tk
(|T u| p−1+σ2 )dx
 c
∫
Ω
(
η2 + |Xη| + |Xη|2)(μp+2+σ + |Xu|p+2+σ + |T u| p+2+σ2 )dx.
The constant c in the last inequality depends only on n,p,σ . Letting k ↗ ∞ and using the fact
that μ 1, we have
∫
Ω
η2|T u| p+3+σ2 dx  c
∫
Ω
(
η2 + |Xη| + |Xη|2)(μp + |Xu|p+2+σ + |T u| p+2+σ2 )dx.
Then (7.8) follows by a standard covering argument since the choice of η is arbitrary in the
previous inequality. In the same way, (7.9) follows via a standard covering argument involving a
suitable choice of η. 
Proof of Proposition 7.1. The proof is divided in two steps: first we prove the qualitative result
in (7.1) with a first form of the main priori estimates, that is (7.13) below. Then, in a second step,
we show how to get the explicit form of the a priori estimates in (7.2)–(7.3) from (7.13) by means
of a “blow-up” argument.
Step 1: Iteration and higher integrability. Here we prove (7.1) and that, for every couple of
open subsets Ω ′ Ω ′′ Ω , and q < ∞, there exists a constant c depending only on n, p, L/ν,
q , dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but independent of μ, of the solution u, and of the vector field
a(·), such that
∫
Ω ′
(|Xu|q + |T u|q)dx  c ∫
Ω ′′
(|Xu|p + 1)dx. (7.13)
For this, let us define the sequence
{
σk+1 := σk + 4p+3+σk ,
σ0 := 2.
(7.14)
It is easy to see that {σk} is a strictly increasing sequence such that σk ↗ ∞. We shall prove by
induction that
Xu ∈ Lp+2+σkloc
(
Ω,R2n
)
and T u ∈ L
p+2+σk
2
loc (Ω), (A)k
holds every k ∈ N, and moreover that, for every couple of open subset Ω ′ Ω ′′ Ω and k ∈ N
there exists a constant c depending only on n,p,L/ν, k, dist(Ω ′, ∂Ω ′′), and ‖u‖L∞(Ω ′′), but
independent of μ, of the solution u, and of the vector field a(·), such that
∫
′
(|Xu|p+2+σk + |T u| p+2+σk2 )dx  c ∫
′′
(|Xu|p + |T u|p + 1)dx. (B)k
Ω Ω
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us point out that when proving estimates like (B)k we shall deal with similar estimates where
Ω ′,Ω ′′ vary in an arbitrary way. Each time we shall implicitly pass to different open subsets,
since every time the open subsets involved in the inequalities will be arbitrary.
Let us first prove the validity of (A)0 and (B)0. The parts of the statements concerning Xu
directly come from Lemma 6.1, therefore we concentrate on T u. To this aim we apply Lemma 7.2
twice. First we choose σ = 0, recalling that (p + 2)/2 p in turn implies T u ∈ L(p+2)/2loc (Ω); at
this point we get that T u ∈ L(p+3)/2loc (Ω) with a first corresponding estimate, that is∫
Ω ′
|T u| p+32 dx  c
∫
Ω ′′
(|Xu|p+2 + |T u| p+22 + 1)dx.
Then we are able to apply again Lemma 7.2, this time with σ = 1, getting that T u ∈ L(p+4)/2loc (Ω)
and, in view of (7.9), also that∫
Ω ′
|T u| p+42 dx  c
∫
Ω ′′
(|Xu|p+3 + |T u| p+32 + 1)dx.
Joining the last two estimates to (6.2), passing each time to different open subsets, which are not
renamed, we easily get the also the part of (B)0 concerned with T u.
Let us now assume the validity of (A)k and (B)k for some k  0, and let us prove that of
(A)k+1 and (B)k+1. By (A)k we may apply Lemma 7.2 with the choice σ ≡ σk in order to get
that
T u ∈ L
p+3+σk
2
loc (Ω). (7.15)
Observe that by the very definition of σk we have that
σk+1 < σk + 1, (7.16)
and therefore from (7.15) we immediately get that
T u ∈ L
p+2+σk+1
2
loc (Ω). (7.17)
We also observe that using (B)k and the estimate (7.9) for σ ≡ σk , since in every occurrence the
open subsets Ω ′ Ω ′′ are arbitrary, we easily gain∫
Ω ′
|T u| p+2+σk+12 dx 
∫
Ω ′
(|T u| p+3+σk2 + 1)dx  c ∫
Ω ′′
(|Xu|p + |T u|p + 1)dx, (7.18)
that in turn holds for every couple of Ω ′ Ω ′′ where c depends as in (B)k+1. Here we used again
(7.16) and an elementary estimation. We have indeed proved one part of (B)k+1 too. Therefore it
only remains to prove that Xu ∈ Lp+2+σk+1loc (Ω,R2n), that will complete the proof of (A)k+1, and
the corresponding remaining part of (B)k+1 with the estimation of Xu. For this we wish to use
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sumption (A)k and (7.17) imply that we actually just have to check the second inclusion in (7.4).
To do this we apply Young’s inequality as follows:
|Xu|p−2+σk+1 |T u|2  |Xu|
(p−2+σk+1)(p+3+σk)
p−1+σk + |T u| p+3+σk2 .
By the definition in (7.14) we have that
(p − 2 + σk+1)(p + 3 + σk)
p − 1 + σk = p + 2 + σk,
and hence the second inclusion in (7.4) follows with σ ≡ σk+1 by the first inclusion in
(A)k and (7.15). Therefore Lemma 7.1 and (7.5) with σ ≡ σk+1 finally imply that Xu ∈
L
p+2+σk+1
loc (Ω,R
2n). Concerning the remaining part of the proof of (B)k+1 observe that (7.16)
allows for applying the elementary inequality |Xu|p+σk+1  |Xu|p+2+σk + 1; this, together with
(7.18) and (7.6), since the open subsets involved everywhere are arbitrary, allows in turn to con-
clude that ∫
Ω ′
|Xu|p+2+σk+1 dx  c
∫
Ω ′′
(|Xu|p+2+σk + |T u| p+2+σk2 + 1)dx.
At this point the full inequality in (B)k+1 follows by the previous one together with (7.18) and
(B)k , after changing, accordingly, the open subsets Ω ′,Ω ′′ involved.
In this way both (A)k and (B)k hold for every k ∈ N.
Now we prove the validity of (7.1) and (7.13). The assertions in (7.1) are immediate, while
to prove (7.13) with a fixed q , take k large enough such that (p + 2 + σk)/2  q , in order to
estimate |Xu|q + |T u|q  |Xu|p+2+σk + |T u| p+2+σk2 + 2, and then apply (B)k in order to get∫
Ω ′
(|Xu|q + |T u|q)dx  c ∫
Ω ′′
(|Xu|p + |T u|p + 1)dx.
Finally, changing again the subsets, the final form of (7.13) follows by Theorem 3.2.
Step 2: Blow-up and local estimates. Now, by means of scaling arguments, we shall see how to
get the precise form of the a priori estimates in (7.2)–(7.3) from the rough one in (7.13); of course
we shall assume that q > p. First, let us consider the case of a solution v ∈ HW1,p(B(0,1))
to (1.1), that is, when Ω ≡ B(0,1) ≡ B1. In the following γ will denote a number such that
γ ∈ (0,1), and the constants in the subsequent estimates will deteriorate when γ ↗ 1. Applying
Theorem 3.1 we find
‖v‖L∞(Bγ )  c1
(‖v‖Lp(B1) +μ), (7.19)
where c1 ≡ c1(n,p,L/ν, γ ). Now let us define, for every z ∈ R2n
w := v and a˜(z) := a(Az) , (7.20)
A Ap−1
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A := c1
(‖v‖Lp(B1) +μ). (7.21)
Obviously A> 0 and moreover
μ/A 1. (7.22)
The new scaled function w weakly solves the equation
divH a˜(Xw) = 0, (7.23)
and, as a consequence of (7.19), it is such that
‖w‖L∞(Bγ )  1. (7.24)
Moreover an easy computation reveals that the new vector field a˜(z) defined in (7.20) satisfies
assumptions (1.2)–(1.3) with μ replaced by μ/A. Therefore, keeping again (7.22) in mind, ap-
plying estimate (7.13) to w with the choice Ω ′ = Bγ 2 and Ω ′′ = Bγ , yields
∫
B
γ 2
(|Xw|q + |T w|q)dx  c2
∫
B1
(|Xw|p + 1)dx, (7.25)
and the constant c2 depends now only on n, p, L/ν, q , γ by the inequality in (7.24). Scaling
back to v, that is taking (7.20) into account, (7.25) gives
∫
B
γ 2
(|Xv|q + |T v|q)dx  c2[c1(‖v‖Lp(B1) +μ)]q−p
∫
B1
|Xv|p dx
+ |B1|c2
[
c1
(‖v‖Lp(B1) +μ)]q . (7.26)
Applying Young’s inequality with conjugate exponents q/p and q/(q − p) to estimate the first
quantity in the right-hand side of (7.26) easily gives
‖Xv‖Lq(B
γ 2 )
+ ‖T v‖Lq(B
γ 2 )
 c
(‖Xv‖Lp(B1) + ‖v‖Lp(B1) +μ), (7.27)
where c ≡ c(n,p,L/ν, q, γ ). Now we observe that if v solves (1.1) then v − ξ also solves (1.1)
whenever ξ ∈ R. Therefore we apply estimate (7.27) to v − (v)B1 , and using it together with
Jerison’s Poincaré’s inequality – see [32,39] – that is ‖v − (v)B1‖Lp(B1)  c(n,p)‖Xv‖Lp(B1),
we finally get
‖Xv‖Lq(B ) + ‖T v‖Lq(B )  c‖|Xv| +μ‖Lp(B ), (7.28)
γ 2 γ 2 1
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p ↗ 4. Choosing γ = 1/√2 in (7.28), we immediately get that
(
−
∫
B1/2
(|Xv|q + |T v|q)dx)1/q  c( −∫
B1
(
μ+ |Xv|)p dx)1/p, (7.29)
with c ≡ c(n,p,L/ν, q), and this means that we have proved (7.2)–(7.3) in the case R = 1.
Now we can go back to the original solution u, taking a CC-ball BR ≡ B(x0,R) ⊂ Ω , and
defining
v(x) := u(x0 · δR(x))
R
, for every x ∈ B(0,1), (7.30)
where the dilation operator δR has been defined in (2.6). Now observe that for every i = 1, . . . ,2n
Xiv(x) = Xiu
(
x0 · δR(x)
)
and T v(x) = RT u(x0 · δR(x)). (7.31)
Using this fact, and again the left invariance of the vector fields {Xi}, it is easy to see that the
function v defined in (7.31) solves Eq. (1.1) in B(0,1), and therefore (7.29) is applicable. In
fact, using (7.29) for v, re-scaling back to u in B(x0,R), and using (7.31) we get (7.2)–(7.3).
Observe that in such a re-scaling procedure the appearance of the integral averages in (7.2)–
(7.3) is essentially due to the change-of-variable formula together with the fact that det (x →
x0δR(x)) ≈ RQ ≈ |B(x0,R)|. This is basically a consequence of (2.7). 
8. Non-degenerate equations
Proposition 8.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.1) under the assumptions
(1.2)–(1.4), with 2 p < 4. Then it holds that
Xu ∈ L∞loc
(
Ω,R2n
)
and T u ∈ L∞loc(Ω). (8.1)
Moreover there exists a constant c, depending on n,p and L/ν, but otherwise independent of μ,
of the solution u, and of the vector field a(·), such that (1.12)–(1.13) hold for any CC-ball
BR ⊂ Ω .
Proof. The proof is again divided in two steps. First we treat a special case; then we reduce to
such a special case by a blow-up argument.
Step 1: Universal estimates. Here we assume that
Ω ≡ B1 and ‖Xu‖Lp(B1,R2n)  1, (8.2)
and we shall prove that there exist absolute constants c3, c4 ≡ c3, c4(n,p,L/ν) such that
sup
B1/2
|Xu| c3, and sup
B1/2
|T u| c4μQ(2−p)4 . (8.3)
With γ = 99/100, a simple covering argument and (7.2)–(7.3), gives that
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∫
Bγ
(|Xu|Q(p+2)Q−1 + |T u|2Q + |T u|2)dx  c, (8.4)
where c is a constant depending only on the quantities n, p, L/ν. Note that we have used (8.2)
to get rid of the dependence on the norms of Xu,T u in the constant c. Now we start from (5.12),
which we shall employ to implement a suitable variant of Moser’s iteration scheme. With η ∈
C∞0 (Bγ ) being non-negative and such that η 1 we immediately have that for any σ  2 it does
hold that
∫
Ω
η2
(
μ2 + |Xu|2) p−22 2n∑
s=1
(
μ2 + |Xsu|2
) σ
2 |XXsu|2 dx
 c(σ + 1)Cη
∫
suppη
2n∑
s=1
(
μ2 + |Xsu|2
) p+σ
2 dx
+ c(σ + 1)3
∫
Ω
η2|T u|2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 dx, (8.5)
where we have set
Cη := ‖Xη‖2L∞ + ‖T η‖L∞ + 1. (8.6)
To estimate the last term appearing in (8.5) we use Hölder’s inequality and then (8.4), thereby
gaining
∫
Ω
η2|T u|2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 dx
 c(n)
( ∫
Bγ
|T u|2Q dx
) 1
Q
( ∫
suppη
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p−2+σ)
2(Q−1) dx
)Q−1
Q
 c
( ∫
suppη
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
,
where, as we used (8.4), the constant c in the last line depends on n, p, L/ν. Moreover, again by
Hölder’s inequality, it trivially follows that
∫
suppη
2n∑
s=1
(
μ2 + |Xsu|2
) p+σ
2 dx  c(n)
( ∫
suppη
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
 c(n)
( ∫
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
. (8.7)
suppη
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∫
Ω
η2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 |XXsu|2 dx
 c(σ + 1)3Cη
( ∫
suppη
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
, (8.8)
where c ≡ c(n,p,L/ν) and Cη is defined in (8.6). Now we observe that
∣∣∣∣∣X
2n∑
s=1
η
(
μ2 + |Xsu|2
) p+σ
4
∣∣∣∣∣
2
 c(n)Cη
2n∑
s=1
(
μ2 + |Xsu|2
) p+σ
2
+ c(n)(p + σ)2η2
2n∑
s=1
(
μ2 + |Xsu|2
) p−2+σ
2 |XXsu|2.
Therefore, using again (8.7), the last estimate and (8.8) give
∫
Bγ
∣∣∣∣∣X
2n∑
s=1
η
(
μ2 + |Xsu|2
) p+σ
4
∣∣∣∣∣
2
dx
 c(p + σ)5Cη
( ∫
suppη
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
. (8.9)
Applying Sobolev embedding theorem in the Heisenberg group, that is Theorem 2.1 with q = 2,
in turn yields
( ∫
Bγ
η
2Q
Q−2
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−2) dx
)Q−2
Q
 c(p + σ)5Cη
( ∫
suppη
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σ)
2(Q−1) dx
)Q−1
Q
, (8.10)
where the constant c depends only on n, p, L/ν. Observe that here we are using that suppη ⊂ Bγ .
Now we choose the cut-off functions in the framework of Moser’s iteration technique. We take
a family of concentric interpolating balls B3/4 ⊂ Bk+1 ⊂ Bk such that B0 = B7/8 ⊂ Bγ ,
k+1 −k ≈ 2−k and k ↘ 3/4. Accordingly we select ηk ∈ C∞c (Bk ) such that ηk ≡ 1 on Bk+1 ,
and Cη  ck ; the existence of such cut-off functions can be inferred as in [10, Lemma 3.2]. Set-
ting
χ˜ := Q− 1 > 1, (8.11)
Q− 2
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σk+1 := χ˜σk + pQ−2 ,
σ0 := 2,
so that
(p + σk+1)Q
Q− 1 =
(p + σk)Q
Q− 2 (8.12)
holds for every k  0. Observe that
p + σk ≈ χ˜ k, and |Bk | ≈ c(n) > 0. (8.13)
Taking σ ≡ σk and η ≡ ηk in (8.10), and observing that ηk ≡ 1 on Bk+1 and suppηk ⊂ Bk ,
easily gives
( ∫
Bk+1
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σk)
2(Q−2) dx
)Q−2
Q
 ck+1
( ∫
Bk
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σk)
2(Q−1) dx
)Q−1
Q
, (8.14)
where c ≡ c(n,p,L/ν) 1 is a constant independent of k, and we used (8.13). Now, setting for
every k  0
Ak :=
( ∫
Bk
1 +
2n∑
s=1
(
μ2 + |Xsu|2
)Q(p+σk)
2(Q−1) dx
) Q−1
Q(p+σk)
,
using (8.12)–(8.14), an elementary manipulation gives that
Ak+1  c(k+1)χ˜
−k
0 Ak,
for a new constant c0 depending only on n, p, L/ν. Keeping (8.11) in mind, iterating the previous
inequality easily gives
Ak+1  exp
[
(log c0)
∞∑
i=0
i + 1
χ˜ i
]
A0.
Letting k ↗ ∞ in the previous inequality – note that the series in the last line converges by (8.11)
– now gives
sup
B
|Xu| c(n,p,L/ν)A0, (8.15)
3/4
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(8.3). As for the second inequality in (8.3), we observe that since Xu is bounded we may apply
Theorem 3.3 with any q satisfying (3.4). Noting that this implies 2q/(q −p+ 2) 2Q, we may
use (8.4); therefore taking R = 3/4 and  = 1/2 in (3.5) yields
‖T u‖L∞(B1/2)  c˜c
χ
χ−1 μ
(2−p)χ
2(χ−1) , (8.16)
where we also used (8.15), c˜ ≡ c˜(n,p,L/ν), and where χ appears in (3.6). All the constants
in the above inequality only depend on n, p, L/ν and are actually independent of q . Therefore
letting q ↗ ∞ in (8.16), and keeping (3.6) in mind, we obtain the second inequality in (8.3) with
the specified dependence of the constant c4.
Step 2: The general case. First we observe that we may reduce to the case BR ≡ B1 by per-
forming the blow-up scaling (7.30). Indeed once estimates (1.12)–(1.13) hold for v on BR ≡ B1,
then scaling back, and using (7.31), they also hold on general balls BR as required in the state-
ment. Therefore we just need to prove the result for a solution v in the ball B1. In order to reduce
to the assumptions in (8.2) we pass to the function w defined in (7.20) where this time we choose
A := (‖Xv‖Lp(B1) +μ), so that both ‖Xw‖Lp(B1,R2n)  1 and (7.22) hold. As noted in the proof
of Proposition 7.1, Step 2, the function w is a solution of Eq. (7.23), while the new vector field
a˜(z) defined in (7.20) satisfies assumptions (1.2)–(1.3) with μ replaced by μ/A 1. Therefore,
thanks to (7.22) we may apply the result of Step 1 to w, thereby obtaining
sup
B1/2
|Xw| c3, and sup
B1/2
|Tw| c4μQ(2−p)4 AQ(p−2)4 . (8.17)
Going back to v = w/A, and keeping in mind the current definition of A, we obtain the validity
of (1.12)–(1.13) for v on B1, and the proof is finally complete by the argument outlined at the
beginning of Step 2. 
Proof of Theorems 1.1–1.2. The proof of the a priori estimates of Theorem 1.2 is a direct
consequence of Proposition 8.1. As far as the Hölder continuity of the gradient is concerned, the
focal point of the regularity theory for quasilinear elliptic equations with p-growth is the local
Lipschitz regularity of solutions, as already explained in [8,9,40]. From this point on the proof of
the local Hölder continuity of Du proceeds as in [40]; see also [7,9] for detailed explanations. 
9. The degenerate case
Proof of Theorem 1.3. Of course in the following we shall restrict to the case p > 2; indeed, as
the reader will soon recognize, in the case p = 2 the role of μ is immaterial in (1.2)–(1.3), and
the results of Theorems 1.1 and 1.2 still hold when μ = 0. When p > 2 the case μ = 0 is now a
consequence of Proposition 7.1 when combined with a suitable approximation argument we are
going to report in some detail. Let us consider the regularized vector fields
ak(z) := a(z)+ εp−2z, for every z ∈ R2n and k ∈ N,k
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(1.3) it is easy to see that each vector field ak(z) satisfies the following growth and ellipticity
conditions:
∣∣Dak(z)∣∣(ε2k + |z|2) 12 + ∣∣ak(z)∣∣ c(ε2k + |z|2) p−12 , (9.1)
and
c−1
(
ε2k + |z|2
) p−2
2 |λ|2 
2n∑
i,j=1
Dzj (ak)i(z)λiλj , (9.2)
for a constant c > 0 depending only on n,p,L/ν but independent of k ∈ N. Moreover, since
p  2, assumption (9.2) also implies, for a possibly different constant c still depending on
n,p,L/ν, but otherwise independent of k ∈ N, that whenever z, z1, z2 ∈ R2n the following in-
equalities hold:
c−1|z2 − z1|p 
〈
ak(z2)− ak(z1), z2 − z1
〉
, c−1|z|p − cεpk 
〈
ak(x, z), z
〉
. (9.3)
Compare with (3.15) and (3.16). Now, let us consider a CC-ball BR ⊂ Ω and let us define
uk ∈ u + HW1,p0 (BR) as the unique solution to the Dirichlet problem (3.17) with ak(·) ≡ a(·);
therefore, for the present application we have v ≡ uk in (3.17). Accordingly, by virtue of (9.3)
we may apply Lemma 3.3 so that (3.18) used for v ≡ uk gives∫
BR
|Xuk|p dx  c
∫
BR
(
εk + |Xu|
)p
dx, (9.4)
where c ≡ c(n,p,L/ν) is independent of k. Next, using (9.3), the fact that both u and uk are so-
lutions, and then applying the definition of ak(·) together with Young’s and Hölder’s inequalities,
we have ∫
BR
|Xuk − Xu|p dx  c
∫
BR
〈
a(Xuk)− a(Xu),Xuk − Xu
〉
dx
= c
∫
BR
〈
a(Xuk)− ak(Xuk),Xuk − Xu
〉
dx
 c
∫
BR
ε
p−2
k |Xuk||Xuk − Xu|dx
 1
2
∫
BR
|Xuk − Xu|p dx + cε
p(p−2)
p−1
k
∫
BR
|Xuk|
p
p−1 dx
 1
2
∫
|Xuk − Xu|p dx + cε
p(p−2)
p−1
k
( ∫
|Xuk|p dx
) 1
p−1
.BR BR
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(9.4) in mind, we get
Xuk → Xu strongly in Lp
(
BR,R
2n). (9.5)
Now, using estimates (1.12) and (1.13) for uk , and therefore considering the case μ ≡ εk > 0, we
get
sup
BR/2
|Xuk| c∗
(
−
∫
BR
(
εk + |Xuk|
)p
dx
)1/p
, (9.6)
and
(
−
∫
BR/2
|T uk|q dx
)1/q
 c∗
R
(
−
∫
BR
(
εk + |Xuk|
)p
dx
)1/p
, (9.7)
which hold uniformly with respect to k; in fact the constants c∗, c∗ ultimately depend on n, p,
L/ν, and also q as far as the latter is concerned, but are otherwise independent of k. This follows
directly from the statement of Proposition 7.1. Letting k ↗ ∞ in (9.6)–(9.7), standard lower
semicontinuity arguments to deal with the left-hand sides of (9.6)–(9.7), and (9.5) to deal with
right-hand ones, finally give (1.16)–(1.17). Since the ball considered BR ⊂ Ω is arbitrary, this
finally implies (7.1) via a standard covering argument and the proof of Theorem 1.3 is com-
plete. 
Proof of Corollaries 1.1–1.2. Corollary 1.2 is immediate since from Theorem 1.3 we obtain
higher integrability for the Euclidean gradient: Du ∈ Lqloc(Ω,R2n+1) for every q < ∞. As for
Corollary 1.1, it suffices to prove estimate (1.18). With BR ⊂ Ω as in the statement, by (1.12)–
(1.16) it immediately follows that
MR/4
(|Xu|)(x) sup
B(x,R/4)
|Xu| c
(
−
∫
BR
(
μ+ |Xu|)p dz)1/p,
whenever x ∈ BR/2, where c depends only on n,p,L/ν. The operator MR/4 is the one defined
in (2.26). Therefore, using Proposition 2.1 we obtain
∣∣u(x)− u(y)∣∣ c( −∫
BR
(
μ+ |Xu|)p dz)1/pdCC(x, y) (9.8)
as soon as x, y ∈ BR/2 are such that dCC(x, y)R/8. At this stage estimate (1.18) follows from
the last one, applied to suitable smaller balls, just magnifying the constant in (9.8) of a finite
factor, say 16. 
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In this section we are going to prove Theorem 1.4; the use of various types of restricted
maximal operator will be essential here. In the following, when dealing with (1.20) we shall
always assume that F ∈ Lqloc(Ω,R2n), for some q > p. Now, let us fix an arbitrarily fixed open
subset Ω ′ Ω ; for the rest of the section all balls the considered B will be such that B Ω ′
unless otherwise specified, and in the following all the regularity results we are going to prove
are in Ω ′. Since the choice of Ω ′ is arbitrary the corresponding local regularity of Xu in Ω
will also follow. With q˜ ≡ q˜(n,p,L/ν) > p being the higher integrability exponent identified in
Theorem 3.4, let us define
q0 := p + q˜2 (10.1)
which is such that q0 ∈ (p, q˜) and can be therefore used in (3.19). Moreover, for later use we
observe that
q > q˜ ⇒ 1
q − q0 <
2
q˜ − p ≡ c(n,p,L/ν) (10.2)
and the last dependence on the parameters follows from the one specified in Theorem 3.4. Ac-
cordingly, with R0 > 0 being fixed, and eventually specified later, and with Ω ′ Ω chosen as
described above, we let
[b]∗R0 ≡ [b]∗R0,Ω ′ := sup
BR⊆Ω ′,RR0
(
−
∫
BR
∣∣b(x)− (b)BR ∣∣( pp−1 )( q0q0−p ) dx
) q0−p
q0
, (10.3)
where (b)BR is the average in (2.14). Let us observe that
lim
R↘0[b]
∗
R,Ω ′ = 0, (10.4)
for every choice of the open subset Ω ′ Ω, and this strengthens (2.15). Indeed since |b(x)| L
by (1.21) we have
[b]∗R,Ω ′  (2L)
p
p−1 −
q0−p
q0
([b]R,Ω ′) q0−pq0
and (10.4) immediately follows by (2.15).
Lemma 10.1. Let u ∈ HW1,p(BR) be a weak solution to (1.20), and let v ∈ u+HW1,p0 (BR) be a
weak solution to the Dirichlet problem (3.17) under the assumptions (1.2)–(1.3) for p  2, where
B2R Ω ′ and R R0, for a certain R0 > 0.
(1) For any p  2 it holds that
−
∫
BR
|Xu− Xv|p dx  c5[b]∗R0 −
∫
B2R
(
μ+ |Xu|)p dx
+ c5
(
1 + [b]∗R0
)( −∫
B2R
|F |q0 dx
)p/q0
, (10.5)
where the constant c5 depends only on n, p, L/ν.
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c6(n,p,L/ν) such that
(
−
∫
BR/2
(
μ+ |Xv|)s dx) 1s  c6
(
−
∫
BR
(
μ+ |Xu|)p dx) 1p , (10.6)
and c6 ↗ ∞ when p ↗ 4.
Proof. (1) Using that u and v are solutions to (1.20) and (3.17) respectively, testing (1.20) and
(3.17) by u− v ∈ HW1,p0 (BR) and summing up, with (b)BR as in (2.14) we have
−
∫
BR
|Xu− Xv|p dx (3.15) c −
∫
BR
(b)BR
〈
a(Xu)− a(Xv),Xu− Xv〉dx
= c −
∫
BR
〈
(b)BRa(Xu)− b(x)a(Xu),Xu− Xv
〉
dx
+ c −
∫
BR
〈|F |p−2F,Xu− Xv〉dx =: I + II, (10.7)
where c ≡ c(n,p,L/ν). In a standard way, via Young’s inequality we have in turn
II  1
4
−
∫
BR
|Xu− Xv|p dx + c −
∫
BR
|F |p dx, (10.8)
while, taking (1.2) into account and using Hölder’s inequality we have
I  1
4
−
∫
BR
|Xu− Xv|p dx + c −
∫
BR
∣∣b(x)− (b)BR ∣∣ pp−1 (μ+ |Xu|)p dx
 1
4
−
∫
BR
|Xu− Xv|p dx + c[b]∗R0
(
−
∫
BR
(
μ+ |Xu|)q0 dx)p/q0
(3.19)
 1
4
−
∫
BR
|Xu− Xv|p dx
+ c[b]∗R0 −
∫
B2R
(
μ+ |Xu|)p dx + c[b]∗R0
(
−
∫
B2R
|F |q0 dx
)p/q0
.
Estimate (10.5) now follows combining the estimates found for I and II to (10.7).
(2) When p ∈ [2,4) estimate (10.6) just follows applying (1.12)–(1.16) to the function v, and
then applying (3.18). 
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will denote the restricted maximal operator relative to the ball B100R0 in the sense of (2.24):
M∗ ≡ M∗B100R0 ; accordingly we shall denote by M
∗
q0/p
the restricted maximal operator in the
sense of (2.25), again relative to B100R0 , that is, M∗q0/p ≡ M∗q0/p,B100R0 . We recall that q0 >p has
been defined in (10.1).
Lemma 10.2. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (1.20) under assumptions (1.2)–(1.3)
with 2  p < 4, and let K  1 and s > p. There exist numbers ε ≡ ε(n,p,L/ν,K, s) ∈ (0,1)
and A ≡ A(n,p,L/ν) 1 such that if [b]∗100R0  ε then the following holds:
If B is a CC-ball centered in BR0 and with radius less than 2R0 satisfying
|E ∩ 5B| >K−s/p|B ∩BR0 | (10.9)
then
5B ∩BR0 ⊂ G, (10.10)
where
E := {x ∈ BR0 : M∗(μp + |Xu|p)(x) > AKλ, and M∗q0/p(|F |p)(x) ελ},
and
G := {x ∈ BR0 : M∗(μp + |Xu|p)(x) > λ},
while λ > 0.
Proof. We proceed by contradiction, therefore assuming that (10.10) fails, and showing that,
choosing ε and A appropriately, but with the dependence on the constants as in the statement of
the lemma, also (10.9) fails. Indeed, assume that (10.10) fails but (10.9) does not; then there
exists z1 ∈ 5B ∩ BR0 such that M∗(μp + |Xu|p)(z1)  λ; moreover E ∩ 5B is non-empty
and therefore there exists z2 ∈ 5B ∩ BR0 such that M∗q0/p(|F |p)(z2) < ελ. All in all we have
that
−
∫
40B
(
μp + |Xu|p)dx  λ, and −∫
40B
|F |q0 dx  (ελ)q0/p. (10.11)
Now define v ∈ u + HW1,p0 (20B) as the unique solution to the Dirichlet problem (3.17) with
BR ≡ 20B . Therefore applying (10.5) in this context, and using (10.11) with [b]∗100R0  ε too,
an elementary manipulation gives
−
∫
|Xu− Xv|p dx  c(n,p,L/ν)ελ. (10.12)
20B
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−
∫
10B
(
μs + |Xv|s)dx  [c(n,p,L/ν)]s/pλs/p. (10.13)
We now start giving a few estimates for the restricted maximal operator relative to the ball 10B ,
that in the following will be denoted by M∗∗, therefore M∗∗ ≡ M∗10B . First, let us observe that
a standard geometric argument using that M∗(μp + |Xu|p)(z1) < λ, exactly the same as the
one working in the Euclidean case, allows us to get the existence of an absolute constant c∗,
depending on the doubling constant Cd in (2.8) and therefore ultimately on n, such that
M∗
(
μp + |Xu|p)(x)max{M∗∗(μp + |Xu|p)(x), c∗λ}, (10.14)
whenever x ∈ 5B ∩BR0 . Now, using (2.27) with γ = s/p, we have∣∣{x ∈ 5B: M∗∗(μp + |Xu|p)(x) > AKλ}∣∣

∣∣{x ∈ 5B: M∗∗(μp + |Xv|p)(x) > 2−pAKλ}∣∣
+ ∣∣{x ∈ 5B: M∗∗(|Xu− Xv|p)(x) > 2−pAKλ}∣∣
(2.27)
 2
s/p+pc(n,p)
(AKλ)s/p
∫
10B
(
μs + |Xv|s)dx + c(n,p)
AKλ
∫
10B
|Xu− Xv|p dx
(10.12)–(10.13)
 2
s/p[c(n,p,L/ν)]s/p|B|
(AK)s/p
+ c(n,p,L/ν)ε|B|
AK
 2
s/p[c7(n,p,L/ν, s)]s/p|B ∩BR0 |
(AK)s/p
+ c8(n,p,L/ν)ε|B ∩BR0 |
AK
. (10.15)
In the last inequality we used the fact that B is a ball centered in BR0 whose radius does not
exceed 2R0, and the doubling condition (2.8). Now we fix A ≡ A(n,p,L/ν) > 1 + c∗ large
enough in order to have (2c7/A)s/p  2c7/A  1/4; here c∗ ≡ c∗(n) is the constant appearing
in (10.14). Then we take ε ≡ ε(n,p,L/ν,K) in order to have c8εKs/p−1 < 1/4. Such choices
fix the quantities A and ε with the dependence on the constants described in the statement of the
lemma, and together with (10.15) they give∣∣{x ∈ 5B ∩BR0 : M∗∗(μp + |Xu|p)(x) > AKλ}∣∣<K−s/p|B|.
Now, since K  1 and A> c∗, by (10.14) we also obtain∣∣{x ∈ 5B ∩BR0 : M∗(μp + |Xu|p)(x) > AKλ}∣∣<K−s/p|B|,
that finally contradicts (10.9), and the proof is complete. 
Proof of Theorem 1.4. The proof is actually split in two cases. The first is when q  q˜ , and
q˜ ≡ q˜(n,p,L/ν) > p is the higher integrability exponent identified in Theorem 3.4. In this case
the assertion follows directly from such a theorem. The other case is when q > q˜ , to which
we specialize henceforth. Therefore, with q˜ < q < ∞ as in the statement, we fix a number s
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constants depending on s will be actually depending on q , and as such they will be denoted, and
in particular we determine the constant A when eventually using Lemma 10.2. Then we take
K > 1 large enough in order to have
2K
q−s
p = A− qp . (10.16)
Such a choice fixes K ≡ K(n,p,L/ν, q) and this is the number we are going to take when
using Lemma 10.2. Therefore this determines the choice of ε ≡ ε(n,p,L/ν, q) > 0 for the use
in Lemma 10.2. Finally we determine the radius R0 ≡ (n,p,L/ν, s, b(·)) > 0 in such a way that
[b]∗100R0  ε. This is possible by (10.4). Now, let us set
μ1(t) :=
∣∣{x ∈ BR0 : M∗(μp + |Xu|p)(x) > t}∣∣, (10.17)
μ2(t) :=
∣∣{x ∈ BR0 : M∗q0/p(|F |p)(x) > t}∣∣, (10.18)
and keep in mind that the maximal operators M∗q0/p are restricted to the ball B100R0 . The proof
will proceed by iterating the function μ1(·) using information on μ2(·), that is getting information
on the measure of the level sets of |Xu|, in terms of those of |F |. We choose the “starting level”
λ0 as follows:
λ0 := 10C10d cWKs/p −
∫
B100R0
(
μp + |Xu|p)dx, (10.19)
where Cd is the doubling constant appearing in (2.8), and cW ≡ cW (n) is the constant appearing
in (2.28) for γ = 1. Therefore using (2.28), and that AK > 1 we find, for any m ∈ N
μ1
(
(AK)mλ0
)
 μ1(λ0)
1
2Ks/p
|BR0 |. (10.20)
Now we want to combine Lemmas 10.2 and 2.1. More precisely, for every m = 0,1,2, . . . we
want to apply Lemma 2.1 with the choice δ = K−s/p and
E := {z ∈ BR0 : M∗(μp + |Xu|p)> (AK)m+1λ0, and M∗q0/p(|F |p)< ε(AK)mλ0},
G := {z ∈ BR0 : M∗(μp + |Xu|p)> (AK)mλ0}.
In fact using Lemma 10.2 for λ ≡ (AK)mλ0 in the context of Lemma 2.1, keeping (10.20) in
mind, and recalling that |G| = μ1((AK)mλ0) and that |E| μ1((AK)m+1λ0)−μ2((AK)mελ0)
we have
μ1
(
(AK)m+1λ0
)
K−s/pμ1
(
(AK)mλ0
)+μ2((AK)mελ0),
for any m = 0,1,2, . . . . Induction on the previous inequality easily gives
μ1
(
(AK)m+1λ0
)
K−s(m+1)/pμ1(λ0)+
m∑
K−s(m−i)/pμ2
(
(AK)iελ0
)
,i=0
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0,1, . . . ,M ∈ N, we have
M∑
m=0
(AK)q(m+1)/pμ1
(
(AK)m+1λ0
)

(
M∑
m=0
[
K−s/p(AK)q/p
]m+1)
μ1(λ0)
+
M∑
m=0
m∑
i=0
(AK)q(m+1)/pK−s(m−i)/pμ2
(
(AK)iελ0
)
. (10.21)
First, we notice that (10.16) implies
∞∑
m=0
[
K−s/p(AK)q/p
]m+1 = 1.
On the other hand, using Fubini’s theorem for series it easily follows that
M∑
m=0
m∑
i=0
(AK)q(m+1)/pK−s(m−i)/pμ2
(
(AK)iελ0
)
 2(AK)q/p
M∑
m=0
(AK)qm/pμ2
(
(AK)mελ0
)
.
Combining the last two inequalities with (10.21), and eventually letting M ↗ ∞, we obtain
∞∑
m=1
(AK)qm/pμ1
(
(AK)mλ0
)
 μ1(λ0)+ 2(AK)q/pμ2(ελ0)
+ 2(AK)q/p
∞∑
m=1
(AK)qm/pμ2
(
(AK)mελ0
)
. (10.22)
From now on keep in mind that AK is a constant depending on n,p,L/ν, q; without loss of
generality we assume AK  2. Now, making a few elementary manipulations on (10.22) such as
μ1(·),μ2(·) |BR0 |, and using Fubini’s theorem, we estimate∫
BR0
(
μ+ |Xu|)q dx  c ∫
BR0
[
M∗
(
μp + |Xu|p)]q/p dx
= c
∞∫
λq/p−1μ1(λ) dλ0
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λ0∫
0
[. . .]dλ+ c
∞∫
λ0
[. . .]dλ
 cλq/p0 |BR0 | + c
∞∑
m=0
(AK)m+1λ0∫
(AK)mλ0
[. . .]dλ
 cλq/p0 |BR0 | + cλq/p0
∞∑
m=0
(AK)qm/pμ1
(
(AK)mλ0
)
(10.20)–(10.22)
 cλq/p0 |BR0 | + cλq/p0
∞∑
m=1
(AK)qm/pμ2
(
(AK)mελ0
)
, (10.23)
with c ≡ c(n,p,L/ν, q); moreover, (10.19) yields
λ
q/p
0 |BR0 | c
(
−
∫
B100R0
(
μp + |Xu|p)dx)q/p|BR0 |. (10.24)
In turn, again by means of Fubini’s theorem and elementary manipulations, we have
λ
q/p
0
∞∑
m=1
(AK)qm/pμ2
(
(AK)mελ0
)
 AK
εq/p(AK − 1)
∞∫
0
λq/p−1μ2(λ) dλ
 c
∫
BR0
[
M∗q0/p
(|F |p)]q/p dx (2.29)–(10.2) c ∫
B100R0
|F |q dx, (10.25)
where, taking into account the peculiar dependence of ε,AK , and also (10.2), it turns out that the
constant c in the last line depends only on n,p,L/ν, q . Connecting (10.25)–(10.24) to (10.23),
we finally gain, after further elementary manipulations
(
−
∫
BR0
|Xu|q dx
)1/q
 c
(
−
∫
B100R0
(
μp + |Xu|p)dx)1/p + c( −∫
B100R0
|F |q dx
)1/q
. (10.26)
We have used again, and repeatedly, the doubling condition (2.8); the constant c depends on n,
p, L/ν, q , but not yet on b(·); the dependence on q is such that c blows-up only when q ↗ ∞.
Now notice that the only point to use a ball with small radius R0 in the above argumentation
G. Mingione et al. / Advances in Mathematics 222 (2009) 62–129 125was to fulfill the requirement [b]∗100R0  ε; therefore estimate (10.26) continues to hold with R0
replaced by any other smaller radius, and therefore
(
−
∫
BR1
|Xu|q dx
)1/q
 c
(
−
∫
B100R1
(
μp + |Xu|p)dx)1/p + c( −∫
B100R1
|F |q dx
)1/q
(10.27)
holds whenever R1  R0 and B100R1 Ω . Summarizing, we have obtained a first form of esti-
mate (1.23), that is (10.27), which is valid for suitably small radii; moreover when estimating the
left hand side with the right-hand one we pass to an integral supported on a ball with radius mag-
nified of a factor 100. In order to derive the precise form (1.23) we can proceed using a standard
covering argument at the end of which we shall get the desired estimate, where the constant c
will be the one from (10.27), magnified of a factor equal to c(n,p, q)(R/R0)Q(q−p)/p . Since the
radius R0 has been chosen in order to verify [b]∗100R0  ε the final dependence of c on b(·) will
follow. We hereby sketch the covering argument; we first treat the most relevant case R  R0.
Consider a CC-ball BR Ω ′ with R R0, and cover BR/2 with a finite family of CC-balls {Bi}
with radius equal to R0/1000, centered in BR/2, and such that the enlarged balls have locally
finite intersection in the following sense: every ball 100Bi touches at most c(n) of the other ones
100Bj , i = j . It clearly follows that 100Bi  BR . The existence of such a family follows con-
sidering the structure of the CC-balls; see Section 2.3. We then apply (10.27) on every ball Bi –
this means we are taking R1 = R0/1000 in (10.27) – and manipulate as follows:
−
∫
BR/2
|Xu|q dx  c
(
R0
R
)Q∑
i
−
∫
Bi
|Xu|q dx
 c
(
R0
R
)Q∑
i
(
−
∫
100Bi
(
μp + |Xu|p)dx)q/p + c(R0
R
)Q∑
i
−
∫
100Bi
|F |q dx
 c
(
R0
R
)Q
R
−Qq/p
0
( ∫
BR
(
μp + |Xu|p)dx)(q−p)/p∑
i
∫
100Bi
(
μp + |Xu|p)dx
+ c −
∫
BR
|F |q dx
 c
(
R
R0
)Q(q−p)/p(
−
∫
BR
(
μp + |Xu|p)dx)q/p + c −∫
BR
|F |q dx, (10.28)
where c ≡ c(n,p,L/ν, q). Therefore estimate (1.23) follows in the case R0  R. The case
R < R0 can be treated in a similar way, and it is actually almost contained in (10.27), where
R1  R0: we only need to pass from a ball BR/2 to BR instead of passing from BR/100 to BR
as in (10.27). This fact can be done via the same covering argument used for the case R0  R,
by covering BR/2 by small balls with radius R/1000 and then perform the same computation as
in (10.28); this time since the radius of the balls Bi is comparable to that of BR , when passing
from estimate (10.27) to (1.23) the constant will magnify of a factor that depends only on n, p,
L/ν, q but independent of R0. 
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the one in Theorem 1.4. Indeed it follows that for every q < ∞ there exists a constant c ≡
c(n,p,L/ν, q) and a positive radius R0 ≡ R0(n,p,L/ν, q, b(·)) such that (1.23) holds provided
R  R0; this is actually the content of (10.27). In this way the constant c is independent of b(·),
while the dependence on b(·) in the final estimate is shifted in R0, that is “the radius after which
estimate (1.23) starts to hold.”
Remark 10.2. The constant appearing in the estimate (1.23) blow-up when p ↗ 4. As far as the
dependence on q is concerned, from the proof given we see that c blows-up when q ↗ ∞, as it
must be, while it remains stable when q ↘ p. This last fact is basically a consequence of the use
of Theorem 3.4 to prove (1.23) when q is “close” to p – see the beginning of the section – and
of inequality (10.2) applied in (10.25), when q is “larger” than p.
11. More equations
This section should be considered as an appendix to the previous one in that we are describing
here a few generalizations of the results contained there. To begin with we observe that the result
of Theorem 1.4 extends to the case of solutions to more general equations of the type
divH a(x,Xu) = divH
(|F |p−2F ), (11.1)
with the vector field a :Ω ×R2n → R2n such that
z → a(x, z) satisfies (1.2)–(1.3), for every x ∈ Ω, (11.2)
and with continuous dependence on the x-variable, that is
∣∣a(x, z)− a(y, z)∣∣ Lω(dCC(x, y))(μ+ |z|)p−1, (11.3)
is satisfied for every z ∈ R2n and x, y ∈ Ω , where ω : [0,∞) → [0,∞) is a continuous, non-
decreasing function such that ω(0) = 0. The function ω(·) is usually called “modulus of con-
tinuity.” The proof of such an extension is very close to the ones already given in the previous
section and we shall therefore confine ourselves to explaining the main differences, which occur
in the following points.
When using Lemma 10.1 we shall consider as a comparison function v the unique solution of
the Dirichlet problem
{diva(x0,Xv) = 0 in BR,
v = u on ∂BR, (11.4)
where x0 is the center of BR . At this point the statement and the proof of Lemma 10.1 are even
simpler, as for instance they do not need the use of Theorem 3.4; for the ease of exposition
we shall nevertheless refer to the already given proof although it may be shortened at some
points. Anyway we remark that Theorem 3.4 continues to hold for solutions to (11.1) under
the considered assumptions. Estimate (10.5) continues to hold in a different form, that is (11.5)
below; this is due to the fact that the comparison estimate (10.7) in Lemma 10.1 has to be replaced
by
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∫
BR
|Xu− Xv|p dx  c −
∫
BR
〈
a(x0,Xu)− a(x0,Xv),Xu− Xv
〉
dx
= c −
∫
BR
〈
a(x0,Xu)− a(x,Xu),Xu− Xv
〉
dx
+ c −
∫
BR
〈|F |p−2F,Xu− Xv〉dx =: I + II,
which holds in view of (11.4). The estimation of I will be done this time using (11.3), the one
for II being exactly as in (10.8). This finally yields the estimate
−
∫
BR
|Xu− Xv|p dx  c5ω∗(2R0) −
∫
B2R
(
μ+ |Xu|)p dx
+ c5
[
1 +ω∗(2R0)
]( −∫
B2R
|F |q0 dx
)p/q0
, (11.5)
where ω∗(·) := [ω(·)]p/(p−1). Once the comparison estimate is gained we may proceed as in
the proof of Lemma 10.2 but using the assumption that ω∗(200R0) < ε instead of [b]∗100R0  ε.
Then, when using the comparison function v, it will be defined as the unique solution to (11.4)
with 20B ≡ BR and x0 is the center of 20B , while the use of (11.5) will replace the use of (10.5).
This will give the proof of the new version of Lemma 10.2.
Then, proceeding exactly as in the proof of Theorem 1.4 we arrive at the following:
Theorem 11.1. Let u ∈ HW1,p(Ω) be a weak solution to Eq. (11.1) under the assumptions
(11.2)–(11.3) with 2  p < 4. Assume that F ∈ Lqloc(Ω,R2n) for some q > p; then Xu ∈
L
q
loc(Ω,R
2n). Moreover there exists a constant c, depending only on n, p, L/ν, q and the func-
tion ω(·), such that the inequality (1.23) holds for any CC-ball BR Ω .
Again, the dependence on ω(·) in the a priori estimates of Theorem 11.1 can be replaced as
described in Remark 10.1.
Remark 11.1. Theorem 1.4 admits an obvious reformulation in the case the coefficient func-
tion b(·) in (1.20) is assumed to have a properly small BMO norm instead of being locally in
VMO. Referring to (2.13), the function b(·) is said to have bounded mean oscillations provided
[b]R,Ω < ∞ for some R > 0. Now it is easy too see that in Theorem 1.4 assumption (1.21) can be
replaced in order to have the following statement: For every q < ∞ there exists ε > 0 depending
only on n,p,L/ν and q such that [b]R,Ω < ε for some R > 0 implies Xu ∈ Lqloc(Ω,R2n). This
comes directly from Lemma 10.2, where [b]∗100R0  ε, which is later implied by the VMO condi-
tion in the proof of Theorem 1.4, is now immediately implied by the global smallness assumption
[b]R,Ω < ε.
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