Today, short-and long-term structural health monitoring of bridge infrastructures and their safe, reliable and costeffective maintenance have received considerable attention. For this purpose, image-assisted total station (here, Leica Nova MS50 MultiStation) as a modern geodetic measurement system can be utilized for accurate displacement and vibration analysis. The Leica MS50 measurements comprise horizontal angles, vertical angles and distance measurements in addition to the captured images or video streams with practical sampling frequency of 10 Hz using an embedded onaxis telescope camera. Experiments were performed for two case studies under (1) a controlled laboratory environment and (2) a real-world situation observing a footbridge structure using a telescope camera of the Leica MS50. Furthermore, two highly accurate reference measurement systems, namely, a laser tracker Leica AT960-LR and a portable shaker vibration calibrator 9210D in addition to the known natural frequencies of the footbridge structure calculated from the finite element model analysis are used for validation. The feasibility of an optimal passive target pattern and its accurate as well as reliable detection at different epochs of time were investigated as a preliminary step. Subsequently, the vertical angular conversion factor of the telescope camera of the Leica MS50 was calibrated, which allows for an accurate conversion of the derived displacements from the pixel unit to the metric unit. A linear regression model in terms of a sum of sinusoids and an autoregressive model of the coloured measurement noise were employed and solved by means of a generalized expectation maximization algorithm to estimate amplitudes and frequencies with high accuracy. The results show the feasibility of the Leica MS50 for the accurate displacement and vibration analysis of the bridge structure for frequencies less than 5 Hz.
Introduction
Today, short-and long-term structural health monitoring (SHM) of the bridge infrastructures and their safe, reliable and cost-effective maintenance has received considerable attention. For this purpose, various measurement systems with different levels of accuracies and prices are being widely used depending on the demand. SHM is commonly being conducted based on visual observation, the properties of the material of the structures and the interpretation of the structural characteristics by inspecting the changes in the global behaviour of the structure (e.g. natural frequencies, mode shapes and modal damping). 1 Therefore, SHM is interpreted as a process to detect structure damages or identify their characteristics by the discrete or continuous measurements over time. Furthermore, the dynamic characteristics of a structure, such as frequencies, can change due to the temperature variations or the damages occurring in the structure. 2 From a surveying engineer's point of view, it is crucial to detect any deterioration of the structures (even small cracks) by frequent measurements. Typically, the geodetic measurement systems, such as total station, robotic total station (RTS), terrestrial laser scanner (TLS), laser tracker (LT), global positioning system (GPS) or other sensors such as digital camera or accelerometer, can be used for displacement and vibration monitoring. The Nyquist theorem must be fulfilled to identify the frequencies of the oscillating structure correctly. Consequently, the proper measurement systems must be used according to the sampling frequency required and the maximum amplitude derived from the oscillation of the structure. 3 Bridges (including footbridges or road bridges) generally oscillate in a range of 1.2-10 Hz (or more). 4 Previous researchers used different geodetic sensors for vibration monitoring of the bridge structures. Psimoulis and Stiros, 5 for example, used RTS for vibration monitoring of a cable bridge, pedestrian suspension bridge and steel railway bridge for non-constant sampling rate measurements of the RTS in a range of 5-7 Hz and performing spectral analysis based on the Norm-Period code. 6 Roberts et al. 7 presented the hybrid configuration of GPS with a sampling frequency of 10 Hz and triaxial accelerometer with sampling frequency of 200 Hz for a bridge deflection monitoring. On one hand, the accelerometer measurements of this hybrid measurement system were beneficial to eliminate the disadvantages of GPS measurements regarding multipath, cycle slips errors and the need for good satellite coverage. On the other hand, GPS measurements were utilized to suppress accumulation drift of the acceleration data over time through velocity and coordinate updates. Neitzel et al. 8 used the sensor network of the low-cost accelerometers with a sampling frequency up to 600 Hz, the TLS (Zoller + Fro¨hlich Imager 5003) in a single-point measurement mode with a sampling frequency of 7812 Hz and a terrestrial interferometric synthetic aperture radar (t-InSAR) with a sampling frequency of 200 Hz for vibration analysis of the bridge structure. They defined a functional model based on a damped harmonic oscillation and solved it in the sense of the least square adjustment. The reason for such a high sampling frequency of the TLS was to detect displacements smaller than 1 mm by averaging the measurements over 100 measurements and to reach a practical sampling frequency of 78.12 Hz. An overview of the TLS-related structural monitoring was given in Vosselman and Maas. 9 Structural monitoring by means of the vision-based measurement technologies is becoming increasingly popular in the context of civil engineering structures such as buildings, bridges and dams. In particular, an imageassisted total station (IATS), which can be a total station with an integrated external camera, for example, a highresolution digital camera mounted on top of the scanning system by means of a clamping system, cf. Omidalizarandi et al., 10, 11 or an internally embedded camera, was employed by Reiterer et al., 12 Bu¨rki et al., 13 Wagner et al., 14, 15 Ehrhart and Lienhart, 2, 16 Guillaume et al., 17 Wagner 18, 19 and Lienhart et al. 3 Most modern IATS measurement systems have motorized axes of rotation, which allow for an automatic rotation of the telescope to the points previously measured at different epochs of time. The IATS measurements comprise horizontal directions, vertical angles and distance measurements (in a polar coordinate system) in addition to the captured object images or video streams using embedded or externally attached cameras. The internally embedded on-axis telescope camera in addition to the motorized axes of rotations is particularly well-suited to an accurate, automatic and autonomous measurement of structures in static and dynamic monitoring. Subsequently, it enables us to measure both active targets (i.e. retroreflective prism targets) and passive targets (i.e. signalized or non-signalized targets). Therefore, IATS with an on-axis telescope camera is advantageous over other vision-based measurement systems since the displacements in the image space can be converted directly to the metric unit by means of total station capabilities. In addition, its stability over time can be controlled by measuring its telescope angles and tilt reading 3 using GeoCOM interface. 20 Ehrhart and Lienhart 16 used the telescope camera of an IATS for the displacement and vibration monitoring of a footbridge structure based on the captured video frames of the circular target marking rigidly attached to the structure. Afterwards, least-squares ellipse fitting based on the Gauss-Helmert model (GHM) was applied to extract the target centres. Ehrhart and Lienhart 2 and Lienhart et al. 3 employed an IATS (Leica MS50 with a sampling frequency of 10 Hz), an RTS (Leica TS15 with a sampling frequency of 20 Hz) and an accelerometer (HBM B12/200 with a sampling frequency of 200 Hz) for vibration analysis of a footbridge structure based on measurements of the circular target markings (i.e. signalized targets) and structural features (like bolts, that is, non-signalized targets) of the bridge.
The choice of a feasible optical target pattern and its accurate, automatic recognition at different epochs of time is the preliminary step in image-based structural monitoring using passive targets. Different target patterns with different detection techniques were previously proposed by several researchers, for instance, least-squares template matching by Gruen, 21 Akca, 22 Gruen and Akca 23 25 and centre-of-mass detection by Bu¨rki et al. 13 Omidalizarandi et al. 26 presented an optimal circular target with the line pattern consisting of four intersected lines and proposed a target centroid detection approach, which was shown to be robust, reliable and accurate regarding the lighting condition, dusty environment and skewed angle targets.
After extracting the target centroid, the next step is to accomplish camera calibration to convert the pixel (px) coordinates to more meaningful metric quantities, such as theodolite angle readings (i.e. horizontal and vertical directions [27] [28] [29] ). Based on the pixel differences between the initial pointing to the corresponding target of interest and the precisely calculated direction to the detected target centroid, an accurate remeasurement of the centroid of the target is also possible (i.e. taking advantage of the motorized axes of rotation of the IATS). However, the instrument's axes errors, verticalindex error and collimation error can also be considered to perform the conversion from the pixel to the metric coordinates more precisely. In order to capture sharp images with the telescope camera of the IATS, the corresponding targets should be focused by turning on the autofocus capability of the IATS. This, however, leads to changes in the internal camera calibration parameters. Zhou et al. 24 proposed IATS telescope camera calibration based on measurements of the coded targets and their angular reading from the total station at a certain focus positions. Subsequently, new sets of calibration parameters were calculated by means of cubic polynomial interpolation at certain focus positions. In the context of displacement monitoring and for the purpose of converting object movements within the image space from the pixel unit to a proper angular quantity, Ehrhart and Lienhart 16 merely calibrated the vertical angular conversion factor in the temperaturecontrolled laboratory with a fixed and stable set-up of the total station and the target. The video frames of the circular target marking were captured with a sampling frequency of 10 Hz at a fixed position for different horizontal and vertical rotations of the telescope camera of IATS. In addition, telescope angles were measured with a sampling frequency of 20 Hz to improve the measured reference angles by averaging.
The focus of this research is to perform accurate displacement and vibration analysis for two case studies under (1) a controlled excitation in a laboratory environment and (2) an uncontrolled excitation in a realworld situation observing a footbridge structure using the telescope camera of the Leica MS50 (Figure 1 , left) with a sampling frequency of 10 Hz. Furthermore, two highly accurate reference measurement systems, namely, a laser tracker Leica AT960-LR (with a sampling frequency of 200 Hz; Figure 1 , middle) and a portable shaker vibration calibrator (PSVC) 9210D (with a sampling frequency of 200 Hz; Figure 1 , right) in addition to the known natural frequencies of the footbridge structure calculated from the finite element model (FEM) analysis are used for validation. To perform accurate displacement and vibration analysis, first, the feasibility of the optimal passive target pattern and its accurate and reliable detection at different epochs of time are investigated. Subsequently, the vertical angular conversion factor of the telescope camera of the Leica MS50 is calibrated, which allows for an accurate conversion of the derived displacements from the pixel unit to the metric unit. A linear regression model in terms of a sum of sinusoids and an autoregressive (AR) model of the coloured measurement noise is employed to estimate amplitudes and frequencies with high accuracy. The white noise components of the AR process are assumed to independently follow a scaled (Student's) t-distribution to accommodate for outliers. The adjustment of this combined observation model is carried out by means of the generalized expectation maximization (GEM) algorithm described in Alkhatib et al. 30 In the first application and under controlled excitation, we compare the oscillation frequency and the amplitude derived from the PSVC time series with the results obtained from the Leica MS50 video frames and the LT. In the second application and under uncontrolled excitation, we compare the oscillation frequency and the amplitude derived from the LT time series with the Leica MS50 video frames of the footbridge structure.
Sensor specifications and measurement systems
We used an IATS (here, Leica Nova MS50 MultiStation; Figure 1, Both the overview and the telescope cameras include 5 MP complementary metal-oxide semiconductor (CMOS) sensors in which the telescope camera is an onaxis camera located on the optical path of the Leica MS50 with 30 3 optical magnification of the overview camera. 31 In this work, we benefit from the total station's capabilities in terms of precise distance measurements of the passive targets, in addition to the digital imaging by means of the telescope camera. The angular resolution (a) of the telescope camera is approximately 1.7$/px, which is basically calculated by dividing the diagonal FOV by the diagonal length of the captured image in the pixel unit. To accomplish displacement monitoring more accurately, the angular resolution should be calculated from the calibration procedure in a controlled laboratory environment. According to Leica Geosystems, 31 the horizontal and vertical FOVs of the telescope camera of the Leica MS50 are 1.3°and 1.0°, respectively. As we calculate the vertical displacement in our experiments, we merely benefit from its vertical angular conversion factor for displacement and vibration monitoring based on the live video stream functionality of the Leica MS50. The nominal sampling rate of the live video stream of the Leica MS50 is 20 Hz. 31 However, in practice, we could capture the video stream with a sampling frequency of 10 Hz using OpenCV library. In order to get full access to the individual functionality of the Leica MS50 and for ease of use, we made use of the GeoCOM interface, 20 which is written in the script language Python 3.4. In addition, the target centroid detection algorithm proposed by Omidalizarandi et al. 26 is utilized to extract the target centroid with high accuracy. The resolutions of the captured images vary from 320 3 240 px to 2560 3 1920 px. However, for live video stream, it is only possible to capture video streams with a resolution of 320 3 240 px. Subsequently, the target centroid detection approach should be robust, reliable and accurate and should work well even in the case of a lowresolution image. The autofocus is set to 'on', and the white balance is set to 'automatic' to ensure the capture of sharp images. We performed vibration analysis with an image resolution of 320 3 240 px and 1 3 zoom ( Figure 2, left) ; however, we achieved meaningless results, since such small displacements were not detectable at all. Therefore, as Ehrhart and Lienhart 16 proposed, we reduced the FOV by 8 3 zoom using the camera zoom factor functionality of the GeoCOM interface (Figure 2 , right), which gave us reasonable results. It should be noticed that reflectorless distance measurements to the targets allow us to set the telescope's focus motor position precisely. 16 The entire procedure is controlled via our self-developed graphical user interface (GUI), which allows an efficient and effective data acquisition and analysis.
Two highly accurate reference sensor systems are utilized to perform validation. On one hand, a LT (Figure 1 , middle) with a maximum permissible error of 15 mm + 6 mm/m of a 3D point data and measuring rate output of 3000 points per second (3000 Hz) 32 was employed. It allows for sub-millimetre range accuracy of the target points, which can be considered as a reference coordinate frame. On the other hand, a PSVC (Figure 1 , right) was employed to perform controlled excitation. It consists of a highly accurate reference accelerometer (in our case, a precise PCB ICP quartz reference accelerometer) and two sensitive dials, which allow us to adjust the frequency and amplitude. For a frequency in the ranges of 0.7 Hz-2 kHz and 2 Hz-2 kHz, the acceleration can be read out with accuracies of 6 3% and 6 10%, respectively. 33 
Passive target centroid detection
The displacement time series for the captured video frames from the telescope camera of the Leica MS50 can be generated based on the continuous extractions of the point features (i.e. being signalized or non-signalized) at different epochs of time. Omidalizarandi et al. 26 proposed an optimal passive target ( Figure 3 ) and its centroid detection approach to tackle this problem. The proposed target constitutes a circular border with line pattern including four intersected lines. It is low-cost and easy to mount. In addition, its target centroid detection approach is accurate, automatic and fast as well as robust and reliable regarding skew angle targets and poor environmental conditions, such as low lighting (i.e. which may be very bright, semi-dark and dark) and dusty situations. However, the detection approach failed in totally dark lighting conditions.
The procedure starts by manual initial pointing of the targets of interest, which is only carried out at the beginning of the measurements. The telescope is then rotated automatically by means of the motorized axes of rotations of the Leica MS50 to the stored positions of the corresponding targets, and images are captured by means of the telescope camera. Subsequently, target centroid detection (see Algorithm 1) is applied, and the telescope is rotated automatically to the detected target centroid to capture images or video frames.
Cropping of the captured images is carried out, taking into account the target object size (in our case 0.06 m), slope distance (here, the maximum slope distance is up to 30 m) and horizontal as well as vertical FOVs of the telescope camera to extract relevant line features of the aforementioned target pattern and to speed up the procedure. Horizontal and vertical FOVs are calculated according to
where D is the target size in the object space and S the slope distance in metres. The calculated FOVs are multiplied by the width and height of the captured image to obtain the width and height of the cropped image. For practical reasons, the width and height of the cropped image are considered three times larger than values calculated to cover the target and its surroundings. This has been found to be beneficial for extracting the target centroid in a significant displacement of the target. We discarded the localising of the target pattern in the captured images by assuming a good initial target pointing at the beginning of the measurement. For further information concerning the localisation of target, please refer to Omidalizarandi et al. 26 The median blur and bilateral filtering are applied to reduce the noise and preserve the sharp edges of the images, respectively.
The line segment detector (LSD) algorithm 34 is applied with stable threshold parameters to extract the line features:
The sigma value of the Gaussian filter is set to 0.75; The bound of quantization error on the gradient norm is set to 2.0; The gradient angle tolerance is set to 22.5°; The minimal density of region points in the rectangle is set to 0.7; The number of bins is set to 1024; The gradient modulus in the highest bin is set to 255. Next, the azimuths of the lines are calculated, and the maximum azimuth is selected based on the histogram of the azimuths. Subsequently, those LSD lines within the angle threshold of 15°from the maximum azimuth direction are selected. A random sample consensus (RANSAC) algorithm is applied to the selected lines to fit the optimal line and to get rid of falsely detected parallel lines. To extract lines more accurately, the Huber-robust line fitting algorithm in Kaehler and Bradski 35 with specified buffer width from each side of the fitted RANSAC line is applied. The neighbouring intersection points within 2 px from each intersection point are selected by means of the K-d tree neighbourhood algorithm. Finally, the maximum intersection point cluster is selected and their mean yields the final intersection point (Algorithm 1; see Omidalizarandi et al. 26 for further information).
Calibration of the optical measurement system
The displacement time series for the captured images of the Leica MS50 is produced by subtracting the extracted target centroids at different epochs of time. Subsequently, the calculated displacements in the pixel unit are converted to the more meaningful metric unit by means of the calibration parameters. The calibration consists of an internal calibration of the telescope camera of the Leica MS50 (regarding focal length, principal point and radial and tangential distortions) and an internal calibration of the error sources of the Leica MS50 measurements (including the zero offset for distance measurements or horizontal collimation error, vertical index error, tilting axis error and compensator index error of angular measurements). As mentioned previously, the FOV is reduced by 8 3 digital zoom to capture a small central portion of the image captured with 1 3 zoom (see Figure 2 ). Subsequently, it has very small impact of the aforementioned camera calibration parameters. However, as described in Ehrhart and Lienhart, 16 these camera calibration parameters can be neglected due to the relative calculation of the displacement for the sequences of the video frames. However, a proper design of the target pattern, as proposed in Omidalizarandi et al. 26 (see Figure 3 ), may eliminate the influences of the aforementioned small distortions using the redundant line features and extract them in the robust and reliable procedure. However, in this research, we treat the remaining systematic errors, such as calibration parameters, as coloured noise and separate them from the white noise based on an AR model of the coloured measurement noise (further discussion about this is in the next section). The displacement time series of the Leica MS50 is compared with the PSVC and the LT datasets to give an impression of the accuracy of the detected target centroid and to visually demonstrate the previous statements concerning the neglecting of the remaining calibration parameters. Since the output of the PSVC is the acceleration, it can be converted to the displacement in metric units based on equation (2) 
where d z i is the calculated displacement in the Z direction (mm), a z i is the acceleration in the Z direction (m/s 2 ), a z is the average of the acceleration data within the specified period of time (m/s 2 ) and f is the frequency (Hz).
As we can see from Figure 4 , the differences in the amplitudes for all three sensors are at a sub-millimetrelevel accuracy. However, the time synchronization is still a challenge and needs to be performed precisely. In this work, the time synchronization is performed merely for the controlled excitation in the laboratory environment by changing the frequency and amplitude of the PSVC and by fitting the time series of all three sensors at a point of change. Subsequently, as we can also see Detected target centroid (px) Procedure: Figure 4 , the synchronization was not achieved perfectly. However, time synchronization is not in the focus of this research and will be investigated as part of future research.
The vertical angular conversion factor of the telescope camera of the Leica MS50 is calibrated to convert pixel quantities to metric quantities. The calibration is started by designing a coded target pattern in the software AutoCAD 2016 in the two paper sizes A2 and A4 with fixed coded target distances of 0.09 and 0.0335 m. As previously mentioned, the telescope camera of the Leica MS50 has a small FOV and cannot cover the entire target pattern at different distances (see Figure 5 ). Subsequently, the coded targets seem to be more advantageous compared to the chessboard pattern, since both the target centroid coordinates and the ID (i.e. target identification number) are obtained simultaneously. The highly accurate 3D object coordinates of the targets are obtained by taking multiple photos with a high-resolution camera from different viewing angles and by solving the space resection bundle adjustment in the iterative procedure.
The next step is to extract the target centroids of the coded target pattern images captured at different distances up to approximately 30 m and to assign them the unique IDs. To extract a target centroid, median blur and bilateral filtering are first applied to reduce the noise and to preserve the sharp edges of the images. The canny edge detector 36 is then applied to extract the edges. The inner circular part of the coded target is extracted by means of the Hough circle transform (HCT). 35 To find the circles based on the HCT, the circle radius is approximately calculated using equations (1) and (3)- (5) 26
where w is the image width (px), h is the image height (px), d w is the circle diameter in the horizontal direction (px), d h is the circle diameter in the vertical direction (px), r c is the circle radius (px) and FOV h and FOV v are the horizontal and vertical FOVs, which according to the user manual of the sensor equal 1.3°and 1.0°, respectively. Next, the ellipse fitting in a least-squares sense is applied to the concentric edge contours with detected Hough circles. In order to assign a unique ID to each target and to detect coded targets, template matching is applied by their comparisons with the designed coded targets. Finally, the vertical angular conversion factor is calculated based on the equations
where d y is the difference between the target centroid in y direction (px), d xy is the difference between the target centroid in both x and y directions (px), d XYZ is the difference between the target centroid in X , Y and Z directions (m), psy is the pixel size in the y direction, p is the coefficient of the best-fitting polynomial of degree 1 in a least-squares sense, S is the slope distance (m), p v is the value of the derived polynomial at specified slope distances, FÔV v is the calculated vertical FOV (rad), h is the height of the image (px) and a v is the vertical angular conversion factor ($/px). The MATLAB functions polyfit and polyval are used, respectively, to fit a best line to the psy calculated for different slope distances and to evaluate it at specified distances. The value 1.9583 ($/px) is obtained from the evaluation of the previous equations for calculation of the a v , which is very close to the value 1.9632 ($/px) given in Ehrhart and Lienhart. 16 Furthermore, the calculated FOV v is approximately 1.04442°, a value which is slightly different from the value given in the user manual of the sensor.
Displacement and vibration analysis
The discrete Fourier transform (DFT) is typically applied to estimate the amplitude and frequency of oscillating objects, such as bridge structures. It might achieve reasonable results while the measurements are less contaminated with the coloured noise. To tackle this problem and to estimate the amplitude and frequency even in the case of high coloured measurement noise, we proposed a robust and consistent procedure which can be extended and used for any type of measurement, particularly the vision-based measurement system, to obtain the highly accurate results. In this research, we utilize the captured video frames from the telescope camera of the Leica MS50 for displacement and vibration analysis of a footbridge structure.
We use a simple harmonic motion to perform the displacement measurements, which means that the acceleration measurement is directly proportional to its displacement from the equilibrium position. In addition, the acceleration is directed towards the equilibrium position. 37 Subsequently, the extracted target centroids from video streams of the Leica MS50 or the 3D coordinates from the LT are always averaged over a specified period of time to define the equilibrium position. We can calculate the displacement and acceleration for Leica MS50 measurements using the equations
where S is the slope distance (m), a is the vertical angular conversion factor ($/px), y i is the extracted target centroid at epoch i (px), y is the average of the extracted target centroid within the specified period of time (px) and f is the frequency (Hz).
To compare the Leica MS50 and the LT, we can calculate the displacements for the Leica MS50 measurements based on equation (12) and then input the displacements to equation (15) to calculate the amplitude (mm) and the frequency (Hz), respectively. Concerning the comparison of the Leica MS50 and the PSVC, we note that the output of the latter consists of acceleration measurements; we can calculate accelerations for the Leica MS50 measurements based on equation (13) and then use equation (15) to calculate the amplitude (m/s 2 ) and the frequency (Hz). However, it is also possible to calculate displacements from the acceleration measurements via double integration from equation (15) .
To estimate the frequency, merely pixel differences are sufficient to derive reasonable results due to the linearity property Ffcf (t)g = cFff (t)g ð 14Þ Figure 6 . Depiction of the pixel sizes of the captured images in the direction of y axis with respect to the slope distances (left) and the magnification of the area highlighted by the circle (right).
of the Fourier transform. 16, 38 Despite this possibility, we performed both displacement and vibration analysis in metric unit measurements.
We modelled the given vibration measurements ' 1 , . . . , ' n by means of a sum of sinusoids and additive random deviations e 1 , . . . , e n , as proposed by Kargoll et al., 39 that is
The frequencies f 1 , . . . , f M and the coefficients a 0 , a 1 , . . . , a M and b 1 , . . . , b M are treated as unknown parameters. Collecting these unknowns within the vector j, we can write the preceding non-linear observation equations in the form ' t = h t (j) + e t . To take coloured measurement noise into account, we assume the random deviations to be autocorrelated through a covariance-stationary AR process e t = a 1 e tÀ1 + Á Á Á + a p e tÀp + u t ð16Þ
in which the coefficients a T = ½a 1 , . . . , a p are also considered as unknown parameters. Since we expect numerous outliers of different magnitudes to be present in the data, the white noise components u 1 , . . . , u n are assumed to follow the centred and scaled t-distribution t n (0, s 2 ) independently with an unknown degree of freedom n and with unknown scale factor s 2 . We, thus, have a one-dimensional version of the generic observation model in section 'Sensor specifications and measurement systems' in Alkhatib et al. 30 Estimation of the model parameters u T = ½j T , a T , s 2 , n T can, thus, be carried out efficiently by means of a one-dimensional version of the GEM algorithm given in section 'Passive target centroid detection' in Alkhatib et al. 30 To develop this algorithm, the observation and AR equations are inverted into
where the lag operator L j e t : = e tÀj and the lag polyno-
p are used as convenient notations. The required initial values e 0 , e À1 and so on are set equal to zero for simplicity.
Within iteration step i of this algorithm, the E-step consists of the adjustment of the observation weights
which depend on currently available initial or estimated parameter values j (i) , a (i) , s (i) and n (i) . The individual weights then give rise to the diagonal weight matrix W (i) used within the subsequent M-step. Initially, we may use the unit weight matrix W (0) = I n , the vanishing AR process a (0) = 0 ½p 3 1 , the identity scale factor s (i) = 1 and the degree of freedom n (0) = 30, and these choices correspond to the initial assumption of approximately standard-normal and uncorrelated random deviations.
The M-step can be carried out by solving the four parameter groups individually. First, the parameters j are determined by solving the linearised normal equations
with reduced observations D'
)=∂j k and decorrelation filtered Jacobi matrix components
By virtue of the functional relationship (equation (15)), the derivatives occurring read
A Gauss-Newton step with step size g 2 (0, 1 gives
and this solution yields the estimated coloured noise residuals e
). Based on these residuals, we assemble the matrix
. . . . . .
and then compute the solution of the normal equations with respect to the AR coefficients
Here, we need to check whether all roots of a (i + 1) (z) = 0 are located within the unit circle; if this is not true, we mirror all roots with a magnitude larger than 1 into the unit circle in order for the estimated AR process to be invertible. Applying the inversion (equation (17)) to this process, the white noise residuals result from the coloured noise residuals through u
. The scale factor is now computed as the weighted sum of squared white noise residuals divided by the number of observations, that is
Finally, to estimate the degree of freedom of the underlying t-distribution, we determine the zero of the equation
where the weights w
are defined as in equation (18) by substituting u
(i) and the variable n (i) , and where c denotes the digamma function. More details on the derivation and the implementation of this algorithm can be found in Alkhatib et al. 30 
Experiments and results
We performed accurate displacement and vibration analysis using video streams from the telescope camera of a Leica MS50 with a practical sampling frequency of 10 Hz. Experiments were performed for two case studies under (1) a controlled laboratory environment and (2) an uncontrolled real-world situation observing a footbridge structure using the telescope camera of Leica MS50. Furthermore, an LT and a PSVC were used as two highly accurate reference sensors with a sampling frequency of 200 Hz for the validation purposes. Alternatively, the calculated natural frequencies of the footbridge structure based on the FEM were utilized for a validation.
The primary step to perform a displacement and vibration analysis based on the video frames of the Leica MS50 was to select an optimal passive target pattern and to extract its centroid with high accuracy at different epochs of time. Next, the vertical angular conversion factor of the telescope camera of the Leica MS50 was calibrated, which allows us to convert derived displacements from the pixel unit to the metric unit. In addition, the Fourier series (equation (15)) as a linear regression model and an AR process (equation (16) ) as a coloured noise model were employed to estimate amplitudes and frequencies with high accuracy, assuming the white-noise components to follow a scaled t-distribution with an unknown scale factor and unknown degree of freedom. To estimate the model parameters by means of the GEM algorithm described in the preceding section, the number M of Fourier frequencies and the model order p of the AR process were specified beforehand. We determined the initial values f
for the unknown frequencies based on notable maximum amplitudes within the DFT of the data. In addition, the model order of the AR process was set to 25 throughout the entire procedure. To apply the GEM algorithm, all three datasets were divided to the segments of n = 1000 consecutive measurements, spanning approximately 5 s for the LT and PSVC measurements and spanning 100 s for the Leica MS50 measurements.
Example based on the shaker vibration calibrator
The controlled excitations were performed at the laboratory of the Geodetic Institute Hannover (GIH) of the Leibniz Universita¨t Hannover (LUH; see Figure 7 , right) by means of the Leica MS50, LT, PSVC and IMU Brick 2.0 (which constitutes a low-cost accelerometer). The analysis of the IMU Brick 2.0 measurements is beyond the scope of this article and will be carried in our future research. As can be seen from Figure 7 (left), the optimal passive target pattern as proposed by Omidalizarandi et al. 26 oscillates as part of the PSVC and is simultaneously measured through video streaming by means of the telescope camera of the Leica MS50. The PSVC contains a PCB ICP quartz reference accelerometer, which outputs highly accurate acceleration data. Specifically, the oscillation frequencies of 2, 3 and 4 Hz with an amplitude of 0.3 m/s 2 were adjusted throughout two sensitive dials. Each frequency was measured for a about 7 min by all four sensors. However, since the sampling frequency of the Leica MS50 is only 10 Hz in practice, the frequencies of Figure 7 . Vibration analysis of a controlled excitation based on acceleration measurements from the PSVC 9210D, video streams from the telescope camera of the Leica MS50, 3D coordinates from the LT Leica AT960-LR and acceleration measurements from the IMU Brick 2.0.
higher than 5 Hz could not be captured by the Leica MS50 (in view of the Nyquist sampling theorem). To perform measurements with the LT, a Leica red-ring reflector (RRR) 0.5 in ball with a radius of 6:35 mm 6 0:0025 mm and an acceptance angle 6 30°was mounted on the small platform which vibrates simultaneously with aforementioned passive target. Figure 8 shows the displacement time series of the extracted target centroid with respect to the mean of the extracted centroids throughout time in both millimetre and pixel units at 2 Hz frequency and a slope distance of 5.3616 m. In addition, the first 20 s of the Leica MS50 data and the first 5 s of the LT and PSVC data were discarded as transient oscillations. Figure 9 depicts the DFT of the video streams from the Leica MS50 at a distance of 5.3616 m, where the frequency induced by the PSVC was 2 Hz. This frequency is clearly associated with the maximum amplitude. Figure 10 shows the target centroid extracted from the Leica MS50 video streams alongside the adjusted Fourier model at 2 Hz for a 5 s time section. Figure 11 shows the estimated coloured noise residuals and the decorrelated residuals of the Leica MS50 dataset, resulting from the filtering (equation (17)) of the former residuals by means of the inverted estimated AR model. Figure 12 shows the adequacy of the estimated AR coloured noise models in the light of an accepted (periodogram-based) white noise. 39 The DFT is shown in Figure 13 , which reveals two main amplitudes at 1.25 and 2.5 Hz to shed further light on the impact of the image motion error (see Figure 14) on the estimation of the frequency. In addition, Figure 15 shows a higher coloured noise level in comparison to Figure 11 , which proves the existence of the image motion errors throughout this time interval of the experiment. Table 1 summarizes the statistics of the displacement and vibration analysis for all three sensors. In most cases, the frequencies and amplitudes estimated from the Leica MS50 measurements are very close to those resulting from the two highly accurate reference sensors (LT and PSVC). The estimated degrees of freedom of the t-distribution underlie the white noise components. Concerning the LT and the PSVC measurements, these estimates are roughly between 14 and 60, indicating a rather close approximation of a normal distribution. By contrast, the estimated degrees of freedom regarding the Leica MS50 measurements are in the range of 2-4.5, for which values the t-distribution has substantial tails; we thus found a large number of outliers in the measurement noise of that sensor.
Furthermore, the results show that the highest white noise test acceptance rate (100%) was obtained for the PSVC measurements, for which an AR order of p = 25 was chosen. Using the same model order, the LT measurements also produced relatively high acceptance rates in comparison to the PSVC data. However, the acceptance rates regarding the Leica MS50 measurements fluctuate between 25% and 75%, so that the adjusted coloured noise model is clearly inadequate for a number of segments analysed. On one hand, this finding could be related to the image motion error (see Figure 14) derived from a weak PC performance or delay in the data transmission procedure from the Leica MS50 to the PC. On the other hand, it could be related to a minor shaking of the Leica MS50 throughout the measurements, and this phenomenon can be taken into account in our future work by continuously reading the tilting axis error of the Leica MS50 using the GeoCOM interface as described in Lienhart and colleagues. 3, 16 To improve the coloured noise models and the resulting performance of the white noise test, it might be beneficial in future experiments to increase the measurement time to obtain more redundant data and to be able to increase the AR model order. Moreover, the absolute deviation of the Mode of estimated amplitudes of the sensors are listed in Table 1 and compared to those from the PSVC with an AR order of p = 25. As we expected, the absolute deviations of the two reference sensors of LT and the PSVC have minor differences, which are significantly smaller than those of the Leica MS50. Table 2 summarizes the statistics of the displacement and vibration analysis for all three sensors without AR processing to give an impression about strength of the developed algorithm. In addition, the degree of freedom was fixed to 120, which stands for the t-distribution, approximating the normal distribution as described in Abramowitz and Stegun 40 and Koch. 41 As we expected, the absolute deviations from the PSVC without the AR processing are not significant and has less coloured measurement noise, as the estimated degree of freedoms indicate approximately the normal distribution (see Table 1 ). In addition, the absolute deviations for the LT measurement without the AR processing are slightly larger than those including AR processing. However, the absolute deviations for the Leica MS50 without the AR processing are mostly and significantly larger than those included in the AR processing. In addition, as the estimated degrees of freedom for the Leica MS50 data are represented by a range of 2-4.5 (see Table 1 ), it proves the existence of numerous outliers in the dataset. Subsequently, by ignoring the AR processing within the robust estimation procedure developed for the Leica MS50, the results in some cases do not prove to be reliable or accurate enough. Example based on real application of a footbridge structure An uncontrolled excitation of a footbridge structure with a length of 27.051 m and a width of 2.72 m close to the GIH (see Figure 16 ) was measured using the Leica MS50 and LT. The measurements were carried out for the first quarter and the middle of the footbridge structure (marked by the circles in Figure 16) . Alternatively, the known natural frequencies of the footbridge structure were utilized for a validation. They were calculated based on the FEM analysis of a design model of the footbridge structure, which was carried out by the Institute of Concrete Construction of the LUH. According to that, the vertical natural frequencies of the footbridge structure are 3.642 and 13.294 Hz, the longitudinal and the lateral natural frequencies are 2.295 and 7.053 Hz, and the torsional natural frequencies are 3.759 and 11.828 Hz, respectively. As we can see in Figure 16 , the Leica MS50 and the LT are located at the footpath close to the side of the footbridge structure. Regarding the natural frequencies, we could only detect the vertical natural frequency of 3.642 Hz and could not detect another one with the value of 13.294 Hz due to the low practical sampling frequency of 10 Hz of the Leica MS50 and in view of Nyquist sampling theorem. On the other hand, it might be necessary to set-up the Leica MS50 in a place, where it can measure the passive targets perpendicularly to detect the longitudinal and lateral natural frequencies of the footbridge structure. However, this was not the case in our measurement campaign and we could not detect those natural frequencies either. Figures 17 and 18 show the DFT results for the Leica MS50 measurement at Points A1 and A2, respectively. In addition, Figure 19 shows the DFT result at point A1 for the LT measurement as well. Since the time synchronization needed to be performed between the Leica MS50 and the LT measurements and was not the case in our measurement campaign, the one-to-one comparison between the results of the aforementioned sensors does not make sense. However, we can rely on the FEM results of the design model of the footbridge structure for the validation in this case study. As can be seen from Figures 17 and 19 , the DFT results at point A1 show the frequency of 4.07 Hz with the maximum amplitude of 0.07 mm, which was captured by the Leica MS50 measurements, whereas the frequency of 4.06 Hz with the maximum amplitude of 0.0497 mm was obtained for the LT measurements. However, the results from the proposed approach show the frequencies of 4.0768 and 4.0631 Hz with the maximum amplitudes of 0.0433 and 0.0462 mm for the Leica MS50 and LT measurements, respectively. However, the DFT result in Figure 18 at point A2 shows the frequencies of 3.65 and 4.1 Hz with the maximum amplitudes of 0.079 Table 2 . Statistics of the displacement and vibration analysis for the Leica MS50, LT and PSVC measurements without AR model and n = 120 the degree of freedom. . Vibration analysis of the footbridge structure using the telescope camera of the Leica MS50 to measure the passive targets attached to the side of the footbridge (areas highlighted by the circles) and using the LT to measure an attached corner cube reflector close to the aforementioned passive targets. and 0.055 mm, respectively. However, the proposed approach shows the frequencies of 3.6451 and 4.0978 Hz with the maximum amplitudes of 0.051 and 0.0367 mm, respectively, which are comparable to those calculated from the FEM with the frequency of 3.642 Hz, and these findings demonstrate the correctness of our calculations. The higher frequency of approximately 4.07 Hz obtained might be due to either modulating the higher frequency of 13.294 Hz or an additional vibration produced by people passing across the footbridge structure and the latter not reaching a stable situation at the time of measurement. In addition, Figures 20-22 illustrate the estimated coloured noise residuals and the decorrelated (i.e. estimated white noise) residuals for the Leica MS50 at the two points of A1 and A2 in addition to the LT measurements, respectively. We should mention that the LT measurements of the bridge structure were performed with a corner cube reflector of lesser quality than for measurements within the laboratory experiment. Consequently, a high level of noise in the displacements for some segments appears in the results, which we can be improved in our future work by employing a corner cube reflector of a better quality. In addition, we could even improve the Leica MS50 results by taking angular tilt axis errors into account and by avoiding the very minor shaking of the instrument.
Conclusion
A robust and consistent procedure was proposed to perform an accurate displacement and vibration analysis of a footbridge structure using an IATS (here, Leica MS50). The Leica MS50 benefits accurate distance measurements to the object in addition to the captured video streams with a practical sampling frequency of 10 Hz using an embedded on-axis telescope camera. The experiments were carried out for two case studies under a controlled excitation in the laboratory environment and an uncontrolled excitation of a footbridge structure. In a first case study, the results were validated by means of two highly accurate reference measurement systems, namely, the portable shaker vibration calibrator 9210D (with a sampling frequency of 200 Hz) and the Leica AT960-LR LT (with a sampling frequency of 200 Hz). In the second case study, the validation was performed based on the known natural frequencies of the footbridge structure calculated from the FEM analysis. In addition, the LT measurement was also used for a validation.
To extract target centroid from video streams of the Leica MS50, the feasibility of an optimal passive target pattern including four intersected lines and its accurate and reliable detection approach, proposed in Omidalizarandi et al., 26 were investigated at different epochs of time as a preliminary step. Subsequently, the vertical angular conversion factor was calibrated in the laboratory environment to convert derived displacements from the pixel unit to the metric unit. To estimate amplitudes and frequencies for all three sensors with high accuracy, vibration measurements either in the length unit or the acceleration unit were input to the Fourier series as a linear regression model comprising a sum of sinusoids and additive random deviations. Furthermore, the coloured measurement noise was decorrelated through a covariance-stationary AR process of an order 25, assuming the white noise components to independently follow a central and scaled t-distribution with an unknown scale factor and unknown degree of freedom. At the end, model parameters were estimated by means of the GEM algorithm as described in Alkhatib et al. 30 The unknown frequencies were initiated by means of notable maximum amplitudes within the DFT of the data to perform adjustment of the combined observation model for a footbridge application.
The results indicate that the estimated frequencies and amplitudes from the Leica MS50 measurements were very close to those resulting from the two highly accurate reference sensors (LT and PSVC) in the laboratory environment and to those resulting from the FEM analysis and the LT for the real application of the footbridge structure. It was shown that the DFT results and our proposed approach achieved approximately similar results when estimating the frequencies. However, the results for the amplitudes varied from minor to significant changes depending on the coloured noise behaviour of the measurements. To show the strength of the proposed approach, the estimated results were compared in two cases of the AR model in the order of 25: with an unknown degree of freedom and without the AR process considering a constant degree of freedom of 120, which is close approximation of a normal distribution.
The estimated degrees of freedom of the t-distribution, in the case of considering the AR model order of 25, reveals that the LT and the PSVC measurements are a rather close approximation of a normal distribution, while, by contrast, the estimated degrees of freedom regarding the Leica MS50 measurements with substantial tails show a large number of outliers in the measurement noise of that sensor. Moreover, the results show that the highest white noise test acceptance rate (100%) was obtained for the PSVC measurements. The LT measurements also produced relatively high acceptance rates in comparison to the PSVC data. However, the acceptance rates regarding the Leica MS50 measurements fluctuate between 25% and 75%, so that the adjusted coloured noise model is clearly inadequate for a number of analysed segments. Furthermore, the image motion error for some video frames derived from a weak PC performance or delay in the data transmission procedure from the Leica MS50 to the PC has a significant influence on the estimated frequencies and amplitudes and shows a higher coloured noise level compared to the good quality video frames captured. In summary, the results show the feasibility of Leica MS50 for an accurate displacement and vibration analysis of the footbridge structure for frequencies less than 5 Hz (in view of the Nyquist sampling theorem).
In our future work, we will measure the minor shaking of the Leica MS50 throughout the measurements by continuously reading the tilting axis error of the Leica MS50 using the GeoCOM interface. It might be beneficial to increase the measurement time to obtain more redundant data and to be able to increase AR model order to improve the coloured noise models and the resulting performance of the white noise test. In addition, the proposed approach can be extended to the time-dependant AR model to characterize the coloured noise behaviour of the measurements over time. Furthermore, the time synchronization for the measurements of the sensors can be performed to have a more realistic comparison of the results at a certain point of time. Moreover, we will improve the LT measurements for a footbridge structure by employing a corner cube reflector of a better quality. The internal calibration of the error sources of the Leica MS50 measurements might improve the results. The possibility of performing experiment with the Leica MS60 with a maximum sampling frequency of 20 Hz could also improve the results. Finally, global optimization can be applied for more accurate and reliable results to estimate model parameters with unknown frequencies.
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