Curriculum Learning (CL) selects the training samples from the easy to difficult to boost the classification results. Most existing variates of CL measure the difficulty level of an example in an intuitive way, i.e., the loss value between the prediction and the ground truth. This way ignores the different distances to every class boundary, which is implied in the prediction vectors. In this paper, we propose a novel CL framework, named Balance Loss Curriculum Learning(BLCL), to reveal the comprehensive difficulty level of an example and improve the curriculum process based on the deep architectures. We follow the teacherstudent learning module and train the teacher & student networks simultaneously. The predictions learned by the teacher network indicates the boundary information and is set as the difficulty measurement to guide the student network. The student network focuses on the easy samples according to the boundary information by decreasing the loss from difficult examples as well as increasing the loss from easy examples. Through extensive and rigor experiments, we demonstrate the effectiveness and generality of our framework.
I. INTRODUCTION
Deep architectures have made impressive progress in many classification tasks, such as image classification [1] , text classification [2] and object detection [3] , [4] . This success relies on supervised learning from large amounts of labeled examples. Conventionally researchers split these labeled examples into a training set and a test set and train a deep model on the training set iteratively until the model can successfully classify examples in the test set. During the training process, however, examples are fed into the deep model with equal probability, which may result in a degenerate solution in which the model takes a long time to converge and overfit the trainset. We humans learn in a different way. In practice, humans tend to tackle easy tasks firstly and gradually proceed to hard problems based on the knowledge learned from the ever solved easy tasks. Inspired by such a learning strategy, Bengio et al. proposed Curriculum Learning (CL), in which training examples are fed to classifiers from easy to difficult [5] .
Curriculum learning has attracted lots of attention since its advent and has proved effective in solving many problems [6] - [9] . Despite their noticeable performance The associate editor coordinating the review of this manuscript and approving it for publication was Jenny Mahoney. improvements, curriculum learning algorithms are usually designed to solve a very particular task and cannot be directly applied to another one and therefore lack generalization. We argue that the limitation arises partially from the way how we measure example difficulty and partially from the way how we implement the curriculum. For example, in a shape recognition task, Bengio et al. [5] takes squares, circles and equilateral triangles as easy examples while defines rectangles, ellipses and triangles as difficult examples. Measuring example difficulty in this manner is too heuristic to be applied to other tasks. Most recent works propose to derive example difficulty from its loss value [10] - [12] . Examples whose loss value exceeds threshold δ are considered difficult examples. This kind of measurement is generic and can be deployed in other curriculum learning frameworks. However, loss value is somehow not efficient enough to be used as an example difficulty metric. For example, in a toy recognition task shown in Fig. 1 , two examples whose predictions are (0.6,0.2,0.2) and (0.6,0.4,0.0) have the same loss value with cross-entropy(CE) loss function while their difficulty is obviously different.
Given the measurement of example difficulty, previous works implement the curriculum either by manually controlling the accessibility of examples according to their difficulty or by directly discarding difficult examples during model training. Controlling when the model can see an example manually is [5] and almost out-of-date in end-to-end deep learning era. Discarding difficult training examples results in loss of information and inevitably impairs the training of deep models, because difficult examples are more informative and crucial to train the models in the later stages of the training [10] , [13] , [14] . To implement a curriculum without information loss could be another way to boost performance.
In this work, we propose a generic curriculum learning framework -the Balanced Loss Curriculum Learning (BLCL) framework to solve the challenging classification problem. By analyzing the loss of all training examples during the CIFAR10 classification task, we found that a model could effortlessly fit data points that are far away from the category boundary (i.e., the easy examples with low classification loss) only after few epochs but struggles to recognize data points near the category boundary (i.e., the difficult examples with high classification loss) in the whole training procedure. As shown in Fig. 3 and Fig. 10 , the difficulty of an example is highly correlated with its distance to the classification boundaries. Due to this correlation, we introduce the boundary information to measure the difficulty level of examples. Besides, Fig. 3 they may overfit the difficult examples and fail to generalize to the test set which results in poor performance. Thus, we propose to balance the loss contribution by decreasing the loss from difficult examples while increasing the loss from easy examples. The underlying intuition is that, by introducing the balanced loss, easy examples can dominate the training process in the early stage so that the model can distill knowledge from those easy data points to form the main structure of category boundaries, and then, as depicted in Fig. 2 , the difficult examples impel the category boundaries to approach the true category boundaries progressively by fine-tuning the model.
The pipeline of BLCL is shown in Fig. 7 . We simultaneously train two neural networks that are in teacher-student relationships. The teacher net aims to function as an easydifficult-example discriminator which estimates the difficulty of each training sample. The predictions or measurements of the teacher net then are further exploited as (category) boundary information to guide the student net -our final classification model, during the curriculum learning. By doing so, the student net focuses more on the easy samples which in turn benefits model training. We formulate our balanced loss as in Eq. (3).
Our overall contribution is three-fold: 1) we reveal that the losses from different training examples are extremely imbalanced, with the difficult examples dominating the training. Thus, we design a balanced loss to alleviate this problem. Our balanced loss encourages the model shifts attention from the difficult examples to easy ones. 2) Together with the balanced loss, we propose a generic curriculum learning framework for training deep classification models. 3) we conduct extensive experiments on different datasets including several image classification tasks and one text classification task, which demonstrate that the proposed curriculum learning framework can be easily applied to different classification tasks.
II. RELATED WORKS A. CURRICULUM LEARNING
Inspired by the learning process of human, Bengio et al. introduced curriculum learning that trains the classifiers by a curriculum [5] . The curriculum determines a sequence of training examples which corresponds to a list of examples ranked in ascending order of learning difficulty. Through extensive experiments, [5] demonstrates that the curriculum learning philosophy benefits the training of machine learning models. Since Curriculum Learning [5] and its variants [8] , [15] - [17] measure the difficulty of examples by some simple predetermined heuristics for particular tasks, those methods cannot be generalized to other tasks directly. However, the philosophy behind the curriculum learning has been used in many machine learning tasks, e.g., classification [18] , inpainting [6] , and Multi-Task learning [19] . The most similar work to ours is [20] , which also employs a teacher network to guide the training of the student work. However, they focus on how to advance the reinforcement learning while our work aims to facilitate the training of the supervised learning via curriculum learning.
B. SELF-PACED LEARNING AND ITS VARIANTS
Kumar et al. [10] proposed the Self-Paced Learning(SPL). SPL introduced a dynamic curriculum strategy, aiming to be general in different tasks rather than task-specific. SPL considers an example as easy if its loss value is lower than an adaptive threshold . Otherwise, it is regarded as a difficult example, which will be filtered and have no effects on training. A number of variants of SPL [12] , [21] have been previously applied within various machine learning contexts: Support Vector Machines(SVMs) [22] , perceptrons, and multi-layer neural networks, where they have been shown to improve model's accuracy. However, in the field of deep learning models, SPL [10] and its derivatives did not improve the model performance [23] , [24] . A large number of training examples are necessary for deep learning models to learn an accurate predictor. Experiments in [23] , [24] demonstrated that proportionally removing training examples impaired the distribution of the dataset and decreased the accuracy of the models.
C. TEACHER-STUDENT FRAMEWORK
The teacher-student framework is widely spread in many machine learning tasks. Hinton et al. [25] , Anil [26] proposed the idea of distillation learning for neural network compression, which exploited the predictions of a cumbersome high-capacity teacher model as soft targets to train a simple student model. As its nice performance and its computation is the same with our framework, co-distillation is a competitive comparison baseline. Li et al. [27] used a teacher-student framework to solve domain adaptation problems. Meng et al. proposed a conditional teacher-student framework, in which a ''smart'' student model selectively chooses to learn from either the teacher model or the correct labels conditioned on whether the teacher can correctly predict the ground truth [28] . Furlanello et al. [29] uncovered distillation learning could benefit the training of student models, both on accuracy and the speed of convergence. Some researchers [18] , [23] , [30] leveraged the feedback from the student model to optimize the teacher model, which selects appropriate data to facilitate the training of student model. However, the feedback from student models is delayed and indirect. [23] . In the inpainting task, Zhang et al. [6] reweighted the different parts of the images via the spatial information and inpaint the images progressively.
E. IMAGE CLASSIFICATION AND CNN
Image classification is the typical task within a machine learning context. In order to solve this issue, many related algorithms are proposed. Convolutional neural network and its variants have achieved the state-of-the-art performance in recent years. In this paper, we will use VGGs, ResNet, Wide-ResNet and DenseNet as the backbone of our method respectively, which are the most adopted CNN architectures. Simonyan et al. proposed VGG network, which uses efficient 3 × 3 filters instead of 7 × 7 filters [34] . He et al. introduced ResNet, which adds a skip connection in each residual block [35] . ResNet is not only a huge improvement over the previous methods, but it also inspires the follow-up work. As a variant of ResNet, Wide-ResNet decreases the depth and increases width of ResNet [36] . Also inspired by the ResNet, DenseNet introduced a dense connection in the network [37] .
III. MOTIVATION

In the supervised classification tasks, given N examples
The probability that the example x i belongs to the k th class is given by the classifier f θ (x i ), which is computed as
where the logit z k is the predicted score over the k th class and θ are the learned parameters. After the classifier predicts the probabilities, the parameters θ are updated via Empirical Risk Minimization (ERM), producing resulting parameters θ * that minimizes a loss function:
where L is a kind of classical supervised classification loss function, e.g., the CE loss function, or even the mean square error loss function. And the model is typically optimized by some variants of Stochastic Gradient Descent (SGD) [38] .
The learned neural network f θ * (x) is the final classifier. The described process is the conventional training process. One may argue that easy clear examples have already been learned, and hence it is reasonable that they produce little loss and are ignored in training. In response to this view, we deem that the data points which have been fitted perfectly may not have been learned. [40] . As Fig. 2 illustrates, if the boundary points dominate the training early, the deep models may overfit those boundary points including some noisy distribution of the boundary points.
Therefore, we try to propose a curriculum learning framework by balancing the loss of different difficulty examples. We expect that the easy examples play a more important role in the early training stage while the difficult examples dominate the training in the later training stage. As the last three subfigures in the Fig. 2 shows, the proposed method pays more attention to the easy examples and catches the clear gross example distribution and the classifier is generally correct but not accurate enough. Then, we gradually increase the weight of boundary points to exploit the difficult examples and refine the decision boundary.
IV. METHOD
In this section, we first describe the pipeline of this approach, and then introduce the details of our algorithms, including the training of the teacher model and the student model under the guidance of the teacher model. In addition, we visualize the effectiveness of our proposed framework from the perspective of the loss values.
A. FRAMEWORK
The pipeline of the BLCL framework is described in Fig. 7 . The specific detailed algorithm is presented in the Algorithm 1. In the proposed framework, we train a teacher model and a student model simultaneously. The teacher model is trained in the conventional way, which is described in the section motivation. And then we exploit the predictions of the teacher model as boundary information to guide the Algorithm 1 Detail Training Steps of Balanced Loss Curriculum Learning Framework (BLCL) Input:
Training dataset (X , Y); learning rate α; the hyperparameter r; Output:
The teacher network θ s ; The student network θ t ; 1: Randomly initialize the two networks θ s and θ t ; 2: for <each epoch> do 3: for <mini-batches> do 4 :
Teacher networks' predictions f θ t (X ) 6: Compute the loss of the teacher network by Eq. (2)
Optimize θ t by loss t
8:
Student network predictions f θ s (X ) 9: Compute the loss of the student network by Eq. 
B. THE CURRICULUM LEARNING LOSS FOR THE STUDENT MODEL
We will describe the details of the training the student model, since the teacher model is trained in the conventional way, which is described in section motivation. To alleviate the imbalance of the training examples, we propose a curriculum learning framework by balancing the loss of different difficulty examples. We name it Balanced Loss Curriculum Learning (BLCL) framework. The BLCL framework trains a teacher model and a student model simultaneously and exploits the predictions of the teacher model to guide the training of the student model. Fig. 3 and Fig. 10 show that difficult examples are close to the boundary. Therefore, we introduce the boundary information into the measurement of the difficulty. In particular, our proposed balanced loss curriculum learning loss function (BLCL loss), which is used to train the student network, derives boundary information of the examples from the teacher model's predictions. On the basis of boundary information, our proposed BLCL loss weights training examples adaptively, which increases the loss of easy examples while decreasing the loss of difficult examples adaptively. Therefore, our student model can put more weight on the easy examples in the early stage of training. The details of the proposed BLCL loss is described as bellow:
is the probability the teacher model predicts that the i th example belongs to the k th class, and thus θ * t are the parameters of the teacher model, which are not updated by this objective function. Since the teacher model f θ * t (x i ) is trained in the conventional way, its parameters θ * t are learned by equation (2) . And n is the number of training examples of each mini batch. We use CE loss function as the basic loss function L. We will discuss what if L is other loss functions in the subsection E of the section IV. f θ s (x i ) ∈ R C×1 means the probabilities that the i th example belongs to all the C classes, which are predicted by the student model, and then θ s are the parameters of student model and to be updated by this objective function, T k means that the k th class is the correct label of this training example. We introduce a hyperparameter r that controls how much attention we pay to the easy examples. We empirically found r = 1.5 to work best in our experiments, and in the subsection D of the section IV we will discuss more details about how r makes a difference in the training process.
Considering the predictions of the teacher network as the boundary information, our proposed BLCL loss weights training examples to get dynamic and adaptive loss values, which determine the training priorities of examples. For simplicity and without loss of generality, we assume a binary classification and r = 1.5 [32] . For an easy training example x, the prediction over two classes of the teacher network would be one large and one small, say y = (0.9, 0.1), then y r 1 = 0.9 1.5 ≈ 0.85, y 2 2 = 0.1 1.5 ≈ 0.03. Thus, easy examples still have large weights in total loss. For a difficult example x, y 1 and y 2 would be almost equal. Assuming y = (0.5, 0.5), then y r 1 = y r 2 = 0.5 1.5 ≈ 0.35. Thus,
those difficult examples will have smaller weight in total loss. To verify the above explanation, we visualize what the BLCL loss do from the perspective of balancing loss. Compared with Fig. 3 in the conventional training, Fig. 4 shows that our BLCL framework alleviates the loss imbalance by increasing the loss values of clear points and decreasing the loss values of difficult points. Compared with Fig. 5 in the conventional training, Fig. 6 shows that our BLCL framework implements the curriculum learning from the perspective of loss value. In the early stage of training, the BLCL increases the loss of easy examples. Since easy examples can dominate the training process in the early stage, the model can distill knowledge from those easy data points to form the main stucture of category boundaries. And then we pay more attention to difficult examples, exploiting the boundary points to refine the boundary decision. We illustrate the process in Fig. 2 .
V. EXPERIMENTS
In this section, we evaluate the performance of our proposed BLCL on various datasets, including four image datasets: CIFAR-10 [42] , CIFAR-100 [42] , MNIST [43] , SVHN [44] ; and one text dataset: MR [45] . We conduct the experiments based on several prevailing deep architectures with ablative studies and compare the results with the state-of-the-art curriculum learning methods. We also discuss the hyperparameter influence in our model.
A. BASELINES
To show the superior performance of our method, we compare our proposed approach with the conventional training process, Self-Paced Learning(SPL), co-distillation and L2T-DLF.
1) SELF-PACED LEARNING (SPL)
Since SPL is the most general and widespread curriculum learning framework in the machine learning context, we compare our proposed curriculum learning framework with SPL. We adopt the SPL implementation idea in [23] , which is the best implementation of the SPL within a deep learning context. In SPL, the example's difficulty level is reflected by its loss value. Mathematically speaking, training examples with loss value loss(x) ≥ η will be filtered out, where the threshold η grows from small to large during the training process. To improve the robustness of SPL, following the widely used trick in common SPL implementation [12] , we filter training data using its loss rank in one mini-batch rather than the absolute loss value: we filter data instances with top K largest training loss values within a M -sized mini-batch, where K linearly drops from M − 1 to 0 during training.
2) CO-DISTILLATION
We also use the co-distillation framework [25] , [26] as the baseline, since co-distillation framework is a general advanced teacher-student framework and has identical computation with our framework.
3) L2T-DLF
AS a teacher-student framework, L2T-DLF [30] employ the teacher model to choose various loss functions for the training of the student model. To some extent, our framework is based on our proposed loss function. L2T-DLF framework is a proper comparison object from the perspective of the loss function. The results of L2T-DLF is from [30] .
B. DATASETS AND EXPERIMENTS SETTINGS
For simplicity, we note our same experiment setting for all the experiments. Firstly, we choose the CE loss function as the basic loss function [41] , which measures the distance between the correct label and the predicted probability. Only in the experiments in subsection E of section IV, we use mean squared error(MSE) to compute the loss, which measures the average of the squares of the errors [41] . MSE is a loss function, corresponding to the expected value of the squared error loss. Secondly, we use stochastic gradient descent(SGD) to update our neural network [38] . SGD is an iterative method for optimizing an objective function with suitable smoothness properties. Besides, all the student models' architectures and experiment settings are identical to the benchmark experiments. As the teacher model of L2T-DLF is a deep reinforcement neural network, its architecture is different. The teacher models' architectures of co-distillation and our framework are identical to the benchmark experiments. Besides, all the experiments are conducted using the PyTorch framework, which uses multi-GPU training on NVIDIA GTX 1080Ti GPUs. All the results of the experiments we run are the average over three runs.
1) CIFAR-10/CIFAR-100
The CIFAR-10/CIFAR-100 datasets [42] are the classic image classification datasets, which consist of 32 × 32 color images containing objects from 10/100 classes and are split into a 50,000-image train set and a 10,000-image test set. We follow the data augmentation in [35] for training: 4 pixels are padded on each side, and a 32 × 32 crop is randomly sampled from the padded image or its horizontal flip. To demonstrate the generality of our framework, we performed experiments based on multiple classical neural network architectures, e.g., ResNets [35] , DenseNets [37] , and WRNs [36] . ResNets and WRN are trained with batch sizes of 128, using SGD with a momentum of 0.9, weight decay of 0.0001, and a starting learning rate of 0.1 which is drop by a factor 0.1 at 80 and 120 epochs, all of experiments settings are identical to [35] . DenseNets are trained with batch sizes of 128, using SGD with a momentum of 0.9, weight decay of 0.0001, and a starting learning rate of 0.1 which is drop by a factor by 0.1 at 150 and 250 epochs.
2) MNIST
The MNIST dataset [43] consists of 28 × 28 gray grey handwritten digits images from 0 to 9. And it has a training set of 60,000 examples, and a test set of 10,000 examples. For the MNIST dataset, we choose an MLP and ResNet-20 as our training models.The experiment settings of the ResNet on MNIST are identical to the experiment settings of ResNets on CIFAR-10/CIFAR-100 dataset. The MLP contains only one single hidden layer with a hidden size 500, and the output layer with size 10. The input MNIST training sample is a flattened vector with size 28 × 28. The model is trained with mini-batch size 20, and momentum SGD is adopted with learning rate 0.01 and momentum 0.9 in straining the student model.
3) SVHN
The Street View House Numbers (SVHN) dataset [44] is a real-world image dataset with 630,420 RGB images of 32 × 32 pixels in size, where each image consists of digits that are from one of ten different classes. The SVHN dataset is split into the training set, testing set, and extra set with 73,257, 26,032, and 531,131 images, respectively. ResNets and VGGs [34] are trained on this dataset using the same experiment setting on CIFAR-10 dataset.
4) MR DATASET
The MR(Movie Review) dataset [45] is a commonly used sentiment dataset and a binary classification dataset. The examples in the MR dataset are movie reviews, and the label of the dataset is positive or negative. As shown in Table. 1 and Table. 2, compared with the related methods, our framework achieves almost all the best performance on CIFAR-10 and CIRFA100 except the WRN architecture on CIFAR10, which we are the second-best. As we mentioned before, we compare our BLCL framework with Co-Distillation [25] , [26] , SPL [10] and L2T-DLF [30] . Besides, we verify the effectiveness of our BLCL framework on the three most adopted network architectures, including ResNet [35] , Wide-ResNet [36] and DenseNet [37] . This paper uses the original and typical setting for the these CNN architectures. The setting for ResNet is the same as in [35] . Besides, we employ three versions of ResNet: ResNet-8, ResNet-20 and ResNet-32, which consist of 8 layers, 20 layers and 32 layers respectively. The WRN decreases the depth and increases width of ResNet. The specific configuration is WRN40-10 setting, a ResNet with 40 convolutional layers and a widening factor 10 (the number of filters are 10 times wider than the original ResNet). Other details are same as ResNet setting. For DenseNet, the configuration is the same as in [30] , [37] , with bottleneck layers and compression module, named DenseNet-BC. Specifically, the layer number L is 190 and the growth rate k is 40.
From Table 1 , we can observe that our approach outperforms the conventional training process obviously. The SPL framework has a similar performance to the baseline, which is consistent with the experimental results in [23] . With the same amount of computation, the experimental accuracy of our method is firmly higher than that of the co-distillation framework. Besides, our proposed novel loss function has better performance than the dynamic loss function in L2T-DLF. In addition, results in Table 1 show that our framework performs well with various neural network architectures. Table 2 shows our method also have better performance on CIFAR-100, which is a more challenging dataset. Fig. 8 illustrates the loss value of ResNet20 [35] on the CIFAR-10 classification task. The basic loss function is CE loss function, and other experiment setting is the same as in [35] . In the Fig. 8(a) , the training loss value in the conventional training process continues to decrease to almost zero, while the test loss value first decreases and then increases, which signals that overfitting occurs. Fig. 8(b) shows the loss value of our BLCL framework. The training loss value decreases to a stable value and the test loss value also decreases and stays at a similar value. In addition, we can observe that our test loss value converges faster than that of the conventional training process.
In the conventional training process, the difficult points dominate the training. As its high capacity, the deep neural In our framework, we pay more attention to easy examples and decrease the impact of these difficult examples in the early stage. As a consequence, Fig. 8(b) shows that the training loss decreases to a stable nonzero value and the test loss of our framework also stays at a similar loss value rather than rising. Therefore, this phenomenon implies that our framework alleviates overfitting. After the convergence, unlike the train loss value of the conventional training process almost decreases to zero, the train loss value of the BLCL framework stays at a nonzero value. We suspect that the nonzero loss value is derived from the misleading examples, which should not be fitted. Although our training loss value is higher than the conventional loss value, Fig. 8(a) and Fig. 8(b) show that the loss of our method converges faster than that of the conventional method.
2) RESULTS ON SVHN
We also compare our method with the aforementioned related methods on SVHN. In the experiment on SVHN, we employ ResNet-8, ResNet-20 and VGG-11 as the backbone networks, which are 8 layers ResNet, 20 layers ResNet and 11 layers VGG respectively. All the network architecture settings are same as in their original papers [34] , [35] , including using the CE loss as the loss function. Table 3 shows that our method achieves superior performance than the conventional training. With the ResNet-8 and ResNet-20 as the backbone networks, our method gets better results than all the baseline methods. When we use the VGG-11 as the backbone network, the accuracy of our method is lower than that of L2T-DLF, while higher than other baselines. Table 4 demonstrates that our approach outperforms the conventional training on the MNIST dataset. Since the MNIST dataset is a simple image dataset, we use ResNet-20 and MLP as the backbone networks, which are not prone to overfit the trainset. As we mentioned before, ResNet-20 is ResNet with 20 layers. The setting for ResNet is the same as in [35] . The MLP contains only one single hidden layer with a hidden size 500, and the logistic regression output layer with size 10. The input MNIST training sample is a flattened vector with size 28 × 28. The model is trained with minibatch size 20, SGD is adopted with learning rate 0.01 and momentum 0.9 in straining the student model. We use the CE loss as the loss function. All the setting is the same as in [30] . The improvement in the MNIST dataset is limited, since the accuracy of the baselines is very high and near to the ceil of the dataset. All the results are the average over three runs. Despite the limited improvement, our improvement is convincing.
3) RESULTS ON MNIST
4) RESULTS ON MR DATASET
Table5 shows that our BLCL achieves better performance on MR dataset. The baseline is the WordCNN with the conventional training process. The MR(Movie Review) dataset [45] is a commonly used sentiment dataset and a binary classification dataset. The examples in the MR dataset are movie reviews, and the label of the dataset is positive or negative. In this experiment, we use WordCNN as the backbone network. WordCNN [46] is trained with batch sizes of 64, a fixed learning rate of 0.01 and Adam optimizer. WordCNN is set in random mode, without a pretrained word vector. Fig. 9 , the blue line shows the α and the red line show the accuracy when we use different r. If r is too high, the loss value of example will be too imbalanced and the easy examples are ignored, inevitably leading to overfitting. If r is too low, every example will be learned equally, which also impairs the training. Reference [14] suggests that difficult examples are more informative. From adequate experiments, we empirically find 1.5 is an appropriate value for r.
E. BASIC LOSS FUNCTION
As we stated above, the default basic loss function is the CE loss function. In this experiment, we use the mean square error loss function as the basic loss function instead of the TABLE 6. ResNet-20 With diffierent loss functions in BLCL framework performs better than that in the original training process on CIFAR-10 dataset. TABLE 7. VGG-11 With diffierent loss functions in BLCL framework performs better than that in the original training process on the SVHN dataset. CE loss function. We train the ResNet-20 as the backbone network on CIFAR-10 and train the VGG-11 as the backbone network on the SVHN dataset. The classifier is trained with batch the sizes of 128, using SGD with a momentum of 0.9, weight decay of 0.0001, and a starting learning rate of 0.1 which is dropped by a factor 0.1 at 80 and 120 epochs. The experiment results are reported in Table 6 and Table 7 . With the mean square error loss function, our BLCL framework still gets better performance than the original training framework.
F. VISUALIZATION
The above results show the benefits of our framework, and we also evaluate the BLCL framework in an intuitive way by visualizing the loss changing process w/o the BLCL loss. The comparing results are shown in Fig.10 and Fig.11. Fig.10 shows the loss value of examples in the conventional training, while Fig.11 shows the process of BLCL. The loss value is represented by the difference of color transparency. The higher the transparency is, the smaller the value is. We use the same experiment settings as the original paper [35] , including using the CE loss as the loss function. Both experiments are conducted with the ResNet-20 based on the SVHN dataset. Compared with Fig. 10 & 11 from subfigs (a) to (d), we can see that our method pays more attention to the clear easy examples and implements a soft curriculum.
VI. CONCLUSION AND FUTURE WORK
In this work, we propose a curriculum learning framework for deep learning algorithms in classification tasks. To estimate the difficulty of examples, we introduce boundary information. We point out that the loss values from different difficulty examples are imbalance and opposite to curriculum learning philosophy. Inspired by this analysis, we implement the soft curriculum from the perspective of balancing the loss of different difficulty examples. Through extensive and rigor experiments, we demonstrate the effectiveness and generality of our framework.
