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a b s t r a c t
In this paper, we consider an online non-preemptive scheduling problem on two related
machines with rearrangement to minimize the completion time, called online scheduling
with bounded rearrangement, which is a semi-online problem. Jobs arrive one by one over
list. When a new job arrives at most K already scheduled jobs can be removed from the
schedule, then all removed jobs and the new job must be assigned to the machines. The
problem is a relaxation of the similar problem online scheduling with a buffer [4]. Assume
machine M1 has speed 1 and M2 has speed s ≥ 1. With respect to the worst case ratio,
we obtain that (i) for s ≥ √3 or K ≥ 2, the model of online scheduling with bounded
rearrangement is equivalent to the model of online scheduling with a bounded buffer; (ii)
the model of online scheduling with bounded rearrangement is more powerful than the
model of online scheduling with a bounded buffer for
√
2 ≤ s < √3 and K = 1; (iii)
except for 1.3247 ≤ s < √3 and K = 1 there is an optimal algorithm for the online
scheduling with bounded rearrangement; (iv) for s > 1.618 the lower bound is improved.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider an online non-preemptive scheduling problem on two related machines with bounded
rearrangement to minimize the completion time, called online scheduling with bounded rearrangement, which is a semi-
online problem. Jobs arrive one by one over list. When a new job arrives at most K already scheduled jobs can be removed
from the schedule, then all removed jobs and the new job must be assigned to the machines, where K ≥ 0 is a fixed
integer. When K = 0 and s = 1, this problem degenerates into one of the most fundamental scheduling problems on
two machines, online assigning jobs to identical parallel machines to minimize the completion time [8]; the fundamental
(offline) scheduling problem is strongly NP-hard [7]. Our problem is also related to other problems, online scheduling with
boundedmigration [14], online minimum makespan (which is the time when all the jobs are processed) scheduling with a
buffer or rearrangement [11,17,12,6,4,16,5,13]. In this paper, we use competitive ratio to evaluate online algorithms, which
is one of the standard measures. If an online algorithm always achieves a solution within a factor ρ of the offline optimum,
we say, the online algorithm is ρ-competitive. If an online algorithm has its competitive ratio equal to the lower bound of
the problem, then we say the online algorithm is optimal.
Related work. For the onlineminimummakespan scheduling problem onm identical machines, Graham first gave a (2− 1m )-
competitive algorithm, called list scheduling. The upper bound for the problem has been developed in [2,10,1]. The best
known one is 1.9201 due to Fleischer and Wahl [15] . The best lower bound known to date is 1.88 due to Rudin and
Chandrasekaran [9].
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Table 1
Lower and upper bounds for K ≥ 2.
s ∈ [1, 1.618] (1.618, 2] (2,+∞)
REAR Old Lower bound
(s+1)2
s2+s+1 [13]
Upper bound min

(s+ 1)2
s+ 2 ,
s+ 1
s

[13]
REAR New Lower bound
( s+ 1)2
s2 + s+ 1
s2
s2−s+1
s+ 2
s+ 1
Upper bound
(s+ 1)2
s2 + s+ 1
s2
s2 − s+ 1
s+ 2
s+ 1
BUFF Lower bound
(s+ 1)2
s2 + s+ 1 [4]
s2
s2 − s+ 1 [4]
s+ 2
s+ 1 [4]
Upper bound
(s+ 1)2
s2 + s+ 1 [4]
s2
s2 − s+ 1 [4]
s+ 2
s+ 1 [4]
Tan et al. [16] first studied the minimum makespan scheduling problem on two identical machines with rearrangement
for K = 1, where the rearrangement only happens after all the jobs have arrived, and obtained a 43 -competitive algorithm,
which is tight. Liu et al. [13] continued to study the model on two uniform machines, obtaining a lower bound (s+1)
2
s2+s+1 and
an upper bound min{ (s+1)2s+2 , s+1s }. Cao and Liu [3] obtained an optimal algorithm for the model in which the last job of a
machine can be reassigned after all the jobs have arrived.
Kellerer et al. [11] and Zhang [17] studied the onlineminimummakespan scheduling problem on two identical machines
with a buffer and obtained a 43 -competitive algorithm, which is tight. Recently, Englert et al. [6] studied the onlineminimum
scheduling onm parallel machines with a reordering buffer, sizeΘ(m). Here reordering buffer means that jobs can be kept in
the buffer and be postponed to be scheduled on machines. Once jobs leave the buffer they cannot come in again. This is the
difference with the rearrangement model. For m identical machines, an optimal online algorithm was given. For m related
machines, a (2 + ϵ)-competitive algorithm was obtained. The preemptive online minimum makespan scheduling problem
on m identical machines with a buffer size K was studied by Dósa and Epstein [5]. The non-preemptive online minimum
makespan scheduling problem on two related machines with a buffer size K was studied by Dósa and Epstein [4]. In short,
we call this problem BUFF(K).
In the paper [14], Sivadasan et al. studied the problem of the online minimum makespan scheduling problem with
bounded migration: when a new job arrives it is allowed to migrate some scheduled jobs under the constraint that the total
size of moved jobs is bounded by β times the size of the arriving job. For some small β , they obtained several simple online
algorithms with a constant competitive ratio.
Our contributions. In our model, the job can be reassigned during the whole scheduling process, i.e., our model is a relaxed
form of that in [13]. We call it REAR(K). With respect to the worst case ratio, we obtain that (i) for s ≥ √3 or K ≥ 2, the
model of online scheduling with bounded rearrangement is equivalent to the model of online scheduling with a bounded
buffer (refer to Fig. 1); i.e., we prove that the best upper and lower bounds for the two problems are the same, see Table 1;
(ii) according to Table 2, for
√
2 ≤ s < √3 the upper bound s+
√
5s2+8s+4
2(s+1) of REAR(1) is smaller than the lower bound
s+2
s+1 of
BUFF(1), also refer to Fig. 2, i.e., the model with bounded rearrangement is more powerful than the model with a bounded
buffer for
√
2 ≤ s < √3 and K = 1; (iii) according to Tables 1 and 2, there is an optimal algorithm for the online scheduling
with bounded rearrangement except for 1.3247 ≤ s < √3 and K = 1; (iv) refer to Tables 1 and 2 and Fig. 2, for all s > 1
our upper bounds are better than the best previous results in [13] and for s > 1.618, the lower bounds are also improved.
2. Preliminaries
Scheduling on two related machines
Input: Given two machines M1, M2 with speed 1 and s ≥ 1 respectively, and a set of jobs J = j1, . . . , jn associated with
processing time p : J → R+,
Output: Schedule J onM1 andM2 such that the maximal completion time ofM1 andM2 is minimized.
If all the jobs are known in advance, then we say the problem is offline. If jobs are revealed incrementally, i.e., one by
one, once the current job is given we have to immediately schedule or assign it and the assignment cannot be changed in the
future, then this version of the problem is called online.
Rearrangement: When a new job comes, at most K ≥ 0 already scheduled jobs can be removed from the schedule, then all
the removed jobs and the new job must be assigned to the machines, where K is a constant.
Buffer: When a new job comes, it can be scheduled immediately on machines or be put in a buffer to postpone the
assignment. Once the job leaves the buffer, it cannot be put back to buffer. When there is no more job given, all the jobs in
the buffer must be assigned on machines. Here, we assume the buffer can accommodate K ≥ 0 jobs, where K is a constant.
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Fig. 1. Upper bounds for REAR(K)with K ≥ 2, where the thick curves are for our upper bounds which are equal to the lower bound of the problem, i.e., our
upper bounds are optimal.
Table 2
Lower and upper bounds for K = 1, where s0 ≈ 1.3247 is the root of equation s3 − s − 1 = 0 for
s ∈ [1, 2] and q ≈ 1.618 is the golden ratio.
s ∈ [1, s0] (s0,
√
2) [√2, q) [q,√3) [√3,∞)
REAR(1) Old Lower bound
(s+ 1)2
s2 + s+ 1 [13]
Upper bound min

(s+ 1)2
s+ 2 ,
s+ 1
s

[13]
REAR(1) New Lower bound
(s+ 1)2
s2 + s+ 1
s+ 1
2
s+ 2
s+ 1
Upper bound
(s+ 1)2
s2 + s+ 1
s+√5s2 + 8s+ 4
2(s+ 1)
s+ 2
s+ 1
BUFF(1) Lower bound
(s+ 1)2
s2 + s+ 1 [4]
s+ 2
s+ 1 [4]
Upper bound
2(s+ 1)
s+ 2 [4]
s+ 2
s+ 1 [4]
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Fig. 2. Lower bound and upper bounds for REAR(1), where the thick curves are for our lower and upper bounds. For 1 ≤ s ≤ s0 ≈ 1.3247 and s ≥
√
3, the
upper bound and lower bound are the same, which are (s+1)
2
s2+s+1 ,
s+2
s+1 respectively. For s0 < s <
√
3, the upper bound is s+
√
5s2+8s+4
2(s+1) (refer to Curve 4) and
the lower bound is max{ (s+1)2
s2+s+1 ,
s+1
2 } (refer to Curves 3 and 6).
In the problem of online scheduling with rearrangement (or with buffer) on two related machines, if K = 0, the problem
is totally online; if K = n, where n is the number of jobs in the input, then the problem is offline. In this paper, we mainly
study the problem with 1 ≤ K < n, which is between online and offline versions.
Given an online algorithm A, if for any input J , we have A(J) ≤ ρOPT (J), where A(J) and OPT (J) are the cost by online
algorithm A and an optimal algorithm, respectively, then we say the online algorithm A is ρ-competitive.
In short, we denote online scheduling with rearrangement on two related machines and online scheduling with a buffer
on two relatedmachines as REAR(K) and BUFF(K) respectively. Given a schedule S1 for BUFF(K), we can construct a schedule
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S2 for REAR(K)without increasing the total cost by the following approach: (i) when a new job is given, in S1 if it is scheduled
directly toMi, where i = 1, 2 then in S2 the job is scheduled in machineMi too; else it is temporarily put in the buffer, then
in S2 the job is scheduled arbitrarily on M1 or M2 (the job will be reassigned later). (ii) When a job leaves the buffer and is
scheduled to Mi in schedule S1, where i = 1, 2, then in S2, the job is reassigned to Mi if it was not scheduled on Mi before.
Hence we have the following lemma.
Lemma 1. If algorithm A is C-competitive for problem BUFF(K), then it is also C-competitive for problem REAR(K).
Notations. In the following we denote {j1, j2, . . . , jt} as Jt for t ≥ 1. Let Lit be the load (i.e., the total processing time) of
machine Mi after dealing with job jt for 1 ≤ i ≤ 2. If a job j or set of jobs J is assigned on machine M , we write the
assignment as below: j → M or J → M .
3. Lower bounds
In this section, we give lower bounds for problem REAR(K). Although problem REAR(K) seems more powerful than
BUFF(K), for K ≥ 2, the two problems have the same lower bounds.
Lemma 2 ([13]). For s ≥ 1 and K ≥ 1, no online algorithm for REAR(K) has its competitive ratio strictly less than (s+1)2
s2+s+1 .
Proof. This lower bound was first given in [13]. Our proof is simpler than the one in [13]. Also for the sake of completion,
the details of the proof are given below.
Let ϵ > 0 be a sufficiently small number such that 1/ϵ is integer. Let t be 1/ϵ. The first t jobs are small jobs, each one has
its processing time exactly ϵ. Then the optimal value OPT (Jt) ≤ 1s+1 + ϵ. If L1t ≥ s+1s2+s+1 or L2t ≥ s
2+s
s2+s+1 then the lower bound
is implied as ϵ goes to zero.
Else we consider the case in the following:
1
s2 + s+ 1 ≤ L
1
t <
s+ 1
s2 + s+ 1 ,
s2
s2 + s+ 1 ≤ L
2
t <
s2 + s
s2 + s+ 1 .
The next job jt+1 with processing time s arrives. Then OPT (Jt+1) = 1. IfM1 accepts jt+1 then the completion time onM1
L1t+1 ≥ s+ L1t − Kϵ ≥
s3 + s2 + s+ 1
s2 + s+ 1 − Kϵ ≥
(s+ 1)2
s2 + s+ 1 − Kϵ,
elseM2 accepts jt+1 then the completion time onM2
L2t+1
s
≥ s+ L
2
t − Kϵ
s
≥ 1+ s
s2 + s+ 1 − Kϵ =
(s+ 1)2
s2 + s+ 1 − Kϵ.
In both cases the lower bound is implied as ϵ approaches zero. 
When s > 2, the lower bound in Lemma 2 can be further improved to s+2s+1 >
(s+1)2
s2+s+1 . The proof is similar with Lemma 2.
Lemma 3. For K ≥ 1, no online algorithm for REAR(K) has its competitive ratio strictly less than f1(s), where f1(s) = s+2s+1 if
s > 2 else f1(s) = s2s2−s+1 if 1.618 ≈ 1+
√
5
2 ≤ s ≤ 2.
Proof. Let ϵ > 0 be a sufficiently small number such that 1/ϵ is integer. Let t be 1/ϵ. The first t jobs are small jobs, each
one has its processing time exactly as ϵ. Then the optimal value OPT (Jt) ≤ 1s+1 + ϵ. Let L1t and L2t be the load of machinesM1
andM2 respectively.
Case s > 2: assume L2t ≥ ss+1 , then job jt+1 with p(jt+1) = s arrives. Then OPT (Jt+1) = 1. The completion time of any online
algorithm is at least
min

L1t + s,
L2t + s
s

− Kϵ ≥ min

s,
s+ 2
s+ 1

− Kϵ = s+ 2
s+ 1 − Kϵ (by s > 2).
In this case, when ϵ approaches zero, the competitive ratio approaches s+2s+1 .
Else if L2t <
s
s+1 , then L
1
t ≥ 1s+1 . The next two jobs jt+1 and jt+2 with p(jt+1) = (s+1)L1t and p(jt+2) = s×p(jt+1)−1 arrive.
Note that p(jt+2) > p(jt+1) for s > 2. The optimal value OPT (Jt+2) = (s+ 1)L1t by the following assignment: jt+1 → M1 and
Jt+2 \ {jt+1} → M2. If jt+1 or jj+2 is assigned toM1, then the completion time is at least
L1t + p(jt+1)− 2Kϵ = (s+ 2)L1t − 2Kϵ.
Else both jt+1 and jt+2 are assigned toM2, then
L2t+2 ≥ 1− L1t + p(jt+1)+ p(jt+2)− 2Kϵ = s(s+ 2)L1t − 2Kϵ.
The completion time L2t+2/s ≥ (s+2)L1t−2Kϵ. In both cases, the competitive ratio approaches f1(s) = s+2s+1 when ϵ approaches
zero.
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Case 1+
√
5
2 ≤ s ≤ 2: assume L2t ≥ s
2−s
s2−s+1 , then job jt+1 with p(jt+1) = s arrives. Then OPT (Jt+1) = 1. The completion time
of any online algorithm is at least
min

L1t + s,
L2t + s
s

− Kϵ ≥ min

s, 1+ L
2
t
s

− Kϵ ≥ min

1+ 1
s
, 1+ L
2
t
s

− Kϵ
= 1+ L
2
t
s
− Kϵ ≥ s
2
s2 − s+ 1 − Kϵ.
In this case, when ϵ approaches zero, the competitive ratio approaches s
2
s2−s+1 .
Else if L2t <
s2−s
s2−s+1 , then L
1
t ≥ 1s2−s+1 . The next two jobs jt+1 and jt+2 with p(jt+1) = s
2−s+1
s−1 L
1
t and p(jt+2) = s×p(jt+1)−1
arrive. Note that p(jt+2) ≥ p(jt+1). The optimal value OPT (Jt+2) is equal to p(jt+1) = s2−s+1s−1 L1t by the following assignment:
jt+1 → M1 and Jt+2 \ {jt+1} → M2. If jt+1 or jj+2 is assigned toM1, then the completion time is at least
L1t + p(jt+1)− 2Kϵ =
s2
s− 1 L
1
t − 2Kϵ.
Else both jt+1 and jt+2 are assigned toM2, then
L2t+2 ≥ 1− L1t + p(jt+1)+ p(jt+2)− 2Kϵ =

(s+ 1) s
2 − s+ 1
s− 1 − 1

L1t − 2Kϵ
= s
3 − s+ 2
s− 1 L
1
t − 2Kϵ ≥
s3
s− 1 L
1
t − 2Kϵ (by s ≤ 2).
The completion time L2t+2/s ≥ s
2
s−1 L
1
t − 2Kϵ. In both cases, the competitive ratio approaches f1(s) = s
2
s2−s+1 when ϵ
approaches zero. 
The above lower bound holds for any fixed K ≥ 1. When K = 1, we have the following lower improved bound.
Lemma 4. There is no online algorithm for REAR(1) with a competitive ratio strictly less than f2(s), where f2(s) = s+12 if
1+√5
2 < s ≤
√
3, f2(s) = s+2s+1 if s >
√
3.
Proof. Case 1+
√
5
2 < s ≤
√
3: the first two jobs j1 and j2 have processing time 1 and 2s−1 respectively, i.e., p(j1) = 1 and
p(j2) = 2s−1 > s = s × p(j1). Then the optimal value OPT (J2) = 2s(s−1) . We have to assign j1 to M1 and j2 to M2 in order
to achieve a competitive ratio strictly less than s+12 . Otherwise if j1 → M2 and j2 → M1 then the input stops and this
assignment leads a competitive ratio at least s > s+12 , if {j1, j2} → M2 and ∅ → M1 then the input stops and this assignment
leads a competitive ratio at least
1+ 2s−1
2
s−1
= s+12 , else {j1, j2} → M1 and ∅ → M2 then the lower bound is implied.
After scheduling j1 on M1 and j2 on M2, a new job j3 with p(j3) = s+1s−1 arrives. Then OPT (J3) = 2(s−1) by the following
assignment: j2 → M1 and {j1, j3} → M2. Note that K = 1, i.e., j1 and j2 cannot be rescheduled at the same time. If j3 → M1
then the competitive ratio is at least
s+1
s−1
2
s−1
= s+ 1
2
.
Else j3 → M2. If job j2 is moved toM1 then the competitive ratio is at least
1+ 2s−1
2
s−1
= s+ 1
2
,
else job j2 stays onM2, then the competitive ratio is at least
s+1
s−1 + 2s−1
s× 2s−1
= s+ 3
2s
≥ s+ 1
2
= f2(s),
where the last inequality holds from s ≤ √3.
Case s >
√
3: the proof is similar to the above case. Assume that online algorithm A is r-competitive, where r < s+2s+1 . The first
two jobs j1 and j2 have processing time 1 and s+ 1 respectively. Before the next job j3 is given, in order to be r-competitive,
online algorithm A has to assign j1 → M1 and j2 → M2. This assignment is also an optimal solution and its value is s+1s . Else
if j2 is assigned toM1, then the completion time by algorithm A is at least s+ 1. Then the competitive ratio is at least
s+ 1
s+1
s
= s > s+ 2
s+ 1 ,
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where the last inequality follows directly from s ≥ √3. Otherwise if both j1 and j2 are assigned toM2, then the competitive
ratio is at least
s+1+1
s
s+1
s
= s+ 2
s+ 1 .
After the assignment j1 → M1 and j2 → M2, job j3 with p(j3) = s2 + s− 1 is given. In this case the optimal value is s+ 1 by
the following assignment: j2 → M1 and {j1, j3} → M2. We prove that algorithm A has a competitive ratio at least s+2s+1 after
dealing with j3. Remember that j1 is onM1 and j2 is onM2. Since K = 1, at most one job can be rearranged or moved. If j3 is
assigned toM1 thenM1 has load at least s2 + s− 1, hence the competitive ratio of algorithm A is at least
s2 + s− 1
s+ 1 ≥
s+ 2
s+ 1 ,
where the last inequality follows directly from s ≥ √3. Hence j3 has to be assigned toM2 by algorithm A. If j2 stays onM2,
then M2 has its load at least s2 + 2s, hence the competitive ratio is at least
s2+2s
s
s+1 = s+2s+1 . Otherwise j2 is moved to M1, then
M1 has load at least s+ 2, the competitive ratio of algorithm A is at least f2(s) = s+2s+1 . 
4. Upper bounds
4.1. Upper bounds for K ≥ 2 or s ≥ √3
In this subsection, we show that, with respect to the worst-case ratio, for K ≥ 2 or s ≥ √3, the model REAR(K) is
equivalent to the model BUFF(K), in other words, we cannot hope that REAR(K) is much more powerful than BUFF(K).
However, the thing changes if K = 1 and s < √3. We show the evidence in the next subsection.
By Theorems 1, 2 in [4] and Lemma 1 we have the following lemmas.
Lemma 5. For K ≥ 2, the online algorithm of [4] for problem BUFF(k) is also an online algorithms for problem REAR(K) with
competitive ratio equal to (s+1)
2
s2+s+1 if 1 ≤ s ≤ q, s
2
s2−s+1 if q < s ≤ 2, and s+2s+1 if s > 2, where q is the golden ratio.
Lemma 6. For s ≥ √3, the online algorithm of [4] for problem BUFF(k), are also online algorithms for problem REAR(1) with
competitive ratio equal to s+2s+1 .
By Lemmas 2, 3 and 5, we have Theorem 1. By Lemmas 4 and 6, we have Theorem 2.
Theorem 1. For s ≥ 1 and K ≥ 2, there is an optimal online algorithm for REAR(K).
Theorem 2. For s ≥ √3, there is an optimal online algorithm for REAR(1).
4.2. An upper bound for K = 1 and s < √3
In this subsection, we first give a simple algorithm called Fast Machine First (in short FMF) for s <
√
3 and K = 1, then
analyze the algorithm and obtain an upper bound for the online problem. From the upper bound we obtain, we find that
REAR(1) is much more powerful than problem BUFF(1) for
√
2 ≤ s < √3. For the evidence, the upper bound s+
√
5s2+8s+4
2(s+1)
of algorithm FMF is smaller than the lower bound s+2s+1 [4] of BUFF(1) for
√
2 ≤ s < √3. And more, for 1 ≤ s < √3, the
upper bound of FMF for problem REAR(1) is better than the upper bound of BUFF(1) [4], and the upper bound is also much
better than the previous results in [13] for REAR(1).
We first give some notations and definitions, then describe two important properties used in the proposed algorithm
FMF. Finally we give the details of algorithm FMF and analyze its performance ratio.
Define Qt = max1≤i≤t p(ji), and Pt =∑ti=1 p(ji). Let LBt = max  Qts , Pts+1. We can see that LBt is the lower bound of the
optimal solution for all jobs in Jt = {j1, . . . , jt}. After dealing with job jt , let αt , βt be the largest job on machines M1 and
M2, respectively. In the following, we also use jt , αt , βt to denote jobs jt , αt , βt ’s processing time, respectively. Let s0 be the
unique solution of equation s3 − s− 1 = 0 for s ∈ [1, 2]. Define a function c(s) as below, which is the competitive ratio we
desire to get:
c(s) =

(s+ 1)2
s2 + s+ 1 if 1 ≤ s ≤ s0 ≈ 1.3247
s+√5s2 + 8s+ 4
2(s+ 1) otherwise, i.e., s0 < s <
√
3.
Note that c(s) is a continuous function over s ∈ [1,√3).
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Then the idea of FMF is that: if the current schedule by FMF on the input Jt satisfies two properties, then the new
schedule by algorithm FMF for Jt+1 also satisfies the two properties with rearranging at most one scheduled job, where
Jt+1 = Jt∪{jt+1}. Once a schedule satisfies the two specified properties (related to c(s)), then the schedule is c(s)-competitive.
We first define feasible then give the two properties.
Feasible: At time t if the load onM1 L1t ≤ c(s)LBt , machineM1 is feasible, if L2t /s ≤ c(s)LBt , machineM2 is feasible, otherwise
infeasible.
Two properties: At time t , the two properties are defined as below:
P1 BothM1 andM2 are feasible, i.e., max{L1t , L2t /s} ≤ c(s)LBt .
P2 If job βt is moved fromM2 toM1, the ratio between the loads onM1 andM2 is at least ρ(s), i.e., L1t + βt ≥ ρ(s)(L2t − βt),
where ρ(s) = s+1−s·c(s)s(c(s)−1) (ρ(s) > 0 since s+ 1 > s · c(s)).
Assume that all the jobs in Jt are scheduled, where t ≥ 0. Then for the next job jt+1, algorithm FMF works as follows.
1. Compute the lower bound LBt+1.
2.1. If assigning jt+1 toM2 without rearrangement the new schedule satisfies the twoproperties P1 and P2, then jt+1 → M2.
2.2. Else if assigning jt+1 toM2 without rearrangement, property P1 holds but P2 is violated, then min{βt , jt+1} → M1 and
max{βt , jt+1} → M2.
2.3. Else (assigning jt+1 toM2 without rearrangement, Property P1 is violated), act as follows:
2.3.1. min{βt , jt+1} → M1 and max{βt , jt+1} → M2, if the new schedule isM1-feasible.
2.3.2. Otherwise αt → M2 and jt+1 → M1.
3. Modify αt+1 and βt+1 if there are more jobs and go to Step 1, otherwise stop.
If the following lemma holds, we have Theorem 3.
Lemma 7. For any time t ≥ 1, if the schedule by FMF for input Jt has the two properties, then the new schedule for input Jt+1 also
has the two properties.
Theorem 3. For s <
√
3, the online algorithm FMF for REAR(1) is c(s)-competitive. And for s ∈ [1, 1.3247], FMF is optimal.
Proof. It is not difficult to see that at time t = 1, j1 is assigned toM2 and the schedule by FMF satisfies the properties P1 and
P2 simultaneously. By induction and Lemma 7, the schedule by FMF always satisfies the two properties. By the definition of
property P1, we have that FMF is c(s)-competitive. By Lemma 2, for s ≤ 1.3247, the competitive c(s) is tight, i.e., algorithm
FMF is optimal. 
Next we prove some lemmas and observations useful in proving Lemma 7. Note that if s ∈ [1, s0] then (s+1)2s2+s+1 ≥
s+
√
5s2+8s+4
2(s+1) , else
(s+1)2
s2+s+1 <
s+
√
5s2+8s+4
2(s+1) , where s0 ≈ 1.3247 is the unique solution of equation s3 − s− 1 = 0 for s ∈ [1, 2]
(see Fig. 2). Thus we get the next observation.
Observation 1. For s ∈ [1,√3), c(s) = max

(s+1)2
s2+s+1 ,
s+
√
5s2+8s+4
2(s+1)

.
Note that s+
√
5s2+8s+4
2(s+1) is the unique positive solution of equation s + 1 − c(s) = c(s)(s + 1)(c(s) − 1), and the next
observations are valid (according to Fig. 2).
Observation 2. For s ∈ [1,√3), s+ 1− c(s) ≤ c(s)(s+ 1)(c(s)− 1).
Observation 3. For s ∈ [1,√3), we have c(s) ≥ 2s+22s+1 .
Lemma 8. At time t, if L1t /L
2
t ≤ c(s)s+1−c(s) holds, the schedule is M1-feasible, moreover if L2t /L1t ≤ s·c(s)s+1−s·c(s) holds, the schedule is
M2-feasible.
Proof. If L1t /L
2
t ≤ c(s)s+1−c(s) then
L1t
LBt
≤ L
1
t
L1t +L2t
s+1
= s+ 1
1+ L2t
L1t
≤ s+ 1
1+ s+1−c(s)c(s)
= c(s).
Using the similar idea, we can prove that the schedule isM2-feasible if L2t /L
1
t ≤ s·c(s)s+1−s·c(s) . 
Observation 4. For 1 ≤ s < √3, we have s+12 < c(s) < s+1s .
Lemma 9. Suppose that L1t /L
2
t ≥ s+1−s·c(s)s(c(s)−1) holds at time t ≥ 0. Then the new schedule is M2-feasible to assign any new job jt+1
with no rearrangement.
Proof. Suppose (by normalization) that the actual loads of themachines are L1t = s+1−s ·c(s) and L2t = s(c(s)−1)−x ≥ 0,
where x ≥ 0, respectively. By Observation 4, s + 1 − s · c(s) > 0. Next we prove that there is enough space for job jt+1
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onM2, i.e., the allowed increased load onM2 minus the load after assigning job jt+1 toM2 with no rearrangement is always
positive. There are two cases on the size of job jt+1. If jt+1 − x ≤ s,
s · c(s) · LBt+1 − (L2t + jt+1) ≥ s ·
c(s)(L1t + L2t + jt+1)
s+ 1 − (L
2
t + jt+1)
= s · c(s) · 1+ (jt+1 − x)
s+ 1 − s · c(s)+ s+ x− jt+1
= s · c(s) (jt+1 − x)− s
s+ 1 + s− (jt+1 − x)
= [s− (jt+1 − x)]

1− s · c(s)
s+ 1

≥ 0 by Observation 4.
Otherwise, if jt+1 − x ≥ s, then
s · c(s) · LBt+1 − (L2t + jt+1) ≥ s · c(s) ·
jt+1
s
− (L2t + jt+1)
= c(s) · jt+1 − s · c(s)+ s− jt+1 + x = jt+1 (c(s)− 1)− s · c(s)+ s+ x
≥ (s+ x) (c(s)− 1)− s · c(s)+ s+ x = xc(s) ≥ 0.
Hence the new schedule isM2-feasible. 
Observation 5. The inequality s+1−s·c(s)s(c(s)−1) ≤ c(s)s+1−c(s) holds for s ∈ [1,
√
3).
Proof. First note that all numerators and denominators of the above ratios are strictly positive. Then it is straightforward
to see that the above inequality holds iff s2 + 2s+ 1 ≤ c(s) 1+ s+ s2. By Observation 1, we have c(s) ≥ (s+1)2
s2+s+1 . 
Observation 6. For any real positive numbers a, b, c, d, e, f , if ab >
c
d >
e
f and a− e > 0 and b− f > 0, then a−eb−f > cd holds.
Lemma 10. Suppose that P1 and P2 hold at time t. When the new job jt+1 comes, ifmin{βt , jt+1} → M1 andmax{βt , jt+1} →
M2, then the new schedule must be M2-feasible and property P2 holds at time t + 1.
Proof. Suppose min {βt , jt+1} = jt+1. Then the new job jt+1 is assigned to M1, and βt stays on M2. It is not difficult to see
the new schedule is M2-feasible, since the load of M2 is not increased. property P2 still holds, since only the load of M1 is
increased.
Now suppose that min {βt , jt+1} = βt . Then βt is moved toM1 and the new job jt+1 is assigned toM2. Since P2 was valid
before the arrival of jt+1, using Lemma 9, the new schedule isM2-feasible. Then jt+1 gets the role of βt onM2, and property
P2 again holds. 
Proof of Lemma 7. Next we prove that after dealing with the new job jt+1, the properties P1 and P2 still hold for the new
schedule. According to the execution, there are three cases.
Case 1. Suppose that Step 2.1 is performed. Then by the definition of this step, properties P1 and P2 hold at time t + 1.
Case 2. Suppose that Step 2.2 is performed. By Lemma 10, for the new schedule, property P2 holds andM2 is feasible at time
t + 1. Next we need to prove thatM1 is feasible, as well. We know that assigning jt+1 toM2 without rearrangement would
violate property P2, i.e.,
L1t +max{βt , jt+1}
L2t + jt+1 −max{βt , jt+1}
<
s+ 1− s · c(s)
s(c(s)− 1) . (1)
And L2t+1 = L2t if max{βt , jt+1} = βt , else L2t+1 = L2t − βt + jt+1. Thus L2t+1 = L2t +max{βt , jt+1} − βt . Then
L1t+1
L2t+1
= L
1
t +min{βt , jt+1}
L2t +max{βt , jt+1} − βt
≤ L
1
t +max{βt , jt+1}
L2t + jt+1 −max{βt , jt+1}
by (1),
<
s+ 1− s · c(s)
s(c(s)− 1) ≤
c(s)
s+ 1− c(s) ,
where the last inequality follows from Observation 5. By Lemma 8, the schedule at time t + 1 isM1-feasible. Thus property
P1 holds.
Case 3. It remains to prove that after performing Step 2.3, both properties P1–P2 still hold. In this step, assigning job jt+1 to
M2 without rearrangement will cause the new schedule to beM2-infeasible.
Subcase 3.1. First suppose that Step 2.3.1 is executed, i.e., min{βt , jt+1} → M1 and max {βt , jt+1} → M2, since the resulting
schedule isM1-feasible. By Lemma 10, at time t + 1 property P2 still holds and the new schedule isM2-feasible. Thus both
M1 andM2 are feasible, i.e., property P1 holds.
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Subcase 3.2.Nowsuppose Step2.3.2 is executed. Thenwehave the resulting schedule isM1-infeasible ifmin {βt , jt+1} → M1
and max {βt , jt+1} → M2. At Step 2.3.2, job αt is moved to M2 and jt+1 is assigned to M1. We first prove at time t + 1 the
new schedule isM2-feasible, then prove property P2 holds, and finally we prove the new schedule is alsoM1-feasible.
By normalization, suppose that L2t + jt+1 = s · c(s). Since if job jt+1 is assigned to M2 without rearrangement the new
schedule isM2-infeasible, by Lemma 8
L2t +jt+1
L1t
> s·c(s)s+1−s·c(s) . Thus L
1
t = s+ 1− s · c(s)− x ≥ 0, where x > 0. Then naturally,
the biggest job assigned so far toM1 is αt ≤ L1t = s+ 1− s · c(s)− x. For the lower bound we get
LBt+1 ≥ L
1
t + L2t + jt+1
s+ 1 =
s+ 1− s · c(s)− x+ s · c(s)
s+ 1 = 1−
x
s+ 1 ,
thus at time t + 1 the allowed load onM1 is
c(s) · LBt+1 ≥ c(s)

1− x
s+ 1

= c(s) s+ 1− x
s+ 1 .
Since at time t + 1 if min {βt , jt+1} → M1 and max {βt , jt+1} → M2, the new schedule isM1-infeasible, we have that
min{βt , jt+1} > c(s) s+ 1− xs+ 1 − (s+ 1− s · c(s)− x) > (s+ 1)(c(s)− 1), (2)
where we used Observation 4 (c(s) < s+ 1) and x ≥ 0. 
Lemma 11. At time t+1, if the execution of algorithm FMF passes through Step 2.3.2, thenmin{βt , jt+1} > αt+x, where t ≥ 1.
Proof. By (2), min{βt , jt+1} > (s+ 1)(c(s)− 1). By Observation 3 and inequality αt ≤ L1t = s+ 1− s · c(s)− x, we get
min{βt , jt+1} > (s+ 1)(c(s)− 1) ≥ s+ 1− s · c(s) ≥ αt + x.  (3)
Now we are ready to prove that the schedule at t + 1 is M2-feasible by assigning jt+1 to M1 and moving αt to M2. By
Lemma 11, L2t+1 = L2t + αt < L2t + jt+1 = s · c(s). Furthermore
L1t+1 = L1t − αt + jt+1 > L1t + x = s+ 1− s · c(s),
where jt+1 − αt > x is from (3). Then
L2t+1
L1t+1
<
s · c(s)
s+ 1− s · c(s) ,
by Lemma 8 our schedule isM2-feasible at time t + 1.
Next we prove that property P2 holds, i.e.,
L1t+1 + βt+1
L2t+1 − βt+1
= L
1
t+1 + βt
L2t+1 − βt
≥ s+ 1− s · c(s)
s(c(s)− 1) ,
since at Step 2.3.2 βt+1 = βt . We also know that at time t + 1 if min{βt , jt+1} → M1 and max{βt , jt+1} → M2, the new
schedule isM1-infeasible, by Lemma 8, thus
L1t +min{βt ,jt+1}
max{L2t ,L2t +jt+1−βt }
> c(s)s+1−c(s) . Then we have
L1t+1 + βt
L2t+1 − βt
= L
1
t + jt+1 − αt + βt
L2t + αt − βt
≥ L
1
t +max{βt , jt+1}
L2t
by Lemma 11
≥ L
1
t +min{βt , jt+1}
L2t
≥ L
1
t +min{βt , jt+1}
max{L2t , L2t + jt+1 − βt}
>
c(s)
s+ 1− c(s)
≥ s+ 1− s · c(s)
s(c(s)− 1) by Observation 5.
We have
L1t+1+βt
L2t+1−βt
≥ s+1−s·c(s)s(c(s)−1) , i.e., property P2 holds.
Thus it remains to prove that the schedule is M1-feasible at time t + 1. We prove this result by an approach called the
minimal counterexample. Suppose that input Jt+1 is the minimal input to cause M1 infeasible, i.e., the schedule has been
M1-feasible before job jt+1 is given. We will prove that
(i) when job βt comes, it must be assigned to M2 without rearrangement and this job stays on M2 before time t + 1 (it
cannot be moved out fromM2)
(ii) before time t + 1, all the jobs which arrive later than job βt and before jt+1, must be assigned to M2 without
rearrangement.
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By (i) and (ii), we will get the result: the load on M1 does not change during the period from the arriving of job βt until
the arriving of job jt+1. Finally we find that the load on M1 was already too large compared to the load on M2 just before
job βt arrives, which implies thatM1 has already been infeasible before time t + 1. This contradicts the fact that Jt+1 is the
minimal input. Thus, the schedule isM1-feasible at time t + 1.
Now, we give the details of the proof. Recall that L2t + jt+1 = s · c(s), and L1t = s+1− s · c(s)−xwith some x ≥ 0. Assume
the schedule by FMF isM1-infeasible at time t + 1. Then there is not enough room for jt+1 onM1 at time t+ 1, which means
that
jt+1 > c(s) · LBt+1 − (L1t − αt) ≥ c(s)
s+ 1− x
s+ 1 − (s+ 1− s · c(s)− x− αt) .
Since L2t + jt+1 = s · c(s), we have
L2t+1 = L2t + αt = s · c(s)− jt+1 + αt
≤ s · c(s)− c(s) s+ 1− x
s+ 1 + (s+ 1− s · c(s)− x− αt)+ αt
= s+ 1− c(s)− x s+ 1− c(s)
s+ 1 . (4)
Assume that jobβt arrives at the time t ′, that is,βt = jt ′ . We have the following claims regarding the schedule just after t ′.
Observation 7. Whenever a job is moved from M1 to M2, then it can be made only at Step 2.3.2.
Claim 1. βt must be assigned to M2 at time t ′ and stay on M2 during time interval [t ′, t]. By Lemma 11, βt > αt , i.e., job
βt is the longest job in input Jt . At time t job βt is on M2. Assume that job βt was moved to M2 from M1 at time t∗, where
t∗ ∈ (t ′, t]. By Observation 7, the execution for job jt∗ must pass through Step 2.3.2 at time t∗. Then the job αt∗−1 is exactly
job βt . By Lemma 11, we have jt∗ > αt∗−1 = βt , which contradicts the fact that βt is the longest job in Jt = {j1, . . . , jt}. Thus
job βt is never moved out fromM2 before time t .
Observe that after Steps 2.1 and 2.3.2, the value L2t increases. At time t+1, if βt ≥ jt+1, after Steps 2.2 and 2.3.1, the value
L2t does not change, else the value L
2
t increases since jt+1 − βt > 0. Hence we have the following result.
Observation 8. The load L2t on M2 is a non-decreasing function over time t.
Claim 2. The step to assign job βt is Step 2.1 when βt is given at time t ′. To prove this claim, we need to prove that just after
time t ′ both properties P1 and P2 are satisfied. By the assumption we know Jt+1 is the minimal input to causeM1 infeasible,
i.e., the schedule by FMF has beenM1-feasible just before t+1, otherwise Jt+1 is not the minimal input. Hence we only need
to prove after assigning βt to the fast machine, (i) the new schedule isM2-feasible, (ii) property P2 holds. By Observation 8,
inequality (4) and Observation 4
L2t ′ ≤ L2t+1 ≤ s+ 1− c(s) ≤ c(s)(s+ 1)(c(s)− 1), (5)
where the last inequality holds from Observation 2. By (5) and (2),
L2t ′ ≤ c(s)(s+ 1)(c(s)− 1) ≤ c(s)βt = c(s) · s ·
βt
s
≤ c(s) · s · LBt ′ , (6)
i.e., the schedule by assigning βt toM2 at t ′ isM2-feasible.
Now we prove property P2 holds at t ′ by assigning βt toM2. By (6),
L1t ′ + βt
L2t ′ − βt
≥ βt
L2t ′ − βt
≥ βt
c(s)βt − βt =
1
c(s)− 1 ≥
s+ 1− s · c(s)
s(c(s)− 1) ,
where the last inequality holds from s · c(s) ≥ 1. Thus property P2 holds at t ′. We have proved Claim 2.
Claim 3. During time interval (t ′, t], no job is assigned or moved toM1, i.e., for any job arriving during (t ′, t] the execution
must be assigned onM2 at Step 2.1.
According to algorithm FMF, except for Step 2.3.2, we do notmove jobs out fromM1. And by Lemma 11, if job αt is moved
out at Step 2.3.2, there is another job longer than αt on M1. Thus we get that the processing time of the biggest job on M1
never goes down.
Observation 9. The processing time of the longest job on M1 (i.e., job αt ) is a non-decreasing function over time t.
Next we prove Claim 3, i.e., for any job arriving during (t ′, t] the execution must be assigned on M2 at Step 2.1. For any
job jt∗ , where t∗ ∈ (t ′, t], there are two cases on its processing time.
Case (1): jt∗ > αt . For job jt∗ , if the execution had been passed through Steps 2.2, 2.3.1 or 2.3.2, then job jt∗ or βt would be
assigned (or moved) toM1. By Observation 9, at time t the processing time of the longest job onM1 would have been larger
than αt . Thus job jt∗ must be assigned toM2 on Step 2.1.
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Case (2): jt∗ ≤ αt . To prove the execution passes through Step 2.1 at time t∗, we need to prove that after assigning job jt∗ to
M2 at time t∗ without rearrangement, the schedule by FMF isM2-feasible and property P2 holds. By Observation 8 and (5),
using the similar ideas above, we have
L2t∗ ≤ L2t+1 ≤ c(s)(s+ 1)(c(s)− 1) ≤ c(s)βt = c(s) · s ·
βt
s
≤ c(s) · s · LBt∗ ,
and since job βt is the longest job in Jt∗ ,
L1t∗ + βt
L2t∗ − βt
≥ βt
L2t+1 − βt
≥ 1
c(s)− 1 ≥
s+ 1− s · c(s)
s(c(s)− 1) .
Thus after assigning job jt∗ directly toM2 at time t∗, the schedule by FMF isM2-feasible and property P2 holds.
Now we are ready to prove that the schedule before time t + 1 was already M1-infeasible. Summarizing the previous
statements, we get that just before the coming of βt , L1t ′−1 = s + 1 − s · c(s) − x ≥ 0, and on the other hand,
βt > c(s) s+1−xs+1 − (s+ 1− s · c(s)− x) by (2), then by (4) the load L2t ′−1 onM2 is at most
L2t+1 − βt ≤ s+ 1− c(s)− x
s+ 1− c(s)
s+ 1 − c(s)
s+ 1− x
s+ 1 + (s+ 1− s · c(s)− x)
= c(s) x
s+ 1 − c(s)+ s+ 1− x− c(s)+
c(s) · x
s+ 1 + s+ 1− s · c(s)− x
= 2c(s) x
s+ 1 − 2c(s)+ 2s+ 2− 2x− s · c(s)
= 2s+ 2− 2c(s)− s · c(s)−

2− 2c(s)
s+ 1

x.
Claim 4. We claim that
L1t ′−1
L2t ′−1
≥ (s+ 1− s · c(s))− x
(2s+ 2− 2c(s)− s · c(s))−

2− 2c(s)s+1

x
>
c(s)
s+ 1− c(s) .
To prove this claim, using Observation 6 and the fact that all numerators and denominators (also in the ratios below) are
positive, it needs only to prove the next two inequalities:
s+ 1− s · c(s)
2s+ 2− 2c(s)− s · c(s) >
c(s)
s+ 1− c(s)
1
2− 2c(s)s+1
<
c(s)
s+ 1− c(s) .
It is not difficult to verify that satisfaction of both inequalities is the consequence of s+12 < c(s) < s + 1 (Observation 4).
That means, that the schedule before the arrival of βt was alreadyM1-infeasible, which contradicts the assumption that job
Jt+1 is the minimal input to cause the schedule by FMF to beM1-infeasible. Thus we get the assumption is wrong andM1 is
feasible at time t + 1 after Step 2.3.2. 
5. Conclusion and remarks
Except for the case 1.3247 ≤ s < √3 and K = 1, there is an optimal algorithm for the online scheduling with
rearrangement on two related machines, where for each step at most K scheduled jobs are allowed to be rearranged, K ≥ 0
is a fixed integer. For 1.3247 ≤ s < √3 and K = 1, there is still a gap between the lower bound and the upper bound. So
one of the open problems is to reduce the gap. We conjecture the lower bound (s+1)
2
s2+s+1 is not tight for s ≥ 1.3247.
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