' ' It$is$my$understanding$of$what$you$have$written$that$you$apply$corrections$for$1)$ instrument$noise$in$the$form$of$a$spike$filter$2)$volume$averaging$and$3)$variance
approximately'6'months'of'data'from'both'the'ARM'site'and'the'wind'farm.' ' ' You$had$sonic$data$and$used$the$shear$parameter$to$classify$stability, $why?$(Table$2) ?$ $ Response:(We'agree'that'using'sonic'anemometer'data'to'calculate'the'MoninE Obukhov'length'or'Richardson'number'would'be'a'more'ideal'way'to'classify' stability.'However,'we'wanted'to'use'information'from'a'standEalone'lidar'to'classify' stability,'which'is'why'we'decided'to'use'the'shear'parameter'as'a'proxy'for'stability' (p. '10, 'Lines'23E25) .'' (
Table$3/4$is$unclear$what$it$is$showing$and$what$has$been$done?$What$is$the$MARS$ model?$is$this$different$from$Terra?$ $
Response:(The'information'in' Table' 3'has'now'been'split'into'three'tables'in'the' revised'manuscript:' Table' 5'contains'optimal'model'combinations'for 'LETERRA, 'and' Tables'3'and'4'contain'TI'error'metrics'for'the'ARM'site'and'wind'farm, ' respectively.'In'addition, 'the'physicsEbased'corrections'and'machineElearning' corrections'are'now'discussed'in'two'separate'sections'(Sections'5.1'and'5.2) .'' ' Please$work$on$these$ Table$ Figure' 1a'(TIEdependent'power'curves)'has'been'retained'to'indicate' the'importance'of'measuring'TI'to'determine'turbine'power'production.'' !
Figure$3/4.$Quality$needs$to$be$improved.'' '
' Dear'Reviewer,' ' Thank'you'for'your'thorough'and'extremely'helpful'review'of'the'manuscript.'In' response'to'your'comments,'we'have'substantially'revised'the'manuscript'and' focused'on'improving'the'lidar'TI,'rather'than'reducing'errors'in'power'prediction.' A'more'complete'description'of'the'physicsAbased'corrections'and'machine'learning' techniques'is'now'included,'as'well'as'a'thorough'and'clear'discussion'of'the'results' from'both'the'physicsAbased'and'machine'learning'corrections'in'LATERRA.''A'pointA byApoint'response'to'your'comments'is'given'below.'' ' ' The$following$questions$should$be$answered$in$the$paper:$ $
1.$How$much$of$the$correction$is$done$by$the$physical$modules$and$how$much$by$the$ machine$learning$module?$ $
Response:((The'application'of'the'physicsAbased'corrections'and'the'machine' learning'techniques'are'now'separated'into'two'different'sections'(Sections'5.1'and' 5.2),'so'the'effects'of'each'module'on'the'resulting'TI'estimates'can'now'be'seen' clearly.'' '
2.$What$is$the$remaining$error,$after$correction$by$the$physical$modules,$due$to?$Is$ there$any$systematic$pattern$in$the$remaining$error?$If$not$(in$extreme$case,$if$the$ remaining$error$looks$random)$can$a$machine$learning$approach$really$make$an$ improvement?' '
Response:(A'sensitivity'analysis'was'conducted'in'Section'5.2,'and'the'use'of'the' sensitivity'analysis'results'to'determine'patterns'in'the'remaining'error'is'discussed' on'p. '12, 'Lines'24A30, 'and'p.'13, 'Lines'1A4.'' ' 
3.$To$which$extent$the$machine$learning$module$can$improve$the$correction$from$the$ physical$correction$modules?$In$other$words,$can$the$improvement$compared$to$ previous$work$cited$in$section$3$be$quantified$and$clearly$demonstrated?$ $
Response:(The'physical'corrections'and'machine'learning'methods'are'now' discussed'separately'in'the'revised'manuscript.''It'was'determined'that'training'a' random'forest'or'MARS'model'on'one'dataset'and'testing'on'a'different'dataset'led' to'an'increase'in'MAE'and'decrease'in'R 2 'values.'While'training'and'testing'on'the' same'site'did'decrease'MAE'values,'it'still'increased'R 2 'values.' ' ' It'would'indeed'be'useful'to'compare'our'approach' to'the'results'from'previous' methods, 'but'it'would'be'difficult'to'make'this'comparison'in'reality.''Most'of'the' previous'methods'discussed'require'information'that'is'not'readily'available'from'a' vertically'profiling'lidar.' ' ' 4.$In$the$introduction, $the$LITERRA$algorithm$is$presented$as$a$method$easier$to$apply$ than$other$methods$for$lidar$turbulence$measurement$correction$proposed$so$far$(p2, $ 25) . $However,$in$the$end,$the$method$does$not$look$really$much$easier$(and$maybe$ even$more$complex) 
results,$like$a$direct$ comparison$of$the$lidar$measured$turbulence$intensity$to$the$sonic$measurements$ before$and$after$correction$(as$done$in$figure$11)$would$lead$to$clearer$conclusions.$ The$conversion$of$the$TI/TI$error$into$power/power$error$is$very$interesting$to$ demonstrate$the$impact$of$the$TI$measurement$error$on$power$prediction$(as$done$in$ section$5),$but$it$tends$to$confuse$the$analysis$objectives$when$it$is$used$in$the$results$ (like$it$is$now$done$in$section$6.2.).$ $
Response:(In'the'revised'manuscript,'direct'comparisons'of'the'TI'have'been'made' both'before'and'after'LATERRA'has'been'applied'(Section'5).'To'make'the'paper' more'clear,'we'have'decided'to'reserve'the'implications'of'LATERRA'on'power' prediction'for'future'work.' ' ' Detailed$comments:$ (p:$page;$l:$line) $ $ P2;$l.27I32:$this$paragraph$is$misleading$and/or$misplaced ' was'just'under'1'second, 'so'a'full'scan'actually'took'closer'to'4'seconds.'This'has' been'clarified'in'the'revised'manuscript.'' ' P8, $l7:$"Two$methods$were$evaluated.$ 
.$."$The$flow$chart$in$fig.$2$shows$4$methods$to$ take$care$of$the$effect$of$volume$averaging$(2$for$each$type$of$wind$speed).$Does$that$ mean$only$2$of$them$have$been$tested?$Which$ones:$"spectral$filtering$1"$and$"spectral$ filtering$2"?$ '
Response:(It'has'now'been'clarified'that'only'the'model'path'that'incorporates'the ' u, $v, 'and'w$components'was'tested, 'as'not'all'vertically'profiling'lidars'include'the' radial'velocity'measurements'in'their'output'files'(p.'7, 'Lines'7A10) . 'The'difference' between'Spectral'Fit'1'and'Spectral'Fit'2'has'also'now'been'clarified'in'the' manuscript'(p.'9, 'Lines'1A4) . '' ''''' P8,$l11I12 '(p.'9, 'Lines'15A22) . 'References'to'support'vector' regression'were'removed'in'the'revised'manuscript, 'as'this'model'performed'poorly' on'the'test'datasets'in'comparison'to'MARS'and'random'forests.'' ' P9, $l21I22:$ 1.$Some$of$these$results$are$rather$surprising$to$me:$internal$temperature$and$pitch.$ Could$you$please$comment$on$those$and$provide$some$ 
information$regarding$the$ range$of$each$variable$and$its$correlation$with$the$TI?$ '
Response:(We'agree'that'the'high'sensitivity'of'TI'error'to'internal'temperature'and' pitch'was'a'bit'surprising.'After'applying'the'new'version'of'LATERRA'in'the'revised' version'of'the'paper,'this'high'sensitivity'to'internal'temperature'and'pitch'was'no' longer'evident.''' '
2.$TI$and$sigma_w$were$not$correlated?$ '
Response:(TI'and'sigma_w'were'correlated,'though'not'extremely'strongly' (correlation'coefficient'='0.363). 'We'used'a'correlation'coefficient'of'0.5'to' discriminate'between'weakly'and'strongly'correlated'variables, 'so'both'TI'and' sigma_w'were'retained'in'the'list'of'predictors.'' 
3.$Have$you$performed$the$same$sensitivity$analysis$for$the$other$flat$site$to$see$if$you$ get$the$same$final$predictor$variables?' '
Response:(We'did'perform'the'same'sensitivity'analysis'for'the'other'flat'site'and' determined'that'while'some'variables'had'similar'sensitivities'at'both'sites,'others' had'significantly'different'sensitivities.'This'is'discussed'on'p.'13,'Lines'6A10'in'the' revised'manuscript. Response:(We'agree'that'the'effect'of'complex'terrain'on'the'flow,'in'addition'to'the' low'aerosol'count'at'the'BAO,'adversely'affected'the'accuracy'of'the'lidar' measurements'at'the'site.'Thus,'we'have'removed'the'BAO'data'from'our'analysis.' ' ' P13, $l19I20:$Does$this$mean$that$the$correction$algorithm$for$the$radial$wind$speed$ (right$part$of$the$flow$chart$In$figure$2)$has$not$been$tested$yet$(or$at$least$the$results$ are$not$included$in$this$paper)?$This$sounds$in$contradiction$with$p13, $l22I23$(and$p6, $ l29I30)$stating$that$"all$possible$combinations$.$.$.$were$evaluated".$Could$you$please$ clarify$which$of$the$process$presented$in$flow$chart$in$fig$2$have$actually$been$used$for$ the$results$presented$and$discussed$in$this$paper?$ ' Response:(The'correction'algorithm'for'radial'wind'speed'has'not'yet'been'tested ' extensively'and'was'not'included'in'this'work.'This'is'now'stated'on'p.'7, 'Lines'7A10' of'the'revised'manuscript.''' P13, $l$30I31:$Only$the$optimal$combinations$for$each$site$are$presented$in$ ?$i.e.$could$you$, $based$on$this$ analysis, $recommend$one$combination$or$is$the$idea$to$always$try$all$of$them$and$pick$ the$smallest$error?$(This$is$maybe$to$be$included$in$the$discussion$in$section$6) .$ ' Response:(As'minimizing'the'MAE'produced'several'similar'"optimal"'model' combinations,'we'suggest'that'looking'at'other'parameters'might'be'more 'useful'for' determining'the'ideal'model'combination'(p.'11, 'Lines'11A14) .'However,'for'this' initial'evaluation'of'LATERRA,'minimizing'the'MAE'is'helpful'for'finding'some' baseline'model'combinations'for'comparison'with'the'raw'TI.' ' ' p.14,$l13I28 ' have'now'phrased'the'effect'in'terms'of'changes'in'the'scales'of'vertical'velocity' across'the'lidar'scanning'circle'(p.'13, 'Lines'32A35Ap.'14, 'Lines'1A4) .'For'the'physicsA based'corrections,'the'variance'contamination'module'reduced'TI'estimates'by'an' average'of'0.15%'for'stable'conditions'and'0.8%'for'unstable'conditions.'As' discussed'in'Section'6.2,'machine'learning'techniques'increased'MAE'and'scatter'in' the'TI'estimates'and'likely'did'not'have'a'large'effect'on'reducing'variance' contamination.'We'are'currently'examining'ways'to'improve'the'physicsAbased' variance'contamination'module'to'further'improve'TI'estimates. ' ' 2.$Figure$11$shows$that$the$slopes$in$the$linear$regression$are$usually$getting$closer$to$ 1$after$application$of$the$LITERRA$correction, $which$mean$the$mean$error$is$reduced.$ But$the$scatter$is$increased$(Rˆ2$is$lower), $so$the$improvement$is$actually$mitigated.$ Moreover, $this$shows$that$the$method$does$not$necessarily$provide$better$estimate$of$ every$10$minute$value$of$TI$measure$by$the$lidar, $whereas$it$was$demonstrated$in$ section$5$that$is$what$was$needed.$ ' Response:(This'increase'in'scatter'was'mitigated'through'application'of'the' stabilityAdependent'version'of'LATERRA'(see 'Tables'3'and'4'in'the'revised' manuscript) .'However,'we'agree'that'the'R 2 'values'still'indicate'a'large'amount 'of' scatter'in'the'data'and'suggest'that'this'scatter'occurs'because'we'are'not' completely'capturing'all'the'physics'that'affect'TI'error'(p.'12, 'Lines'4A7) .'' ' P15,$section$6.2:$only$MARS$and$RF$are$discussed.$Support$Vector$Regression$was$ not$tested?$ ' Response:(Support'vector'regression'was'initially'tested'but'produced'poor'results' in'comparison'to'random'forests'and'the'MARS'model,'so'we'have'not'included'a' discussion'of'support'vector'regression'in'the'manuscript.'We'have'also'removed' references'to'support'vector'regression'in'the'section'on'machine'learning'(Section' 3.5).'' Correspondence to: Jennifer F. Newman (Jennifer.Newman@nrel.gov)
Abstract.
Remote sensing devices such as lidars are currently being investigated as alternatives to cup anemometers on meteorological towers. Although lidars can measure mean wind speeds at heights spanning an entire turbine rotor disk and can be easily moved from one location to another, they measure different values of turbulence than an instrument on a tower. Current methods for improving lidar turbulence estimates include the use of analytical turbulence models and expensive scanning lidars. While 5 these methods provide accurate results in a research setting, they cannot be easily applied to smaller, commercially available ::::::::
vertically ::::::: profiling : lidars in locations where high-resolution sonic anemometer data are not available. Thus, there is clearly a need for a turbulence error reduction model that is simpler and more easily applicable to lidars that are used in the wind energy industry.
In this work, a new turbulence error reduction algorithm for lidars is described. The algorithm, L-TERRA, can be applied 10 using only data from a stand-alone commercially available :::::::
vertically :::::::: profiling lidar and requires minimal training with meteorological tower data. The basis of L-TERRA is a series of ::::::::::: physics-based : corrections that are applied to the lidar data to mitigate errors from instrument noise, volume averaging, and variance contamination. These corrections are applied in conjunction with a trained machine-learning model to improve turbulence estimates from a vertically profiling WINDCUBE v2 trained on one site and applied to a different site. Errors in turbulence were then related to errors in power through the use of a power prediction model for a simulated 1.5MW turbine. L-TERRA also reduced errors in power significantly at all three sites, although moderate power errors remained for periods when the mean wind speed was close to the rated wind speed of the turbine and periods when variance contamination had a large effect on the lidar turbulence reducing :::: lidar ::: TI error. Future work will include the use of a lidar simulator to better understand how different factors affect lidar turbulence error and to determine how these errors can be reduced using information from a stand-alone lidar.
Introduction
As turbine hub heights increase and wind energy expands to complex and offshore sites, new measurements of the wind resource are needed to inform decisions about site suitability and turbine selection. Currently, most of these measurements 5 are collected by cup anemometers on meteorological (met) towers. Met towers are fixed in location and typically only collect measurements up to and including the height corresponding to the turbine hub height. However, the measurement of wind speeds across the entire turbine rotor disk is extremely important for power estimation (e.g., Wagner et al., 2009 ), particularly as modern turbines increase in size. In addition, met towers are expensive to construct and maintain; the estimated cost for installing and maintaining an 80m land-based met tower for a 2-year campaign is e92,000 (⇡ 105,000 USD; Boquet et al., 10 2010) . In response to the limitations of met towers for wind energy, remote sensing devices such as lidars (light detection and ranging) have been proposed as potential alternatives to cup anemometers on towers. Lidars are now frequently used in the research community (e.g., Barthelmie et al., 2013; Stawiarski et al., 2013; Fuertes et al., 2014; Sathe et al., 2015b) , and acceptance of lidars in the wind energy community is increasing. In fact, the :::
The : use of remote sensing devices for power performance testing in flat terrain is discussed in Annex L of the most recent draft version of IEC 61400-12-1 (International
15
Electrotechnical Commission, 2013).
While lidars are capable of measuring mean wind speeds at several different measurement heights (e.g., Sjöholm et al., 2008; Peña et al., 2009; Barthelmie et al., 2013; Sathe et al., 2015b) , they measure different values of turbulence than a cup or sonic anemometer (e.g., Sathe et al., 2011; Newman et al., 2016b) . Turbulence, a measure of small-scale fluctuations in the atmospheric flow, is an extremely important parameter in the wind energy industry. Turbulence measurements are used to 20 classify potential wind farm sites and select suitable turbines (International Electrotechnical Commission, 2005) and can also impact power production. Figure 1 shows the response of a modeled 1.5MW turbine to different 
Background
Although lidars are frequently used in wind energy studies (e.g., Peña et al., 2009; Krishnamurthy et al., 2013; Clifton et al., 2015; Wharton et al., 2015; Newsom et al., 2015) , they typically measure different values of turbulence than a cup or sonic anemometer (e.g., Newman et al., 2016b) . In this section, the factors that cause these turbulence discrepancies are discussed. In addition, current methods for reducing turbulence measurement error :::: errors : from lidars are highlighted.
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Throughout this work, the process of "correcting" lidar turbulence refers to techniques that are used to bring lidar turbulence estimates closer to the turbulence that would be measured by a cup or sonic anemometer ::: and :::::: "error" :: is :::: used ::: as : a :::::::: synonym ::: for ::::::::::
"difference".
Lidar technology
Lidars emit laser light into the atmosphere and measure the Doppler shift of the backscattered energy to estimate the mean 30 wind velocity of volumes of air. Laser light from Doppler lidars is typically scattered by aerosol particles in the atmosphere, which are normally prevalent in the boundary layer (Emeis, 2010) . For pulsed Doppler lidars, the time series of the returned signal is split into blocks that correspond to range gates and processed to estimate the average radial wind speed at each range gate (Huffaker and Hardesty, 1996 
Errors in lidar data
In Doppler wind lidars, instrument noise results from factors such as the limited amount of aerosol scatterers in the probe volume (Lenschow et al., 2000) and spontaneous radiation emissions from the laser (Chang, 2005) . Instrument noise increases between spatial resolution and data accuracy; if the probe volume were smaller than 20 m, fewer data points would be available to estimate the radial velocity, and there would be more : a ::::: higher ::::::: amount :: of : uncertainty in the measurements.
The WC, like most other commercial lidars, collects measurements around a scanning circle to estimate the three-dimensional wind vector. At each beam position, the WC obtains an estimate of the line-of-sight velocity, which, for the off-vertical beam u, v, and w wind components. However, this assumption is generally not true in turbulent flow, when the wind field changes significantly in both space and time (e.g., Wainwright et al., 2014; Lundquist et al., 2015) . As the WC scanning circle has a diameter of 106 m at a measurement height of 100 m above ground level (AGL), it is likely that the instantaneous flow field changes in space, even in flat terrain. This changing flow field across the lidar scanning circle introduces additional terms into the variance calculations in a phenomenon known as variance contamination (e.g., Sathe et al., 2011; Newman et al., 2016b) .
10
This effect contaminates the true value of the velocity variance and can cause the lidar to measure higher values of turbulence than a cup or sonic anemometer.
Current methods for correcting lidar turbulence
Several data processing techniques and state-of-the art measurement configurations have already been developed for acquiring turbulence measurements from lidars (Sathe et al., 2015a) . However, many of these measurement configurations require ex-
15
pensive scanning lidars or the fitting of turbulence models that are technically only valid under neutral atmospheric conditions.
These techniques are applicable in a research setting, but largely require more instrumentation and measurement data than are typically available during a wind resource assessment.
Fitting a turbulence model
One method for correcting lidar turbulence includes modeling the spatial averaging effects of the lidar probe volume. This 20 method involves convolving the true radial velocity field with a spatial weighting function that is controlled by the lidar beam pattern (e.g., Sjöholm et al., 2009; Sathe et al., 2011) . Spatial weighting functions for both pulsed and continuous wave lidars are relatively straightforward (e.g., Sonnenschein and Horrigan, 1971) . However, modeling the true velocity field requires knowledge of the three-dimensional turbulence structure, which can be described by the spectral velocity tensor, ij .
The spectral velocity tensor can be modeled through use of the Mann (1994) (2011), and others. Fitting the model requires three parameters: a turbulence dissipation rate parameter, a length scale, and a parameter that describes the anisotropy of the flow. Values for these parameters can be estimated by using high-frequency sonic anemometer data and can also be approximated from lidar data. However, the Mann 
Multiple lidars
While single lidars require measurements around a scanning circle to estimate the three-dimensional velocity field, multiple scanning lidars can be pointed toward a particular volume of air to obtain turbulence estimates with much higher spatial res -15 olution (e.g., Calhoun et al., 2006; Fuertes et al., 2014; Newsom et al., 2015; Newman et al., 2016a) . To collect turbulence measurements, multi-lidar systems must be temporally and spatially synchronized with a high degree of accuracy. Synchronization techniques have been developed for a set of user-customized scanning lidars (Vasiljevic et al., 2014) , but are currently not easily implemented on most other scanning lidars. In addition, scanning lidars are much more expensive than commercially available vertically profiling lidars, particularly if more than one scanning lidar is required for operation. 
Structure functions
Structure functions describe the spatial correlation of a variable at different separation distances (e.g., Stull, 2000) . If the turbulence is isotropic and the turbulence length scale is large, the structure function can be approximated by the Kolmogorov (1941) model and used to estimate the velocity variance. Krishnamurthy et al. (2011) used scanning lidar data from a field campaign to calculate structure functions in both the along-beam and azimuthal directions and fit the functions to the Kolmogorov (1941) 25 model to obtain estimates of the velocity variance. The lidar data used by Krishnamurthy et al. (2011) were obtained from a series of plan-position indicator (PPI) scans with high azimuthal resolution, which is typically not available from a scanning strategy used by a commercially available :::::::: vertically ::::::: profiling lidar.
Doppler spectrum
As discussed by Mann et al. (2010) , the spectral density of a particular radial velocity, v r , is essentially a weighted count of 30 all the positions within the probe volume where the radial velocity is equal to v r . The weighting occurs because the intensity of the lidar beam is highest at the center of the probe volume and drops off for distances in either direction from the probe volume center. The ensemble-averaged spectrum can then be related to the probability density function of the radial velocity at each position within the probe volume. Given this relation, the unfiltered ("true") variance can be obtained from the second central moment of the Doppler spectrum. If the lidar is mounted on a turbine nacelle and pointing upstream, as in Branlard et al. (2013) , it can be assumed that the wind field is homogeneous along the lidar beam and that the probability density of v r is 5 approximately uniform along the probe volume. However, if a ground-based, vertically profiling lidar is used, the mean wind field will not be uniform along the lidar's line-of-sight and the effects of shear must be taken into account when estimating the unfiltered variance from the Doppler spectrum (Mann et al., 2010) . Currently, this method is more clearly defined for continuous wave lidars, as the Doppler spectra of pulsed lidars are affected by the finite length of the probe volume in addition to turbulent fluctuations. 
Summary
Several methods are currently available for obtaining more accurate turbulence estimates from Doppler lidars. Only a few methods were discussed here; a more extensive discussion of turbulence retrieval techniques can be found in and Sathe et al. (2015a will involve expanding L-TERRA to different lidar configurations and scanning strategies, although the basic framework for the model will stay the same. The different modules of L-TERRA in its current form are described in this section. In addition, the power prediction model that was used to relate errors in TI to errors in power prediction is introduced. 
30
Some methods can only be applied to the u, v, and w velocity data while others can only be applied to radial velocity data, v r ; thus, two different model paths can be followed for volume averaging and variance contamination, depending on which wind speed parameters are selected to calculate the variance. Next, the data are interpolated to a grid with constant temporal spacing, as statistical measures such as the calculation of variance and spectra require that the frequency resolution of the measurements is constant. The mean horizontal wind speed and shear parameter are calculated before L-TERRA is applied, as these parameters are required for implementation of L-TERRA
15
and are relatively unaffected by the errors that plague turbulence measurements.
The 10min mean horizontal wind speed, U , is defined by Eq. 2:
where u and v are the east-west and north-south wind components, respectively, and the overbar denotes temporal averaging.
The shear parameter, ↵, is derived from the standard power law equation (International Electrotechnical Commission, 2005) :
where z is height above ground and z r is a reference height. Eq. 3 can be simplified by letting U (z r )z ↵ r equal a constant , as in Clifton et al. (2013) . The power law then becomes the following:
A 10min mean value of ↵ can be found by taking the natural logarithm of Eq. 4 and fitting the resulting equation to a straight 
8
The raw wind speeds are rotated into a new coordinate system by forcing v and w to 0 and aligning u with the 10min mean wind direction (e.g., Kaimal and Finnigan, 1994) . The TI is then defined by Eq. 5:
where u is the standard deviation of u over a 10min period, defined in the new coordinate system, and u is the 10min mean wind speed. Eq. 5 gives the initial lidar-estimated value of the horizontal TI. A similar outliers from a time series is to use a spike filter (e.g., Vickers and Mahrt, 1997) . A basic spike filter was evaluated for the model in addition to several methods developed by Lenschow et al. (2000) . These methods involve the use of the lidar's velocity spectrum or autocovariance function to estimate the amount of noise in the variance measurements from the lidar. Two methods were evaluated to mitigate the effects of volume averaging: structure functions and spectral extrapolation. As discussed in Section 2.3.4, structure functions can be estimated using available lidar data and fit to modeled forms of structure functions :::::: models : to estimate turbulence parameters (e.g., Krishnamurthy et al., 2011) . By fitting the lidar data to a model,
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the reduction of turbulence due to volume averaging is mitigated. Although the estimation of structure functions with a lidar is optimized with the use of a high-resolution PPI scan, as in Krishnamurthy et al. (2011) , structure functions can also be estimated from DBS scans. Another method of mitigating volume averaging is to model the lidar velocity spectrum and use the model to extrapolate the spectrum to higher frequencies. The high-frequency part of the modeled spectrum can then be integrated to obtain an estimate of the variance that is not measured by the lidar as a result of spatial and temporal resolution (e.g., Hogan et al., 2009 
Machine learning
The previous three modules (instrument noise, volume averaging, and variance contamination) constitute the physics-based corrections of L-TERRA. These modules rely only on data from the lidar itself and use theory rather than mathematical models.
While the physics-based corrections do reduce lidar TI error, there is still some error in the lidar TI estimates in comparison to 20 estimates from a cup or sonic anemometer. Thus, machine-learning methods were used in the final step of L-TERRA to bring lidar TI estimates even closer to met tower estimates. (Friedman et al., 2001) . :::::::: Random forests were evaluated because they are relatively easy to understand and have previously been used for wind energy applications (e.g., Clifton et al., 2013; Bulaevskaya et al., 2015) . The : majority of the predictor variables are related to the atmosphere, which is a highly synergistic system, it is likely that one or more of the variables are correlated to one another. Thus, a correlation matrix was calculated for the potential predictor variables. For pairs of variables with a correlation coefficient of over 0.5, the predictor with a lower sensitivity value was removed from the list of potential predictor variables. The final predictor variables were as follows: TI from the physics-based corrections, ↵, SNR, 2 w (w velocity 25 variance), spectral broadening, instrument internal temperature, and pitch of the lidar.
Power prediction
Reduction in TI error was related to reduction in turbine power prediction error through the use of a power prediction model.
Simulations used in were again used to develop a power prediction model for the 1.5MW WindPACT turbine . First, 3-D flow fields with varying degrees of wind shear and TI were created using TurbSim . These flow fields were then used as input for turbulence. The 10min mean hub-height wind speed, hub-height TI, and shear parameter were extracted from the TurbSim output and the 10min mean turbine power was extracted from the FAST output. These parameters, in addition to the turbine operating range, were then used to train a random forest model. The trained model accepts values of mean wind speed, TI, and shear, and predicts the 10min mean power that would be produced by the 1.5MW WindPACT turbine. Although the simulated 1.5MW WindPACT turbine used in this work has a hub height of 84 m, none of the sites were instrumented with cup or sonic anemometers at the 84m measurement height. Thus, the closest height to 80 m that contained both lidar and met tower data at each site was defined as the "hub height" for that site. This resulted in hub heights of 60, 100, and 80 m at The Normal Turbulence Model , indicated by the black lines in Fig. ? ?, predicts a sharp decrease in TI as U increases and the denominator in Eq. 5 becomes larger. With the exception of some outliers, this trend is largely followed for the TI and U values at the different sites. At the ARM siteand wind farm, TI values measured by the lidar are close to those predicted by the NTM 25 under neutral conditions. At these sites, low shear conditions (near-zero or negative shear parameter) tended to be associated with low wind speeds and higher TI values. Low shear conditions often occur when the atmosphere is unstable, resulting in buoyant mixing, a uniform wind speed profile, and higher amounts of turbulence . In contrast, high shear conditions (large positive shear parameter) tended to be associated with higher wind speeds and lower TI values. High shear conditions often occur when the atmosphere is stable; mixing and turbulent motions are inhibited and wind speed tends to decrease with height 30 as frictional effects from the surface become less dominant. At the BAO, low shear conditions were often associated with very low wind speeds and high TI, similar to the other sites. However, the striation of the U /TI curve by shear parameter is not as prominent at the BAO, and high TI values were often associated with large shear parameters. At this site, the magnitude of TI is likely strongly affected by the low SNR values at the site (Fig. ?? ) and complex terrain, in addition to the diurnal heating cycle. Thus, relations between TI, wind speed, and shear parameter are not as clear at the BAO.
Figures ?? and ?? demonstrate the large differences in atmospheric conditions and lidar data quality that can occur in different locations. Thus, the deployment of the same WC lidar at three different sites alongside met towers provides an excellent opportunity to assess the accuracy of lidar-measured TI at different locations. In addition, the large amount of lidar and met tower data collected during the experiments can be used to evaluate the effects of TI error on wind power prediction and to quantify the improvement in power prediction that occurs when lidar TI estimates are improved under different atmospheric 5 conditions.
TI error and effects on power prediction
Scatter plots of met tower versus lidar 10min mean wind speed and TI for all three sites are shown in Fig. ? ?. Mean wind speeds measured by the lidar are extremely close to those measured by the met tower instruments, with regression line slopes near 1 and nearly all coefficient of determination (R 2 ) values greater than or equal to 0.99. There is slightly more scatter between 10 the lidar and sonic mean wind speeds at the BAO (Fig. ??) , likely because SNR values at the BAO were lower and the lidar data quality was not as good in comparison to the other two sites. The excellent comparison of met tower and lidar mean wind speeds indicates that the WC lidar could accurately measure the mean flow at the different sites. However, large discrepancies between the TI measured by the lidar and the met tower instruments were noted at all three sites.
At the ARM site, : , ↵ was strongly related to the sign of TI errors, with the WC overestimating TI under unstable conditions 15 and underestimating TI under stable conditions (Fig. 4a) . The over-and underestimation of TI was likely due to the effects of variance contamination and volume averaging, respectively. Regression line slopes increase with decreasing stability ::::: (Table   :: 3), as in Sathe et al. (2011) . In this region of the United States, the shear parameter is strongly tied to the atmospheric stability (e.g., Newman and Klein, 2014) , likely because the diurnal transition of the atmospheric :::::::: boundary : layer largely controls the wind speed profile in flat terrain (e.g., Arya, 2001) . :::: Initial : TI error trends from the wind farm data set are remarkably :::: quite 20 similar to those found in the ARM data set (Fig. ??c) . This is not surprising, as both data sets were collected in a similar region with similar terrain and diurnal transitions.
:::: Table : :: 4).
In contrast, lidar TI errors at the BAO did not follow a distinct pattern according to the shear parameter (Fig. ??) . Flow in this area is affected by complex terrain in addition to diurnal trends, so the shear parameter is likely not an accurate indicator 25 of the atmospheric stability. At the BAO, nearly all the lidar TI measurements were overestimates in comparison to the sonic anemometers. As SNR values at the site were generally much lower in comparison to the ARM site (Fig. ??) , more noise was likely present in the lidar data at the BAO, resulting in TI overestimates. The lower SNR at the site also contributed to low lidar data availability and a much smaller number of data points in comparison to the other two sites. shown :: in : the largest power errors were found in the wind speed region just above and below the rated wind speed, where power sensitivity to turbulence is highest (Fig. ??) . In this region, even small TI errors of 1%-2% can result in power errors above 2.5% of the rated power. This trend is evident at all three sites, although there are relatively fewer points in this transition region at the BAO as a result of the lower mean wind speeds experienced at ::: first ::: row ::: of ::::: the BAO in comparison to the other two sites (Fig. ??) . The largest TI errors occur at lower wind speeds (near 75% of the rated wind speed). However, because power sensitivity to TI is low in this region of the power curve, these large TI errors did not often translate to large errors in predicted power. For wind speeds above the rated wind speed, power error increases steadily with increasing TI error, but most power errors are below 0.5% of the rated power. . At all three sites, power errors are negligible for wind speeds near 75% of the rated wind speed and are generally smaller than 0.5% for wind speeds around 125% of the rated wind speed.
The largest errors , as also shown in Fig. ? (Fig. ??) , power predictions made with these TI estimates underestimate the effects of TI on power (Fig. 1) (Section :::: 2.1), the true power. In contrast, the WC overestimates TI under unstable conditions (Fig. ??) and thus overestimates the effect of TI on power. In the region near the rated wind speed, overestimating the TI results in predicting a lower amount
of power than what is truly produced (Fig. 1) . At all three sites, the largest power errors tend to occur under low-shear, high as : a ::::::: potential ::::::: method :: to ::::: model : the performance of L-TERRA, the structure function and six-beam techniques were not evaluated, as these techniques require further refinement for inclusion in the model. contrast, machine-learning module, 75% of the data were used for training with the remaining 25% used for testing model performance. The corrected lidar TI was then used as an input parameter for 10 the power prediction model described in Section ??. Ten-minute mean power predicted from the lidar inputs was compared to power predicted from the met towerinputs, and the model combination that produced the lowest power mean absolute error (MAE) was selected as the optimal model combination for that particular site. At all three sites , data were filtered to avoid mast shadowing. In addition, 10min periods where the mean wind speed was less than 3 m s 1 were not used to evaluate The optimal model combinations for all three sites are shown in Table 5 . (Note that only one variance contamination option was evaluated for this work, the correction based on Taylor's frozen turbulence hypothesis.) At all three sites, calculating the 20 u : is ::: to :::::: provide :::::::: accurate :::: lidar :: TI :::::: values :: at : a :::: site ::: that ::::::: doesn't :::: have :: a ::: met ::::: tower, v, and w wind speed every 1 second using the DBS technique produced better results than calculating new values of the wind speed components every 4 s using data from the entire scan. This is not surprising, as TI calculated from data with higher temporal resolution is more likely to match TI calculated from a cup or sonic anemometer. The noise removal, volume averaging, and :::::::::::::: machine-learning :::::: model :: in ::::::::: L-TERRA Although L-TERRA improved lidar TI estimates and power predictions, the model does not perform uniformly under all atmospheric conditions. The change in power percent error resulting from application of L-TERRA is shown as a function of 30 shear exponent and :: To ::::::::: determine :::::::::: appropriate ::::::: predictor :::::::: variables ::: for ::: the ::::::::::::::: machine-learning ::::::: module, : a ::::::::: sensitivity ::::::: analysis :::: was ::::::::
conducted ::: for ::: the : WC TI in Fig. ? ? for the ARM site and Southern Plains wind farm (results from the BAO are not shown in this figure due to the smaller number of data points at the BAO). L-TERRA generally improves power estimates slightly for wind speeds above and below the rated wind speed, although the error increased for some periods with a small shear exponent (< 0.1). The largest decreases in power percent error occur for low TI values and higher shear exponent values at the ARM site (Fig. ??) , which typically correspond to stable conditions. The power percent error tended to increase for low shear (e.g., unstable conditions) at both sites, but particularly at the wind farm :::: error :: at :::: both :::: sites.
Scatter plots of WC versus met tower TI both before and after L-TERRA has been applied to 
Combined data sets
In the previous section, the machine-learning model in L-TERRA was trained and tested at the same site and significantly and power errors at all three sites. However, the goal of L-TERRA is to provide more accurate TI estimates from a stand-alone lidar at a site that does not have a met tower. Thus, the performance of L-TERRA at a site where the machine-learning model was not trained is of paramount importance.
In this section, the optimal physical corrections (Table 5 ) were applied to the data from each site. Data from each site were 10 then divided into training and testing data sets, with 75% of the data used for training and 25% of the data used for testing, similar to the procedure used in Section ??. Different combinations of the training data sets were then used to train the MARS machine-learning model, and the trained model was tested on the test data sets from all three sites. The power MAE for each combination of training and testing sets is shown in from the ARM site, although these MAE values were lower than the original MAE before L-TERRA was applied (Table 5) .
However, training the model with multiple data sets improved the performance of L-TERRA at the ARM site. When the BAO or wind farm training data sets were used individually, the power MAE for the ARM site was 2.13 kW. Training the model with 20 data from both the BAO and the wind farm reduced the power MAE to 2.05 kW. By including data from different sites, the model can be trained on a larger variety of conditions and is thus more likely to perform better at a site where it has not been trained. Results for the BAO are similar , with lower power MAE values produced when both the ARM site and wind farm data are used to train the MARS model. parameters. :::::::: However, :::: even :::: with :::: these :::: two ::::::::: parameters ::::::: removed ::::: from :: the ::::: input :::::::: parameter :::: list, the MAE value for the wind farm was reduced from 5.14 kW to 1.51 kW. Optimal tuning parameters for the different machine-learning models will be further investigated in the future when more data sets have been collected as :: in Lundquist et al. (2015) . :
In general, the machine-learning module in L-TERRA can be trained and tested at different sites without a significant increase in power MAE. This is an important finding, as it implies that L-TERRA can be trained at one or more sites and then applied to lidar data at a new site to improve TI estimates. While the MARS model performed well for the ARM and BAO data sets regardless of which training data sets were used, sensitive :: to : the random forest method was generally more well suited to the wind farm data set. Future research will focus on the optimal machine-learning method to use for a particular combination of training and testing data sets • The :::::::: accuracy :: of : a machine-learning module in L-TERRA generally reduces power MAE even when the machine-learning model is trained at one site and tested at another site. A larger reduction in MAE occurs when the machine-learning model is trained on more than one data set.
30
Although the combination of physics-based corrections and machine learning, as implemented in L-TERRA, is a promising method for reducing The development of L-TERRA and other TI correction techniques has significant implications for the wind energy industry, which has traditionally relied on data from fixed met towers. L-TERRA can be applied to commercially available :::::::: vertically :::::::
profiling : lidars that are commonly used in the wind industry, thus expanding the use of lidars for wind energy applications.
Lidars with improved TI estimates can be used for wake studies, site classification, power curve testing, site monitoring, and resource assessment. Improved lidar TI estimates could also help wind energy developers make more informed decisions about The U.S. Government retains and the publisher, by accepting the article for publication, acknowledges that the U.S. Government retains a 
