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In contrast to that a weak value of an observable is usually divided into real and imaginary
parts, here we show that separation into modulus and argument is important for modular values.
We first show that modular values are expressed by the average of dynamic phase factors with
complex conditional probabilities. We then relate, using the polar decomposition, the modulus of
the modular value to the relative change in the qubit pointer post-selection probabilities, and relate
the argument of the modular value to the summation of a geometric phase and an intrinsic phase.
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I. INTRODUCTION
Quantum modular value is a concept that was pro-
posed by Kedem and Vaidman in 2010 [1]. When a quan-
tum system is prepared in an initial state |ψ〉 and post-
selected in a final state |φ〉, the modular value (Aˆ)m of an
observable Aˆ is defined to be the expectation value of the





where g is the magnitude of the coupling.
Eq. (1) is derived, in relation to non-weak measure-
ment, as follows [1, 2]. In between the preparation of |ψ〉
and the post-selection of |φ〉 of the quantum system, a
qubit pointer, which is prepared in state γ|0〉 + γ¯|1〉, is
coupled to the system. Here we use the word “pointer”
instead of “meter” since we use the subscript (and some-
times superscript) m to denote “modular value”, and
then, we use p to denote “qubit pointer” (=meter). Fol-
lowing the standard von Neumann treatment [3], the in-
teraction Hamiltonian is given by Hˆ = g(t)Aˆ⊗ Pˆ , where
g(t) is an arbitrary (possibly time dependence) coupling
constant and Pˆ = |1〉〈1| is a projection operator of the
qubit pointer. The final state of the qubit pointer af-
ter the interaction and post-selection on the system is
calculated to be 〈φ|ψ〉(γ|0〉 + γ¯(Aˆ)m|1〉), where (Aˆ)m ≡
〈φ|eˆ−igAˆ|ψ〉/〈φ|ψ〉, and is named “modular value”. Here,
g is the magnitude of the coupling defined as g ≡ ∫ g(t)dt.
Apparently, a modular value of an observable is re-







, where the weak value, denoted as 〈Aˆ〉w, is
defined to be the expectation value of the measured val-
ues of Aˆ through repeated weak measurements performed
in-between the preparation and the post-selection, which
was shown to be 〈Aˆ〉w = 〈φ|Aˆ|ψ〉/〈φ|ψ〉 [4]. Interestingly,
the modular value can be related to the weak value even
for nonzero g’s [1, 2].
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Weak values can take values outside the range of eigen-
values of Aˆ, and can even be complex. Although this
strange property has been discussed for weak values in
the context of probabilistic interpretation [5] or contex-
tuality [6], and is considered to be a suitable index to
describe many intriguing quantum phenomena including
quantum paradoxes [7–13], and even is applied to ampli-
fication and precision metrology [14–18], discussions on
this kind of property are still missing in modular values.
Furthermore, as also claimed by us in Ref. [2], modular
values are sometimes more beneficial than weak values, in
the sense that measuring a modular value is more efficient
than measuring a weak value because the measurement
coupling constant g can be made large. From the ex-
perimental point of view, modular values are seemingly
easier to measure because one can simply perform the to-
mography using binary outcomes in the qubit pointer [2].
Therefore, it is necessary and meaningful to shed light on
the study of quantum modular values. Specifically, we fo-
cus our study on the behavior of quantum modular values
as complex numbers in relation with complex conditional
probabilities in the present work.
Recently, Cormann et al. have proposed a new pro-
cedure to measure a quantum modular value [19]. They
demonstrated directly the modulus and argument of the
modular value as functions of the measurement strength.
These observations require more detailed theory on the
behavior of quantum modular values as complex num-
bers.
The main purpose of this work is to understand the
complex behavior of quantum modular values. In con-
trast to the weak-value case, where the real and imag-
inary parts play a significant role each, what is more
important is the modulus and argument in the modular-
value case, as we show in this paper. To see this, we first
relate the modular value to complex conditional proba-
bilities as will be seen in Sec. II. Then we derive the polar
decomposition (modulus and argument) of the modular
value, and relate them to some interesting concepts in
Secs. III and IV as below.
We first derive that a modular value can be expressed
as the average of a dynamic phase factor over all eigen-
values with complex conditional probabilities [Eq. (4)].
Thus, the modular value is interpreted in the context of
2the complex conditional probabilities, which is analogous
to the weak-value case [Eq. (2)]. In addition, the chain
rule of modular values Eq. (9), analogous to that for
weak values Eq. (8), is also derived. This implies that a
modular value can be expressed by a set of intermediate
weak values and modular values. These results will be
described in Sec. II.
In Secs. III and IV, we discuss the interpretation of the
modulus and argument components of a modular value
in the polar decomposition [20, 21]. Therein, in Sec. III,
we express the modulus of the modular value in relation
to the relative change in the qubit pointer post-selection
probabilities. We define the relative change in the qubit
pointer post-selection probabilities (hereafter referred to
as “relative change” for short) as the ratio of the sta-
tistical frequency of finding the chosen final state |1〉 to
that of |0〉 for the qubit pointer. We show that the mod-
ulus of the modular value is proportional to the square
root of the corresponding relative change. Using this the-
ory, a qubit system is extensively examined, and we also
propose a way to experimentally determine the coupling
constant g (when it is unknown beforehand) by measur-
ing this relative change.
In Sec. IV, we relate the argument of the modular
value to the Pancharatnam relative phases [22] by con-
sidering the initial state, the evolved state, and the post-
selected state of the system. In this work, we pay atten-
tion to two kinds of phase, that are, the intrinsic phase
(the phase shift by the evolution of the state) and the ge-
ometric phase (the geometric phase associated with the
three states). It is particularly shown that the argu-
ment of the modular value is expressed by the total Pan-
charatnam relative phases (the summation of the geomet-
ric phase and the intrinsic phase). The Pancharatnam
phase plays an important role for robust quantum gates
in quantum information processing [23], and has appli-
cations to quantum information such as fault-tolerant
quantum computation [24, 25] and weak measurement
[26]. So the study on modular values in connection with
the Pancharatnam phases might open new possibilities
for further studies.
Finally, we summarize the results of this paper in Sec.
V.
II. PROBABILISTIC INTERPRETATION OF
MODULAR VALUES
In this section, we extend the previous studies of Hof-
mann about weak values in Refs. [27, 28] to probabilistic
interpretation for modular values. We show that, analo-
gous to weak values, modular values can be understood
in the context of complex conditional probabilities.
Let us first give a brief summary to the previous stud-
ies. The ordinary expectation value, that is, the expec-
tation value without the post-selection condition, can be
interpreted as the average of weak values over all possible
post-selection states as 〈Aˆ〉ψ =
∑
φ〈Aˆ〉wPr(φ|ψ), where
Pr(φ|ψ) is the conditional probability of observing state
|φ〉 on condition that the prepared state is |ψ〉, and is,
of course, equal to |〈φ|ψ〉|2 [5, 29–32]. Comparing this
to x¯ =
∑
x x Pr(x) in standard statistics, the weak value
can be treated as a |φ〉 dependent variable — which can
take complex values, but its expectation value is real with
the real probability Pr(φ|ψ) [5].
Interestingly, a weak value itself can be regarded as the
average of conditional probabilities — in this case, how-
ever, conditional probabilities themselves can take com-







, it is straight-




a Pr(a|ψ, φ) . (2)
Here,
Pr(a|ψ, φ) = 〈φ|Πˆa|ψ〉〈φ|ψ〉 = 〈Πˆa〉w , (3)
is known as the complex conditional probability [27, 28],
for the process: from the initially prepared state |ψ〉 to
the finally post-selected state |φ〉 via the intermediate
state |a〉. Normally, the weak value of the projection op-
erator Aˆ = |a〉〈a| is the transition amplitude from the
initial state to the final state via the intermediate state,
the squared of its values which is known as the proba-
bility [5]. However, here we interpreted it as complex
conditional probability in the scene that the state |a〉 is
might not observed by projective measurements, for ex-
ample “counter-factual probabilities” [34–36].
Using this, the ordinary expectation value is expressed





Here, Pr(φ|ψ) is real but Pr(a|ψ, φ), so to say a jointly
conditioned probability, can be negative or even complex,
and the finally obtained expectation value is real. Nev-
ertheless, Hofmann also constructed quantum mechanics
based on this generalized probability formalism, where
he called the properties of these generalized probabili-
ties as physical properties [37, 38], which provide the full
framework of quantum mechanics, including quantum er-
godicity [37], and quantum paradoxes [38].
Our main result of this section is to show that the
modular value is the average of the dynamic phase factor
e−iga over all eigenvalues with the complex conditional




e−igaPr(a|ψ, φ) . (4)
To show this, we use the spectral decomposition of an
arbitrary function of operator Aˆ =
∑
a a|a〉〈a|, where all
eigenvalues {|a〉} form orthonormal bases. The spectral
decomposition of F (Aˆ), where F is an any analytic func-




F (a)|a〉〈a| , (5)
3which is derived by the Taylor (Maclaurin) expansion of
function F (Aˆ). Choosing e−igAˆ as the function F (Aˆ),





Putting this into Eq. (1) and using Eq. (3), we obtain
Eq. (4).
Next, we discuss chain rules. We fix the initial state
|ψ〉 and the final state |φ〉, and consider the case that
the intermediate state is found to be |a〉, assuming that
there is another intermediate measurement that ran-
domly projects the state onto one of the orthonormal
states |x〉’s. In this case, the chain rule describing the
process of taking route |ψ〉 → |a〉 → |φ〉 is the summation
over all possible |x〉’s with proper conditional probabili-
ties. Therein, the process of taking route |ψ〉 → |a〉 →
|x〉 → |φ〉 for each |x〉 is the product of Pr(x|ψ, φ), which
is the process of taking |ψ〉 → |x〉 → |φ〉 conditioned by
the initial |ψ〉 and the final |φ〉, and Pr(a|ψ, x), which is
the process of taking |ψ〉 → |a〉 → |x〉 conditioned by |ψ〉




Pr(a|ψ, x)Pr(x|ψ, φ) . (7)
Substituting Eq. (7) into Eq. (2), and using Pr(x|ψ, φ) =




x〈A〉wψ · φ〈Πˆx〉wψ , (8)
where f 〈·〉wi denotes the weak value between pre- and
post- selection states |i〉 and 〈f |, respectively.
In this paper, we obtain a chain rule for the modular
value in a similar way. In fact, substituting Eq. (7) into








ψ · φ〈Πˆx〉wψ , (9)
where f (·)mi denotes the modular value between pre- and
post- selection states |i〉 and 〈f |, respectively. We can
also generalize the expression if we define
(Aˆ)F ≡ 〈φ|F (Aˆ)|ψ〉〈φ|ψ〉 =
∑
a
F (a)Pr(a|ψ, φ) , (10)
where function F can be any analytic function. Substi-









ψ · φ〈Πˆx〉wψ . (11)
When F (a) = a, it leads to the weak value, and when
F (a) = e−iga, it leads to the modular value.
III. THE MODULUS OF MODULAR VALUES
We consider the system-pointer interaction Hamilto-
nian Hˆ , and assume that the interaction is not weak but
can be arbitrarily large. Initially, the quantum system is
prepared in |ψ〉 and the pointer is prepared in |ξ〉. Fol-
lowing the standard von Neumann treatment, the uni-
tary evolution Uˆ(g) for the measurement is assumed to
be Uˆ(g) = e−igAˆ
s⊗Pˆp , where Aˆs is an operator in the
system Hilbert space Hs and Pˆ p ≡ |η〉〈η| (|η〉 is one of
the orthonormal bases of the pointer) is a selected pro-
jection operator in the pointer Hilbert space Hp. The
role of |η〉 is the same as |1〉 in the qubit pointer in Sec.
I, which means that we generalize the qubit pointer to
qudit pointer (i.e., the dimension of the pointer Hilbert
space is arbitrary but finite.) Now we can calculate the
joint transitional probability to find the pointer in |µ〉
(|µ〉 can be any of the bases, which might or might not
be equal to |η〉) and the system in the final state |φ〉. We
write this conditional joint probability as Prg(µ, φ|ξ, ψ),
where µ and φ are obtained outcomes indicating that the
pointer is found in the state |µ〉 and the system in |φ〉,
respectively. Similarly, ξ and ψ are the observed indica-
tors corresponding to the preparation of the pointer in
|ξ〉 and the system in |ψ〉, respectively. The conditional
joint probability is calculated to be
Prg(µ, φ|ξ, ψ) = Tr(Mˆ †µΠˆfMˆµρˆi) , (12)
where Πˆf = |φ〉〈φ| and ρˆi = |ψ〉〈ψ|, respectively, and the
subscript g means that the probability is g dependent.
The operator Mˆµ ≡ 〈µ|e−igAˆs⊗Pˆp |ξ〉 = 〈µ|ξ〉e−igAˆsδµη
is known as the Kraus operator, which is acting on




s. Then, the straightforward calcula-
tion of the joint transitional probability (12) leads to
Prg(µ, φ|ξ, ψ) = |〈µ|ξ〉|2 · |〈φ|e−igAˆsδµη |ψ〉|2 .
Now, let us show that this formalism is useful when
we try to measure the modular value experimentally. We
consider the case that the pointer is a qubit with the
initial state |ξ〉 = γ|0〉+ γ¯|1〉, where γ and γ¯ are assumed
to be real, satisfying γ2+γ¯2 = 1. The projection operator
Pˆ p is chosen to be |1〉〈1|, that is, |η〉 = |1〉. Then it is
straightforward to calculate the joint probability for the
cases µ = 0 and 1, that is, for the cases that we find
the qubit pointer in |µ〉 = |0〉 and |1〉, respectively. The
results become
Prg(0, φ|ξ, ψ) = γ2|〈φ|ψ〉|2 for µ = 0 , (13)
and
Prg(1, φ|ξ, ψ) = γ¯2|〈φ|e−igAˆ
s |ψ〉|2 for µ = 1 . (14)
Now we introduce the ratio of Prg(1, φ|ξ, ψ) to
Prg(0, φ|ξ, ψ), which we denote by χ. Then, using Eqs.
(13) and (14), we obtain
χ ≡ Prg(1, φ|ξ, ψ)







4This equation is interesting in the sense that the right-
hand side means the relative change in the post-selection
probabilities of finite g case to the g = 0 case for the
system, whereas the definition of χ is the ratio of the
statistical frequency of finding µ = 1 to that of µ = 0 for
the pointer. For this reason, we will simply refer to χ as
“relative change”, hereafter.
Using Eqs. (1) and (15), we obtain the relation be-
tween χ and the modular value, as∣∣∣(Aˆs)m∣∣∣ =
∣∣∣∣γγ¯
∣∣∣∣√χ . (16)
The value χ is easily obtained experimentally because
χ is the average of a series of measurement results for
the qubits pointer, and each measurement is done after
separating the system and the pointer, and thus, we can
use a strong and destructive measurement each time. In
this way, the modulus of a modular value of the system
can be obtained from measurements of the qubits pointer.
It is worth to note that our definition about the rela-
tive change χ is slightly different from that of the Dressel
et al. approach, where the authors supposedly defined
the relative change as the ratio in between the changing
transitional probability induced by the system-pointer in-
teraction and the initial transitional probability without
the interaction for weak coupling strength [39, 41] . With
γ = γ¯ = 1/
√
2, however, our χ becomes equivalent to the
Dressel’s one.
Furthermore, in the Dressel et al. works, the authors
have shown that for the constant g is small enough, the
Taylor series expansion gives the linear dependence of χ
as χw = 1 + 2g Im〈Aˆ〉w [39]. Here, we used subscript
w for χ because it is expressed by the weak value. This
expression is valid only in the weak interaction regime,
where the higher order terms can be neglected and thus
the following requirements are satisfied: (i) the relative
change χw should be close to one, and (ii) the first order
term should be large compared to the sum of all higher
order corrections (see Ref. [39] and Ref. [40] and ref-
erences therein). The above linear expression of χw can
be used for experimental estimation in two ways. One
is to estimate the magnitude of g when g is not known
but χw and the imaginary part of 〈Aˆ〉w are experimen-
tally obtainable. Another is the indirect estimation of
the observable using only the detector statistics [41]. In
both cases, however, we can use χw only when g is small
enough.
For arbitrary values of g, however, our “relative
change” gives the exact relation to the modulus of mod-
ular values. Therefore, we can rigorously write χm =
γ¯2
γ2
∣∣∣(Aˆs)m∣∣∣2, where we use the subscript m for χ as well
since the relative change, in this case, is induced by the
modular value rather than the weak value. So, χm en-
larges the usage of the “relative change” much more than
χw. Of course, this expression of χm is exact for small
g including g = 0. When we increase g, however, χm
clearly shows its nonlinear dependence on g.
FIG. 1. (color online) A schematic drawing of the Bloch
(Poncare´) sphere exhibiting the qubit states. The lateral an-
gle ϕ of the initial state |ψ〉 is fixed constant and the final state
|φ〉 can be rotated by changing θ from 0 to 2pi. The polariza-
tion states of the qubit are represented on the sphere, where





(|H〉 − |V 〉): anti-diagonal, |L〉 = 1√
2
(|H〉 + i|V 〉):
left circular, |R〉 = 1√
2
(|H〉 − i|V 〉): right circular.
As an illustration, let us consider a polarization qubit
(|0〉 = |H〉: horizontally polarized photon, |1〉 = |V〉:
vertically polarized photon), and assume the initial and
final qubit states, following [39], to be
|ψ〉 = |H〉 − e
iϕ|V〉√
2





where, ϕ is the lateral angle for the prepared state, and θ
is the azimuthal angle for the post-selected state on the
Bloch (Poncare´) sphere (see Fig. 1). The evolution of the
qubit is generated by Aˆs = Sˆ, where Sˆ ≡ |H〉〈H|−|V〉〈V|
is the Stokes polarization operator, whose eigenvectors
are |H〉 and |V〉 with the corresponding eigenvalues 1 and
−1, respectively.
The joint transitional probabilities Prg(µ, φ|ξ, ψ) cor-
responding to the outcomes µ = H and V are calculated
as (in the present example, we use Pr(H) and Pr(V) for
short)
Pr(H) = γ2(1− cosϕ sin θ)/2 , (18)
Pr(V ) = γ¯2
(
1− cos(2g + ϕ) sin θ)/2 . (19)
Then, using Eqs.(15) and (16), the modulus of the mod-
ular value is calculated as
∣∣∣(Sˆ)m∣∣∣ =
[
1− cos(2g + ϕ) sin θ
1− cosϕ sin θ
]1/2
. (20)
As a numerical calculation, we fix the value of the lat-
eral angle ϕ of the initial state to be a constant, say,
5ϕ = −0.2pi, and assume γ = γ¯ = 1/√2. Then we calcu-
late the θ dependence of the joint transitional probabili-
ties for several values of g and g dependence of the mod-
ulus of modular values for several values of θ. Fig. 2(a)
shows the θ dependence of the joint transitional probabil-
ities for g ranging from 0 to 0.25pi. The θ dependence is
sinusoidal both for Pr(H) and Pr(V), but the amplitude
depends on g for Pr(V) as is shown by the green area
while it does not depend on g for Pr(H) as is shown by
the single black curve. This black curve also expresses
Pr(V) for g = 0. By increasing g from 0, Pr(V) grad-
ually deviates from Pr(H), the deviation becomes maxi-
mum at g = 0.1pi, and then it comes back to the Pr(H)
curve when g reaches to 0.2pi, which is shown again by
the black curve.
We can see this by plotting g dependence of the relative
change χ. The inset of Fig. 2(a) shows the g dependence
of the relative changes χw and χm for θ = 3pi/2. The red
line shows the linear dependence of χw to g, and there-
fore, its value takes 1 only when g is 0. On the other
hand, the blue dash-dotted curve (χm) behaves as the
sine function with respects to g. The intersections of the
black dotted horizontal line (= 1) and χm make one easy
to see that χm deviates from 1 as g is increased from 0
and then comes back to 1 again. This means that the
joint transitional probability Pr(V) comes back to the
same value as that of the joint transitional probability
Pr(H), and its first come-back occurs when g is set to be
g = −ϕ (= 0.2pi in this example), which is indicated by
the small black arrow. In addition, whenever the relative
change becomes 1, χ does not change from its original
value at all. This no-change points are shown by the in-
tersections between the horizontal line and χm (see the
inset of Fig. 2a). Interestingly, this no-change-point ap-
pears periodically with the period pi. Mathematically, it
can be explained by solving the equation Pr(H) - Pr(V)
= 0, with respects to g. The solution is straightforwardly
calculated as follows:




−ϕ+ kpi k ∈ N . (21)
We next analyze the g-dependence of the modulus of
the modular value |(S)m| shown in Fig. 2(b) for θ = pi/2
(blue solid curve) and θ = 3pi/2 (blue dashed curve).
Here, again, ϕ is chosen to be ϕ = −0.2pi. The corre-
sponding modulus of the weak values are shown by the
black dotted horizontal lines. Obviously, the modulus
of the modular value explicitly depends on the coupling
constant g and deviates from unity as g is increased from
0.
The interesting thing is that, as is discussed above,
χm comes back to 1, and we can find specific values of
g (6= 0) that realizes χm = 1 again [see example in the
inset of Fig. 2(a)]. This property of χm can be used in
the experimental tuning of the value of g to the desired
















































FIG. 2. (color online) (a) Main figure: Plot of the joint
transitional probabilities as functions of θ for various values
of g from 0 to 0.25pi. The black solid curve is the Pr(H) and
also denotes the Pr(V) with g = 0, and 0.2pi. The value of
ϕ is assumed to be -0.2pi and γ = γ¯ = 1/
√
2 in all of the
plots in (a) and (b). Inset: The g dependence of the relative
changes, χw (red solid line) and χm (blue dash-dotted curve)
for θ = 3pi/2. The value 1 is shown by the black dotted
horizontal line, which makes it easy to see that χm deviates
from 1 as g is increased from 0 and then it comes back to 1
again. The point where this occurs is indicated by the small
black arrow, which corresponds to g = 0.2pi (= −ϕ). (b) The
g dependence of the modulus of the modular value, |(S)m|, for
θ = pi/2 (blue solid curve) and θ = 3pi/2 (blue dotted curve).
The modulus of weak values are constants and shown as the
black dotted horizontal lines.
modular-value measurement). In the following, we show
how to do this tuning. Assume that one wants to realize
g = 0.3pi by adjusting an uncalibrated experimental set-
up. The first thing to do is to prepare the initial state |ψ〉
of Eq. (17) with ϕ = −0.3pi. Starting from no interaction
(g = 0), increase g (not calibrated experimentally yet),
and plot χm with a certain value of θ. θ should be chosen
so that the deviation of χm from 1 is clearly seen. Then,
like the inset of Fig. 2(a), χm comes back to 1 again. At
the very moment when χm = 1 is realized, the set-up is
appropriately adjusted to give g = 0.3pi.
To be more concrete, let us consider a reference system
6FIG. 3. (color online) A schematically set-up of a reference
system to determine the value of g. At first, the system and
qubit pointer states (|ψ〉, and |ξ〉) are injected into Device g˜,
where the interaction is implemented. The system then post-
selected onto the final state |φ〉, whereas, the qubit pointer
output state are passed through the Polarized Beamsplitter
(PBS) in order to measure the corresponding probabilities of
the Horizontal polarization beam Pr(H,φ|ξ, ψ) and the Ver-
tical polarization beam Pr(V, φ|ξ, ψ).
as shown in Fig. 3, where Device g˜ implements the in-
teraction between a quantum system and a qubit pointer
with an uncalibrated but controllable coupling. Prepare
a photon in a polarization state |ψ〉 with the desired value
of ϕ, and postselect it onto |φ〉 as in Eq. (17). The initial
state of the qubit pointer is |ξ〉 = 1√
2
(|H〉 + |V〉). The
unitary evolution is Uˆ(g) = e−igSˆ⊗Pˆ , where Pˆ ≡ |V〉〈V|
denotes the projection operator. In order to determine
the value of g, one can experimentally change g so that
the outcome joint transitional probability Pr(H,φ|ξ, ψ)
equals to Pr(V, φ|ξ, ψ). Then it is guaranteed that the
value of g is calibrated to be −ϕ.
IV. THE ARGUMENT OF MODULAR VALUES
As was discussed by Cormann et al., the argument
of a modular value can be measured by the phase in a
quantum eraser interference experiment [19]. Here, we
analyze the argument of modular values more in detail,
and we show that it is expressed by the Pancharatnam
phases.
In 1956, Pancharatnam considered the interference of
two optical states, say |A〉 and |B〉, that are not orthog-
onal to each other in polarization [22]. The Pancharat-
nam relative phase associated with two states, written as
δ(A,B), is defined by the argument of the inner product
of the two states, so, δ(A,B) ≡ arg[〈A|B〉]. This is also
known as the intrinsic phase [26]. States |A〉 and |B〉 are
said to be “in phase” if the absolute value of the inner
product is maximum, i.e. δ(A,B) = 0.
This phase does not satisfy the transitive rule, that is,
even if both δ(A,B) and δ(B,C) are in phase, the rela-
tive phase δ(A,C), in general, is not in phase. This non-
transitive property can be seen by considering the three
pure states — “three” is the smallest nontrivial entity.
The Pancharatnam relative phase associated with three







This phase, which is also known as the geometric phase,
is gauge invariant because the local phase factor, which
might be independently chosen for each quantum state,
always appears with its complex conjugate due to a cou-
ple of bra and ket vectors, and thus all the local phases
are canceled. For example in qubit case, this geometric
phase is well understood by considering the Bloch (or
Poincare´) sphere, on which we can draw a geodesic tri-
angle having three vertices, |A〉, |B〉, and |C〉. It is well
established that the geometric phase is expressed by the
solid angle Ω of the geodesic triangle as ∆(A,B,C) =
−Ω/2. [22, 43, 44].
As was discussed in Ref. [19], the phase in the modular
value is an intrinsic property of the quantum system in
the sense that the evolution e−igAˆ in the modular value
solely depends on the system evolution but not on the
measurement apparatus or environments. In this paper,
we show that the argument of a modular value is ex-
pressed by the summation of an intrinsic phase and a
geometric phase, as is shown in the following.
Let us consider the following state-evolution process:
an initial state, i.e., pre-selected |ψ〉, evolves under the
evolution operator e−igAˆ, then we project the resultant
state |ψ(g)〉 ≡ e−igAˆ|ψ〉 onto the post-selection state |φ〉
that we selected. The final state (after post-selection) is
given by |ψφ(g)〉 ≡ |φ〉〈φ|e−igAˆ |ψ〉 (not normalized). The
phase difference between this final state and the initial
state is calculated to be
arg[〈ψ|ψφ(g)〉] = arg[〈ψ|φ〉〈φ|e−igAˆ |ψ〉]
= arg[(A)m]. (23)
This is one interpretation of the meaning of the (argu-
ment of the) modular value. Next, we relate this to the
geometric phase among |ψ〉, |ψ(g)〉 and |φ〉, which is cal-
culated from Eq. (22) by replacing |A〉, |B〉 and |C〉 by
|A〉 = |ψ〉, |B〉 = |ψ(g)〉 and |C〉 = |φ〉 [42, 44, 45], as





The meaning of this equation is that this phase shift is
induced by the closed-loop projection, |ψ〉 → |ψ(g)〉 →
|φ〉 → |ψ〉. Using this, the argument of the modular value














= ∆(ψ, ψ(g), φ) + δ(ψ, ψ(g)) . (25)
7FIG. 4. (color online) The argument of a modular value is
the total phase shift of a state-evolution process that start-
ing from an initial state, evolve onto an intermediate state,
then project onto a final state and finally project back onto
the initial state. This total phase shift corresponds to the
summation of the geometric phase and the intrinsic phase.
Although |ψ(g)〉 is the result of the evolution induced
by e−igAˆ, ∆ does not carry any phase shift by this evo-
lution since the bra and ket vectors cancel out this phase
shift. So, only the pre-post-projections yield the geomet-
ric phase ∆ but the evolution does not. The evolution
phase shift is solely carried by δ. In both cases (∆ and
δ), one needs to project the final state onto the initial
state to compare the phase shift directly. We illustrate
this situation in Fig. 4. Interestingly, as we show here,
by picking up a point in the evolution path, the argu-
ment of modular value now becomes the summation of
the geometric phase ∆ of a geodesic triangle having three
vertices |ψ〉, |ψ(g)〉, and |φ〉, and the intrinsic phase δ be-
tween the initial state and the intermediate state |ψ(g)〉.
This is the main result of this section.
Particularly, when the coupling constant g is suffi-
ciently small, we can take the first order of the Taylor















= −gRe〈A〉w . (26)
We emphasize that for small g, the argument of the mod-
ular value does not reduce to the argument of the weak
value, instead, it is proportional to the real part of the
weak value.
To show the difference and advantage of the argument
of modular values, we will compare with the more famil-
iar weak-value case. We consider the weak value of the
projection operator Aˆ = |a〉〈a|, then the argument of the
weak value reduces to the geometric phase as:
arg[〈A〉w ] = ∆(ψ, a, φ) = arg
[〈ψ|φ〉〈φ|a〉〈a|ψ〉], (27)
as is written in [42] and can be measured by the shift in
position and momentum of the pointer. This means that,
when the process is such a one that the initial state |ψ〉
is projected onto an intermediate state |a〉, successively
projected onto |φ〉, and finally projected onto the initial
state |ψ〉, then the total phase shift is expressed by the
geometric phase ∆(ψ, a, φ). This process is different from
the state-evolution process above.
V. CONCLUSIONS
The main purpose of this work is to examine the prop-
erty of quantum modular values as complex numbers by
using the spectral decomposition and the polar decom-
position. We interpreted the complex modular value in
connection with the complex conditional probability and
expressed the modulus component of the quantum mod-
ular value by the relative change in the qubit pointer
post-selection probabilities, and also the argument com-
ponent of the quantum modular value by the relation to
the Pancharatnam phases.
First, we have considered the chain rule of condi-
tional probabilities in the situation that the system is
initially prepared as |ψ〉, evolves into e−igAˆ|ψ〉 (Aˆ ≡∑N
i ai|ai〉〈ai|), is then weakly measured on Aˆ, is then
weakly measured on Xˆ ≡ ∑Nj xj |xj〉〈xj |, and is finally
projected on |φ〉. The result is Eq. (9), which means that
the modular value is the sum of the products over j, each
of which is the product of the modular value of Aˆ sand-
wiched by 〈ψ| and |xj〉 and the weak value of |xj〉〈xj |
sandwiched by 〈ψ| and |φ〉. This is a generalization of
the weak-value chain rule, Eq. (8). The most general-
ized expression is also given as Eq. (11), where F (a) = a
gives the weak-value chain rule, and F (a) = e−iga gives
the modular-value chain rule. In this sense, the modu-
lar value, like the weak value, plays the role of complex
conditional probability.
Next, we have investigated the modulus of modular
values, and obtained an expression that describes |(A)m|
being proportional to the square root of the ratio of the
joint transitional probabilities of the qubit pointer, which
we refer to as the relative change in the qubit pointer
post-selection probabilities, χ, as is described in Sec. III.
Focus on this relation, we can see that, for small g case
(i.e., small evolution case), χ deviates from 1 linearly as
we increase g from 0. We have shown that, however, χ
shows the nonlinear behavior to g, and in some particular
cases, such as γ = γ¯ = 1/
√
2, χ comes back to 1 at some
points of the value g = g′. Using this value g′, especially
for the qubit systems, we can experimentally calibrate
the coupling parameter g by watching the shift of the
relative change in the joint transitional probabilities.
Finally, we have obtained a relation that connects the
argument of modular values to the summation of the geo-
metric phase of a closed triangle on the Bloch (Poincare´)
sphere spanned by |ψ〉, e−igAˆ|ψ〉, and |φ〉, and the intrin-
sic phase spanned by |ψ〉, and e−igAˆ|ψ〉, as is described
in Sec. IV.
Since the modulus of the modular value is related to
the relative change in the joint transitional probabilities
8(Sec. III), and the argument of the modular value is
related to the Pancharatnam intrinsic phase and the ge-
ometric phase (Sec. IV), both the modulus and the ar-
gument components of the modular value are connected
to the experimentally obtainable quantities.
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