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Full waveform inversion is a challenging data-fitting procedure based on full wave field modeling to extract quantitative 
information on elastic properties of subsurface structures. We developed a frequency-domain full-waveform inversion 
method of elastic waves for stratified media, adopting a quasi-linearization method coupled with a random search algorithm. 
The inversion process of this method is irrelevant to hypocenter function and can be considered as a kind of combination 
between the heuristic and non-heuristic inversion methods. To verify our method, we apply it to three numerical two-
dimensional models with different intermediate structures (dipping, arched and hollow), and their structures are well 
revealed. With some pretreatments on response waveforms, such as filtering, normalization and correlation analysis, the 
full-waveform inversion method is extended to models with damaged area and its feasibility and accuracy verified. 
Alignment of full waveform inversion method and its cost of computing, several strategies exist to treat this quantitative 
detecting problem. In Chengdu-Chongqing guest emergency project, the application of full waveform inversion method 
saves a lot of time. In this method, each section only needs 2 detectors and only need to be hammered twice, while the 
traditional CT (Computed Tomography) test requires 11 detection filters and at least 11 hammering, and each section has 
121 waveform data. In some cases, we can obtain some important priori information through field investigation. The priori 
information can be used to accelerate the inversion process. 
[Keywords: Full waveform inversion; Stratified media; Quantitative elastic parameters; Quasi-linearization method; 
Random search] 
Introduction 
In geotechnical engineering investigation and 
detection, the full waveform inversion is a type of 
nondestructive and quantitative method used for 
grasping the physical properties of structures. It has 
been gradually adopted in geotechnical engineering in 
the past several decades and has drawn more and 
more attention1. The elastic wave is one of the most 
commonly used forms in the full waveform inversion 
method. When the elastic wave passes through the 
target medium, the elastic property information of the 
materials will be carried by the waveforms. By 
various inversion approaches, this method attempts  
to match the elastic parameters of the target  
medium from the received waveforms data by 
comprehensively utilizing the amplitude, travel time, 
phase and dispersion. In connection with the 
development of data acquisition technique, it has 
become important to investigate highly contrasted 
layered media intersected by the inversion method. 
With the increasing resolution of seismic observations 
and the use of multi-component detectors, there is a 
growing awareness that the importance of the full 
waveform inversion is increasing considerably2,3. 
Grechka et al. (1999), for example, had successfully 
reached the anisotropy parameters of the soil medium 
by combining the P-wave and P-SV wave inversion4. 
Romdhane et al. (2011) performed the full-waveform 
inversion algorithm involving both body and surface 
waves for near-surface investigation of a small-scale 
model5. 
The full waveform inversion problem is non-linear 
at most, and the inversion method is one critical issue 
of the full waveform inversion. The solution of this 
non-linear inversion problem is the process of 
optimization for a designated objective function  
(or probability density)6. To minimize the error of the 
fit between the recorded and the modeled data, the 
initial model of the target structure must be improved; 
many algorithms have been developed for this 
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optimization. There have been a number of studies 
simplifying the non-linear inversion problem by 
various linear methods, such as the transfer matrix7, 
Born approximate method8, Rytov approximate 
method9, and Radon transform approximation 
method10. Although the computational cost is greatly 
reduced by linear simplification, the accuracy and 
feasibility are lacking because of the strictly 
approximate premises. 
Profited by the development of advanced computer 
technology, nonlinear inversion algorithms for full 
waveform inversion have been rapidly promoted. 
They perform with acceptable computational costs 
and show much better accuracy, feasibility and anti-
noise capabilities. The nonlinear algorithms used in 
full waveform inversion are divided into two 
categories. The first is non-heuristic algorithms, such 
as the steep descent method11, Gauss-Newton 
method12,13, conjugate gradient methods14, quasi-
linear iterative-optimization approach15, and so on. 
The non-heuristic algorithms focus on local 
linearization of the objective function based on its 
partial differential characteristics. It has the 
advantages of good convergence, rapid computation 
speed and uniqueness of solution, but it strongly relies 
on the initial model and is very susceptible to falling 
into local minimums. During the inversion procedure, 
if the initial model is not well established and is 
located outside the best convergence region due to 
inadequate prior information, the global optimal 
solution is difficult to reach as a result16. 
The other category is heuristic algorithms. These 
algorithms fix attention on intelligently searching for 
the global optimal solution. Many studies come from 
the intersection between modern science disciplines; 
not only mathematics, geophysics and seismology, 
but also biochemistry and statistics. The Monte-Carlo 
method17,18 is based on the heuristic random search 
and possesses the nature of gambling. The Simulated 
Annealing Method19,20 is based on combinatorial 
optimization in statistical testing. Artificial Neural 
Network21,22 is a class of artificial intelligence 
algorithms and is sometimes coupled with signal 
processing. Genetic Algorithms23,24 are a type of 
stochastic algorithm for simulating the process of 
natural selection and mutation. The heuristic 
algorithms avoid the derivative operator of an 
objective function, thus their dependence on the initial 
model is reduced and they possess wide adaptability. 
However, the heuristic algorithms also have the 
disadvantages of high computational cost, low 
convergence and poor uniqueness of solution. 
Geophysicists and applied mathematicians also seek 
settlements by combining the above two algorithms to 
mitigate the requirements on the initial model, 
improve the computational efficiency and achieve a 
global optimal solution as frequently as possible25,26,27. 
In the present work, we develop a frequency-
domain full-waveform inversion method of elastic 
waves for stratified media. The quasi-linearization 
method is adopted, coupled with the random search 
algorithm, which can be considered as a type of 
combination between non-heuristic and heuristic 
inversion algorithms. As one of the non-heuristic 
algorithms, the quasi-linearization method iteratively 
calculates the Jacobian matrix for inversion, instead 
of the Hessian matrix, and improves the initial model 
by principles of steepest descent. The random search 
algorithm comes from the Monte-Carlo method, and it 
will help the inversion process escape from local 
minima within the appropriate search scope. At last, 
we will reach a certain number of minimums and find 
the most suitable one as the global minimum. 
Assuming that the prior information is sufficient, and 
the model is described by a simple model with a 
limited number of elastic parameters to be extracted, 
our full waveform inversion algorithm is quantitative 
and suitable for computation on PC. In the case study, 
we apply it to three numerical two-dimensional (2D) 
models with different intermediate structures 
(dipping, arched and hollow). At the beginning of the 
inversion computation, the waveforms’ acquisition 
geometry and the considered frequency bandwidth are 
specially considered, and then the three types of 
intermediate structures are well revealed, respectively. 
Furthermore, we extend it to two three-dimensional 
(3D) stratified media models. One is a homogenous 
stratified model, and the other one is a stratified 
model with a defect area. A series of pre-treatments 
and proper inversion strategies are adopted into the 
response waveforms from the 3D models. At last, the 
distribution of the defect area is clearly evaluated and 
the feasibility and accuracy of our algorithm is 
verified in this 3D quantitative problem. 
Alignment of full waveform inversion method and 
its cost of computing, the inversion method together 
with the test method is applied to a emergency 
project, in which the 3D models are replaced with 
multiple 2D models; the results show that the method 
requires less time than that in the traditional CT test. 
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Materials and Methods 
We combine the quasi-linear method (QLM) in the 
frequency domain with the random search algorithm 
(RSA) as the inversion method in our work. The 
inversion method as well as its inverse steps and 
terminal conditions are discussed in detail in this 
section. 
Quasi-linear method in the frequency domain 
According to the deconvolution algorithm 
proposed by Ernst et al. 200728, the response 
waveforms in a given model caused by a given 
hypocenter can be calculated by the convolution 
operation between the hypocenter function and model 
response function. Because the convolution operation 
is converted to multiplication in the frequency 
domain, the frequency spectrum of the response 
waveform is formulated as  
 
f f f
j j F φ M , ( 1,2,3, , )j m   … (1)  
 
where ‘×’ is the convolution operation, the superscript 
‘f’ represents the frequency domain, Fjf is the 
frequency spectrum on the jth detector, m is the 
number of detectors, φ is the hypocenter function and 
M is the response function of the model.  
Then, we create a new vector Gj, irrelevant for 
hypocenter function, by dividing the frequency 
spectrum on the (j+1)th detector by the frequency 
spectrum on the jth detector, as shown in Eqn (2). 
Generally, to avoid the divergence caused by a near-
zero divisor, a slight white noise should be added to 
each divisor. 
 
1 1 1
f f f f
j j j
j f f f f
j j j
    
F φ M M
G
F φ M M , ( 1,2,3, , 1)j m     … (2) 
 
Assuming that the matrix Gobs represents the 
observation data in the site and G represents the 
forward data of the simulated model, we thus define 
the 2-norm value of the difference as the objective 
function Q, which is expressed as Eqn (3). The 
destination is to find the correct model that makes the 
objective function Q as small as possible. 
 
,obs1 1 1 1obs obs
,obs2 21 1 2
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j j
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Q
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 
       M MG G G G M M   … (3) 
 
In the procedure of optimization, this generalized 
non-linear inverse problem is approximately 
linearized by Taylor series expansion and formulated 
as a linear system of equations; it can be rewritten as 
Δ =A x B ,  … (4) 
where A is the Jacobian matrix with a size of n×n, 
Δx is the corresponding adjustment vector with a size 
of n×1, B is the coefficient vector, and n is the 
number of inversed parameters. 
Because elements inside the matrix A and vector B 
are imaginary numbers, to ensure the real values of 
the solution Δx and consider the phase angles of 
response waveforms, it is necessary to separate the 
real part of each element from its imaginary part. 
Taking the operators of RL() and IM() as the real part 
and imaginary part of the elements, respectively, the 
elements in matrix A and vector B are obtained as 
follows: 
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where ‘.’ is dot product calculation xi is the ith 
inversed parameter in the parameter vector x of the 
model, εj is the residual vector, and obsj j j ε G G . 
Generally, it is difficult or impossible to obtain an 
explicit expression of the forward data G; the 
derivative quotient /j ix G  inside Eqn (5) is replaced 
by the differential quotient, which is expressed as:  
 
( ) ( )j j i j
i ix x
  
δG G x x G x
( 1, 2,3, , 1)j m   , ( 1, 2,3, , )i n     
 … (6) 
 
where δxi=(0, ..., δxi, ...,0)T. It is a slight disturbance 
on the ith objective parameter xi in the parameter 
vector x and usually taken as 5 ~ 10% of xi. 
Because the Jacobian matrix A is symmetrical and 
positive, it can be improved by Tikhonov 
regularization29,30; as a result, the solution of linear 
Eqn. (4) is as below: 
 
1( )a Δ =x A+ E B   … (7) 
 
where a is the regularization parameter and is 
determined by Eqn (8) in each iteration: 
 
  max1/ 2 kk ka T= , ( 1, 2,3, )k     … (8) 
 
where k is the iteration time and maxkT  is the 
maximum eigenvalue of the Jacobian matrix A in the 
kth iteration. 
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By adding the adjustment vector Δx, the parameter 
vector x is modified as x+Δx. The parameter vector x 
will be modified iteratively until the objective 
function Q reaches the terminal condition.  
From the derivation above, it is observed that the 
inversion process is irrelevant to the hypocenter 
function. As a result, it can avoid the disadvantages 
during the data collection of the hypocenter. For some 
easier cases in which the model is described by a 
simple model with a limited number of unknown 
elastic parameters, the computational cost of the 
Jacobian matrix is acceptable and our full waveform 
inversion method is suitable for computation on PC. 
The quasi-linear method has advantages including 
finite iteration steps, calculation speed and relatively 
accurate solution, but it is highly dependent on the 
initial model and is easily trapped in local minima, 
which leads to improbability that it will find the 
optimal solution. Therefore, we adopt the random 
search algorithm, coupled with the quasi-linear 
method, to mitigate the disadvantages of the quasi-
linear method. 
 
Random search algorithm 
The RSA is a type of heuristic algorithm, and it 
derives from the Monte-Carlo method. Based on 
various search radiuses, a model space is built and 
RSA tries stochastic models in it with the purpose of 
finding a suitable model that decreases the value of 
the objective function, Q. Because of its fast speed 
and global parameter consideration, RSA is very 
suitable for high-order nonlinear inversion problems 
with multi-parameters and multiple minima31.  
For a parameter vector x output by the program of 
QLM, if it belongs to a local minimum point, RSA is 
used for finding a new suitable parameter vector, and 
the new vector x is searched by the following 
equation: 
 
new, old, (sign) d randi i ix x x    ,  … (9) 
 
in which xnew, i and xold, i are the new and unmodified 
ith parameters, respectively; ‘sign’ is the search 
direction and is equal to 1 or -1 with half probability; 
and dxi is the search radius of each parameter and is 
determined by prior information and empirical 
estimation. It is taken as 25% of xi in this paper; 
‘rand’ is a random number within the range of [0,1]. 
The search process will continue until the value of the 
objective function, Q decreases and the new 
parameter vector is taken as a new initial model of 
QLM. Repeat the above steps several times until the 
terminal condition is satisfied, and then output the last 
parameter vector as the global minimum result. 
 
Terminal condition and steps 
Two terminal conditions are designed for the 
iterations of the full waveform inverse method. If 
either of them is satisfied, the calculation will 
conclude. 
The first one is related to the objective function. As 
Eqn (10) shows, when the objective function Q is less 
than a pre-set very small value, the difference 
between the observation data, Gobs, and the forward 
data, G, is considered as acceptable: 
 
1kQ  .  … (10) 
 
The second one concerns relative correction. 
Sometimes the adjustment vector, Δx, is trapped in 
numerical oscillation; the iteration will stop in spite of 
the value of the objective function, Q remaining 
relatively large. In this state, the terminal condition is 
shown as below: 
 
1
2
1
k a
i i
i k i
Q Q
aQ
 
 
  .  … (11) 
 
Here, η1 and η2 are pre-set small values and are 
determined by the accuracy requirement of the 
inversion. The subscript k represents the kth iteration. 
The value ‘a’ ensures that the objective function, Q 
maintains stability for at least a iterations. 
The steps of each iteration of our full waveform 
inversion method are: 
(1) Seek an approximate initial model with parameter 
vector x0 on the basis of observation waveforms 
and auxiliary information in site; 
(2) Based on the initial model x0, carry out the 
forward calculation and obtain the forward data 
matrix G0, and then calculate the residual matrix 
ε, as well as the value of the objective function Q; 
(3) By the solution of QLM, obtain the results of the 
parameter vector x;  
(4) Ascertain whether the terminal condition is satisfied. 
If not, carry out RSA programs to find a new 
parameter vector x and repeat Steps (2) and (3); 
(5) If the terminal condition is satisfied, stop the 
calculation and output the parameter vector x as 
the last result. 
The flow chart of the above iteration steps is shown 
in Figure 1. 
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Numerical examples on a model 
 
Modeling: 
For verification, we apply the full waveform 
inversion method to a responsive waveform data set 
generated by 20 semi-infinite models. As Figure 2 
shows, a models with damaged area is cast. It is 
assumed that the outer layer is considered to be 
concrete, the material of the damaged area is loose 
concrete, whose strength is relatively weak. 
Some necessary artificial boundary conditions are 
imposed on the numerical boundaries in the models. 
The left and the right boundary condition are set to be 
free. The upper and the bottom boundary condition 
are set as a perfectly matched layer (PML) absorbing 
boundary32,33. Because the strains of materials in site 
testing are finite and small, the materials here are 
considered in the elastic domain. All of the elastic 
physical parameters are listed in Table 1, where ρ , Vp 
and Vs are the density, P-wave velocity and S-wave 
velocity of each material, respectively, and μd is the 
dynamic Poisson's ratio. 
The hypocenter function used for the observation 
data, Gobs is an artificial signal of a hammer. The 
frequency spectrums of the artificial signal cover most 
of the hammer sources within 0.1~4 kHz. The 
waveform of the artificial signal in the time domain 
and its frequency spectrum are shown in Figure 3.  
 
Inversion analysis 
During the iterations, the hypocenter function in 
the forward calculation and its dominant frequency 
should be confirmed by the frequency spectrum  
of the observed waveforms collected in the site. Two 
seismic detectors are set on the left free boundary. By 
the finite-difference time domain (FDTD) method for 
elastic wave equations, the time-history curves of 
displacements on the two seismic detectors are 
recorded as response waveforms. The response 
waveforms in the time domain and their frequency 
spectrums are shown in Figures 4 and 5. 
As the frequency spectrums of the response 
waveforms are concentrated on the bands of  
0.8 ~ 4 kHz, we choose the Ricker wavelet with main 
frequency of 2 kHz in the inverse process. The 
formula of the Ricker wavelet is: 
 
2 2
2 20.25
2( ) (1 ) exp( )23
t tU t    
,  … (12)  
  Fig. 1 — Flow chart of iteration steps of full waveform inversion 
 
  
Fig. 2 — Model of the inversion example (models with damaged area) 
 
Table 1—Material parameters in the numerical model 
No. Layer ρ (kg/m3) Vp (m/s) Vs (m/s) μd 
1 Concrete 2400 4500 2800 0.184 
2 damaged area 100 800 400 0.333 
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where σ is the main frequency and is equal to 2000 
here, t is the time and the sampling interval is 5 μs. 
Thus, the waveform of the Ricker wavelet in the time 
domain and its frequency spectrums are shown in 
Figrue 6. 
Generally, as the P-wave of model is unknown, the 
models of media are adopted in the inverse 
calculation and P0 is the projection of P-wave velocity 
of the model pixel are assumed as target parameters. 
The pre-set small values of the terminal condition are 
set as η1=0.1 and η2=0.01. 
Here, we take the inversion work as an example, as 
shown in Figure 7. Given the initial values of vp= 800 
m/s, by our full waveform inversion method, the 
objective function values are decreased along with the 
iterations as shown in Figure 8. When either of the 
terminal conditions is satisfied, the iterations are 
halted and the last results of the parameters are  
P0= 3160 m/s. Compared with the exact values, the 
relative error of the parameters are 5.4%. The final 
time-domain waveforms and observed waveforms are 
shown in Figure 9, and it is observed that the final 
  Fig. 3 — Hypocenter for the observation data in numerical examples: (a) Waveform in the time domain; (b) Frequency spectrum. 
 
  
Fig. 4 — Response waveform on the first seismic detector on the upper free boundary: (a) Waveform in the time domain; 
(b) Frequency spectrum. 
 
  Fig. 5 — Response waveform on the second seismic detector on the upper free boundary: (a) Waveform in the time domain; 
(b) Frequency spectrum. 
 
  Fig. 6 — Waveform of the Ricker wavelet for the inverse calculation: (a) Waveform in the time domain; (b) Frequency spectrum. 
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residual waveform between each other is almost 
negligible. It can be concluded that the convergence 
and accuracy of our full waveform inversion method 
in the frequency domain are acceptable and our 
algorithm is feasible for quantitatively revealing the 
unknown parameters of a 2D profile model on PC.  
Bringing all of the results on the detection points 
on the entire surface of the defective model together, 
we obtain the profile of P-wave velocities of the entire 
numerical model and the distribution map of P-wave 
velocities (Fig. 9). 
 
Field test 
In July 2015, at the early stage of the combined 
operation of Chengdu-Chongqing passenger dedicated 
line, a total of 31 point pre-stressed continuous beams 
were found. The quality of the concrete at the bottom 
of the pier and the top of the pier was defective, as 
shown in Figure 10. For the effective and rapid 
completion of the inspection work, and to ensure the 
accuracy of test results, after careful discussions and 
research, we determined to adopt a combination of 
endoscope detection, full waveform inversion, and 
borehole to carry out special inspection.  
Since the full waveform inversion method can 
reduce the time of field data acquisition, and the 
defective area can be identified quickly and 
efficiently, full waveform inversion method is 
adopted to detect the defects. The method is simple 
and quick, requiring only two receiving sensors. Each 
section only needs to be hit twice; the specific process 
of field detection is shown in Figure 11. It is worth 
noting that, in some cases, some site investigations 
are based on priori information, such as location, size 
and depth. In the inversion process, we use the 
information to define and initialize the parameters of 
the model, which will improve the retrieval speed to a 
great extent. The full waveform inversion technique is 
used to detect 31 points and the information of the 
defective area is acquired accurately and quickly. 
Field inspection: The detection section arrangement 
fully considers the depth of the test concrete that may 
be affected by disease. At the same time, because the 
reinforced concrete will affect the accuracy of CT 
testing, the ultrasonic testing profile should try to 
avoid the steel-intensive area. Given the above  
two points, the concrete CT acoustic tomography 
detection will set section 3 along the beam height 
detection. Section 1 is 8 cm from the box girder 
bottom, section 2 16 cm and section 3 28 cm from the 
box girder bottom. 
The detection section is a 7.5 m (transverse) * 2.0 m 
(longitudinal) rectangular plane, one measuring  
point for acoustic emission line layout, numbered F1 
  
Fig. 8 — Comparison between final and observed waveforms 
  
Fig. 9 — Revealed P-wave velocities of the defective model 
  
Fig. 7 — Objective function values along with iterations 
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and F2. The other side is receiving acoustic 
measurement points, numbered S1 and S2. During 
detection, the F1 and F2 points are successively used 
as the launching points, and the vibration signals are 
transmitted by hammering, and each of the 
transmitting points receives signals at the S1 and S2 
receiving points in turn. Inspection section and layout 
of measuring points are shown in Figure 12 and 
Figure 13, and the layout of section line is shown in 
Figure 13. 
Concrete waveform inversion imaging test results: 
The full waveform inversion imaging results are 
shown in Figure 14. As shown in Figure 14, test 
results of the three test sections of concrete quality 
uniformity are as follows: 
Profile 1: The wave velocity is generally high, and 
the average VP of the concrete is 4380 m/s after 
correction of the area ratio of the section 
reinforcement. Defects in the areas A, B and C bear 
seat plate region and the vicinity falls below 3600 
m/s, demonstrating the defects of being not dense and 
regional segregation. Low velocity anomaly areas are: 
Area A, an area of about 1.3 square meters; Area B , 
an area of about 2.6 square meters, including 0.3 
square meters above the seat; and Area C, an area of 
about 1 square meter, including 0.2 square meter 
above the seat. The other part of the internal  
concrete has no obvious quality defects (not dense, 
segregation or low quality of the concrete, concrete 
strength grade). Overall, in low velocity anomaly 
  
Fig. 10 — a. Photos of the bridge; b. Typical diseases; c. Typical disease details 
 
  
Fig.11 — field test process: (a). Field data acquisition (receive
sensor); (b). Field data acquisition (hammering) 
 
  
Fig. 12—Test section cross-sectional plan (unit: cm) 
 
  
Fig. 13—Test section plan and measuring point layout (unit: cm) 
 
  
Fig. 14 — Revealed P-wave velocities of inversion: (a) Profile 1;
(b) Profile 23; (c) Profile 3. 
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outside the region reached the strength grade of 
concrete design requirements. 
Profile 2: The test speed is generally high, and the 
average speed of VP concrete is 4420 m/s. Defects in 
areas A, B area and C bearing seat plate region and its 
vicinity fall below 3600 m/s. Low velocity anomaly 
region VP velocity appeared beam device within the 
scope of the quality defects of the concrete are  
(not dense, regional segregation). Low velocity 
anomaly areas are: Area A, near range area of about 
0.1 square meter; Area B near range area of about  
0.4 square meter; Area C near the area of about 0.5 
square meter. The other part of the internal concrete 
has no obvious quality defects (not dense, segregation 
or low quality of the concrete, concrete strength 
grade). Overall in low velocity anomaly outside the 
region reached the strength grade of concrete design 
requirements, and there is no other quality defect. 
Profile 3: The testing speed is generally large and 
the average speed of VP is 4900 m/s after correction 
according to the area ratio of the section 
reinforcement. The internal concrete has no obvious 
quality defects (not dense, segregation or low quality 
concrete), and the overall strength grade of the 
internal concrete meets the requirements of the design 
concrete, and there is no defective zone. 
To verify the test results, a borehole endoscope test 
was carried out in the Area A. When the drilling depth 
was about 17.5 cm, the concrete density area was 
reached and the results were in good agreement with 
the inversion results. 
 
Conclusion 
A frequency-domain full waveform inversion 
method of elastic waves for media is developed to 
extract quantitative information of elastic properties 
on subsurface structures. We adopt a quasi-
linearization method coupled with a random search 
algorithm to solve the least-squares problem in 
inversion, and by this combination, heuristic and non-
heuristic inversion methods are designed to 
complement each other. It is irrelevant to the 
hypocenter and the hypocenter function used in 
iteration, confirmed by the frequency spectrum of the 
observed waveforms.  
In Chengdu-Chongqing guest emergency project, 
the application of full waveform inversion method 
saves a lot of time. In this method, each section only 
needs 2 detectors and only need to be hammered 
twice, while the traditional CT test requires 11 
detection filters and at least 11 hammering, and each 
section has 121 waveform data. In some cases, we can 
obtain some important priori information through 
field investigation. The priori information can be used 
to accelerate the inversion process. Although the full 
waveform inversion method is 2D, we can obtain 3D 
information by combining multiple 2D profiles. The 
efficiency of this method is much higher than that of 
3D inversion. 
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