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Abstract
Forecasting is an essential task conducted regularly by competitive retailers around the world. Most retail decisions are
made based on the demand forecasts which may or may not be accurate in the ﬁrst place. In this study, a framework for
forecasting weekly demands of retail items is proposed via linear regression models within item groups that incorporate
both positive and negative item associations. In addition to pairwise item associations found by utilizing transactional
data, our framework incorporates item similarities based on weekly sales ﬁgures to group the similar items. Grouping
items can be regarded as a form of variable selection to prevent the overﬁtting in the prediction models. The regression
results of the framework and benchmark linear regression models are reported for a real world dataset provided by an
apparel retailer. The results show that the regression models provide better estimates within multi-item groups compared
to the single item models.
c© 2014 Published by Elsevier B.V.
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1. Introduction
Ever increasing use of time series models in marketing science1 opens a variety of tools to the decision
makers’ disposal. Well-known methods such as exponential smoothing2 are the tools of the trade in fore-
casting for a variety of problems. Numerous empirical studies are reported in the literature, e.g. revenue
management in hospitality industry2. Larger datasets in terms of number of variables and length of the time
span in addition to determining aggregation granularity (both temporal and entity-wise) stand as some of the
challenges for the decision makers. These challenges motivate for increasing the application of data mining
in time series analyses1.
Apparel retailers need to overcome some additional analytical modeling challenges when it comes to
forecasting. Each year thousands of new items, with relatively short lifespans (around 6 to 12 weeks) and
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long lead times (6 to 10 months) are introduced3. During the periods when two main collections (i.e.
summer and winter collections) are introduced, thousands of items are replaced within a few weeks of the
new season. Retailers face a forecasting problem that calls for the use of various explanatory variables to
reﬂect the eﬀects of weather, holidays, marketing actions, promotions, fashion, or economic environment3.
The main steps of the framework proposed in this study can be listed as this: Using data mining for
determining item associations to characterize the complementary and the substitution eﬀects, identifying
the groups of items that are related, complementary but not substitutes, and that have similar sales proﬁles,
and ﬁnally applying the forecasting models within these groups. The framework forecasts the weekly sales
of retail items via multiple linear regression models that incorporate both positive and negative item associ-
ations. In addition to the pairwise item association constraints obtained through utilizing the transactional
data, our framework uses the item similarities based on weekly sales ﬁgures to group the similar items4.
Grouping the items can be regarded as a form of variable selection in the regression models, which prevents
overﬁtting compared to the case of utilizing the full dataset in the regression models. Besides the time stamp
(i.e. the week), product prices within each group are also used as the explanatory variables in the regression
models. As benchmark alternatives to our framework, regression models based on single-item data are also
run in the experimental study. Regression based multi-item forecasting models are also built within the
groups formed by a heuristic based grouping scheme and k-means clustering.
Contributions of this paper can be summarized as follows:
• Various item grouping schemes are compared as diﬀerent variable selection methods in multi-variate
regression models to forecast item demands.
• Since grouping the items deﬁnes the local neighborhoods in the form of clusters, forecasting within
these clusters can be considered as a form of local learning.
• Constraints derived from pairwise item associations (complementary and substitute) are used for de-
termining the item groupings via constrained clustering.
• Benchmark regression models and the proposed framework are tested on a real world dataset to study
the eﬀects of pairwise item associations in forecasting item demands within the item groups.
The remainder of the paper is organized as follows: Section 2 introduces our methodology to group
related items in terms of both complementary and substitution eﬀects. In Section 3, empirical results are
reported. Finally, Section 4 concludes the paper.
2. Grouping Related Items
Our aim is to apply multi-variate regression models within the item groups that are similar with respect
to their weekly sales ﬁgures. The basic idea for grouping the items is that the attributes of similar items
(e.g. price and inventory levels) may have better predictive properties for the focal item. Since an item
can be placed into its category by some business purposes, a category naturally determines the related
items. However, this type of grouping prevents modeling the possibilities of inter-category relationships.
Therefore, grouping based on category information (i.e. item hierarchy) is not considered in this study.
In this paper, two diﬀerent types of similarity measures are used for determining the related item groups.
The ﬁrst one depends on the item associations (both positive and negative) found by association mining.
The second one is based on the weekly sales ﬁgures. Based on these two types of similarity measures, three
diﬀerent grouping schemes are proposed to determine the related item groups. The ﬁrst grouping scheme
is a heuristic method based on the item associations. The second grouping scheme is based on a clustering
approach by using the k-means algorithm in which the weekly sales ﬁgures are used for computing the
similarity measure. The third scheme is based on the constrained clustering, in which both item associations
and the weekly sales ﬁgures are used for determining item groups. These three grouping schemes are
introduced in this section. It is assumed that the associated items can be considered as the complementary
and the substitute item sets4.
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Table 1. A High Level Summary of Retail Data
Number of
SKUs 8,807
Model Items 716
Transactions 2,753,260
Items Sold 4,376,886
Stores 172
2.1. Associated Group Heuristic
Association mining is often promoted as an alternative way for deriving the item promotion strategies
instead of traditional marketing approaches. However, it is reported in5 that using item associations might be
misleading in determining the promotion strategies in the light of some cross-price elasticity results that were
found. The analyses in5 are conducted by using transactional data from a European retailer (possibly not
an apparel retailer). Approximately 2,700 pairwise item associations are found in the study. By computing
cross-price elasticities, 1,112 associations are classiﬁed as complementary, 1,212 associations are classiﬁed
as substitute, and 376 associations are classiﬁed as independent. Therefore, the authors in5 rightfully claim
that it is more meaningful to use cross-price elasticities for determining the item promotion strategies instead
of association mining. This is due to the fact that all the item associations found would have been treated
as complements if association mining results were used for determining the promotion strategies. However,
some of them are indeed substitutions.
Nevertheless, the argument in5 can be implicitly used to show that it is practical to use the association
mining results for determining the related items, regardless of being either complementary or substitutes. In
this paper, the negative associations are employed in addition to the positive ones. The following heuristic
method is devised to determine the related item groups in the following steps:
1. Create an item list by sorting all items by their total sales volumes in descending order.
2. Pick the item on the top of the list as the focal item.
3. Select up to two positively associated items with the focal item from the list by searching the list from
top to bottom (if any matches exist).
4. Select up to two negatively associated items with the focal item from the list by searching the list from
bottom to top (if any matches exist).
5. Remove the focal item and the associated items from the list to form the associated items group.
6. If there is no item in the list, then stop. Otherwise go to Step 2.
The related items found by this heuristic are called as associated items grouping.
2.2. k-means Clustering
The natural way of determining the related items is to use the category information. However a clustering
algorithm can be practically used as well to ﬁnd the related items6. Actually this makes more sense, since
a similarity measure is used for any clustering algorithm. As in6, weekly sales ﬁgures can be used to
determine the similarity between items.
k-means is one of the most common clustering algorithms7, and it can be formulated as a mathematical
program for clustering m items over a period of t weeks in the following way. Given a dataset X = {xi}mi=1
of m points (items) in Rt and k desired clusters, the problem is to determine cluster centers C1,C2, . . . ,Ck
in Rt such that the sum of the squared distance between each point xi and its nearest cluster center Cl is
minimized8. Speciﬁcally:
minC1,...,Ck
m∑
i=1
min
l=1,...,k
(
1
2
‖xi − Cl‖
)
(1)
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By9 Lemma 2.1, Equation 1 is equivalent to the following problem where it is possible to remove the inner
min operator in Equation 1 by introducing “assignment” variables Yi,l, i = 1, . . . ,m, l = 1, . . . , k. Note that
Yi,l = 1 if data point xi is closest to center Cl (i.e. belongs to cluster l) and zero otherwise.
minimize
C,Y
m∑
i=1
k∑
l=1
Yi,l ·
(
1
2
‖xi − Cl‖
)
s.t.
k∑
l=1
Yi,l = 1, i = 1, . . . ,m,
Yi,l ≥ 0, i = 1, . . . ,m, l = 1, . . . , k.
(2)
Notice that m items can be grouped into k non-overlapping clusters by using t weekly sales ﬁgures to
compute the similarity measure in k-means algorithm. The similarity measure in this case is the Euclidian
distance, as seen in the objective function of Equation 2. Alternatively, overlapping clusters can also be
constructed without specifying the number of clusters i.e. k 10. However, it is more preferable to assign each
item to a unique cluster from a business point of view.
2.3. Constrained Clustering
By adding new constraints to k-means formulation, we can easily deﬁne a constrained k-means clus-
tering problem that incorporates item associations for ﬁnding the related item groups. The basic idea in
this type of item grouping is that the groups are composed of positively associated items and the negatively
associated items are placed into the diﬀerent groups. In some cases, minimum cluster size constraints can
also be put into eﬀect to prevent the sub-optimal local solutions of k-means algorithm, e.g. single points
forming some groups or even empty clusters. The positive associations (i.e. complementary relationships)
can be represented by must-link constraints and the negative associations i.e. substitution eﬀects can be
represented by cannot-link constraints.
There exists very eﬃcient network algorithms to solve the problem deﬁned in Equation 28. Must-link
and cannot-link constraints, as well as the minimum cluster size constraints, can easily be introduced to the
clustering problem deﬁned in Equation 2 as hard constraints, resulting Equation 3 of4. However, if must-link
and cannot-link constraints are introduced as hard constraints, it is very likely that the underlying clustering
problem will have no feasible solution at all for the large problems (depending on the parameter selection).
This is not a desirable outcome of a clustering algorithm. The algorithm should be able to produce the cluster
centers with as few constraint violations as possible. Lagrangian relaxation of the optimization problem can
be formulated to overcome the infeasibility problem4.
The methodology used for constrained clustering can be summarized in the following steps4. Notice
that the transactional datasetD is used for the association mining step and the constrained clustering is run
on a diﬀerent set of data, X, in which the item properties can be represented.
1. Determine Must-link Constraints. Apriori algorithm is run on the transactional datasetD to gener-
ate frequent item pairs (2-itemsets) with a minimum support value of min sup, and to determine the
set of must-link constraints i.e. {c=(i, j)} i, j = 1, . . . ,m.
2. Determine Cannot-link Constraints. The indirect association mining algorithm is run on D to
generate itemsets that have pairwise negative association and to determine the set of cannot-link con-
straints i.e. {c(i, j)} i, j = 1, . . . ,m.
3. Run the Constrained Clustering. Iterate the following steps (A, B, and C) to generate item clusters
until the solution converges:
A. Cluster Assignment. Let Ysi,l be a solution to Lagrangian relaxation of Equation 3 of
4 with Cl,s
ﬁxed.
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B. Cluster Update. Update Cl,s+1 as follows:
Cl,s+1 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m∑
i=1
Ysi,l xi
m∑
i=1
Ysi,l
if
m∑
i=1
Ysi,l > 0,
Cl,s otherwise.
(3)
C. s← s + 1
3. Empirical Study
In this section, the applicability of our proposed framework is demonstrated through a real world dataset,
used in our earlier work11,12, involving the store level retail sales data originating from a leading apparel
retail chain in our country. The complete sales, inventory and transshipment data belonging to a single
merchandise group (men’s clothes line) for the 2007 summer season, coming from all the stores of the retail
chain were available for this study. Some summary statistics from the dataset are given in Table 1. Further
information about the dataset can be found in11,12.
The typical business operations of an apparel retailer consist of the timely introduction of new items
throughout the season and the gradual reduction of their prices (i.e. markdowns) to generate continued
sales and to clear out unsold inventories. A typical item hierarchy for an apparel retailer might display the
following sequence: merchandise group, sub-merchandise group, category, model, and SKU. The items at
the SKU level are the ones which are sold directly to the customers. At the SKU level, each color and size
combination that belongs to a model is assigned a unique SKU number. A category is composed of similar
models; e.g. long sleeve shirts. A merchandise group can represent the whole item line for a gender and
age group; e.g. men’s clothing line. A sub-merchandise group divides this large group; while this particular
item hierarchy is a typical one, the hierarchy may vary from one retailer to another.
The SKU-level store data exhibits high variability, and the dataset has been aggregated at the model
level, which is the immediate parent of the SKU level. Sales transaction data consist of a collection of rows
generated by the sale, which include item numbers, their prices, a transaction identiﬁer, and a time stamp.
Positively and negatively associated item pairs can thus be discovered through mining the transactional sales
data. Price is an important factor for inﬂuencing the consumers’ purchase decisions of apparel items, and
markdown management (planning the schedule and levels of price discounts) is an indispensable tool for
increasing the proﬁtability of an apparel chain.
Out of the 716 models available in the dataset, the top 600 models have been selected according to
the sales threshold. Most of the sales consist of single-item purchases. The dataset contains 2,753,260
transactions with 4,376,886 item units sold. Technically it is hard to ﬁnd positive associations in sparse
data, and the sparsity of the data13 is very high around 99.74%.
Apriori algorithm was run to generate the frequent itemsets with a minimum support count of 100. All
the 600 items were found to be frequent. In our implementation, only the frequent 2-itemsets have been
investigated, and 3930 such pairs have been found. Thus frequent itemsets were used in the analysis, rather
than association rules.
The frequent pairs were then used for ﬁnding the negatively related pairs via indirect association mining.
Implementing indirect association mining resulted in 5,386 negatively associated itemsets, including the
mediator items. These itemsets were reduced to a set of 2,433 unique item pairs when the mediators were
removed. This indeed shows that a considerable portion of the item pairs in the dataset is negatively related
via more than one mediator item.
3.1. Finding Related Item Groups
Since our aim is to construct the linear regression models to forecast the weekly demands of the items
by means of time (i.e. week), the prices of items at the beginning of the each week, there is no need to use
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Table 2. Item Groups and Their Members Found by Diﬀerent Methods
Grp Associated Groups k-means Clustering Constrained Clustering
#1 10, 39, 43, 47 43 4, 7, 17, 18, 25, 27
#2 8, 22, 34, 35 10, 22, 39 24, 33, 49
#3 1, 49, 52, 54, 55 41 1, 15, 54, 55
#4 46, 48 46 13, 14, 16, 26, 29, 36, 51
#5 23, 41 2, 9, 11, 26, 31, 32, 37, 47, 19, 28, 50, 52
50, 52, 53
#6 19, 28, 32, 51 3, 4, 5, 6, 7, 12, 17 ,18, 3, 5, 6 ,12, 42, 44, 45
25, 27, 38, 40, 42, 44, 45
#7 4, 17, 18 1, 23, 48, 54 8, 21, 34, 35
#8 13, 30, 34, 35 2, 10, 22, 38, 39, 40, 43, 46, 48
#9 24, 33, 49 23, 30, 41
#10 8, 14, 15, 16, 19, 20, 21, 28, 9, 11, 20, 31, 32, 37, 47, 53
29, 36, 51, 55
the complete dataset, especially the data for the items whose prices seldom ﬂuctuate. This is especially true
for the basic items. Therefore, a ﬁltering scheme is used for determining a subset of items where item prices
may have greater eﬀects. Items are ﬁltered further according to their initial price, the diﬀerence between the
initial prices and the end of the season prices, number of weeks sold (i.e. item lifetime), and the coeﬃcient
of variation of the price to select a suitable subset. The ﬁltering scheme has yielded a subset that consists
of 55 items. These 55 items have seventy-nine pairwise relations among them i.e. there are 79 positive
and negative pairwise associations among these items in total. 41 of those associations are negative and the
remaining 38 are positive associations.
Three methods described in Section 2 are used to group those ﬁfty-ﬁve items. The results are reported
in Table 2. Item IDs that fall into the corresponding groups are given in Table 2. Note that the order of the
item IDs is equivalent to the lexicographic order of the item codes (names).
As expected, the heuristic grouping scheme is not able to group all the items; i.e. some of the items are
left alone by this heuristic. Only 24 out of 55 items are grouped by this heuristic into seven diﬀerent groups.
The weekly demand of the remaining 31 items can be modeled based on the individual item’s price and
time (i.e. value of the week). Notice that there are two groups that are composed of two items. Technically,
two items form a multi-item group, but the relations are restricted to the pairwise relations. If the pairwise
relations are suﬃcient, pairwise item associations could used without any further grouping. However, the
strength of multi-item can be seen at higher values of the cluster size.
On the other hand, k-means clustering ends up with three clusters that have only an item in each cluster.
This is not a desirable outcome. The number of clusters, k, is set to ten for both k-means and constrained
clustering as seen in Table 2. The cluster size changes between 1 and 15 for the k-means clustering. The
minimum cluster size, the parameter τ, is set to three in constrained clustering. Therefore the cluster size
changes between 3 and 12 for the constrained clustering. Both k-means and the constrained clustering are
implemented by using IBM ILOG OPL Studio at http://tinyurl.com/cu5txlg.
The results from k-means and the constrained clustering methods are compared in Table 3. Note that the
penalty parameter λ4 of Lagrangian relaxation is set to 1, 000, 000 in the constrained clustering experiments.
Therefore there is a signiﬁcant jump in the objective value of the constrained clustering in which eight must-
link and cannot link violations occurred totally. On the other hand, the total number of violations is 35 for
the k-means clustering. The actual objective value of the k-means clustering should be around 35M when
the constraints are considered.
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Table 3. Comparison of k-means and Constrained Clustering
Comparison k-means Constrained
Clustering Clustering
Objective Value 39,566 8,049,714
Min. Cluster Size Violations 3 None
Must-Link Violations 24 7
Cannot Link Violations 11 1
Table 4. Experimental Results
Underlying Average Std. Dev. Average Std. Dev.
Method R2 R2 RMSE RMSE
Single Item Models 0.65 0.17 169.8 101.9
Associated Group Heuristic 0.69 0.16 157.7 92.7
k-means Clustering 0.84 0.15 119.9 101.6
Constrained Clustering 0.81 0.14 128.5 96.8
3.2. Conducting Multi-variate Regression Analysis within Item Groups
As mentioned in Section 2, the models based on the related item groups achieve an indirect form of vari-
able selection method since the models are built only within the related item groups by regressing one item’s
demand against the remaining items’ data as well as the focal item’s data. Moreover, any variable selection
method will have less complexity when it is applied directly within the related item groups. For example,
assuming that k is evenly distributed among related item groups with minimum cluster size constraint then
the search space will cover k
( m
k +1
4
)
steps for the best four subset variable selection scheme for all the clusters.
Once the related groups are found as in the previous subsection, regression models can be built. For
practical reasons, the stepwise variable selection is chosen with the default parameter sets in SAS statistical
software. Four diﬀerent sets of experiments are conducted and the results are summarized in Table 4.
Besides the regression results from three diﬀerent item groupings, the linear regression models are built
based on the single items to compare our framework with existing approaches. Table 4 reports average
R2 (coeﬃcient of determination) and average root mean squared error (RMSE) as well as their standard
deviations across all the results. For computing the average values of associated group heuristic, single item
model result is used when that particular point was not assigned to any group.
As expected, the single item models cannot ﬁt the data as good as the other methods due to the limited
explanatory capacity. Recall that single item model uses only the corresponding item’s price and the time
(i.e. week). The idea of grouping items deﬁnitely helps the forecasting step as the results indicate higher
R2s and lower RMSEs for the multi-item groups. The best grouping scheme turned out to be k-means
clustering in our experiments. However, it should be considered that constrained clustering may result in
evenly distributed clusters - in terms of number of points falling into each cluster. In many cases, k-means
clustering may result in lopsided clusters meaning that some clusters may have too many points in them
but the rest of the clusters may have very few points in them. This may result in poor forecasting, variable
selection, and overﬁtting problems in large clusters. Only 55 products are used in the experiments, but there
might be thousands of items in practice and this could create the overﬁtting problem easily for the large
clusters.
4. Concluding Remarks
A retail forecasting framework is introduced in this paper, based on the item groups derived from the
similarities of the sales ﬁgures and the item association constraints extracted from the complementary and
the substitution eﬀects. Constrained clustering is used for ensuring that the item association constraints
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are satisﬁed as much as possible, while maximizing the similarities based on the sales ﬁgures within each
group. Item demands within each group are estimated by using linear regression models, where the prices
of the items as well as the time (i.e. week) are used as the explanatory variables. Building regression models
within each item group (cluster) can be considered as a form of variable selection method and local learning.
Linear regression models are used throughout the paper for their simplicity to compare various grouping
schemes studied in this paper. Our results indicate that grouping the items and then forecasting the demand
within each group is superior to the single item demand forecasting. Of course, more elaborate and more
advanced techniques such as neural networks, SVM regression and even autoregressive models could be
utilized in an extended study. Similar results should be expected across the modeling alternatives since
grouping plays an important role as a variable selection method. Our primary goal was to show the applica-
bility of the idea that grouping items before conducting a forecasting study improves the forecasting results
within these groups, even though aggregating the item demands was not considered in this study. This was
achieved through an empirical study with a real-world dataset from an apparel retail chain.
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