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Abstract. Exponential family plays an important role in information
geometry. In [TY18], we introduced a method to construct an exponential
family P = {pθ}θ∈Θ on a homogeneous space G/H from a pair (V, v0).
Here V is a representation of G and v0 is anH-fixed vector in V . Then the
following questions naturally arise: (Q1) when is the correspondence θ 7→
pθ injective? (Q2) when do distinct pairs (V, v0) and (V
′, v′0) generate the
same family? In this paper, we answer these two questions (Theorems 1
and 2). Moreover, in Section 3, we consider the case (G,H) = (R>0, {1})
with a certain representation on R2. Then we see the family obtained
by our method is essentially generalized inverse Gaussian distribution
(GIG).
Keywords: exponential family · representation theory · homogeneous
space · generalized inverse Gaussian distribution
1 Introduction
Let G be a Lie group and H its closed subgroup. In [TY18], we introduced a
method to construct an exponential family P = {pθ}θ∈Θ on the homogeneous
space X := G/H from (V, v0). In this paper, we answer two natural questions
on our method.
1.1 Correspondence parameters and probability measures
In the theory of exponential family, “minimal representation” is important ([BN70]).
If an exponential family is realized by “minimal representation”, then we obtain
one-to-one correspondence between the parameter space and the family of prob-
ability measures, which enable us to make use of the family. Moreover, from the
perspective of information geometry, the correspondence is used as a coordinate.
Then we would like to consider the following:
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Question 1. When is the following correspondence injective?
Θ ∋ θ 7→ pθ ∈ P . (1.1)
We want to answer this question for families obtained by our method. We give
a necessary and sufficient condition for the injectivity of (1.1) in Theorem 1.
It is, however, a little bit difficult to check. So, we will see the following easier
equivalent conditions (A) and (B) are necessary.
(A) The orbit Gv0 is not contained in any proper affine subspace of V .
(B) (1) v0 is cyclic,
(2) V ∨ has no nonzero G-fixed vector.
In the case where G is compact or connected semisimple, they are also sufficient
(see Remark 2).
1.2 Equivalence relation
Our method in [TY18] constructs an exponential family from a pair (V, v0). In
some cases, the same exponential family comes from distinct pairs (V, v0) and
(V ′, v′0). To reduce the choice of (V, v0), it is useful to give an answer to the
following question.
Question 2. When do distinct pairs (V, v0) and (V
′, v′0) generate the same fam-
ily?
We give an answer to this question in Theorem 2. More precisely, we introduce
an equivalence relation on the set of pairs {(V, v0)} and show that two families
obtained by (V, v0), (V
′, v′0) coincide if (V, v0) ∼ (V ′, v′0).
2 Main theorems
2.1 Method introduced in [TY18]
Before stating our main results, we recall the method introduced in [TY18]. Let
G be a Lie group and H its closed subgroup. Then the quotient space X := G/H
naturally equips manifold structure, which is called the homogeneous space of G.
Let V be a finite dimensional real vector space, and ρ : G → GL(V ) a Lie
group homomorphism. Then the pair V := (ρ, V ) is called a representation of
G. We often use simpler notation gv := ρ(g)v for g ∈ G and v ∈ V .
A vector v0 ∈ V is said to be H-fixed if hv0 = v0 for any h ∈ H . We denote
by V H the linear subspace consisting of all H-fixed vectors. Let (V, v0) be a pair
of representation of G and an H-fixed vector.
We put
Ω0(G,H) := {χ : G→ R>0 | χ is a continuous group homomorphism, χ|H = 1},
(2.1)
logΩ0(G,H) := {logχ : G→ R | χ ∈ Ω0(G,H)}. (2.2)
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Take a relatively G-invariant measure µ on X . Then we define a measure p˜θ on
X parameterized by V ∨ ×Ω0(G,H) as follows:
dp˜θ(x) = dp˜ξ,χ(x) := exp(−〈ξ, xv0〉)χ(x)dµ(x) (x ∈ X), (2.3)
where θ = (ξ, χ) ∈ V ∨ ×Ω0(G,H).
Remark 1. Since v0 is H-fixed, the notion xv0 in (2.3) is well-defined. Owing to
χ|H = 1, the notion χ(x) is also well-defined for χ ∈ Ω0(G,H).
Then we consider the normalization of the measures above. Put
Θ := {θ = (ξ, χ) ∈ V ∨ ×Ω0(G,H) |
∫
X
dp˜θ <∞}, (2.4)
ϕ(θ) := log
∫
X
dp˜θ (θ ∈ Θ), (2.5)
dpθ := e
−ϕ(θ)dp˜θ. (2.6)
Then we obtain a family of distributions on X as follows:
P := {pθ}θ∈Θ. (2.7)
This is an exponential family if Θ 6= ∅ ([TY18]).
2.2 Correspondence
In this section, we give an answer to Question 1. Namely, we state a criterion
of the injectivity of the correspondence (1.1). Moreover, we also give necessary
conditions, which one can easily check (Proposition 1)
Theorem 1. In the setting as in Section 2.1, the following three conditions are
equivalent:
(i) The correspondence Θ ∋ θ 7→ pθ ∈ P is injective.
(ii) There does not exist ξ ∈ V ∨ \ {0} such that fξ ∈ logΩ0(G,H).
(iii) There does not exist a triple (ξ, χ, c) ∈ (V ∨ \ {0})×Ω0(G,H)×R satisfying
〈ξ, gv0〉 = logχ(g) + c for any g ∈ G.
Here, fξ(g) := 〈ξ, gv0 − v0〉 for g ∈ G.
We prove this theorem in Section 4.2.
Moreover, we also give necessary conditions for the injectivity of (1.1). To
state them, we prepare the notion of cyclic.
Definition 1 (cyclic).We say a vector v ∈ V is cyclic if span{gv | g ∈ G} = V .
Proposition 1. If the correspondence (1.1) is injective, then the following equiv-
alent conditions (A) and (B) are satisfied. Namely, ((1.1) is injective)⇒ (A) ⇔
(B).
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(A) The orbit Gv0 is not contained in any proper affine subspace of V .
(B) (1) v0 ∈ V is cyclic,
(2) ρ∨ : G→ GL(V ∨) has no nonzero G-fixed vector.
Here ρ∨ is the contragredient representation of G. Moreover, in the case where
Ω0(G,H) = {1}, the converse implication also holds.
We prove this proposition in Section 4.3
Remark 2. In the case where G is compact or connected semisimple, we have
Ω0(G,H) = {1}. See [TY18] for the details.
2.3 Equivalence
We use the same notation as in Section 2.1. In this subsection, we give an answer
to Question 2. To state it, we introduce the notations V˜(G) and V˜(G,H).
Definition 2. We put
V˜(G) := {(V, v0) | V is a finite dimensional real representation of G, v0 ∈ V is cyclic},
V˜(G,H) := {(V, v0) ∈ V˜(G) | v0 ∈ V H}.
We say elements (V, v0) and (V
′, v′0) in V˜(G) are equivalent if there exists a
G-equivariant linear isomorphism ψ : V → V ′ such that ψ(v0) = v′0 and denote
it by (V, v0) ∼ (V ′, v′0). This is an equivalence relation on V˜(G). By definition,
this is also an equivalence relation on V˜(G,H).
Theorem 2. Equivalent elements in V˜(G,H) generate the same family by our
method.
We prove this theorem in Section 4.4.
Remark 3. From Theorem 2, in the special case dimV H = 1, the choice of v0
is essentially unique. In the next section, we also see an example in which the
choice of v0 is essentially unique even if dimV
H > 1.
3 Generalized inverse Gaussian distribution
Throughout this section, we put G = R>0, H = {1} and V = R2, and consider
a representation ρ : G→ GL(V ) given by ρ(g) =
(
g
g−1
)
for g ∈ G. We answer
Questions 1 and 2 for this case.
We consider the following two cases.
(Case 1) In the case where
(
r
s
)
∈ V H = V with r = 0 or s = 0:
Vectors
(
r
0
)
,
(
0
s
)
are not cyclic. Therefore the obtained families have “unessen-
tial parameters”.
(Case 2) In the case where
(
r
s
)
∈ V H with r 6= 0 and s 6= 0:
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Proposition 2. The pairs (V,
(
r
s
)
) with r 6= 0 and s 6= 0 are equivalent each
other. Moreover, we obtain the family {dpa,b,λ}(a,b,λ)∈Θ of GIG (3.1) by applying
our method to (V,
(
r
s
)
), where Θ = {(a, b, λ) ∈ R3 | (a, b, λ) satisfies (3.2)}.
Definition 3 (Generalized inverse Gaussian distribution. See [J82] for
the details). The following distribution on R>0 is called generalized inverse
Gaussian distribution.
ca,b,λx
λ−1e−(ax+b/x)/2dx (x ∈ R>0), (3.1)
where dx denotes Lebesgue measure on R>0, and (a, b, λ) satisfies one of the
following three conditions:
(i) a > 0, b > 0, (ii) a > 0, b = 0, λ > 0, (iii) a = 0, b > 0, λ < 0. (3.2)
Here ca,b,λ is the normalizing constant given as follows, respectively.
(i)
(a/b)
λ
2
2Kλ(
√
ab)
, (ii)
1
Γ (λ)
(a
2
)λ
, (iii)
1
Γ (−λ)
(
b
2
)−λ
, (3.3)
where Kλ is the modified Bessel function of the second kind with index λ.
Proof (Proposition 2). Put v0 :=
1
2
(
1
1
)
. For r, s 6= 0, a G-linear isomorphism(
2r 0
0 2s
)
∈ GL(V ) gives (V, v0) ∼ (V,
(
r
s
)
), which implies the former part.
For the latter part, it is enough to show the case (V, v0) by Theorem 2. It is
easily checked that Ω0(G,H) = {x 7→ xλ | λ ∈ R}. Take a relatively invariant
measure dxx on R>0. We identify (R
2)∨ with R2 by taking the standard inner
product. Then we have
dp˜a,b,λ(x) := exp(−〈
(
a
b
)
,
(
x
x−1
)
v0〉)xλ dx
x
(
(
a
b
)
∈ R2)
= exp(−(ax+ bx−1)/2)xλ−1dx.
We get Θ = {θ = (a, b, λ) ∈ R3 | (a, b, λ) satisfies (3.2)}. By normalizing these
distributions, we obtain the desired family of GIG (3.1).
Finally, let us check the injectivity of the correspondence (1.1). For (a, b, c, λ) ∈ R4,
axg + byg−1 = λ log g + c for any g ∈ G
holds only if (a, b, c, λ) = 0. Thus, the condition (iii) of Theorem 1 is satisfied.
4 Proof of main theorems
In this section, we give proofs to Theorems 1 and 2 and Proposition 1.
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4.1 Preliminary
In this subsection, we prepare some notations for proofs in the following sections.
Let G be a Lie group, H a closed subgroup of G and V a finite dimensional real
vector space.
Notation 3 We denote by C(G) the vector space consisting of all R-valued
continuous functions on G. The constant function 1 is an element of C(G).
The space C(G) admits the left and right regular representations L, R : G →
GL(C(G)), respectively. We put C(G)H := {f ∈ C(G) | Rhf = f for any h ∈
H}.
Remark 4. The set logΩ0(G,H) is a subspace of C(G) (see (2.2)). For f ∈
C(G), the condition f ∈ logΩ0(G,H) is equivalent to the pair of the following
conditions:
(a) f(h) = 0 for any h ∈ H ,
(b) f(gg′) = f(g) + f(g′) for any g, g′ ∈ G.
Notation 4 We denote by ev the evaluation map. We identify V with (V ∨)∨
canonically as follows:
V → (V ∨)∨, x 7→ evx . (4.1)
Let W be a subspace of V . Then we put
W⊥ := {f ∈ V ∨ | 〈f, w〉 = 0 for any w ∈W}. (4.2)
Notation 5 For a representation ρ : G→ GL(V ), we denote the contragredient
representation by ρ∨ : G → GL(V ∨). We often use simpler notation g∨ξ :=
ρ∨(g)ξ for g ∈ G and ξ ∈ V ∨. Then, the following equality holds:
〈g∨ξ, v〉 = 〈ξ, g−1v〉 (g ∈ G, v ∈ V, ξ ∈ V ∨). (4.3)
4.2 Proof of Theorem 1
Proof (Theorem 1). We are enough to show ¬(ii)⇒ ¬(iii)⇒ ¬(i)⇒ ¬(ii).
First, we see ¬(ii)⇒ ¬(iii). Take ξ ∈ V ∨ \ {0} such that fξ ∈ logΩ0(G,H).
Then there exists χ ∈ Ω0(G,H) such that 〈ξ, gv0 − v0〉 = 〈ξ, gv0〉 − 〈ξ, v0〉 =
logχ(g) for any g ∈ G, so ¬(iii) is proved.
Next, we see ¬(iii)⇒ ¬(i). Assume there exist ξ ∈ V ∨ \ {0}, c ∈ R and χ ∈
Ω0(G,H) satisfying 〈ξ, gv0〉 = logχ(g)+c for any g ∈ G. Take any θ1 = (ξ1, χ1) ∈
Θ and put θ2 := (ξ1 + ξ, χ1χ) ∈ V ∨ × Ω0(G,H). It is enough to show that
θ2 ∈ Θ and pθ1 = pθ2. This comes from dp˜θ2(x) = e−〈ξ1+ξ,xv0〉χ1(x)χ(x)dµ(x) =
e−〈ξ,xv0〉+logχ(x)e−〈ξ1,xv0〉χ1(x)dµ(x) = e
−cdp˜θ1(x).
Finally, we see ¬(i)⇒ ¬(ii). Assume two distinct elements θ1 = (ξ1, χ1) and
θ2 = (ξ2, χ2) ∈ Θ satisfy pθ1 = pθ2 . Put ξ := ξ2 − ξ1. It is enough to show the
following:
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Claim. ξ 6= 0 and fξ ∈ logΩ0(G,H).
From pθ1 = pθ2 , we have for almost every x ∈ X ,
exp(−〈ξ1, xv0〉+ logχ1(x) − ϕ(θ1) + 〈ξ2, xv0〉 − logχ2(x) + ϕ(θ2)) = dpθ1
dpθ2
(x) = 1.
Therefore we have
〈ξ, gv0〉+ ϕ(θ2)− ϕ(θ1) = logχ2(g)− logχ1(g) ∈ logΩ0(G,H). (4.4)
From Remark 4(a), we have ϕ(θ2)−ϕ(θ1) = −〈ξ, v0〉, that is, fξ ∈ logΩ0(G,H).
Moreover, from (4.4) and θ1 6= θ2, we obtain ξ 6= 0.
4.3 Proof of Proposition 1
In this subsection, we prove Proposition 1 by using Lemma 1 below.
Lemma 1. For ξ ∈ V ∨ \ {0}, we consider the following three conditions:
(i) g∨ξ = ξ for any g ∈ G,
(ii) fξ = 0 (see Theorem 1 for the definition of fξ),
(iii) there exists c ∈ R satisfying Gv0 ⊂ {v ∈ V | 〈ξ, v〉 = c}.
Then, we have (i)⇒(ii)⇔(iii). Moreover, under the assumption that v0 is cyclic,
the implication (iii)⇒(i) also holds.
Proof. Since the implications (i)⇒(ii)⇔(iii) are easy, we prove only the impli-
cation (iii)⇒(i) under the assumption that v0 is cyclic. Take any g ∈ G. It is
enough to show that 〈g∨ξ, g′v0〉 = 〈ξ, g′v0〉 for any g′ ∈ G. From (4.3), we have
〈g∨ξ, g′v0〉 = 〈ξ, g−1g′v0〉 = c = 〈ξ, g′v0〉.
Proof (Proposition 1). First, note that we have the following three easy impli-
cations (a), (b) and (c):
(a) ¬(A)⇐⇒ there exists ξ ∈ V ∨ \ {0} satisfying Lemma 1(iii),
(b) ¬(B)(2)⇐⇒ there exists ξ ∈ V ∨ \ {0} satisfying Lemma 1(i),
(c) (A) =⇒ v0 is cyclic.
Therefore, the equivalence (A)⇔(B) comes from Lemma 1.
Next, the implication ((1.1) is injective)⇒(A) follows from (a). In fact, the
condition Theorem 1(ii) fails if there exists ξ ∈ V ∨ \ {0} satisfying Lemma 1(ii).
Finally, assume Ω0(G,H) = {1}. The converse implication above also holds.
So, (A) implies the injectivity of (1.1).
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4.4 Proof of Theorem 2
We show Theorem 2 by using Lemmas 2 and 3 below. We prove Lemma 2 in the
next subsection.
Proof (Theorem 2). It is enough to show that {g 7→ 〈ξ, gv0〉 | ξ ∈ V ∨} = {g 7→
〈ξ′, gv′0〉 | ξ′ ∈ V ′∨} as a subspace of C(G)H if (V, v0), (V ′, v′0) ∈ V˜(G,H) are
equivalent. This follows from Lemmas 2 and 3 below.
Lemma 2. Put
V(G) := V˜(G)/ ∼,
W(G) := {W ⊂ C(G) | W is a finite dimensional LG-invariant subspace}.
The following map gives a one-to-one correspondence.
V(G)→W(G), (V, v0) 7→ η(V ∨), (4.5)
where
η := ηV,v0 : V
∨ → C(G), ξ 7→ (g 7→ 〈ξ, gv0〉). (4.6)
Lemma 3. Let H be a closed subgroup of G. Suppose (V, v0) ∈ V(G) corresponds
to W ∈ W(G) in Lemma 2. Then v0 is H-fixed if and only if any element w ∈W
is RH-fixed.
Proof. We have
the function η(ξ) : G→ R is RH -fixed for any ξ ∈ V ∨,
⇐⇒ 〈ξ, ghv0〉 = 〈ξ, gv0〉 for any g ∈ G, h ∈ H and ξ ∈ V ∨,
⇐⇒ ghv0 = gv0 for any g ∈ G and h ∈ H,
⇐⇒ v0 is H-fixed.
4.5 Proof of Lemma 2
In this subsection, we prove Lemma 2. To show this lemma, we use Lemmas 4
and 5 below.
Lemma 4 (property of η). The map η : V ∨ → C(G) defined in (4.6) satisfies
the following:
(1) η is a G-equivariant linear map,
(2) v0 is cyclic if and only if η is injective,
(3) (V, v0) ∼ (V ′, v′0)⇒ η(V ∨) = η′(V ′∨), where η = ηV,v0 and η′ = ηV ′,v′0 .
We give a proof of this lemma at the end of this subsection.
Lemma 5. Let W ⊂ C(G) be a finite dimensional LG-invariant subspace. Then
v0 := eve |W ∈ W∨ is L∨G-cyclic in W∨.
On a method to construct exponential families by representation theory 9
Proof. Put E := span{L∨g v0 | g ∈ G} ⊂ W∨. It is enough to show E⊥ = {0}.
Take any function f ∈ E⊥, then we have f(g) = (Lg−1f)(e) = 〈v0, Lg−1f〉 =
〈L∨g v0, f〉 = 0. Therefore, we obtain f = 0.
Proof (Lemma 2). From Lemmas 4(1) and 5, the following maps are well-defined:
Φ : V˜(G)→W(G), (V, v0) 7→ η(V ∨), (4.7)
Ψ :W(G)→ V˜(G), W 7→ (W∨, eve |W ). (4.8)
Then it is enough to show the following:
(a) (V, v0) ∼ (V ′, v′0) in V˜(G)⇒ Φ(V, v0) = Φ(V ′, v′0),
(b) Φ ◦ Ψ = idW(G),
(c) Ψ ◦ Φ(V, v0) ∼ (V, v0) in V˜(G) for (V, v0) ∈ V˜(G).
First, the condition (a) follows from Lemma 4(3).
Next, we show the condition (b). LetW be an element ofW(G). Since we have
Ψ(W ) = (W∨, eve |W ), we get Φ ◦ Ψ(W ) = {g 7→ 〈ξ, L∨g (eve |W )〉 | ξ ∈ (W∨)∨}.
Then, we have
〈ξ, L∨g (eve |W )〉 = (L∨g (eve |W ))(ξ) = (eve |W )(Lg−1ξ) = (Lg−1ξ)(e) = ξ(g).
Therefore, we obtain Φ ◦ Ψ(W ) =W .
Finally, we show the condition (c). Let (V, v0) be an element of V˜(G). Put
W := η(V ∨) and (V ′, v′0) := Ψ ◦ Φ(V, v0) = Ψ(W ) = (W∨, eve |W ). Since η∨ :
W∨ → (V ∨)∨ is a G-linear isomorphism by Lemma 4(1) and (2), it is enough to
show that η∨(eve |W ) = v0. For any ξ ∈ V ∨, we have
〈ξ, η∨(eve |W )〉 = 〈η(ξ), eve |W 〉 = η(ξ)(e) = 〈ξ, v0〉. (4.9)
Therefore, we obtain η∨(eve |W ) = v0.
Proof (Lemma 4).
(1) Clearly, η is a linear map. The G-equivariance of η follows from the definition
of the contragredient representation.
(2) Since η is linear, it is enough to show that v0 is cyclic if and only if ker η =
{0}. The condition ker η = {0} means that for ξ ∈ V ∨, 〈ξ, gv0〉 = 0 for any
g ∈ G implies ξ = 0. Therefore this is equivalent to the condition v0 is cyclic.
(3) Take a G-equivariant linear isomorphism ψ : V → V ′ with ψ(v0) = v′0. Then
it is enough to show η′ = η ◦ψ∨ : V ′∨ → C(G). For any ξ′ ∈ V ′∨ and g ∈ G,
η ◦ ψ∨(ξ′)(g) = 〈ψ∨ξ′, gv0〉 = 〈ξ′, ψ(gv0)〉 = 〈ξ′, gψ(v0)〉 = 〈ξ′, gv′0〉 = η′(ξ′)(g).
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