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                                                                         Abstract 
 
This paper is a review of some interesting results that has been obtained in the study of the quantum 
gravity partition functions in three-dimensions, in the Selberg zeta function, in the vanishing of 
cosmological constant and in the ten-dimensional anomaly cancellations. In the Section 1, we have 
described some equations concerning the pure three-dimensional quantum gravity with a negative 
cosmological constant and the pure three-dimensional supergravity partition functions. In the 
Section 2, we have described some equations concerning the Selberg Super-trace formula for 
Super-Riemann surfaces, some analytic properties of Selberg Super zeta-functions and multiloop 
contributions for the fermionic strings. In the Section 3, we have described some equations 
concerning the ten-dimensional anomaly cancellations and the vanishing of cosmological constant. 
In the Section 4, we have described some equations concerning p-adic strings, p-adic and adelic 
zeta functions and zeta strings. In conclusion, in the Section 5, we have described the possible and 
very interesting mathematical connections obtained between some equations regarding the various 
sections and some sectors of Number Theory (Riemann zeta functions, Ramanujan modular 
equations, etc…) and some interesting mathematical applications concerning the Selberg super-zeta 
functions and some equations regarding the Section 1. 
 
 
1. On some equations concerning the pure three-dimensional quantum gravity with a 
negative cosmological constant. [1] [2] 
 
This section is devoted to describing some explicit computations concerning the three-dimensional 
pure quantum gravity with negative cosmological constant. The classical action can be written 
 
 2 
                                               





+= ∫ 2
3 2
16
1
l
Rgxd
G
I
pi
.    (1.1) 
 
We describe the sum of known contributions to the partition function from classical geometries that 
can be computed exactly, including quantum corrections. Furthermore, we describe pure three-
dimensional supergravity partition functions. 
The automorphism group of AdS3 in ( )1,3SO , which is the same as ( ) 2/,2 ZCSL . We may write the 
metric on a dense open subset of AdS3 as  
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If we identify the real one-parameter subgroup  diag ( )bb ee −,   of  ( )CSL ,2  as the group of time 
translations, the AdS3 metric (1.2) can be put in the form 
 
                                             
222222 sinhcosh φrddrrdtds ++= ,    (1.3) 
 
with ∞<<∞− t ,  ∞<≤ r0 ,  and  piφ 20 ≤≤ .  
We write ( )τdcZ ,  for the contribution to the partition function of the manifold dcM , . Because the 
manifolds dcM ,  are all diffeomorphic to each other, the functions ( )τdcZ ,  can all be expressed in 
terms of any one of them, say ( )τ1,0Z , by a modular transformation. The formula is simply 
 
                                               
( ) ( ) ( )( )dcbaZZ dc ++= τττ /1,0, ,    (1.4) 
 
where a  and b  are any integers such that  1=− bcad . The partition function, or rather the sum of 
known contributions to it, is 
 
                                     ( ) ( ) ( ) ( )( )∑ ∑ ++==
dc dc
dc dcbaZZZ
, ,
1,0, / ττττ .    (1.5) 
 
This formula shows that the key point is to evaluate ( )τ1,0Z . In the most naive semiclassical 
approximation, ( )τ1,0Z  is just  ( )I−exp , where I  is the classical action. Hence, we can write also 
the following expression 
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The full action includes the Gibbons-Hawking boundary term, which has the opposite sign of the 
Einstein-Hilbert term (1.1). This extra term removes the divergence, and one arrives at a finite 
(negative) answer for the action of 1,0M : 
 
                                                            τpi Im4 kI −=     (1.6) 
 
where Gk 16/l= . Hence, we can write also the following equation 
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Therefore, in this approximation, we have 
 
                                                              
( ) kqqZ −≅τ1,0 .    (1.7) 
 
Three-dimensional pure gravity with the Einstein-Hilbert action (1.1) is dual to a conformal field 
theory with central charge kGcc RL 242/3 === l . For our purposes, we simply parametrize the 
theory in terms of 24/24/ RL cck == . Hence, we have the following connection: 
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Let 0L  and 0
~L  be the Hamiltonians for left- and right-moving modes of the CFT. They are related 
to what we have called H  and J  by 
 
                                                  00
~LLH += ;    00
~LLJ −= .    (1.8) 
 
The CFT ground state has 24/0 LcL −= ,  24/
~
0 RcL −= , or in the present context  kLL −== 00
~
. 
Equivalently, this state has  kH 2−= ,  0=J . Its contribution to  
 
                                              ( ) ( )( )JiHTr τpiτpi Re2Im2exp +−  
 
is    
                                                             
( ) kqqk −=τpi Im4exp , 
 
as in eqn. (1.7). If nL  and nL
~
 are the left- and right-moving modes of the Virasoro algebra, then a 
general such state is 
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with non-negative integers mn vu , . 
A state of this form is an eigenstate of 0L  and 0
~L  with  ∑
∞
=
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20 n n
nukL ,  ∑
∞
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20
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m m
mvkL . 
The contribution of these states to the partition function is then 
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It is convenient to introduce the Dedekind η  function, defined by 
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Eqn. (1.10) can then be rewritten 
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The known contributions to the partition function of pure gravity in a spacetime asymptotic to AdS3 
come from smooth geometries dcM , , where c  and d  are a pair of relatively prime integers. Their 
contribution to the partition function, including the contribution from the Brown-Henneaux 
excitations, is  
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The summation in (1.13) is over all relatively prime c  and d  with 0≥c . Since ( )τ1,0Z  is invariant 
under 1+→ττ , the summand in (1.13) is independent of the choice of a  and b  in (1.14). This 
sum over c  and d  in (1.13) should be thought of as a sum over the coset ( ) ZZPSL /,2 , where Z  is 
the subgroup of ( ) ( ) { }1/,2,2 ±= ZSLZPSL  that acts by n+→ττ , Zn ∈ . Given any function of τ , 
such as ( )τ1,0Z , that is invariant under 1+→ττ , one may form a sum such as (1.13), known as a 
Poincaré series. The function  ( )2Im τητ  is modular-invariant. We can therefore write ( )τZ  as a 
much simpler-looking Poincaré series, 
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where ( ) γ...  is the transform of an expression ( )...  by γ . 
Now we see what we need to analyze the following sum 
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make the analytic continuation, and determine if the partition function Z  is physically sensible. 
We define ncdd += ' , where n  is an integer and 'd  runs from 0 and 1−c . We may separate out the 
sum over n  in (1.17) to get 
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Hence, we can write the following equation 
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The first term in eqn. (1.18) comes from 1,0 == dc .  
The Poisson summation formula allows us to turn the sum over n  into a sum over a Fourier 
conjugate variable nˆ   
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where ( )ndcf ˆ,',ˆ  is the Fourier transform 
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We have written the integral in terms of a shifted integration variable 
c
d
xnt
'
++= . Upon Taylor 
expanding the exponential that appears in the integral and introducing ytT /= , we get 
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For a given 'd , such an a  exists if and only if 'd  lies in the set ( )∗cZZ /  of residue classes cmod  
that are invertible multiplicatively. So, dropping the prime from 'd , we may write the sum over that 
variable as 
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where ( )∗− ∈ cZZd /1  is the multiplicative inverse of d . This sum is known as a Kloosterman sum. 
Rearranging the sums in (1.18), we have also 
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Here we have defined the integral 
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Hence, we have also the following equation 
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Note that (1.25) is independent of x , so that (1.24) has the form of a Fourier expansion in x  with 
Fourier coefficients ( )µκ ,,
ˆ
sEn  given by (1.25). These Fourier coefficients are typically 
complicated functions of y , since the integral (1.26) depends on y .  
Now we consider the Fourier mode which is constant in x , i.e. the 0ˆ =n  term in (1.24). In this case 
the integral (1.26) is independent of y , and may be evaluated explicitly. For 0=µ , the result can 
be expressed in terms of Γ  functions 
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while for 1±=µ , we require also hypergeometric functions 
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When 0=m , this formula simplifies to 
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The sum over c  may also be evaluated exactly. For 0=µ  this evaluation involves the Kloosterman 
sum ( )cS ;0,0 ; from the definition (1.23), one can see that ( )cS ;0,0  is equal to the Euler function 
( )cφ , which is defined as the number of positive integers less than c  that are relatively prime to c . 
The sum over c  is a standard one 
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We note that the eqs. (1.27), (1.28) and (1.29) can be related with the Selberg zeta-function for the 
modular group. 
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The Selberg zeta-function was introduced by Atle Selberg in the 1950s. It is analogous to the 
famous Riemann zeta function  
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sp
s
1
1ζ ,    (1.30b) 
 
where P  is the set of prime numbers. The Selberg zeta-function uses the lengths of simple closed 
geodesics instead of the prime numbers. 
For the case where the surface is 2\ HΓ , where Γ  is the modular group, the Selberg zeta-
function is of special interest. For this special case the Selberg zeta-function is intimately 
connected to the Riemann zeta-function. In this case the scattering matrix is given by: 
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In particular, we see that if the Riemann zeta-function has a zero at 0s , then the scattering matrix 
has a pole at 2/0s , and hence the Selberg zeta-function has a zero at  2/0s . 
Thence, we have the following interesting mathematical connections: 
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For 1±=µ , the Kloosterman sum becomes a special case of what is known as a Ramanujan’s 
sum: 
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Here ( )cµ  is the Mobius function, which is defined as follows: ( ) 0=cµ  if c  is not square-free, 
while if c  is the product of k  distinct prime numbers, then ( ) ( )kc 1−=µ . The sum over c  is given 
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The exact expression for the x  independent part of our Poincaré series (1.18) is: 
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If we take the 0=µ  case, we find that the coefficients ( )µκ ,,swm  are given by 
 
                                      ( ) ( )( ) ( )
m
mm
m
mmm
m
w κζ
ζpi
κ
122/1
220,,2/1
2/1
++Γ
=
+
.    (1.32) 
 
To evaluate the 1±=µ  terms, note that at 2/1=s  the first two arguments of the relevant 
hypergeometric function appearing in (1.28) are integers. This means that the formula (1.28) 
simplifies considerably at 2/1=s - it is just a polynomial in κ . It is 
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where ( )κmT  denotes a Chebyshev polynomial of the first kind. So the coefficients appearing in 
(1.31) are 
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Also the eqs. (1.32), (1.33) and (1.34) can be related with the eq. (1.30c). 
Now we will consider the 0ˆ ≠n  terms. For 0=µ  and 0ˆ ≠n , the integral  
(1.26) is a K-Bessel function 
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The Kloosterman sum is now the general case of Ramanujan’s sum 
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We will simply quote the answer for the sum over c  
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Taking 2/1=s  gives a Fourier coefficient of the regularized partition function. Consider first the 
0=m  term. For 0ˆ =n , this was the dangerous term in the analytic continuation, but for 0ˆ ≠n , it 
simply vanishes, because the ( )s2ζ  in (1.37) has a pole at 2/1=c , causing the Kloosterman sum to 
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vanish, and – unlike the 0ˆ =n  case – the integral (1.35) is finite at 2/1=s . The other terms are 
non-zero, and give 
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Each term in the sum over m  vanishes for large y  as yne ˆ2pi− . 
However, when 0≠µ , the sum over c   
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though of considerable number-theoretic interest, cannot be expressed in terms of familiar number-
theoretic functions such as the Riemann zeta function. The sum (1.39) defines a meromorphic 
function on the complex s  plane. This function is essentially the Selberg zeta function 
associated to the modular domain ( )ZSLD ,2/Η= . When we take 2/1=s , the function (1.39) 
remains regular for elementary reasons if 0>m . Indeed, one can see directly that the sum 
converges for these values, by noting from the definition of the Kloosterman sum (1.23) that 
( ) ccnS ≤,,ˆ µ . 
The sum over geometries, if we take account of only the classical action and not the one-loop 
correction, is 
                                                 ( ) { }∑=∗
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,
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The necessary s -dependent function was already introduced in eqn. (1.17); ( )τ∗Z  is formally given 
by the function ( )0,,ksE  at 0=s : 
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0
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∗
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However, as an analytic function in s , ( )0,,ksE  has a pole at 0=s . To see this, consider the 
expansion (1.31) of the part of ( )0,,ksE  which is constant in x . The 0=m  term in this sum 
vanishes, because of the pole in ( )sΓ  at 0=s . The 1=m  term gives 
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which has a pole at 0=s  coming from the harmonic series ( ) ∞=1ζ .  
We note that also the eq. (1.42) can be related with the eq. (1.30c), i.e. the Selberg zeta function for 
the modular group: 
 
                       
( ) ( )
( ) ( ) ⇒Γ
−−Γ
ss
ss
2
122/1
ζ
ζ
pi
( ) ( )
( ) ( ) ( )1122
2/121
−Ο+
+Γ+
+Γ+ y
ss
ss
ζ
ζ
pi .    (1.42b) 
 
Now we recall some properties of the modular invariant ( )τJ . The J  function has a q -expansion 
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                                                ( ) ( )∑
−≥
++==
1
...1968841
m
m q
q
qmcJ τ  
 
where the coefficients ( )mc  are positive integers. As the ( )mc  are positive, it follows that J  obeys 
 
                                                                      ( ) ( )ττ −= JJ  
 
and so is real along the imaginary τ  axis. 
Although the exact form of ( )qJ  is quite complicated, in many cases the “tree-level approximation” 
 
                                                                        ...
1 +≈ −qJ  
 
is very useful. To this end, we note that for any given value of iyx +=τ , we have the bound 
 
                                  ( ) ( ) ( ) ( )∑∑
≥≥
−
−=≤=−
1
2
1
1
m
ym
m
m eiyJqmcqmcqJ piτ . 
 
The function ( )∑ ≥1m mqmc  depends only on y  and is a monotonically decreasing function of y , so 
in the fundamental domain D , it is bounded above by its value at 2/3=y , which is the minimum 
of y  in D . This value is 
                                                     
( ) 13352/3 3 ≈−= pieiJM . 
 
Note that  89531335 ⋅⋅=  , where 3, 5 and 89 are Fibonacci’s numbers. Furthermore, we have that 
 
                                        1335
2
15
2
15
715
715 ≅






 +
−






 +
=Φ−Φ . 
 
Thence, there exist the connection both Fibonacci’s numbers and aureo ratio.  
 
So in D , we have 
                                                                  ( ) MqJ ≤− −1τ . 
 
Applying the triangle inequality, it follows that, throughout D , we can bound the value of J  by 
 
                                                                 
( ) MeJ y +≤ piτ 2 .  
 
We will now consider the action of the Hecke operator nT  on J , defined by 
 
                                                 
( )( )∑∑−
=
+=
n
n nJJT
δ
δ
β
δβδτ
1
0
2/ .    (1.43) 
 
This is a new modular invariant function with an n -th order pole at ∞=q .  
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Let us first consider the 1=δ  term in (1.43), which is ( )σnJ . For any σ  in C , we can find an 
integer m  such that mn +σ  lies in the fundamental domain. This allows us to apply the following 
equation 
                                                         ( ) MeJ i ≤− − γτpiτ 2     (1.44) 
 
with στ n=  and mn += σγτ  to get 
 
                                                       ( ) MenJ in ≤− − σpiσ 2 .    (1.45) 
 
Now, consider the n=δ , 0=β  term in (1.43), which is ( )nJ /σ . Since σ  lies in C , we can find 
an integer m  such that mn +− σ/  lies in the fundamental domain. So we may apply (1.44), with 
n/στ =  and mn +−= σγ /  to get 
 
                                                     ( ) MenJ in ≤− − σpiσ /2/ .    (1.46) 
 
Using these two equations, we may apply the triangle inequality to (1.43) to get 
 
                              ( ) ∑ 




 +
+≤−− −− 2
/22
'2 δ
βδσ
σ σpiσpi
nJMeeJT ininn .    (1.47) 
 
We will now apply the following equation 
 
                                         
( ) M
dc
J dc +








+
≤ 2,
Im2
maxexp
τ
τpi
τ     (1.48) 
 
to each term on the right hand side of (1.47). Consider first the term with ,1, −== nn βδ  which is 





 −
n
J 1σ . We would like to apply (1.48) with 
n
1−
=
σ
τ , so we must ask what possible values 
dc +τ  can take for this value of τ . Now, since σ  lies on C , it follows that 11 >−σ  and hence 
n
n
/11 >−= στ . This implies that ndc /1≥+τ  for all possible choices of c  and d . Since 
ny /Im =τ , equation (1.48) gives 
 
                                                   Me
n
nJ ny +≤




 ++ piσ 21
.    (1.49) 
 
Let us consider the case where n=δ  and 10 −<< nβ , where we may apply (1.48) with 
n
βσ
τ
+
= . For this range of β , 2>+ βσ , so n/2>τ . Hence ndc /2>+τ  and (1.44) 
gives 
                                                      Me
n
J ny +≤




 + piβσ
.    (1.50) 
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Finally, we consider the cases where n<< δ1 . In this case we apply (1.48) with ( ) 2/δβδστ += n . 
The fact that σ  lies on C  implies that  2/3 δτ ndc >+ . So we end up with the bound 
 
                                                    Me
n
J
yn
+≤




 + 3
2piβσ
.    (1.51) 
 
Putting this all together, equation (1.47) becomes 
 
                           ( ) MnenneeeeJT ynnynyininn 23
2
22/22 +++≤−− −−
pi
pipiσpiσpiσ .    (1.52) 
 
The factors of n  and 2n  in (1.52) come from the simple fact that there are less than n  terms with 
n=δ , and less than 2n  terms with n<< δ1 . Multiplying both sides of (1.52) by nye pi2− , and using 
the fact that  σpiσpi inin ee 2/2 =−  for points on the curve C , this becomes 
 
                          ( ) nyynnynyn eMnennenxJeT pi
pi
pipi pi 223
4
22 12cos2 −
−
−− +++≤− .    (1.53) 
 
For the moment, we concentrate on the case 2≥n . Since 2/3≥y  for any point on C , we may 
evaluate this right hand side of (1.53) to get 
 
                                            ( ) 12.12cos22 ≤−− nxJeT nyn pipi .    (1.54) 
 
This formula is valid for any point on the arc C  and 2≥n .  
We have only proven the bound (1.54) for 2≥n . For 0=n , we define 10 =JT . So the bound (1.54) 
is trivial. For 1=n , we have JJT =1 . In this case we have the slightly weaker bound 
 
                                               ( ) ( ) 22.12cos22 ≤−− xeJ y piτ pi     (1.55) 
 
for points on C . We note that  
                                           







−
⋅=⋅≅⋅≅⋅=
2
152618033.02261.0222.1 φ  
 
hence the mathematical connection with the aurea section φ . 
We now describe the general case of a modular invariant partition function at level k : 
 
                                         ( ) ( )∑ ∑
∞
−=∆ −=∆
∆∆
∆
∆ ==
k k
k JTFqFZ
0
ττ     (1.56) 
 
where the ∆F  are non-negative integers and 1=−kF . As with ( )τJ , the fact that ( )τkZ  has real 
coefficients and is modular-invariant means that it is real on the imaginary τ  axis as well as on the 
boundary of the fundamental region D∂ . 
We have proved the estimate (1.54) for JTn  on C  with 2≥n . Along with the estimate (1.55) on 
C , this implies that for all 0≥n   
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                                               ( )( )nnyn EnxeJT += pipi 2cos22     (1.57) 
 
where nE  is an error term obeying 
                                                             22.1<nE .    (1.58) 
 
We note that   
                            22,161,02236066,12618033,02
2
152 =⋅≅=⋅=⋅






−
=⋅φ  
 
hence the mathematical connection with φ , i.e. with the aurea section. 
By simply adding up the inequalities (1.57) for kn ,...,0= , with coefficients nF− , and using the fact 
that 1=
−kF , we get a similar estimate for kZ : 
 
                 ( ) ( ) ( )( )∑
+−=∆
∆
∆+−
∆
− +∆+=−
0
1
22 2cos22cos2
k
yk
k
ky
k ExeFExkeZ pipi pipi .    (1.59) 
 
To bound the location of the zeroes of kZ , we must show that the right hand side is less than 2. 
Then the zeroes of kZ  will lie on C  and become dense in the large k  limit. For this to be the case, 
∆F  must not grow too quickly with ∆ . For example, assume that 
 
                                              
( )kAeF +∆∆ <
piα2
   for    0≤∆≤− k     (1.60) 
 
where α  and A  are positive constants. In this case 
 
              
( ) ( )( ) ( ) ( )∑ ∑ ∑
+−=∆ +−=∆ =
−
−−−∆+∆+−
∆
−
<<<
0
1
0
1 1
2/32
2/3222
1k k
k
n
nykyk
e
A
eAeAeF
αpi
αpiαpipi
.    (1.61) 
 
In the second line, we have used the fact that 2/3>y  on C . Since 
 
                                           ( ) 22.322cos2 <+≤+∆ ∆∆ EExpi ,    (1.62) 
 
it follows from (1.58) that 
 
                                  
( ) ( ) 122.32cos2 2/32
2
−
+≤−
−
−
αpi
pi pi
e
AExkeZ k
ky
k ,    (1.63) 
 
which is less than 2 for certain values of A  and α . In particular, using 22.1<kE  and setting 
1=A , we find that the right hand side is less than 2 provided that 
 
                                                                61.0≤α .    (1.64) 
 
We note that 
                                       22.361,122360678.3
2
1522 =⋅≅=





 +
⋅=⋅Φ , 
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hence the mathematical connection with Φ , i.e. with the aurea ratio.   
Now we describe the supergravity partition functions. 
In ordinary gravity, the thermal excitations of left-movers are obtained by acting on the ground state 
Ω  with Virasoro generators nL− , 2≥n . When the boundary theory has 1=Ν  supersymmetry, we 
can also act on Ω  with superconformal generators 2/1+−nG , 2≥n . Writing 2/
∗
− k  for the ground 
state energy, the partition function of left-moving excitations is therefore 
 
                                                          ∏∞
=
−
−
−
+∗
2
2/1
2/
1
1
n
n
n
k
q
qq .    (1.65) 
 
Including both left- and right-moving excitations, the contribution of 1,0M  to 
( ) ( )JiHTrqqF NS θβ −−= exp,   is 
 
                                                    
2
2
2/1
2/
1,0 1
1∏∞
=
−
−
−
+
=
∗
n
n
n
k
q
qqF .    (1.66) 
 
This formula can be justified exactly as for the bosonic case.  
The  NS partition function ( ) ( )JiHTrF NS θβτ −−= exp  corresponds to 2/1==νµ . This condition 
is invariant under the subgroup of ( )ZSL ,2  characterized by saying that dc +  and ba +  are both 
odd. If dc +  is odd, we can make ba +  odd by adding to ( )ba,  a multiple of ( )dc, . F , or at least 
the sum of known contributions to it, can therefore be computed by summing 1,0F  over modular 
images with dc +  odd: 
                                                          
( ) ( )∑
+
=
doddcdc
dcFF
,
,
ττ     (1.67) 
 
or equivalently 
                                               
( ) ( ) ( )( )∑
+
++=
doddcdc
dcbaFF
,
1,0 / τττ .    (1.68) 
 
It is also of interest to compute partition functions with other spin structures. However, the three 
even spin structures on Σ  are permuted by ( )ZSL ,2  and so the associated partition functions are not 
really independent functions. If we set 2/1,0 == νµ , we get  ( ) ( ) ( )JiHTrG FNS θβτ −−−= exp1 . 
The contribution of 1,0M  to this partition function is obtained by reversing the sign of all fermionic 
contributions in (1.66): 
                                                  
( )
2
2
2/1
2/
1,0 1
1∏∞
=
−
−
−
−
=
∗
n
n
n
k
q
qqG τ .    (1.69) 
 
The subgroup of ( )ZSL ,2  that preserves the conditions 2/1,0 == νµ  is characterized by requiring 
that b  should be even, which implies that a  and d  are odd. Hence 
 
                                 
( ) ( ) ( )( )∑ ∑ ++==
dodddc dodddc
dc dcbaGGG
, ,
1,0, / τττ ,    (1.70) 
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where for given dc, , we pick ba,  so that 1=− bcad  and b  is even. A modular transformation 
1: +→ ττT   exchanges ( ) ( )2/1,0, =νµ  with ( ) ( )2/1,2/1, =νµ , so in particular 
 
                                                   ( ) ( ) ( )21 +=+= τττ FGF ,    (1.71) 
 
and the summand in (1.70) does not depend on the choice of ba, .  
The Ramond partition function  ( )JiHTrK R θβ −−= exp   is computed from 0,2/1 == νµ , so 
 
                                                            ( ) ( )ττ /1−= GK .    (1.72) 
 
We will now compute the partition functions by summing over smooth geometries. We will 
consider the partition function  ( ) ( ) ( )JiHTrG FNS θβτ −−−= exp1 ,  as it is technically the simplest; 
the two other non-zero partition functions are then given by (1.71) and (1.72).  
From (1.69) and (1.70) we have 
 
                                           
( ) γτ ∑ ∏ 






−
−
=
≥
−
−
∗
dodddc n
n
n
k
q
qqG
,
2
2
2/1
1
1
.    (1.73) 
 
To understand the modular transformation properties of this sum, it is useful to rewrite the infinite 
product in terms of Dedekind eta functions. Using the identities 
 
                                                  ( ) ( )( )∏
∞
=
− −
=−
2
24/1
1 11
n
n qqq
τη
    (1.74) 
 
and 
                                              ( ) ( )
( )
( )∏
∞
=
−
−
=−
2
2/1
48/1
2/1 2/
1
1
n
n
q
qq
τη
τη
    (1.75) 
 
this may be written as  
 
                                       
( ) ( )( )∑ 







+=
+− ∗
γ
τη
τη
τ 4
2
22/124/3 2/1 qqG k .    (1.76) 
 
We may now extract these Dedekind eta functions from the sum, using the fact that  ( )2Im τητ  is 
modular invariant: 
                                        ( ) ( )( ) =



−= ∑
+− ∗
γτη
τη
τ
22/124/32/1
42/1
2
1
2/
qqy
y
G k  
( )
( ) ( ) ( ) ( ) ( )( )2/1,24/32/1ˆ2/1,24/32/1ˆ0,24/31ˆ0,24/3ˆ
2/
42/1
2
−−++−++−++−= ∗∗∗∗ kEkEkEkE
y τη
τη
 
                                                                                                               (1.77) 
In the second line we have defined 
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( ) { }∑ +
+
=
dodddc
i
dc
yE
,
2/1
Re2Im2exp,ˆ γτµpiγτpiκ
τ
µκ .    (1.78) 
 
This is the supersymmetric version of the Poincaré series.  
This sum is divergent. In particular, at large c  and d  the exponential approaches one and we are 
left with the linearly divergent sum  ∑
−
+
dc
dc
,
1
τ . The sum may be regularized by considering the 
more general Poincaré series 
 
                        ( ) { }∑ +
+
=
dodddc
s
s
i
dc
y
sE
,
2 Re2Im2exp,,ˆ γτµpiγτpiκ
τ
µκ     (1.79) 
 
as an analytic function of s  and taking 2/1→s .  
Now we start by letting ncdd 2'+= , where cdd 2mod'= . The sum in (1.79) can be written as a 
sum over ,',dc  and n : 
                                      ( ) ( ) ( )∑ ∑ ∑
> ∈ ∈
+ +=
0 2/'
2
,',,,
c cZZd Zn
xiys ndcfeysE µκpiµκ     (1.80) 
 
where 
         ( ) ( ) ( ) ( ) 















++
+
−+
++++
= 222
'2
2
'2
2
exp
'2
,',
dncc
dcx
c
ai
dnc
y
dnc
y
ndcf
s
s
τ
µpi
τ
piκ
τ
.    (1.81) 
 
We will now apply the Poisson summation formula to the sum over n , as for the bosonic partition 
function. We must compute the Fourier transform 
 
                                            
( ) ( )∫∞
∞−
= ndcfdnendcf nin ,',ˆ,',ˆ ˆ2pi    
            
( )
( )
( )
( )∫
∞
∞− 





+
−






+






−
−
= 222222
tnˆi 2expˆ
2
'ˆ22exp
2
1
ytc
tiy
ytc
ydtexni
c
dnai
s µκpi
pi
µ
pi pi .    (1.82) 
 
The integral appearing in (1.82) is precisely that defined in (1.26). The Fourier coefficients of the 
Poincaré series (1.79) are therefore given by 
 
                                    ( ) ( ) ( )∑+= +
n
n
xnixiys sEeeysE
ˆ
ˆ
ˆ2
,,
ˆ
,,
ˆ µκµκ piµκpi     (1.83) 
 
where 
                     ( ) ( ) ( ) ( )∑ ∑
∞
=
∞
=
+−−− 





−=
0 1
21
2/ˆ,ˆ 2;2,ˆ,,2
1
,,
ˆ
m c
smsm
nmn cnScysIsE µµκµκ     (1.84) 
 
is defined in terms of the integrals (1.26). 
We will now restrict our attention to the 0ˆ =n  case. First consider 0=µ . In this case, the integrals 
were given in (1.27). To do the sum over c , note first that the Kloosterman sum ( )cS 2,0,0  is equal 
to Euler’s totient function ( )c2φ . The sum over c  is 
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( ) ( ) ( ) ( ) ( )( ) ( )( )( )( )∑ ∑> > +
+
+−+−
+
−+
−
==
0 0
2
2
22
2
12
12
222,0,0
c c
sm
sm
smsm
sm
sm
cccSc ζ
ζφ .    (1.85) 
 
As in the bosonic case, we must be careful when taking 2/1→s . For 0=m  (and 0ˆ =n ), the sum 
(1.85) vanishes at 2/1=s , whereas the integral 0,0I  has a pole at 2/1,0 == sm , as we see in 
(1.27). The product of the two factors is finite; in fact, ( ) ( ) 22/2/1 →−Γ ss ζ  at 2/1→s . The 
0>m  terms are finite without any such subtleties. Evaluating the first three terms in the expansion 
of (1.79) gives 
 
              
( ) ( ) ( ) ( )2/52/32
6
2/1
3
2/1
0 54185
64
321
80,,2/1ˆ −−− Ο+





+





+−= yyyyE κζ
pi
κζ
pi
κ .    (1.86) 
 
Let us now consider the 2/1±=µ  terms. For 0=m , we find that 
 
                                              ( ) ( )( )s
s
sI
Γ
−Γ
=± 2/12/1,,0,0 piκ .    (1.87)  
 
This is the analogous of equation (1.29) used in the computation of the bosonic partition function. 
For 0>m  the integrals are complicated hypergeometric functions of the sort written down in 
(1.28). To do the sum over c , we use the fact that the Kloosterman sum ( )cS 2,1,0 ±  is equal to the 
Mobius function ( )c2µ . The sum over c  is given by 
 
                   
( ) ( ) ( ) ( ) ( )( )( ) ( )( )∑ ∑> +
+
+−+−
+−
−==±
0
2
2
22
212
222,1,0
c c
sm
sm
smsm
sm
cccSc ζµ .    (1.88) 
 
At 2/1=s , we again must be careful to cancel the zero in (1.88) at 0=m  against a pole in (1.87), 
using the fact that   ( ) ( ) 22/2/1 →−Γ ss ζ   as  2/1→s . Including the next two terms in the series, 
we find 
 
         
( ) ( ) ( ) ( ) ( )2/52/32
2
2/12/1
0 18593
16
37
1622/1,,2/1 −−− Ο+





−−





−−=± yyyyE κζ
pi
κζ
pi
κ .    (1.89) 
 
Putting this all together gives the following expansion for the partition function 
 
               ( ) ( ) ( )( )
( )( )
( )
 −+
+−+= −
∗
1
3
4
2
1,0 321
61666
2/
ykGG ζ
pipi
τη
τη
ττ                             
                       
( )( )
( ) ( )
Ο+−+−−− −−
∗∗
32
4422
54185
124513521628804 yykk ζ
pipipi
.    (1.90) 
 
This is the supergravity partition function. 
Now, with regard the eqs. (1.89) and (1.90), we take the following pure numbers: 
 
                                      3, 5, 6, 7, 8, 12, 16, 21, 45, 93, 135, 2880, 4185. 
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We observe that four numbers are p(n), i.e. partitions of numbers: 3, 5, 7 and 135. Four numbers are 
of type ( ) 1±np :   8 = 7 + 1,   12 = 11 + 1,   16 = 15 + 1,   21 = 22 – 1. 
But we obtain also the number 31 (prime natural number with 5 and 7, i.e of type 16 ±n  with n = 1 
and 5 that are Fibonacci’s numbers). Indeed: 
 
31393 ×= ,   64452880 ×= ,   93454185 ×= .  We note that 33193 ×=  and 88223164 ×=+×= . 
 
Furthermore, we have that 282131 ++=  that are all Fibonacci’s numbers and the number 8 is 
related to the following Ramanujan modular equation that has 8 “modes” that correspond to the 
physical vibrations of a superstring. 
Indeed, we have that: 
 
                                  
( )















 +
+






 +
⋅










⋅=
−
−
∞
∫
4
2710
4
21110log
'
142
'
cosh
'cos
log4
3
18
2
'
'
4
'
0
2
2
wt
itwe
dxe
x
txw
anti
w
w
t
wx
φ
pi
pi
pi
pi
.    (1.90a) 
 
We have also that: 
 
( ) 393312880 −×= ,    1353193454185 ×=×= ,    ( ) 48942/1017793 +=++=  with 89 that is 
Fibonacci’s number. We have also that: 
 
326 ×= ,    3212 2 ×= ,    8216 ×= ,    7321 ×= ,    5345 2 ×= ,    53135 3 ×= ,  
 
with 2, 3, 5, 8 and 21 that are Fibonacci’s numbers. It is important to observe that the number 31 is 
a factor of  831248 ×=  , where 248 is the number related to the dimensions of the Lie group E8, 
while 8 is a Fibonacci’s number and is related to the physical vibrations of the superstrings. 
Furthermore, we remember that (with regard the numbers of partitions): 
 
135)14(,...,22)8(,15)7(,11)6(,7)5(,5)4(,3)3(,2)2(,1)1( ========= ppppppppp  
 
and we note that:   7 + 1 = 8,   11 + 1 = 12,   15 + 1 = 16    and   22 – 1 = 21,   and that  
 
21 + 16 + 8 = 45,  with 21 and 8 that are Fibonacci’s numbers. We note also that, with regard 
)4(),3( pp  and )5(p , we have:  3 + 4 + 5 = 12, while  135)14( =p  with 14 = 2 + 3 + 4 + 5 sum of  
n of )4(),3(),2( ppp  and )5(p .  
Furthermore the sum of 3, 5, 6, 7, 8 and 16 is 45 and 345135 ×= . Thence, also the number 45 is 
very important. We have observed that 45 = 3 + 8 + 13 + 21, that are all Fibonacci’s numbers, and 8 
is related to the physical vibrations of a superstring. 
Furthermore, we have also that 240122880 ×=  and 135212835452880 ×==− . Also here, we 
note that 21 is a Fibonacci’s number, while the number 24 ( ,2/2412 =  1024240 ×= ), is related to 
the physical vibrations of a bosonic string, thence to the following Ramanujan’s modular equation: 
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w
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.    (1.90b) 
 
In conclusion, we have also that: 
 
                         ( ) ( ) ( ) 3121822272852 =++=++=++ ppp , 
                          ( ) ( ) ( ) ( ) 452113832215718751 =+++=+++=+++ pppp , 
 
with 2, 3, 8, 13 and 21 that are Fibonacci’s numbers. 
 
 
 
 
1.1 Gravity and Chern-Simons Theory with negative cosmological constant 
 
As noted by Achucarro and Townsend and subsequently extensively developed by Witten, vacuum 
Einstein gravity in three spacetime dimensions is equivalent to a Chern-Simons gauge theory. We 
will be interested in the case of a negative cosmological constant 2/1 l−=Λ , hence Λ−= /1l  . 
Then the coframe µµdxee
aa
=  and the spin connection  µµωεω dxbc
abca
2
1
=  can be combined into 
two SL(2,R) connections one-forms 
                                                          
( ) aaa eA
l
1±=± ω .    (1.91) 
 
It is straightforward to show that up to possible boundary terms, the first-order form of the usual 
Einstein-Hilbert action can be written as  
 
     
( )[ ] ( )[ ]∫ −+ −=






∧∧
Λ
+





∧+∧=
M CSCS
cba
abc
cb
abca
a AIAIeeede
G
I εωωεω
pi 62
1
8
1
    (1.92) 
 
where ( ) ( ) a
aTAA ±± =  are SL(2,R)-valued gauge potentials, and the Chern-Simons action CSI  is 
 
                                     ∫ 





∧∧+∧=
MCS
AAAdAATr
G
I
3
2
4
1
4 pi
l
.    (1.93) 
 
Similarly, the Chern-Simons field equations 
 
                                                 
( ) ( ) ( ) ( ) 0=∧+= ±±±± AAdAF     (1.94) 
 
are easily seen to be equivalent to the requirement that the connection be torsion-free and that the 
metric have constant negative curvature, as required by the vacuum Einstein field equations.  
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Banados, Teitelboim and Zanelli showed that vacuum (2+1)-dimensional gravity with 0<Λ  
admitted a black hole solution. The BTZ black hole in “Schwarzschild” coordinates is given by the 
metric 
                                    ( ) ( )2222222 dtNdrdrfdtNds φφ +−−= −⊥     (1.95) 
 
with lapse and shift functions and radial metric 
 
                
2/1
2
22
2
2 168 





++−==⊥
r
JGrGMfN
l
,   2
4
r
GJN −=φ      ( )lMJ ≤ .    (1.96) 
 
The metric (1.95) is stationary and axially symmetric, with Killing vectors t∂  and φ∂ , and 
generically has no other symmetries. Although it describes a spacetime of constant negative 
curvature, it is a true black hole: it has a genuine event horizon at +r  and, when 0≠J , an inner 
Cauchy horizon at 
−
r , where 
                                             






















−±=±
2/12
22 114
l
l
M
JGMr ,    (1.97) 
 
i.e., 
                                                  2
22
8 lG
rrM −+ += ,      
lG
rrJ
4
−+
= .    (1.98) 
 
Another useful coordinate system is based on proper radial distance ρ  and two light-cone-like 
coordinates φ±= l/, tvu ; the metric then takes the form 
 
                   ( ) ( )dudveLLGeddvLduLGds ρρρ 222222222 164 −−+−+ ++−+= lll     (1.99) 
 
with 
                                                          
( )
lG
rrL
16
2
−+± ±
= .    (1.100) 
 
In these coordinates, the Chern-Simons connections (1.91) take the simple form 
 
                
( )










−−
−
=
−+
+
ρ
ρ
ρ
ρ
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dueLGd
A
2
1
4
2
1
l
,      
( )










−
−−
=
−−
−
ρ
ρ
ρ
ρ
ddveLG
dved
A
2
14
2
1
l
.    (1.101) 
 
It is easy to check that these connections satisfy the equations of motion (1.94). This solution may 
be generalized: the Einstein field equations are still satisfied if one allows +L  to be an arbitrary 
function of u  and −L  to be an arbitrary function of v . 
As a constant curvature spacetime, the BTZ black hole is locally isometric to anti-de Sitter space. In 
fact, it is globally a quotient space of AdS3 by a discrete group. We can identify AdS3 with the 
universal covering space of the group SL(2,R); the BTZ black hole is then obtained by the 
identification 
 21 
                                 
+−
≈ ρρ gg ,      
( )
( ) 






=
−+
−+
±−
±
±
l
l
/
/
0
0
rr
rr
e
e
pi
pi
ρ .    (1.102) 
 
Up to a gauge transformation, the group elements ±ρ  can be identified with the holonomies of the 
SL(2,R) connections (1.101). 
The most important feature of the BTZ black hole is that it has thermodynamic properties closely 
analogous to those of realistic (3+1)-dimensional black holes: it radiates at a Hawking temperature 
of 
                                                         
( )
+
−+ −
==
r
rrT 2
22
22 l
hh
pipi
κ
,    (1.103) 
 
where κ  is the surface gravity, and has an entropy 
 
                                                                
G
rS
h4
2 +
=
pi
    (1.104) 
 
equal to a quarter of its area.          
 
 
 
 
 
 
2. On some equations concerning the Selberg Supertrace formula for super Riemann 
surfaces, analytic properties of Selberg super zeta-functions and multiloop 
contributions for the fermionic string. [3] [4] 
 
 
We have formulated the Selberg Supertrace formula on super Riemannian surfaces for operator 
valued functions of the Laplace-Dirac operator m . Let h  be a test-function with the properties: 
 
i)    ( )RCiph ∞∈





+
2
1
, 
ii)   





+ iph
2
1
 need not be an even function in p , 
iii)  ( )±∞→





∝





+ p
p
Oiph 2
1
2
1
, 
iv) 





+ iph
2
1
 is holomorphic in the strip   ( ) ε++≤
2
1Im mp , 0>ε  to guarantee absolute 
convergence in the sums of eq. (2.5) below. 
Its Fourier transform g  is given by: 
 
                                             ( ) ∫
∞
∞−
−





 +
+=
2
1
2
1 miphdpeug iup
pi
.    (2.1) 
 
The term ( )mA0  corresponding to the identity transformation reads 
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( ) ( ) ( )∫ ∑
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                                                                                                                                        (2.2) 
( ) ( ) ( )( )∫ ∑
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m kmhkmhgpdpmiphgiA pi ,   ( m  odd)    
                                                                                                                                        (2.3) 
The last two equations can be combined and stated in a compact form yielding  
 
                        
( ) ( ) ( ) ( )∫
∞





−−
−=
0
0 2
cosh
2
sinh
1 duuT
u
uguggA m
m
,   ( )Zm ∈ ,    (2.4) 
 
where  umuTm 2
cosh
2
cosh =





  denotes the thm  Chebyshev-polynomial in 
2
cosh u .  Thus for the 
supertrace formula we get ( γl  primitive geodesic, ( ) ( )FBnFBn p+= 2
1λ  ( )Nn ∈  are denoting the Bose 
and Fermi Eigenvalues of  , respectively): 
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                                                                                                                                                   (2.5) 
 
The Selberg super zeta-functions are defined by 
 
                                      ( ) ( )[ ]
{ }
∏∏∞
=
+−
−=
p k
lksq
q esZ
γ
γ
γχ
0
1: ,   ( )( )1Re >s ,    (2.6) 
 
where q  can take on the values 1,0=q , respectively. γχ  describes the spin structure and γl  is the 
length of a primitive geodesic. The γ  product is taken over all primitive conjugacy classes Γ∈γ . 
The Selberg super R -functions are defined by 
 
                                   ( ) ( )( ) [ ]{ }∏ −−=+= p
slq
q
q
q e
sZ
sZ
sR
γ
γ
γχ1
1
: ,   ( )( )1Re >s .    (2.7) 
 
To study the analytic properties of 0Z  and 1Z  let us consider the Selberg supertrace formula for 
0=m , i.e.: 
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                                                                                                                               (2.8) 
 
To get information for 1Z  or 1R , respectively, one has to choose a test function ( )ph  so that the 
first two terms in the square bracket in the supertrace formula cancel, i.e.  ( ) ( )ugug −−= . We 
choose the function  ( ) ( )( )1Re,1Re >> σs : 
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The second term plays the role of a regulator so that all the involved terms in the supertrace formula 
are convergent. Thus for ( )ug : 
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and we see that ( )ug  is an odd function as required. Using 
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∞
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22 2
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axx
,    (2.11) 
 
we get ( )0>u  ( ) ( )usu eeug σ−− −=  and for Ru ∈  
 
                                                  ( ) ( )( )uus eeusignug σ−− −= ,    (2.12) 
 
thus finally for ( )χ,uG  
 
                                            ( ) ( )
2
sinh2, ueeuG uus σγγ χχ −− −= .    (2.13) 
 
Therefore only the γχ -term remains in the supertrace formula which allows to study the properties 
of 1Z  alone. Inserting ( )χ,uG  into the length term yields 
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                                                                                                                              (2.14) 
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In the last step the property of the logarithmic derivative of the Selberg super R -functions has been 
used, i.e. for ( ) 1Re >s : 
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The 0A  term gives 
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where the integrals (2.11) and  
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have been used. Using now 
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where ( ) ( ) ( )zzz ΓΓ=Ψ /' ,  Cz ∈ ,  we obtain finally for 0A  
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Let us denote by  ( ) FB nnn 00
0
0 −=∆   the difference between the number of even and odd zero modes 
of the Dirac operator  . Thus we get the supertrace formula for the function sh  
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Let us consider the eq. (2.19) in the limit 
2
1
→σ  and get 
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where ( ) Eγ−=Ψ 1  is the Euler’s constant  ...57721.0=Eγ  and 1A  is given by 
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Therefore 
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sh  has the symmetry ss hh −= . Writing down eq. (2.22) for ss −→  and subtracting it from eq. 
(2.22) gives with   sss pipi tan
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the 1R -function, 
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d
pipi tan14ln 11 −−=− .    (2.23) 
 
This equation can be integrated yielding  
 
                                                 ( ) ( ) ( ) ( )14111 cos~ −=− gsAsRsR pi ,    (2.24) 
 
where 1
~A  is a constant given e.g. by  ( ) ( )( ) ( )gssRsRA −−= 14001011 cos~ pi   with some  Cs ∈0 , which is 
however, independent of 0s . We have, e.g. for  00 =s : ( )0~ 211 RA = . 
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Now, we derive the analytic properties of the Selberg super zeta-function 0Z  and present a 
functional equation connecting the two Selberg super zeta-functions 0Z  and 1Z . Let us consider the 
test function ( ) 

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

>
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This gives at once 00 =A  because sh  is an even function in p . Furthermore for ( )ug : 
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Thus for ( )χ,uG : 
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Therefore we get for the right-hand side of the supertrace formula 
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                                                                                                         (2.28) 
Here use has been made of the properties of the logarithmic derivative of the super zeta-functions: 
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Thus we find the supertrace formula for the test function sh  
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The test function sh  is invariant under the change ss −→1 . Performing this substitution in eq. 
(2.30) and subtracting it from (2.30) yields the functional equation 
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Let us consider the functional equation (2.23) for the 1R -function and perform the substitution 
ss −→
2
1
. By expressing the 1R -function by the quotient of the 1Z -functions, this yields 
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Thus we find by combining eqs. (2.31) and (2.32) the functional equation in differential form 
connecting 0Z  and 1Z : 
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The functional equation can be integrated yielding: 
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where 0C  is, e.g. given by  
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with some Cs ∈0  which is, however, independent of 0s , e.g. for 2
1
0 =s : 
( ) ( ) 11110 ~0)1(/0 ARZZC === .  
To get around the difficulties of the combination of the 0Z  and 1Z  functions for general test 
functions h  in the Selberg supertrace formula let us define the super zeta-function sZ : 
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Let us consider the resolvent of ( ) ( ) 12022020 : −−=  sRs ( )( )1Re >s . Therefore 
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We first calculate the Fourier transform of ( )ph : 
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Using the integrals: 
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We get for 0>u : 
                                           ( ) useu
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1
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s
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Therefore ( )Ru ∈ : 
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which gives for ( )χ,uG  
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



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1
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u
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and the right-hand side of the supertrace formula reads: 
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For the 0A -term: 
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Therefore we have for the resolvent kernel the supertrace formula 
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Equation (2.45) and sZ  can be extended meromorphically to all ∞Λ∈s . 
A very simple functional relation can be deduced from eq. (2.45), reading 
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In terms of 0Z  and 1Z  eq. (2.46) gives 
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Equation (2.46) or (2.47), respectively, integrated gives ( ) ( )sZsZ ss −= , thus ( )sZs  is an even 
function in s . Combining eqs. (2.23), (2.33) and (2.47) we deduce the functional equation for the 
0R  function, which reads: 
                                            ( ) ( ) ( ) sgsRsR
ds
d
pipi cot14ln 00 −=− .    (2.48) 
 
Equation (2.48) can be integrated to give 
 
                                                 
( ) ( ) ( ) ( )14000 sin −=− gsBsRsR pi ,    (2.49) 
 
where the constant 0B  is e.g. given by  ( ) ( )( ) ( )gssRsRB −−= 14000000 sinpi  with some Cs ∈0 , where 
0B  is independent of 0s . We have, e.g. for 2
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A similar relation holds also for the ordinary Selberg zeta-function: 
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however, in this case the integration constant is given by  ( )142 −= gB . From eqs. (2.24), (2.34) and 
(2.49) many relations linking 0Z  and 1Z  for particular arguments can be deduced, e.g. 
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Let be 0Nm ∈ . Let us calculate the superdeterminants by the ζ -function regularization. We get: 
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where use has been made of the following integral: 
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The function h  corresponding to the heat-kernel of  ( )22 mc −  reads 
 
                                                       ( ) ( )( )[ ]222/ cmsthk esh −+= .    (2.54) 
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This gives  
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Splitting the calculation of ( )csm ;ζ  into two terms corresponding to the identity transformation and 
the length term, respectively, gives: 
 
                                                  ( ) ( ) ( )cscscs mImm ;;; Γ+= ζζζ .    (2.57) 
 
Let us first calculate Imζ : 
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hence: 
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Similarly: 
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Furthermore, we can easily calculate 
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Let us calculate Γmζ  in two alternative ways. The first is appropriate to the analysis of the spectrum, 
the second to the calculation of the superdeterminants.  
1) The supertrace formula for the heat-kernel now reads: 
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and the 0A  term appropriately replaced for negative integers. With the help of eqs. (2.53), (2.58) 
and the integral: 
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we get for the supertrace formula of the generalized resolvent kernel: 
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This gives explicitly for 1=s  ( m  even): 
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where the logarithmic derivative of the super zeta-functions has been used. For 1=s  and m  odd: 
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2) Let first m  be an even number. Let us consider the representation ( )( )1Re <ss : 
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Therefore we get for ( )scm ;Γζ  with the help of eq. (2.62) and the representation  
( ) zezzK −± = 2/2/1 pi : 
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Let be  ( ) ( ) ( )[ ] scssf −+= 2sin λλpi .  Then  ( ) pi=
=0' ssf   and we get for  ( ) ( )( )msc >Re;0'ζ : 
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Here it was used that  ( ) 1lim =
∞→
sZq
s
, which follows at once from the Euler product representation of 
the Selberg super zeta-functions. Therefore ( ),...2,0=m : 
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Similarly ( ),...4,2=m : 
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For m  an odd number the roles of 0Z  and 1Z  are just reversed and it follows immediately 
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Similarly ( ),...3,1=m : 
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Equations (2.70) – (2.73) are the starting points for the calculation of determinants. Because the 
super zeta-functions are meromorphic functions in 
∞
Λ , the same holds for the superdeterminants. 
Let us denote by   ( ) ( )[ ]20exp:ˆ tstrt =Θ .  Then we have: 
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We can make some statement about Θˆ  and can derive an equation expressing Θˆ  by the zeta-
function sZ . Let us consider the supertrace formula for the resolvent kernel: 
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This equation can be inverted by the theory of Laplace transformations yielding: 
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where 1−L  denotes the inverse Laplace transformation. In particular this gives  
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this result is consistent with eq. (2.65). Equation (2.65) gives also that for ∞→t  the supertrace for 
the heat-kernel for 2m  diverges according to ( )Nm ∈  
 
                            ( ) ( )[ ] ( )( ) tmmm engtstrt 2002 1expˆ ∆−−≅=Θ  ,   ( )∞→t .    (2.78) 
 
The starting points for the calculation of determinants of the operator  2m  are eqs. (2.70) – (2.73) 
which all can be analytically continued to 0=c . Let us first consider eq. (2.70) for 0=m . 
Performing the limit ε→c  for 1<<ε  one gets  
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Here we have denoted by 
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

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1Z  the appropriate derivative of residuum of 1Z  at 2
1
=s , depending 
whether ( ) 000 ≤∆n  or 
( ) 000 >∆n  respectively. To make this quantity well-defined we subtract from ( )20det −s  the zero-mode which is denoted by priming the sdet. Using further the functional 
relation for 0Z  and 1Z  we get finally: 
 
                                   ( ) ( ) ( ) ( ) ( )( )1
0
2
1~
11det'
1
1
2
1
012
0
0
0
Z
Z
Z
Z
s g
n


















−=−
−
∆ pi .    (2.80) 
 
For calculating the superdeterminant for m  even and 2≥m  a subtraction of zero- or trivial-modes 
is not necessary. Proceeding similarly as for 0=m  we get for ,...4,2=m : 
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The case of  21−  must be treated separately because of the appearance of zero-modes which must be 
subtracted. Therefore denoting the omission of zero-modes by priming the super determinant we get 
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The relevant string integrand is given by ( )20det' −s  and ( )22det −s . Equations (2.80) and (2.81) 
yield: 
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and we conclude that this expression is well defined. Furthermore for gZ  of the following string 
equation  
 
                                  ( )[ ] ( )[ ] 2/1222/520 detdet'  −−= −∫ ssdZ
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µ ,    (2.86b) 
 
where gSM  is the super moduli space, SWPdµ  the super Weil-Peterson measure and the factor 
( )[ ] 2/122det −s  is the contribution from the Faddev-Poppov ghost determinant, we have that: 
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This is the fermionic string integrand. We note the appearance of the various ratios of the Selberg 
super zeta-functions.  
In order to continue the discussion on the Selberg super-zeta functions, let us first introduce the 
classical Selberg zeta function ( )sZ  defined by 
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As long as only the elliptic terms are maintained, the principal analytic structure is not very much 
altered. However, the parabolic terms give rise to additional poles and do in fact matter a lot. A 
functional equation can be derived which has the form 
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where ( )sZΨ  is defined as 
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Hence, we can write 
 
 37 
                         
( ) ( ) ( )×


















+Γ






−Γ










−∆=− ∫
−
sZ
s
s
tdttVAssZ
s
0
2
1
2
3
tandimexp1
2
1
0
κ
pi    
                         
( )[ ]
( )
( )( )
( )( ){ } ( )slsls
lslskl
k
RUtr
R k l
k
V 21
1
1ln2
/2sin
exp
1
1 1
−+



−−−
−++






× ∑∑ ∑
−
=
∞
=
ν
ν
pi
νpiν
 
                                     









∆−





−+∑ ∑
= += 2
1
arg1ln2ln
1
dim
1
2
0 ie
V
kl
i l
ν
α
θpi
α
ακ .    (2.90b) 
 
Note the relation  
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Let us consider the two Selberg super-zeta functions 0Z  and 1Z , respectively, defined by 
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For convenience we will consider the functions 
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and the analytic properties of the 1,0Z -functions can be easily derived from the 1,0R -functions. As 
we shall see, only functional relations for the 1,0R -functions can be derived, but not for the 1,0Z -
functions.  
We first discuss the function ( )sZ1 . In order to do this we choose the test function ( )( )1, >asR  
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with the Fourier transformed function ( )ug1  given by 
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The hyperbolic- and zero-length term has been evaluated with result 
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Next we consider the elliptic terms. By the use of 
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Let us turn to the parabolic terms. Quite easily we have ( ) 001 =g , and 0,,2
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Let us consider the contour integral 
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where the contour is running from iRz −=
2
1
 to iRz +=
2
1
 on the line ( )
2
1
=zR , and closed by the 
semi-circle going through the points iRz −=
2
1
, Rz −=
2
1
, iRz +=
2
1
 and the points are given in 
the direction they are tranversed by the contour. Considering ∞→R , the integral over the semi-
circle vanishes due to the properties of the logarithmic derivative of ( )z∆  and the choice of the test 
function. The integral over the line yields by the Cuuchy residue theorem 
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Therefore we obtain the Selberg super-trace formula for the test function 
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Here ( ) FB nnn 00
0
0 −=∆  denotes the difference between the number of even- and odd zero-modes of 
the Dirac-Laplace operator  .  
The Selberg super-zeta function ( )sR1  is a meromorphic function on ∞Λ . Of course, eq. (2.104) can 
be extended meromorphically to all 
∞
Λ∈s . The test functions 





+ asiph ,,
2
1
1  is symmetric by the 
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interchange ss −→ . Therefore subtracting the trace formula for 





+ asiph ,,
2
1
1  and 



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

−+ asiph ,,
2
1
1  yields the functional equation for 1R  in differential form 
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The integrated functional equation therefore has the form 
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with the function ( )s1Ψ  given by 
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Hence we can write: 
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We check easily the consistence of the functional equation with respect to the analytical properties 
of the Selberg super-zeta function 1R .  
Let us turn to the discussion of the Selberg super-zeta function 0R . We consider the test function 
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with the Fourier transform ( )asug ,,0  given by 
 
                                          ( ) ( ) ( )uausu eeeusignasug −− −= 2/0 ,, .    (2.109) 
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Again a regularization term is needed to match the requirements of a valid test function for the trace 
formula. Similarly as for 1R  we obtain the Selberg super trace formula for the test function 






+ asiph ,,
2
1
0  as follows: 
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The Selberg super-zeta function ( )sR0  is a meromorphic function on ∞Λ . Of course, eq. (2.110) can 
be extended meromorphically to all 
∞
Λ∈s . The test function 
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
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0  is symmetric with 
respect to ss −→ . Therefore subtracting the trace formulae of 
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0  and 


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
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1
0  from each other yields the functional equation for the 0R -function in differential 
form 
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In integrated form, this gives the functional equation 
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with the function ( )s0Ψ  given by 
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Hence, we can write 
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We check easily the consistence of the functional equation with respect to the analytical properties 
of the Selberg super-zeta function 0R . Note the similarity of the corresponding relation (2.91) for 
the classical Selberg zeta function. 
We can also introduce the Selberg super-zeta function ( )sZS  defined by 
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The appropriate test function is ( )( )1>sR  
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The corresponding Fourier transform Sg  is given by 
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The evaluation of the various terms in the Selberg super-trace formula is straightforward and we 
obtain similarly to the previous two cases 
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The Selberg super-zeta function SZ  is a meromorphic function on ∞Λ . Of course, eq. (2.117) can 
be extended meromorphically to all 
∞
Λ∈s .The test function 
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


+ siphS ,2
1
 is symmetric with 
respect to ss −→  and therefore we can deduce the functional relation 
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                                                                                                                                            (2.118) 
with the function ( )sSΨ  given by 
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Hence, we can write 
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We check easily the consistence of the functional equation with respect to the analytical properties 
of the Selberg super-zeta function SZ . In the case, where only hyperbolic conjugacy classes are 
present in the super Fuchsian group, eq. (2.118) reduces to the simple functional equation 
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provides a consistency check for the zeta functions ,0R  1R  and SZ , respectively. This concludes 
the discussion. With regard the mathematical connections, in the Section 5, we’ll show as some 
equations of this Section are related with various equations of Section 1 and Section 4.  
 
3. On some equations concerning the ten-dimensional anomaly cancellations and the  
vanishing of cosmological constant. 
 
                                   3.1 The ten-dimensional anomaly cancellations [5] 
 
Now we describe a simplified demonstration of the ten-dimensional anomaly cancellation. Gauge 
and gravitational anomalies arising from loop diagrams (with chiral particles going around the loop) 
in D dimensions can be succinctly characterized by gauge-invariant D + 2 forms, which are derived 
form D +2 dimensional index theorems. These forms are constructed out of Yang-Mills field 
strengths and gravitational curvatures. In the language of forms, the Yang-Mills field strength is 
given by 
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1 AdAdxdxFF +=∧= νµµν ,    (3.1) 
 
where 
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µλ dxAA aa= .    (3.2) 
 
The matrix aλ  is anti-hermitian, and in this subsection it is taken to be in the adjoint representation 
of the Yang-Mills algebra. The Lorentz-curvature two form is given by 
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where  µµωω dx=   is a 1010 ×  antisymmetric matrix (the spin connection), corresponding to the 
fundamental representation of the Lorentz algebra SO(9,1). We now consider N = 1 supergravity 
coupled to N = 1 super Yang-Mills theory in ten dimensions, with a gauge group G10.  
All the Yang-Mills, gravitational, and mixed anomalies due to these loops are characterized by a 
12-form proportional to 
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We now demonstrate the existence of a local counterterm that cancels the anomalies whenever eq. 
(3.4) can be factorized into an expression of the form 
 
                                                        ( ) 82212 XkTrFtrRI += ,    (3.5) 
 
where 8X  is gauge-invariant eight-form made out of the sF '  and sR' . A crucial role is played in 
the anomaly-cancellation mechanism by a second-rank potential 
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µν dxdxBB ∧= ,    (3.6) 
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which is part of the N =1  D = 10 supergravity multiplet. A three-form field strength 
 
                                                          YL kdBH 33 ωω ++=     (3.7) 
 
is formed from this potential, where the Chern-Simons forms Y3ω  and L3ω  satisfy 
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3 trFd Y =ω ,    (3.8a)      23 trRd L =ω .    (3.8b) 
 
There also exist two-forms 12Yω  and 12Lω  such that under an infinitesimal Yang-Mills gauge 
transformation 
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and under an infinitesimal local-Lorentz transformation 
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Substituting in eq. (3.7) it is clear that H  is a gauge invariant provided that 
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Now let us return to the expression 12I  in eq. (3.5) and replace 8X  by NX 2  so that the analysis 
applies for other dimensions as well. In analogy with 3ω  and 12ω , we can introduce forms 12 −NX  
and 1 22 −NX  satisfying 
                                     122 −= NN dXX ,    (3.11)      1 2212 −− −= NN dXXδ .    (3.12) 
 
There are solutions of these equations for arbitrary invariant forms NX 2  such that the anomaly 
associated with 42 +NI  is proportional to 
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The problem then is to find a local interaction cS  such that  
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The solution to this equation is easily seen to be given by 
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This result is unique up to terms that are gauge invariant. Now let us investigate when eq. (3.4) 
reduces to the form (3.5). Clearly, two necessary conditions are that 496dim 10 == Gn  and that 
6TrF  not be an independent sixth-order Casimir invariant of 10G . Both these properties are satisfied 
by 88 EE ×  and ( ) 1632 DSO = . In the case of a single 8E  
 
 46 
                           ( )224
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Neither of these is valid, of course, for 88 EE × . However, in that case the weaker condition 
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1 TrFTrFTrFTrF −=     (3.18) 
 
is satisfied. Remarkably, eq. (3.18) is also valid for 16D . Substituting this relation and 496=n  into 
eq. (3.4) gives a factorized expression of the form in eq. (3.5) with 
 
                                                                
30
1
−=k     (3.19) 
 
and 
                   ( ) ( )224222248 32
1
8
1
240
1
7200
1
24
1
trRtrRtrRTrFTrFTrFX ++−−= .    (3.20) 
 
This proves the cancellation of all anomalies for both 16D  and 88 EE × . It is easy to show that 
496=n  and eq. (3.18), with precisely the coefficients given, are both necessary and sufficient for 
the factorization of eq. (3.4). 
We found that the three-form field strength is given by  
 
                                                     LYdBH 3330
1
ωω +−= .    (3.21) 
 
The requirement that H  be globally well-defined gives a topological condition on possible spatial 
compactifications. Specifically, since 
 
                                                     
22
30
1
trRTrFdH +−= ,    (3.22) 
 
it is necessary that background fields 0R , 0F  satisfy 
 
                                                    ∫ =





−
4
0
30
1 2
0
2
0
M
TrFtrR     (3.23) 
 
for any closed four-dimensional submanifold 4M  of the ten-dimensional space-time. 
In the background specified by 0R  and 0F , the effective six-dimensional theory has a reduced 
gauge symmetry. Specifically, if the nonzero fields 0F  span a subgroup 10GH ⊂ , then there is a 
unique maximal subalgebra G  of 10G , all of whose generators commute with those of H , such that 
 
                                                            HGG ×⊃10 .    (3.24) 
 
The adjoint representation of 10G  can be decomposed into a sum of representations 
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                                                   adjoint of ( )∑=
i
ii CLG ,10 ,    (3.25) 
 
where iL  and iC  are irreducible representations of G  and H , respectively. In particular, 
 
                                             ∑ ==
i
ii GCL 496dimdimdim 10 .    (3.26) 
 
If X  is a matrix in the adjoint representation of 10G  that corresponds to a generator of the subgroup 
G , it can be decomposed as follows 
 
                                                           
( )iii XX 1⊗⊕= .    (3.27a) 
 
Similarly, if Y  corresponds to a generator of H  
 
                                                            
( )iii YY ⊗⊕= 1 .    (3.27b) 
 
From these formulas it is evident that 
 
                                                     
( )iii YXYXXY ⊗⊕==     (3.28) 
 
and 
                                                     ( ) ∑ ==
i
iitrYtrXXYTr 0 ,    (3.29) 
 
since 10G  is semisimple. Therefore we have six-dimensional two-forms F  with generators 
restricted to G  (i.e., of X  type) and background fields 0F  associated with H  (i.e., of Y  type). The 
total anomaly in six dimensions is characterized by a formal eight-form 
 
                                            ∑++=
i
ii InInInI 2/12/1
0
2/12/1
0
2/32/3 .    (3.30) 
 
0
2/3I  characterizes the anomaly due to a single left-handed spin 2/3  field, which in the present case 
is a singlet of the gauge group G . It is given by 
 
                                        ( ) ( ) 



+−= 4
22
4
0
2/3 72
49
288
43
4
1
trRtrRI
pi
.    (3.31)                                                                     
                                                                                                                                            
The two-form R  is a 66×  matrix in the fundamental representation of the algebra SO(5,1). 
 
                                                        
RL
nnn 2/32/32/3 −=     (3.32) 
 
is the net number of left-handed gravitinos in six dimensions. This number is given by an index 
theorem: 
                                                     ∫=
4
2
022/3 48
1
8
1
M
trRn
pi
.    (3.33) 
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This formula is a consequence of a spin 2/1  index theorem, which is relevant since spin 2/3  in six 
dimensions requires the internal part of the ten-dimensional gravitino field to be spin 2/1 . It gives 
the number of six-dimensional gravitinos for left-handed gravitino in the D = 10 theory, but there is 
only one of them. Similarly, 0 2/1I  is the anomaly due to a left-handed singlet spin 2/1  field in six 
dimensions 
                                         ( ) ( ) 



+= 4
22
4
0
2/1 360
1
288
1
4
1
trRtrRI
pi
.    (3.34) 
 
The net number of these fields in six dimensions arising from one left-handed gravitino and one 
right-handed spinor in the D = 10 supergravity multiplet is given by a combination of the spin 2/1  
and spin 2/3  index theorems in the internal space. The result is 
 
                                          ∫−=−=
4
2
022/12/12/1 16
7
8
1
M
RL trRnnn
pi
.    (3.35) 
 
The anomaly contribution of a multiplet of left-handed spinors in the representation iL  of G  is 
 
                  ( ) ( ) 



++−= 4
22224
42/1 360
dim
288
dim
6
1
3
2
4
1
trRLtrRLtrRFtrFtrI iiLL
i
iipi
    (3.36) 
 
and the number of such multiplets is given by a spin 2/1  index theorem 
 
                                 ∫ 



+−=−=
4
2
0
2
02 48
dim
2
1
8
1
M
i
C
R
i
L
ii trR
CFtrnnn
ipi
.    (3.37) 
 
These results can now be assembled to give the complete expression I  of eq. (3.30). Combining 
eqs. (3.30-3.37) gives 
 
               ( ) ( ) ( )∫ 

+−−+−=
4
2
0
222
0
2222
0
22
0
4
6 72
11
144
1
3
1
3
4
42
1
M
trRtrRTrFtrRtrRFTrFFTrFI
pi
 
                     

−++− 20
222
0
42
0
42
0
4
72
1
18
1
6
1
180
1
trRtrRTrFtrRTrFtrRtrRTrFtrR .    (3.38) 
 
To simplify this expression we note first that eq. (3.18) applied to an arbitrary linear combination of 
F  and 0F , and eq. (3.29) imply that 
 
                   ( )22204202022204 72000
1
720
1
120
1 TrFTrFTrFTrFFTrFTrFFTrF −+= .    (3.39) 
 
Using this and eq. (3.23) gives 
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

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−−++−= ∫
4
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0
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0
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0
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0
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   ( ) ∫ 
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
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

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6 12
1
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1
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1
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1
M
trRtrRTrFtrRFTrFTrFtrR
pi
.    (3.40) 
 
Since this is a factorized expression of the same type as in eq. (3.5), a local counterterm of the form 
in eq. (3.15) (now using N = 2) can be constructed, thereby showing that all anomalies cancel. 
Using eqs. (3.23), (3.26), (3.33), and (3.37) one can show that the net number of left-handed spin 
2/1  fermions arising from the D = 10 Yang-Mills supermultiplet is 
 
                                                 ∑ −=
i
ii nLn 2/3224dim .    (3.41) 
 
                                 
                              3.2 The vanishing of cosmological constant. [6] [7] [8] [9] 
 
In the Section 1, we have described some equations regarding the three-dimensional pure quantum 
gravity with negative cosmological constant. Now we consider some equations concerning the 
Coleman’s approach that describes that wormholes have the effect of making the cosmological 
constant vanish and some equations regarding the cosmological constant problem in Kaluza-Klein 
theories, describing a mechanism to solve this problem by allowing extra time-like variables in D = 
11 supergravity. Furthermore, we describe also an intersecting brane configuration in six-
dimensional space with one extra space-like and one extra time-like dimensions. With a certain 
additional symmetry imposed on the extra space-time we obtain that effective four-dimensional 
cosmological constant vanishes automatically. 
 
We start by considering pure gravity and will follow Coleman’s argument in application to the d-
dimensional Euclidean space-time. The Euclidean path integral for quantum gravity is  
 
                                                              
( )
∫
− Dge gI λ,     (3.42) 
 
where MNg  is the metric, λ  are coupling constants and ( )λ,gI  is the action functional. The 
integration over Dg  includes summation over all compact topologies of the d-dimensional space-
time dM . The integral (3.42) will be dominated by the following expression  
 
                                                                       ( )∫ −Sed ααρ . 
 
Here ( )1αα =  are wormholes parameters, ( )αρ  is a probability function and the effective action S  
has the form 
                                                   ( )∫ −Λ= RgdGS
d 21 .    (3.43) 
 
This action is calculated at the stationary point which is a solution of the Einstein equation 
 
                                                0
2
1
=Λ+− MNMNMN gRgR .    (3.43a) 
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Here the parameters G  and Λ  depend on α  and the dimensionality d . The probability function ρ  
is 
                                                              ( ) ( ) ( )αααρ ZeZ≈  
 
where 
                                               ( ) ( )∫ −+− ≈≈ SgS eDgeZ αλα , .    (3.43b) 
 
In the last integral the integration is performed only over smooth large universes without  
wormholes. Therefore 
                                                            ( ) ( )SS ee −−≈ expαρ . 
 
Now transform eq. (3.43) to a more simple form. From eq. (3.43a) one gets 
 
                                                            
2
2
−
Λ
=
d
dR .    (3.43c) 
 
Substituting this into eq. (3.43) we find 
 
                                                   ( ) ∫−
Λ
−= xdg
Gd
S d
2
4
.    (3.44) 
 
Note that from eqs. (3.43a) and (3.43c) one gets 
 
                                                         MNMN gd
R
2
2
−
Λ
= .    (3.44b) 
 
Let us find the value of the action (3.44) for the d-sphere. For the d-sphere of radius r  on has 
 
                                                         MNMN g
r
dR 2
1−
= .    (3.44c) 
 
Therefore eqs. (3.44b) and (3.44c) yield 
                                                                 
( )( )
Λ
−−
=
2
212 dd
r  
 
and the action (3.44) for the sphere is equal to 
 
                                ( )
( ) ( )
1
2
2
2
1
22
2
21
2
4
−−
−
Λ
Ω−−
−=Ω
−
Λ
−= dd
d
dd
d
d
G
dd
r
Gd
S .    (3.45) 
 
Here dΩ  is the volume of the unite d-sphere 
 
                                                            





 +Γ
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+
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2 2
1
d
d
d
pi
.  
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Hence, for eq. (3.45), the eq. (3.44) can be write also 
 
                              ( ) =−
Λ
−= ∫ xdgGdS
d
2
4 ( ) ( )
1
2
2
2
1
22
2
21
−−
−
Λ
Ω−−
− dd
d
dd
G
dd
.    (3.45b) 
 
Equation (3.45) implies that ( )αρ  is infinitely peaked on the values of 1α  for which the 
cosmological constant Λ  vanishes. This is Coleman’s solution to the cosmological constant 
problem in d-dimensional space-time. If there exist several solutions of the Einstein eq. (3.43a), 
then instead eq. (3.43b) one would obtain 
 
                                             ( ) ( )∫ ∑ −+− ≈≈
n
SgI neDgeZ αλα ,     (3.45c) 
 
where nS  is the action functional on the corresponding solution number n . Now the probability 
function is 
                                             ( ) 











≈ ∑∑ −−
n
S
n
S nn ee expαρ .    (3.45d) 
 
We consider solutions which correspond to the spontaneous compactifications of the form 
 
                                                                 
rmd BMM ×= . 
 
It is clear from eq. (3.45d) that the more probable solution corresponds to the smaller value of the 
Euclidean action. 
Wormholes are topology-changing configurations in Euclidean quantum gravity. Coleman showed 
that if wormholes exist, they have the effect of making the cosmological constant vanish. 
Now, we describe some equations concerning this subject and their mathematical connections with 
the Hartle-Hawking wave function. 
We begin with some (possibly disconnected) manifold, M , with long-wavelength background 
fields. We also specify the initial number of baby universes of each type, in , and the final number, 
'
in . We then integrate over the fluctuations and sum over all possible locations of the wormholes. 
The result of this process is 
 
                                           ∑
−
−
=
fixednn
esandwormhol
nsfluctuatio
SS
ii
eff nnenne
'
,
21
'
2
'
1 ...,..., .    (3.46) 
 
Here, 
                                                          ∫= M effeff gxdS L
4
,    (3.47) 
 
where 
                                                      ( )∑ ∗++=
i
iiieff aa LLL
|
0 ,    (3.48) 
 
0L  is the result of integration over the fluctuations, and  
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                                                               i
S
i Ke i
−
=L .    (3.49) 
 
Hence, we can write eq. (3.47) also 
 
                                     ( )∫ ∑ −∗++= M
i
i
S
iieff KeaagxdS i|04 L .    (3.49b) 
 
It will be useful to have an explicit formula relating A  eigenstates to baby-universe-number 
eigenstates: 
                                          ( )∏=
i
ini
nn 2/...,..., 2121 αψαα ,    (3.50) 
 
where ( )qnψ  is the nth energy eigenfunction of the harmonic oscillator,  ( )222
1 qpH += . If we 
rewrite eq. (3.46) in terms of A -eigenstates, we find 
 
                                      
( ) ( )∏ −= −−
i
ii
SS effeff ee ααδαα α '1'1 ...... ,    (3.51) 
 
where 
                                          ( ) ∫ ∑ 





+=
M
i
iieff gxdS αα LL0
4
.    (3.52) 
 
Let us define an amplitude 
 
                                                        
( ) ∑ −≡ SetBBA ,, 21 ,    (3.53) 
 
where S  is the (gauge-invariant) Euclidean action and the sum is over all motions that go from 2B  
to 1B  in Euclidean time t . This amplitude obeys a composition law 
 
                                ( ) ( ) ( ) ( )∫ += ',,',,,, 3132221 ttBBAtBBABdtBBA µ ,    (3.54) 
 
for appropriate measure ( )Bµ . Further, given any function ( )BΦ , 
 
                                          ( ) ( ) ( ) ( )∫ Φ=Ψ '',',, BdBtBBAtB µ ,    (3.55) 
 
is a possible wave function of the universe for 0>t . 
Hartle and Hawking showed that 
 
                                             ( ) ( ) ( ) ( )∫ Φ=Ψ ''', BdBBBAB µ ,    (3.56) 
 
is a possible wave function of the universe, for any Φ  and any measure µ . Hartle and Hawking 
paid special attention to the wave function defined by the simplest boundary condition of all, no 
boundaries. In our notation, ( )BΦ  is proportional to 0Bδ , and  
 
                                               
∗
==Ψ ),0()0,()( BABABHH .    (3.57) 
 53 
 
They suggested that this was in a sense the ground-state wave function of the universe. A naïve 
generalization of the composition law, eq. (3.54) would lead us to believe that 
 
                                        ( ) ( ) ( ) ( )∫= 3222131 ,,, BBABdBBABBA µ ,    (3.58) 
 
for appropriate measure µ . If we define an inner product between allowable wave functions by 
 
                                              ( ) ( ) ( ) ( )∫ ΨΨ=ΨΨ ∗ BdBB µ2121, ,    (3.59) 
 
then it follows from eqs. (3.56) and (3.58) that 
 
                                ( ) ( ) ( ) ( ) ( ) ( )∫ ΦΦ=ΨΨ ∗ 2122211121 ,, BdBdBBBAB µµ .    (3.60) 
 
Now, we shall attempt to compute the Hartle-Hawking wave function of the universe in the 
presence of wormholes. Let us consider a theory in which the action in ( )αeffS , for some fixed 
value of the 'α s, and in which we integrate only over configurations that are slowly varying on the 
wormhole scale. In this case, the Hartle-Hawking wave function is 
 
                                                     
( ) ( )∑ −=Ψ αα effSHH eB ,    (3.61) 
 
where the sum is over all manifolds that go from no boundary to B ( B  is slowly varying on the 
wormhole scale). A general manifold will have several components. Some of these will be 
connected to B  (only one, if B is itself connected). However, there may be other components 
which are closed, that is to say, which have no boundary at all. The action is a sum over the various 
components. Thus the sum over four-manifolds factorizes, 
 
                                                     ( ) ( ) ( )αψαα ZBB HHHH =Ψ ,    (3.62) 
 
where HHαψ  is given by the sum over manifolds connected to B , and 
 
                                                          ( ) ( )∑ −=
CM
SeffeZ αα ,    (3.63) 
 
where CM  denotes closed manifolds. Hence, the eq. (3.62) can be rewritten also: 
 
                                                ( ) ( )BB HHHH αα ψ=Ψ ( )∑ −
CM
Seffe
α
.    (3.63b) 
 
Let us now compute the expectation value of some scalar field, φ . By following equation 
 
                                                         ( ) ∑ −=
paths
SexxA 21, ,    (3.64) 
 
we have that 
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( ) ( )
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∑
∑
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=
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xe
α
α
α
φφ .    (3.65) 
 
The denominator is just ( )αZ  again. Hence, 
 
                                                   
( ) ( ) ( )∑ =−
CM
HHS Zxe eff αφφ
α
α
.    (3.66) 
 
Furthermore, we have that 
                                                   
( ) ( )
( )
∑
∑
−
−
=
CCM
S
CCM
S
HH
eff
eff
e
xe
α
α
α
φφ ,    (3.67) 
 
where CCM  denotes closed connected manifolds. This equation tell us that, if the 'α s are 
constants, we make no error if we simply ignore disconnected closed components in the path 
integral. Now let us turn to the real thing, the theory with wormholes. The argument of Ψ  is now 
not just B , but also the number of baby universes. Equation (3.50) tell us how to write the no-baby-
universe state in terms of the 'α s: 
                                                             ,0 4/
2αα −= e     (3.68) 
 
times an irrelevant normalization constant. Thus we can directly aplly the wormhole summation 
formula, eq. (3.51), to find 
                                             ( ) ( ) ( )αψα αα ZBeB HHHH 4/2, −=Ψ .    (3.69) 
 
This equation strongly suggests that ( )αZ  governs the probability of finding given values of α  in 
the Hartle-Hawking state. To get a more precise idea of what is going on, let us compute HHφ . For 
this computation, we must sum over closed manifolds. Thus both the initial and final state contain 
no baby universes. It then follows from the wormhole summation formula and eq. (3.66) that 
 
                                               
( )
( )∫
∫
−
−
=
αα
αφαφ
α
α
α
Zed
Zed HHHH
2/
2/
2
2
.    (3.70) 
 
We see that the probability distribution in α  is 
 
                                                       ( ) ααα dZedP 2/2−= ,    (3.71) 
 
up to a normalization. 
We shall now show that ( )αZ  displays the announced peak. We have that 
 
                                                   ( ) ( )





= ∑
−
CCM
SeffeZ αα exp .    (3.72) 
 
The sum over closed connected manifolds can be expressed in terms of a background-gravitational-
field effective action, Γ . The path integral of Se−  is then equal to Γ−e , evaluated at the stationary 
point of Γ . The sum in eq. (3.72) runs over manifolds of all possible topologies.  
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Thus we will define an independent effective action for each topology, and write  
 
                                                   
( ) ( )∑ ∑ Γ−
−
=
CCM topol
gS
ee eff
.
α
α
,    (3.73) 
 
where g  denotes the background metric on each topology, and each term on the right is to be 
evaluated at its stationary point. The leading term in Γ  for large volume is given by 
 
                                                      ∫ +=Γ ...
4 gxdλ ,    (3.74) 
 
where λ  is the cosmological constant. The first correction to eq. (3.73) is also known, 
 
                                           ...
16
14 +



−=Γ ∫ RGgxd piλ ,    (3.75) 
 
where G  is Newton’s constant, again including all renormalization effects of all interactions. The 
stationary points of eq. (3.75) are Einstein spaces, 
 
                                                        µνµν λpi gGR 8= .    (3.76) 
 
For these, 
                                                        ∫−=Γ gxd
4λ .    (3.77) 
 
Thus for positive λ  we want the Einstein space of maximum volume, for negative λ  that of 
minimum volume. For positive λ , the space of maximum volume is known; it is the four-sphere of 
radius λpiG8/3 , for which 
                                                             λ28
3
G
−=Γ .    (3.78) 
 
For sufficiently small λ , the neglected terms in eq. (3.75) are negligible compared to this. For 
negative λ , the minimum volume space is not known. Nevertheless, whatever it is, it makes a 
positive contribution to Γ  proportional to λ/1 . Thus, 
 
                                                   
( )
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

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−
+
.0,0
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λ
λλGe
Z     (3.79) 
 
If an infrared cutoff is introduced, say by restricting the path integral to manifolds with diameters 
less than some maximum value, D , Γ  approaches a finite limit, proportional to GD /2 , as λ  goes 
to zero. If, in the presence of such a cutoff, we normalize the probability distribution in α , eq. 
(3.71), and then let D  go to infinity, the probability distribution becomes concentrated on that 
submanifold of α  space on which λ  vanishes. 
We note that the eqs. (3.45b), (3.45c), (3.69) and (3.71), can be mathematically connected. Indeed, 
we have: 
                                   ( ) =−
Λ
−= ∫ xdgGdS
d
2
4 ( ) ( )
⇒
Λ
Ω−−
−
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−
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2
2
2
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22
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                   ( ) ( ) ⇒≈≈⇒ ∫ ∑ −+−
n
SgI neDgeZ αλα , ( ) ( ) ( )⇒=Ψ − αψα αα ZBeB HHHH 4/2,  
                   ( ) ααα dZedP 2/2−=⇒ .    (3.79b) 
 
Now it will be shown that extra time-like coordinates can solve the cosmological constant problem 
in D = 11 supergravity. We will obtain it by a double use of the Freund-Rubin ansatz in the internal 
seven-dimensional space. Contributions to the Einstein equations from the antisymmetric field 
strength tensors depend on the signature and a compensating mechanism may take place. It is 
known that compactified time-like dimensions, as a rule, cause the appearance of ghosts and 
tachyons in the effective four-dimensional theory. The massive ghosts and tachyons can be ignored, 
because their masses are of the Planck scale. In this Kaluza-Klein approach we deal only with the 
massless sector. Therefore it is enough to avoid the appearance of massless ghosts only.  
The vacuum solutions of D = 11 supergravity with zero cosmological constant presented now, 
satisfy the above mentioned criteria. 
The equations of motion for the bosonic part of D = 11 supergravity are: 
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8541
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M FFgF ε
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−=∇ ,    (3.81) 
 
with the Bianchi identity 
                                                           [ ] 0=∂ NPQRM F ,    (3.82) 
 
where  10,...,1,0,..., =NM .  
Suppose that the eleven-dimensional manifold has the direct product form 
 
                                                
3
3
1
0
3
01
11
4 MMMMM ×××= ,    (3.83) 
 
where upper indices denote dimensionality of manifolds and lower indices denote the number of 
time-like coordinates. This topology yields the block diagonal form of the metric tensor 
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,    (3.84) 
 
where 10,9,8,;6,5,4,;3,2,1,0, === nmbaνµ . Non-zero components of the rank-four field strengths 
are 
                  
( )[ ] dcbadcba zygF ˆˆˆˆ2/11ˆˆˆˆ , ελ= ,    (3.85a)      ( )[ ] qpnmqpnm zwgF ˆˆˆˆ2/12ˆˆˆˆ , ελ= ,    (3.85b) 
 
where 
   ( ) ( ) ( )ygzgzyg abdet, 77= ,   ( ) ( ) ( )wgzgzwg mndet, 77= ,   10,9,8,7ˆ,ˆ,ˆ,ˆ;7,6,5,4ˆ,ˆ,ˆ,ˆ == qpnmdcba .    
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 The right hand-side of eq. (3.81) vanishes due to overlapping the seventh coordinate in the ansatze 
(3.85a) and (3.85b). The left hand-side of eq. (3.81) is also zero, so eq. (3.81) is really satisfied. The 
Bianchi identity is true by virtue of the supposed topology (3.84). Eqs. (3.80) take the form 
 
              ( ) ( ) ( )xgxR µνµν λλ 22213
2
−−= ,    (3.86a)      ( ) ( ) ( )ygyR abab 222123
2 λλ += ,        (3.86b) 
              ( ) ( ) ( )zgzR 77222177 3
4 λλ −= ,        (3.86c)      ( ) ( ) ( )wgwR mnmn 2221 23
2 λλ +−= .    (3.86d) 
 
Since the left hand-side of eq. (3.86c) is zero, it follows that  
 
                                                          
22
2
2
1 λλλ == .    (3.87) 
 
Therefore eqs. (3.86) get the form 
 
      
( ) 0=xRµν ,    (3.88a)      ( ) ( )ygyR abab 22λ= ,    (3.88b)      ( ) ( )wgwR mnmn 22λ−= .    (3.88c) 
 
To avoid the appearance of ghosts in the massless four-dimensional theory, the internal space with 
time-like compactified coordinates should satisfy the following conditions: 
(i) the internal space has no Killing vectors, and 
(ii) all Betti numbers 12 +kb  of the internal space vanish for lk ≤+12  if antisymmetric tensor 
fields of rank l  are present. 
If we take 33M  are the quotient space Γ/
3S  with a discrete group of isometry Γ  acting on 3S  non-
freely, then the conditions (i) and (ii) are satisfied. In this case 33M  is a finite-volume manifold with 
singular points. So, we have the following compactification: 
 
                                                         Γ×××= /31341
11
4 SSSMM , 
 
where 41M  is a Minkowski space-time. According to the standard Kaluza-Klein ansatz such a 
compactification leads to the appearance of the gauge fields with the ( ) ( )14 USO ×  group. 
The result obtained can be generalized to the compactification of the form 
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21 ttT
MSMMM ×××= ,    (3.89) 
 
where the lower indices denote the numbers of the time-like dimensions in the corresponding 
manifolds  ( )211 ttT ++= . In this case eq. (3.80) takes the form 
 
       ( ) ( ) ( )[ ] ( )xgxR tt µνµν λλ 2221 21 1132 −+−−= ,         ( ) ( ) ( )[ ] ( )ygyR abttab 2221 21 12132 λλ −−−= , 
       ( ) ( ) ( )[ ] ( )zgzR tt 77222177 21 1134 λλ −+−= ,          ( ) ( ) ( )[ ] ( )wgwR mnttmn 2221 21132 21 λλ −−−−= .    (3.90) 
 
We have a Ricci flat four-dimensional space-time if  22221 λλλ ==  and  ( ) ( ) 011 21 =−+− tt . 
Among many vacuum solutions, which follow from eqs. (3.90), we wish to point out one (3.83), 
because it is the most favourable. This solution is analogous to the Minkowski four-dimensional 
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one in non-chiral N = 2, D = 10 supergravity, obtained taking twice (without overlapping) MNPF  in 
the internal six-dimensional space. 
We note that the eq. (3.81) can be mathematically connected with the eqs. (3.31), (3.34), (3.36) and 
(3.38). Indeed, we have: 
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We have also that: 
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We note that 2424576 ×=  and that the number 24 correspond to the Ramanujan function that has 
24 “modes” that correspond to the physical vibrations of a bosonic string. 
Indeed, we have that: 
 
                                   
( )















 +
+






 +
⋅










=
−
−
∞
∫
4
2710
4
21110log
'
142
'
cosh
'cos
log4
24
2
'
'
4
'
0
2
2
wt
itwe
dxe
x
txw
anti
w
w
t
wx
φ
pi
pi
pi
pi
. 
 
Furthermore, if the (3.81) is an equation of motion for the bosonic part of D = 11 supergravity, then 
it is possible also the mathematical connections with the fundamental equation of Palumbo-Nardelli 
model: 
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Thence, we have the following connections: 
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This equation can be related easily also with eq. (3.90b). 
 
Now, we consider 6-dimensional space-time ( )2,4M  with one extra time-like dimension τ  and one 
extra dimension y , i.e. space-time with a signature (4,2). Suppose that there are two branes with a 
world-volume signature (4,1) (“time brane”) and (3,2) (“space brane”) embedded in ( )2,4M  with 
tensions τT  and yT , respectively. The intersection of these branes, which we take to be at 
( )0,0 == τy  point for definiteness, is a 4-dimensional subspace (3-brane) of ( )2,4M  with signature 
(3,1) which can be identified with a visible world. The relevant action describing such a set-up is: 
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Here 46
2
6 16
−
= Mpiκ , where 6M  is the six-dimensional fundamental scale of the theory and bΛ  is a 
bulk cosmological constant. We can rewrite the eq. (3.91) also 
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                                                                                                                                    (3.91b) 
 
The induced metrics on the branes, ( )ybagab ,,0 µτ ==  and ( )τµβααβ ,,0 ==yg , are defined as: 
 
                               ( )0,,0 === τµτ yxgg abab ,      ( )τµαβαβ ,0,0 === yxgg y ,    (3.92) 
 
where ( ) ,,,3,2,1,0,, τµ yNMgMN =  is a six-dimensional metric. We use metric with mostly positive 
signature ( )−++++− . The field equations followed from the above action (3.91) are: 
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where the energy momentum tensor MNT  is expressed through the bulk cosmological constant bΛ  
and brane tensions τT  and yT  as: 
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Hence, the eq. (3.93) can be rewritten also 
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We are looking for a static solution of the above equations (3.93) that respects 4-dimensional 
Poincare invariance in the µx  direction.   
A 6-dimensional line element satisfying this ansatz can be written as: 
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where µνη  is a 4-dimensional flat Minkowski metric. It is more convenient, however, to perform 
the actual calculations within a conformally flat metric ansatz 
 
                                               ( ) NMMN dxdxzAds ηθ,22 = ,    (3.96) 
 
which can be obtained from (3.95) by the following coordinate transformations: 
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Now using the well-known conformal transformation formulae for the Einstein tensor  
 
                                                            RRG MN
M
N
M
N δ2
1
−=  
 
          ( ) ( ) 




 ∇+∇+∇∇−∇∇+= 22 ln
2
3ln4lnlnln4~ AAAAAGG MNNMNMMNMN η ,    (3.98) 
 
we easily obtain: 
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where primes and overdots denote the derivatives with respect to space-like z  and time-like θ  
coordinates, respectively. Taking the conformal factor (warp factor) in (3.96) as 
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y
,    (3.103) 
 
one can easily check that non-diagonal elements (3.102) of the Einstein tensor vanish, 
0=−= θθ z
z GG ,  and thus ( )θz  Einstein’s equations are satisfied identically, while the remaining 
equations will be satisfied if the following relations are fulfilled: 
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Here we will assume that the space brane has a positive tension 0>yT , while the time brane the 
negative one, 0<τT , so that both yk  and τk  are positive. If we demand that the Einstein 
equations (3.93) are invariant under the z↔θ  exchange than among the solutions (3.103 – 
3.106) the one with 0=Λb  survives. The fine tuning problem now is resolved since the above 
invariance demands yTT −=τ  and ensures automatic cancellation of the 4-dimensional 
cosmological constant. Now, we start from the more general ansatz by taking 
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instead of the flat 4-dimensional metric µνη  in (3.96). Here H  is a “Hubble constant” on the 
intersection. Now the ansatz (3.96) with (3.107) instead of µνη  describes maximally symmetric 4-
dimensional space-times of the intersection of branes, i.e. de Sitter ( )02 >H  or anti-de Sitter 
( )02 <H . Then the components of the Einstein tensor (3.99) and (3.100), (3.101) will be changed 
by the additional term µνδ2
23
A
H
+  and 2
26
A
H
+ , respectively, while (3.102) will remain unchanged. It 
is easy to see that the corresponding Einstein equations will remain invariant under the discrete 
symmetry z↔θ  if and only if 0=H  and 0=Λb . This can be easily understood from the fact that 
the origin for the non-zero Hubble constant is a non-zero 4-dimensional cosmological constant on 
the intersection of branes which in turn is indeed forbidden if one demands that the theory is 
invariant under the discrete symmetry imposed above. The above invariance can be viewed as a 
constraint imposed on the system described by the action (3.91) which holds for the special class 
of metrics MNg  including the background one given by (3.96, 3.103 – 3.106) with 0=Λb . Notice 
that the vanishing of the bulk cosmological constant, 0=Λb , and the relation yTT −=τ  emerge 
merely from the discrete symmetry imposed and are not consequence of any fine-tuning. 
In conclusion, with regard the action (3.91), we note that it is possible the mathematical connection 
with the eqs. (3.81), (3.90b) and (3.90d). Thence, we obtain: 
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Note that also the relation (3.79b) can be mathematically connected with this last relation.  
 
 
 
4. On some equations concerning p-adic strings, p-adic and adelic zeta functions, zeta 
strings and zeta nonlocal scalar fields. [10] [11] [12] [13] [14] 
 
Like in the ordinary string theory, the starting point of p-adic strings is a construction of the 
corresponding scattering amplitudes. Recall that the ordinary crossing symmetric Veneziano 
amplitude can be presented in the following forms: 
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where 1=h , pi/1=T , and ( )
2
1 ssa −−=−= α , ( )tb α−= , ( )uc α−=  with the condition 
8−=++ uts , i.e. 1=++ cba . 
The p-adic generalization of the above expression 
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where 
p
...  denotes p-adic absolute value. In this case only string world-sheet parameter x  is treated 
as p-adic variable, and all other quantities have their usual (real) valuation. 
Now, we remember that the Gauss integrals satisfy adelic product formula 
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what follows from 
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These Gauss integrals apply in evaluation of the Feynman path integrals 
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for kernels ( )',';'','' txtxKv  of the evolution operator in adelic quantum mechanics for quadratic 
Lagrangians. In the case of Lagrangian  
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for the de Sitter cosmological model one obtains 
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Also here we have the number 24 that correspond to the Ramanujan function that has 24 “modes”, 
i.e., the physical vibrations of a bosonic string. Hence, we obtain the following mathematical 
connection: 
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The adelic wave function for the simplest ground state has the form 
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p
x  if 1≤
p
x  and ( ) 0=Ω
p
x  if 1>
p
x . Since this wave function is non-zero only in 
integer points it can be interpreted as discreteness of the space due to p-adic effects in adelic 
approach. The Gel’fand-Graev-Tate gamma and beta functions are: 
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where Ccba ∈,,  with condition 1=++ cba  and ( )aζ  is the Riemann zeta function. With a 
regularization of the product of p-adic gamma functions one has adelic products: 
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where 1=++ cba . We note that ( )baB ,
∞
 and ( )baBp ,  are the crossing symmetric standard and p-
adic Veneziano amplitudes for scattering of two open tachyon strings. Introducing real, p-adic and 
adelic zeta functions as 
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one obtains 
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where ( )aAζ  can be called adelic zeta function. We have also that 
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Let us note that ( )2exp xpi−  and ( )
p
xΩ  are analogous functions in real and p-adic cases. Adelic 
harmonic oscillator has connection with the Riemann zeta function. The simplest vacuum state of 
the adelic harmonic oscillator is the following Schwartz-Bruhat function: 
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whose the Fourier transform 
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has the same form as ( )xAψ . The Mellin transform of ( )xAψ  is 
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and the same for ( )kAψ . Then according to the Tate formula one obtains (4.19). 
The exact tree-level Lagrangian for effective scalar field ϕ  which describes open p-adic string 
tachyon is  
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where p  is any prime number, 22 ∇+−∂= t  is the D-dimensional d’Alambertian and we adopt 
metric with signature ( )++− ... . Now, we want to show a model which incorporates the p-adic 
string Lagrangians in a restricted adelic way. Let us take the following Lagrangian  
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Recall that the Riemann zeta function is defined as 
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Employing usual expansion for the logarithmic function and definition (4.25) we can rewrite (4.24) 
in the form 
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where 1<φ . 





2
ζ  acts as pseudodifferential operator in the following way: 
 
                    
( ) ( ) ( )dkk
k
ex ixkD φζpiφζ
~
22
1
2
2
∫ 





−=





,    ε+>−=− 2220
2 kkk
r
,    (4.27) 
 
where   ( ) ( ) ( )dxxek ikx φφ ∫ −=~    is the Fourier transform of ( )xφ . 
Dynamics of this field φ  is encoded in the (pseudo)differential form of the Riemann zeta function. 
When the d’Alambertian is an argument of the Riemann zeta function we shall call such 
string a “zeta string”. Consequently, the above φ  is an open scalar zeta string. The equation of 
motion for the zeta string φ  is 
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which has an evident solution 0=φ . 
For the case of time dependent spatially homogeneous solutions, we have the following equation of 
motion 
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With regard  the open and closed scalar zeta strings, the equations of motion are 
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and one can easily see trivial solution 0== θφ . 
 
The exact tree-level Lagrangian of effective scalar field ϕ , which describes open p-adic string 
tachyon, is: 
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where p  is any prime number, 22 ∇+−∂= t  is the D-dimensional d’Alambertian and we adopt 
metric with signature ( )++− ... , as above. Now, we want to introduce a model which incorporates 
all the above string Lagrangians (4.32) with p  replaced by Nn ∈ . Thence, we take the sum of all 
Lagrangians nL  in the form 
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whose explicit realization depends on particular choice of coefficients nC , masses nm  and coupling 
constants ng . 
Now, we consider the following case 
                                                              hn
n
nC
+
−
= 2
1
,    (4.34) 
 
where h  is a real number. The corresponding Lagrangian reads 
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and it depends on parameter h . According to the Euler product formula one can write 
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Recall that standard definition of the Riemann zeta function is 
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which has analytic continuation to the entire complex s  plane, excluding the point 1=s , where it 
has a simple pole with residue 1. Employing definition (4.37) we can rewrite (4.35) in the form 
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Here 
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ζ  acts as a pseudodifferential operator 
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where  ( ) ( ) ( )dxxek ikx φφ ∫ −=~    is the Fourier transform of ( )xφ . 
We consider Lagrangian (4.38) with analytic continuations of the zeta function and the power series 
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where AC  denotes analytic continuation. 
Potential of the above zeta scalar field (4.40) is equal to hL−  at 0= , i.e. 
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where 1≠h  since ( ) ∞=1ζ . The term with ζ -function vanishes at ,...6,4,2 −−−=h . The equation 
of motion in differential and integral form is 
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respectively. 
Now, we consider five values of h , which seem to be the most interesting, regarding the 
Lagrangian (4.40): ,0=h  ,1±=h  and 2±=h .  For 2−=h , the corresponding equation of motion 
now read: 
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This equation has two trivial solutions: ( ) 0=xφ  and ( ) 1−=xφ . Solution ( ) 1−=xφ  can be also 
shown taking  ( ) ( )( )Dkk piδφ 2~ −=  and  ( ) 02 =−ζ  in (4.44). 
For 1−=h , the corresponding equation of motion is: 
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where ( )
12
11 −=−ζ .  
The equation of motion (4.45) has a constant trivial solution only for ( ) 0=xφ . 
For 0=h , the equation of motion is 
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It has two solutions: 0=φ  and 3=φ . The solution 3=φ  follows from the Taylor expansion of the 
Riemann zeta function operator 
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as well as from ( ) ( ) ( )kk D δpiφ 32~ = . 
For 1=h , the equation of motion is: 
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where ( ) ∞=1ζ   gives   ( ) ∞=φ1V .  
In conclusion, for 2=h , we have the following equation of motion: 
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Since holds equality 
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one has trivial solution 1=φ  in (4.49). 
Now, we want to analyze the following case: 2
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= . In this case, from the Lagrangian (4.33), 
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The corresponding potential is: 
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We note that 7 and 31 are prime natural numbers, i.e. 16 ±n  with 1=n  and 5, with 1 and 5 that are 
Fibonacci’s numbers. Furthermore the number 24 is related to the Ramanujan function that has 24 
“modes” that correspond to the physical vibrations of a bosonic string. Thence, we obtain: 
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The equation of motion is: 
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Its weak field approximation is: 
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which implies condition on the mass spectrum 
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From (4.54) it follows one solution for 02 >M  at 22 79.2 mM ≈  and many tachyon solutions when 
22 38mM −< . 
We note that the number 2.79 in connected with the φ  and Φ , i.e. the “aureo” numbers. Indeed, we 
have that: 
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With regard the extension by ordinary Lagrangian, we have the Lagrangian, potential, equation of 
motion and mass spectrum condition that, when 2
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In addition to many tachyon solutions, equation (4.58) has two solutions with positive mass: 
22 67.2 mM ≈  and 22 66.4 mM ≈ . 
We note, also here, that the numbers 2.67 and 4.66 are related to the “aureo” numbers. Indeed, we 
have that: 
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                                            5. Mathematical connections 
 
In this section we want to show some interesting mathematical connections that we have obtained 
between various equations regarding the Sections 1, 2 and 4. Before of this, we want to describe 
about the Ramanujan’s sum for the mathematical connections concerning some equations of 
Section 1. 
In mathematics, Ramanujan’s sum, named for Srinivasa Ramanujan and usually denoted ( )mcq , is 
defined to be 
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where h  runs through the residues relatively prime to q , which is important in the representation of 
numbers by the sums of squares. If ( ) 1', =qq  (i.e., q  and 'q  are relatively prime), then 
 
                                                        
( ) ( ) ( )mcmcmc qqqq '' = ,    (5.2) 
 
hence, the Ramanujan’s sum is multiplicative. For argument 1, we have: 
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where µ  is the Mobius Function and, for general m , we have: 
 
                                                  ( ) ( )
( )
( )










=
mb
b
b
mb
b
mcb
,
, φ
φµ .    (5.4) 
 
S. Ramanujan in his paper “Modular equations and approximations to pi ” (1914), gives various 
series concerning pi/1  and related to the Ramanujan’s sum. Now, we show some interesting 
equations concerning this important argument. We have: 
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We remember that the number 24 (hence also 12 = 24/2), correspond to the Ramanujan function 
that has 24 “modes” that correspond to the physical vibrations of a bosonic string. 
Now, from the eq. (1.7b), we obtain the following mathematical connection: 
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Also the eqs. (1.11), (1.12), (1.15) and (1.74)-(1.77) can be connected with eqs. (5.8) and (5.10). 
Hence, we obtain:   
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With regard the Ramanujan’s sum, we have the following mathematical connections between the 
eqs. (1.30h) and (1.36) and (5.1), (5.8) and (5.10): 
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With regard the Selberg zeta function, we have the following mathematical connections between 
eqs. (1.27), (1.28), (1.29), (1.30c), (1.32), (1.33), (1.34), (1.42), (1.85), (1.87) of Section 1 and 
various equations of Section 2 and Section 4.  With regard the Section 2, we have some 
mathematical connections with the eqs. (2.68), (2.69), (2.76), (2.87), (2.90b), (2.107b), (2.113b) and 
(2.119b). Indeed, we have obtained that: 
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In conclusion, we have various mathematical connections with some equations of Section 4. It is 
possible to obtain connections between eqs. (4.28)-(4.31), (4.43)-(4.46), (4.48)-(4.49), and eqs. 
(5.21)-(5.24). Indeed, as example most importants, we have that: 
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