It is well known that orthogonalization of column vectors in a rectangular matrix B with respect to the bilinear form induced by a nonsingular symmetric indefinite matrix A can be eventually seen as its factorization B = QR that is equivalent to the Cholesky-like factorization in the form B T AB = R T ΩR, where R is upper triangular and Ω is a signature matrix. Under the assumption of nonzero principal minors of the matrix M = B T AB we give bounds for the conditioning of the triangular factor R in terms of extremal singular values of M and of only those principal submatrices of M where there is a change of sign in Ω. Using these results we study the numerical behavior of two types of orthogonalization schemes and we give the worst-case bounds for quantities computed in finite precision arithmetic. In particular, we analyze the implementation based on the Cholesky-like factorization of M and the Gram-Schmidt process with respect to the bilinear form induced by the matrix A. To improve the accuracy of computed results we consider also the Gram-Schmidt process with reorthogonalization and show that its behavior is similar to the scheme based on the Cholesky-like factorization with one step of iterative refinement. 
It is clear that for A = I we get the standard QR factorization of B that corresponds to the (I, I)-orthogonal Q satisfying Q T Q = I (see, e.g., [18] ). In the case of symmetric positive definite A, this matrix induces a nonstandard inner product and the (A, I)-orthogonal factor we look for can be still recovered from the (I, I)-orthogonal factor in the QR factorization of the matrix A −1/2 B, where A 1/2 denotes the matrix square root of A. In addition, the upper triangular factor R is the Cholesky factor of the matrix M = B T AB = R T R. The indefinite case with a diagonal A ∈ diag(±1) has been studied intensively by several authors [5, 8, 10, 12, 31, 30, 28] . These concepts can be extended also to the case of a general symmetric indefinite (but still nonsingular) matrix A. The matrix M = B T AB is then also symmetric indefinite and there exists its LDL T factorization P T M P = LDL T , where P is a permutation matrix representing some pivoting strategy, L is unit lower triangular, and D is block diagonal with diagonal blocks of dimension 1 or 2. For details we refer to the papers of Bunch [6] or Bunch and Parlett [7] . Considering the eigenvalue decomposition of D in the form D = SΛS T = S|Λ| 1/2 Ω|Λ| 1/2 S T , where S is also block diagonal with diagonal blocks of dimension 1 or 2, Λ is diagonal, and Ω is its signature matrix, the LDL T factorization of M can be rewritten as P T B T ABP = R T ΩR with R = LS|Λ| 1/2 being now block upper triangular with diagonal blocks of dimension 1 or 2. Indeed, there exists an (A, Ω)-orthogonal factor Q such that BP = QR. Note that the permutation matrix P can be interpreted here as a given permutation of column vectors stored in the matrix B. This approach was actually used by Slapničar in [31] and Singer in [28] and R ∈ R n,n is again block upper triangular with diagonal blocks of dimension 1 or 2. It is clear that if we restrict the factor R to the class of upper triangular matrices, such factorization does not always exist. This situation has been called in [30, 28] the triangular case of indefinite QR factorization and its version without any column pivoting in B will be discussed in this contribution. For a given A ∈ diag(±1) and under the assumption of nonzero principal minors of the matrix M it was shown in [8, 12] that each nonsingular matrix B can be factorized into a product of the so-called pseudoorthogonal matrix Q and the upper triangular matrix with positive diagonal entries R. Such a matrix B is in [10] called a nonexceptional matrix and in [12] it is called decomposable in the group of all isometries with respect to the bilinear form induced by the matrix A.
These results also indicate that at least from a theoretical point of view the problem with a general symmetric nonsingular A can be transformed into a problem with A equal to a certain signature matrix. However, we are interested in applications, where A is not available explicitly, but it can be accessed by evaluating matrix-vector products, or in situations when m is significantly larger than n and where the approach based on the complete factorization of A (or transformation into a diagonal form) can be expensive even with the use of efficient sparse solvers. Therefore, throughout the paper we consider the case of a general symmetric but nonsingular matrix A.
The organization of the paper is as follows. In section 2 we give our basic results on the Cholesky-like factorization of a general symmetric indefinite matrix M . In particular, we develop bounds for the extremal singular values of the triangular factor R and the (A, Ω)-orthogonal factor Q in terms of the spectral properties of principal submatrices of the matrix M . Then in section 3 we give a description of four schemes used for orthogonalization with respect to the bilinear form induced by the matrix A. Section 4 is devoted to the scheme for computing the factors Q and R that directly uses the Cholesky-like factorization of the matrix M . Section 5 recalls the classical Gram-Schmidt (CGS) algorithm with the bilinear form induced by the matrix A. In both cases we also consider the corresponding algorithm with reorthogonalization or iterative refinement and focus on their rounding error analysis. We give the worstcase bounds for quantities computed in finite precision arithmetic and formulate our results on the factorization error and on the loss of (A,Ω)-orthogonality (measured by B −QR and Q T AQ −Ω ) in terms of quantities proportional to the roundoff unit u, in terms of A , B , or M , and in terms of the extremal singular values of computed factorsQ andR. Finally, in section 6 we present some numerical experiments that illustrate our theoretical results.
The symbol σ k (A) denotes the kth largest singular value of A and provided that A has a full-column rank κ(A) = σ 1 (A)/σ n (A) denotes the condition number of the matrix A ∈ R m,n . We use the notation |A| and |a| for the matrix and vector whose elements are the absolute values of corresponding elements of the matrix A ∈ R m,n and the vector a ∈ R n , respectively. By a, b = a T b we denote the Euclidean inner product of two vectors a and b. The term a is the corresponding Euclidean norm of the vector a and A = σ 1 (A) stands for the 2-norm of the matrix A. The quantities computed in finite precision arithmetic will be denoted by the quantity with an extra upper bar as, e.g.,Q = [q 1 , . . . ,q n ],Ω, orR. We assume the arithmetic with the standard rules for floating-point computations (see, e.g., [18] ). We use the notation c k u = c k (m, n)u for low-degree polynomials in the dimensions m and n multiplied by the unit roundoff u; they are independent of κ(A), κ(B), or κ(M ) but they do depend on details of the computer arithmetic. For simplicity we do not give their exact specification and we also omit the terms proportional to higher powers of u.
Cholesky-like factorization of symmetric indefinite matrices.
The existence of the decomposition B = QR, where Q is (A, Ω)-orthogonal and R upper triangular with positive diagonal entries (and so also the existence of the Choleskylike factorization of M ) for a general symmetric and nonsingular A is discussed in the following Theorem 2.1. Its statement is not new and it has been discussed in various forms by several authors [5, 8, 10, 12, 30, 28] .
Theorem 2.1. Let B ∈ R m,n be full-column rank and A ∈ R m,m be symmetric indefinite. There exists a unique decomposition B = QR, where Q ∈ R m,n is (A, Ω)-orthogonal with Ω ∈ diag(±1) and the matrix R ∈ R n,n is upper triangular with positive diagonal elements if and only if no principal minor of M = B T AB vanishes. Proof. The matrix M has all nonzero principal minors if and only if it has the LU factorization M =LU , whereL is unit lower triangular and U upper triangular. It is easy to check that the product of the first j diagonal elements of U coincides with the jth principal minor of M for all j = 1, . . . , n (see, for example, [8] ). The factor Ω = diag(ω 1 , . . . , ω n ) will then be a diagonal matrix with ω i ∈ {−1, 1} such that the product of its first j elements is equal to the sign of the jth principal minor of M for all j = 1, . . . , n. Obviously ω j is also the sign of the jth diagonal element of U and we can find a real diagonal matrix D such that U = DΩDŨ , whereŨ is unit upper triangular. As M is symmetric, we have
and the uniqueness of the LU decomposition of M implies thatL =Ũ T . Defining R = DŨ and Q = BR −1 we now have M = R T ΩR and B = QR with Q T AQ = Ω.
We consider the general case of symmetric nonsingular A and we introduce the notation
Assuming that M j is nonsingu-lar for j = 1, . . . , n we give bounds for the conditioning of factors Q j and R j such that
and R j is upper triangular with positive diagonal entries. For A positive definite one would have the signature matrix equal to Ω j = I j with the factors R j and Q j satisfying the bounds
where A 1/2 stands for the square root of the matrix A. In addition, we would obtain
where Q B,j is the matrix with column vectors that form an orthonormal basis of the range of
For details, we refer, e.g., to papers [26] or [22] .
2 and thus the square root of the condition number of M j is just a lower bound for the condition number of the factor R j , i.e., we have only
. The upper bound for κ(R j ) seems to be more difficult to obtain and for that we will consider the submatrix formulation of the Cholesky-like factorization of the matrix M . We set w 1 = m 1,1 and r 1,1 = |w 1 |. For each j = 2, . . . , n we take the factorization
where the off-diagonal entries r 1:j−1,j in the factor R j are given as 
Since the Schur complement w j comes from the block factorization
Note that this identity will play an important role in further analysis.
It is also clear that if A is positive definite then the size of the Schur complement w j is always bounded by the diagonal element m j,j in (2.1). In the indefinite case it can be quite large and as a consequence of (2.3) we have only the upper bound
This is then reflected in the increasing size of the entries in the factor R j . In the following we give upper bounds for the extremal singular values and the condition number of R j . 
Proof. Using the identities (2.1)-(2.3) the inverse of the factor R j is given as (2.7)
Consequently, taking (2.7) the product R
can be expressed recursively in the form (2.8)
The identity (2.8) provides the basic insight into the relation between the inverses of the matrices R T j R j and the inverses of principal submatrices of M j . Observe that the recursive use of (2.8) leads to the expansion of the matrix (R
and of only those inverses of principal submatrices M i where there is a change of sign in the factor Ω, i.e., only for such i = 1, . . . , j − 1 where ω i+1 = ω i . Then |ω i+1 − ω i | = 2 and we have the bound 
). Proof. Since the coefficients r 1:j−1,j satisfy r 1:j−1,j = R j−1 M −1 j−1 m 1:j−1,j , the bound for the norm of R j can be also derived from a bound of the product R T j R j given as
This can be also rewritten as 
where M j \M i denotes the Schur complement of the principal submatrix M i subject to M j . The bound (2.6) that holds for a general signature matrix Ω ∈ diag(±1) can be reformulated also for symmetric quasi-definite matrices, i.e., the matrices M with the square symmetric diagonal blocks M 11 and M 22 such that M 11 is positive definite, M 22 is negative definite, and M 21 = M T 12 [36, 29] . For such matrices we have the Cholesky-like factorization
where R 11 and R 22 are upper triangular of appropriate dimensions. The condition number of the factor R can be then bounded as follows. Theorem 2.4. Let A ∈ R m,m be symmetric and B ∈ R m,n be such that the matrix M is symmetric quasi-definite with the Cholesky-like factorization (2.10). The condition number of the factor R from the factorization (2.10) is bounded as 
It is clear from (2.10) that
11 . Using (2.10) we can bound the norm of R from below and from above as M
We also see that
where
11 . Note that similar results could be formulated also in the case which uses some pivoting strategy when the Cholesky-like factorization is applied to the permuted columns of B. Such techniques, where the size of entries in the factor R is monitored and kept on a reasonable level, could lead to more stable factorizations. For simplicity of our approach, we do not consider a column pivoting in B here.
The properties of the so-called J-orthogonal matrices have been studied in [19] ; see also [32] . In our (A, Ω j )-orthogonal case we have Q
. It was shown in [19] that the eigenvalues and singular values of any (J, J)-orthogonal matrixQ satisfying Q T JQ = J ∈ diag(±1) come in reciprocal pairs and so its condition number is given by the square of its norm κ(Q) = Q 2 . As was pointed out the norm ofQ can be in general quite large. Therefore it seems more useful to relate the conditioning of Q j to the conditioning of the factor R j as follows. The singular values of the factor Q j can be bounded from the definition as
Example 2.5. Let B = ( 1 0 0 1 ) be the identity matrix in R 2,2 and let the standard unit vectors be orthogonalized with respect to the bilinear form determined by the matrix A =
, where ε is a small positive number. The matrix A ∈ R 2,2 is ill-conditioned with singular values given as A ≈ 1 + ε and σ min (A) = 2ε, while the factors Q, R, and Ω are given as
The singular values of the triangular factor R are given as R ≈ √ 1 + ε and
. The Schur complement is equal to M \M 11 = −2ε. The dominant quantity in the bound (2.6) for R −1 is therefore M −1 ≈ 1/(2ε), while the norm of R remains bounded due to (2.12). In such cases (especially when the principal matrix M 11 is well-conditioned) the bound R ≤ M R −1 is a large overestimate with respect to the bound (2.12) that is based on the Schur complement M \M 11 . Roughly speaking, in such cases the conditioning of R is similar to the conditioning of the standard Cholesky factor with the positive definite matrix A, where κ(R) = κ 1/2 (M ). Example 2.6. Let B = ( 1 0 0 1 ) be the identity matrix in R 2,2 and let the standard unit vectors be orthogonalized with respect to the bilinear form determined by the matrix A = ε 1 1 −ε , where ε is a small positive number. Indeed, A ∈ R 2,2 is wellconditioned with extremal singular values given as A = σ min (A) = √ 1 + ε 2 , while the factors Q, R, and Ω are given as follows:
The singular values of the triangular factor R satisfy R ≈
2 )/ε is large and both R and R −1 are large in this case. We see that the dominant quantity is given by the factor M −1 11 = 1/ε and the bounds (2.6) or (2.11) are quite sharp. 
2) it follows for j = 2, . . . , n that r i,j , i = 1, . . . , j − 1, can be computed successively column-by-column as a solution of the row-scaled lower triangular system with the matrix R
T and the right-hand side
. . , j − 1 (in a compact form denoted as m 1:j−1,j ), as follows:
The diagonal entry r j,j and the signature entry ω j are then given from (2.3) as ω j = sign[w j ] and r j,j = |w j |, where w j stands for the Schur complement w j = m j,j − r T 1:j−1,j Ω j−1 r 1:j−1,j . Given the entries r 1:j−1,j and r j,j in the triangular factor the vector q j is then computed as
The resulting algorithm (in this paper denoted as the M -QR implementation) is summarized as Algorithm 1.
To improve the accuracy of computed factors one can introduce the implementation with iterative refinement, where the Cholesky-like factorization is applied first to
with Q (0) = B in order to get the factors R (1) and Ω (1) . The factor Q (1) is then obtained as
In the second stage the Cholesky-like factorization is applied to the matrix ( (2) to get the factors R (2) and Ω (2) . The resulting factors are then (1) and R (2) = I that lead then to Q = Q (1) and R = R (2) . Introducing the column-oriented notation for the factors Q for j = 1, . . . , n do q
end for end for
The (A, Ω)-orthonormal basis of the span of the matrix B can be computed successively column-by-column via a Gram-Schmidt process, where the jth step delivers the columns of Q j = (q 1 , . . . q j ) that are orthonormal in the B-bilinear form. Various Gram-Schmidt schemes with indefinite A have been considered and effectively used in the context of solving structured eigenvalue problems [21, 25] 
Thus the off-diagonal entries r i,j , i = 1, . . . , j − 1, in the factor R can be computed via r i,j = ω 
In the following we consider the CGS process frequently used for orthogonalization of vectors with respect to the bilinear form induced by the matrix A. This algorithm (denoted here as A-CGS) is summarized as Algorithm 3.
Algorithm 3. Classical Gram-Schmidt process with respect to the bilinear form (A-CGS).
We also consider the CGS process with reorthogonalization (i.e., CGS process where the (A, Ω)-orthogonalization of the current vector b j with respect to previously computed vectors is performed exactly twice). Provided that we have already computed the vectors Q j−1 = [q 1 , . . . , q j−1 ] at the jth step we generate the vectors
where u given as q j = u (2) j /r j,j with r j,j = |w j |, where w j = (u
j . The jth column of the triangular factor R j is given by elements r 1:j−1,j = r for j = 1, . . . , n do u
The numerical behavior of orthogonalization techniques with the standard inner product (A = I) has been studied extensively over the last several decades. For the main results related to the Householder or Givens QR we refer to subsections 19.1-19.6 of [18] . Numerical properties of the modified Gram-Schmidt (MGS) process have been analyzed in [3] . The CGS algorithm and the Gram-Schmidt process with reorthogonalization were studied much later in [14, 33, 1] . For a positive and diagonal A, the numerical behavior of the weighted Gram-Schmidt process was thoroughly studied by Gulliksson in [17] . It appears that it is similar to the behavior of the standard process applied to the row-scaled matrix diag 1/2 (A)B (see also [16, 26] ). Thomas and Zahar in [34, 35] considered the Gram-Schmidt process with the inner product in the factorized form A = LL T and under certain assumptions on the accuracy of computed inner products proved results analogous to the standard Gram-Schmidt applied to the transformed matrix L −T B. Several orthogonalization schemes with a nonstandard inner product have been studied in [26] and [22] including the analysis of the effect of the conditioning of A on the factorization error and the loss of (A, I)-orthogonality between the vectors computed in finite precision arithmetic (for details, we refer to [26] and [22] ).
In the following two sections we analyze the numerical behavior of all four algorithms described above. Section 4 deals with algorithms based on the Cholesky-like factorization of M (Algorithms 1 and 2) and section 5 deals with algorithms that use the Gram-Schmidt process with respect to the bilinear form induced by the matrix A (Algorithms 3 and 4) , respectively. If we implement such orthogonalization techniques, due to rounding, the computed quantities do not satisfy the identities B = QR and Q T AQ = Ω ∈ diag(±1) exactly, and the question is what is the best we can get in finite precision arithmetic. We denote the factors computed in finite precision arithmetic byQ,Ω, andR. The factorization error is measured by the quantity B −QR and the quality of the computed factorQ is usually measured by the quantity Q T AQ −Ω which is called the loss of (A,Ω)-orthogonality here. We analyze these quantities, derive their corresponding bounds in terms of constants pro-portional to the roundoff unit u, of the norms A , B , or M , and in terms of the extremal singular values of factorsQ andR. Based on the results in previous section we also formulate the bounds for the norms of the latter quantities in terms of the spectral properties of the slightly perturbed matrix M and its principal submatrices M j with the change of the sign in the corresponding signature factorΩ.
Orthogonalization schemes based on the Cholesky-like factorization.
In this section we analyze the factorization error and the loss of (A,Ω)-orthogonality for quantities computed by Algorithms 1 and 2. We show that while the bounds for the factorization error are very similar, the bounds for the loss of (A,Ω)-orthogonality is significantly better for Algorithm 2 and it is probably the best that one can get in finite precision arithmetic. For the results on the Cholesky factorization in the symmetric positive definite case we refer to Chapter 10 of [18] (see also the stability analysis of the block LU factorization in [11] ). The case when A is symmetric indefinite but M is still positive definite has been studied by Chandrasekaran, Gu, and Sayed in the context of solving indefinite least squares problems and it was shown that the approach using the Cholesky factorization of a certain indefinite matrix produces a backward stable approximate solution [9] .
First we recall the basic result on the Cholesky-like factorization that was already proved as Theorem 3.1 in [31] in a more general setting with column pivoting in B and block upper triangular R with diagonal blocks of dimension 1 or 2. Here we use its slight reformulation assuming only diagonal blocks of dimension 1 and we consider also the explicit floating-point computation of the matrix M resulting in the computed matrixM . The error of computing its entries satisfies only |M − M | ≤ c 1 u|B| T |A||B| and it may exceed the size of c 1 u|M | that appears in the bound (3.37) of [31] .
Theorem 4.1. Assuming that
the Cholesky-like factorization applied to the symmetric indefinite matrix M runs to completion and the computed factorsR andΩ satisfy
Proof. Assuming that factorization has successfully completed j − 1 steps, producing a nonsingular matrixR j−1 it is easy to see that at step j we will still havē R
The matrix R j is nonsingular if the matrix M j + ΔM j is nonsingular. Considering thus for each step j = 1, . . . , n the assumption
, the Cholesky-like factorization of M j will produce a nonsingular matrixR j and we get the desired statement.
Corollary 4.2. Under assumptions of Theorem 4.1 the triangular factorR computed by the Cholesky-like factorization of M satisfies
Proof. The proof of Corollary 4.2 is based on using the inequalities
and We see that the accuracy of the Cholesky-like factorization M + ΔM =R T ΩR depends on the norm of its triangular factor. In the general symmetric indefinite case with Ω ∈ diag(±1) the growth factor R 2 / M can be quite large and it depends also on the conditioning of the worst-conditioned principal submatrix max j=1,...,n−1
where we have a change of the sign in the factorΩ. In the following theorem we consider Algorithm 1 and give bounds for the factorization error and the loss of (A,Ω)-orthogonality of the computed factorsQ andR. 
Proof. If the Cholesky-like factorization applied to the symmetric indefinite matrix M runs to completion then the columns of the factorQ are just the computed results of triangular back solves satisfying (3.2). The vectorsū j satisfy at each step j = 1, . . . , n the recurrence with computed quantities 
Taking into account that BR −1 =Q − ΔBR −1 we get the bound (4.5). Ideally we could expect that the computed factorsQ andR satisfy the recurrences B + ΔB =QR and M + ΔM =R TΩR with the factorization errors ΔB ≤ c 3 u B and ΔM ≤ c 2 u M . Then the loss of (A,Ω)-orthogonality can be bounded as
Such bounds will be difficult to achieve since the bound for ΔM in (4.1) depends also on R 2 which can be significantly larger than M and also most methods compute the columns ofQ explicitly using the elements ofR. Thus the bounds (4.4) and (4.5) seem more probable in practical situations.
As it will be illustrated later in numerical experiments the accuracy of the computed factors can often be improved by one step of iterative refinement. We will show that while Algorithm 2 produces the factorsQ andR with the factorization error that remains approximately the same order of magnitude, the loss of (A,Ω)-orthogonality of the computed orthogonal factor can be significantly better than corresponding quantities in Algorithm 1. The results are summarized in the following theorem.
Theorem 4.4. For a symmetric nonsingular A and for a full-column rank matrix B satisfying the assumption
the factorization error B −Q (2)R(2)R(1) and the loss of (A,Ω (2) )-orthogonality (Q (2) ) T AQ (2) −Ω (2) between the columns of computed factorQ (2) in Algorithm 2 are bounded by
Proof. In Algorithm 2 we compute first the Cholesky-like factorization of M to get the factors R (1) and Ω (1) . Then we recover the factor Q (1) using B and R (1) . In the second stage we compute the Cholesky-like factorization of (Q (1) ) T BQ (1) to get R (2) , Ω (2) , and finally we recover Q (2) from Q (1) and R (2) . From the statement of Theorem 4.1 for the computed triangular factorsR (1) andR (2) we have the identities
The orthogonal factorsQ (1) andQ (2) are computed by solution of triangular systems satisfying the recurrences
Multiplying this identity from the left and right by (R (2) ) −T and (R (2) ) −1 , respectively, we obtain the expression for the loss of orthogonality (Q (2) ) T AQ (2) −Ω (2) . Taking norms we get
The identity (4.10) can be reformulated intō
where (1) . Under our assumptions it follows from (4.5) that ΔA
(1) + ΔM (2) < 1 and we obtain
and we get the statements of our theorem.
The bound (4.7) is very similar to the bound (4.4) as Q (2) ≈ Q (1) = Q and R (1) = R . On the other hand, under a somewhat more strict assumption than in Theorem 4.1 we have obtained the bound (4.8) that is significantly better than the bound (4.5) and that is probably the best one can expect in a practical algorithm. Note that due to fl(Q T AQ) −Q T AQ ≤ 3mu A Q 2 any bound for the loss of (A,Ω)-orthogonality can hardly be expected less than the bound for the error in its computation.
Orthogonalization schemes that use the Gram-Schmidt process with respect to a bilinear form.
Probably the most frequently used orthogonalization scheme is the Gram-Schmidt process. This is true also when we consider the orthogonalization with respect to a bilinear form in practical applications [21, 25] . In this section we study the numerical behavior of the CGS process with respect to a bilinear form induced by A (see Algorithm 3) and derive bounds that are similar to bounds developed for Algorithm 1 that are based on the Cholesky-like factorization of M . Then we consider the CGS process with reorthogonalization (Algorithm 4) and show that reorthogonalization leads to effects similar to the iterative refinement in the approach based on the Cholesky-like factorization M . Indeed we show that while the factorization error in Algorithm 4 remains approximately on the same level, the bound for the loss of (A,Ω)-orthogonality is significantly better than in Algorithm 3 and it is similar to the bound developed for Algorithm 2.
Theorem 5.1. The computed triangular factorR in Algorithm 3 is the exact Cholesky-like factor of the perturbed matrix
The factorsQ,R, andΩ computed by the CGS process with respect to the bilinear form induced by the matrix A satisfy
Proof. As Algorithms 3 and 1 use the same recurrence (3.2) for computing the orthogonal factor, the proof of (5.2) 
The bound (5.1) is similar to the bound (4.1) obtained for Algorithm 1. Note that the term A B Q R in (5.1) can be further bounded using Q ≤ B + ΔB R −1 and the bounds
withω n+1 defined asω n+1 = −ω n . Indeed then we have the bound in the form
This shows that the third term in the right-hand side of (5.1) is, in the worst case, as large as the first term proportional to R 2 that dominates this bound. The bound for the loss of (A,Ω)-orthogonality (5.3) is even more similar to its counterpart (4.5) obtained for Algorithm 1. The only difference consists in the overestimate of the term AQ ≤ A(B + ΔB) R −1 which can be very rough in the case of large R −1 but small R (see Example 2.5 or Problem 1 in section 6), whereas in the cases with R −1 ∼ R the dominant term in (4.5) and (5.3) is proportional to κ 2 (R) (see Example 2.6 or Problem 2 in section 6) .
As we will show in the following the (A,Ω)-orthogonality between the computed vectors can be improved by Algorithm 4 with the CGS process with reorthogonalization (i.e., CGS process where the (A, Ω)-orthogonalization of the current vector b j with respect to previous basis vectors is performed exactly twice). The computed factors in Algorithm 4 satisfy the following statement.
Theorem 5.2. The factorsQ andR computed by the CGS algorithm with reorthogonalization in Algorithm 4 satisfy the recurrence
Proof. The vectorsū
computed in finite precision arithmetic satisfȳ
1:j−1,j + Δu
This leads to b j + Δu Indeed, the factorization error of vectors computed in Algorithm 4 is not improved with respect to Algorithm 3. As we will see later in experiments, due to two recurrences (5.7) and (5.8) it can be slightly larger, but this effect is reflected only in the additive increase of the constant in the corresponding bound. On the other hand, we will show that the loss of (A,Ω)-orthogonality in Algorithm 4 can be significantly smaller than that in Algorithm 3.
Theorem 5.3. For a symmetric nonsingular A and a full-column rank B satisfying the assumption on M in the form
the loss of (A,Ω)-orthogonality in the computed factorQ in Algorithm 4 is bounded by
Proof. Vectors q j from (3.4) in exact arithmetic satisfy
and due to (2.6) for each j = 1, . . . , n we have the bound of the last term −1 and thus the (A, Ω) -orthogonality of the new vector q j is not amplified in the second sweep of the Gram-Schmidt process. The proof for the vectors q j computed in finite precision arithmetic is quite similar. From (5.7), (5.8), and (5.4) we have the recurrences for the computed vectorsū
By using the same approach as in the proof of (5.1), from Theorem 5.2 it follows that after the first sweep of the Gram-Schmidt process (R
j , where
j . Then we getR
. . , n, the diagonal element r j,j can be bounded from below byr j,j ≥ σ j (M j ) − ΔM j . This inequality follows directly from the fact thatω jr 2 j,j is equal to the Schur complement of the principal submatrix M j−1 +ΔM j−1 subject to M j +ΔM j . Then we haver
The (A,Ω)-orthogonality of the vectorū (1) j computed after the first sweep of the Gram-Schmidt process with respect to the previously computed vectorsQ j−1 can be bounded as follows:
Due to Theorem 5.2 we can write the bounds
and r
The (A,Ω)-orthogonality of the vectorū (2) j computed after the second sweep satisfies the bound
Now under our assumption the term on the right-hand side of (5.10) will be less than 1 and we get the statement of our theorem. Indeed under a somewhat more strict assumption we have derived the bound (5.9) that is significantly better than the bound (5.3). The behavior of Algorithm 4 is thus very similar to the behavior of Algorithm 2, but as we will see in the following section, due to more strict assumption it seems somewhat less robust when solving extremely ill-conditioned problems. Another frequently used alternative is the MGS process (A-MGS) that we do not discuss here. It is known that while its factorization error is similar to all other schemes, the loss of (A,Ω)-orthogonality for the A-MGS process can be better than that for the A-CGS process. On the other hand, the bound for A-MGS can be hardly better than the bounds (4.8) or (5.9) that do not explicitly depend on the spectral properties of the matrix B. Given the diagonal matrix with the prescribed eigenvalue distribution D we multiply it from the left and right by a randomly generated orthogonal matrix V = orth(randn (10 ) ) and its transpose, respectively, and obtain the desired matrix in the form M 12 = V DV T . The dimension of M 22 is the same as that of M 11 and we put M 22 = 0. This construction corresponds to the standard form of the indefinite saddle-point problem. The eigenvalue inclusion set of M has been analyzed by several authors [2, 13, 27, 36] . It follows that 
Indeed while the norm of R remains approximately constant, the norm of the factor Q is increasing with increasing conditioning of the matrix M as also indicated in Table 1 . Table 2 reports the norm of factorization error B −QR for all our orthogonalization schemes together with corresponding bounds (4.4), (4.7), (5.2), and (5.6) evaluated in parentheses after each quantity. The results show that the factorization error remains close to the roundoff unit for all schemes and actually is much better than the bound c 3 u Q R that indicates that it should increase as Q increases. In Table 3 we give the norms for the loss of orthogonality Q T AQ −Ω and evaluations of their bounds. We see that the behavior of A-CGS is similar to M -QR as well as the behavior of A-CGS2 to M -QR2, while the former two schemes are significantly less accurate than the latter two schemes. Again the predicted bound c 4 u A Q 2 (since R is a moderate constant the bounds (4.8) and (5.9) are approximately the same, the bound (5.3) differs by a factor of R −1 from the bound (4.5) due to R ≈ Q −T ≈ AQ A Q ≈ A R −1 ) seems to be an overestimate for all considered schemes. This situation is therefore analogous to the case with the nonstandard inner product induced by positive definite A (see [26, 22] ), where the singular values of R are given by the singular values of the matrix A 1/2 B leading to κ(R) = κ(A 1/2 B) and the worst-case bound for the loss of orthogonality for M -QR2 or A-CGS2 is also given as c 4 u A Q 2 . Note also that it is important to perform the normalization in A-CGS in the same way as it is done in M -QR, i.e., to compute r j,j and ω j from ω j r j,j = m j,j − r T 1:j−1,j Ω j−1 r 1:j−1,j (see Table 3 ). The use of more standard formulas r j,j = |u T j Au j | and ω j = sign[u T j Au j ] can lead to significantly different results [33] .
In the second set of problems (denoted as Problem 2) we take the positive definite block M 11 of dimension 10 with prescribed singular values so that κ(M 11 ) = 10 i for i = 0, . . . , 15. This is done in the same way as in Problem 1 with the exception that we now set the norm M 11 = 1/2. We construct the blocks M 12 and M 22 = −M 11 so that the resulting indefinite matrix M of dimension m = 20 is perfectly well-conditioned with 10 positive and 10 negative unit eigenvalues with κ(M ) = 1. Provided that the matrix M 11 is generated from M 11 = V DV T then following the arguments of Theorem 4.3.10 from the book of Horn and Johnson [20] one can show that the off-diagonal block M 12 can be generated as M 12 
Clearly, it follows from Table 4 that this set of problems corresponds to a completely different situation where the unit singular values of M do not play any significant role. It is easily seen that the norm of the Schur complement M \M 11 increases as the norm of M −1 11 increases and due to (2.12) and (2.11) the norms of R and
1/2 as is also visible in Table 4 . This is then also reflected in Table 5 where the factorization error B −QR increases as the norms ofQ andR increase, whereas all four orthogonalization schemes behave very similarly. This well corresponds to the bounds (4.4), (4.7), (5.2), and (5.6) evaluated in brackets. The norms for the loss of orthogonality Ω −Q T AQ are reported in Table 6 . We see that all schemes generate vectors with similar levels of orthogonality, whereas the predicted bounds (4.8) and (5.9) are quite sharp for the Cholesky A-QR2 and A-CGS2 algorithms, while the bounds (4.5) and (5.3) are large overestimates since they contain the term proportional to κ 2 (R) .
7.
Conclusions. In this paper we have considered the case of symmetric indefinite A and assuming that all principal minors of M = B T AB are nonzero we have analyzed the conditioning of the triangular factor R from Cholesky-like factorization of M = R T ΩR. It appears that the inverse of the matrix R T R can be expanded in terms of M −1 and in terms of only those inverses of principal submatrices of M where there is a change of the sign in the factor Ω. Similarly, the norm of R T R can be bounded in terms of the norm of M and the norms of Schur complements of principal submatrices corresponding to the change of signature in M . Based on these results, we have analyzed two types of important schemes used for orthogonalization with respect to the bilinear form induced by A. For the M -QR implementation based on the Cholesky-like factorization of symmetric indefinite M we have shown that under reasonable assumptions on the conditioning of M and its principal submatrices corresponding to all changes in the signature matrix such factorization runs to completion and the computed factorsR andΩ are the exact factors of the perturbed Cholesky-like factorization M + ΔM =R TΩR with ΔM ≤ c 3 u[ R 2 + A B 2 ]. For the computed orthogonal factorQ it follows then that Q T AQ −Ω ≤ c 4 u κ 2 (R) + A B 2 R −1 2 + 2 AQ Q κ(R) . The accuracy of this scheme can be improved by one step of iterative refinement when we apply the same factorization to the actualQ T AQ and get the bound Q T AQ −Ω ≤ c 5 u A Q 2 . We have considered also the A-CGS algorithm and its version with reorthogonalization A-CGS2 and have shown that their numerical behavior is similar to M -QR decomposition and its variant with refinement M -QR2, respectively.
