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Krill herd algorithmAbstract In this paper, krill herd algorithm (KHA) technique is employed to solve the short-term
hydrothermal scheduling (HTS) problem. In this article, the potentialities of DE are used in KHA
technique to improve the convergence speed and robustness. The practical short-term HTS problem
is solved here using KHA technique in which the crossover and mutation operation of differential
evolution algorithm (DEA) is employed to efﬁciently control the local and global search, so that
premature convergence may be avoided and global solutions can be achieved. The quality and use-
fulness of the proposed algorithm is demonstrated through its application to two standard test sys-
tems. The simulation results reveal that the current proposal is better in comparison with the other
existing techniques in terms of computational time and the quality of the solutions obtained.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Hydrothermal scheduling (HTS) plays an important role for
the economic operation and control of the interconnected
multi-reservoir system. In hydrothermal scheduling process,
the water availability should be maintained in such a way that
the overall thermal generation cost should be reduced as muchas possible, while satisfying all the equality and inequality con-
straints. The prime constraints of short-term HTS problem are
supply balance, continuity equations, water discharge limits,
water storage and the spillage that put the limit on the initial
and the ﬁnal water storage volumes. Cascaded hydroelectric
plants are related to each other in both power and hydraulic
aspects, so the short-term optimal dispatch of cascaded
hydrothermal plants is a large-scale, dynamic with time delay
and complicated constrained nonlinear optimization problem.
Generally, most of the hydroplants are used for multipurpose,
so it is necessary to meet the certain restriction other than the
power generation. Some of the general problems associated
with the hydroplants are their location and their operating
characteristics. Other problems associated with such kind of
hydroplants are the location of the same stream or on the
different stream. The operation of the downstream depends
on the immediate upstream plants. But the downstream plant//dx.doi.
2 P.K. Roy et al.inﬂuences the immediate upstream plant by its effect on tail
water elevation and the effective head. Therefore, the optimal
scheduling of hydrothermal power system is usually more com-
plex than that for all-thermal systems. It is basically a non-
linear problem involving non-linear objective function and a
mixture of linear and nonlinear constraints. Various mathe-
matical models had been presented to solve the HTS problems.
Some of the classical methods employed to solve the HTS
problems are dynamic programming (DP) [1,2], Bender
decomposition techniques [3], Lagrangian relaxation (LR)
[4], mixed-integer linear programming (MILP) [5], bundle
method [6], and augmented Lagrangian approach [7]. The
major disadvantages of these techniques are that these meth-
ods take huge computational time, need large memory space
and also have poor convergence rate. But with the develop-
ment of new heuristic methods in last decade such as genetic
algorithm (GA) [8], particle swarm optimization (PSO)
[9,10], evolutionary programming (EP) [11], and simulated
annealing (SA) [12] the drawbacks of classical techniques are
mostly eliminated and nonlinear HTS problems are solved
effectively. Mahor and Rangnekar [13] presented a novel self
adaptive PSO (APSO) technique to solve the optimal genera-
tion schedule of real time based operated cascaded hydroelec-
tric system located at Narmada river in Madhya Pradesh,
India. Zhang et al. [14] introduced an algorithm named as
multi-objective cultural algorithm (MOCA) in which the cul-
tural algorithm framework is integrated with PSO. Moreover,
an effective constraint handling technique was adopted so that
the various constraints applicable to the HTS can be carried
out effectively. Liao et al. [15] presented adaptive artiﬁcial
bee-colony (ABC) algorithm to solve the HTS problem. To
improve the operation process, the authors made change in
the employed bee phase, onlooker bee phase and the scout
bee phase of the conventional ABC algorithm. Wang et al.
[16] combined the Cauchy mutation process with clonal real-
coded quantum-inspired evolutionary algorithm to avoid pre-
mature convergence of HTS problems. Moreover, heuristic
strategies are designed for dealing all kinds of constraints
effectively. Zhang et al. [17] introduced chaotic sequences
based multi-objective differential evolution (CSMODE) to
solve the HTS problem. The presented algorithm also
improved the convergence ability of basic differential evolu-
tion (DE) algorithm and a heuristic two-step constraint-
handling technique was utilized to handle the complex equality
and inequality constraints. Moreover, in order to avoid prema-
ture convergence, the presented CSMODE integrated three
chaotic mappings into DE to enlarge the search space and
increase the diversity of population in evolution process. Sel-
vakumar [18] presented civilized PSO which combined the
society–civilization algorithm (SCA) and PSO to provide glo-
bal optimal solution. In the presented method, the central
and non-central society communication mechanisms of SCA
were embedded into the food-searching strategy of PSO. Hino-
josa and Leyton [19] developed mixed-binary evolutionary
PSO in which water discharge and thermal states were made
as the continuous and binary decision variable. The constraint
handling technique used in this evolutionary algorithm was
based on a strategy to generate and keep the decision variables
in feasible space through the correction operators. Xu et al.
[20] introduced e-domination and orthogonal design method
(e-ODEMO) based DE algorithm to obtain a good distribu-
tion of Pareto-optimal solutions in a small computational timePlease cite this article in press as: Roy PK et al., Krill herd algorithm applied to short
org/10.1016/j.asej.2015.09.003and the orthogonal design method generated an initial popula-
tion of points that were scattered uniformly over the feasible
solution space. This modiﬁed DE algorithm was implemented
to make it suit for multi-objective optimization problems and
improved its performance. Wang et al. [21] introduced an
improved self-adaptive PSO algorithm (ISAPSO) to solve
HTS problem. To avoid the premature convergence of PSO,
the evolution direction of each particle was shifted dynamically
by adjusting the two sensitive parameters of PSO in the evolu-
tion process. Zhang et al. [22] developed small population-
based PSO (SPPSO) to solve the HTS problem. In the pre-
sented algorithm, a novel mutation operation was used to give
the ﬂying guides for each individual to enhance the diversity of
the small population. Moreover, DE algorithm was also
employed as an acceleration operator to improve the conver-
gence speed of the approach if optimal result had no signiﬁcant
improvements after several iterations. Moreover, a migration
operation was adopted to keep the swarm’s crowding diversity
above a desired level. Also, a special repair procedure was
developed, instead of the penalty function approach, to handle
the complex equality constraints of short-term HTS scheduling
problem. Hota et al. [23] presented improved PSO (IPSO) for
solving short-term HTS problems. This technique worked with
an inequality constraint treatment mechanism called as
dynamic search-space squeezing strategy. To accelerate the
optimization process, the inherent basics of conventional
PSO algorithm was preserved. Kumar and Mohan [24] intro-
duced GA to solve HTS problems. In this algorithm hydel
problems were solved by using GA whereas the thermal prob-
lems were solved by using the lambda iteration method (LIM).
Mandal and Chakraborty [25] presented DE technique to solve
the HTS problems. Here, a multi-reservoir cascaded
hydrothermal system with non-linear relationship between
water discharge rate, power generation and net head was con-
sidered. Also, water transport delay between the connected
reservoirs was also taken into account. Several equality and
non-equality constraints on thermal units as well as hydrounits
and the effect of valve point loading were also included in the
problem formulation. Liao [26] introduced improved immune
algorithm (IIA) by combining the fuzzy system (FS), the
annealing immune (AI) method and the immune algorithm
(IA) for solving HTS problem. The presented algorithm dif-
fered from its counter parts by the following ways: (1) chang-
ing the crossover and mutation ratios from a ﬁxed value to a
variable value determined by the fuzzy system method, (2)
using the memory cell and (3) adding the annealing immune
operator. Yu et al. [27] applied PSO technique to solve the
STHTS problem. Lakshminarasimman and Subramanian
[28] introduced modiﬁed DE (MDE) to solve the short-term
HTS problem. In the presented algorithm authors checked that
the classical DE did not give the proper idea about the con-
straints handling mechanism of the hydel discharges. Amjady
and Soleymanpour [29] introduced modiﬁed adaptive PSO to
deal the HTS problems having non-linear, non-convex and
non-smooth optimization. Yuan et al. [30] used HTS based
DE algorithm in which chaos theory is applied to achieve
the self-adaptive parameter settings in differential DE. In order
to prevent the premature convergence, Yuan et al. [31] intro-
duced hybrid chaotic GA for solving the short-term HTS
problem. Swain et al. [32] presented clonal selection algorithm
(CSA) to solve short-term HTS problem in less computational
time. Sasikala and Ramaswamy [33] presented optimal gamma-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
Krill herd algorithm 3based ﬁxed head HTS using GA. Roy in his most recent
research, presented teaching learning based optimization
(TLBO) [34] based HTS model which gave optimal and feasi-
ble schedule to thermal and hydrounits considering valve point
effect of thermal units. Recently, a multi-objective artiﬁcial bee
colony (MOABC) [35] algorithm to solve short-term HTS
problem was presented by Zhou et al. Fang et al. implemented
a hybrid algorithm based on genetic algorithm and artiﬁcial
ﬁsh swarm algorithm (RCGA–AFSA) [36] for solving short-
term HTS problem. Selvakumar in his recent endeavour intro-
duced civilized swarm optimization (CSO) [37] which hybri-
dized society civilization algorithm (SCA) and PSO to solve
multi-objective short-term HTS problem. A real coded chemi-
cal reaction based (RCCRO) algorithm [38] to solve the short-
term HTS problem was successfully used by Bhattacharjee
et al. Furthermore, an oppositional real coded chemical reac-
tion based (ORCCRO) algorithm [39] was introduced by Bhat-
tacharjee et al. to solve the short-term HTS problem. Nguyen
et al. invented cuckoo search algorithm (CSA) [40] for solving
short-term ﬁxed-head hydrothermal scheduling (HTS) prob-
lem in order to minimize the power losses in transmission sys-
tems and fuel cost simultaneously. Later, Nguyen at al.
successfully applied cuckoo search algorithm (MCSA) [41]
for solving short-term HTS problem. Most recently,
Gouthamkumar et al. developed disruption based gravita-
tional search algorithm (DGSA) [42] to ﬁnd the optimum solu-
tion for short term HTS problem. Narang et al. presented
predator–prey based optimization (PPO) [43] technique to
obtain optimal generation scheduling of short-term HTS prob-
lem. The literature survey shows that all these techniques suc-
cessfully solved HTS problem. However, the slow convergence
towards optimal solution is the main drawback for most of
these heuristics algorithms. Moreover, these techniques some-
time converge to the local optimal solution instead of global
optimal solution.
In this paper, a recently developed heuristic algorithm
named krill herd algorithm (KHA) technique introduced by
Gandomi and Alavi [44] is utilized for the solution of HTS
problems. The effectiveness and application of the proposed
KHA technique are demonstrated by implementing it in two
standard hydrothermal systems and its performance is com-
pared with TLBO [34], DE [25,45], CSA [32], PSO [45],
MDE [28], Fuzzy EP [46], improved PSO (IPSO) [32], standard
PSO (SPSO) [22] and small population-based PSO (SPPSO)
[22] recently published in the literature.
2. Problem formulation
As hydroelectric units do not incur any production cost, the
objective of HTS problem is to minimize the total thermal fuel
cost while making use of the availability of hydroresource as
much as possible. The objective function and the different con-
straints of short-term HTS problem may be formulated as
follows.
2.1. Objective function
The optimal economic scheduling of thermal and hydroelectric
units is one of major problems for a given hydrothermal sys-
tem. The economic hydrothermal problem may be described
as minimization of total fuel cost under a set of operating con-Please cite this article in press as: Roy PK et al., Krill herd algorithm applied to short
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be presented as follows:
Minimize
XT
t¼1
XNS
i¼1
FCti ð1Þ
where NS is the total number of thermal plants; T is total
scheduling period and FCti is the thermal plant operational cost
of the i-th unit at the t-th hour and is given as
FCti ¼ asi þ bsiPtsi þ csi Ptsi
 2
þ abs dsi sin esi Pminsi  Ptsi
    ð2Þ
where asi, bsi, csi, dsi, and esi are the fuel cost coefﬁcients of the
i-th thermal plant and Pminsi is the minimum power generation
of the i-th thermal plant.
2.2. Constraints
The short-term HTS problem is subjected to the following
constraints.
2.2.1. System power balance
XNS
i¼1
Ptsi þ
XNh
j¼1
Pthj  PtL ð3Þ
where Nh is the total number of hydroplants; P
t
si is the power
generation of the i-th thermal unit at the t-th hour; Pthj is the
power generation of the j-th hydel plant and PtL is the total
load demand.
2.2.2. Continuity equation for hydroreservoir network
Vthi ¼ Vt1hi þ Ithi Qthi  Sthi þ
XRa
k¼1
Qtsdhk þ STsdhk
  ð4Þ
where Vthi is the end storage volume of the i-th reservoir at the
t-th time interval; Ithi is the inﬂow at the t-th hour; Q
t
hi is the
discharge at the t-th hour; Sthi is the spillage at the t-th hour;
Nh is the number of the hydroplants, sd is the water transport
delay from the k-th reservoir to its immediate downstream
plant; Ra represents the set of upstream plants directly above
the i-th hydroplant.
2.2.3. Physical limitations on the reservoir storage volumes and
discharges
Vminhi 6 Vthi 6 Vmaxhi i ¼ 1; 2; . . . ;Nh; t ¼ 1; 2; . . . ;T ð5Þ
where Vminhi ;V
max
hi are the minimum and the maximum storage
volume, respectively, of the i-th reservoir.
Qminhi 6 Qthi 6 Qmaxhi i ¼ 1; 2; . . . ;Nh; t ¼ 1; 2; . . . ;T ð6Þ
where Qminhi ;Q
max
hi are the minimum and the maximum water
discharges, respectively, of the i-th reservoir.
2.2.4. Initial and final reservoir storage volumes
V0hi ¼ Vstarthi i ¼ 1; 2; . . . ;Nh ð7Þ
VThi ¼ Vfinishhi i ¼ 1; 2; . . . ;Nh ð8Þ-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
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hi , are the initial and ﬁnal storage volume,
respectively, of the i-th reservoir; V0hi;V
T
hi are the volume of
the i-th reservoir at the beginning of the ﬁrst hour and at the
end of last hour, respectively.
2.2.5. Generator capacity
Pminsi 6 Ptsi 6 Pmaxsi i ¼ 1; 2; . . . ;Ns; t ¼ 1; 2; . . . ;T ð9Þ
where Ptsi is the power generation of the i-th steam plant at the
t-th hour; Pminsi ; P
max
si are the minimum and the maximum ther-
mal generation, respectively, of the i-th thermal generator.
Pminhi 6 Pthi 6 Pmaxhi i ¼ 1; 2; . . . ;Nh; t ¼ 1; 2; . . . ;T ð10Þ
where Pminhi ;P
max
hi are the minimum and the maximum hydel
generation, respectively, of the i-th hydrogenerator; Pthi is the
power generation of the i-th hydroplant at the t-th hour and
is given by
Pthi ¼ Ci1 Vthi
 2 þ Ci2 Qthi 2 þ Ci3VthiQthi þ Ci4Vthi þ Ci5Qthi þ Ci6
ð11Þ
where Ci1, Ci2, Ci3, Ci4, Ci5, and Ci6 are the generation
co-efﬁcients of the i-th hydrounit.
3. Krill herd algorithm
Krill herd algorithm (KHA) [44] technique is a biologically-
inspired algorithm proposed by Gandomi et al. in the year
of 2012. It is based on the herding behaviour of krill individu-
als. In the search process, an individual krill always tries to
move towards the highest density of food. In KHA technique,
the objective function value (ﬁtness) is analogous to the dis-
tance of the food from the highest density of the krill swarm.
The position of the individual krill is updated by three main
process namely movement induced by the presence of other
individuals, foraging activity and random diffusion. These
abovementioned operators are brieﬂy described below.
3.1. Change in movement due to the induction
Due to the effect of other individual, each krill tries to move
towards optimal density position. The velocity of each krill
is affected by the local, target and repulsive vector. The motion
of the i-th krill may be given by [44] as follows:
Mcurrenti ¼ Mmaxi ai þ xnMpreviousi ð12Þ
where
ai ¼ acurrenti þ atargeti ð13Þ
acurrenti ¼
XPs
k¼1
EikZik ð14Þ
Zik ¼ zi  zk
absðzk  ziÞ þ rand ð15Þ
Eik ¼ Ei  Ek
Ew  Eb ð16Þ
atargeti ¼ KbestEbesti Zbesti ð17ÞPlease cite this article in press as: Roy PK et al., Krill herd algorithm applied to short
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imax
 	
ð18Þ
where Mmaxi is the maximum induced speed; M
previous
i is the last
induced motion; xn is the inertia weight of the motion induced;
acurrenti ; a
target
i are the local and the target effect, respectively; Zi,
and Zk are the current position of the i-th and j-th krill individ-
ual respectively; Ew, and Eb are the worst and the best food
source (objective value), respectively, of the population; Ei,
and Ek are the objective values of i-th and k-th individual,
respectively; Ps is the neighbor surrounding the particular indi-
vidual; Kbest is the coefﬁcient of the best individual; I is the cur-
rent iteration number and Imax is the maximum iteration
number. rand, and random are the two random numbers uni-
formly distributed between 0 and 1; Ebesti ; Z
best
i are the best
food source (ﬁtness value) and best position of the i-th krill
individual.
To identify the number of neighbor (PS) of each individual
krill, a sensing distance (Sdi ) parameter is used. If the distance
between the two individual krill is less than the sensing dis-
tance (Sdi ) then that particular krill is considered as neighbor
of the other krill. The sensing distance may be given by [44]
Sdi ¼
1
5NP
XNP
j¼1
jZi  Zjj ð19Þ
where PS is the population size; Zi, and Zj are the position of
the i-th and j-th member, respectively.3.2. Foraging action
The foraging motion of individual krill is inﬂuenced by the
current food location and the previous experience about the
food location. It may mathematically be expressed as [44]
Fi ¼ Vfbi þ xxFpreviousi ð20Þ
where
bi ¼ bsolutioni þ bbestsolutioni ð21Þbsolutioni ¼ CiEiZsolutioni ð22ÞZsolutioni ¼
PPS
i¼1
Zi
EiPPS
i¼1
1
Ei
ð23ÞCi ¼ 2 1 I
Imax
 	
ð24Þbbestsolutioni ¼ Ebesti Zbesti ð25Þ
where xx is the inertia weight of the foraging motion; Vf is the
foraging speed; Fpreviousi is the previous foraging motion of the i-
th krill; bsolutioni is the food attractive factor of the i-th krill; bi is
the foraging factor of the i-th krill; bbestsolution is the effect of
the best ﬁtness of the i-th krill; Ci is the food coefﬁcient;
Zsolutioni is the centre of food position; Ei is amount of food
source (ﬁtness value) of the i-th krill; Ebesti ; Z
best
i are the best
food source and best position of the i-th krill individual.-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
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Figure 1 General ﬂowchart of KHA technique.
Krill herd algorithm 53.3. Random diffusion
The diffusion process of the krill individuals is considered as a
random phenomenon. It may be expressed in terms of a max-
imum diffusion speed and a random directional factor. It may
be formulated as follows:
RDi ¼ RDmaxr ð26Þ
where RDmax is the maximum diffusion speed; r the random
directional vector uniformly distributed between 1 and 1.
3.4. Position update
The position of the i-th krill during the interval t to Dt may be
given by [44] as follows:
Ziðtþ DtÞ ¼ ZiðtÞ þ Dt dzi
dt
ð27Þ
where
dzi
dt
¼ Mi þ Fi þ RDi ð28Þ
Dt ¼ Kt
XV
j¼1
ðULj  LLjÞ ð29Þ
where Kt is a random number uniformly distributed between 0
and 2; V is the total number of control variables; ULj, and LLj
are minimum and maximum limits of the j-th control variable.
Moreover, to improve the behaviour of the individual krill,
two adaptive genetic operators of DE are added to the pro-
posed algorithm. These two operators are brieﬂy described
below.
3.5. Application of the genetic operators
To improve the performance and convergence speed, the cross-
over and mutation operation of DE are integrated with krill
herd. These two operations are expressed as follows.
3.5.1. Crossover
In this operation, based on crossover probability, each krill
individual interacts with other krills to update its position.
The j-th components of the i-th krill may be updated by
Zij ¼
Zrj if rand < CR
Zij if rand > CR


ð30Þ
where r= 1, 2, . . . , i  1, i+ 1, . . . , PS and CR is the cross-
over probability and is given by
CR ¼ 0:2 Kbest ð31Þ3.5.2. Mutation
The mutation operation creates mutant vectors ZMij by per-
turbing the vector Zibest with the difference of two other ran-
domly selected vectors Zij, Zmj as per following equation:
ZMij ¼ Zibest þ lðZij  ZmjÞ ð32Þ
where l is a random number uniformly distributed between 0
and 1.Please cite this article in press as: Roy PK et al., Krill herd algorithm applied to short
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M
ij and Zij
using mutation probability Ml, as follows:
ZUij ¼
ZMij if rand < Ml
Zij if rand > Ml
(
ð33Þ
where Ml ¼ 0:05Kbest.
The ﬂowchart of the proposed KHA technique is illustrated
in Fig. 1.
4. KHA technique applied to short-term HTS problem
Various steps of KHA technique for solving HTS problem are
described below:
Step 1: Initialize KHA parameters, like foraging speed,
maximum diffusion speed and the maximum induced speed.
Step 2: The water discharge rate of all hydroplants for
(T  1) number of hours is randomly initialized as follows:Qthi ¼ Qminhi þ rand Qmaxhi Qminhi
 
i ¼ 1; 2; . . . ;Nh;
t ¼ 1; 2; . . . ;NH ð34Þ-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
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plants is calculated by considering initial, ﬁnal volume
V1hi;V
finish
hi
 
of the reservoir, discharge of the previous hours
Qjhi
 
, inﬂow I ji
 
and water spillage Sjhi
 
of all 24-h time hori-
zon using the following equation:
Q24hi ¼ V1hi  Vfinalhi 
XT1
j¼1
Qjhi 
XT
j¼1
Sjhi þ
XT
j¼1
IJi
þ
Xui
k¼1
XT
j¼1
QjDkihk þ SjDkihk
 
i ¼ 1; 2; . . . ;Nh ð35Þ
The discharge of last hour must be checked against its lim-
iting value. If the discharge violates its limitation constraint,
the entire solution set is discarded and the above procedure
is carried out repeatedly until no discharge violation occurs.
Afterwards, the volume of all the reservoirs is computed
using (4) and check whether they satisfy the inequality con-
straints or not. If any of the reservoir volume does not satisfy
the inequality constraints then discard that population set and
re-initialize the corresponding set.
Thereafter, the generation schedule Pjhi; i ¼ 1; 2; . . . ;

Nh; j ¼ 1; 2; . . . ;TÞ of all the hydroplants over the whole time
horizon is calculated using (11).
Afterwards, the thermal generation of (Ns  1) number of
thermal units is initialized randomly in all the time intervals.
The power generation of the ith thermal plant at the tth time
interval is expressed as
Pthi ¼ Pminhi þ rand Pmaxhi  Pminhi
 
i ¼ 1; 2; . . . ;Ns;
t ¼ 1; 2; . . . ;NH ð36Þ
Then, using the equality constraint (3), the thermal genera-
tion of the last unit is evaluated for the whole time schedule.
The initial population of the ith agent Pimay be formulated
asPi ¼
Q1h1i ; Q
2
h1i
; : Qjh1i ; : Q
Nh
h1i
; P1S1i ; P
2
S1i
; : PjS1i : P
Ns
S1i
Q1h2i ; Q
2
h2i
; : Qjh2i : Q
Nh
h2i
; P1S2i ; P
2
S2i
; : PjS2i : P
Ns
S2i
: : : : : : : : : : : :
Q1hki ; Q
2
hki
; : Qjhki : Q
Nh
hki
; P1Ski ; P
2
Ski
; : PjSki : P
Ns
Ski
: : : : : : : : : : : :
Q1hNHi ; Q
2
hNHi
; : QjhNHi : Q
Nh
hNHi
; P1SNHi ; P
2
SNHi
; : PjSNHi : P
Ns
SNHi
2
6666666664
3
7777777775
ð37ÞThis ith population string (Pi) represents the initial position
of the ith krill individual.
Depending on the population size, the initial population P
is created which may be represented as follows:
P ¼ ½P1;P2; :;Pi; :PNP ð38Þ
Step 3: Evaluate the ﬁtness value using initial position of
each krill of the population set.
Step 4: Evaluate the three motion indexes namely motion
induced by other individual; foraging motion and random
diffusion using (12), (20) and (26). For evaluating the
induced motion of the krill, the number of neighbor (PS)
needs to know which is determined by calculating the sens-
ing distance (Sdi ) using (19).Please cite this article in press as: Roy PK et al., Krill herd algorithm applied to short
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variables of HTS problem) of each krill using (27).
Step 6: Update the position (i.e. the independent variables
of HTS problem) of each individual krill applying crossover
and mutation using (30) and (33). The updated position of
each agent represents the water discharge rate of all hydro-
plants for (T  1) number of hours and the thermal gener-
ation of (Ns  1) number of thermal units in all the time
intervals. Afterwards, it is checked whether all these water
discharge rates and thermal generations satisfy the inequal-
ity constraints (6) and (9) or not. If any of these values is
higher than the maximum limit, its value is ﬁxed to its max-
imum limit. Similarly, if any of these values is lower than
the minimum limit, it is ﬁxed to its minimum value.
Step 7: The dependent variables i.e. water discharge rate at
the last interval of all the hydroplants and the thermal gen-
eration of the last unit in all 24 h time horizon are evaluated
using (35) and (3), respectively. Moreover, it is checked that
whether these dependent variables satisfy the inequality
constraints or not. The infeasible solutions are replaced
by the randomly generated new solutions set.
Step 8: Based on the updated positions of the krill individ-
uals, their distances from food source (i.e. ﬁtness value for
each newly generated feasible solution set) are computed.
Step 9: Step 4 to Step 9 are repeated for a predeﬁned num-
ber of iterations, Itermax.
Step 10: Print the best solution set from the population.
5. Simulations results
In this paper, two different test cases are considered to demon-
strate the feasibility and effectiveness of the proposed KHA
technique. The dispatch span of both the HTS problems is
selected as one day with 24 dispatch intervals of each 1 h.The population size and the maximum number of generations
are selected as 50 and 1000, respectively for the systems under
consideration. In order to assess the superiority of the pro-
posed KHA technique for the HTS problems, the simulation
results of the proposed method are compared with those of
standard PSO (SPSO) [22], small population-based PSO
(SPPSO) [22], DE [25,45], MDE [28], CSA [32], PSO [45],
improved PSO (IPSO) [32], Fuzzy EP [46] and TLBO [34]
recently published in the literature. Simulations are carried
out on a core i3 processor, 500 GB, 3.0 GHz personal
computer having 3 GB RAM and coding is written using
MATLAB.
The inertia weights (xn, xx) of KHA technique are taken as
0.09 at the beginning to emphasize exploration capability of-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
Table 2 Optimal input parameters of the proposed KHA
technique.
Algorithm Maximum
induced
speed
Mmaxi
 
Foraging
speed (Vf)
Maximum
diﬀusion
speed
(RDmax)
Position
constant
factor (Kt)
KHA 0.01 0.02 0.005 0.2
Krill herd algorithm 7the search process and these values are linearly decreased to
0.1 at the end to exploit the search space.
5.1. First test system
To validate the capabilities of the proposed KHA technique, it
is initially applied to a small test system which comprises of
four hydro and three thermal generators. The scheduling is
done for 24 h. The full system data are adopted from [45].
To get the optimal performance of A, the input parameters,
such as the maximum induced speed Mmaxi
 
, the foraging
speed (Vf), the maximum diffusion speed (RD
max) and the
position constant factor (Kt) of the proposed method, need
to be determined. The average value of the OF over 30 differ-
ent trials for different values ofMmaxi ;Vf;RD
max and Kt is listed
in Table 1, and the best setting of these input parameters for
the optimal performance of the proposed algorithm is listed
in Table 2. The optimal hydrodischarges of KHA technique
in all 24 h are listed in Table 3. The optimal hydro and thermal
generations along with fuel cost obtained by KHA technique
at individual hour in 24 h time horizon are given in Table 4
to check whether the constraints of the problem are satisﬁed
or not. The optimal cost obtained from the proposed KHA
technique is found to be $41926.00 per day. The superiority
of the reported results is evident from its ability to satisfy allTable 1 Effect of input parameters on performance of KHA techn
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Input
parameters
F
(
Mmaxi Vf M
max
i Vf M
max
i Vf
0.04 0.05 42007.22 0.03 0.05 42006.83 0.02 0.05 4
0.04 0.03 42006.37 0.03 0.03 42005.49 0.02 0.03 4
0.04 0.02 42005.05 0.03 0.02 42004.66 0.02 0.02 4
0.04 0.01 42006.12 0.03 0.01 42005.51 0.02 0.01 4
0.04 0.05 42005.91 0.03 0.05 42005.36 0.02 0.05 4
0.04 0.03 42005.06 0.03 0.03 42004.17 0.02 0.03 4
0.04 0.02 42003.85 0.03 0.02 42003.26 0.02 0.02 4
0.04 0.01 42004.99 0.03 0.01 42004.05 0.02 0.01 4
0.04 0.05 42004.43 0.03 0.05 42004.12 0.02 0.05 4
0.04 0.03 42003.87 0.03 0.03 42002.96 0.02 0.03 4
0.04 0.02 42002.64 0.03 0.02 42001.99 0.02 0.02 4
0.04 0.01 42003.22 0.03 0.01 42002.80 0.02 0.01 4
0.04 0.05 42004.15 0.03 0.05 42003.90 0.02 0.05 4
0.04 0.03 42003.45 0.03 0.03 42002.18 0.02 0.03 4
0.04 0.02 42002.62 0.03 0.02 42002.03 0.02 0.02 4
0.04 0.01 42003.79 0.03 0.01 42003.26 0.02 0.01 4
0.04 0.05 42003.35 0.03 0.05 42002.84 0.02 0.05 4
0.04 0.03 42002.57 0.03 0.03 42001.08 0.02 0.03 4
0.04 0.02 42001.89 0.03 0.02 42000.45 0.02 0.02 4
0.04 0.01 42002.85 0.03 0.01 42002.17 0.02 0.01 4
0.04 0.05 42004.45 0.03 0.05 42004.02 0.02 0.05 4
0.04 0.03 42003.82 0.03 0.03 42001.94 0.02 0.03 4
0.04 0.02 42002.39 0.03 0.02 42001.85 0.02 0.02 4
0.04 0.01 42003.86 0.03 0.01 42003.33 0.02 0.01 4
0.04 0.05 42004.67 0.03 0.05 42004.01 0.02 0.05 4
0.04 0.03 42003.92 0.03 0.03 42002.54 0.02 0.03 4
0.04 0.02 42003.06 0.03 0.02 42002.11 0.02 0.02 4
0.04 0.01 42004.12 0.03 0.01 42003.74 0.02 0.01 4
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obtained from abovementioned algorithm are compared with
those of other published algorithms applied to the same test
system.
Since, initial population of stochastic techniques is obtained
using random numbers, so randomness is an inherent property
of these techniques. Hence the performances of these tech-
niques should be judged through statistical analysis after dif-
ferent trials. In this simulation study, 50 different trials with
different initial populations are carried out to test the robust-
ness of the proposed KHA technique. Table 5 lists the compar-
isons of the KHA technique to other algorithms, including
PSO [45], CSA [32], Fuzzy EP [46], MDE [28], DE [28], TLBO
[34] and IPSO [32]. From the statistical results tabulated in
Table 5, it is clear that KHA technique produces a betterique for the ﬁrst test system for 30 trials.
uel cost
$)
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Mmaxi Vf M
max
i Vf
2005.75 0.01 0.05 42004.25 0.005 0.05 42005.89
2004.90 0.01 0.03 42003.67 0.005 0.03 42004.43
2003.52 0.01 0.02 42003.01 0.005 0.02 42003.99
2004.38 0.01 0.01 42004.31 0.005 0.01 42005.40
2004.20 0.01 0.05 42003.48 0.005 0.05 42004.55
2003.49 0.01 0.03 42002.13 0.005 0.03 42003.86
2002.73 0.01 0.02 42001.95 0.005 0.02 42002.82
2003.66 0.01 0.01 42003.24 0.005 0.01 42004.00
2003.58 0.01 0.05 42001.71 0.005 0.05 42002.43
2001.89 0.01 0.03 42000.67 0.005 0.03 42001.46
2001.07 0.01 0.02 41999.41 0.005 0.02 42000.67
2002.31 0.01 0.01 42001.94 0.005 0.01 42002.26
2003.11 0.01 0.05 42001.89 0.005 0.05 42002.64
2001.64 0.01 0.03 42000.83 0.005 0.03 42001.27
2000.91 0.01 0.02 41999.64 0.005 0.02 42000.59
2002.48 0.01 0.01 42001.42 0.005 0.01 42002.30
2002.06 0.01 0.05 42000.42 0.005 0.05 42001.91
2000.89 0.01 0.03 41999.08 0.005 0.03 42000.42
1999.56 0.01 0.02 41998.58 0.005 0.02 41999.37
2001.83 0.01 0.01 42000.03 0.005 0.01 42001.36
2002.96 0.01 0.05 42001.93 0.005 0.05 42002.92
2001.58 0.01 0.03 42000.76 0.005 0.03 42001.44
2001.13 0.01 0.02 41999.58 0.005 0.02 42000.90
2002.52 0.01 0.01 42001.37 0.005 0.01 42002.61
2003.29 0.01 0.05 42001.86 0.005 0.05 42003.06
2002.04 0.01 0.03 42000.93 0.005 0.03 42001.82
2001.38 0.01 0.02 41999.70 0.005 0.02 42000.65
2002.42 0.01 0.01 42001.58 0.005 0.01 42002.73
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Table 3 Hourly discharge obtained by KHA technique for the
ﬁrst test system.
Hour Discharge (104 m3)
Plant 1 Plant 2 Plant 3 Plant 4
1 11.634 7.858 28.732 13.053
2 8.215 6.003 28.556 14.922
3 11.518 9.807 27.013 13.000
4 7.617 7.092 28.256 13.006
5 5.138 6.074 19.678 13.000
6 5.075 6.000 15.198 14.067
7 13.486 7.064 11.934 13.000‘
8 8.279 6.013 17.962 13.003
9 13.867 7.627 14.983 17.883
10 6.133 7.853 28.017 13.961
11 5.764 8.359 17.746 13.021
12 10.821 8.959 14.531 13.005
13 11.865 10.563 14.080 16.034
14 5.196 6.217 10.679 13.026
15 8.178 8.758 18.624 13.000
16 5.280 8.956 16.974 14.531
17 6.641 7.037 16.841 14.750
18 5.486 6.000 17.336 14.919
19 5.082 8.995 14.624 15.683
20 7.757 14.651 13.060 17.136
21 15.000 15.000 12.083 19.993
22 6.792 9.756 12.008 19.989
23 5.143 11.185 12.174 18.874
24 5.033 6.173 10.921 18.768
Table 4 Optimal hydro and thermal generation obtained by KHA
Hour Hydro generation (MW)
Plant 1 Plant 2 Plant 3 Plant 4
1 91.7155 61.2438 0.0000 200.5047
2 76.1876 50.2651 0.0000 200.6988
3 90.1639 72.5366 0.0000 171.2248
4 71.1109 58.3181 0.0000 154.1684
5 52.7524 52.4707 22.6931 174.6810
6 52.6711 52.4859 40.6638 201.2564
7 93.1144 59.2023 45.1846 208.1477
8 74.4890 52.5376 32.1373 224.0839
9 91.8604 63.5608 42.6255 265.1291
10 60.3273 65.5954 0.0000 235.9849
11 59.0416 68.9666 31.5801 226.1843
12 89.2819 71.7949 40.5703 230.8434
13 92.5225 78.1747 42.6228 256.2730
14 55.2506 54.7569 47.3270 243.7969
15 78.4492 70.9544 37.2936 247.6066
16 57.0532 71.4930 43.0907 262.5010
17 68.7919 59.9509 43.3002 263.9145
18 59.3449 52.8056 41.3763 261.5759
19 55.7754 70.5081 48.1682 270.9347
20 77.4726 86.5985 49.7983 282.4544
21 103.1664 82.6339 50.2682 298.2594
22 69.3441 65.5509 52.1375 295.3925
23 56.0221 69.2909 56.6221 284.1849
24 55.3297 43.8934 57.5370 277.3013
Total cost of thermal generators ($/day)
Computational time (s)
Table 5 Statistical results of various algorithms for the ﬁrst
test system.
Algorithms Best fuel cost
($/day)
Average fuel cost
($/day)
Worst fuel cost
($/day)
TLBO [34] 42385.88 42407.23 42441.36
DE [28] 44526.10 – –
CSA [32] 42440.574 – –
PSO [45] 42474.00 – –
MDE [28] 42611.14 – –
Fuzzy EP
[46]
45063.00 – –
IPSO [32] 44321.236 – –
KHA 41926.00 41998.58 42174.35
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cost than any other technique discussed. The hourly volume of
water for each reservoir is illustrated in Fig. 2. It is observed
that the ﬁnal volume of water for each reservoir satisﬁes the
constraint. The convergence characteristic for the KHA
technique along with TLBO method of total generation cost
for 1000 iterations is plotted in Fig. 3. It is observed that
KHA technique converges much earlier at around 175
iterations compared to the TLBO convergence at around 500
iterations. This clearly suggests that the proposed KHA tech-
nique converges quickly to its optimal solution.technique for the ﬁrst test system.
Thermal generation (MW) Cost ($/h)
Plant 1 Plant 2 Plant 3
42.1041 124.8991 229.5329 1460.9849
103.2311 209.8494 139.7680 1493.0785
101.5608 124.7649 139.7491 1266.7808
101.7482 124.9052 139.7491 1265.5728
102.6655 124.9340 139.8034 1263.0660
103.2679 209.8820 139.7730 1493.7549
104.9377 209.8916 229.5217 1746.5999
102.4661 294.7766 229.5094 1967.0820
102.5933 294.7171 229.5137 1966.1523
103.9860 294.8272 319.2792 2240.7259
100.2321 294.7163 319.2791 2236.4925
103.3744 294.8556 319.2796 2235.6328
111.1865 209.9062 319.3143 2063.4950
104.6008 294.7437 229.5242 1982.9764
136.3211 209.8500 229.5250 1971.6852
101.7557 294.6190 229.4873 1969.4654
174.8109 209.7181 229.5136 1989.5327
175.0000 210.4086 319.4887 2258.6701
100.4177 294.6845 229.5113 1973.6352
24.4268 209.9553 319.2942 1813.0009
20.8634 124.9681 229.8407 1296.9831
23.1463 125.2412 229.1876 1317.3083
31.0190 124.9709 227.8900 1386.0463
101.4550 124.7834 139.7002 1267.2818
41926.0037
18.3
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Figure 2 Periodic hydroreservoir volume obtained by KHA
technique for the ﬁrst test system.
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Figure 3 Convergence process obtained by KHA and TLBO
techniques for the ﬁrst test system.
Table 6 Effect of input parameters on performance of KHA for the second test system for 30 trials.
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Input
parameters
Fuel cost
($)
Mmaxi Vf M
max
i Vf M
max
i Vf M
max
i Vf M
max
i Vf
Kt ¼ 0:4;RDmax ¼ 0:01
0.04 0.05 161338.52 0.03 0.05 161335.77 0.02 0.05 161331.33 0.01 0.05 161328.59 0.005 0.05 161330.35
0.04 0.03 161333.06 0.03 0.03 161329.19 0.02 0.03 161327.46 0.01 0.03 161325.10 0.005 0.03 161328.61
0.04 0.02 161330.71 0.03 0.02 161328.04 0.02 0.02 161323.95 0.01 0.02 161322.63 0.005 0.02 161323.98
0.04 0.01 161332.95 0.03 0.01 161328.82 0.02 0.01 161326.70 0.01 0.01 161324.48 0.005 0.01 161326.37
Kt ¼ 0:3; RDmax ¼ 0:01
0.04 0.05 161334.89 0.03 0.05 161330.58 0.02 0.05 161328.03 0.01 0.05 161324.34 0.005 0.05 161326.56
0.04 0.03 161329.37 0.03 0.03 161325.14 0.02 0.03 161324.21 0.01 0.03 161321.51 0.005 0.03 161324.48
0.04 0.02 161327.00 0.03 0.02 161323.75 0.02 0.02 161319.66 0.01 0.02 161318.62 0.005 0.02 161320.15
0.04 0.01 161329.16 0.03 0.01 161325.79 0.02 0.01 161323.92 0.01 0.01 161320.87 0.005 0.01 161323.44
Kt ¼ 0:3; RDmax ¼ 0:005
0.04 0.05 161330.63 0.03 0.05 161328.62 0.02 0.05 161325.31 0.01 0.05 161321.85 0.005 0.05 161323.18.
0.04 0.03 161326.97 0.03 0.03 161323.70 0.02 0.03 161321.92 0.01 0.03 161318.96 0.005 0.03 161320.22
0.04 0.02 161325.05 0.03 0.02 161320.18 0.02 0.02 161316.05 0.01 0.02 161317.27 0.005 0.02 161316.73
0.04 0.01 161327.12 0.03 0.01 161323.51 0.02 0.01 161320.64 0.01 0.01 161319.01 0.005 0.01 161320.65
Kt ¼ 0:3; RDmax ¼ 0:01
0.04 0.05 161331.52 0.03 0.05 161328.75 0.02 0.05 161325.52 0.01 0.05 161322.10 0.005 0.05 161322.83.
0.04 0.03 161327.14 0.03 0.03 161323.18 0.02 0.03 161320.73 0.01 0.03 161318.63 0.005 0.03 161319.95
0.04 0.02 161324.78 0.03 0.02 161319.99 0.02 0.02 161316.55 0.01 0.02 161316.62 0.005 0.02 161317.04
0.04 0.01 161326.95 0.03 0.01 161324.41 0.02 0.01 161319.86 0.01 0.01 161318.27 0.005 0.01 161318.87
Kt ¼ 0:2; RDmax ¼ 0:005
0.04 0.05 161328.39 0.03 0.05 161323.42 0.02 0.05 161320.47 0.01 0.05 161317.52 0.005 0.05 161321.52
0.04 0.03 161322.92 0.03 0.03 161317.37 0.02 0.03 161316.80 0.01 0.03 161314.13 0.005 0.03 161317.02
0.04 0.02 161319.78 0.03 0.02 161316.01 0.02 0.02 161313.96 0.01 0.02 161312.66 0.005 0.02 161314.17
0.04 0.01 161323.15 0.03 0.01 161318.59 0.02 0.01 161315.24 0.01 0.01 161313.98 0.005 0.01 161315.65
Kt ¼ 0:1; RDmax ¼ 0:01
0.04 0.05 161336.37 0.03 0.05 161332.61 0.02 0.05 161329.03 0.01 0.05 161325.37 0.005 0.05 161328.42
0.04 0.03 161330.57 0.03 0.03 161328.39 0.02 0.03 161323.52 0.01 0.03 161320.58 0.005 0.03 161322.89
0.04 0.02 161327.60 0.03 0.02 161323.17 0.02 0.02 161319.81 0.01 0.02 161318.22 0.005 0.02 161320.27
0.04 0.01 161330.12 0.03 0.01 161327.86 0.02 0.01 161324.55 0.01 0.01 161322.31 0.005 0.01 161321.33
Kt ¼ 0:1;RDmax ¼ 0:005
0.04 0.05 161332.55 0.03 0.05 161328.50 0.02 0.05 161324.69 0.01 0.05 161320.26 0.005 0.05 161324.93
0.04 0.03 161325.41 0.03 0.03 161323.71 0.02 0.03 161320.48 0.01 0.03 161316.41 0.005 0.03 161320.34
0.04 0.02 161322.38 0.03 0.02 161320.62 0.02 0.02 161316.32 0.01 0.02 161313.85 0.005 0.02 161317.59
0.04 0.01 161326.45 0.03 0.01 161322.56 0.02 0.01 161320.93 0.01 0.01 161318.06 0.005 0.01 161321.63
Krill herd algorithm 9
Please cite this article in press as: Roy PK et al., Krill herd algorithm applied to short-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
org/10.1016/j.asej.2015.09.003
10 P.K. Roy et al.5.2. Second test system
To check the feasibility for larger system, the KHA technique
is applied to another system which is multichain cascaded fourTable 7 Hourly discharge and hydrogeneration obtained by KHA
Hour Discharge (104 m3)
Plant 1 Plant 2 Plant 3 Plant 4
1 8.600 6.038 29.528 13.002
2 8.299 6.079 28.367 14.482
3 8.532 6.378 29.169 13.114
4 9.132 6.209 28.157 13.044
5 8.978 6.132 16.791 13.193
6 8.092 6.461 16.128 14.091
7 8.461 6.773 12.054 13.004
8 9.252 7.455 15.547 13.018
9 8.774 7.594 15.454 15.106
10 8.394 7.736 27.815 13.794
11 8.564 8.352 17.837 13.059
12 8.874 8.166 14.479 13.094
13 8.693 8.210 14.347 15.972
14 8.434 8.666 10.757 13.124
15 8.246 8.673 18.755 13.099
16 8.142 9.072 17.079 14.253
17 8.004 9.334 17.670 14.034
18 7.784 9.492 16.156 14.134
19 7.375 10.022 14.559 15.530
20 7.748 10.767 14.170 16.985
21 7.421 11.934 10.017 18.468
22 7.488 9.771 10.123 19.752
23 5.763 10.837 10.005 21.552
24 5.950 11.849 10.166 22.715
Table 8 Optimal thermal generation (MW) obtained by KHA tech
Hour Plant 1 Plant 2 Plant 3 Plant 4 Plant 5 Pla
1 319.2813 274.3751 94.7762 119.7329 124.7293 139
2 229.8338 274.5338 94.8093 119.8408 175.5186 139
3 229.4395 274.3954 94.7968 119.7296 124.7235 139
4 319.2551 199.5459 94.7803 119.7247 124.7304 8
5 229.6357 199.6201 94.8175 119.7405 124.7214 139
6 319.3057 274.4392 94.8140 119.7317 124.7350 139
7 319.2562 199.5721 94.8000 119.7317 224.4567 189
8 319.3086 274.4919 94.8239 119.7370 174.6062 139
9 319.2792 349.1922 94.7979 119.7324 224.4621 139
10 319.2872 274.3756 94.7985 119.7318 224.4506 189
11 319.2608 274.3951 94.8011 119.7284 224.4615 189
12 409.0543 274.4015 94.8015 119.7348 224.4674 189
13 319.2550 349.0166 94.7881 119.7290 224.4579 139
14 319.2685 274.2594 94.7900 119.6557 174.5575 189
15 319.2570 274.3650 94.7855 119.7345 174.6041 189
16 319.9551 274.5446 94.8029 119.7477 174.7232 140
17 319.3294 274.3981 94.7954 119.7351 174.6686 139
18 319.5328 349.2600 94.9085 119.7630 174.8921 189
19 319.2848 274.4444 94.8006 119.7346 174.5948 139
20 319.2652 199.6151 94.8241 119.7538 224.4625 189
21 319.2772 274.3780 20.0146 119.7112 124.7184 139
22 319.2368 199.6182 94.8000 69.8783 124.7911 139
23 319.2818 199.5465 94.7956 119.7026 124.7176 8
24 229.4065 199.5107 94.8060 119.7337 174.6236 139
Total cost of thermal generators ($/day) 161235.3407
Computational time (s) 21.2
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test system are taken from [25]. To get the optimal perfor-
mance of A, the best settings of input parameters for this test
system are determined by implementing the KHA techniquetechnique for the second test system.
Hydrogeneration (MW)
Plant 1 Plant 2 Plant 3 Plant 4
79.1738 50.4127 0.0000 200.1092
77.5908 51.7943 0.0000 198.0063
78.8275 55.3465 0.0000 172.6439
81.5014 55.6389 0.0000 154.9274
79.6413 56.0423 30.6643 177.4662
74.2014 58.6472 34.1435 202.3245
76.2182 60.4066 42.5390 211.2960
80.3996 64.6654 38.5037 226.9641
78.3261 65.7615 38.9046 247.3464
77.0474 67.3133 0.0000 238.1868
79.1219 71.3842 26.6747 230.2891
81.2432 70.1935 37.5526 232.9750
80.8677 70.3467 40.2162 257.7224
80.2246 73.1790 45.1724 246.1424
79.6556 73.3911 32.1529 249.9241
79.3516 75.0402 38.7628 261.4594
78.6190 75.1527 37.3634 259.6388
77.1587 73.9521 42.8009 257.6535
74.2052 74.7171 47.1426 273.1978
76.5328 76.2865 48.9511 285.2694
74.1662 78.8151 50.7225 295.3532
74.7344 69.3213 53.0189 299.9317
61.6160 72.0970 54.5803 301.8834
63.5709 73.0873 56.3638 296.7216
nique for the second test system.
nt 6 Plant 7 Plant 8 Plant 9 Plant 10 Cost ($/h)
.7276 45.0000 35.0000 98.0597 169.6222 6229.9571
.7853 104.3445 35.0000 98.9838 179.9587 6357.4956
.7515 104.2590 35.0000 98.0587 173.0281 6075.5561
9.7955 104.2445 35.0000 98.0520 172.8039 5930.1572
.8185 104.6619 35.0000 98.1728 179.9976 5764.1388
.8469 45.0000 35.0000 98.0665 179.7443 6247.6520
.5921 104.2767 35.0000 98.0424 174.8123 6873.3927
.7505 104.3051 35.0000 159.9801 177.4640 7031.6819
.7306 104.2581 35.0000 98.0604 175.1484 7371.1340
.6034 104.2416 35.0000 159.9911 175.9727 7530.3530
.5922 104.2750 35.0000 159.9986 171.0173 7539.1523
.6065 104.2778 35.0000 98.0627 178.6292 7727.1006
.7276 104.2065 35.0000 98.0551 176.6113 7369.2280
.5505 104.2701 35.0000 98.0381 175.8918 6965.3494
.5624 104.2630 35.0000 98.0529 165.2519 6979.9563
.6106 104.7413 36.2925 159.9938 179.9742 7112.1172
.7622 104.2663 35.0000 159.9803 177.2907 7029.2843
.7235 104.3016 35.0000 101.0671 179.9862 7445.3434
.8195 104.3158 35.0000 159.9712 178.7716 7045.0524
.6174 104.2714 35.0000 98.0758 178.0749 6881.0543
.7294 104.2781 35.0000 98.0557 175.7803 6172.4741
.7409 104.3344 35.0000 98.0599 177.5342 5941.7555
9.8091 104.2591 35.0000 98.0507 174.6603 5926.5378
.6860 45.0000 35.0000 98.0476 174.4422 5689.4166
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Figure 5 Convergence process obtained by KHA technique for
the second test system.
Krill herd algorithm 11for 30 different trials with different combination of
Mmaxi Vf;RD
max and Kt. The average value of the OF for differ-
ent values of these input parameters is listed in Table 6, and the
best setting of these input parameters for the optimal perfor-
mance of the proposed algorithm is listed in Table 2. Table 7
shows the discharge of hydrogenerators for 24 h with the cor-
responding power output, whereas Table 8 indicates the ther-
mal generation and per hour production cost for the optimal
solutions. Furthermore, the statistical results of the proposed
method are compared with those of MDE [22], DE [25], SPSO
[22] and the SPPSO [22] in terms of minimum cost, mean cost
and maximum cost over 50 different runs. The statistical
results of the aforementioned methods those are presented in
Table 9, are directly quoted from their respective references.
Although the solution obtained by KHA technique is not
guaranteed to be the global optimum, the obtained results out-
perform the existing methods in terms of minimum, maximum
and average cost and hence the proposed method is quite effec-
tive for solving large scale hydrothermal problems. The com-
putational time listed in Table 9 shows that the proposed
KHA technique is computationally better than the SPSO
[22], MDE [22], DE [25] and SPPSO [22] methods, as the
required time for SPSO method is 108.1 s, for the MDE 86.5Table 9 Statistical results of various algorithms for the second
test system.
Algorithms Best fuel
cost
($/day)
Average
fuel cost
($/day)
Worst
fuel cost
($/day)
Computation
time (s)
SPSO [22] 189350.63 190560.31 191844.28 108.1
MDE [22] 177338.60 179676.35 182172.01 86.5
DE [25] 170964.15 NA NA 96.4
SPPSO
[22]
167710.56 168688.92 170879.30 24.8
KHA 161235.34 161312.66 161609.42 21.2
0 2 4 6 8 10 12 14 16 18 20 22 24
0.6
0.8
1
1.2
1.4
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x 106
Reservoir 1
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Reservoir 4
Figure 4 Periodic hydroreservoir volume obtained by KHA
technique for the second test system.
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org/10.1016/j.asej.2015.09.003s, for the DE 96.4 s, for the SPPSO method 24.8 s, while for
the KHA technique it is 21.2 s, which demonstrates that the
calculation speed of the KHA technique is faster than all the
other existing methods. The reservoir storage volume of differ-
ent hydrounits for this test system is shown in Fig. 4 which
indicates the feasibility of the solution in terms of reservoir
storage capacity limits. Convergence characteristic of total
generation cost obtained by KHA technique for this test sys-
tem is presented in Fig. 5. From Fig. 5 it may be observed that
KHA technique shows smooth convergence characteristic.
6. Conclusion
In this paper, the KHA technique is proposed to show the abil-
ity of the proposed algorithm to handle the nonlinear HTS
problem of two different systems having nonlinearities such
as valve point loadings of thermal generators. In A, each krill
individual updates its position by three different actions
namely (i) movement induced by other individuals (ii) foraging
motion and (iii) physical diffusion. This allows the proposed
algorithm to reﬁne the search space effectively and efﬁciently.
Moreover, to balance the exploration and exploitation of A,
the crossover and mutation operations of DE are integrated
in the A. The crossover operation fully explores the search
space whereas mutation exploits the useful information and
adds diversity to the algorithm. These unique characteristics
help KHA technique to perform better than other optimiza-
tion techniques available in the literature. To validate the pro-
posed KHA technique, the test results of the proposed
methods are compared with CSA, PSO, MDE, DE, IPSO,
SPPSO, TLBO and SPSO. The simulation results reveal that
the KHA technique solution procedure consistently produces
good solution when applied repeatedly to solve the same
HTS problem. In other words, since the difference among min-
imum, maximum and mean cost is insigniﬁcant, KHA tech-
nique may be considered as a robust solution procedure.
Therefore, ﬁnally it may be concluded that the KHA technique
has two key advantages. Firstly, it converges to the optimal
solution within a very short time for the systems under consid-
eration. Secondly, KHA technique achieves a better generation
cost than other algorithms reported in the literature.-term hydrothermal scheduling problem, Ain Shams Eng J (2015), http://dx.doi.
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