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Abstract 
Traditional relation extraction systems seek to distill semantic relational facts from natural language text by assuming 
that facts are time-invariant. However, relations have associated validity intervals; time-dependent relations seem to 
be far more common than time-invariant ones. Therefore, relations should include time as a first-class dimension. In 
this paper, we present an approach for automatically harvesting temporal knowledge of entity relationships.  
Our extraction framework is bootstrapping, by taking the relation instance as a separate knowledge dimensions. The 
discriminate MNLs can soften hard rules which are usually applied in bootstrapping relation extraction systems, by 
learning their weights in a maximum likelihood estimate sense. In order to avoid the manually marked training data, 
we first generate the training data based on heuristic method, and patterns are selected by doing L1-norm regularized 
maximum likelihood estimation. The experiments show that our framework is domain-independent, and can 
automatically and effectively harvest temporal knowledge of relations. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
The World Wide Web has been growing rapidly as a huge information resource, which contains 
various kinds of valuable semantic relationships between real world entities. Identifying the relations is of 
paramount importance for numerous tasks on the Web such as information retrieval, information 
integration, and social network extraction [1]. The problem of relation extraction has grown into a major 
subfield of information extraction (IE) in the last two decades and received increasing attention in recent 
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years. Many excellent works has finished, such as OpenIE [3], StatSnowball [4]. However, the traditional 
relation extraction task assumes that relation facts are time-invariant. This is appropriate for some relation 
types, for example, for finding birth dates of famous people, but inappropriate for evolving facts, e.g., 
presidents of countries or CEOs of companies. In fact, time-independent relations seem to be far more 
common than time-invariant ones [1]. 
Relations should include time and initial works to harvesting temporal knowledge include [7, 13, 15, 
and 16]. However, some of these works focus on semi-structured pages [7]; some works extract time 
information of documents for information retrieval [15, 16]; [13] only solve the problem in business area. 
In our best knowledge, there is still no special work to harvesting temporal knowledge form unstructured 
web pages in a domain-independent way. 
In this paper, we present an approach for automatically harvesting temporal knowledge of relation facts 
based on the traditional relation extraction, and we make the following contributions: 
• We present a novel framework to automatically extracting the temporal knowledge of the entity 
relationships. The framework is bootstrapping, and we use L1-regularized feature selection to 
incrementally discover extraction pattern and identify temporal knowledge. 
• We use MLNs to soften the heuristic rules and generated patterns, which are represented as formulae 
in MLNs, in order to improve the recall while keep high accuracy, and propose a heuristic method to 
generate the training data for MLNs. 
• We do many experiments, and the results prove our approach is domain-independent and effective. 
2. Problem Definition 
Information extraction is a complex problem, related to many technologies of other fields, such as 
natural language processing (NLP) and Web data integration.  In order to facilitate description, we 
explicitly define the problem and introduce the related concepts in our paper. 
2.1. Basic Concepts 
Nomenclature 
C:  corpus from Web or other data sources, which contains relations to be extracted. 
R:  relation type set, Ri  є  R, Ri is a word or a phrase which can be on behalf of a class of relations 
between two entities. 
Ri (ei, ej):  a relation instance of type Ri, also called fact. 
Ri {(ei, ej), temporal}:  a relation instance with its temporal knowledge. 
Since the bootstrapping method limits the relation facts to binary relations, we take Ri (ei, ej) as a separate 
attribute of a binary relation Ri {(ei, ej), temporal}, and temporal is another.  
Temporal knowledge, dependent on the relation type, has two types [7]: 
For temporal facts valid at a time point, we use the relation on to describe the validity time, for example, 
acquire {(Google, Motorola Mobility), on August 15, 2011}. 
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For temporal facts valid during a time period, we use the relation between to represent the interval, and 
between arguments: since for the begin time point and until for the end time point, for example, CEO 
{(Apple, Steve Jobs), between (since 1997, until 2011)}. 
2.2. The problem of harvesting temporal knowledge 
Given C and a set of Rx (ei, ej), Rx∈R, 1 ≤x≤n, harvesting temporal knowledge is to extract the 
temporal knowledge for very Rx (ei, ej), and output the result of the form Rx {(ei, ej), temporal}. 
3. Temporal Knowledge Extraction Framework 
In this section, we briefly overview the framework, and then explain the different components 
separately. 
As definition in 2.2, the task of harvesting temporal knowledge is to extract the temporal knowledge 
for the given relation facts. Here, we assume that the time pronouns have been replaced though 
coreference resolution and all the time nouns have been indentified though Name Entity Reorganization 
(NER). We only focus on the new relationships between relation facts and temporal knowledge. 
Figure 1 shows the architecture of our framework. 
 
 
Fig. 1.  The framework to harvest temporal knowledge automatically 
Generally, given the set of relation facts and corpus C, the extraction framework should generate a 
certain number of training data for MLNs firstly. Our framework is bootstrapping [2] and in the iterative 
process, a set of strict hard rules are applied, which limit the ability to generalize and thus cause a low 
recall. Therefore, we adopt the discriminative MLNs [6] to soften the hard rules by learning their weights 
though maximum likelihood estimate. To start the iterative extraction process, we should train the MLNs 
using the training data and the initial features and rules. For every iterative, the framework will generate 
and select new patterns. Since we process a sentence though part-of-speech tagging (POS) and parser, the 
patterns generated have 3 forms: keyword pattern, POS pattern and parser path pattern. Then, we adopt 
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L1-norm regularized MLE [5] to select patterns, which will set some patterns’ weights to zeros. Finally, 
new formulae are added to the MLNs and the model will be re-trained to extract more temporal 
knowledge. In the following section, we will explain the different components separately. 
3.1. Generate training data based on heuristic method 
In order to avoid manual labor of tagging training data, we propose a training data generation 
algorithm based on heuristic method. In the algorithm, the heuristic rules contain two parts: one to 
indentify the relation fact part in a sentence; another to judge whether the time noun in the sentence has 
relationship to the fact part. The algorithm is shown in the following: 
Algorithm 1: 
Input：A set of Rx (ei, ej), Rx∈R, 1 ≤x≤n；corpus C；Sj is a sentence, Sj∈C, and Sj was processed by 
POS, parser and NER to indentify the time nouns or noun phrase. 
Output：Rx{(ei, ej), temporal, Sj }; Rx-specify-patterns, which is a set of patterns for Rx (ei, ej); a set S, 
S = {s1, s2, s3, ..., sk}, where si  is a sentences in C,1≤ i≤n, and si not only contains Rx (ei, ej) as a part 
of  the sentence, but also contains the temporal knowledge of  Rx (ei, ej) as a time noun or noun phrase. 
Step： 
1, for every Rx∈R  
        for every Sj, Sj∈C 
2, if Sj contains both ei and ej and Sj contains time nouns or noun phrase 
if Sj satisfy Rule Set1 and Rule Set 2 
3, Sj∈S, Rx {(ei, ej), temporal, Sj } as a training data, temporal is the time nouns or noun phrase in the 
form of temporal knowledge 
4, generate patterns for Rx (ei, ej) 
5, add the patterns to Rx-specify-patterns 
6. End 
 
Rule Set1is judge whether ei and ej  in one sentence has the relationship Rx, the rules are: 
The words between ei and ej are no longer than a threshold t1. 
The sequence words between ei and ej contain the word “Rx”, which in any form. 
The entities are in the same clause or both in the main clause. 
There exists a dependency chain between ei and ej that is no longer than a threshold t2. 
 
Rule Set2 is judge whether the time noun or noun phrase in sentence is the temporal knowledge of Rx (ei, 
ej), the rules are: 
There exists a dependency chain between the least common ancestor node of ei ,ej and “Rx” and the time 
nouns or noun phrase that is no longer than a threshold t3. 
If the common ancestor node also is the ancestor of the time nouns or noun phrase, the length of the 
dependency chain is zero.  
3.2. Bootstrapping method 
Traditional relation extraction is to extract binary relations, and the bootstrapping method used in 
relation extraction also limits the task in binary relations extraction.  However, temporal facts have more 
than two arguments. To support temporal relation facts in a binary relation model, we define Ri {(ei, ej), 
temporal} and the detail definition is shown in section 2. The steps of bootstrapping method are shown in 
the following: 
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Algorithm 2: 
Input: Processed sentence set C; a set of Rx (ei, ej); training data Rx {(ei, ej), temporal, Sj }; a set of 
pattern sets Rx-specify-patterns; 
Output：Ri {(ei, ej), temporal} 
Step: 
1, train MLNs. 
2, for every Sj, Sj∈C 
       for every Rx∈R 
         extract temporal knowledge for Rx 
3, generate patterns 
4, pattern classification: on-patterns, since-patterns and until-patterns 
5, pattern selection 
6, if no pattern is selected or extract nothing, END; else, 
7, good patterns become new formulae of MLNs 
8, turn to step 1. 
3.3. Markov Logic Networks 
In this section, we present how to use MLNs to extract temporal knowledge. 
3.3.1 Markov Logic Networks 
Markov logic networks (MLNs) [6] is a kind of statistical machine learning model, which combines the 
first-order logic and Markov networks. Its core idea is to soften the hard constraints by assigning a weight 
to each formula of a first-order knowledge base. 
In MNLs, when a world violates some formulae it is less impossible, but not impossible. For the task of 
harvesting temporal knowledge, we know the query predicates and the evidence predicates a prior. Thus, 
we partition the ground atoms into two sets—the set of evidence atoms X and the set of query atoms Q, 
and define discriminative MLNs [9]. In our framework, X can be all the possible features we can extract 
from the inputs, and Q can be all the relationship queries Rx {(ei, ej), temporal} and Rx (ei, ej). Given an 
input x (e.g., a sentence and its features), the discriminative MLN defines a conditional distribution p (q|x) 
as follows: 
 
∑ ∑
∈ ∈
=
QFi Gij
ji xqgwxwZ
xqP )],(exp[
),(
1)|(                                                                                    (1) 
FQ is the set of formulae with at least one grounding involving a query atom, Gi is the set of ground 
formulae of the ith first-order formula, and Z(w,x) is a normalization factor, also known as partition 
function in physics. In the formula, gj (q, x) is a binary function and equals to 1 if the jth ground formula 
is true and 0 otherwise. 
In this paper, we apply the discriminative learning algorithm to learn the model weights with a sphere 
Gaussian prior [8, 9], and we use MC-SAT [2] algorithm to inference the value of the query predicate at 
last. In the following, we will firstly introduce the features and rules of our MLNs. 
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3.3.2 Feature Selection 
Features can be all the possible features we can extract from the inputs; we should choose some to be 
predicates. We partition the features into two part depended on their source: basic features and pattern 
features. 
Basic Features 
Basic features describe the basic problem model and they are shown in table 1. 
Table1 Basic features 
Predicates Describe 
SentenceContianE (Si, ej) Sentence Si contains ej 
SentenceContianT (Si, temporal) Sentence Si contains time nouns or nouns phrase 
FewWords (ei, ej) The words between ei and ej are no longer than a threshold t1 
ContainKeyword (words, keywords) Words contain keywords 
ShortPathE (ei, ej) There exists a dependency chain between ei and ej  and the path 
no longer than a threshold t2 
ShortPathT (fact, temporal) There exists a dependency chain between fact and temporal  and 
the path no longer than a threshold t3 
Pattern Features 
Pattern features describe the patterns and they are shown in table 2. 
Table2 Pattern features 
Predicates Describe 
Rx-specify-patterns{(ei, ej) ,Pi} (ei, ej) satisfys pattern Pi and Pi is a pattern of Rx
Temporal-patterns{fact ,temporal, Pi} fact and temporal satisfy pattern Pi and Pi is a pattern of 
Temporal-patterns 
 
3.3.3 Rule Set 
In our MLNs, we have two queries: Rx {(ei, ej), temporal} and Rx (ei, ej). Based on the task definition, 
we should compute Rx (ei, ej) firstly, and then compute Rx {(ei, ej), temporal}. 
To Rx (ei, ej), we can reason it by rules or by patterns. 
 
SentenceContianE (Si, ej)∧SentenceContianE (Si, ej) ∧FewWords (ei, ej) ∧ContainKeyword (words, 
keywords) ∧ShortPathE (ei, ej)→Rx (ei, ej)                                                                                             (2) 
Rx-specify-patterns {(ei, ej) ,Pi}→Rx (ei, ej)                                                                                          (3) 
 
To Ri {(ei, ej), temporal}, we also reason it by rules and by patterns. 
 
Rx (ei, ej)∧SentenceContianT (Si, temporal)∧ShortPathT (fact, temporal)→Ri {(ei, ej), temporal}   (4) 
Rx (ei, ej)∧Temporal-patterns {fact ,temporal, Pi}→Ri {(ei, ej), temporal}                                         (5) 
3.4. Generate and Select Patterns 
In this section, we present how to generate and select good patterns. 
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3.4.1 Generate Patterns 
Generating new patterns, which are used to compose the formulae of MLNs, is a key step of our 
framework. A good pattern should achieve a good balance between specificity and coverage. Specificity 
means the pattern is able to identify high-quality facts and coverage means the pattern can identify a 
statistically non-trivial number of good facts. 
Since the temporal knowledge and relation facts in the same sentence has a longer dependency path 
then normal binary relation, we take parser path as one kind pattern to resolve long distance 
dependency.[10] has prove using parser features can rise the recall significantly. Besides the parser path 
pattern, we also generate keyword patterns and POS patterns as the same to other relation extraction 
system. 
Meanwhile, the patterns have two functions: one to judge whether ei and ej  in one sentence has the 
relationship Rx, called Rx-specify-patterns; another to judge whether the time noun or noun phrase in 
sentence is the temporal knowledge of Rx (ei, ej), called temporal-pattern. We will explain how to 
generate the different patterns in the following. 
 
• Keyword Patterns 
In our framework, keyword patterns are from two parts: one is the seeds and another is generated. To 
generate the Rx-specify-patterns, a candidate pattern should contain at least one of the keywords or be 
the sequence words between ei and ej. To temporal-pattern, keyword pattern should contain the words 
before the temporal words in sentences and also show the relative position, for example, pi {on
[keyword] temporal, [keyword] relation fact}. 
 
• POS Patterns 
Much work has been done to prove that the POS techniques are robust and efficient in information 
extraction.  In our framework, all the sentences are parsed using a POS tagger. The patterns are the 
POS tag sequences appearing between entities. From the keyword patterns to POS patterns, system 
only needs to replace the keyword by the POS tagger of the word. 
 
• Parser Path Patterns 
In our framework, we take parser path pattern to resolve long distance dependency between temporal 
knowledge and relation fact. Thus, all the sentences should be parsed using full parser. A path pattern 
is a tree structure. An Rx-specify-pattern is minimal tree containing the two entities and the keywords, 
and the temporal pattern should be the minimal tree containing the relation facts and the temporal 
knowledge. Other unrelated words are expressed as their earliest ancestors in the minimal tree. 
3.4.2 Select Patterns 
Pattern selection is called structure learning [11] in MLNs. In our framework, we apply the L1-norm 
regularized MLE [12] to computer weights of the formula which generated by the pattern. 
Firstly, we give the strict mathematical formulation. Our framework iteratively solves an L1-norm 
regularized optimization problem: 
 
|||| 1
* ),,(minarg ww wPCLLw λ+=                                                                                                (6) 
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LL (C, P, w) is the loss defined on the corpus C given a set of patterns P and the model weights w; 
||.||1is the L1-norm. The corpus C and patterns P are updated at each iteration [4]. In our problem, we 
focus on the log-loss. This L1-norm regularized MLE problem generates a sparse estimate by setting 
some components of w to zeros and has efficient solvers, such as the Orthant-Wise Limited-memory 
Quasi-Newton method [12]. 
In our framework, we first use the generated patterns to formulate a set of candidate formulae of MLNs. 
The method to generate candidate formulae is shown in section3.3.3. Then, we apply the algorithm [2] to 
optimize the L1-norm penalized conditional likelihood function as in the problem P, which yields sparse 
model by setting some formulae’s weights to zeros. The zero-weighted formulae are discarded and the 
resultant model is passed to the next step for re-training. 
4. Experiments 
4.1. Setup 
Since in the current IE works, Timely Ontology [13] is most similar to our work. So we compare our 
work to Timely Ontology. Otherwise, Timely Ontology focuses on create business ontology, so we setup 
two domain dataset, one for business, and another about sport. 
Business Dataset (B) 
We crawl 150 Wikipedia (http://en.wikipedia.org/wiki/Main_Page) articles about companies, and the 
body text of these page compose the Dataset B. 
Sport Dataset(S) 
We crawl 150 new pages about sport form MSN (http://msn.foxsports.com/), and the body text of 
these page compose the Dataset S. 
Before our work, we must know the relation facts. Thus, we use the TextRunner to extract the relation 
facts in B and S to BR and SR. 
4.2. Evaluation Criteria 
H is the number of real temporal facts; J is the number of true facts extracted; K is the false facts 
extracted. 
Recall = J/H, Precision = J / (J+K), F1=2*Recall*Precision/ (Recall + Precision)
 = 
4.3. Result 
4.3.1 Relation-specific condition 
In relation-specific condition, we first compare our work to Timely Ontology in dataset B. The relation 
we choose is Acquire. 
 
Table3, Acquire relation temporal knowledge 
Method Recall (%) Precision (%) F1 (%) 
Timely 72.12 65.43 68.61 
Ours 78.43 72.37 75.27 
In the table 3, we can see our work based on MLNs performs better than Timely. After analysis，MLNs 
has a better result in processing long sentences. 
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4.3.2 Relation facts of many kind types 
When timely extract temporal knowledge, it only extract temporal facts of one relation type. Thus, in the 
condition of many relation facts of many kind types, we only test our work. 
Table4, Time point VS time interval in B 
Temporal Knowledge Recall (%) Precision (%) F1 (%) 
Time point 75.69 70.58 73.04 
Time interval 73.74 71.67 72.69 
Average F1   72.87 
 
Table5, Time point VS time interval in S 
Temporal Knowledge Recall (%) Precision (%) F1 (%) 
Time point 74.81 71.12 72.91 
Time interval 72.42 68.86 70.59 
Average F1   71.75 
 
Table6, Harvesting temporal knowledge for B VS S 
Temporal Knowledge Recall (%) Precision (%) F1 (%) 
B 72.12 70.54 71.32 
S 71.31 68.97 70.12 
Average F1   70.71 
 
In table 4 and 5, we see that our framework performs better in harvesting time point knowledge than the 
time interval knowledge. According our analysis, we found the interval knowledge is usually expressed in 
the sentence irregularly. Sometimes, begin or until knowledge doesn’t have dependency path to the 
relation facts.  Therefore, MLNs can’t model these condition using the rules or patterns.  Otherwise, 
interval knowledge usually appears in long sentences. Thought, our work can process long dependency 
better, no better than short dependency. 
According table 6, we can see our work is stable and domain-independent. As shown in table, the average 
F1 is 70.71% and the F1 poor between B and S is 1.2%. 
5. Related Work 
Harvesting temporal knowledge is the subtask of Information Extraction (IE). IE, generating relational 
data from natural-language text, has received increasing attention in recent years. Modern IE begins with 
supervised method. Then, bootstrapping method is used in IE [2], which significantly reduces the amount 
of manual labor necessary to perform relation-specific extraction. OpenIE [3] begins to focus on research 
on how to extract relation facts with an unbounded number of relation types. 
The paper [4] which is a bootstrapping system and can perform both traditional relation extraction and 
OpenIE firstly adopts MLNs to soften the hard rules and patterns to improve the performance. The 
experiments prove the MLNs can raise recall significantly. The paper [10] also acquires good results by 
using full parser in the extracting task in Wikipedia. The paper [14] attempts to extract n-arys relations by 
representing the relations via a set of binary relation. 
However, the traditional IE mostly assumes that facts are time-invariant. Paper [15] presents an add-on 
to traditional IR in which we exploit various temporal information associated with documents to present 
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and cluster documents along timeline. The paper [16] integrates temporal expressions into a language 
modeling approach, making them first-class citizens of the retrieval model. These works all integrate 
temporal knowledge for IR, which is not the same to us. The paper [13] presents a suite of method for 
extracting temporal relations from semi-structured and textual Web source, and builds business ontology. 
The paper [7] defines the temporal knowledge of relation facts and uses rule-based method to extract the 
temporal knowledge. These works are bootstrapping and extract patterns from semi-structured web pages 
and there’s no consideration to soften the hard rules using in systems. 
6. Conclusions 
This paper presents an approach for automatically harvesting temporal knowledge for entity 
relationships. Our extraction framework is bootstrapping, by taking the relation instance as a separate 
knowledge dimensions. We use discriminate MNLs to soften hard rules including patterns and propose a 
heuristic method to generate training data automatically. Patterns are selected by doing L1-norm 
regularized maximum likelihood estimation. The experiments show that our framework is domain-
independent, and can automatically and effectively harvest temporal knowledge of relations. To better 
adapt to Web-scale temporal knowledge harvesting, we will focus on the system efficiency in the next 
research step. 
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