Using cross correlations between sequential infrared satellite images, an objective technique is devel-
A basic weakness of the feature-tracking procedure is the need for subjective selection and tracking of SST features in the infrared satellite images. Such subjective feature tracking is necessarily operator dependent and cannot be recreated exactly by different operators of different display systems even using the same satellite images. It would be useful if a computational procedure existed that was objective and operator independent to compute surface advective velocities from sequences of satellite images. In this paper we apply a computational technique which has been widely used in satellite image registration Svedlow, 1977, 1978; Svedlow et al., 1978] and has also been used to detect cloud motion in sequential images [Leese et al., 1971] . In the image registration application, time invariant land features are located, while in the cloud tracking technique the displacements of cloud image features are calculated. This same procedure was recently applied to sequential visible satellite images of the eastern Beaufort Sea to compute ice displacements [Ninnis et al., 1986] .
The essence of the computational method is the identification of the maximum cross correlation, between 32 x 32 search (second image) and 22 x 22 pixel template (first image) windows, as the end points of displacement vectors from the window centers. Applied directly to the satellite infrared temperatures, the weak cross-correlation maxima yielded incoherent velocity patterns. The satellite images were then transformed into maps of SST gradient and the maximum cross correlation (MCC) technique was applied to these gradient images. The resulting vectors were generally spatially coherent. In addition, for a sequence of three images in mid-June 1985, tracks of shallow-drogued drifters exhibit excellent agreement with the computed image advective velocities. Further supporting evidence was found in a coincident conduc-tivity, temperature, and depth (CTD) survey which revealed the homogeneity of the upper (< 10 m) layer and yielded dynamic height contours consistent with both the drifting buoy and satellite image advective velocities.
In what follows we describe the methodology used to compute the SST gradients and the advective surface velocities. agree well with the image-derived surface velocities. We conclude with a summary of our results.
DATA
The primary data source for this study was satellite imagery from polar-orbiting weather satellites (NOAA 8 and NOAA 9). The digital image data were all received and processed at Table 1 . These images were selected by visual inspection as those containing a minimum of cloud cover. All clouds in these images were identified by a comparison between the visible (band 1) and infrared (band 4) images and were masked as uniform gray in the images. The shorter time intervals between images in Table 1 were made possible by the existence of two satellites; with a single satellite the shortest possible time interval is about 12 hours. An exception to this is when the orbit of a single satellite is such that the coast of British Columbia is seen by the same satellite on successive passes owing to high-latitude overlap. The resulting time interval between overlapping passes is 1.5 hours, but no such closely spaced images were available for this study.
All satellite images were navigated (corrected for distortion and registered to a map) to within + 1 km (1 pixel) using satellite ephemeris data [Emery and lkeda, 1984] and were nudged (entire image shifted to fit map overlay) to correct for receiving system timing errors. Comparisons between images navigated with this procedure and images navigated using a relatively large number (> 12) of coastal ground control points (GCPs) confirmed the stated accuracy (about 1 km) of the ephemeris navigation procedure. Coastal land boundaries were added from a digital map, and all land areas were masked with a uniform brightness.
Band 4 (11.5-12.5 •m) infrared images were converted to temperature using the single-channel reference temperatures. Since in this study, relative SST patterns (gradients), rather than absolute SST, were important, no correction was made for atmospheric water vapor contamination of the singlechannel infrared temperature. While water vapor not apparent in the visible or infrared channels can significantly alter the satellite-derived absolute SST [Bernstein and Chelton, 1985] , it is unlikely that the spatial structure of the atmospheric boundary layer will significantly influence the much smaller spatial gradients of SST in the 32 x 32 km correlation windows. Generally, the spatial scales of the atmospheric moisture structure are much greater than those of the SST features.
Coincident with the satellite images in June 1985 (Table 1) These buoys were deployed, tracked by ship, recovered, and then redeployed to gather repeated trajectories in the area off the mouth of Juan de Fuca Strait (Figure 1 ). These trajectories, buoy numbers, dates, times, and positions of deployment are summarized here in Table 2 . Some of these trajectories were too short to be useful for our comparison purposes and do not show up in later diagrams. As part of this summer 1985 field study, a survey of shallow CTD profiles was collected in the same area that the buoys were deployed in.
METHOD
As was mentioned in the introduction, a first attempt at calculating velocities directly from the SST images was unsuccessful regardless of the image pair used. The lack of success was apparent by the relatively low maximum correlation values and the incoherent spatial structure of the resulting velocity fields. In an effort to produce SST features which the MCC algorithm could clearly identify, gradients of infrared SST were computed for all of the images in In this computational procedure each infrared temperature gradient image is considered as being an independent realization of the SST, whose variations over relatively short time intervals are due only to surface advection. Thus the MCC in the two-dimensional lagged window specifies the end position of an advective surface velocity from the center of the window. A grid of windows provides a map of advective surface velocities. This method yields no information about the driving forces for these advective velocities and they contain both geostrophic and wind-driven surface currents. Advective velocities were in some cases clearly wind driven (appearing to have no relation to the surface temperature pattern), while in other cases the velocities were related to the surface thermal structure and the flow was along the stronger SST gradients.
An important limitation of the method, as presently applied, is its inability to account for SST gradient changes due to nonadvective mechanisms such as spatially patchy solar heating and surface cooling. No independent data were available to estimate the importance of these effects, but changes in SST patterns often suggested that advective velocities represented heating events. Away from the coastal boundaries, where freshwater discharge sharply affects the density currents, the SST advective velocities are more likely to be representative. Also, near coastal boundaries there is the problem that some windows will contain land and will not be consistent representations of the advective SST changes; all such velocities were edited out of the final advective fields.
No independent feature tracking was carried out to verify the MCC velocities as was done in the ice motion study of It is much more difficult to evaluate the influences of physical processes not included in the assumptions of the MCC method. As was suggested above, these processes are those other than horizontal advection which can change the SST. If we consider the local change of SST as being due to horizontal advection, vertical advection (upwelling and downwelling), local heating (or cooling), and mixing (both horizontal and vertical), we can make some estimate of the magnitudes of these processes over the time scales of interest. If we restrict ourselves to changes over a maximum period of 24 hours (and we are generally concerned with significantly shorter intervals between images), it is unlikely that within this time interval the diffusive processes will act quickly enough to alter the SST pattern and thus affect the MCC calculation. Eliminating the mixing processes, we are left with the advective and heating and cooling mechanisms as the primary causes of changes in SST gradients. Since we are after the computation of horizontal advection we must then consider vertical advection and horizontally patchy heating and cooling as error sources which we cannot measure from the satellite data directly. Without additional in situ measurements we can only be aware of these possibly contaminating influences and try to account for them in the interpretation of the computed MCC velocities. As is mentioned later in the discussion of the calculated velocities, there are many cases where the velocities do not appear to reflect the expected advective field. As is suggested here, both vertical advection and small-scale heating and cooling events could be changing SST patterns which would produce cross-correlation changes not related to horizontal advection.
IMAGE-DERIVED SURFACE VELOCITIES
The sequence of images, summariz ed in Table 1 Upwelling index [Bakun, 1973] Four images were available for the latter part of July (Table  1) , two from July 26 (12 hours apart) and two from July 28 (5 hours apart). We present here only the first two images from each pair together with the velocity vectors computed for the pair. All of the July images (e.g., Plate 2a for July 26) clearly displayed a cold eddy off Brooks Peninsula. This is the northernmost cyclonic eddy discussed by lkeda et al. [1984a] and observed in situ by Thomson [1985] . The water in this eddy appears to be colder than the coastal water farther south, and the temperature pattern (particularly that in Plate 2a) suggests a possible connection to cold temperatures off' the northern tip of Vancouver Island (on both the eastern and western sides). Streamers off of this cold eddy (Plate 2b) clearly indicate the cyclonic vorticity associated with it. It is surprising how well the surface temperature pattern in the interior of this eddy displays its cyclonic character.
The two sets of independent surface advective velocity vectors computed for each pair of July images, while being similar in overall pattern (average current is directed southward), are in detail quite different. In the July 28 image (Plate 2b) the velocity vectors, superimposed on the cold tongues, appear to be more related to the temperature pattern than those for July 26 (Plate 2a). Over the cyclonic eddy the July 28 vectors appear to rotate around the cold feature (Plate 2b), while the July 26 vectors suggest instead an offshore displacement of the eddy (Plate 2a). This is perhaps a consequence of the longer separation for the first image pair (12 hours) compared to the shorter (5 hours) separation for the second pair. As was stated earlier, the advective assumption is more likely met by the shorter image separation, even for the larger-scale (geostrophic eddy scale) rotational motion.
It is interesting that the velocities from the second image pair (Plate 2b) also show northward directed velocities adjacent to the coast just south of Brooks Peninsula. This is likely an expression of the Vancouver Island Coastal Current which farther south is masked by warmer water likely due to local solar heating. Elsewhere, both sets of velocity vectors show a generally southward current consistent with the accepted mean surface current pattern. The atmospheric pressure patterns for this period (Figures 8a and 8b ) exhibit near-normal southward geostrophic winds also expressed by the positive values of the upwelling index for this period (Figure 7) .
A total of eight relatively clear infrared images were available for the middle of August (Table 1) . Again, we present only the first of each image pair except for the second image on August 15, which is the first image in a subsequent pair (August 1_5 and August 16). Temporal separations (Table 1) August 15 and 1_6 is likely due to the fact that the time interval between these images includes a night and a morning, while the interval between the images of the second pair is all on a single afternoon (Table 1) . During the night and early morning the solar heating is much reduced, and the colder coastal water, related to the southward current structure, can dominate (Figure 5c ). In the afternoon sequence (Figure 5d ), solar heating can more strongly influence the surface temperature (under the observed relatively cloud free conditions) erasing the expression of the underlying currents. Thus the velocities in the southern half of the second image pair (Figure 5d ) indicate changes in the warm and cold tongues which may be due to advection, heating and cooling, or upwelling.
COMPARISONS BETWEEN ADVECTIVE VELOCITIES AND BUOY TRAJECTORIES
As is discussed in the data section and summarized in Table   2 
