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A BSTRACT
Piecewise Linear Manifold Clustering
by
Artyom Diky
Advisor: Robert Haralick
This work studies the application of topological analysis to non-linear manifold
clustering. A novel method, that exploits the data clustering structure, allows to generate a topological representation of the point dataset. An analysis of topological construction under different simulated conditions is performed to explore the capabilities and limitations of the method, and demonstrated statistically significant improvements in performance. Furthermore, we introduce a new information-theoretical validation measure for clustering, that exploits geometrical properties of clusters to estimate clustering compressibility, for evaluation of the clustering goodness-of-fit without any prior information about true class assignments. We show how the new validation measure, when used as regularization criteria, allows creation of clusters that
are more informative. A final contribution is a new meta-clustering technique that allows to create a model-based clustering beyond point and linear shaped structures.
Driven by topological structure and our information-theoretical criteria, this technique
provides structured view of the data on new comprehensive and interpretation level.
Improvements of our clustering approach are demonstrated on a variety of synthetic
and real datasets, including image and climatological data.
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Chapter 1

Introduction
1.1

Motivation

In medicine, genetic microarray data is often used to find gene relationships and disorders; in economics, the relationships between the customers preferences describe cluster structures, which may be arbitrary complex. Ideally, a clustering method would
enable a user to identify the functional relations discovered in the dataset to find new
and interesting insights in physics [92], economics [75], society [6], or any domain the
data describes [3]. As underlying functional relations become more complex, and more
attributes contribute to the description of a data relational structure, the more complex,
and, yet, comprehensive cluster description is needed. Common clustering algorithm
discover geometric structures in the data as convex clusters, e.g. spherical in case of
k-Means [10]. Many clustering evaluation metrics exploit the such geometric-based
similarity and compactness for goodness-of-fit validation [3]. However, if the true
underlying data structures deviates from common geometric form, e.g. line clusters,
they become hard to detect and validate with conventional geometric clustering algorithms. New types of the clustering algorithms address this problem by exploring data
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connectivity relation beyond the geometrical domain, looking for point density [32],
manifold structures [18] or topology [21]. It’s common that clusters are used beyond
their exploratory nature, and serve as prediction models that typically require an explicit, compact, and explanatory cluster models. We look for combing data geometric
and topological information to construct non-linear cluster structures with complete
probabilistic models.
We state the clustering problem and detail our contributions in the following sections.

1.2

Clustering Problem

Clustering is the unsupervised classification of patterns, such as observations or feature
vectors, into groups, called clusters [51]. Clustering algorithms seeks to discover structures in data, where objects in the same cluster are similar to each other given a similarity measure, whereas objects in different clusters are distinct. One way to describe the
structure in the data is to look at relations between its elements: dependency, order,
similarity, and etc. Similarity is one of the relationships, which is commonly used to
define a cluster structure. Notice that the clustering problem is often confused with
supervised classification problem. However, in the latter case, objects are assigned
to predefined classes, whereas clustering is fundamentally unsupervised classification
problem. Data clustering is the process of generating classes of objects without any a
priori knowledge of the prototype classification.
Many machine learning techniques explore ways to compensate for scarce prior
knowledge about how to solve a specific task by implicitly extracting knowledge from
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vast amounts of data. In many cases, techniques are designed to perform on wide
range of domains, thus, losing an advantage of domain-specific knowledge [14, 41,
90]. But, there are some “general” hypotheses that appear to hold in many domains,
e.g. “manifold” hypothesis.
To compensate for scarce prior knowledge, many machine learning techniques explore ways to extract knowledge from vast amounts of data on wide range of domains,
thus, losing an advantage of domain-specific knowledge [14, 41, 90]. On the other
hand, there are some “general” hypothesis that appear to hold in many domains, e.g.
the low-dimensional “manifold” hypothesis, which could help to find a solution of the
data clustering problem in a more efficient and elegant way [44]. Although they are
still a relatively small part of machine learning research literature, manifolds received
an increasing attention in recent years; especially in real-world problems with no prior
knowledge about any of data characteristics and relatively few high-dimensional components. The hypothesis that a data set lies along a low-dimensional manifolds embedded in a high-dimensional space, where the low-dimensional space reflects the underlying parameters and the high-dimensional space is the feature space, provides a good
assumption about the intrinsic dimensionality of a data set and its embedding in the
ambient space [79, 77].
Importantly, the combination of geometric, topological, and probabilistic methods
could aid clustering algorithms, by providing a good approximation for low-dimensional
data manifolds [115, 103, 107, 37]. This approach could be made more robust and efficient, if some additional details are available, such as a topological structure of a
high-dimensional data set.
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In a pursuit of improving the clustering quality, a combination of different clusters (metacluster or cluster ensemble) allows to achieve better robustness compared to
the single clustering algorithms, to discover more complex structure unattainable to
a particular clustering approach, and to reduce noise sensitivity within the ensemble
improving overall stability of the resulting clustering [104]. A collection of clusters
can be created through multiple clustering methods, or by using different parameters
for one clustering method. The resulted clusters are aggregated by forming a mixture
model [91], a similarity graph [69], or a hierarchical agglomeration [114]. The composite model, usually, doesn’t require parameter recalibration, which reduce overall
complexity of the algorithm, and is capable to describe the complex cluster structures
more efficiently than any single clustering algorithm.

1.3

Contributions of the Thesis

The contribution of this work is a new family of algorithms for creating a piecewise linearly shaped metaclusters, that are modeled as Gaussian mixtures, from the collection
of clusters generated by the various geometric clustering algorithms. The constructed
metaclusterings provide more insights and a better interpretability by incorporating
probabilistic and topological information during the metacluster construction, achieving high robustness and model accuracy for noisy and high-dimensional data with
the minimal information about observed structure of the data. We also present novel
information-theoretic metric for the goodness-of-fit evaluation of the metaclusters.
These contributions have already been partially presented in papers [45, 26].
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Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 provides a brief outline
of manifold clustering techniques: high-dimensional, subspace, spectral, and linear
manifold clustering, which are followed by a formal definition of a probabilistic modelbased interpretation of the clustering problem and its metaclustering extension.
Chapter 3 introduces general properties of the relevant topological spaces and their
combinatorial representation in the form of an abstract simplicial complex. This chapter provides the basic description of its construction techniques and simplicial homology. It also defines a new specialized construction procedure over a geometric realization of a stochastic Gaussian mixture model. This procedure is later extended to
a novel construction technique creating a homotopy equivalent topological structure
over the model-based linear manifold clustering.
Chapter 4 describes an experimental protocol for validation of the technique used
for construction of a simplicial complex and the analysis of experimental results, confirming viability and effectiveness of the proposed construction method.
Chapter 5 discusses an information-theoretic approach for measuring performance
and validity of clustering based on the notion of clustering structure information compressibility. In particular, it introduces the minimum description length and the information bottleneck principles. It describes a novel geometric interpretation of the
former principle and its application to evaluation of performance of a clustering performance.
Chapter 6 presents an experimental design and performance analysis results of the
linear manifold clustering algorithm equipped with the novel inexact interpretation of
the minimum description length heuristics.
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Chapter 7 presents a novel model-based metaclustering algorithm, which produces
piecewise linearly shaped clusters, which relies on a combination of geometric, topological as well as probabilistic heuristics to provide a stable behavior and robust performance along with enhanced interpretability of resulting clusters.
Chapter 8 presents an experimental design and results of a performance analysis of
the piecewise linear manifold clustering algorithm.
Finally, Chapter 9 concludes this work with a discussion of the overall contributions, potential future research directions, and various extensions of this work to new
problems and applications.

7

Chapter 2

Manifold Clustering
This chapter discusses a manifold clustering approach, in particular, linear manifold
clustering and its model-based interpretation. It provides a review of methods for
discovery and identification of manifold clusters. The remainder of this chapter is organized as follows. Section 2.1 formulates the data clustering as a global combinatorial
search problem. Section 2.2 describes various manifold clustering techniques for discovering low-dimensional manifold structures in high-dimensional data. Section 2.3
describes the linear manifold clustering method based on representation of data clusters as bounded linear manifold subspaces and its potential benefits in comparison to a
other density-based, set-based, or geometric cluster descriptions, e.g., k-Means spherical cluster. Section 2.4 describes a model-based definition of the clustering problem
and the linear manifold model-based representation. Section 2.5 describes a metaclustering approach for construction of more refined form of the model-based clustering
representation.
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Optimization Problem

Let dataset D be a collection of points h x1 , . . . , xn i in R N , such that xi = ( xi1 , . . . , xiN ) ∈
R N , and the size of the dataset D is a number of points in it, n = |D|.
Definition 2.1.1 (Cluster). Cluster C is a subset of a dataset D , where points in the same
subset are similar to each other, whereas points in different clusters are dissimilar.
A similarity relation in many clustering problems is presented as a function that
quantitatively measures the similarity between two objects, which often relates to a
distance metric.
Definition 2.1.2 (Metric). A metric on a set X is a (distance) function d : X × X → R+
such that for all x, y, z ∈ X, the following conditions are satisfied:
• Non-negativity: d( x, y) ≥ 0
• Identity of indiscernibles: d( x, y) = 0 if and only if x = y
• Symmetry: d( x, y) = d(y, x )
• Subadditivity: d( x, z) ≤ d( x, y) + d(y, z)
It is possible to formulate a clustering problem as a combinatorial optimization
problem. Let C = (C1 , . . . , Cm ) be a set of cluster prototypes. Depending on the type
of data clustering, a prototype can be a point as in the k-means algorithm, a finite set
of points as in the hierarchical clustering, or an infinite set of points as in subspace or
linear manifold clustering. A selection of a similarity measure m will depend on the
cluster prototype.
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Let U = [uik ]m×n be a partition matrix composed of values of membership function
where elements uik take values of 0 and 1 and assigns membership of a point xk ∈ D
to cluster Ci ∈ C , such that uik = 1 when point xk is assigned to cluster Ci , and uik = 0
when point xk is not assigned to cluster Ci . Let J : D × C × R2 → R be a partitioning
criteria such that
m

J (D , C , U ) =

n

∑ ∑ uik d(xi , Ck )

(2.1)

k =1 i =1

where m is number of cluster prototypes, n is number of points in dataset D , and d is
some similarity metric.
Then, the cluster partitioning described by Ũ is a solution of the following combinatorial optimization problem [31]:

Ũ = arg min J (D , C , U )
C ,U

(2.2)

Definition 2.1.3 (Partitioning clustering). Given a point dataset D , the process of clustering creates a clustering C = {Ci }i∈ I of size k = | I | of this dataset such that every
cluster Ci satisfies Definition 2.1.1 and partitions the dataset into mutually exclusive
subsets, Ci ∩ Cj = ∅ for Ci , Cj ⊆ D and i 6= j, and I is an index set.
Define an assignment vector a to establish correspondence between the points and
the clusters, such that a = [i j | x j ∈ Ci , i ∈ I, j = 1, . . . , n] where i j is a cluster index
of the point x j . If the number of cluster is less then the dataset size, k < n, then the
clustering space K contains all possible cluster assignments of our data of size less then
n. Thus, the clustering problem may be reformulated as a global optimization problem that uses some similarity measure m : D × K → R to find an optimal clustering
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assignment ã ∈ K.

ã = arg max m(D , a)
a∈K

(2.3)

The combinatorial search problem (2.3) is widely adopted by many clustering algorithms, which rely on different similarity measures to find an optimal clustering
solution [113].
As we move beyond the constraints of geometric spaces into a more abstract representation of data within a topological space, we might achieve simpler and more
transparent representation.
Definition 2.1.4 (Topological space [74]). Let X be a set. A family τ of subsets of X is a
topology for X if τ has the following properties
1. X, ∅ ∈ τ
2. Any union of subsets of τ is in τ
3. Any finite intersection of subsets of τ is in τ
A topological space X is defined by a pair ( X, τ ).
One of the important properties of a topological space is connectedness. It allows
decomposition of a topological space to the union of disjoint non-empty open sets1 .
Definition 2.1.5 (Connectedness [33]). A topological space X is disconnected if there are
closed and open subsets U and V of X such that
1. U ∪ V = X
1 See

Definition A.1.1
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2. U ∩ V = ∅
3. U 6= ∅ and V 6= ∅
Thus, a topological space X is connected if X is not disconnected.
A natural topological description, which is associated with intrinsic properties of
the topological data space, is the space partitioning on some connected components.
Definition 2.1.6 (Connected component [81]). Suppose X is a topological space. A
subset U of X is called a connected component of X if, and only if, U is connected and
there is no proper super set of U in X that is connected.
1. the connected components of X are mutually disjoint;
2. the connected components of X are all closed in X;
3. X is the union of its connected components.
Building on the notion of the connected components, it is possible to construct flexible models of probability data distributions in high dimensional spaces, which encompass various structural information, and help to avoid the curse of dimensionality for
the inference problem.

2.2

Manifold Clustering

Many of machine learning techniques explore ways to compensate for scarce prior
knowledge about how to solve a specific task by implicitly extracting knowledge from
vast amounts of data. In many cases, techniques are designed to perform on wide
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range of domains, thus, loosing an advantage of domain-specific knowledge. However, there are some “general” hypotheses that appear to hold in many domains. One
of them states that real world data presented in high-dimensional spaces is likely to
concentrate around a manifold of much lower dimensionality [79].
Definition 2.2.1 (Manifold). A topological space M ⊆ Rn is a manifold if for every
x ∈ M, an open set O ⊂ M exists such that:
• x∈O
• O is homeomorphic2 to Rm , such that m ≤ n
• n is fixed for all x ∈ M
Clustering algorithms can work directly in a low-dimensional manifold space, instead of a high-dimensional data space, which makes them more computationally feasible and efficient [18, 77]. We will discus several unsupervised learning techniques that
can help to discover structures in high-dimensional domains: high-dimensional clustering as an adaptation of clustering approaches to the nature of high-dimensional data,
and manifold clustering as a way of discovering low-dimensional manifolds and identification of their properties in high-dimensional data.

2.2.1

High-dimensional Clustering

A key problem of the clustering analysis, especially for high-dimensional data, is a
identification of irrelevant features or strong correlation between subsets. The main
challenge is that different feature subspaces are relevant to different clusters, which
2 See

Definition A.2.3
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results in clusters of object in subspaces, but the subspaces of these clusters could be
different. This is, so called, local feature correlation.
Different techniques, including feature transformations (reducing data dimensionality by some combination of original attributes), feature selection, and identification
of most relevant dimensions to reveal groups are proposed to solve this problem. It is
important to notice that a combination of those techniques can provide successful results. However, any attempt to use dimensionality reduction techniques would result
in constraint to a particular subspace, which would significantly limit the subsequent
data analysis. Any global feature selection would fail to overcome the challenges of
high-dimensional (HD) clustering, hence, a local approach for searching relevant features is required [60].
Traditionally, data clustering algorithms commonly perform a partitioning clustering, see Definition 2.1.3, but with high-dimensional data this approach can lead to
overlapping clustering. That is, in particular subspace, clusters are strictly partitioned,
but in full-dimensional space points may belong to more than one cluster.
The Definition 2.1.3 defines a cluster as a collection of objects xi , which are similar,
hence, some kind of similarity measure is required. The similarity measure m gives a
numerical value that indicates a degree of natural association or resemblance between
clusters or objects. Usually, the similarity between objects is determined using distance
measures over the various dimensions in the dataset [19].
However, high-dimensional data poses different challenges for selection of similarity measure. Traditionally similarity measures, e.g. Euclidean distance, when used in
conventional learning algorithms, are meaningless in high-dimensional spaces. A ratio
of the distances between the nearest and the farthest neighbors in high-dimensional
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space is almost one for a wide variety of data distributions and distance functions.
Moreover, a performance of similarity indexing in high dimensions degrades rapidly,
so each query requires the access to almost all the data elements [2].

F IGURE 2.1: Linear manifold cluster and its projection into an orthogonal
subspace (from [60]).

But relying only on a metric to efficiently form good clusters is not enough. Additional information, such as density, spatial and subspace distribution should be taken
under consideration. Figure 2.1 shows an example of linear manifold cluster, where
a set of points form a linearly shaped (manifold) cluster. If a Euclidean distance were
used to cluster points in a full space, the resulting cluster would hardly be formed
based on point proximity. However, if we project points of M-dimensional linear
manifold cluster on N-dimensional orthogonal complement subspace to the cluster
manifold, where M < N, projected points would form a compact zero-dimensional
manifold cluster. Such a cluster can be easily discovered by any classical clustering
algorithm equipped with the Euclidean distance metric [60].
The above problems require adaptations of various clustering approaches to the
nature of high-dimensional data. Conventional approaches are known as subspace
clustering, projected clustering, pattern-based clustering, and correlation clustering.
In particular, the subspace clustering is an area that encompasses a more diverse and
general methods of high-dimensional clustering.
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Subspace Clustering

Subspace clustering is an extension of feature selection that attempts to find all subspaces
where clusters can be identified.
Definition 2.2.2 (Subspace). A subspace of Rn is a subset V ⊂ Rn satisfying following
properties:
1. The zero vector 0 ∈ Rn is in V
2. If u and v are in V, then u + v is also in V
3. If v is in V and c is in R, then cv is also in V
This means that a point might be a member of multiple clusters, each existing in
a different subspace. Subspaces can either be axis-parallel or affine. While subspace
clustering could produce overlapping clusters, within a uniquely defined subspace,
clusters are not expected to overlap in a full-dimensional space.
Most subspace clustering methods are restricted to finding clusters in subspaces
spanned by some subset of the original measurement features, such as axis-parallel
subspaces. This assumption helps overcoming an intractable problem of finding arbitrary subspace, that would fully contain a cluster, and helps in the interpretation of
the produced clusters. However, this approach lacks flexibility, because real data often
situated in a randomly oriented subspace.
Parsons et al. [83] classify subspace clustering algorithms into two groups depending on the direction of search they perform - bottom-up and top-down. The first group
searches for clusters from lower to higher dimensionality subspaces. The second group
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searches for subspace clusters starting in higher dimensional subspaces and progressing to lower dimensional subspaces. A top-down approach is driven by locality assumption, which assumes that the subspace of a cluster can be derived from the local
neighborhood of the cluster center or the cluster members in the full-dimensional data
space. A bottom-up approach is driven by monotonicity property which states:
Definition 2.2.3 (Monotonicity property). If subspace S contains a cluster, then any
subspace T ⊂ S must also contain a cluster [60, 93].
While the top-down approach tries to anticipate cluster members and then determines the subspace of each cluster, the bottom-up approach tries to anticipate the subspaces of the clusters and then determines the cluster members.
CLIQUE (CLustering In QUEst)[5] is one of the first subspace clustering algorithms.
It is a bottom-up algorithm, which combines grid- and density-based approaches to
cluster the data. The data space is partitioned by an axis-parallel grid into equisized
units of predefined width. Only units which contain specified number of points are
considered as dense. Since dense units satisfy the monotonicity property, subspace
clusters can be explored rather efficiently in a bottom-up way. The algorithm starts
from one-dimensional dense units, then it scales up dimensionality of units and, simultaneously, inspecting their projections into lower subspace for acceptable density.
The algorithm uses heuristics which discard candidate units that contain only a very
small number of dense units. The detected clusters are represented as a maximal sets
of connected dense units. CLIQUE scales well with the size and the dimensionality
of the data, but does not scale well with the dimensionality of the subspaces in which
clusters are embedded.
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SUBCLU [54] is a density based subspace clustering, which overcomes the problems of grid based subspace clustering by dropping the usage of grids. Moreover, it
is able to mine arbitrarily shaped subspace clusters in the hyperplane of the dataset.
It is shown that density-connected sets satisfy the monotonicity property. This allows
SUBCLU to search for density-based clusters in subspaces in an APRIORI-like style.
Resulting clusters can be of arbitrary shape and size in the corresponding subspaces.
Compared to grid-based approaches, SUBCLU achieves a better clustering quality but
requires a much longer run time. A global density threshold brings a bias to produced clusters: a tighter threshold, which is able to separate clusters from the noise
well in low dimensions, tends to lose clusters in higher dimensions, but a more relaxed
threshold, which is able to detect high-dimensional clusters, will produce an excessive
amount of low-dimensional clusters.

2.2.3

Spectral Clustering

The family of spectral clustering algorithms provides many fundamental advantages
comparing to "traditional algorithms" and often outperforms them especially in highdimensional environment. Traditionally, spectral clustering is derived from the dimensionality reduction techniques based on analysis of eigenvectors of graph Laplacian
and eigenfunctions of Laplace-Beltrami operator on the manifold.
As in many clustering techniques, spectral clustering uses similarity as a measure
to separate data point on clusters. A main form in which similarity defined is a similarity graph G, which is constructed from similarity relation between points in a data set.
Given a set of data points x1 , . . . , xn and some notion of similarity, between all pairs of
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points, a similarity graph G = (V, E) can be found. The most common form of a similarity graph is e-neighborhood graph or k-nearest neighbor graph. From a similarity
graph, a weighted adjacency matrix can be defined as a matrix W = (wij ), i, j = 1, ..., n,
and a degree matrix D as a diagonal matrix with the vertex degrees values d1 , . . . , dn on
diagonal. The unnormalized graph Laplacian matrix is defined as

L = D−W

(2.4)

Matrix L has following properties: it is symmetric and positive semi-definite, it has n
non-negative, real-valued eigenvalues 0 = λ1 ≤ λ2 ≤ · · · ≤ λn , its smallest eigenvalue
is 0 with the corresponding eigenvector of the constant one. The matrix L has as many
eigenvalues 0 as there are connected components, and the corresponding eigenvectors
are the indicator vectors of the connected components [105].
For the data given in a form of a similarity graph, a clustering problem can be
defined as follows: it is possible to find a partition of the graph such that the edges
between different groups have a very low weight, which means that points in different
clusters are dissimilar from each other, and the edges within a group have high weight,
which means that points within the same cluster are similar to each other. The above
problem can be reviewed as a graph partitioning problem with A and B as the subsets
of vertexes, and A ∪ B = V. Minimizing a total weight of edges between A and B
makes the subsets disjoint. This combinatorial problem is NP-hard, but it is possible to
relax it to minimization of a graph Laplacian, which can be computed in polynomial
time [9].
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Ng et al. [78] developed a spectral clustering algorithm that can cluster into k subsets. The proposed algorithm performs the eigenanalysis of a normalized graph Laplacian for determining k largest eigenvectors. Projecting an original dataset into a subspace spanned by k largest eigenvectors would reorganize data into compact clusters
which can be easily identified by k-means clustering algorithm.

2.3

Linear Manifold Clustering

While most primitive structures are associated with zero-dimensional manifolds, i.e.
points, more complex (linear) structures may be described as non-zero dimensional
manifolds.
Definition 2.3.1 (Linear manifold). Λ is an unlimited M-dimensional LM in R N if
and only if for some translation vector t ∈ R N and a set of orthonormal vectors

{bi }i=1,...,M ∈ R N ,
M

Λ = {x ∈ R N | x = t + ∑ αi bi ; αi ∈ R; t, bi ∈ R N }

(2.5)

i =1

Haralick and Harpaz introduced the linear manifold cluster (LMC) model that allows a cluster structure to be defined by a non-zero dimensional linear manifold [44].
Figure 2.2 shows an example of such LM clusters.
Definition 2.3.2 (Linear manifold cluster model). Let C ⊆ D be a cluster of points from
the dataset D ⊂ R N , then an M-dimensional linear manifold cluster on the dataset D
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F IGURE 2.2: Linear manifold clusters (from [46])

with a “support” linear manifold Λ is
M

N−M

i =1

j =1

CΛ = {x ∈ C | x = µΛ + ∑ αi bi +

N−M

{x ∈ C | x = y +

∑

∑

e j b⊥
j ; α i , e j ∈ R} =

e j b⊥
j ; y ∈ Λ; e j ∈ R} =

(2.6)

j =1

{x ∈ C | x = µΛ + αB + eB⊥ ; α ∈ R M , e ∈ R N − M }
where µΛ ∈ R N is a manifold translation vector; B is a matrix whose M columns
bi ∈ R N are orthonormal vectors that span the linear manifold Λ; B⊥ is a matrix whose
N
N − M columns b⊥
j ∈ R are orthonormal vectors that span orthogonal complement

subspace to a linear manifold Λ; α ∈ R M and e ∈ R N − M are vectors whose components are independent random variables which characterize the position of the dataset
point relative to the linear manifold, such that Var (α)  Var (e).
The LMC model is a generalization of many other more specific cluster models.
Subspace clusters can also be modeled using Definition 2.3.2 by taking into account
that the subspace clustering algorithm focuses its clustering effort on the space spanned
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by the column vectors of B in which the points, as mentioned before, form a compact
and densely populated region.
In the LMC model, see Definition 2.3.2, cluster points are positioned on or near the
linear manifold. If the point x is located near a linear manifold Λ, then the distance
from the point to the manifold Λ, described by the basis B or its orthogonal complement, is defined as
dΛ (x, B) = k( I − BB| )(x − µΛ )k

(2.7)

|
dΛ (x, B⊥ ) = k B⊥ B⊥
(x − µΛ )k

(2.8)

The above distance (2.7) provides a partitioning of the linear manifold cluster from
the rest of the points in the dataset D .
Definition 2.3.3 (Linear manifold cluster). Let Λ be an M-dimensional linear manifold
spanned by the basis orthonormal vectors bi ∈ R N , and θ is a distance threshold that
separates points from the dataset D ⊂ R N by proximity to the linear manifold Λ. Then,
the linear manifold cluster CΛ,θ ⊆ D is defined as follows

CΛ,θ = {x ∈ D | x = µΛ + αB + eB⊥ ; α ∈ R M , e ∈ R N − M , dΛ (x, B) ≤ θ }

(2.9)

LMCLUS is the clustering algorithm, which constructs LM clusters, and can be
viewed as a hierarchical-divisive clustering procedure that uses LMC model for discovering clusters in an arbitrary subspaces of a full-dimensional data. It executes several levels of iterations. At the highest level of iteration, the algorithm monitors a
dataset which is being partitioned. The second level of iteration causes the algorithm
to iterate over a range of manifold dimensions, beginning from with one-dimensional
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manifolds, and terminating with L-dimensional manifolds, where L is an input parameter. For each linear manifold dimension the algorithm searches for best possible
separations among the subsets of the data and attempts to determine whether some of
the points are embedded in linear manifolds, which is done by inspecting a histogram
of distances from points to the discovered manifold. This algorithm allows discovering
the unbounded as well as the bounded linear manifold clusters [44].

Piecewise Linear Manifold Structure The natural extension to the LM model is its
piecewise linear (PL) structure representation in the dataset, which can be viewed as
a partitioning of the dataset on linear manifold clusters. For each cluster, it is possible to determine an actual geometrical boundary of the cluster, and through a global
spatial alignment of clusters to build a structure homotopy equivalent to a topological
representation of the original data manifold.

F IGURE 2.3: Piecewise linear manifold, constructed from three 1D
bounded linear manifolds, as the “support” of the piecewise linear
manifold cluster [82].
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Given a set of the bounded linear manifold clusters, it is possible to determine a
piecewise linear structure by forming it from individual linear manifold clusters using
spatial and topological relations between them, and creating a non-linear structure.
Figure 2.3 shows three 1D LM clusters combined to form one piecewise linear manifold
cluster.

2.4

Model-based Clustering

This section introduces the model-based approach to clustering, describes the probabilistic representation of a cluster, in particular, the linear manifold cluster, and reformulates the clustering optimization problem as the maximum likelihood optimization
problem.
If the dataset is sampled from several probability distributions, the cluster points
can come from the different probabilistic distributions [113]. These probability distributions can have an unusual structure and have fewer degrees of freedom then the
ambient space, resulting in sampling from the vicinity of a submanifold of the ambient space [79]. From the probabilistic perspective, clustering, should not only identify
the structure of a dataset, but also describe the underlying probability distributions
that produce this structure - a data model. This model should also have an inference
capability consistent with the original data.
The most common approach in model-based clustering is related to finite mixture
models, in particular, Gaussian mixtures. The mixture model naturally fits into the partition’s description of the clustering. It introduces a probabilistic description of single
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clusters of homogeneous observations, and allows for efficient model-fitting methods
for parametric [68] and non-parametric models [47].
Let us consider the unknown distribution p(x) over R N which are i.i.d. sampled to
produce a set of high-dimensional points { xn ∈ D}nI =1 , potentially with an additional
uncorrelated Gaussian noise, and that the latent variables of our model come from a
low-dimensional space Z ⊆ R M .
A point z in the latent model-space R M comes from a prior distribution p(z). Assuming that both latent and observed variables are continuous, this distribution can
be mapped onto R N by a non-singular mapping f : Z → R N . Following the manifold hypothesis [79], a sample from low-dimensional manifold in Z provides a good
approximation of its intrinsic dimensionality and its embedding in the full space R N .
In order for an L-dimensional manifold M = f(Z ) to be restored to the full space, it
requires a posterior distribution p(x|z) defined on R N , p(x|z) = p(x|f(z)).
In a product space R N × Z , let p(x, z) be a joint distribution which after marginalization of the latent space variable allows us to find a model of p(x):

p (x) =

Z
Z

p(x, z)dz =

Z
Z

p(x|z) p(z)dz

(2.10)

Model-based linear manifold cluster A linear manifold cluster model (2.6) under the
assumption that α and e are modeled by the Normal distribution, can be approximated
by a generative latent model, in particular, by a factor analysis model [117]:

p(z) = N (z|0, I)

(2.11)

p(x|z) = N (x|Bz + µ, Ψ)

(2.12)
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where N × M matrix B is composed of M orthonormal basis vectors b j ∈ R N which
span the linear manifold, and Ψ is a diagonal covariance matrix that captures covariance of the α and e random variables in the linear manifold cluster model.
A marginal distribution of p(x), which is also Gaussian, is a probabilistic model of
the LM cluster that can be computed analytically using (2.10), so
p(x) = N (x|µ, BB| + Ψ)

(2.13)

The parameters of the LMC model p(x) may be determined by a maximum-likelihood
estimation iterative procedure because there is no closed-form analytic solution for
B and Ψ. However, the closed-form solution exists for an isotropic variance model,
Ψ = σ2 I, which transforms the above model into the probabilistic principal component analysis problem [100].
Harpaz and Haralick [47] proposed a non-parametric density model for the linear
manifold cluster (2.6) where the total density estimate for a point x, given that it came
from cluster C, is given by
M

p (x| C ) =

∏ h(bj (x − µ))
|

!
h(||(I − BB| )(x − µ)||2 )

(2.14)

j =1

where h(b|j (x − µ)) is a histogram of a probability density function of the cluster points
projections onto the jth spanning vector b j of the “support” linear manifold of the
cluster C, and h(||(I − BB| )(x − µ)||2 ) is the histogram of a probability density function
estimate of the distances from the cluster points to the “support” linear manifold of the
cluster C.
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Geometric interpretation of a LMC model

A cluster probabilistic model does not

require any geometric similarity measure, but the geometric similarity measure is necessary for a geometrical interpretation. Such similarity measure that preserves probabilistic properties of a cluster point distribution and provides a proper geometric distance measure is the Mahalanobis distance.
Definition 2.4.1 (Mahalanobis distance). Given a multivariate normal distribution D
with a mean µ and covariance matrix Σ, the Mahalanobis distance between this distribution mean and a point x is defined as follows:

dΣ (x, µ) =

q

(x − µ ) T Σ −1 (x − µ )

(2.15)

Using this distance with a probabilistic model of the linear manifold cluster C, gives
the geometric similarity measure to define a distance from the center of the cluster to a
point x as follows:
d C (x) =

q

(x − µC )T ΣC−1 (x − µC )

(2.16)

where ΣC is a covariance matrix calculated from the cluster C, and µC is its center.
Given a linear manifold cluster covariance matrix ΣC , we define a geometric linear
manifold cluster CΛ,χ , similarly to (2.9), using the distance measure (2.16) as follows:

CΛ,χ = {x ∈ D | dC (x) ≤ χ}

(2.17)

The choice of the Mahalanobis distance allows us to correctly represent an elongated elliptical structure of the linear manifold cluster, which is encoded by model’s
covariance. When the covariance matrix is isotropic, the above geometric cluster model
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produces spherical clusters similar to the k-means algorithm [10]. Moreover, the squared
distance (2.16) follows chi-squared distribution, thus providing the threshold parameter χ a probabilistic interpretation, a probability of the point being in the cluster.

Model-based clustering problem

Let clustering C , composed of k clusters, be mod-

eled by a joint point-cluster distribution p(x, y) where x ∈ D , and y is an associated
cluster index from the assignment vector K, see (2.3).
Definition 2.4.2 (Model class). Let Θ be a parameter set, a model class M is composed
of parametric distributions indexed by parameters from Θ,

M = { p(·|θ) : θ ∈ Θ}

(2.18)

If an individual cluster C ∈ C that is modeled by a multivariate Gaussian distributions with a mean µC and a covariance of ΣC , can be viewed as coming from some
model class MC with parameters θC = (µC , ΣC ), then
p(x|C ) = N (x|µC , ΣC ) = p(x|θC ) ∈ MC

(2.19)

A marginal distribution p(x) provides the total density estimate of a point x, and
takes a form of a Gaussian mixture model (GMM) from k Gaussian distributions, which
come from the corresponding model class MC ,
k

p( x|MC ) =

∑ p(Ci ) p(x|θi )

i =1

(2.20)
p(·|θi )∈MC
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where p(Ci ) is a prior probability of the cluster Ci calculated as follows:

p(Ci ) =

|Ci |
∑C∈C |C |

(2.21)

Then using Bayes’ rule the posterior probability or Bayesian measure of association
p(Ci | x) ∈ [0, 1] of a point x to cluster Ci is given by
p(Ci | x, MC ) =

p(Ci ) p( x|θi )
p( x|MC )

(2.22)
p(·|θi )∈MC

In order to use the cluster’s model-based representation in the context of the global
clustering optimization (2.3), the optimization problem needs to be reformulated to use
a similarity measure that accounts for model-based nature of the clustering. Using a
similarity measure m̂ : D × M → R, the optimization problem finds an optimal model
class M̃ in a space of all parametric model classes which corresponds to the optimal
clustering,

M̃ = arg max m̂(D , M)
M

(2.23)

A standard GMM learning technique, such as expectation-maximization (EM) [10],
solves the problem (2.23) by finding parameters of the model class MC , which models
clustering C , by maximizing log of the likelihood function p(x|C). The corresponding
similarity function for the optimization problem can be defined as follows

m̂(D , MC ) =

∑ log p(x|MC )

x∈D

(2.24)
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It is easily to recover the optimal assignment vector K̃ by selecting the cluster with
maximal likelihood for a particular point x given an optimal model class M̃ as follows

K̃ = [arg max p(Ci |x j , M̃) | j = 1, . . . , n]
i∈ I

2.5

(2.25)

Metaclustering

This section defines a “metaclustering” approach as a problem of the construction of
the collection of clusterings, and formulates a metaclustering optimization problem on
top of the model-based clustering optimization problem.
Combining multiple clustering models into a cluster ensemble (metaclustering), following supervised ensemble learning example, allowed to create an improved unsupervised model which outperform single clustering models, and more robust to outliers and noise [88].
Clustering ensemble construction performed in two steps: generation and consensus. During the generation step, different clustering models are created from various
single clustering algorithms. During the next step, a consensus is established between
the clustering models through object co-occurrence or median partition [104]. The latter can be formally viewed as combinatorial optimization problem over the clusterings [70]. The consensus optimization function can be designed to use majority voting
[69], information-theoretic distance measure [85], or mixture model likelihood [102]. In
many cases, the consensus function would rely on the clustered data points to evaluate
the final metaclustering, as well as the generated cluster model properties [96].
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Definition 2.5.1 (Metaclustering). Given a clustering C of the dataset D represented by
a model class MC , let P = { Pj ⊆ C} j∈ J be a metaclustering of l clusters with the models

L Pj ⊆ MC , such that Pi ∩ Pj = ∅ for i 6= j where i, j ∈ J, and J is an index set of size l.
Using a model-based representation of a cluster (2.20), each metacluster P can be
defined as a mixture model p(x| P) of l model-based clusters (2.19), that comes from a
model class L P ⊆ MC , and defined as follows:

p(x|L P ) =

∑

p(Ci | P) p(x|θi )

Ci ∈ P

(2.26)
p(·|θi )∈L P

where θi is a set of the distribution parameters that models the cluster Ci ∈ P, and
p(Ci | P) is a prior probability of the cluster Ci in the metacluster P, calculated as follows:

p(Ci | P) =

|Ci |
∑C ∈ P |C |

(2.27)

Definition 2.5.2 (Metaclustering model). Let P be a metaclustering, see Definition 2.5.1,
then NP is a metaclustering model defined as a model class that is composed of clustering model subclasses {MC ⊇ L j ∈ NP } j∈ J that represent individual metaclusters,
such that ∪ j∈ J L j = MC and Ln ∩ Lm = ∅ for m 6= n where m, n ∈ J.
Thus, the solution of the metaclustering optimization problem is an optimal model
class Ñ that can be found by minimizing a similarity measure m̂ : D × NP → R,

Ñ = arg min m̂(D , NP |MC )
NP

(2.28)

The metacluster assignments can be calculated from the Ñ in the similar manner as
in Eq. (2.25).
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If a clustering C , which is used to construct a metaclustering P , is a linear manifold
clustering, then the resulted metaclustering can be described as a PLM clustering. This
clustering is composed of PLM clusters that are combination of the original LM clusters, such that all clusters in the metacluster are path-connected, see Definition A.1.7.
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Chapter 3

Topology of Gaussian Mixture Model
This chapter introduces an alternative structural representation of a geometric clustering from a topological perspective. Section 3.1 provides introductory concepts of
topological spaces, their connection to underlying geometrical spaces through a simplicial complex structure, along with various construction of homotopy equivalent representations for point set topology. Section 3.2 describes a construction of a topological
structure from the geometric realization of a Gaussian mixture model, which is later
extended to a construction technique for creation of a homotopy equivalent simplicial
complex by a model-based clustering procedure.

3.1

Simplicial Complexes and Simplicial Homology

As we look for a more general representation, beyond the geometry of the point cloud,
the topological description provides a compact and efficient abstract representation.
Moreover, using homology, which is a way to assign to every topological space X a
vector space H (X), we can identify and measure distinct intrinsic topological properties of such representation.
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Similar to clustering, topological data analysis [17] provides generalization over
point dataset by connecting the neighbor points into the shapes – simplices. These
shapes eventually make up an abstract topological description of an underlying dataset
geometry – a simplicial complex, see Fig. 3.1. It is necessary to introduce some concepts
of a simplicial homology, which provide a basis required to specify properties of topological invariants and a topology of Gaussian mixture models1 .

F IGURE 3.1: A geometrical representation of an abstract simplicial 3complex (from [108])

The definition of a simplex uses geometry, see Definition A.3.2, thus it is natural to
view simplicial complexes, see Definition A.3.7, as geometric structures. However, it is
possible to define simplicial complexes without using any geometry, thus providing a
clear separation of topology and geometry.
Definition 3.1.1 (Abstract Simplicial Complex [73]). An abstract simplicial complex ∆ is a
pair (V, Σ), where V is a finite set of objects, and Σ is a collection of subsets of V, such
that if σ is an element of Σ, so is every nonempty subset of σ, i.e. for any σ ∈ Σ with
τ ⊆ σ it follows τ ∈ Σ.
The elements of Σ are called faces, see Definition A.3.6. The element of σ ∈ Σ
is called a simplex of ∆; its dimension is one less than the number of its elements.
1 Additional

topics of simplicial homology provided in Section A.3
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The dimension of ∆ is the largest dimension of any simplex, or infinite, dim ∆ =
max{dim σ | σ ∈ ∆}. The vertex set V of ∆ is the union of the one-point elements of
∆, such that vertex v ∈ V is a 0-simplex v ∈ ∆.
Definition 3.1.2 (p-simplex). If a face σ ∈ ∆ consists of p + 1 elements of V then a psimplex σ is a collection of vertices [v0 v1 . . . v p ], such that vertices listed in some order
that is permanently fixed for all vertices in V.
A facet is a face that is not contained in any other face. For σ, τ ∈ ∆, if τ is a face of
σ, we denote that relation by τ ≤ σ, and τ has σ as its coface.
Any simplicial complex, see Definition A.3.7, can be divided into topological and
geometric components. The former is an abstract simplicial complex, see Definition 3.1.1,
a purely combinatorial object that is easily manipulated. The latter is a map of the vertices of the complex into the space in which the complex is realized. The construction of
an abstract simplicial complex requires a cover which provides a topological structure
of an underlying space [73].
Definition 3.1.3 (Cover). Let X be a topological space2 , then a cover U of X is a collection of sets whose union contains X as a subset,

U = {Uα }α∈ A , such that X ⊆

[

Uα

(3.1)

α∈ A

where A is an index set.
Definition 3.1.4 (Nerve [17]). The nerve of a cover U , denoted by N (U ), is the abstract
simplicial complex ∆ with vertex set A, and where a family {α0 , . . . , α p } spans a psimplex σ if and only if Uα0 ∩ . . . ∩ Uα p 6= ∅.
2 See

Definition 2.1.4
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For a given dataset cover, its nerve provides a compact combinatorial description
of the connectivity relationship between cover sets based on an existence of their nonempty intersections. In order to formally state this relation, a notion of weak equivalence between topological spaces is required to provide a spaces’ equivalence on a
level of topological invariants.
Definition 3.1.5 (Homotopy [16]). Given two maps f , g : X → Y of topological spaces,
f and g are homotopic, f ' g, if there is a continuous map H : X × [0, 1] → Y so that
H ( x, 0) = f ( x ) and H ( x, 1) = g( x ) for all x ∈ X.
The relationship of being homotopic is an equivalence relation.
Definition 3.1.6 (Homotopy Equivalence [28]). Two topological spaces X and Y are
homotopy equivalent, or of the same homotopy type if there are continuous maps f : X →
Y and g : Y → X such that g ◦ f is homotopic to the identity map idX , g ◦ f ' idX ,
and f ◦ g ' idY . This gives an equivalence relation to topological spaces, X ' Y, and
we say that they have the same homotopy type if they are homotopy equivalent.
For any good cover, a nerve N (U ) can be defined, which is an abstract simplicial
complex itself, and it is homotopy equivalent to the underlying topological space X by
the means of the following fundamental theorem in algebraic topology:
Theorem 3.1.1 (Nerve Theorem [17]). Let X be a topological space, and U = {Uα }α∈ A
is its cover3 . Suppose that the cover consists of open sets4 , and is numerable. Suppose further that for each non-empty finite subset S ⊂ A, the set ∩s∈S Us is either
contractible5 or empty, then the nerve N (U ) is homotopy equivalent to X.
3 See

Definition 3.1.3
Definition A.1.1
5 A space having the homotopy type of a point is called contractible.
4 See
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The construction of the cover defines the structure of the corresponding simplicial
complex and provides equivalence to an underlying topological space. From the multitude of cover construction methods, the Čech complex construction provides a proper
procedure for a nerve construction of a topological manifold in a metric space X from
the family of open balls,

Be ( X ) = { Be ( x )} x∈X

(3.2)

where Be ( x ) is an N-dimensional open ball, that is defined as

BeN ( x ) = {y ∈ R N |d( x, y) < e}
where d( x, y) =

q

(3.3)

∑iN=1 ( xi − yi )2 is a metric of the space.

F IGURE 3.2: A Čech complex (right) constructed of a set of points sampled
from a circle (left) (from [109])

Definition 3.1.7 (Čech Complex). Let ( X, d) be a metric space6 , and S is a finite subset
of points of X, S ⊂ X. The Čech complex of S at a scale e > 0 is the abstract simplicial
complex whose p-simplices correspond to a non-empty intersection of ( p + 1) balls of
radius e centered at the ( p + 1) distinct points of X.
6 See

Definition A.1.8
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(
Če (S) =

)
σ = [ x0 x1 . . . x p ] ⊆ S |

\

Be ( x ) 6= ∅

(3.4)

x ∈σ

The Čech complex Če (S) forms a nerve, see Definition 3.1.4, of the collection of
balls { Be/2 ( x )} x∈S , thus it has the same homotopy type as the union of these balls, and
often has the same homotopy type as X, see Fig. 3.2. If ball cells have the same size,
the Čech complex is called standard. If they are different, then this complex is defined
as a generalized Čech complex [61].
Čech complex construction can be simplified if we check only pairs of ball intersections for n-simplices when n > 1. The resulting complex is called a Vietoris-Rips
complex VRe ( X ).
Definition 3.1.8 (Vietoris-Rips Complex[17]). Let ( M, d) be a metric space7 , and X be
a finite set of points in M. Then the Vietoris-Rips (VR) complex for X, attached to the
parameter e, denoted by VR( X, e), will be the simplicial complex whose vertex set
is X, and where { x0 , x1 , . . . , xk } spans a k-simplex if and only if d( xi , x j ) ≤ e for all
0 ≤ i, j ≤ k.
Lemma 3.1.1. Letting X be a finite set of points in some Euclidean space and e ≥ 0,
then VRe ( X ) ⊆ Č√2e ( X ) [28].
The above Čech complex construction is infeasible in practice because of its exponential complexity for high-dimensional complexes. Even though the VR complex
construction has relaxed condition for the simplex construction, thus having lower
computational complexity, it still has exponential complexity when constructing highdimensional simplicial [118].
7 See

Definition A.1.8
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From an abstract simplicial complex ∆, we can calculate a topological invariant, a
number of k-dimensional holes in this simplicial complex, which is designated as Betti
number, β k .
In particular, for every topological space X and every non-negative integer k, there
is a vector space Hk (X), a homology group, see Definition A.3.14, whose dimension is
intuitively interpreted as the number of independent k-dimensional cycles in X, which
is designated as the k-dimensional Betti number of X.
Definition 3.1.9 (Betti number [27]). The kth Betti number β k of the simplicial complex
∆ is the rank of the kth homology group Hk (∆).
β k = rank Hk (∆)

(3.5)

The Betti numbers are closely related to the intrinsic features of the topological
space which comes from a relation between homology groups of the simplicial complexes and their topological properties. We are interested in a zero dimensional homology group which measures the number of connected components of the simplicial
complex.
Lemma 3.1.2. Zeroth Betti number β 0 indicates the number of connected components8 .
The details of the Betti number calculation can be found in any standard text of
classical algebraic topology, such as [73].
8 See

Definition 2.1.6
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Topology of Gaussian Model Class

Many of the simplicial complex construction methods use raw dataset points as base
elements for the construction procedure [118, 61]. However, it is known that the complexity of the construction procedure for high-dimensional complexes grows exponentially with the size of a point dataset. If a reduced representation of the point set is used
in a complex construction procedure then a resulting simplicial complex could have the
same homotopy type as the underlying space from where the dataset is sampled [80].
A simplicial complex construction is proposed that uses combined geometric and
probabilistic properties of the reduced representation of the point set to build a homotopy equivalent topological structure. With the help of this construction procedure,
topological properties of the model-based LM clustering can be determined.

3.2.1

Topology of Reduced Representation

The main step in any simplicial complex construction procedure is a construction of
a cover. Generally, the construction is performed in a metric space with a particular
metric d over all points in the dataset, i.e. standard Čech construction. Usually, the
computational complexity of any construction procedure is proportional to number
of the points/vertices in the resulting simplicial complex. If a quantitatively reduced
representation of the original dataset can be used without substantial loss of dataset
geometric information then a cover construction procedure can be more efficient.
There are two known approaches for constructing a homotopy equivalent structures from reduced representations of the original space: using sampling [25] or using
dimensionality reduction [94].
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F IGURE 3.3: A witness complex (black) with 20 landmark “minmax”
points of “Two Moons” dataset.

De Silva and Carlsson [25] present a sample-based topology construction, the witness complex, that builds a simplicial complex from a point dataset using only a small
sample of points from the original dataset, called landmark points, as a vertices of a simplicial complex, see Fig. 3.3. This construction is more efficient, as it uses only small
fraction of the original dataset, adaptable to arbitrary metrics, and less susceptible to
the curse of dimensionality. Moreover, the standard VR construction can be used to
build a witness complex from a distance matrix between the landscape points and the
rest of the dataset [118].
A direct use of the full dataset reduced representation for building a simplicial complex presented in the Mapper construction [94], see Fig. 3.4. This method combines
dimensionality reduction and clustering techniques to transform a point dataset in a
low-dimensional aggregated representation by forming feature data from specified filter functions and then clustering these features. The resulting clustering is used to
construct a cover over the feature set. This cover serves as an input to a complex construction procedures, e.g. the VR construction, see Definition 3.1.8, which produces a
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F IGURE 3.4: A mapper complex with 5 overlapping intervals and
Euclidean norm as a filter function (color) of “Two Moons” dataset.

final simplicial complex of the dataset.
Usage of a low-dimensional data representation allows to simplify a construction
of a cover that can grow exponentially with the dimension of the reduced space. However, preprocessing of the dataset with feature function potentially removes any geometric information of the original dataset, which may lead to an incorrect topological
representation if the feature filter functions are ill-defined.

3.2.2

Piecewise Linear Manifold Complex

Often the metric for a cover is selected to be a Euclidean, which results in defining
an equiradial hyperspherical cover (3.2). As it was discussed in Section 2.3, usage of
the Euclidean distance does not allow to correctly specify an elongated structures, e.g.
LM cluster. Moreover, if we want to build an interpretable topological descriptions
of a low-dimensional data manifold, it is necessary to preserve its truthful geometric
properties. The Gaussian mixture model is a simple probability model and has an analytical interpretation, which we use to construct an abstract simplicial complex. It can

Chapter 3. Topology of Gaussian Mixture Model

42

be easily converted in the geometric representation of a linear manifold cluster which
has a support subspace that can be viewed as a tangent space and serve to construct
a tangent complex [15]. This rich data model will serve as a basis for new construction method that leverages above model properties to efficiently construct a simplicial
complex.
Let G be a model class of multivariate Gaussian distributions, see Definition 2.4.2,
and p( x|G) be a Gaussian mixture model with components from the class G (2.20) as
k

p( x|G) =

∑ φi p(x|θi )

i =1

(3.6)
p(·|θi )∈G

where k is a number of components in mixture, φi is a weight of the individual component i.
The geometric realization of a single Gaussian component p( x|θ) in R N , where θ =

hµ, Σi is the means and covariance matrices of a Gaussian components, can be defined
through the Mahalanobis distance (2.15) as follows:

Ee (θ) = {x ∈ R N | dΣ (x, µ) < e, θ = hµ, Σi}

(3.7)

The above geometric realization Ee (θ) can be interpreted as an element of the cover,
a hyperellipsoidal open neighborhood, which is derived directly from the parameters
of the mixture component p( x|θ). Thus, the mixture p( x|G) serves as a basis of a geometric cover in Rn where each element of this cover is parameterized by the threshold
e that controls size of individual hyperellipsoidal ball. So, for any e > 0, a cover Ee (G)
is defined from a GMM model class G as follows
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(3.8)

Following the Čech construction procedure, see Definition 3.1.7, the above cover
transforms into a Gaussian mixture model complex that has the same homotopy type, see
Definition 3.1.6, as a geometric realization of the model class G .
Moreover, if the covariance of Gaussian components in the model class G is isotropic
then the resulted geometric realization (3.7) is hyperspherical, and the GMM complex
becomes a generalized Čech complex [61] with simplices constructed from the intersections of hyperspheres of different radii.
However, a straightforward application of the Čech construction increasingly complicates process of simplex discovery because an intersection of the hyperellipses is an
increasingly hard problem especially in high dimensional spaces.
To overcome computational complexity during the construction of a GMM complex, we developed a new heuristic that combines a data reduced representation and
clustering procedure. In Section 2.4, it was shown that a Gaussian mixture provides
a model for a linear manifold clustering, a form of a reduced representation over a
dataset. Thus, if the GMM complex construction is limited to the dataset D then a version of the witness complex can be computed in the intrinsic geometry of the dataset

D with a set of landmark points corresponding to the centers of LM clusters.
Definition 3.2.1 (Piecewise Linear Manifold Complex). Let D = {xi }i∈ I be a dataset,
where I = {1, 2, . . . , N } is an index set, and C = {Cj } j∈ J be its clustering of size L
modeled by a class MC , where J = {1, 2, . . . , L} is an index set. Let D be a distance
matrix of the dimension L × N, that is adopted to calculate distance between a cluster
model representation and points in the dataset using the Mahalanobis metric (2.16). A
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piecewise linear manifold (PLM) complex PLe (C) is a set {V, S}, where V = J is a vertex
set formed from the cluster indexes, and S is a finite collection of simplices constructed
for some e > 0 value as follows:
• the edge σ = [ ab] belongs to S if and only if for a, b ∈ V there exists a i ∈ I such
that:
max( D ( a, i ), D (b, i )) ≤ e
• A p-simplex σ = [ a1 a2 . . . a p+1 ] belongs to S if and only if for a1 , . . . , a p+1 ∈ V all
its edges belong to S; or there exists a i ∈ I such that:

max( D ( a1 , i ), . . . , D ( a p+1 , i )) ≤ e

1.0

0.5

0.0

-0.5

-1

0

1

2

F IGURE 3.5: A piecewise linear manifold complex PLe (C) (black)
constructed from the clustering C (colors) of "Two Moons" dataset.
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In [25], it was suggested that the landmark points for a witness complex, initially
based on clustering, poorly reflect the underlying space properties due to the variation of sample density. Even though it might be true for k-means clustering because it
uses a similarity measure that only accounts for geometrical position of the points, the
usage of the linear manifold clusters, which have explicit geometric and probabilistic
interpretation, for the landmarks is more appropriate. A linear manifold cluster provides a truthful representation of the part of the dataset in the vicinity of the cluster
center and can be viewed as an approximation of the tangent space in this point. In
its turn, the local tangent space provides a low-dimensional linear approximation of
the local geometric structure of the nonlinear smooth manifold from which the dataset
was sampled [116].
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Chapter 4

Piecewise Linear Manifold Complex
Validation
This chapter presents an experimental design and performance analysis results of the
piecewise linear manifold complex construction procedure. Section 4.1 describes an
experimental protocol for determining a topological profile base on the simplicial complex construction procedure. This protocol outlines test datasets’ characteristics, construction algorithms and experimental parameters. Section 4.2 describes evaluation
criteria for correctness of PLM complex construction algorithm, and its perturbation
analysis criteria. Section 4.3 presents experimental results and analyses of the outcome
of the construction algorithm of a PLM complex. The main results presented in this
chapter were reported in [26].
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Experimental Protocol

This experimental protocol presented in this chapter specifies a series of experiments
designed to demonstrate that the constructed piecewise linear manifold complexes exhibit the same topological properties as the complexes created by other construction
methods: Vietoris-Rips [118] and “witness” [25]. The synthetic and real datasets with
known topological properties were used to compare the construction results.
The topological properties of datasets equally important as their geometrical characteristics. The topological invariants of the simplicial representation ∆ of a point cloud
dataset can be evaluated by counting the k-dimensional homologies/holes of a simplicial complex. This is a standard way of computing Betti numbers, see Definition 3.1.9.
We designate a set of the first three Betti numbers as a Betti profile ( β 0 , β 1 , β 2 ), which is
used to evaluate if a construction algorithm produces simplicial complexes that have
the same topological properties as the original dataset, similarly to the experimental
setup in [25].

4.1.1

Datasets

In order to control experimental characteristics, that might affect the algorithm performance, we use synthetic datasets with the well defined set of parameters which
provide a variety of interesting use cases.
One of the criteria for devising a comprehensive synthetic datasets for the problem
of metaclustering, is the existence of complex non-linearly shaped clusters. Generally,
the datasets that exhibit these characteristics can be rather challenging for conventional
clustering algorithms, e.g. centroid, linear, or subspace-based.

Chapter 4. Piecewise Linear Manifold Complex Validation

48

1.0
0.6
1.0

0.5

0.3
0.5
0.0

0.0

0.0
−0.3
−0.5
1.0
−1.0
−1.0

−0.5

−0.6
−1.0

0.5
−0.5

0.0
0.0

−1.0

−0.5

0.5

−0.5

0.0

1.0 −1.0

0.5

0.0
1.0 −1.0

0.5

1.0

−1.0

0.0

0.5

0.0
1.0 −1.0

0.5

1.0

−0.5

( C ) OIP, k = 15,
( β 0 , β 1 , β 2 ) = (1, 5, 0)

( B ) OIP, k = 300,
( β 0 , β 1 , β 2 ) = (1, 1, 0)

( A ) Sphere,
( β 0 , β 1 , β 2 ) = (1, 0, 1)

−0.5

−0.5

1.0
1.0

0.5
0.5
0.0

0.0
−0.5

−0.5

−1.0
−1

0

1

2

( D ) Two Moons,
( β 0 , β 1 , β 2 ) = (2, 0, 0)

−1.0

−0.5

0.0

0.5

1.0

( E ) Circles,
( β 0 , β 1 , β 2 ) = (2, 2, 0)

F IGURE 4.1: Experimental datasets with corresponding Betti profiles

Two Moons

We selected the well-known synthetic dataset “Two Moons” (TM) that

contains two interleaving clusters of points in 2D that are shaped as half-circles of radii
1.0 with added Gaussian noise [84]. We designed the data generation procedure in
such way that a newly generated family of datasets would contain an arbitrary number
of half-circles with points located in an arbitrary dimensional space. This generation
procedure accepts the following parameters:
• Number of the half-circle structures, c
• The half-circle radius, r
• Number of data points per structure, m
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• The ambient space dimension, d
• Variance of a random Gaussian noise, ε. The noise is added to the point coordinate to shift it from its original location
• Repulsion magnitudes for moving half-circle structures away from each other
• Translation vector for the whole dataset
• Dataset rotation parameters: collection of pairwise axes rotations
• Random number generator seed value
A half-circle is a one dimensional structure in the two dimensional space. We can
generate multiple point subsets for each half-circle structure from the origin point arranged in circular way, rotated in a clockwise direction.
In addition, we specify how far the half-circle subsets move from the origin by providing a repulsion magnitude which determines how far the subsets are translated in
the direction away from the origin towards the farthest point in the subset. By default, the farthest point is located at the diameter length from the origin, which is the
first point. We define repulsion magnitude parameters for each dimension of the two
dimensional collection of the half-circles.
For example, the original TM dataset has half-circle subsets moved away from each
other along the x-axis at the radius length. Using repulsion magnitudes with values

(−0.25, 0.0), we simultaneously move both subsets away from each other at the distance of half of the radius of a half-circle, r/2, which results in total translation of
half-circle subsets against each other at the distance of one radius on the x-axis.
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For testing properties of algorithms in high dimensions, we create zero points in ddimensional space, and add coordinates of the half-circle structure 2D representation
to specified dimensions of the generated points. This procedure leads to creation of the
structure embedded in the higher dimensional space beyond the dimension 2.
After half-circle subsets are generated, a Gaussian noise is added to each point coordinate from Random Number Generator (RNG). The RNG is seeded with a seed
parameter value. In order to limit the noise variance in high dimensions, we scale
the Gaussian noise variance proportionally to the number of the space dimensions,
σ2 = ε/d.
To compensate for padded zero coordinates in high dimensional space setup, we
perform arbitrary rotations of a completely generated dataset. By default, the dataset
is rotated using all combination of pairwise axes rotations, d(d − 1)/2 rotations, to
an arbitrary angle in range [0; π ]. We also can supply the generation procedure with
a specific set of axes pairs and corresponding angle values to perform a controlled
rotation of the dataset.
Moreover, if a translation vector is provided, the whole dataset is moved to the
specified translation coordinates. The dimension of the translation vector is the same
as the space dimension.
Along with the points, the generation procedure provides a class assignment information related to a particular half-circle index and annotates corresponding points
with this index.
By default, the radius for every half-circle is set to r = 1. The repulsion magnitudes
are set to (0.5, 0.0) providing r separation between half-circle subsets. Translation and
rotation parameters are set to 0. We generate 500 points for each half-circle point subset,
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so the original TM dataset with 2 clusters is generated with 1000 points, and the dataset
with 5 half-circles is of 2500 points. For the TM dataset the Betti profile is (c, 0, 0) where
c is a number of generated half-moons, see the generation parameters above.
Spheres

The second set of synthetic datasets is composed of concentric hyperspheri-

cal structures formed from the points located near the n-sphere, Sn , in Rd . The generation procedure of this synthetic dataset accepts the following parameters:
• Number of the hyperspheres, c
• Number of data points per hypersphere, m
• The n-sphere dimension, n = 1, 2
• The ambient space dimension, d
• Radii of hyperspheres, r. If this parameter is omitted then concentric hyperspheres radii set up in such way that hyperspheres are positioned with an equal
distance from each other
• Variance of a random Gaussian noise, ε. The noise is added to the point coordinate to shift it from its original location.
• Translation vector for the whole dataset
• Dataset rotation parameters: collection of pairwise axes rotations
• Random number generator seed value
Initially, the points are generated equally spaced on the n-spheres. Similarly to
the TM dataset, the coordinates are are padded with zero values for the rest of d − n
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dimensions, after which a Gaussian noise is added to coordinates of each point. In
order to limit the variance of the noise in high dimensions, we scale the variance of
the Gaussian noise proportionally to the number of the space dimensions, σ2 = ε/d.
Finally, the whole dataset can be arbitrary rotated and translated to the coordinates
specified by the vector of rotation and translation parameters, respectively.
The topological properties of this dataset are different from the TM dataset. Each
hypersphere is a connected component and depending on the dimensionality of the
space each hypersphere defines a topological hole, thus creating a unique Betti profile

(c, c, 0) for datasets generated with n = 1, and (c, 0, c) with n = 2.
Optical image patches The optical image patches (OIP) dataset is a large collection of high-contrast 3 × 3 optical image patches, taken from black and white digital
photographs from a variety of indoor and outdoor scenes, which after normalization
present points in R9 . These points are mapped to unit sphere S7 in R8 through the discrete cosine transform. Then a sample of 30% densest vectors from all OIP patches is
used to form a dataset with particular topological properties [63]. The density estimator used for sampling datasets is ρk ( x) = | x − xk |, where xk is the kth nearest neighbor
of x.

4.1.2

Parameters

We used five generated synthetic datasets with the following parameters:
• The “Two Moons” dataset is composed of 1000 2D points located on two noise
half-arcs, see Fig. 4.1d, and generated with parameters: c = 2, d = 2, m = 500, ε =
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0.1. The dataset was not rotated or translated. This dataset has the Betti profile

(2, 0, 0).
• The “Circles” dataset, constructed by “Spheres“ generation procedure, is composed of 1000 2D points located near S1 , see Fig. 4.1e, was generated with parameters: c = 2, n = 1, d = 2, m = 500, ε = 0.1. The dataset was not rotated or
translated. This dataset has the Betti profile (2, 2, 0), which corresponds to two
connected component and two 1-dimensional holes.
• The “Spheres” dataset, constructed by “Spheres“ generation procedure, is composed of 1000 3D points located near S2 , see Fig. 4.1a, was generated with parameters: c = 1, n = 2, d = 3, m = 500, ε = 0.1. The dataset was not rotated
or translated. This dataset has the Betti profile (1, 0, 1), which corresponds to a
connected component and one 2-dimensional hole.
• The “OIP-15” dataset is generated using estimator ρk with parameter k = 15, and
a sample size 15 × 103 points. The sample dataset from the estimator ρ15 , see
Fig. 4.1c, has the Betti profile (1, 5, 0).
• The “OIP-15” dataset is generated using estimator ρk with parameter k = 300,
and a sample size 15 × 103 points. The sample dataset from the estimator ρ300 ,
see Fig. 4.1b, has the Betti profile (1, 1, 0).
The OIP datasets were provided by JavaPlex library [98].

Complex Construction For construction of a relevant simplicial complex, we used
the PLM construction method, see Section 3.2.2, with various partitioning algorithms
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for the generation of the cluster cover. We also used the Vietoris-Rips and the witness
constructions as the reference methods.
For the dataset cluster cover construction, two algorithms were used: the LMCLUS
and the k-Means clustering algorithm [3], as a reference clustering method.
For construction of an ellipsoidal cover, the datasets were clustered by the original
LMCLUS algorithm [44], and the resulting clusters were aligned along the principal
axis of the cluster point collection. For the LMCLUS algorithm, the following settings
were used: best_bound = 0.3 and min_cluster_size = 30. In addition, we set sample size
for the subspace random search algorithm to 10% of the size of the dataset using the
parameters: sampling_heuristic = 2 and sampling_factor = 0.1. The rest of the settings
were set to default values, see Table B.1.
For the construction of a spherical cover, the datasets were clustered by k-Means
algorithm with the 20 clusters per clustering, k = 20. The initial cluster centers are
selected at random. A cluster cover was formed to generate a PLM complex following
the construction procedure in Section 3.2.2.
For reference, we also used a simplicial complexes generated by the Vietoris-Rips
construction procedure with the filtration parameter corresponding to a distance between dataset points [118].
The witness complex construction procedure used 50 landmark points, l = 50, selected using minmax selection, and the filtration parameter set to a distance between
the landmarks points. We also constructed two different classes of persistent witness
complexes specified by parameter ν = 0, 2. Note that when ν = 0, the constructed
witness complex is closely related to the Vietoris-Rips complex over landmarks. When
ν = 2, the constructed complex is a 1-skeleton of a strong witness complex [25].
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Additionally, we define the parameter i for a number of complex construction repetitions, which allows us to collect performance statistics.

4.2

Evaluation Criteria

Comparative Performance Analysis Following the experimental procedure described
in [25], the experiments evaluate the correctness of capturing the topological properties
of the underlying datasets by the PLM construction algorithm, see Definition 3.2.1. The
correctness of the constructed simplicial complex is determined by computing its Betti
numbers β i , see Definition 3.1.9, which is a standard procedure in algebraic topology.
The resulting set of Betti numbers was compared with the known dataset Betti profile,

( β 0 , β 1 , β 2 ), of the known dataset.
Additionally, we perform an evaluation of the persistence profile for various values of a filtration parameter e of a cluster cover (3.8), calculating a relative dominance.
The profile dominance is measured as a ratio of an interval length of a profile’s persistence interval, i.e. an interval from an appearance to a disappearance of the profile, to
a length of an interval during which the complex becomes a single connected component, β 0 = 1.
The following steps describe an experimental protocol for the evaluation of the
construction of a PLM complex. First, the particular clustering procedure partitions a
given dataset. Then, following a description of the PLM complex, see Definition 3.2.1,
a collection of nested complexes can be constructed for different e values. Second, the
Betti profiles are evaluated for constructed complexes, and relative dominance value is
calculated.
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We perform the above procedure 100 times for every dataset, by setting parameter i = 100, and collect relative dominance value and the number of simplices in the
complex, which satisfies the dataset’s Betti profile. We use the collected results for every dataset and the construction procedure to estimate a success rate of the complex
construction, i.e. when the Betti profile is successfully detected. We report median and
MAD of the relative dominance, as well as, median and MAD of a number of simplices
in the resulting complex.
The results of the performance analysis are presented below in a tabular and graphical forms, providing a comparative view on a performances of the different construction methods of simplicial complexes.

Stochastic Perturbation Analysis

By itself, the PLM construction method, see Defi-

nition 3.2.1, is a deterministic algorithm, however it relies on a stochastic selection of
cluster cover. We evaluate the stability of the complex construction method by performing a perturbation analysis of stochastic parts of the experimental protocol to understand an influence of stochastic components on construction results.
There are two stochastic components in the above experimental protocol: the generator (generating process) component and the partition (cluster cover construction) component. Each component relies on a random data generator that drives components’
stochastic algorithms. We design an experiment that tests if the existence of the stochastic components in the experimental protocol affects performance of the construction
procedure.
First, we inspect the data generating component of the experimental protocol to
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identify if the stochastic part of the generating process affects stability of the PLM complex construction. For testing this effect, we repeat the construction procedure 1000
times, i = 1000, with the rest of the parameters at nominal values, see Section 4.1.2,
while changing the random generator seed parameter for a data generating procedure.
The change of RNG seed allows to generate a new dataset within the specified parameters for every iteration of the experiment. The random generator seed parameter for
the cluster cover construction step is kept at a constant value, and it is used to reset the
state of RNG used for a clustering algorithm at every iteration of the experiment.
Next, we reverse roles between stochastic components of the experimental protocol.
We lock the random generator seed for the data generating process, which results in
the generation of the same datasets, and allow to change RNG seed parameter for
the clustering procedures. We repeat the cover construction procedure with nominal
parameters, see Section 4.1.2, for 1000 times, i = 1000.
For both steps, we collect the Betti profile relative dominance value and a size of
the constructed simplicial complex at the recovery of Betti profile for each dataset.
These values are presented graphically, and the statistical analysis is performed to determine if the two experimental configuration produce different results. We expect that
two samples will have similar variances for the relative dominance and simplex count
scores, which would indicate that changes introduced by stochastic components of the
algorithm do not affect its overall stability.
Usually, the F-test of equality of variances is used to determine that samples have
the same variance [49]. However, the F-test is based on the assumption of normality,
which might not be guarantied in the collected experimental samples. If the collected
data violates the assumption of normality, we perform the Fligner-Killeen median test
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for homogeneity of variances whose null hypothesis states that the two samples have
equal variances [23].
For various combinations of generated datasets and cover construction procedures,
we perform statistical testing to find out if there is a significant deviation in performance in different stochastic component regimes. The results are presented graphically, and in a tabular form.

Parametric Analysis The topological invariants constructed from the data are robust
to perturbations and noise in this data, and provide a compact qualitative data representation. We explore the robustness property of our construction algorithm through
a performance analysis under variation of the experimental parameters. In particular,
we would like to understand how robust is our construction algorithm to noisy and
sparse data.
We perform the parametric analysis by modifying the nominal parameter set to
generate multiple collections of datasets with different properties using the following
parameters:
• The dataset sparsity is defined by the parameter m: 250, 500, 1000, 1500 points.
• The dataset noisiness is defined by the parameter ε: 0.10, 0.15, 0.20, 0.30, 0.40.
Fig. 4.2 shows a collection of "Two Moons" datasets generated with above experimental parameters.
As we change data sparsity characteristics of the experimental dataset, it is important to mention that the performance of a cluster cover construction procedure is
associated with that property, in particular, for algorithms with a constant clustering
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F IGURE 4.2: "Two Moons" dataset generated with different noise and size
parameters for the parametric analysis experiment.

size, such as k-means. In order to inspect the effect of sparsity on efficiency of the cover
construction procedure, and, thus, the complex topological properties, we perform the
cluster cover construction in three different ways:
• The cluster cover size is dynamically determined based on the provided data. We
use the LMCLUS algorithm to accomplish this because the algorithm dynamically determines size of the clusters and their number in the final clustering.
• The cluster cover size is constant for different dataset sizes. We use the k-means
algorithm, and set the number of clusters to the nominal value k = 20, which is
20 clusters per dataset.
• The cluster cover size is proportional to the size of the dataset. We use the k-means
algorithm and set the number of produced clusters proportional to the size of the
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dataset; 2% of the dataset size. This results in 20 clusters for a dataset with 1000
points.
We perform the PLM complex construction procedure 100 times for each experimental parameter set and each synthetic dataset. We collect the relative dominance
values and the cluster cover sizes to determine descriptive statistics for each parameter set. The results of the parametric analysis are presented in a graphical form, providing information on statistical properties of the robustness of topological features of
complexes constructed by PLM construction method.

4.3

Experimental Results

Comparative Performance Analysis For the “Two Moons” dataset, the PLM construction procedure was able to successfully construct a simplicial complex with the
correct topological characteristics using different clustering covers in all trials. Moreover, our construction is characterized by a smaller complex size, about 380 times
smaller than the Vietoris-Rips complex, which gives a significant advantage in calculation of the homological properties. Table 4.1 shows the results of these trials, as well as
a percentage of successfully recovered Betti profiles for a particular dataset, reported
in “% success”.
It is worth to mention here, that the very short relative dominance of the PLM complex, constructed from LMCLUS clustering, is related to the properties of the ellipsoidal cover, which grows much faster in comparison to the spherical cover, created by
k-means clustering. This results in a fast transition to the fully connected component
over a whole dataset.
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F IGURE 4.3: Simplicial complex for “Two Moons” dataset, see figure 4.1d,
created by the PLM complex construction (a) with the threshold e = 0.11,
and created by the witness complex construction (b) with 40 “maxmin”
landmarks and landmark ball radius r = 0.2.

A visual comparison of the resulted simplicial complexes confirmed the effectiveness of our construction method. Figure 4.3a shows one of the constructed PLM simplicial complexes with k-means cluster cover for the filtration value, e = 0.11, in comparison to the witness complex, see Fig. 4.3b.
Figure 4.4a shows the persistence barcode, a graphical representation of topological
invariants persistence over a parameter interval, of the constructed PLM complex filtration. It has two connected components, a homology group of zero dimension H0 , for
a filtration parameter e ∈ [0.11, 0.24). The length of the interval agrees with collected
statistics of the relative dominance of the Betti profile.

2
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F IGURE 4.4: Persistence barcodes of datasets “Two Moons” from the
filtered simplicial complexes created by PLM construction (a) and the
witness constructions (b).

The homology group H1 , that corresponds to 1D topological hole or circle, also
appears on the barcode which can be explained by overlapping cluster boundaries
from the dataset top and bottom half when boundary radii are large enough, e ≥ 2.2.
For the witness complex construction with 50 landmarks and ν = 0, see Fig. 4.4b, we
observe the poorer relative dominance and bigger complex size results than for the
PLM construction with the k-means cover generator. Note that for ν = 2, the witness
construction performs even worse.
For the “Circles” and “Sphere” datasets, our construction showed the similar Betti
profile relative dominance as the witness construction, see Fig. 4.5. Moreover, the PLM
constructions produce complexes with expected topological properties, but with the
much smaller number of simplices, in particular for the “Sphere” dataset, where the
complexes generated by our construction method are at least 10 times smaller than the
complexes produced by other construction methods, Fig. B.1.
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Dataset
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Construction
Witness, ν = 2 PLM + LMCLUS

Vietoris-Rips

Witness, ν = 0

100.0
0.44
0.0
14674
0.0

100.0
0.26
0.03
132
6.5

26.0
1.0
0.0
1176
8.5

100.0
0.05
0.04
43
4.0

100.0
0.43
0.03
38
0.0

100.0
0.07
0.0
10118
0.0

100.0
0.03
0.02
116
3.5

0.0
0.0
0.0
0
0.0

99.0
0.05
0.03
48
6.0

100.0
0.34
0.03
40
0.0

100.0
0.23
0.0
11116
0.0

100.0
0.54
0.01
405
34.5

100.0
0.96
0.01
424
29.5

100.0
0.65
0.05
40
10.0

100.0
0.13
0.03
110
0.0

100.0
0.0
0.0
379707
0

100.0
0.12
0.12
362
66.5

100.0
1.0
0.0
411
14.0

35.0
0.51
0.04
452
252.5

21.0
0.26
0.04
88
3.0

100.0
0.0
0.0
571350
0

100.0
0.5
0.02
474
56.5

100.0
1.0
0.0
622
25.5

86.0
0.69
0.02
22
6.0

100.0
0.38
0.02
54
4.0

PLM + k-means

TABLE 4.1: Recovering the homology profile of various datasets and
simplicial complex constructions.

As for the “Circles” dataset, we observe good performance of the PLM construction with the k-means clustering cover. We could not sample a performance of the
witness construction ν = 2, as it constantly fails to create a simplicial complex with the
expected Betti profile. We assume that it is related to an inability of the construction
procedure with ν = 2 to distinguish between the outer and the inner circles, resulting
in a frequent merging of the corresponding topological structure into a single topological structure.
For both datasets, we observe a significant reduction in the number of simplices
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F IGURE 4.5: Relative dominance of the Betti profile for various datasets
and cluster cover construction methods under the nominal parameters,
Section 4.1.1.

and the larger variance in the relative dominance score, when the PLM construction is
used.
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For the optical image patches datasets, the experimental results, presented in Table 4.1, show that the PLM construction algorithm was able to construct simplicial
complexes with the same topological properties and a smaller number of cells than the
witness construction method. These findings are in agreement with original results reported in [63, 25]. The topological invariants can be observed as persistent barcodes in
Fig. B.2. Due to the compact and high-dimensional nature of the OIP datasets, the resulting simplicial complexes from the Vietoris-Rips construction have a large number
of simplices and the extremely short relative dominance values.

Stochastic Perturbation Analysis

We collected results following guidelines outlined

in the experimental protocol, see Section 4.2. The relative dominance values were
grouped by dataset and a construction algorithm for each stochastic component.
We proceeded by testing our assumption that two stochastic components of our experimental protocol provides similar variability in the Betti profile relative dominance
values; hence, so the stochastic parts of the algorithm do not affect the result of the
simplicial complex construction.
We started with the visual comparison of the distributions of relative dominance
values, see Fig. 4.6, and discovered that the samples violate normality assumption.
Thus, we were unable to proceeded with the F-test of equality of variances, as it tests
only samples coming from the Normal distribution. So, we performed the non-parametric
Fligner-Killeen median test for homogeneity of variances with two samples collected
from different experimental setups.
The results of the statistical tests for equality of variances of the Betti profile relative dominance values and sizes of simplicial complexes are presented in Table 4.2 and
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F IGURE 4.6: Distribution of relative dominance scores for various
datasets and PLM complex construction parameters.

Table 4.3, correspondingly. In all statistical tests, except one, we failed to obtain statistically significant evidence against the null hypothesis of the equality of variances,
under the critical value α = 0.05.
Dataset
Circles
Sphere
TwoMoons

PLM + K-Means
0.064
0.281
0.0

PLM + LMCLUS
0.55
0.272
0.761

TABLE 4.2: P-values of Fligner-Killeen test for Betti profile relative
dominance for various datasets and PLM complex cover constructions,
α = 0.05.

These results indicate that the stochastic components of the PLM complex construction algorithm have no effect on the resulting topological invariants of constructed
complexes, and that changes in the algorithm performance must have been influenced

Chapter 4. Piecewise Linear Manifold Complex Validation
Dataset
Circles
Sphere
TwoMoons

PLM + K-Means
0.083
0.277
0.0
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PLM + LMCLUS
0.676
0.138
0.353

TABLE 4.3: P-values of Fligner-Killeen test for complex size for various
datasets and PLM complex cover constructions, α = 0.05.

by other parameters.
In one instance, when the k-means algorithm has been used as a cluster cover construction for the "Two Moons" dataset, we got a statistically significant difference in the
variances of results for stochastic components, which suggests that the particular setup
of the k-means algorithm, a random initialization of initial cluster centers, could affect
topological properties of the simplicial complex constructed by the PLM algorithm.

Parametric Analysis The results of the parametric analysis experiment show a consistently robust behavior of our complex construction algorithm. First, we look at the
characteristics of the cluster cover construction and the resulting complex sizes.
Fig. 4.7 shows the median cluster number and its median absolute deviation for
the cluster covers produced by the constructions algorithms with constant and proportionate number of clusters for the k-means algorithm. It also shows dynamic cluster
detection for the LMCLUS algorithm for different synthetic datasets generated under
various size and noisiness parameters.
The proportionate and dynamic schema show the similar trend, see Fig. 4.7a, in
the number of generated clusters as the sizes of the datasets increase. This results in a
similar trend in the number of the simplicial complex cells produced from these covers,
see Fig. 4.8a.

Chapter 4. Piecewise Linear Manifold Complex Validation

( A ) Number of cover clusters by sizes

68

( B ) Number of cover clusters by noisiness

F IGURE 4.7: Median number of clusters in the cover related to the
datasets’ sizes (a) and noisiness (b) for various PLM complex
construction and datasets settings.

With increasing the noisiness of the datasets, the dynamic cluster cover construction
gradually deteriorates and produces fewer clusters. There is one collapse to a single
cluster for the "Circles" dataset when it becomes very noisy, see Fig. 4.7b. This results
in a poor clustering cover, and, consequently, in the degenerate simplicial complex that
does not provide a required topological properties, see Fig. 4.8b. However, for the other
datasets, the dynamic clustering cover construction provides a consistent cover sizes
comparable to the proportionate schema regardless of the increasing dataset noisiness.
Similarly, the number of simplicial complex cells correlate with the number of clusters in the covers, and show a very small deviation from the median, which is expected
from the topological representation that is invariant to sparseness and noisiness of the
datasets Fig. 4.8.
As expected, the relative dominance duration decreased with the increasing noisiness of the datasets for the covers constructed with the constant and proportionate size
clusterings, see Fig. 4.9 and Fig. B.6. This is the result of a shrinking distance between
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( B ) Number of complex cells by noisiness

F IGURE 4.8: Median number of cells in the simplicial complexes related
to the datasets’ sizes (a) and noisiness (b) for various PLM complex
construction and datasets settings.

noisy clusters which has a similar shrinking effect on persistence of the particular topological invariants. Moreover, the large dataset sizes, which allow more stable clustering, postpone degradation of the relative dominance value for k-means based cover
constructions. However, the dynamically generated cluster cover provides stable relative dominance results regardless of the noise and size characteristics of a dataset, see
Fig. B.7.
The comparison of the Betti profile relative dominance results for the PLM-based
constructions with the Vietoris-Rips and the witness construction methods, see Figs. B.3
to B.5, shows a relatively similar performance.
Overall, the above results show that different clustering methods show a good performance for a cluster cover construction. However, it is important to inspect the
dataset clustering before performing a complex construction to guarantee a sufficient
number of clusters for the simplicial complex construction algorithm.
We can confirm from the observed properties of the Betti profile relative dominance
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F IGURE 4.9: Relative dominance of the Betti profile for various datasets
(in color) created by PLM complex construction with the cluster cover
generated by k-means algorithm, k = 20. Parameter m determines the
size of a component in the dataset, and ε - the dataset noisiness, see
Section 4.1.1.

that the behavior of the PLM complex construction algorithm is robust under a variation of the size and noise in the synthetic datasets. The experimental results show that
the simplicial complexes constructed with our algorithm exhibit the expected topological invariants even in the extremely noisy data, which indicates a robustness of our
algorithm while providing a more compact topological representation.
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Chapter 5

Measuring Clustering Performance
This chapter discusses an information-theoretic approach for measuring the performance and validity of clustering based on the notion of information compressibility of
the clustering structure. Section 5.1 discusses an information-theoretic view on clustering as a compression mechanism and related concepts of the information theory. Section 5.2 discusses the minimum description length principle as a simple compressionbased approach for evaluating clustering performance, and describes two formulations
of this principle applied to combinatorial (two-part) and probabilistic (refined) model
evaluations. Section 5.3 looks at the other compression technique, the information bottleneck principle, its agglomerative interpretation, and its application to an evaluation
of the clustering performance. Section 5.4 presents the geometric interpretation of the
minimum description length principle and its application to an evaluation of the clustering performance.
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Clustering as Compression

There are numerous evaluation metrics for clustering which measure the combinatorial and information-theoretic differences between clusters. Noticeably, the information-theoretic measures, used in the clustering comparison, proved to be stable and
robust as they do not suffer from the drawbacks found in other measures derived from
counting pairs or set overlaps [106].
We begin with an outline of the related concepts of the information theory, which
allows to view a clustering technique as the lossy compression mechanism for assisting
communications.
Probability and Entropy Let X and Y be random variables.
Definition 5.1.1 (Entropy [66]). The marginal entropy is defined to be the average Shannon information content of an outcome:

H (X) =

∑ p(xi ) log p(xi )

(5.1)

i

where p(xi ) is the probability that X = xi .
The conditional entropy of two random variables is defined as

H ( X |Y ) =

∑ p(xi , yj ) log
i,j

p ( xi , y j )
p (y j )

(5.2)

where p(xi , y j ) is the probability that X = xi and Y = y j .
The joint, marginal and conditional entropy are related by:

H ( X, Y ) = H ( X ) + H (Y | X ) = H (Y ) + H ( X |Y )

(5.3)
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Definition 5.1.2 (Kullback-Leibler (KL) divergence [66]). Let p(x) and q(x) be probability distributions. The relative entropy or Kullback–Leibler divergence from q(x) to p(x)
is defined as

DKL ( p||q) =

p (x)

∑ p(x) log q(x)

(5.4)

x

The relative entropy is asymmetric, so DKL ( p||q) 6= DKL (q|| p), and DKL ( p||q) ≥ 0.
Definition 5.1.3 (Mutual information). The mutual information between X and Y is

I( X; Y ) ≡ H ( X ) − H ( X |Y ) ≡ H (Y ) − H (Y | X )

(5.5)

where H ( X ) and H (Y ) are the marginal entropies, H ( X |Y ) and H (Y | X ) are the conditional entropies. It satisfies I( X; Y ) = I(Y; X ), and I( X; Y ) ≥ 0.
The mutual information can be transformed into the NMI, or symmetrical uncertainty, by normalization [110]:

N MI ( X, Y ) = 2

I( X; Y )
H ( X ) + H (Y )

(5.6)

Lossy Compression From the information-theoretic perspective, clusters can be used
to facilitate communication as they provide the lossy compression, whereas some data is
mapped to the same encoding. The lossy compressor has some probability of failure, δ.
The clustering methods provide patterns based on a similarity of objects, which allow
the creation of a condensed representation of these patterns. That is the original data
are expressed within a particular distance of the representation [66].
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One way to pose the general problem is as follows: for a given dataset, define a
model in such a way that the dataset described in the context of this model has a meaningful description and is represented by the minimal number of bits, i.e. the model that
allows the maximal compression of the data [86]. This is different from the data compression in the sense that the data compression only uses the information-theoretic
methods to minimize the number of bits to represent the data set, but the representation in itself is not meaningful.
If the model, that is selected based on its description length, captures the complete
“structure” within the data, then it may be taken as a basis for lossy compression.
Rather than sending the data, the hypothesis representing the “structure” is sent, and
the receiver uses this hypothesis to create “typical” data that statistically looks like the
original data [87].
Tishby et al. [101] presented another information-theoretic non-parametric measurement technique - the Information Bottleneck (IB) method. It can be viewed as a
regularization technique for the lossy data compression, which uses an auxiliary relevant information to regulate quality of the data compression. This method does not
rely on a similarity measure, and provides a trade-off between a cluster model complexity and the relevant information it captures.

5.2

Minimum Description Length

MDL can be understood as an information-theoretic formalization of the Occam’s razor
principle to understand a data set. In particular, it is the method for inductive inference
that provides a generic solution to the model selection problem. It is based on the
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following insight: any regularity in the data can be used to compress the data, that is,
to describe it using fewer symbols than the number of symbols needed to describe the
data literally [43].

Two-part Minimum Description Length

The crude two-part version of the MDL

principle [40] states that given a set of hypotheses, a model H, the best hypothesis
H ∈ H to explain the data D is the one that minimizes the sum

L2p (D|H) = min { L( H ) + L(D| H )}
H ∈H

(5.7)

where L( H ) is the length, in bits, of the description of the hypothesis, and L(D| H ) is
the length, in bits, of the description of the data when encoded with the help of the
hypothesis H, which can be viewed as a codebook - a set of codes required for efficient
data encoding.
The MDL principle can be used in clustering to discover the underlying regularities
that are common to all the members of a group, and an internal validation of the cluster
goodness. Georgieva et al. [34] used a distance from the clusters center to a point in the
cluster to form an empirical model that was used to minimize the value of the two-part
code (5.7) for determining an optimal cluster assignment.

Description Length of Probabilistic Model In a more precise formulation of the
MDL principle, refined MDL, the encoding of the data D is performed by the universal code L̄ for a model H such that if some distribution Ĥ ∈ H fits the data so that the
code length L(D| Ĥ ) is small then the code length L̄(D|H) is small as well. The distributions corresponding to the universal codes are called universal models. The length
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L̄(D|H) is called a stochastic complexity (SC). It defines the shortest description length
of data D relative to a model class H.

L̄(D|M) = L̄(D) + COMP(M)

(5.8)

If the universal code is defined for a parametric model M then there exists a unique
parametric distribution p(·|θ) ∈ M such that given the data D , it maximizes the probability, hence minimizes the code length L( x) = − log p( x|θ).
Let θ̂ ( x) be the maximum likelihood estimate of the data x, such that

θ̂ ( x) = arg max{ p( x|θ, M)}

(5.9)

θ

We assume that for the model M, there is a single θ̂ ( x) maximizing the likelihood
for every x ∈ D , so the code length L̄ for the parametric model M can be viewed as
the minimum negative log-likelihood,

L( x|M) = − log p( x|θ, M)

θ=θ̂ ( x)

=

min {− log p( x|θ)}

p(·|θ)∈M

(5.10)

The formulation of the refined MDL also takes into account a parametric complexity
of the model, COMP(M), as follows

L̄( x|M) = L( x|M) + COMP(M)

(5.11)

The performance of any universal model compared to any other model can be measured by a regret value, which defines a number of additional bits required to encode
the data:
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Definition 5.2.1 (Regret [39]). Let M be a model class of distributions, and p̄ be a
probability distribution on D . Then, for a given x ∈ D , the regret of p̄ relative to M is

R( p̄, M, x) = − log p̄( x) − inf {− log p( x)}
p∈M

(5.12)

In order to account for all x ∈ D , the worst-case scenario is assumed, and a maximum or worst-case regret of p̄ relative to the model M is defined as follows

Rmax ( p̄, M, D) = max{− log p̄( x) − inf {− log p( x)}}
p∈M

x∈D

(5.13)

Using Rmax , an optimal universal model p̃ to M is a distribution that achieves the
minimax regret,
p̃ = arg min Rmax ( p̄, M, D)

(5.14)

p̄

The interpretation of the regret of p̃ relative to M is the additional number of bits
needed to encode x using the code/distribution p̃ compared to the number of bits
required if the model from M was selected optimally with hindsight [40].
There exists a solution to (5.14), which takes the form of a normalized maximum
likelihood (NML) distribution that achieves the minimax regret when the regret equals
to the model complexity, COMP(M) [76], which is trivially generalizes to

Rmax ( p̃, M, D) = COMP(M) = log

∑

sup p( x)

(5.15)

x∈D p∈M

Thus, the stochastic complexity two-part code (5.8) can be viewed as sum of the
maximum likelihood of p̃ and its minimax regret value relative to the model class M.
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The SC formulation of MDL, see (5.8), is widely used for selection of an appropriate clustering model when a similarity measure is interpreted from an informationtheoretic perspective. Kontkanen et al. [57] defined a clustering procedure that determines a cluster structure based on its compressibility; in particular, evaluating SC
through the cluster model regret (5.12) for selecting better parameters of the model. Lee
and Navaro [65] presented a clustering selection procedure based on a geometric complexity of a cluster model, which is evaluated, similarly to (5.8), as a sum of a model’s
goodness-of-fit, a maximum log-likelihood of the model, and a model complexity, the
number of distinguishable data distributions that the model indexes through the parametric variation.

5.3

Information Bottleneck

Another information-theoretic non-parametric measurement technique is the Information Bottleneck (IB) method. This technique tries to predict features of the variable X
based on the similarity to the other variable Y by finding a compressed representation
T, such that the mutual information, see Definition 5.1.3, between T and Y is maximal
under the constraint on the mutual information between X and T [101].
Let p(x, y) be a joint distribution for two random variables X and Y such that X
contains a relevant information T for predicting Y. A conditional distribution p(t|x)
minimizes the compression of X into T while preserving the information that T maintains on Y, captured by the distribution p(y|t). This problem can be formulated as a
following information-theoretic variational optimization under the Markov chain constraint T ↔ X ↔ Y:
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p̃ = arg min I( X; T ) − β I( T; Y )

(5.16)

p (t|x)

where β allows a trade-off between the compression and the preservation of the relevant information, and I ( X; Y ) denotes a mutual information between the random
variables X and Y.
The mutual information can be calculated as the Kullback-Leibler (KL) divergence,
see Definition 5.1.2, between the joint distribution p( x, y) and the product of its marginals
as follows
I( X; Y ) = DKL [ p( x, y)|| p( x ) p(y)] =

∑ ∑


p( x, y) log

y ∈Y x ∈ X

=

∑ ∑


p( x ) p(y| x ) log

y ∈Y x ∈ X

p(y| x )
p(y)



=

∑

p( x, y)
p( x ) p(y)


(5.17)

p( x ) DKL [ p(y| x )|| p(y)]

x∈X

Using (5.17), the minimization (5.16) can be achieved by iteratively solving a converging system of self-consistent equations:




p(t| x )




p(y|t)






 p(t)

=

p(t)
Z ( β,x )

exp(− βDKL [ p(y| x )|| p(y|t)]

= ∑ x p(y| x ) p(t| x ) pp((xt))

(5.18)

= ∑ x p(t| x ) p( x )

where Z ( β, x ) is a normalization function.
Slonim and Tashby [95] proposed the agglomerative interpretation of IB method
that allows to simplify evaluation of the compressed representation (5.18) from the
hard clustering of the original data through the systematic merging of clusters which
leads to the minimization (5.16). A clustering procedure based on the agglomerative
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IB principle was successfully used for the image clustering [38]. Strouse and Schwab
[97] used a modified IB version, the deterministic information bottleneck, to create the
clustering method that exploited data geometrical features during the construction of
the compressed representation. Notably, the IB method proved to be useful in reducing
the complexity of the deep neural networks by providing a compressed model-based
representation of the network layers [7, 24].

5.4

Inexact MDL of Linear Manifold Clusters

We define a geometric interpretation of the MDL principle to determine the number
of bits required to describe the points of a candidate linear manifold cluster with a
controlled total squared error. If this number of bits is not sufficiently smaller than the
number of bits to represent in their raw form the points associated with a candidate
linear manifold cluster, it is rejected.
First, we determine the number of bits it takes to encode the translational offset of
the linear manifold and then the orthonormal basis vectors spanning the linear manifold. Then we determine the number of bits it takes to encode the points of a candidate
linear manifold cluster to within a given squared error.
Let X = { x j ∈ R N | j = 1, . . . , J } be the points associated with the M-dimensional
linear manifold cluster M. It is described by a set of orthonormal basis vectors that
span the linear manifold, B = {bm ∈ R N |m = 1, . . . , M} and a translation vector
µ ∈ RN .
Model Encoding The encoding of the translation vector µ requires N numbers.
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To represent any vector x, after its translation, we need the basis vectors spanning
the manifold and we need the basis vectors orthogonal to the manifold. From the
basis vectors spanning the manifold we can determine the relative coordinates of the
orthogonal projection of x to the manifold, and from the basis vectors spanning the
orthogonal complement space we can determine the orthogonal projection of x to the
complement space.
Since the basis vectors of the linear manifold and its orthogonal complement space
are orthonormal, we can represent the basis vectors in less than N 2 numbers. We can
use a decoding schema that uses the orthonormal constraints in recovering the N basis
vectors. Each basis vector has norm 1. This constitutes N constraints. The orthonormality constraints specify another N ( N − 1)/2 constraints. The total number of orthonormality constraints is then N ( N + 1)/2.
To describe the linear manifold, it requires N numbers for the offset of the manifold
from the origin plus N 2 − N ( N + 1)/2 numbers for basis vectors. Letting Pm be the
number of bits used for encoding each component of the offset and each of the numbers
required to calculate the basis vectors. Then the total number of bits, L( H ), required to
specify the structure of a linear manifold and its orthogonal complement space is

L( H ) = Pm [ N + N ( N − 1)/2)] = Pm N ( N + 1)/2

(5.19)

Data Encoding Let B N × M be a matrix whose columns are the orthonormal basis vectors spanning the linear manifold. Then the relative coordinates of the orthogonal
projection of the vector x − µ to the manifold is given by B T ( x − µ). This is the vector
of dimension M × 1. Each of the M components of this vector will be encoded with Pd
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bits.
Hence the encoding requires Pd M bits. Since the offset µ lies in col ( B), BB T µ =
µ and the reconstruction of that part of x that lies on the manifold is then given by
µ + B( B T ( x − µ)).
Let B̄ N × N − M be a matrix whose columns are the basis vectors spanning the orthogonal complement space. The relative coordinates of the orthogonal projection of a
vector x − µ to the complement space of the manifold is given by B̄ T ( x − µ). This is a
vector having N − M components. The reconstruction of that part of x that lies in the
orthogonal complement space is given by B̄( B̄ T ( x − µ)).
The total number of bits required to encode data D given a model H is

L( D | H ) = J [ Pd M + S(ε)]

(5.20)

where J is the number of points in the linear manifold cluster, S is the entropy (5.1) of
the distribution of cluster points, in the orthogonal complement subspace to the linear
manifold of the cluster, calculated to be correct within the fitting error ε.
We assume that each of the K = N − M components of that part of x that lies
in the orthogonal complement space is uniformly distributed, but that the interval of
the uniform distribution is different for each component. For component k, we let the
uniform distribution be defined on the interval [− Ak /2, Ak /2]. We will quantize the
interval [− Ak /2, Ak /2] into Nk equal length quantizing intervals and encode component k by the index of the quantizing interval into which it lies. Since all the intervals
are of equal length, knowing the index of the subinterval into which a value falls, permits the value to be approximated by the mean of the subinterval into which it falls.
The squared error is then the variance of a uniform distribution over the subinterval.
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Set the log of the total number of quantized choices in the K-dimensional space
equal to a given C = ∑kK=1 log Nk .
The variance of a uniform probability distribution over an interval of length L is
1 2
L
12
The interval [− Ak /2, Ak /2] has length Ak . If this interval is divided to Nk subintervals, the variance of each subinterval is then
1
Vk =
12



Ak
Nk

2

The meaning of this variance is that regardless of the actual value of the kth component, the squared error arising from using the middle of the interval to which it belongs
is Vk .
The variance over all the K quantized components is then
1 K
12 k∑
=1



Ak
Nk

2

The optimal quantizing problem is to minimize the total error
1 K
E =
12 k∑
=1
2



Ak
Nk

2

by choice of the optimal values for N1 , . . . , NK subject to the constraint that the log of
the total number of quantized choices in the K-dimensional space is equal to a given C.
K

∑ log Nk = C

k =1
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Define
e2 =

K

∑

k =1



Ak
Nk

2

K

+λ

∑ log Nk − C

!

k =1

Taking a derivative of e with respect to Nk , gives
∂e2
∂Nk

1
Nk
1
0 = A2k (−2) Nk−3 + λ
Nk

= A2k (−2) Nk−3 + λ

2A2k Nk−2 = λ
Nk2 =
Nk =

2A2k
λ
1
2 2 Ak
1

λ2
log Nk =

1
1
log 2 + log Ak − log λ
2
2

This relation permits λ to be determined in terms of C and A1 , . . . , AK

K

C=

∑ log Nk

k =1

−

K

=

∑

k =1



1
1
log 2 + log Ak − log λ
2
2

K
K
K
log λ = C − log 2 − ∑ log Ak
2
2
k =1

C 1
1 K
1
− log 2 − ∑ log Ak
− log λ =
2
K 2
K k =1
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Substituting the expression for − 12 log λ into the expression for log Nk will permit us to
determine Nk in terms of C and A1 , . . . , AK .

log Nk =

1
C 1
1
log 2 + log Ak + − log 2 −
2
K 2
K

= log Ak +

1
C
−
K K

K

∑ log A j

j =1

K

∑ log A j

j =1

From this it follows that the integer value of Nk can be taken to be the smallest
integer Nk satisfying
Nk (C ) = d Ak e

(C −∑Kj=1 log A j )/K

e

(5.21)

Since the interval lengths A1 , . . . , AK are given and fixed, and the values of N1 , . . . , NK
are each dependent on the value of C, we can write the squared error E2 as the variance
of a uniform distribution over all subintervals of the K quantized components,

1 K
E (C ) =
12 k∑
=1
2



Ak
Nk (C )

2
(5.22)

If we operate under the protocol that the quantizing must be done fine enough,
such that for the user specified quantization error bound ε, the value of C is set to be
small enough to satisfy
E2 ( C ) < ε2

(5.23)

The maximum number of intervals Nk is limited by the maximum integer value
available for particular computational architecture, Nmax . For 32-bit architecture, Nmax
is 232 .
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Given Nmax and length of intervals Ak ≥ 1, we can calculate the upper bound of
the value C as follows

log Nmax = log Ak +

C
1
−
K K

K

∑ log A j

j =1

K
Nmax
C = min K log
+ ∑ log A j
Ak
k
j =1

!

For the lower bound of the value C, we use that one quantization interval in (5.21),
which results in

log 1 = log Ak +

1
C
−
K K

K

∑ log A j

j =1

K

C = min K log
k

1
+
log A j
Ak j∑
=1

!

It is not hard to show that the value C is defined over the interval
K

[0, K log Nmax ] + ∑ log A j − min log Ak
j =1

k

We can find the optimal number of quantization intervals Nk with a given user
defined precision value ε by performing a search for appropriate value of C in the
above interval such that it would satisfy the condition (5.23).
Given the value C that satisfies (5.23), we can calculate the number of bits required
to encode the position of the cluster point in the orthogonal complement space of the
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linear manifold cluster. The value C corresponds to the entropy S of a distribution of
cluster points in the orthogonal complement space, which is required in (5.20). Since
the logarithms are to base e, C does not have the meaning of bits. However,
K

C log2 e =

∑ log2 Nk

k =1

does have the meaning of bits.
Another approach would be the calculation of the empirical entropy of the points’
coordinate distribution in the orthogonal complement space. Given the number of
quantization intervals Nk , we can calculate the empirical entropy of the point distribution in the orthogonal complement space of the linear manifold cluster as
K

S=−

Nk

∑ ∑ pkj log pkj

(5.24)

k =1 j =1

where pkj is a probability that a point is located in the bin Nj of the interval Ak for kth
dimension of the orthogonal complement space.
The orthogonal complement projection associates directions where points extend
orthogonally from the cluster support defined by the cluster linear manifold. In order
to calculate the orthogonal complement projection, we calculate principal components
of the cluster points through the singular value decomposition, as X = UΣV T . The first
M columns of U provide vectors that span the linear manifold, defined as the columns
of matrix B, and last N − M vectors provide vectors that span orthogonal complement
subspace, for the cluster linear manifold. The columns of matrix B⊥ are created from
the last N − M columns of matrix U. Thus, an orthogonal complement projection of
T

cluster points: d = B⊥ x for x ∈ X. The given projected points are used in (5.24) for
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determining the value of S.
For each of the N − M dimensions, the histogram with Nk bins for orthogonally
projected data points is constructed to determine the probability, pkj , of existence of
points in the Nj interval, for calculating (5.24), the value of entropy S with the specified
error value ε.
Using above descriptions of the model (5.19) and the length of a data message (5.20),
the total length of the message for linear manifold cluster (LMC) is calculated as

L(ε) = Pm N ( N + 1)/2 + J ( Pd M + S(ε))

(5.25)

where Pm is the number of bits used for encoding each component of the offset and
each of the numbers required to calculate the basis vectors, and Pd is the number of
bits used for encoding each coordinate of a cluster point.
From (5.25), we can see that two factors, which affect the description length, are the
precision constants and the entropy. If simple models of the linear manifold cluster
are favored then the entropy and the precision parameters should be proportionate. It
would allow a stable growth of the description length with respect to the size and the
dimensionality of the linear manifold cluster.
If we want to determine the optimal clustering parameters, it is important to use
the encoding that does not use for calculations the data points in the clusters, but the
distribution of the data points in each of the clusters. The difference is this: to characterize the data points in the cluster, the number of bits required will increase with
the number of data points. However, the characterization of the distribution does not
depend on the particular number of points. In fact, it depends on representing the various parameters of each of the clusters so that a sample of data points can be generated
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from the representation that would be indistinguishable from the original sample. Or
to say this another way, the clustering is to characterize the population from which the
observed data has been sampled.
We use model-based encoding schema as given in (5.19). The data encoding is
determined based on the spread of the data on the manifold as well in the orthogonal
complement space.
For an M-dimensional manifold, we can use the first M eigenvalues as the variance
of the spread on the manifold. Since the manifold model comes from the principal
components, the covariance matrix is diagonal. Thus, the distribution of the data on the
manifold can be described as Gaussian with the mean being given by the translation
vector and the covariance matrix being diagonal with the diagonal entries coming from
the first M eigenvalues of the principal components.
For the orthogonal complement subspace, we assume a more general model that
allows for a description that is accurate to within a user specified error. We model the
distribution based on the quantization of the orthogonal complement subspace N − M
dimensions. Each of these dimensions has an observed minimum value, a maximum
value and a number of quantized bins as determined by the entropy calculation and
the user specified error. As well, each of the bins has a probability. To generate points
in the orthogonal complement space, for each of its dimensions, we can choose a bin
in accordance with its probability. Within a bin, we can choose a value uniformly
distributed between its quantizing boundaries.
The M coordinates generated from the manifold and the N − M coordinates chosen
from the orthogonal complement space then can be used as the coefficients of their
respective basis vectors to produce a vector in the N-dimensional space.
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The number of parameters to specify an M dimensional manifold data is then
N

M+

∑

N

Qm + 1 + Qm = M + ( N − M ) + 2

m = M +1

∑

Qm

m = M +1

where Qm is the number of quantized levels for the orthogonal complement dimension
m. The plus 1 in the above formula comes from the fact that in order to have Qm
quantized levels there must be Qm + 1 boundaries. The second term with Qm is because
each quantized level has to have a relevant probability.
!

N

L( D | H ) = Pd

N+2

∑

Qm

(5.26)

m = M +1

where Qm is the number of quantized levels for orthogonal complement dimension m.
We can assume that because of the MDL in the clustering, regardless of the value
of the input parameters that the user set, the clustering gives an appropriate characterization of the distribution of the population from which the observed data set was
sampled. The best characterization of the population is the characterization that has
fewest bits. It is calculated as
!

N

L(ε) = Pm N ( N + 1)/2 + Pd

N+2

∑

m = M +1

Qm (ε)

(5.27)
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Chapter 6

Clustering Performance with Inexact
MDL Principle
This chapter presents an experimental design and performance analysis results of the
linear manifold clustering algorithm equipped with the inexact MDL heuristics. Section 6.1 describes the experimental protocol for determining the LMCLUS performance
statistics. This protocol outlines characteristics of test datasets, clustering algorithm
and experimental parameters. Section 6.2 describes the evaluation criteria for various
performance analyses of the clustering algorithm heuristic. Section 6.3 presents experimental results and their analyses of the inexact MDL heuristic. The main results of
this chapter were reported in [45].

6.1

Experimental Protocol

This experimental protocol is designed to show that the inexact minimum description length (iMDL) measure provides a suitable goodness-of-fit criterion for evaluating
clustering algorithms performance, especially the linear manifold clusters.
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We perform a series of experiments to test the MDL description for the linear manifold cluster described in section Section 5.4. Our first experiments are parametric
experiments to illustrate the effect of the number of precision bits carried and to understand the effect of the error bounds. The second series of experiments illustrate
the results of the MDL linear manifold clustering applied to real-world climatological
datasets.

6.1.1

Datasets

For understating the effect of cluster structure on the MDL value, we used synthetic
datasets with a comprehensible set of parameters, which allow for precise control over
the linear manifold cluster structure. In our experiments, we used the following procedure to generate synthetic dataset of linear manifold clusters, see Definition 2.3.2.

Synthetic Linear Manifold Clusters All linear manifold clusters are generated in a
hypercube, [−1, 1] N , where N is a dimension of the full space. In order to generate
a linear manifold cluster of the dimension M which contains m points, the following
steps are performed:
1. Construct a translation vector µ of the linear manifold cluster.
(a) Generate N Gaussian random variables x1 , . . . , x N to define an N-dimensional
point o.
(b) Transform o to a point on an N-dimensional unit ball by dividing coorq
x12 + · · · + x2N ,
dinates of a vector by a radius of the hypersphere r =
o = [ x1 . . . x N ] T /r.
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(c) Point o now has coordinates on a N-dimensional unit ball of radius 1. In
order for point o be an origin of LM that is bounded in a unit hypercube, we
define bounds on how far the origin should extend from the center of the
unit hypercube using bounds [omin , omax ].
(d) By picking an extent value τ from the uniform distribution over [omin , omax ],
we generate the LM translation vector as follows µ =

τo +1 N
2 ,

where µ is a

vector of coordinates of the LM translation vector from the origin point. µ
must be located inside a unit hypercube.
2. Construct the basis B for an M-dimensional linear manifold and its orthogonal
complement B.
(a) Generate N + 1 points X = [ x1 , . . . , x N +1 ], xi ∈ R N , from the normal Gaussian distribution.
(b) Perform the principle component analysis of the generated points using
SVD factorization as follows:
i. Subtract off the mean for each dimension: X 0 = X −
ii. Form a matrix Y =

∑X
N +1

√1 X T
N

iii. Perform SVD factorization of a matrix Y = UΣV T
(c) Form the basis matrix B of the linear manifold from the first M principal
components (columns of matrix V).
(d) Form the manifolds basis orthogonal complement matrix B from the last
N − M principal components (columns of matrix V).
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3. Create a bounded linear manifold cluster C of size n using Eq. (2.6) with provided
parameters: the translation vector µ, the linear manifold basis B, its orthogonal
complement B, and bounds Φ = [Φ1 , . . . , Φ M ] and E = [ E1 , . . . , EN − M ]. Bounds
Φ and E are vectors that contain intervals variances/supports.
(a) Generate an M-dimensional vector φ
• from multivariate uniform distribution with support [−Φi , Φi ], i = 1, . . . , M,
or
• from multivariate normal distribution with diagonal covariance [Φ1 , . . . , Φ M ].
(b) Generate an (N − M)-dimensional vector ε:
• from multivariate uniform distribution with support [− Ei , Ei ], i = 1, . . . , N −
M, or
• from multivariate normal distribution with diagonal covariance [ E1 , . . . , EN − M ].
(c) Calculate coordinates of a LM cluster point x ∈ R N using Eq. (2.6).
(d) Check if the point is inside a hypercube, x ∈ [−1, 1] N , then add it to the LM
cluster, otherwise reject point and continue with the sampling process.
(e) When the required number of points in the cluster are generated, return the
LM cluster, the manifold basis B and the translation vector µ.
4. Repeat the above steps multiple times until the required number of linear manifold clusters are generated. The number of generated clusters can be identified
as a vector with a specification of manifolds dimensions or as an integer value
which will trigger automatic generation of manifold dimensions.

Chapter 6. Clustering Performance with Inexact MDL Principle

95

After the linear manifold clusters are generated, they can be translated and rescaled
to fit specified conditions.

Parameters The above procedure for generating synthetic linear manifold clusters
accepts following parameters:
• a dimensionality of a full space where manifolds reside, N.
• a number of generated LM clusters, n.
• dimensions of generated LM clusters, M1 , . . . , Mn .
• a number of points per generated LM clusters, m1 , . . . , mn . By default, all clusters
have 1000 points.
• bounds for a LM cluster origin (translation vector) point generation, τ = (omin , omax ).
• ranges for a manifold point distribution, Φ.
• ranges for an orthogonal complement extent of manifold points, E.

One-dimensional Linear Manifold Cluster In order to archive a cluster shape compatible with 1D linear manifold, we used a large difference between the manifold point
extent and the manifold orthogonal complement extent, Φ = 1.0, E = 0.1. We generated the 1D LM cluster with 1000 points, the cluster mean at the origin, and the extent parameter values as determined by the variance of the normal distribution. The
generated cluster is stretched in the primary manifold dimensions by multiplying coordinates by 3, see Fig. 6.1a. We use this this synthetic cluster for the MDL calculation
experiments.
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F IGURE 6.1: Linear manifold clusters: the points of the top linear manifold clusters were sampled from the uniform distribution, the points of the
bottom clusters came from the normal distribution.

Zero-dimensional Linear Manifold Cluster The interesting case arises when we try
to calculate the MDL of the zero-dimensional manifold cluster. Given that the zerodimensional (ZD) manifold is a point, any cluster characterized only by its center point
is considered as a zero-dimensional manifold or a spherical cluster, see Fig. 6.1b. Many
clustering algorithms, e.g. k-means, produce zero-dimensional manifold clusters [51].
We used the cluster generation procedure to create zero-dimensional clusters by
omitting the linear manifold dimension constrains φ by setting M = 0, and specifying
that all cluster coordinates come from distributions that are associated with the orthogonal complement space, such that | E| = N. This results in a cluster having a rectangular shape if the points are sampled from the uniform distribution, and a spherical
shape if the points are samples from the isotropic multivariate Normal distribution.

Climatological Data To test clustering algorithms performance on the real datasets,
we selected climatological data. The dataset comprised of a subset of the CRU 3.22
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dataset of the monthly global surface temperature averages [53], and Global Precipitation Climatology Centre (GPCC) dataset of the monthly precipitation averages [89],
for a 30 year period form 1951 to 1980. Original datasets have the same 1◦ × 1◦ resolution. Both datasets are 12 dimensional, so the combined dataset has 24 dimensions.
For each group of 12 fields, a unit length normalization was performed, by subtracting
the minimum value from every point and dividing it by the field maximum minus the
minimum value. The normalization makes the scale of the disparate temperature and
precipitation fields similar.

6.2

Evaluation Criteria

First, we setup series of experiments to investigate behavior of the inexact MDL measure for cluster evaluation. Using a synthetically generated 1D linear manifold cluster,
we investigate the effect of the quantization error ε, the dimensionality N, and other
parameters on the resulting MDL value. Next, we use real-world datasets of climatological data for evaluation of the LMCLUS clustering algorithm updated with the MDL
measure for a more effective selection of prospective clusters.

6.2.1

Parametric Analysis

In this series of experiments we used a generated 1D linear manifold cluster, composed
of 1000 points, in 2D Euclidean space, see Fig. 6.1a, using the parameters specified in
Section 6.1.1.
For the quantization error ε values, in range of values from 10−1 to 10−8 , we generate 100 LM clusters following the above generation procedure and calculate an average
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cluster MDL value and its standard deviation. It is important to mention, there are two
more parameters involved in the calculation of the cluster MDL value - model and data
encoding precision constants. These constants were set to 24 and 16 bits correspondingly. We expect an increase of the MDL values with increase of the dimensionality as
more information about clusters is encoded. Similarly, the MDL value increases when
the quantization error decreases as the precision of encoding grows and more information captured by the encoding procedure. We expect an increase in the MDL value as
encoding constant values increases.
We investigated the changes in the MDL value of LM cluster when the encoding
precision constants changes. In the above experiments, we use values of 24 and 16
for the model and data encoding precision constants. We varied these constants in the
range from [16, 32], to understand the effect of these constants on the MDL value for a
1D LM cluster in the ambient space of dimensions from 2 to 10, while the quantization
error is set to 0.001. We generate 100 LM clusters following the above generation procedure and calculate an average value of the cluster MDL and its standard deviation.
In the next experiment, we inspect the effect of linear manifold cluster dimensionality on the MDL value. We created multiple clusters with increasing dimensions from 1
to 9 within a 10 dimensional space with points sampled from the Normal distribution
using the above generation procedure. For a primary manifold dimension of the LM
cluster, we set the variance value to 1.0, and for dimensions in the orthogonal complement space, we set the variance to 0.1. The encoding constants of the model and
the data were 24 and 16 bits, correspondingly. The quantization error is set to 0.001.
We generate 100 LM clusters following the above generation procedure and calculate
an average value of the cluster MDL and its standard deviation. As the dimension of
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the cluster would grow, more information will be encoded with higher precision in the
span of the linear manifold cluster, which results in the increase of the MDL value.
Finally, we would like to understand how well the MDL the evaluates goodness of
a linear manifold cluster. Suppose, we have a 2D linear manifold cluster in 3D space.
How can we guarantee that the particular cluster is actually a 2D cluster? What if this
cluster is a 1D linear manifold cluster with wide bounds? What would be the criteria
which that provides a distinctive answer on the correctness of a structure description
of the linear manifold cluster? We claim that MDL value of linear manifold cluster, calculated with correct assumptions of the linear manifold cluster structure would yield
minimal value.
In order to test the above assumption, we generate a 5D linear manifold cluster in a
10D space, following a similar cluster generation schema as in the above experiments.
We generate coordinate values of the cluster points from a normal distribution, where
for a primary manifold dimension of the LM cluster, the variance is set 1.0, and for
dimensions in the orthogonal complement to the linear manifold, the variance is set
to 0.1. The encoding constants, model and data, are 24 and 16 bits, correspondingly.
During calculation of the MDL value, we specify that our 5D cluster has a dimension
in the range from 1 to 9. Moreover, we use various quantization errors during this experiment to understand the additional effect of the precision of the cluster description
on the goodness of the selected cluster structure.
The results of the above experiment will be presented graphically with additional
analysis of the results’ specifics.
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Comparative Performance Analysis

After the series of the parametric analysis experiments, we evaluate the performance
of the designed MDL metric with the previously reported in the literature. We also
use the MDL-based heuristic to show performance improvements of the climatological
data clustering.

Zero-dimensional Manifold Clusters Any zero-dimensional manifold cluster is a
special case of the linear manifold cluster, thus we can use the encoding (5.25) to calculate the MDL value of the cluster given that the dimension of the manifold is zero,
M = 0. Hence, (5.25) is simplified as follows

L(ε) = Pm N + JS(ε)

(6.1)

Georgieva et al. [34] took a similar approach in describing the MDL of zero-dimensional
clusters, produced by the k-means algorithm. However, instead of using the entropy
of the quantized distribution of the point positions in particular dimensions, the projection distances to the point were encoded in MDL as follows
J

L = L( H ) + L( D | H ) = PN + ∑

N

∑ log(di

p

+ 1)

(6.2)

i =1 p =1

p

where di corresponds to the projection of the distance di of the i-th point to the p-th
dimension. This description does not provide an informative encoding of coordinates
when distances to the center of the cluster are near to zero. In this case, the distance is
encoded with less than one bit on the average.
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We will compare the degenerate case of the inexact encoding of a zero-dimensional
manifold cluster calculated by (6.1) on synthetically generated linear manifolds and
spherical clusters. This approach will provide a common ground for comparison between linear manifold and spherical clusters. We also compare the MDL value of a
linear manifold clustering with a cumulative MDL of a clustering constructed from
zero-dimensional clusters, which is a more natural representation of linearly shaped
data from the perspective of the spherical clustering algorithms.

Climate Data Clustering The Köppen-Geiger (KG) climate classification system is
a widely used scheme developed by geographers to classify climate types correlated
with observed land ecosystems [58]. It is based on observed limits of these ecosystems
relative to seasonal or annual precipitation and temperature. A recent updated version
identifies 34 climate classes [59]. The system is not perfect, so variations are often
proposed. However, on the hypothesis that ecosystem types are an expression of the
climate, the KG system offers a good benchmark for a clustering analysis.
Because the KG system relies on at least seasonal (4) and annual values for temperature and precipitation, it may be considered a 10-dimensional clustering or classification. Thus, we expect the k-means clustering to yield less accurate classes, and the
linear manifold clustering might identify more refined classes.
We perform a clustering of the above climate dataset using the following algorithms: k-Means [51], ORCLUS [4], and the original LMCLUS [44]. In addition, we
used a modified version of the LMCLUS algorithm with the MDL heuristic, which is
used to aid a selection of suitable clusters during the stochastic search.
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The k-Means clustering assumes that the data is modeled as a mixture of spherically shaped distributions. In this model, the cluster ideal is a point, the cluster center,
which is its mean, and the observations are isotropically perturbed around the mean.
Because the number of clusters must be set a priori for k-Means, with the climate data
clustering, we set this number to 34 to match the number of KG classes. Similarly to kMeans, ORCLUS requires the exact number of clusters as a parameter, but the resulting
clusters are linear manifolds of the dimension specified by one of the parameters. We
set ORLCUS parameters such that the algorithm would generate 34 1D linear manifold
clusters.
The LMCLUS algorithm does not have to specify an exact number of clusters in
advance, but there are multiple parameters that affect performance of the algorithm.
We set only a small group of them, the rest of the parameters were set to their default
values, see Section B.1. The effect of the parameters on the clustering performance
is described in the original paper [44]. In our experiments, the following LMCLUS
parameters were set: best_bound to 0.4, sampling_factor to 0.1, number_of_clusters to 34,
min_cluster_size to 150.
We updated LMCLUS with the MDL heuristic that allowed a goodness evaluation
of the prospective manifold cluster before committing to the partitioning of this clusters from the rest of the dataset. This heuristic uses a threshold for a cluster compression ratio to evaluate the cluster goodness. If the compression ratio is larger than a user
specified threshold, the cluster is accepted.
The compression ratio is calculated as a ratio of the uncompressed (“raw”) encoding of the dataset with the constant precision, Pr , i.e. a total number of bits required
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to encode each point of the dataset, and the clustering MDL encoding, which is an encoding of the dataset using a particular clustering partition. It is calculated as follows,

CR =

Pr Nn
MDL

(6.3)

where Pr = 32 is a precision encoding constant for raw data, N is the dataset dimension, and n is a size of the dataset.
We added the new parameter, mdl_compres_ratio, to the modified LMCLUS algorithm, which is a threshold value for the MDL heuristic. The parameter value was set
to 2.44 for our climatological data experiments.
In order to compare the goodness of produced clusterings, we calculated the total
MDL value of the resulting clustering for each algorithm as a sum of the cluster MDL
values. We performed the total MDL calculation with various quantization error values
to understand how precision affects its final value.

6.3

Experimental Results

Here, following the experimental protocol in Section 6.2, we present the results and
analyses of our experiments.

6.3.1

Parametric Analysis Results

First, we looked at how the quantization error ε affects the resulting value of the MDL
LM cluster description, see Eq. (5.25). We also investigated the dependency of the
MDL value on the LM cluster dimension, as we calculated MDL values of a 1D linear
manifold cluster in full space with dimension varying from 2 to 10.
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F IGURE 6.2: MDL value of 1D LM cluster calculated for different quantization error ε, and for various dimensions of the full space, from 2 to 10.
“Raw” value corresponds to the encoding without a model.

The experimental results show, see Fig. 6.2, that while the quantization error decreased, there was a more precise encoding of a point distribution in the orthogonal
complement space of the cluster manifold, and the corresponding MDL value of the
LM cluster increased near to the maximum possible value of uncompressed raw encoding. The reported standard deviation value was very small, which can be observed
as a size of the ticks on the graph, indicating that the MDL measure provides a stable description of the cluster structure. As we expected, the MDL value of the 1D LM
cluster gradually increased with number of space dimensions.
Next, we investigated the effect of model and data encoding constants on the MDL
value for the 1D linear manifold cluster in the high dimensional ambient space.
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F IGURE 6.3: MDL value of 1D linear manifold cluster in N-dimensional
space w.r.t. encoding constants. Encoding Constants axis shows values of
encoding constants as M[I]D[J] where I is model constant and J is data
constant.

The experimental results show, see Fig. 6.3, that the model encoding constant does
not contribute much to the overall value of the cluster MDL. For 1D linear manifolds
in various high-dimensional spaces, the main factor that affects the resulting MDL
value is the data encoding precision constants. Moreover, as the dimensionality of the
ambient space grows, the effect of the difference between the model and data encoding
constants diminishes gradually.
Next, we investigated the effect of cluster dimensionality on the MDL value under
various quantization error values, see Fig. 6.4. These results show the expected linear
growth of the MDL values as the cluster dimensionality is increased, which is reflected
in the first term of (5.20). As more coordinates are encoded with constant factor Pd , this
encoding term overpowers the entropy term of coordinates in the orthogonal complement space of the LM cluster, resulting in an increase of the MDL values.
However, for the small quantization error parameter, which provides additional
precision in the encoding of the cluster points, a low dimensional manifold cluster
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F IGURE 6.4: MDL values of LM clusters of dimensions from 1 to 9 in 10D
ambient space for various quantization error values, ε.

requires more bits for encoding the LM orthogonal complement part of the points’
coordinates. This results in an entropy value being larger then the encoded part of
the primary LM manifold components, so the MDL values are mostly driven by the
entropy part.
The above experiments show a balance between a component encoding of the primary manifold space of the cluster and the orthogonal complement space. Experimental results show, see Fig. 6.5, that the MDL value calculated with the correct structural
parameters of the examined linear manifold cluster has a minimum value when the
dimension parameter corresponds to the cluster dimensionality.
As we established before, see Fig. 6.4, low values of the quantization error ε will
result in the high cluster MDL value. High values of ε will result in the low cluster MDL
value. Moreover, if the quantization error ε is set to a low value, the cluster MDL value
will decreases monotonically with the dimension of a cluster. And, if the quantization
error ε set to a large value, the cluster MDL value will increases monotonically with
the dimension of cluster. At particular values of the quantization error, ε ≈ 1e-4, the
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F IGURE 6.5: MDL values, calculated with various cluster dimensionality
parameters and quantization error ε for a cluster that is actually a 5D LM
cluster in a 10D space.

cluster MDL value won’t be affected by the dimensionality of the cluster.
However, when a cluster dimension is considered to be lower than the true value,
some of the constrained dimensions are forced to be quantized. This leads to the
smaller entropy value in comparison to the proper encoding of the cluster when the
quantization error is high, or to large values when the quantization error is low. A
similar situation arise when the cluster dimension is considered to be higher than the
actual one, so some unconstrained dimensions are forced to constant encoding rather
than quantization, which results in the larger MDL value in comparison to the case
with a proper encoding. This results in decrease of the MDL value until the correct
number of dimensions is met. Consequently, the MDL value will increase with the
growing number of dimensions.

6.3.2

Comparative Performance Analysis Results

Zero-dimensional Manifold Clusters We generated the synthetic datasets to form a
zero- and one-dimensional linear manifold clusters in 2D full space, see Fig. 6.1, by the
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procedure described in Section 6.1.1. We calculate the MDL value for the 1D manifold
using the MDL formula Eq. (5.25) and for the 0D manifold case using Eq. (6.1) for
various quantization errors.
Linear Manifold
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F IGURE 6.6: Linear manifold (1D) and zero-dimensional (0D) MDL calculations for 1D linear manifold and spherical 0D clusters, located in 2D
space, with various quantization errors ε.

The experimental results show, see Fig. 6.6, that for large quantization errors, both
approaches to MDL calculation produce a small MDL value for the spherical cluster.
However, when the precision of the quantization procedure increases, resulting in a
more complete and informative description of the cluster, the MDL value of the linear
manifold cluster becomes smaller than the spherical cluster regardless of the selected
method of calculation.

Climate Data Clustering

We calculated a values of the approximate MDL Eq. (5.25)

for the clusterings of the climate data, generated by various algorithms, with the quantization error ε in the interval [0.001, 0.002, . . . , 0.01]. Because the quantization error is
a parameter for the MDL heuristic, we calculated separate clusterings for every ε value
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in the specified interval. Furthermore, the quantization error affects the calculation of
the compression ratio, thus the compression ratio parameter was selected different for
every clustering calculation as well. We used the clustering, generated by the original
LMCLUS algorithm, for calculation of an average µ and a standard deviation σ of a
cluster compression ratio at every ε value. These statistics were used to bootstrap the
compression ratio parameter for the MDL heuristic. The compression ratio is set to
µ − σ/2 value for corresponding ε value.
Figure 6.7 shows that when the MDL heuristics is enabled, it produced clusterings
that are slightly different from the clustering generated by the original method. We
suspected that Eq. (5.25) does not appropriately reflect the MDL value of the distribution of the data points in each of these clusters.
LMCLUS
LMCLUS+MDL
ORCLUS
k-Means

10

log (MDL)

6.65

6.60

6.55
10

-1

E

2

10

0

F IGURE 6.7: Clustering optimal quantization MDL value, Eq. (5.25), and
its squared quantization error for ε in interval [0.001, 0.002, . . . , 0.01] and
various clustering algorithms.

When we switched to the “population” MDL calculations, Eq. (5.27), with parameters recalculated accordingly for this algorithm, performance of the clustering algorithm considerably improved.
It became clear that the effect of the MDL heuristics of the resulting clustering, see
Fig. 6.8, are aligned with the results from the synthetic simulation from the experiment
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with the zero-dimensional manifolds. Increasing the precision of the linear manifold
MDL calculation results in better goodness-of-fit qualities of clusters and allows for filtering of a subpar cluster candidates during the LMCLUS algorithm’s stochastic search,
which improves the final clustering.
6.4

LMCLUS
LMCLUS+MDL
ORCLUS
k-Means

10

log (MDL)
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F IGURE 6.8: Clustering population MDL value, Eq. (5.27), and its squared
quantization error for ε in interval [0.001, 0.002, . . . , 0.01] and various clustering algorithms.

For each clustering, produced by different clustering algorithm, we estimated the
size and the average manifold dimension, see Table 6.1. Naturally, the k-Means algorithm produced 0-dimensional clusters, and the ORCLUS algorithm created 1-dimensional
subspaces clusters. The original LMCLUS algorithm created clusterings mostly composed of 1-dimensional linear manifold clusters, but the same algorithm equipped with
the MDL heuristic was able to find more richer 2-dimensional manifold clusters. Notably, the original and modified LMCLUS algorithms created clusterings that are very
close to the expected value of 34 climate classes from the Köppen-Geiger (KG) climate
classification, see Fig. B.11e.
In order to compare goodness of the produced clusterings, we calculated the total
compression ratio, see Eq. (6.3), for each clustering, see Fig. 6.9 and Table 6.2. For
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LMCLUS
Clustering Size
36
Avg. Dimension
0.972

LMCMDL
32
1.313

ORCLUS
34
1.000

111
k-Means
34
0.000

TABLE 6.1: The clustering size and the average dimension of the cluster
for different clustering algorithms.

the uniform view of the clustering compression ratio, we assumed that all clusters are
1-dimensional manifolds.
ε
1e-07
1e-06
1e-05
1e-04
1e-03
1e-02
1e-01

LMCLUS
1.31
1.507
1.773
2.153
2.744
3.837
7.855

LMCMDL
1.314
1.512
1.78
2.163
2.76
3.865
7.639

ORCLUS
1.3
1.493
1.753
2.124
2.695
3.712
6.272

k-Means
1.315
1.513
1.782
2.166
2.764
3.864
7.457

TABLE 6.2: The clustering compression ratios (CR) for different
algorithms and quantization errors, ε.

The results show that for the high quantization error, the compression ratios for
the linear manifold clusterings are higher which suggests better compressibility due
to specifics the MDL measure related to the linear manifold clusters. However, for
the lower quantization errors, the compression ratios of the linear manifold clusters,
generated by LMCLUS algorithms, and spherical clusters, generated by k-Means algorithm, are very similar. This suggests that the data is compactly located along some
1-dimensional subspaces in the high dimensional dataset, so even k-Means algorithms
is able correctly identify these clusters.
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F IGURE 6.9: The compression ratios for climate dataset clusterings produced by different clustering algorithms and calculated for various quantization errors, ε.

We plotted the resulting clusterings on the world map, see Fig. B.11, such that the
patches of the land were associated with particular clusters. The visual inspection of
the clustering suggests that the methods where able to correctly identify major climatological zones from the KG climate classification, see Fig. B.11e. The only exception
is the result of the ORCLUS algorithm. It suggests that the found subspace clusters,
see Fig. B.11d, are inconsistent with the expected climate classification. This is also reflected in the low clustering compression ratio, see Fig. 6.9, under the all quantization
error values.
We found that with the default parameters Pm = 32 and Pd = 16, the clustering
MDL value levels on after the clustering size of 30, reaching minimum value for the
clustering with 51 clusters and then gradually increases. With Pm < 32, the clustering
MDL value continues to decrease and we are not able to determine correctly minimal
MDL as we have a little or no data for clustering size beyond 67 clusters. With Pm > 32,
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we could clearly identify the minimal MDL value and see its increase as clustering size
grows.

P =16
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20
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F IGURE 6.11: Average clustering MDL compression ratio for the climatological dataset.

Using the average clustering MDL, we can evaluate some of the parameters of the
MDL heuristics for the LMCLUS algorithm, such as the encoding constants, Pd and Pm ,
and the compression ratio. Figure 6.11 shows average compression ratio calculated for
various model encoding constants.
It is clear that linear manifold clusters, which have an intrinsic linear structure,
show the better goodness-of-fit qualities reflected in the smaller total MDL value than
the spherical zero-dimensional clusters produced by the k-Means or ORCLUS algorithms.
The experiments confirmed that the novel MDL estimation and the clustering MDL
heuristic produce reasonable results for simulated datasets, as well as on the climate
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data clustering task. We believe that this regularization technique allows creation of
clusters that are more informative and comprehensive. A comprehensive scoring of
the clusters with MDL values provides not only a criteria for cluster goodness-of-fit
evaluation, but can be also viewed as a qualitative measure which is used to explore
stability of the clustering algorithm or to improve clustering performance.
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F IGURE 6.10: Results of clustering of the 24D climate dataset, composed of
monthly averages of temperature (CRU) and precipitation (GPCC) during
1951-1980 period, by LMCLUS (a), by LMCLUS+MDL (b), by ORCLUS (d)
and k-Means (c) algorithms. For reference, Köppen-Geiger classification is
given in (e). Note: There is no correspondence between colors on displayed plots.
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Chapter 7

Piecewise Linear Manifold Clustering
Algorithm
This chapter presents a novel model-based metaclustering algorithm that produces
piecewise linearly shaped clusters. The core of this algorithm is a combination of geometric, topological and probabilistic heuristics, which provide stable behavior and
robust performance along with enhanced interpretability of the resulting clusters. Section 7.1 describes an information-theoretic approach to a model-based combinatorial
metaclustering search problem as well as an agglomerative greedy heuristic for improving its performance. Section 7.2 defines two information-theoretic similarity measures for the model-based metaclustering which are the minimum description length
and the information bottleneck principles. Section 7.3 defines the piecewise linear
manifold metaclustering algorithm, which combines an agglomerative informationtheoretic clustering with a topological description of the data to achieve a superior
performance in detection of the nonlinear manifold structures.
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Combinatorial Information-Theoretic Metaclustering

Based on the formulation of the metaclustering optimization procedure in Section 2.5,
and information-theoretic performance measures in Chapter 5, here, we outline the
agglomerative metaclustering model-based algorithm that produces composite metaclusters.
Let C be a clustering of the dataset D . The size of the clustering is defined by the
number of clusters in it, k = |C|. This clustering allows a model-based interpretation in
the form of a model class MC . Let NP be a metaclustering model, see Definition 2.5.2,
which corresponds to a metaclustering P , a collection of disjoint subsets of the original
clusters in C , see Definition 2.5.1.

7.1.1

Combinatorial Clustering Using MDL Principle

In the context of the model-based formulation of the clustering problem (2.23), we can
use the refined MDL criterion, see (5.11), for selection of a model class of parametric
distributions, which provides an optimal clustering solution.
The refined MDL value for the metaclustering P is calculated as the sum of the
goodness-of-fit for the clustering universal model NP and the total stochastic complexity of individual clusters as follows:

L̄(D , NP |MC ) =

∑

x∈D

"
min {− log p(x|L)} +

L∈NP

∑

#
Rmax (L, MC , D)

(7.1)

L∈NP

where MC is a model class for an original clustering C (2.18), and Rmax is a maximal
regret over this model class (5.13).
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The refined MDL measure can be used in the model-based formulation of the clustering optimization problem (2.28), such that an optimal metaclustering model class Ñ
is found by minimizing its MDL value,

Ñ = arg min L̄(D , NP |MC )
NP

(7.2)

However, the above approach requires significant computational resources for computing (7.1), and a combinatorial search problem of high computational complexity. To
reduce complexity of this problem, we opt for a greedy search heuristic, the agglomerative clustering, that uses only fraction of the MDL calculations, and a potentially more
promising variation of this technique that exploits an original clustering C topological
structure. The algorithm selects the most appropriate combinations of model classes
related to a zeroth homology of a clustering cover, see Section 3.2.2.

7.1.2

Agglomerative Metaclustering

The hierarchical agglomerative clustering is a greedy heuristic that allows to efficiently
solve the metaclustering combinatorial problem (2.28). This greedy procedure performs merging steps over clusters, and looks for an extrema of some similarity measure m̂ over a dataset D to find an optimal clustering C(D). The selection of the pair
of clusters from k clusters for merging is a combinatorial task that requires k(k − 1)/2
possible matches [3].
Agglomerative hierarchical clustering becomes particularly efficient when the similarity measure m̂ is decomposable, such that for a clustering C = {Ci }i∈ I , the m̂(C) =
∑C∈C m̂(C ). The common distance- and likelihood-based similarity measures allow
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such decomposition. Thus, we use the decomposition property to define a change in
the total similarity score after merging two clusters as

δm̂ (Ci , Cj ) = m̂({Ci } ∪ {Cj }) − m̂({Ci }) − m̂({Cj })

(7.3)

By performing a combinatorial search over all pairs of clusters in C , the candidate
clusters for the merging step can be found by minimization,

arg min δm̂ (Ci , Cj )
i6= j

(7.4)

The resulting clustering C 0 after the agglomerative step will contain the newly merged
cluster C 0 = {Ci ∪ Cj },

C 0 = (C − {Ci , Cj }) ∪ C 0

(7.5)

In the case of the model-based metaclustering, the underlying point clustering C remains unchanged while the model representation is modified.
Assuming that C 0 6= C , we expect that the change in the total similarity after the
cluster merging will not increase, m̂(C 0 ) ≤ m̂(C). Thus, with every agglomerative step,
the overall score m̂ will continue to decrease, and if the measure m̂ has a lower bound
then the convergence to the local minimum is guaranteed.
In case of δm̂ > 0, it will indicate that the merging clusters have a much larger
dissimilarity when they are bundled together, which is an indicator that the clusters
should not be merged. However, under the greedy selection procedure, this step will
continue to be locally optimal due to minimization of the overall similarity measure m̂
by (7.4).
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In the context of the metaclustering, see Definition 2.5.1, the initial metaclustering
is set to be an original data clustering P = C . So, when two clusters are merged
into one P0 = { Pi , Pj }, where Pi , Pj ∈ P , the new cluster P0 can be modeled by the
model subclass L P0 which in turn is a part of the new model class NP 0 that models
clustering P 0 . So, the model of the merged metacluster P0 is constructed by summing
corresponded original metacluster mixtures (2.26) with appropriately adjusted prior
probabilities as follows:
p (x| P 0 ) =

| P|

∑ 0 | P0 | ∑

P∈ P

7.2

p(Ci | P) p(x|θi )

Ci ∈ P

(7.6)
p(·|θi )∈L P

Manifold Agglomerative Metaclustering

This section defines the information-theoretic similarity measures required for using
the agglomerative metaclustering algorithm presented in Section 7.2.2. It outlines the
closed form solution for a change in the clustering similarity score required at the agglomerative merge minimization step (7.4).

7.2.1

Agglomerative Metaclustering Using MDL Principle

Using the refined Minimum Description Length (MDL) principle (5.8) as a similarity
measure in the agglomerative algorithm (7.4) results in minimizing an MDL value of
the merged clustering due to the cluster description compression of the merge representation. This process creates a hierarchical clustering structure that contains an
optimal metaclustering of the dataset.
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We derive an MDL score change δMDL using (7.3) and (5.11) as follows:
δMDL ( P0 ) = L̄( P0 |MC ) − L̄( Pi |MC ) − L̄( Pj |MC )


inf {− log p(x|L)} + log p(x|L Pi ) + log p(x|L Pj )
= ∑
L∈L P0

x∈ P 0

+ Rmax (L P0 , MC , P0 ) − Rmax (L Pi , MC , P0 ) − Rmax (L Pj , MC , P0 )
=

∑0

sup {log p(x|L)}

x∈ P L∈L P0

+ Rmax (L P0 , MC , P0 ) − Rmax (L Pi , MC , P0 ) − Rmax (L Pj , MC , P0 )


= ∑ sup {log p(x|L)} + max0 − log p(x|L P0 ) − inf {− log p(x)}
x∈ P

x∈ P0 L∈L P0

p∈L P0

(

)

− max0 − log p(x|L Pi ) − inf {− log p(x)} − log p(x|L Pj ) − inf {− log p(x)}
p∈L Pi

x∈ P

=

∑

p∈L Pj

sup {log p(x|L)} + max sup inf {− log p(x)}

x∈ P0 L∈L P0

x∈ P0 L∈L 0 p∈L
P

n
o
− max0 log p(x|L P0 ) − log p(x|L Pi ) − log p(x|L Pj )
x∈ P

(7.7)

Using (2.26) and (7.6), the maximized expression of the third summand of (7.7) is
simplified as follows

log p(x|L P0 ) − log p(x|L Pi ) − log p(x|L Pj )

= log

| P|

∑ 0 | P0 | p(x|LP ) − log p(x|LPi ) − log p(x|LPj )

P∈ P



= log
= log


| Pj |
| Pi |
p(x|L Pi ) + 0 p(x|L Pj ) − log p(x|L Pi ) − log p(x|L Pj )
| P0 |
|P |

|P |
| Pi |
p(x|L Pi ) + | Pj0 | p(x|L Pj )
| P0 |

p(x|L Pi ) p(x|L Pj )
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1
= log 0
|P |

= log ∑

i6= j

(

| Pj |
| Pi |
+
p(x|L Pj )
p(x|L Pi )
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)

| Pi |
− log | P0 |
p(x|L Pj )

Thus, the difference δMDL corresponds to a compression of the original metaclustering P after cluster merging, P0 = { Pi ∪ Pj }, presented as a complexity difference
between the original and the merged cluster models,
δMDL ( P0 ) =

∑0

sup {log p(x|L)} − log | P0 |

x∈ P L∈L P0

(

+ max0
x∈ P

7.2.2

sup inf {− log p(x)} − log ∑

L∈L P0 p∈L

i6= j

| Pi |
p(x|L Pj )

)
(7.8)

Agglomerative Metaclustering Using Information Bottleneck

In the context of the Information Bottleneck (IB) principle (5.16), when the clustering
is viewed as a compressed representation, our goal is to compress the information
presented in an initial metaclustering P into a more compact representation P 0 preserving the information with respect to original data clustering C . The information
compression can be expressed as a minimal information loss created by merging two
metaclusters as follows:

min I(P ; C) − I(P 0 ; C)

p(P 0 |P )

(7.9)

Instead of using an information loss for all metaclustering P , we only calculate the
loss for merged metaclusters given the initial partitioning as follows:
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∑ 0 I( P; C) − I( P0 ; C)

(7.10)

P∈ P

The information loss (7.10) of two metaclusters merging can be rewritten using the
mutual information (5.5) and the KL divergence (5.4) as follows:
δIB ( P0 |C) =

∑ ∑

p( P, C ) log

P∈ P0 C ∈C

=

∑ ∑

p( P, C )
p( P0 , C )
− ∑ p( P0 , C ) log
p( P) p(C ) C∈C
p( P0 ) p(C )
!

p( P, C ) log p( P, C ) − p( P, C ) log p( P) − p( P, C ) log p(C )

C ∈C P∈ P0

−

∑

!
p( P0 , C ) log p( P0 , C ) − p( P0 , C ) log p( P0 ) − p( P0 , C ) log p(C )

C ∈C

=

∑

p(C )

∑

p(C | P)(log p(C | P) − log p( P))

P∈ P0

C ∈C

−

∑

!

!
p(C ) p(C | P0 )(log p(C | P0 ) − log p( P0 ))

C ∈C

"

#
0)
p(C | P)
p
(
C
|
P
− p(C | P0 ) log
= ∑ p(C ) ∑ p(C | P) log
p
(
P
)
p( P0 )
C ∈C
P∈ P0
#
"

=

∑

C ∈C

p(C )

∑ 0 DKL [ p(C| P)|| p( P)] − DKL [ p(C| P0 )|| p( P0 )]

(7.11)

P∈ P

The prior probability of the cluster C, p(C ), is computed from the original data
clustering, see (2.21). Similarly, the prior probability of the metacluster P, p( P), is
computed from the metaclustering P as follows:

p( Pi ) =

| Pi |
∑ P∈P | P|

(7.12)
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The posterior probability p(C | P) of the original cluster C to the metacluster P is
obtained by averaging over all cluster points for posterior p(C |x) as follows:

p(C | P) =

1
1
p (x| C ) p ( C )
p ( C |x) =
∑
∑
| P | x∈ P
| P | x∈ P
p (x)

(7.13)

The calculation of the posterior p(C | P) can be simplified if we adopt a hard partitioning of D into P disjoint subsets. Because the metacluster P is modeled by a mixture
of the initial clusters of C , we can infer the posterior of C as a prior of a particular mixture component, p(C | P) ∝ p(C ) p( P|C ), as follows:

p(C | P) =

7.3




 |C |

if C ∈ P



0

otherwise

| P|

(7.14)

Topological Agglomerative Metaclustering

This section provides the definition of a topology-based heuristic to improve the clustering combinatorial search algorithm (7.4). This heuristic adopts a strategy that uses
the topological persistence [29, 120] to identify clusters for merging while providing some
stability guaranties.
In relation to the topology-based heuristic for a metaclustering algorithm, we are
interested in properties of the piecewise linear manifold (PLM) complex zeroth homology group, see Lemma 3.1.2, that are realized as connected components of the data
manifold, see Definition 2.1.6, and its persistent formulation, which provides information about stability of metaclusters.
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Persistent Homology

The topological persistence can be viewed as an extension to a known topological representations of the data, which provides more structure and information. In Chapter 3,
we proposed the approach for construction of a cluster-based topological representation of a dataset, a piecewise linear manifold complex, see Definition 3.2.1. The complex construction procedure depends on the e parameter that determines a size of the
hyperellipsoidal balls which comprise a cover homotopy equivalent to the data manifold. If we want to obtain any homological properties of the underlying topological
manifold, e.g. a number of connected components, it is necessary to provide a proper
value of the e parameter. Instead of relying on the single fixed value of this parameter,
we can obtain a summary of the homological information for all different values of the
threshold value e. This approach is referred as persistence [30].
In order to define persistent homology groups for the simplicial complex, we need
to determine the filtration of a simplicial complex.
Definition 7.3.1 (Filtration). A filtration of a simplicial complex ∆, F = {∆r |r ∈ R}, is
a countable nested sequence of subcomplexes over the real numbers, such that ∆i ⊆ ∆ j
for i ≤ j, which are induced by the inclusion map ιi,j : ∆i ,→ ∆ j .
i,j

For i ≤ j, let ρ p : H p (∆i ) → H p (∆ j ) be a homomorphism (linear map) induced by
the inclusion ιi,j on homology groups. By applying the homology functor to a filtration,
which for each subcomplex provides a vector space and for each inclusion gives a
linear map, we create a persistence module:
0 = H p ( ∆0 ) → H p ( ∆1 ) → · · · → H p ( ∆ n ) = H p ( ∆ )
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Definition 7.3.2 (Persistent homology). Given the simplicial complex ∆, the pth persisi,j

tent homology H p (∆) = ( H p (∆i ), ρ p ) of a simplicial complex ∆ is a family of homology
i,j

{ H p (∆r )|r ∈ R} and the induced homomorphisms ρ p for all i ≤ j
The persistent homology H p (∆) is called tame, if its dimension is finite for any subcomplex, dim H p (∆r ) < ∞ for any r ∈ R. From the persistent homology, we can define
the persistent homology groups, which are the images under the composition of the
linear maps.
Definition 7.3.3 (Persistent homology group [29]). The pth persistent homology group of
i,j

a simplicial complex ∆ is the image of a homomorphism ρ p : H p (∆i ) → H p (∆ j ) for
0 ≤ i ≤ j ≤ n, where ∆0 = ∅ and ∆n = ∆. This group contains those homology classes
born before i and still alive at j.
Homology group persistence indicates the existence of homology cycles (“holes”)
in a complex. The homology class α is born at b, α ∈ H p (∆b ), and it is not in the cokernel
of ρi,b
p for any i < b, i.e. the homology class α is not the image of any cycle that exists
earlier in the filtration. The homology class α dies at d if for b < t < d, α ∈
/ ker ρb,t
p but
α ∈ ker ρb,d
p . Some cycles can have death value d = ∞. The persistence of α is d − b.
Definition 7.3.4 (Persistent Betti number). The ranks of the image of homomorphisms
i,j

i,j

i,j

ρ p are the persistent Betti numbers, β p = rank im ρ p .
Every persistence module H∗ (∆) can be decomposed as the direct sum of indecomposable summands (intervals), H∗ (∆) '

L

i∈ I

I[bi , di ], which is uniquely defined

up to isomorphisms and reordering, and can be presented as a collection of intervals

(b1 , d1 ), . . . , (bn , dn ). These intervals can be visually presented as a barcode structure,
see Fig. 7.1.
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F IGURE 7.1: Persistence barcode of homology groups (from [36])

For example, if a homology group defined by an image of H p (∆i ) in H p (∆ j ), then
its rank is the number of intervals which were born at or before H p (∆i ) and died after
H p (∆ j ). These intervals can be represented as points in R2 . Such interval multi-set is
denoted as the persistence diagram, and is defined as follows:

n
o
2
Dgm p (∆) = (bi , di ) ∈ R |i ∈ I

(7.15)

where R = R ∪ {−∞, ∞}, and I is an index set.
The construction of a simplicial complex can be tainted by random perturbations
in the analyzed dataset. Robustness to noise is a serious problem for the topological
inference. Persistent homology permits inferring topological information from a point
set, and allows the measurement of topological features of shapes and of functions,
such that the small persistence intervals are often characterize features as noise. Alternatively, the large interval persistence can be regarded as a robust topological feature.
Chazal et al. [20] showed that the topological features form a stable pattern on
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the persistent diagram, and the (bottleneck) distance between the diagrams formed
from the simplicial complexes of the metric spaces can be viewed as a lower bound
on the distance between the corresponding spaces. In a way, the distance between the
persistent diagrams allows to disprove similarity between the spaces.

7.3.2

Topological Metaclustering

Section 7.1 and Section 7.2 presented the metaclustering agglomerative algorithm with
the information-theoretical similarity measure for selecting an optimal metacluster formation. This algorithm uses combinatorial search to find an appropriate pair of clusters
to merge during the agglomeration step. However, cluster agglomeration based on the
information-theoretical metric is prone to select solutions that are locally optimal [95].
We combine the information-theoretical similarity metric with a spatial information, in form of topological invariants, to overcome local optima selection of the metaclustering optimization problem (2.28).
The main idea of the algorithm is to use persistent topological invariants of the
PLM complex, formed from the input clustering to the optimization problem, to make
an appropriate selection of the clusters for the agglomeration step of the optimization
algorithm (7.4) in conjunction with the information-theoretical similarity measure.
For determining the persistent homology groups for the PLM complex, we construct a complex filtration over any real values of the filtration parameter e, P L(C) =

{ PLe (C)}e∈R .
For any e ∈ R and C ∈ C , let Ke (C ) ⊆ PLe (C) be the path-connected component
of PLe (C) that contains C. Essentially, this component corresponds to a metacluster
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P ⊆ C which contains cluster C 3 P. A set of the connected components of the complex
PLe (C) forms a set of disjoint metaclusters that forms a metaclustering P .
Given the filtration parameter value e, let Ke be a set of cluster indexes is formed
by a collection of vertices of the PLM complex included in the connected component
Ke (C ). Thus, Pe is a metacluster composed of the clusters of C with the indexes from
Ke , Pe = {Ci }i∈Ke ⊆ C . A collection of such metaclusters forms a metaclustering Pe
which satisfies all properties of a metaclustering, see Definition 2.5.1.
In homological terms, the cluster C becomes the generator of the component Ke (C )
born at time e. This component gets connected with the other component that is generated at the time γ, e < γ, which in terms of persistent representation indicates that
Ke (C ) gets merged into Kγ (C ). This merging process closely resembles a clustering
agglomeration technique used to construct hierarchical clustering structures (7.5).
Thus, we augment the information-theoretical agglomerative metaclustering algorithm (7.1) in the following way: selection of the merging clusters is not only driven
by an non-deterministic combinatorial choice, but comes from the merging of connected components of the persistent homology group over the PLM complex. The latter results in the following optimization criterion for finding an optimal metaclustering
model class:

Ñ = arg min L̄(D , NPe |MC )
e ∈R

(7.16)

Similarly to (7.3), the metaclustering optimization problem (7.16) can be rewritten
to use a change in the total score of the information-theoretical measure calculated for
merging metaclusters.

130

Chapter 8

Analyses of Piecewise Linear Manifold
Clustering
This chapter presents an experimental design for evaluating the performance of the
piecewise linear manifold clustering algorithm, and the corresponding results. Section 8.1 describes a reproducible experimental protocol for acquiring the algorithm
performance statistics. This protocol outlines the test datasets’ characteristics, the algorithm’s parameter hyperspace with the particular experimental parameters, and the
validation criteria used for the resulting comparison. Section 8.2 describes the evaluation criteria for various performance analyses of the clustering algorithm. Section 8.3
presents the experimental results and their analyses.

8.1

Experimental Protocol

Because of the heuristical nature of the metaclustering optimization algorithm, we design experiments to show that our algorithm is stable under conditions that possible
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outliers will not affect the algorithm efficiency, and it will continue provide optimal
results under some degree of data perturbation.

8.1.1

Datasets

In our experiments, we used multiple synthetic datasets generated with certain parameters that allow us to highlight various aspects of the performance and the stability of
our metaclustering algorithm. The detailed description of the synthetic dataset generation, datasets’ parameters and construction procedures are provided in Section 4.1.1.

F IGURE 8.1: The synthetic datasets with the different number of clusters,
c, and noisiness, ε.

For testing our metaclustering algorithm performance on the real-world data, we
used the high-dimensional climatological dataset, see Section 6.1.1.
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We also tested our clustering algorithm on high-dimensional image datasets. We
used the MNIST database of handwritten digits that comprises of a training set of
60000 labeled samples, and a test set of 10000 labeled samples, where each sample
is a 784-dimensional grayscale image, 28 × 28 pixels. The dataset partitioned to 10
classes approximately 6000 samples per class in the training part, and 1000 samples
per class in the testing part of the dataset [62]. In addition, we perform the same clustering experiment on the dataset with the similar structure, Fashion-MNIST. It is a direct
drop-in replacement for the original MNIST dataset, that shares the same image size
and structure of training and testing splits. However, this dataset is more challenging
alternative for benchmarking machine learning algorithm [111].
Additionally, we test our metaclustering algorithm on the “PenDigits” dataset which
is composed of labeled 16-dimensional numerical representation of handwritten digit
samples [8]. This dataset divided on the collection of 7494 training sample, approximately 750 samples per digit, and 3498 testing samples, approximately 350 samples
per digit, total 10992 samples.

8.1.2

Partitioning

Our meta-clustering algorithm requires the particular partition of the original dataset
as an input parameter. Such a partition can be created by various clustering methods which produce convex geometrical clusters. We pick clustering algorithm types
which use different techniques but provide clusterings that can be easily presented in
their model-based form – a Gaussian mixture model (GMM): k-Means, Gaussian EM
clustering, and linear manifold clustering.
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The first type is a centroid-based clustering algorithm – k-means [52]. We use this
algorithm as a reference point for our partitioning. It uses geometrical information of
dataset points to construct spherical clusters, which can be described by a simple probabilistic model of an isotropic multivariate Gaussian distribution [10]. The k-means algorithm has one parameter, k, which determines a number of clusters in the clustering.
The second type is a subspace clustering algorithm – LMCLUS [44]. This algorithm
produces the elongated bounded subspace clusters which have good parametric and
non-parametric model representations required for our meta-clustering algorithm [47].
This algorithm doesn’t require to specify the number of clusters in advance, but relies
on a set of parameters for a stochastic search used in the core of the algorithm.
The third type of the clustering algorithm is probabilistic. These algorithms directly
produce a model-based clustering representation in form of finite mixture model: mixtures of multivariate Gaussian distributions, principal components or factor analyzers
(MFA) [10, 99, 35]. All these algorithms usually specify the number of clusters in advance, similarly to k-means. We pick the GMM and MFA algorithms as a third type of
cover construction algorithms. For the algorithm initialization, we cluster the data with
the k-Means algorithm, and assign the center and the sample covariance of the clusters
to the corresponding mean and covariance parameters of the Gaussian distributions or
the factor analyzers.
For geometric clustering algorithms, we create a GMM model of the clustering, by
using the cluster center as a mean parameter of the Gaussian model for a corresponding cluster, and the cluster sample covariance to specify the model covariance. Finally,
the number of points in the particular cluster are used to evaluate the appropriate mixture weights of the cluster in the clustering model.
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Clustering Performance In case when the original class assignments are available in
the dataset, it is common to use the NMI (5.6) for the evaluation of the clustering performance [56]. However, when datasets do not have the point class assignments, and
because we deal with the model-based clusters, we can use total minimum log-likelihood
estimate of the data (5.10) as the objective goodness-of-fit criteria for the resulting clustering.

8.1.3

Optimizations

In our metaclustering optimization problem, we use a hierarchical agglomerative approach with two different information-theoretic (IT) similarity measures. In addition, a
topological heuristic is used to improve the optimization techniques. The following IT
measures are used for evaluating the optimal metaclustering assignments: the minimal
description length, see Section 7.2.1, and the information bottleneck, see Section 7.2.2.
Both measures used in the context of agglomerative clustering optimization problem,
and they do not require any specific setup parameters.
The topological variation of the metaclustering algorithm also uses the MDL evaluation criteria, however instead of the combinatorial agglomerative search procedure,
the persistent zeroth homology invariants are used to determine the optimal cluster
merges, see Section 7.3. The persistent homology is evaluated from the filtration of
the piecewise linear manifold complex that is built on top of the model-based representation of the initial dataset partitioning. The construction of the filtration complex
doesn’t require any additional parameters.
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8.1.4

Parameters Summary

Here is a summary of the above experimental protocol parameters:
• Dataset generation parameters:
– Number of clusters per dataset, c: 2, 3, 5, 7
– Number of points per cluster, n: 500
– Number of dimensions, d: 2, 3, 7, 14
– Gaussian noise variance, ε: 0.1, 0.2, 0.3
– Repulsion parameters:
* (−0.25, −0.25) for c = 2
* (0.25, 0.25) for c > 2
• Partition algorithm parameters:
– k-Means:
* number of clusters, k = 4c
−6
* tolerance, 1.0 × 10

– Gaussian Mixture Model (GMM):
* number of clusters, k = 4c
* iterations, 100
– Mixture of factor analyzers (MFA):
* number of analyzers, 4c
* number of factors, 2
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−3
* tolerance, 1.0 × 10

– Linear manifold clustering (LMCLUS): see Table B.1.
• Optimization heuristics:
– Agglomerative Minimum Description Length
– Agglomerative Information Bottleneck
– Topological Agglomeration

8.2

Evaluation Criteria

In order to evaluate the general performance of the metaclustering algorithm, we conduct the perturbation and sensitivity analysis of our clustering algorithm using the
synthetic data, see Section 8.2.1. We also verify the performance of the algorithm using
the real-world climatological and image datasets, see Section 8.2.2.

8.2.1

Synthetic datasets

Comparative Performance Analysis One of the important characteristics of the clustering algorithm is its general performance - how well it is able to detect the true point
clusters in the dataset - in comparison to the other algorithms.
We use the above experimental protocol to specify some nominal parameters of the
synthetic datasets and the partitioning procedures for our meta-clustering algorithm,
under which it shows the best goodness-of-fit performance.
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We take the same parameters of the data generation process, and use them to create
datasets for various other clustering algorithms: k-Means [52], DBSCAN [90], spectral [105], and mean-shift [22] clusterings. The choice of these algorithms is based on
their particular behavior. Almost all of the tested algorithms are capable of detecting non-linearly non-spherical shaped points clusters. We evaluate performance of all
algorithms with the NMI measure, see Eq. (5.6), and present comparative results.
The k-means algorithm is used as the baseline in our analysis, even though, we
expect a poor performance on datasets with non-linear substructures. We run the algorithm for different values of the k parameter, the number of clusters, k ∈ [2, 4c], and
select an optimal clustering with the largest NMI value, where c is the number of true
clusters in the dataset.
The spectral clustering algorithm, similar to k-means, requires the number of clusters parameters, and parameters for the affinity matrix construction [105]. We follow
the same setup and the optimal clustering selection procedure as for the k-Means algorithm, while using the algorithm from “scikit-learn” library with the default parameters [84].
The mean-shift clustering algorithm defines a non-parametric clustering procedure
with no particular assumption about the shape of the cluster distribution nor the number of clusters [22]. This algorithm proved to have strong results in the image analysis
and segmentation where the clusters are usually high-dimensional and do not have a
linear structure. We use an implementation of this algorithm from “scikit-learn” library
with the default parameters [84] except setting the quantile parameter to 0.1.
The DBSCAN clustering algorithm uses a simple density estimation model to find
area of high density in the dataset and expands clusters from them. The algorithm
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estimates a particular cluster density from the number of points in the neighborhood
of minimum size p and the radius e over all points in the dataset, and determines
clusters by separating the dataset in the areas of lower density [90]. We set the radius
e parameter to 0.1.
Due to the stochastic components present in the above clustering algorithms, we
cannot definitely interpret clustering results. We perform 100 clusterings of the synthetic datasets created with nominal parameters, while changing the RNG state, and
evaluate the clusterings NMI score. For the collected scores, we estimate robust statistics, median and MAD of the NMI score.
The results of the comparative performance analysis will be presented in graphical
and table forms. The clustering NMI statistics are structured by the clustering algorithm and dataset, along with the indication of which parameter values are used for
various algorithms.

Stochastic Perturbation Analysis

Even though the meta-clustering procedure is de-

terministic, it requires a partitioning of the original dataset, and such a partitioning
procedure can be of the arbitrary nature. Thus, we inherit a non-deterministic activity
that might affect the overall performance of the meta-clustering algorithm. We will
evaluate this algorithm’s behavior by a performing perturbation analysis. In general,
the perturbation analysis involves the evaluation of the algorithm performance of under some change of the original dataset. Because our algorithm relies on some nondeterministic partitioning procedure, we need to include its effects on the performance
into the analysis as well. An optimal way to combine stochastic effects of data and
functional changes is through measuring both effects simultaneously.

Chapter 8. Analyses of Piecewise Linear Manifold Clustering

139

We devise the perturbation analysis experiment so that all algorithmic parameters
stay the same at particular nominal values at which the performance of the algorithm
is near optimal. However, there is one parameter common to data generation and
data analysis procedures - the mutual RNG state. We run multiple iterations of our
metaclustering algorithm with a fixed set of parameters described in the above experimental protocol without fixing the RNG state through a specific random number seed.
We calculate some descriptive statistics from the collected algorithm performance data
to get the understanding of the stability under the permutation changes influenced be
stochastic process within algorithm components.
Following experimental protocol from Section 4.2, we use the Fligner-Killeen median test to determine the homogeneity of NMI score variances under different stochastic modes in our algorithm. This analysis will allow to determine stability our clustering algorithm under the stochastic effect on the algorithm components. The results
will be reported in a tabular and graphical form followed by a detailed statistical analysis.

Sensitivity Analysis

We perform a sensitivity analysis of our meta-clustering al-

gorithm to determine the stability of the resulting clustering assignments under the
changes in the algorithm’s input parameters.
We start with a nominal parameter set, outlined in the above experimental protocol,
which is used in the comparative performance analysis. For the sensitivity analysis
experiment, we gradually change each parameter in its corresponding domain, and
for every modified parameter set, we evaluate the algorithm performance using the
NMI measure.
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The nominal set of parameters for the generation of the synthetic datasets:
• Number of points per cluster, n: 500
• Number of clusters per dataset, c: 2, 3, 5, 7
• Number of dimensions, d: 2, 3, 7, 14
• Gaussian noise variance, ε: 0.1, 0.2, 0.3
In order to limit number of experimental evaluations, we quantize parameter space
dimensions to a constant number of intervals such that every parameter domain is
covered by the same number of intervals. We define reasonable and comprehensive
domain for each experimental parameter in such way that the nominal parameter set
is the origin point in it:
• Cover size: This parameter is the only relevant parameter of the metaclustering
algorithm due to the parameterless and deterministic nature of the algorithm
components. The cover generated by some clustering algorithm usually require
to set a particular number of cluster in advance. We analyze the effect of the cluster cover size, k, on the metaclustering performance for every parameter value
in the set [2, 8]c, where c is the number of the true clusters (components) in the
synthetic dataset.
• Clustering algorithm: We use k-Means and MFA clustering algorithm for construction the cluster cover required for the metaclustering algorithm.
• Metaclustering heuristic: For this parameter, we pick a set of three heuristics: topological, minimum description length and information bottleneck.
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The collected performance results, that fall within 90% range of the nominal performance of the algorithm, define a stable parameter set. We present this set in an interval
form if possible.

8.2.2

Real-world datasets

Climatological datasets
To evaluate the metaclustering algorithm performance on the climatological data, we
performed clustering of the high-dimensional climatological dataset, see Section 6.1.1.
The target clustering size for the this dataset is 34 clusters corresponded to the climate
types in the Köppen-Geiger classification [58], see Section 6.2.2. For the PLM metaclustering, we use the k-Means and MFA cover constructions for generating the cluster
covers. The size of the cover is set to the following values: {36, 72, 108, 144}. The covers are agglomerated by the topological, MDL, and IB heuristics to produce the final
clustering. As a baseline for comparison, we use the results of k-Means and LMCLUS
clustering algorithms reported in Section 6.3.2. Because the dataset is not labeled, we
use the total log-likelihood of the produced clusterings as a goodness-of-fit score for
the evaluation of the clustering algorithms’ performance. For k-Means, a model-free
clustering algorithm, we constructed a GMM model by fitting clusters’ points to the
Gaussian distributions, and use this model to evaluate the likelihood score. We present
the experimental results in the graphical form supplemented with the detailed analysis.
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Image datasets
MNIST We also evaluate the metaclustering algorithm performance on the benchmark image datasets, MNIST and Fashion-MNIST, see Section 8.1.1. In the supervised
learning scenario, for the above datasets, the dataset training part is used to construct
an inference model, that is tested against the dataset testing part. Our clustering algorithm creates a model-based cluster representation that can be used in the inference
procedure to classify new data.
Most of the distance-based clustering algorithms have poor performance when handle high dimensional data [2]. Because our metaclustering algorithm relies on such
clustering methods to construct a cluster cover for metaclustering procedure, we use
the novel dimensionality reduction technique, UMAP, to reduce dimension of the data
sample to enhance clustering stability and speed up calculations. UMAP is a manifold
learning dimensionality reduction technique that exploits data manifold Riemannian
geometry and its topology to reduce data dimensionality while preserving its global
structure [67].
For MNIST dataset, we perform UMAP dimensionality reduction from the original
786 dimensions to 2, d = 2. The UMAP algorithm requires two additional parameters, the number of neighbors, which allows to determine a manifold neighborhood
for evaluating local manifold properties, ngbr, and the minimal expected distance between nearest neighbors in the embedded space, min_dist. We set these parameters
to values ngbr = 14 and min_dist = 0.0, correspondingly. We fit UMAP dimensionality reduction model with the dataset training data and use it to reduce dimensions of
both, training and test, parts of the dataset. For the Fashion-MNIST dataset, we select
following UMAP parameters: d = 16, ngbr = 8 and min_dist = 0.0.
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For construction of the cluster-based inference model, we use a clustering of a 5000
point sample of the reduced dataset, which is 12% of the original dataset size, that is
created by arbitrary selecting 500 points from each class.
We use k-Means algorithms with k = 10 to determine a baseline for non-parametric
and model-based clustering algorithm. The resulting clustering is used as 1-nearest
neighbor classifier (1NN) to perform classification of the training sample, the training and the test datasets. The resulting class assignments are compared with original
dataset labels, and the NMI score is calculated as the model goodness-of-fit measure.
We use the model-based clustering algorithms, GMM, for performance comparison
with our metaclustering algorithm. GMM is a probabilistic model-based generalization of the k-Means algorithm [10]. We specify the GMM algorithm to use the mixture
size equal to the number of classes in the dataset, k = 10, with the full covariance
matrix for Gaussian distributions.
We also use Dirichlet Process Gaussian mixture model (DPGMM) algorithm, which
performs the construction of an infinite Gaussian mixture model with the Dirichlet process, that is used to automatically determine a fixed maximum number of components
[11]. We use the DPGMM implementation, from the “scikit-learn” library [84], based
on variational Bayesian estimation with the stick-breaking process, a constructive combinatorial representation of the Dirichlet process [13]. This implementation requires to
specify approximate number of components, c, and the concentration parameter for
the Dirichlet process, which we set to α = 1/c. Eventually, the final number of components will be adjusted based on the data.
All above clustering algorithms were used for the cover construction part in the
PLM metaclustering. Because, our metaclustering algorithm evaluates the clustering

Chapter 8. Analyses of Piecewise Linear Manifold Clustering

144

structure and size from the data, it doesn’t require to specify fixed number of clusters.
Instead, the algorithm require a cluster cover size, which for our experiments we set
to the value 3 times larger the actual number of classes in the dataset, c = 30, see
Section 8.3.1. For the final aggregation step, we use the agglomeration topology-based
heuristic.
To evaluate prediction power of the clustering models, we use the naive Bayes classifier for constructed clustering models to classify points of the testing and the training
parts of the dataset. The predictions are validated using NMI goodness-of-fit scores.
We perform above experiment 100 times for each clustering algorithm, generating
a new training sample on each iteration while keeping parameters of the clustering
algorithms fixed.
We report final results and the algorithms performance statistics in the tabular and
graphical form.

PenDigits We evaluate performance and stochastic sensitivity of our metaclustering
algorithm on the “PenDigits” dataset, see Section 8.1.1. We used the all samples from
the training part of the dataset, to create a clustering models which we evaluated on
the testing part of the dataset.
We also tested effect of data dimensionality on the clustering results by performing
clustering of the dimensionally reduced dataset, and comparing it with the clustering
of the full dimensional dataset, d = 16. We used UMAP algorithm to deduce dataset
to dimension 2 and 8 with the following UMAP parameters: d = 2 or 8, ngbr = 25 and
min_dist = 0.0.
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The experimental parameters are similar to the clustering of the MNIST dataset, see
above, except the clustering cover size parameter. It is set to c = 35.
We perform above experiment 100 times for each clustering algorithm with the
fixed algorithms’ parameters except for the RNG seed parameter that we change for
every experiment iteration.
We report final results and the algorithms performance statistics in the tabular and
graphical form.

8.3
8.3.1

Experimental Results
Synthetic datasets

Comparative Performance Analysis Following the experimental protocol, see Section 8.2.1, we perform the comparative performance analysis of our metaclustering
algorithm with other clustering algorithms capable of producing non-linear clusters.
We constructed multiple clusterings of the generated synthetic datasets using the different clustering algorithms with the nominal parameter settings, Section 4.1.1, and
computed for each clustering the NMI score.
Figure 8.3 shows the examples of the successful clusterings for the noisy 2D datasets
with the different number of the true clusters. The case with 5 clusters, see Fig. 8.3c,
presented a particularly hard case as the tails of the half-moons come very close to each
other in the middle, which is resulted in many misclassification especially in the high
noise scenario.
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( B ) c = 5, d = 2, ε = 0.3, IB

F IGURE 8.2: The examples of the metaclustering of the noisy synthetic
dataset using the MFA cover construction, the MDL (a) and the IB (b) agglomeration heuristics.

We grouped results by the dataset parameters and calculated the median and MAD
for each clustering algorithm. The clustering algorithm comparative performance results are reported in Table 8.2 and presented in the graphical form in Section B.4.1.
For the low noise scenario, ε = 0.1, the datasets contain clearly separable clusters, see Fig. 8.1, the DBSCAN algorithm showed the best performance, followed by
our PLM metaclustering algorithm with the topological agglomeration heuristic, Table 8.2a. The density based clustering proved to be strong in cases when there is exists
clearly separable connected components which these algorithms where able to cluster following by concentrated point density within the components. The topological
heuristic behaves in a similar manner by following the persistence profile of the data,
and gradually recovering all connected components. While the dimensionality of the
dataset increased, the results of all algorithms become better as they were able to recover compact 1D embedded half-moon structures better in the high dimensional ambient space. The MDL and IB heuristics showed performance similar to the mean-shift
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( B ) c = 3, d = 2, ε = 0.3

( C ) c = 5, d = 2, ε = 0.3

( D ) c = 7, d = 2, ε = 0.3
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F IGURE 8.3: The examples of the metaclustering using the MFA cover construction and the topological agglomeration heuristic, see Section 7.3.2, of
the noisy synthetic datasets, see Section 4.1.1.

and spectral clustering. The k-Means and MFA cover constructions showed the best
performance with the Overall, many clustering algorithms performed poorly as the
true clusters in the dataset where intertwined preventing construction clearly separable convex clusters.
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For a more noisy scenario, ε ∈ {0.2, 0.3}, the datasets no longer provided separable clusters, however the performance of the baseline algorithms (k-Means, meanshift and spectral clustering algorithms) stayed the same, which is pointed to the original problem with recovering non-convex clusters regardless of the noise presence,
see Tables 8.2b and 8.2c. The performance of the DBSCAN algorithm dropped more,
as expected, for more noisy data, while the PLM metaclustering stayed on the same
level. The topological heuristic showed excellent performance, especially with the
MFA cover construction, outperforming all other algorithms.
The performance of the MDL and IB heuristics stayed on the same low level regardless the nose level and the dataset dimensionality. Such performance indicates a poor
ability to agglomerate the cover clusters on a spacial level. The MDL heuristic tend to
combine clusters that would show similar the statistical properties which ultimately
reduces the aggregated cluster description length. The result of this behavior is the
correct reconstruction of half-moon tails, while the cover clusters, which come in the
close contact in the center of the dataset, combined disregarding spacial arrangements,
see Fig. 8.2a. The IB heuristic show the similar behavior as the MDL heuristic, but
on the larger scale, by agglomerating the any cover cluster with the similar statistical
properties, see Fig. 8.2b. The usage of the LMCLUS cover construction lead also to
the poor performance, which is associated with a particular behavior of the algorithm
in the noisy conditions. When the data is represented as one connected component
without any hit of the existence of the linear subspace cluster, the LMCLUS algorithm
regularly classified the whole dataset as one cluster which resulted in the degenerate
cover of the dataset leading to the low NMI score, see Table 8.2c.
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The comparative performance analysis results concluded that the PLM metaclustering algorithm shows near optimal performance on the synthetic datasets, outperforming most of the clustering algorithms, especially in the noisy settings. However, we
noticed particular behaviors associated with the topological properties of the datasets,
i.e. the existence of the connected components, that might affect performance of the
algorithms. If the data contains separable connected components, our algorithm will
be able to identify them as stand alone clusters regardless of their shape and spacial
orientation. If case of the poorly separated components, we suggest to switch from the
topological to the MDL heuristic to improve the performance of the algorithm. It is
possible that the topological intrinsic properties described by higher homology groups
will be able to improve further the performance of our algorithm.

Stochastic Perturbation Analysis Following the experimental protocol, see Section 8.2,
we perform the stochastic perturbation analysis of the metaclustering algorithm. We
produce clusterings on the synthetic datasets with fixed, in turn, stochastic components in the data generation and the cover generation procedure, which helps us to
understand the effect of the randomness on the performance of the metaclustering algorithm. We use the k-Means and the MFA cover construction procedures with the
topological and the MDL metaclustering heuristics. We cluster the synthetically generated datasets, while the data generation and the cover generation components had
fixed RNG settings, creating two sets of clusterings associated with stochastic changes
in the particular component. The clustering NMI scores are calculated for each set of
clusterings.
We plot side-by-side the produced clustering NMI scores for the datasets with the
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( A ) c = 2, d = 2, ε = 0.1
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( B ) c = 5, d = 2, ε = 0.1

F IGURE 8.4: The NMI score distributions of the clusterings produced
by the metaclustering algorithm with fixed data/cover stochastic components for “Moons” dataset with 2 clusters (a) and 5 clusters (b).

different structural, see Fig. 8.4, dimensional, and noisiness settings, see Fig. 8.5. The
visual inspection shows relative similarity between the results, as well as the low variance for the low noise datasets, see Fig. 8.4b, especially for the topological heuristic.
Similar picture is observed for the noisy datasets, the NMI score distributions have
the same shape but with much higher variance for the low dimensional datasets, see
Figs. 8.5a and 8.5b. An interesting phenomenon is observed for the noisy high dimensional datasets, see Fig. 8.5d, the NMI scores clump into the tight clusters. This points
to the similar clustering composition regardless of changes influenced by the stochastic behavior the experiment components that we observe for the low nosiness and the
low-dimensional datasets, see Fig. 8.4a. This allows us to conclude that the inherent
randomness in the algorithm should not affect the final clustering results. The additional results are presented in Section B.4.2.
We perform statistical tests to confirm our findings. The visual inspection of the
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( A ) c = 2, d = 2, ε = 0.3

( B ) c = 5, d = 2, ε = 0.3

( C ) c = 2, d = 7, ε = 0.3

( D ) c = 2, d = 14, ε = 0.3
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F IGURE 8.5: The NMI score distributions of the clusterings produced
by the metaclustering algorithm with fixed data/cover stochastic components for “Moons” dataset under the high noisiness settings, ε = 0.3.

resulting NMI score distributions evidently shows that the scores do not follow normality assumptions. Thus, we use the non-parametric Fligner-Killeen median test to
determine the homogeneity of the experiment NMI score variances, which would indicate behavioral similarities under the various stochastic settings.
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3
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7
7
14
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ε
0.1
0.2
0.3
0.1
0.2
0.3
0.1
0.2
0.3
0.1
0.2
0.3
0.1
0.2
0.3
0.1
0.2
0.3
0.1
0.2
0.3

kmeans:mdl
∆med
FK.Pv
0.072 ± 0.075
0.001
0.02 ± 0.05
0.522
−0.002 ± 0.06 0.000
−0.081 ± 0.056 0.031
−0.012 ± 0.041 0.001
0.034 ± 0.06
0.545
−0.001 ± 0.078 0.000
−0.033 ± 0.043 0.023
0.009 ± 0.082
0.088
−0.001 ± 0.001 0.000
0.0 ± 0.001
0.069
−0.001 ± 0.002 0.897
0.011 ± 0.04
0.933
−0.023 ± 0.089 0.201
−0.123 ± 0.184 0.001
0.0 ± 0.021
0.214
0.067 ± 0.182
0.878
−0.014 ± 0.129 0.001
−0.002 ± 0.03 0.578
0.079 ± 0.159
0.173
0.095 ± 0.177
0.365

kmeans:top
∆med
FK.Pv
0.01 ± 0.01
0.350
0.002 ± 0.029
0.119
0.004 ± 0.039
0.581
0.0 ± 0.0
0.015
−0.011 ± 0.029 0.234
0.026 ± 0.032
0.852
0.0 ± 0.0
0.000
0.0 ± 0.0
0.000
0.0 ± 0.0
0.007
−0.213 ± 0.213 0.000
−0.204 ± 0.204 0.000
−0.197 ± 0.197 0.000
−0.004 ± 0.004 0.051
0.01 ± 0.007
0.001
0.002 ± 0.015
0.019
0.263 ± 0.08
0.059
0.003 ± 0.006
0.899
−0.003 ± 0.008 0.221
−0.011 ± 0.037 0.424
0.004 ± 0.033
0.221
−0.003 ± 0.059 0.422

mfa:mdl
∆med
0.097 ± 0.096
0.002 ± 0.04
0.134 ± 0.099
0.002 ± 0.042
0.042 ± 0.045
0.061 ± 0.087
0.028 ± 0.032
−0.001 ± 0.035
−0.101 ± 0.026
−0.001 ± 0.002
0.0 ± 0.004
−0.034 ± 0.034
0.08 ± 0.025
−0.042 ± 0.098
−0.04 ± 0.107
0.004 ± 0.023
0.038 ± 0.08
−0.001 ± 0.185
−0.044 ± 0.044
−0.095 ± 0.143
0.018 ± 0.265
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FK.Pv
0.000
0.000
0.881
0.002
0.001
0.004
0.406
0.000
0.406
0.001
0.000
0.000
0.579
0.060
0.000
0.037
0.445
0.701
0.068
0.153
0.093

mfa:top
∆med
0.0 ± 0.0
0.008 ± 0.008
−0.013 ± 0.031
0.0 ± 0.0
0.0 ± 0.0
0.004 ± 0.012
0.0 ± 0.0
0.0 ± 0.0
0.0 ± 0.0
0.0 ± 0.0
0.0 ± 0.0
0.0 ± 0.0
−0.004 ± 0.0
−0.011 ± 0.004
−0.192 ± 0.093
0.38 ± 0.027
0.167 ± 0.167
0.01 ± 0.149
−0.003 ± 0.002
0.005 ± 0.012
−0.02 ± 0.067

TABLE 8.1: Median differences (∆med) and Fligner-Killeen test P-values
(FK.Pv) for the clustering NMI scores generated with the different setting
of stochastic components of the metaclustering algorithm, see the parameter descriptions in Section 8.1.3.

The results of the statistical tests, see Table 8.1, show that for the datasets with
the low noise almost all test results fail to reject the null hypothesis, the equality of
variances, under the critical value α = 0.05. However, due to the high level of ties in
the test samples, the test results have the high level of the type I errors. For example,
for the low noise 2D dataset with 2 components, see Fig. 8.4a, the p-value is 0.35 for
the combination of the k-Means cover construction and the topological metaheuristic,
indicated as plmc+kmeans:top, but the p-value of the MFA cover construction with the
same heuristic, plmc+mfa:top, is 0.044, while the score distributions have much lower
and very similar variances. In order to spot these test errors, we report the difference

FK.Pv
0.044
0.000
0.015
0.045
0.000
0.000
0.003
0.000
0.000
0.014
0.463
0.860
0.000
0.000
0.563
0.114
0.000
0.595
0.048
0.000
0.447
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between the medians of the distributions. Using the median difference statistic and
the distribution visual observations, we can determine that the small median and MAD
differences along with compact score distribution can point large number of ties, and so
indicates the possible test type I errors. With that observation in mind, we can conclude
that results of the statistical testing predominantly supports the null hypothesis of the
variance homogeneity for the samples taken under the different stochastic algorithm
behavior.
Overall, our results indicate that the inherent randomness of the algorithm components should not affect the final clustering results. The topological heuristic, especially with MFA cover construction algorithm, shows the low significance degree along
with the high NMI scores. Thus, we can conclude that the selected combination of the
cover construction algorithms and the metaclustering heuristics provide stable behavior regardless of the stochastic effects of the inherent components of the metaclustering
algorithm.
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kmeans

0.451 ± 0.009
0.479 ± 0.009
0.511 ± 0.008
0.523 ± 0.004
0.707 ± 0.012
0.737 ± 0.007
0.765 ± 0.004
0.772 ± 0.003
0.781 ± 0.01
0.81 ± 0.011
0.844 ± 0.012
0.775 ± 0.005
0.781 ± 0.004
0.799 ± 0.003
0.826 ± 0.001
0.828 ± 0.001

0.002 ± 0.002
0.644 ± 0.044
0.331 ± 0.029
0.703 ± 0.077
0.001 ± 0.001
0.522 ± 0.044
0.398 ± 0.024
0.795 ± 0.041
0.002 ± 0.001
0.546 ± 0.055
0.45 ± 0.023
0.841 ± 0.027
0.714 ± 0.081
0.732 ± 0.02
0.482 ± 0.019
0.862 ± 0.024

0.481 ± 0.008
0.494 ± 0.006
0.52 ± 0.006
0.527 ± 0.0
0.737 ± 0.008
0.753 ± 0.006
0.769 ± 0.003
0.775 ± 0.001
0.807 ± 0.011
0.832 ± 0.01
0.843 ± 0.039
0.775 ± 0.003
0.8 ± 0.003
0.82 ± 0.005
0.827 ± 0.001
0.828 ± 0.0

0.926 ± 0.01
0.897 ± 0.01
0.956 ± 0.007
1.0 ± 0.0
0.003 ± 0.003
0.674 ± 0.017
0.968 ± 0.006
1.0 ± 0.0
0.002 ± 0.001
0.547 ± 0.005
0.977 ± 0.003
1.0 ± 0.0
0.811 ± 0.047
0.897 ± 0.007
0.98 ± 0.002
1.0 ± 0.0

dbscan

kmeans

0.504 ± 0.007
0.515 ± 0.006
0.527 ± 0.0
0.527 ± 0.0
0.76 ± 0.005
0.766 ± 0.003
0.774 ± 0.002
0.775 ± 0.001
0.837 ± 0.017
0.79 ± 0.023
0.774 ± 0.005
0.772 ± 0.001
0.825 ± 0.002
0.827 ± 0.001
0.828 ± 0.0
0.828 ± 0.0

0.995 ± 0.005
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
0.995 ± 0.005
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
0.588 ± 0.001
0.905 ± 0.094
1.0 ± 0.0
1.0 ± 0.0
0.945 ± 0.002
0.999 ± 0.001
1.0 ± 0.0
1.0 ± 0.0

dbscan

kmeans

dbscan

0.4 ± 0.02
0.425 ± 0.016
0.44 ± 0.014
0.436 ± 0.009
0.577 ± 0.014
0.588 ± 0.017
0.592 ± 0.019
0.58 ± 0.012
0.727 ± 0.008
0.736 ± 0.008
0.736 ± 0.01
0.731 ± 0.01
0.658 ± 0.035
0.695 ± 0.03
0.719 ± 0.016
0.707 ± 0.011

meanshift

0.418 ± 0.014
0.428 ± 0.014
0.435 ± 0.011
0.438 ± 0.011
0.583 ± 0.015
0.591 ± 0.016
0.582 ± 0.015
0.574 ± 0.008
0.732 ± 0.008
0.738 ± 0.009
0.732 ± 0.009
0.726 ± 0.007
0.678 ± 0.015
0.71 ± 0.024
0.72 ± 0.017
0.702 ± 0.009

meanshift

0.429 ± 0.01
0.433 ± 0.009
0.436 ± 0.007
0.438 ± 0.008
0.582 ± 0.014
0.579 ± 0.017
0.575 ± 0.009
0.57 ± 0.009
0.731 ± 0.01
0.734 ± 0.009
0.732 ± 0.011
0.724 ± 0.009
0.714 ± 0.017
0.712 ± 0.016
0.709 ± 0.012
0.698 ± 0.005

meanshift

0.493 ± 0.008
0.523 ± 0.007
0.555 ± 0.005
0.565 ± 0.001
0.626 ± 0.007
0.623 ± 0.005
0.623 ± 0.003
0.622 ± 0.001
0.714 ± 0.008
0.72 ± 0.008
0.756 ± 0.007
0.756 ± 0.006
0.775 ± 0.005
0.796 ± 0.004
0.81 ± 0.001
0.811 ± 0.001

spectral

0.524 ± 0.007
0.538 ± 0.005
0.56 ± 0.004
0.565 ± 0.0
0.626 ± 0.006
0.623 ± 0.003
0.623 ± 0.002
0.622 ± 0.001
0.722 ± 0.008
0.742 ± 0.014
0.761 ± 0.006
0.764 ± 0.003
0.797 ± 0.004
0.808 ± 0.002
0.811 ± 0.001
0.811 ± 0.0

spectral

0.547 ± 0.004
0.557 ± 0.004
0.565 ± 0.0
0.565 ± 0.0
0.623 ± 0.004
0.622 ± 0.002
0.622 ± 0.001
0.621 ± 0.001
0.752 ± 0.008
0.759 ± 0.007
0.764 ± 0.003
0.764 ± 0.002
0.81 ± 0.001
0.811 ± 0.001
0.811 ± 0.0
0.811 ± 0.0

spectral
kmeans:mdl
0.543 ± 0.054
0.658 ± 0.009
0.533 ± 0.001
0.533 ± 0.001
0.68 ± 0.022
0.679 ± 0.029
0.614 ± 0.012
0.568 ± 0.005
0.696 ± 0.016
0.678 ± 0.017
0.657 ± 0.013
0.646 ± 0.014
0.761 ± 0.017
0.742 ± 0.018
0.738 ± 0.023
0.727 ± 0.019

kmeans:top
0.99 ± 0.01
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
0.874 ± 0.056
0.733 ± 0.103
0.684 ± 0.043
0.584 ± 0.038
0.862 ± 0.06
0.59 ± 0.008
0.59 ± 0.003
0.59 ± 0.016
0.94 ± 0.024
0.92 ± 0.053
0.887 ± 0.056
0.795 ± 0.092

lmclus:ib
0.266 ± 0.168
0.348 ± 0.108
0.307 ± 0.111
0.333 ± 0.054
0.318 ± 0.211
0.478 ± 0.065
0.471 ± 0.036
0.418 ± 0.046
0.096 ± 0.096
0.59 ± 0.036
0.56 ± 0.033
0.558 ± 0.019
0.0 ± 0.0
0.648 ± 0.036
0.618 ± 0.023
0.607 ± 0.017

kmeans:mdl
0.474 ± 0.047
0.517 ± 0.028
0.533 ± 0.002
0.534 ± 0.001
0.603 ± 0.075
0.676 ± 0.035
0.661 ± 0.034
0.614 ± 0.008
0.571 ± 0.168
0.715 ± 0.029
0.673 ± 0.013
0.655 ± 0.014
0.687 ± 0.114
0.753 ± 0.024
0.743 ± 0.017
0.738 ± 0.024

kmeans:top
0.91 ± 0.024
0.962 ± 0.024
1.0 ± 0.0
1.0 ± 0.0
0.858 ± 0.067
0.788 ± 0.123
0.729 ± 0.086
0.621 ± 0.043
0.583 ± 0.005
0.587 ± 0.002
0.59 ± 0.003
0.59 ± 0.009
0.917 ± 0.035
0.935 ± 0.029
0.882 ± 0.092
0.823 ± 0.064

lmclus:ib
0.004 ± 0.004
0.373 ± 0.151
0.327 ± 0.104
0.301 ± 0.087
0.0 ± 0.0
0.415 ± 0.168
0.454 ± 0.106
0.483 ± 0.063
0.0 ± 0.0
0.582 ± 0.073
0.602 ± 0.029
0.577 ± 0.038
0.0 ± 0.0
0.674 ± 0.037
0.63 ± 0.026
0.612 ± 0.024

kmeans:mdl
0.445 ± 0.058
0.478 ± 0.05
0.661 ± 0.007
0.534 ± 0.002
0.603 ± 0.054
0.637 ± 0.048
0.667 ± 0.037
0.625 ± 0.014
0.53 ± 0.069
0.682 ± 0.085
0.681 ± 0.012
0.66 ± 0.013
0.503 ± 0.121
0.615 ± 0.157
0.746 ± 0.018
0.731 ± 0.015

kmeans:top
0.844 ± 0.024
0.91 ± 0.023
1.0 ± 0.0
1.0 ± 0.0
0.706 ± 0.111
0.794 ± 0.111
0.695 ± 0.07
0.645 ± 0.054
0.569 ± 0.004
0.581 ± 0.004
0.59 ± 0.003
0.59 ± 0.003
0.84 ± 0.072
0.912 ± 0.032
0.883 ± 0.062
0.812 ± 0.072

lmclus:ib
0.0 ± 0.0
0.299 ± 0.275
0.22 ± 0.194
0.306 ± 0.13
0.0 ± 0.0
0.463 ± 0.122
0.446 ± 0.114
0.47 ± 0.07
0.0 ± 0.0
0.584 ± 0.076
0.568 ± 0.055
0.558 ± 0.038
0.0 ± 0.0
0.683 ± 0.042
0.644 ± 0.038
0.633 ± 0.028

( C ) High noise level, ε = 0.3

kmeans:ib
0.395 ± 0.073
0.404 ± 0.096
0.192 ± 0.192
0.0 ± 0.0
0.431 ± 0.12
0.416 ± 0.136
0.516 ± 0.093
0.584 ± 0.015
0.627 ± 0.022
0.632 ± 0.02
0.616 ± 0.051
0.413 ± 0.146
0.694 ± 0.008
0.703 ± 0.013
0.713 ± 0.014
0.686 ± 0.045

( B ) Moderate noise level, ε = 0.2

kmeans:ib
0.407 ± 0.084
0.212 ± 0.212
0.0 ± 0.0
0.0 ± 0.0
0.423 ± 0.135
0.402 ± 0.153
0.558 ± 0.032
0.589 ± 0.009
0.635 ± 0.025
0.649 ± 0.025
0.43 ± 0.184
0.446 ± 0.121
0.709 ± 0.016
0.699 ± 0.019
0.711 ± 0.019
0.691 ± 0.05

( A ) Low noise level, ε = 0.1

kmeans:ib
0.192 ± 0.192
0.001 ± 0.001
0.0 ± 0.0
0.0 ± 0.0
0.409 ± 0.065
0.41 ± 0.059
0.584 ± 0.008
0.589 ± 0.007
0.626 ± 0.034
0.568 ± 0.112
0.387 ± 0.183
0.366 ± 0.07
0.709 ± 0.013
0.713 ± 0.014
0.715 ± 0.024
0.708 ± 0.031

plmc
lmclus:mdl
0.0 ± 0.0
0.459 ± 0.185
0.528 ± 0.059
0.5 ± 0.032
0.0 ± 0.0
0.604 ± 0.068
0.663 ± 0.033
0.614 ± 0.02
0.0 ± 0.0
0.653 ± 0.101
0.697 ± 0.02
0.691 ± 0.016
0.0 ± 0.0
0.621 ± 0.167
0.739 ± 0.036
0.719 ± 0.005

plmc
lmclus:mdl
0.249 ± 0.249
0.492 ± 0.078
0.532 ± 0.034
0.476 ± 0.025
0.0 ± 0.0
0.659 ± 0.038
0.639 ± 0.03
0.584 ± 0.021
0.0 ± 0.0
0.706 ± 0.03
0.694 ± 0.017
0.661 ± 0.01
0.0 ± 0.0
0.75 ± 0.052
0.734 ± 0.017
0.711 ± 0.008

plmc
lmclus:mdl
0.528 ± 0.049
0.539 ± 0.036
0.456 ± 0.034
0.424 ± 0.018
0.628 ± 0.052
0.638 ± 0.032
0.585 ± 0.024
0.547 ± 0.01
0.668 ± 0.069
0.692 ± 0.016
0.656 ± 0.012
0.632 ± 0.011
0.0 ± 0.0
0.742 ± 0.022
0.716 ± 0.016
0.69 ± 0.015

lmclus:top
0.0 ± 0.0
0.963 ± 0.027
1.0 ± 0.0
0.561 ± 0.257
0.0 ± 0.0
0.723 ± 0.054
0.805 ± 0.169
0.734 ± 0.059
0.0 ± 0.0
0.581 ± 0.011
0.656 ± 0.068
0.672 ± 0.088
0.0 ± 0.0
0.932 ± 0.041
0.747 ± 0.031
0.716 ± 0.146

lmclus:top
0.585 ± 0.389
0.99 ± 0.01
0.782 ± 0.218
0.53 ± 0.213
0.0 ± 0.0
0.981 ± 0.015
0.761 ± 0.109
0.734 ± 0.121
0.0 ± 0.0
0.653 ± 0.069
0.675 ± 0.085
0.64 ± 0.118
0.0 ± 0.0
0.945 ± 0.05
0.713 ± 0.032
0.703 ± 0.072

lmclus:top
0.99 ± 0.01
0.99 ± 0.01
0.768 ± 0.232
0.44 ± 0.09
0.823 ± 0.168
0.734 ± 0.181
0.734 ± 0.177
0.606 ± 0.128
0.587 ± 0.394
0.651 ± 0.061
0.628 ± 0.03
0.604 ± 0.016
0.0 ± 0.0
0.718 ± 0.198
0.674 ± 0.011
0.649 ± 0.022

mfa:ib
0.36 ± 0.122
0.416 ± 0.089
0.202 ± 0.2
0.195 ± 0.189
0.502 ± 0.054
0.546 ± 0.042
0.567 ± 0.074
0.597 ± 0.052
0.601 ± 0.019
0.627 ± 0.024
0.639 ± 0.029
0.617 ± 0.037
0.673 ± 0.016
0.701 ± 0.015
0.71 ± 0.014
0.702 ± 0.022

mfa:ib
0.396 ± 0.106
0.381 ± 0.141
0.195 ± 0.182
0.187 ± 0.186
0.533 ± 0.051
0.556 ± 0.056
0.59 ± 0.054
0.597 ± 0.048
0.622 ± 0.03
0.641 ± 0.03
0.625 ± 0.038
0.57 ± 0.067
0.696 ± 0.014
0.712 ± 0.014
0.707 ± 0.02
0.71 ± 0.02

mfa:ib
0.202 ± 0.018
0.199 ± 0.023
0.189 ± 0.189
0.0 ± 0.0
0.595 ± 0.046
0.609 ± 0.035
0.544 ± 0.071
0.583 ± 0.03
0.641 ± 0.034
0.642 ± 0.041
0.604 ± 0.056
0.465 ± 0.155
0.716 ± 0.012
0.719 ± 0.015
0.716 ± 0.016
0.715 ± 0.019

mfa:mdl
0.468 ± 0.048
0.52 ± 0.042
0.614 ± 0.053
0.535 ± 0.004
0.609 ± 0.067
0.584 ± 0.076
0.667 ± 0.028
0.63 ± 0.019
0.508 ± 0.173
0.683 ± 0.056
0.693 ± 0.015
0.67 ± 0.017
0.638 ± 0.155
0.738 ± 0.073
0.769 ± 0.026
0.74 ± 0.009

mfa:mdl
0.52 ± 0.042
0.518 ± 0.044
0.566 ± 0.035
0.534 ± 0.001
0.582 ± 0.081
0.643 ± 0.048
0.65 ± 0.028
0.601 ± 0.017
0.699 ± 0.07
0.709 ± 0.026
0.678 ± 0.015
0.651 ± 0.016
0.75 ± 0.056
0.77 ± 0.035
0.758 ± 0.019
0.74 ± 0.01

mfa:mdl
0.614 ± 0.054
0.612 ± 0.055
0.534 ± 0.002
0.533 ± 0.001
0.635 ± 0.042
0.669 ± 0.021
0.615 ± 0.017
0.598 ± 0.007
0.708 ± 0.019
0.693 ± 0.017
0.665 ± 0.016
0.645 ± 0.016
0.768 ± 0.022
0.778 ± 0.027
0.75 ± 0.016
0.737 ± 0.013

TABLE 8.2: The clustering NMI medians for the different clustering algorithms.

mfa:top
0.908 ± 0.017
0.99 ± 0.01
1.0 ± 0.0
1.0 ± 0.0
0.667 ± 0.065
0.723 ± 0.069
0.894 ± 0.102
0.707 ± 0.071
0.572 ± 0.009
0.582 ± 0.007
0.59 ± 0.009
0.59 ± 0.026
0.866 ± 0.054
0.941 ± 0.039
0.999 ± 0.001
0.908 ± 0.069

mfa:top
0.99 ± 0.01
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
0.737 ± 0.088
0.975 ± 0.021
0.794 ± 0.113
0.654 ± 0.078
0.582 ± 0.007
0.586 ± 0.007
0.59 ± 0.017
0.59 ± 0.032
0.978 ± 0.013
0.995 ± 0.003
1.0 ± 0.0
0.955 ± 0.045

mfa:top
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
0.994 ± 0.006
0.986 ± 0.014
0.698 ± 0.055
0.596 ± 0.042
0.59 ± 0.008
0.59 ± 0.013
0.686 ± 0.096
0.59 ± 0.007
0.999 ± 0.001
1.0 ± 0.0
1.0 ± 0.0
1.0 ± 0.0
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Following the experimental protocol, see Section 8.2, we per-

form parameter sensitivity experiments and collected the clusterings NMI scores for
every point of the experimental parameters space.

( A ) c = 2, d = 2, ε = 0.1

( B ) c = 3, d = 2, ε = 0.3

F IGURE 8.6: The NMI scores and the sizes of clusterings produced with
the different cover size, the cover generation algorithms, and the metaclustering heuristics for the 2D “Moons” dataset with 2 low noise true clusters
(a) and the dataset with 3 high noise clusters (b).

We start our analysis of the clustering results of the low-dimensional datasets with
the small number of the true clusters, c = 2, see Fig. 8.6. Starting from the cluster
cover size of 4c, the performance of all agglomerative heuristics remained stable. The
best performance was shown by the topological heuristic, followed by the MDL and
IB heuristics. While the MDL heuristic slightly overestimates number of cluster in the
dataset, the IB heuristic constantly achieves has poor performance and falls into the
local minimum, and fail to aggregate the cover clusters, which results in the metaclusters comparable to the initial composition of the cover. The clusterings constructed
with the MFA cluster covers tend to outperform the k-Means covers, especially for the
small size covers. For all heuristics and cover constructions, the resulting NMI scores
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show very low variance. With the increase of the noise in the datasets, and the cover
size, all algorithms become unstable showing a large variance in the resulting NMI
scores with the low variance in the clustering size. This indicates the randomness of
the clustering composition dictated by the inherent noise in the datasets. Again, the IB
heuristic shows poor performance and the large size resulting clusterings. Beginning
from the cluster cover size of 6c, the NMI performance slightly drops and the variance
increases.

( A ) c = 2, d = 14, ε = 0.1

( B ) c = 2, d = 14, ε = 0.3

F IGURE 8.7: The NMI scores and the sizes of clusterings produced with
the different cover size, the cover generation algorithms, and the metaclustering heuristics for 14D “Moons” dataset with 2 clusters with the low
noise (a) and the high noise (b) settings.

As we increase the number of the dimensions of the dataset, we see more variance
in the clustering NMI scores, especially for the large cover sizes. The topological agglomeration heuristic continues to outperform other heuristic types.The MDL and the
IB heuristic begin to capture the large size metaclusterings as in the case of the high
noise scenario. With the increase of the noise in the high-dimensional datasets, the
performance results do not change much. They continue to stay of the similar level as
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in the case of the low noise scenario. However, the NMI score variance continue to increased for the large cover sizes, which indicates the minor instability the optimization
schema for the high-dimensional data.

( A ) c = 7, d = 2, ε = 0.1

( B ) c = 7, d = 2, ε = 0.3

F IGURE 8.8: The NMI scores and the sizes of clusterings produced with
the different cover size, the cover generation algorithms, and the metaclustering heuristics for 2D “Moons” dataset with 7 clusters with the low
noise (a) and the high noise (b) settings.

As we increase the number of the true clusters, c, in the low noise datasets, we see
the same high performance with the cluster cover size of 4c or higher. The topological heuristic continues to show the highest results, followed by MDL heuristics. The
MDL heuristic stabilizes its NMI score performance but the size of the metaclustering
slightly grows for the large cover sizes. The IB heuristic show the high sensitivity to the
cover size, showing the worst NMI scores with the resulting metaclustering size comparable to the size of the original cluster cover. The MFA and the k-Means cover constructions generate the covers that show similar performance while the MFA slightly
outperforming k-Means covers for the smaller cover sizes. The NMI score variance and
the metaclustering size variance becomes larger with increase of the cluster cover size.
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This indicates the algorithm’s inability agglomerate cover parts, but these cover parts
are correctly placed within the boundaries of the original data clusters.
If we try to increase noise in the datasets, the large cover sizes visibly degrade performance of every heuristic and cover construction algorithms. The topological heuristic still shows highest NMI scores as well as nearly optimal number of clusters in [3, 5]c
range for MFA and k-Means cover constructions. The IB heuristic shows poor performance. It again cannot capture the correct metaclustering composition resulting in
early termination of the agglomeration process. Notably, the MDL heuristic generates
final metaclustering with the size that is very close to the original dataset clustering,
but the composition of these clusters is very different from original which is indicated
by the low NMI score.
The additional results for the different structural, dimensional, and nosiness settings are presented in Section B.4.3.
The parametric sensitivity analysis concluded that the cluster cover size plays important role in the performance of the metaclustering algorithm. The small and large
size covers tend to substantially degrade performance. The recommended size of the
cover should be in range [3, 6]c, where c is a number of the true clusters in the datasets.
The choice of the cover construction algorithm doesn’t affect the final clustering performance. Though, the faster k-Means cover construction algorithm provides worse results for the noisy datasets compared to the slower MFA cover construction. The topological agglomerative heuristic outperforms the information-theoretical based, MDL
and IB, heuristics for all structural, dimensional, and noisiness types of datasets.
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Real-world datasets

Climatological Data Clustering
Following the experimental protocol for the climatological data clustering, described
in Section 8.2.2, we performed a comparative performance study of our metaclustering
algorithm.

F IGURE 8.9: Log-likelihood value of the climatological data clusterings
generated by the different clustering algorithms.

We clustered the climatological data under the different settings of the metaclustering algorithm: various cover construction methods, different cover sizes, and metaclustering aggregation procedures. The goodness-of-fit of resulting clusterings was
evaluated as a total log-likelihood value of the constructed clustering model, see Fig. 8.9.
All metaclusterings show successful agglomeration of the various covers resulting
in the reduction of the original cluster cover size by 2-3 times, which is indicated by
the span of the likelihood graphs given the original parameters of the cluster cover
constructions, see Section 8.2.2.
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The likelihood estimate graph of the baseline k-Means clustering has an inflection
point ("elbow") around 34 clusters after which the likelihood measure growths slower.
Such change in the goodness-of-fit measure can be viewed as an indication of the
correct parameter choice [1]. We also fitted the clusterings produced by the original
LMCLUS algorithm [44] and its improved version with MDL heuristic [45], see Section 6.3.2, into the corresponding GMM models. The resulting likelihood values are
located close to the "elbow" point of the k-Means likelihood graph.
The clusterings constructed with the k-Means covers significantly outperformed
MFA cover constructions, as well as the baseline algorithm, producing more smaller
size clusterings with the higher likelihood values.
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( A ) k-Means cover, k = 108, topological
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( B ) k-Means cover, k = 108, MDL

F IGURE 8.10: The example of climatological data clustering using PLM
clustering algorithm with the same k-Means clustering cover, and the different metaclustering heuristics: topological (a) and MDL (b). Note: There
is no correspondence between colors on displayed plots.

It is worth to notice the behavior of the different agglomerative heuristics. We used
the same k-Means clustering cover with 108 clusters, k = 108 for the metaclustering algorithm. The topological heuristic generated 43 clusters. This clustering is composed

180
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of one large cluster with a many small ones, see Fig. 8.10a. The nature of the topological agglomeration dictates gradual aggregation of the clusters in the one ultimate
connected component. If the connected components can be clearly distinguished and
well separated, this heuristic assigns each component to a separate clusters regardless
of the component shape.
In case of the climatological data, we have the large bulk of the data shaped as a one
large connected component with multiple flares representing different climate zones.
For such data, the MDL heuristic is suited better as it tries to agglomerate clusters to
minimize their description length. This leads to aggregation of the small clusters in the
beginning of the agglomeration procedure, until the point when the aggregation is no
longer possible due to a large increase in the description length when the large clusters
combine. As the result, the MDL heuristic generated 44 clusters, see Fig. 8.10b, which
are closely aligned with the Köppen-Geiger classification Fig. B.11e.
The above performance analysis shows that our metaclustering algorithm provides
clusterings structurally similar to the baseline, and outperforms it with the large goodnessof-fit measure indicating a better clustering model for the climatological data.

Image Data Clustering
MNIST Following the experimental protocol for the image data clustering, described
in Section 8.2.2, we performed a comparative performance study of our metaclustering
algorithm.
The clustering of the UMAP-reduced MNIST dataset show that the metaclustering heuristic was able to correctly identify correct number of clusters in the dataset,
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and show the goodness-of-fit performance similar to the methods that require a priori
knowledge about dataset structure in advance.
The results of these experiments show that a 12% sample was sufficient to achieve
a good quality clustering model that is able to compete with the baseline parametric
and non-parametric clustering methods, see the top part of Table 8.3. Moreover, when
the metaclustering algorithm compared to the algorithm that similarly infers the final clustering structure, the Bayesian parametric clustering algorithm (DPGMM), the
PLM metaclustering algorithm show much higher goodness-of-fit scores, see the bottom part of Table 8.3. The choice of the parametric (GMM) or the non-parametric (kMeans) cover construction algorithms has minor impact, around 1% difference, on the
final NMI score statistic. Both cover constructions allow to achieve high performance.
Algorithm
kmeans
gmm
dpgmm
plmc+gmm
plmc+kmeans

Training
0.861 ± 0.010
0.914 ± 0.001
0.542 ± 0.087
0.889 ± 0.026
0.898 ± 0.015

NMI
Sample
0.866 ± 0.015
0.914 ± 0.006
0.544 ± 0.086
0.891 ± 0.027
0.901 ± 0.014

Testing
0.852 ± 0.010
0.900 ± 0.001
0.532 ± 0.086
0.877 ± 0.025
0.885 ± 0.014

TABLE 8.3: Median and MAD of NMI clustering scores for the reduced
MNIST dataset. Scores provided for the sample of the training dataset,
the whole training and the testing datasets.

Fig. 8.11 shows the performance characteristics of a sample metaclustering during
the aggregation step of the PLM algorithm. The metaclustering algorithm correctly
identifies clustering with 10 metaclusters which has the minimal value of the MDL
score which is also coincides with the maximal NMI score.
Similar results are achieved for the clustering of the UMAP-reduced Fashion-MNIST
dataset, which has more complex original clustering structure.
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MDL

F IGURE 8.11: MDL and NMI scores at the various stages of PLMC algorithm metaclustering aggregation of MNIST dataset cover clustering.

PenDigits Following the experimental protocol for the image data clustering, described in Section 8.2.2, we performed a comparative performance and stochastic sensitivity study of our metaclustering algorithm.
The experimental results show that our metaclustering algorithm is able discover
the correct number of clusters in the reduced and original datasets, and show the similar prediction accuracy as the baseline algorithms without prior information about
structure of the dataset. Moreover, experiments show the evidence of higher accuracy for the models constructed for the original high-dimensional version dataset over
baseline algorithms, see Table 8.5.
The DPGMM clustering showed better accuracy for high-dimensional setup, but
produced clusterings with much larger size then the original number of classes in the
dataset. Using the DPGMM clustering for a cover construction in combination with
topology-based agglomeration heuristic allowed substantially decrease size of the final
clusterings without loss of the goodness-of-fit performance.

Chapter 8. Analyses of Piecewise Linear Manifold Clustering

Algorithm
kmeans
gmm
dpgmm
plmc+gmm
plmc+kmeans

Training
0.870 ± 0.009
0.913 ± 0.000
0.533 ± 0.111
0.872 ± 0.017
0.775 ± 0.115

NMI
Sample
0.873 ± 0.015
0.915 ± 0.004
0.531 ± 0.108
0.875 ± 0.016
0.773 ± 0.126
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Testing
0.862 ± 0.007
0.904 ± 0.000
0.529 ± 0.109
0.862 ± 0.018
0.767 ± 0.114

TABLE 8.4: Median and MAD of NMI clustering scores for the reduced
Fashion-MNIST dataset. Scores provided for the sample of the training
dataset, the whole training and the testing datasets.

In general, our algorithm showed more accuracy variations, as the dimension of
the dataset increased. Moreover, the NMI score variance is larger than of the baseline
algorithms, and can be decreased by selection of the different cluster cover algorithm.
When GMM or DPGMM clustering used for construction of the cluster cover, the results of the metaclustering accuracy significantly improved compared to the k-Means
cover construction.
When tested on the reduced dimensionality datasets, our metaclusters showed
slightly worse performance then the base line algorithms. This effect may be explained
by the specifics of the topological agglomeration heuristic applied to the dimensionally
reduced embedding. The UMAP algorithm produces low-dimensional spectral embedding that contains multiple compact clusters of various size spread around as the
result of the global layout optimization of the dataset topological representation, see
Fig. 8.12a. The difference in the cluster size, affects the construction of the cluster cover
in which the large clusters produce models with large variance, and create larger hyperellipsoidal balls, see Eq. (3.7), which, in turn, create more simplices connected with
this model in the PLM complex, see Fig. 8.12b. The resulting dense subcomplexes realized as the model mixtures by the topological agglomeration. However, MDL values of
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Algorithm
kmeans
gmm
dpgmm
plmc+dpgmm
plmc+gmm
plmc+kmeans
kmeans
gmm
dpgmm
plmc+dpgmm
plmc+gmm
plmc+kmeans
kmeans
gmm
dpgmm
plmc+dpgmm
plmc+gmm
plmc+kmeans

Dim

Clusters

2
2
2
2
2
2
8
8
8
8
8
8
16
16
16
16
16
16

10.0 ± 0.0
10.0 ± 0.0
11.0 ± 0.5
2.0 ± 0.0
9.0 ± 0.0
8.0 ± 1.0
10.0 ± 0.0
10.0 ± 0.0
16.0 ± 1.0
10.0 ± 1.0
8.0 ± 1.0
3.0 ± 1.0
10.0 ± 0.0
10.0 ± 0.0
35.0 ± 0.0
14.0 ± 6.0
8.5 ± 3.5
9.5 ± 5.5

Train
0.847 ± 0.000
0.858 ± 0.000
0.556 ± 0.068
0.333 ± 0.000
0.837 ± 0.003
0.780 ± 0.053
0.846 ± 0.000
0.842 ± 0.002
0.739 ± 0.045
0.817 ± 0.024
0.782 ± 0.014
0.405 ± 0.123
0.688 ± 0.009
0.684 ± 0.016
0.749 ± 0.007
0.748 ± 0.043
0.638 ± 0.095
0.691 ± 0.094

NMI
Test
0.838 ± 0.000
0.848 ± 0.000
0.570 ± 0.064
0.345 ± 0.000
0.835 ± 0.000
0.791 ± 0.044
0.860 ± 0.000
0.842 ± 0.000
0.751 ± 0.042
0.836 ± 0.020
0.798 ± 0.008
0.416 ± 0.122
0.689 ± 0.011
0.654 ± 0.025
0.751 ± 0.008
0.750 ± 0.036
0.650 ± 0.090
0.690 ± 0.089
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Test Min/Max
(0.815, 0.849)
(0.836, 0.848)
(0.212, 0.736)
(0.345, 0.779)
(0.714, 0.849)
(0.100, 0.849)
(0.770, 0.860)
(0.824, 0.844)
(0.503, 0.859)
(0.589, 0.861)
(0.234, 0.872)
(0.100, 0.872)
(0.650, 0.716)
(0.579, 0.775)
(0.718, 0.778)
(0.331, 0.820)
(0.090, 0.763)
(0.096, 0.818)

TABLE 8.5: Median and MAD number of clusters, NMI median and
MAD values, and NMI minimum and maximum for the testing dataset
part for clusterings of the “PenDigits” of various dimensionality.

such mixtures are lower then of the single distribution over the agglomerated clusters’
points because of the lower normalized likelihood values of the mixture. This leads to
the metaclustering configuration minimal MDL value but suboptimal goodness-of-fit
score and the clustering configuration, see Fig. 8.12d.
The clustering experiments on the real imaging datasets showed the good and stability of the PLM metaclustering algorithm. The produced metaclustering models allow to achieve high accuracy levels in the prediction task, discover and capture global
structural properties of the datasets. The performance comparison provides evidence
that PLM metaclustering has comparable accuracy performance, without any specific
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( A ) Original dataset 2D embedding
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( B ) PLMC-GMM, 7 clusters

MDL

( C ) PLMC-GMM, 13 clusters

( D ) PLMC-GMM, MDL vs NMI scores

F IGURE 8.12: PLM clustering (b) of the “PenDigits” dataset 2D UMAP
embedding (a), and its MDL agglomeration profile with corresponding
NMI score (d). Cluster colors are not related.

information about structure of the data, to the baseline model-based algorithms, that
rely on such structural knowledge. Moreover, the metaclustering model capture not
only geometrical and statistical properties of the data, but also its topological structure.
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Chapter 9

Conclusion and Future Work
9.1

Conclusion

In this thesis, we investigated the clustering problem that uses geometric, probabilistic
and topological properties of the data, in order to discover piecewise linear structures
in the data, define their probabilistic models for improve efficiency of the clustering optimization and classification problems in many examples. In Chapter 2, the model-base
interpretation of the metaclustering was given as a hierarchy of the Gaussian mixture
models. In Chapter 3 and Chapter 4, we proved that a simplicial structure of over
the Gaussian models of the data clusters, represents truthful realization of the data
underlying topology. Additionally, in Chapter 5 and Chapter 6, we presented a novel
technique for evaluation of the goodness-of-fit of the nonlinear cluster structures based
on the Minimum Description Length principle, and tested it in combination with the
LMCLUS clustering algorithm on the climatological data, showing its effectiveness of
the technique to recognize poorly developed clusters. Finally, in Chapter 7 and Chapter 8, we presented the hierarchical model-based PLM metaclustering algorithm and
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three different heuristics: the topology-based agglomeration, the minimum description length difference agglomeration, and information bottleneck agglomeration. We
discussed the use of these heuristics to improve the clustering optimization problem.
Through the series of the experiments, we compared and discussed performance on the
synthetic, real climatological and image data, and showed the benefits and limitations
of the novel clustering technique.
Therefore, according to the presented results, it is possible to conclude that the PLM
metaclustering approach allows to learn correctly geometric and topological structure
of the data, and provides a superior nonlinear model-base representation for unsupervised data classification.

9.2

Future Work

We now briefly discuss several avenues of work to extend and improve the piecewise
linear manifold metaclustering.
• High-order homologies - in the topological agglomerative heuristic, we relied
only on the zero homology group of the PLM complex which gave a connected
component description, but we may look for high-order homology groups for
insights of the more coherent regions within the data as an indication for the
cluster structures, especially when there is no clear presence of the disconnected
components.
• Generalized PLM complex - while constructing PLM complex, we use only one
parameter that determines the size of the hyperellipsoidal cell, which is the same
for the all cells in the cluster cover. Because the hyperellipsoidal cell construction
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relies of the covariance of the clusters, we, in effect, tie the covariances of the various clusters together, introducing additional constraint on the structure of the
data clustering. Using generalized PLM complex, that is created from the hyperellipsoidal cells of the different sizes, would allow to overcome limitations of the
standard PLM complex and improve the efficiency of the final metaclustering.
Naturally, this increase the complexity of the clustering combinatorial problem
by introducing additional parameters, which brings the next topic.
• Stochastic gradient descent (SGD) optimization - for evaluating clustering goodnessof-fit, we used the MDL score and the model regret which can naturally serve as
a loss function for the SGD optimization. Usage of the SGD optimization allows
to transform the combinatorial clustering optimization to the empirical risk minimization problem which would allow to use large number of the existed optimization techniques and heuristics to improve on combinatorial heuristic performance for clustering discovery. Moreover, new format of the optimization problem will allow to introduce more parameters in the model specification besides
point similarity.
• Deep clustering - in Section 8.3.2, we observed degradation in the prediction accuracy as the dimensionality of the dataset increased. For the high-dimensional
data, it would be hard to achieve high accuracy score without initial dimensionality reduction. Instead of relying on the external dimensionality reduction algorithms, such as PCA or UMAP, it’s possible to integrate the clustering techniques
into the deep autoencoder learning pipeline, see [112], by integrating the MDLbased criteria into the backpropagation to learn the mapping of a deep neural
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network. Moreover, the topological PLM characterization can be directly applied
to the latent space of the variational autoencoders [55] to improve learning process by directing the sampling strategies using discovered topological structure.
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Appendix A

Algebraic Topology
A.1

Topological Spaces

This section provides additional concepts from the algebraic topology. A more detailed
review of these concepts usually are provided by the standard textbooks such as [74,
73].
Definition A.1.1 (Open set [74]). A subset U of a topological space X with topology τ
is an open set of X if U belongs to τ.
Corollary A.1.1 (Close set [74]). A subset U of a topological space X is said to be closed
if the set X − U is open.
Definition A.1.2 (Hausdorff space). A topological space X is said to be Hausdorff if
given distinct x, y ∈ X, there exist disjoint open sets U, V ∈ Rn , i.e. U ∩ V = ∅, such
that x ∈ U and y ∈ V.
Definition A.1.3 (Neighborhood [33]). A subset S of a topological space X is a neighborhood of a point x if there is an open set U such that x ∈ U and U ⊂ S.
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Definition A.1.4 (Interior [33]). Let S be a subset of a topological space X. A point
x ∈ X is an interior point of S if S is a neighborhood of x. The set of interior points of S
is called the interior of S and is denoted by int(S), int(S) ⊂ S.
Definition A.1.5 (Closure [33]). Let S be a subset of a topological space X. A point
x ∈ X is adherent to a subset S if S meets every neighborhood of x. Any point of S is
then adherent to S. The closure of S, denoted by S, is the set of points in X which are
adherent to S, S ⊂ S.
Definition A.1.6 (Boundary [33]). Let S be a subset of a topological space X. A point
x ∈ X is a boundary point of a subset S if x is adherent both to S and to X\S. The
boundary of S, denoted by ∂S, is the set of boundary points of S, such that ∂S = S ∩ X\S.
Definition A.1.7 (Path Connectedness [33]). A topological space X is path-connected if
for every two points x, y ∈ X, there is a path p from x to y, i.e. a continuous map p :

[0, 1] → X with p(0) = x and p(1) = y. Path-connected spaces are always connected.
Definition A.1.8 (Metric space). A metric space is a pair ( X, d) where X is a set and d
is a metric, i.e. a (distance) function d : X × X → R+ such that for all x, y, z ∈ X, the
following conditions are satisfied:
• Non-negativity: d( x, y) ≥ 0
• Identity of indiscernibles: d( x, y) = 0 iif x = y
• Symmetry: d( x, y) = d(y, x )
• Subadditivity: d( x, z) ≤ d( x, y) + d(y, z)
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Manifolds

In this section we will define a notion of a manifold and its various forms and properties. First, we look at a simple manifold form - linear manifold.
Definition A.2.1 (Linear manifold [42]). A non-empty subset L of a vector space V is a
linear manifold if along with every pair, x and y, of vectors contained in L, every linear
combination αx + βy is also contained in L.
Definition A.2.2 (Linear manifold). Let L be a linear manifold of a vector space V if and
only if for some v ∈ V and subspace S of V, S ⊂ V, it is defined as follows:
L = { x ∈ V| x = v + s, s ∈ S}

(A.1)

More complex manifold forms are described in differentiable geometry or algebraic
topology. Prior to defining other types of manifolds, we require to define a relation for
describing intrinsic topological equivalence.
Definition A.2.3 (Homeomorphism). A bijective map that is continuous in both directions is a homeomorphism.
Definition A.2.4 (Topological manifold [71]). A Hausdorff space M is a N-dimensional
topological manifold if for any arbitrary x ∈ M there is homeomorphism φ : U →
φ(U ) ⊆ R N , where U is an open neighborhood of x in M and φ(U ) is an open subset
in R N .
Definition A.2.5. The pair (U, φ) is referred as a coordinate chart of M.
A neighborhood of any subset S of X is defined to be an open set of X containing S.
More specifically, the neighborhood is either an open ball BeN ( x ) or, equivalently, open
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cube CeN ( x ) defined for any e > 0 as
CeN ( x ) = {y ∈ R N | | xi − yi | < e, i = 1, . . . , n}

(A.2)

Definition A.2.6 (Atlas [71]). Let M be a topological manifold. A family of coordinate
charts (Ui , φi )i∈ I , where I is an index set, is called an atlas of M, if {Ui }i∈ I is an open
covering of M, s.t. M = ∪i∈ I Ui . An atlas is said to be complete if it is maximal.
Let (U1 , φ1 ) and (U2 , φ2 ) be a pair of N-dimensional coordinate charts with U1 ∩
U2 = ∅. Then the overlap function between the coordinate charts is the map φ2 ◦ φ1−1
from the open subset φ1 (U1 ∩ U2 ) ⊂ R N onto the open subset φ2 (U1 ∩ U2 ) ⊂ R N [50].
A function f : U → R defined on an open set U of R N is of Cr -class if all partial
derivatives
∂α1 +···+αn f
(∂x1 )α1 . . . (∂xn )αn

(αi ≥ 0, α1 + · · · + αn ≤ r )

up to order r exist and are continuous. Such function is called a Cr -function. The function f is said to be of class C ∞ , or smooth, if it can be differentiated freely.
Definition A.2.7 (Diffeomorphism). If Ui and Uj are open sets in R N , a differentiable
function (C ∞ -function) φ : Ui → Uj with a differentiable inverse φ−1 : Uj → Ui is
called a diffeomorphism.
The mappings φij = φj ◦ φi−1 : φi (Uij ) → φj (Uij ), where Uij = Ui ∩ Uj , are called
transition maps of the atlas (Ui )i∈ I . If each transition map φij of the atlas is Cr -diffeomorphism then the atlas is a Cr -atlas.
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Definition A.2.8 (Differentiable Manifold). A complete C ∞ -atlas for manifold M is
called a C ∞ -differential structure. The manifold M with such structure is called a C ∞ differential, or smooth, manifold.
Definition A.2.9 (Tangent vector). Let M be a C k -manifold of dimension n, with k ≥ 1,
and for any p ∈ M. Consider the triple, (U, φ, u), where (U, φ) is any chart at p, and
u is any vector in R N . Say that two such triples (U, φ, u) and (V, ψ, v) are equivalent if
and only if

(ψ ◦ φ−1 )0φ( p) (u) = v
A tangent vector to M at p is an equivalence class of triples, [(U, φ, u)], for the above
equivalence relation.
A tangent space to M at p, Tp M, is the set of all tangent vectors at p. A normal space
is defined to be the orthogonal complement of Tp M in R N [64].
Definition A.2.10 (Embedding). An embedding f : X → Y is a map whose restriction
to its image f ( X ) is a homeomorphism.
Definition A.2.11 (Riemannian manifold [72]). Let M be a differentiable k-manifold.
A Riemannian metric assigns to each p a positive-definite inner product g p : Tp (M) ×
Tp (M) → R, and it’s required to be of class C ∞ . A smooth manifold M equipped with
a Riemannian metric g is called a Riemannian manifold, and denoted by (M, g).

A.3

Simplicial Homology

This section provides additional concepts from simplicial homology. A more detailed
review of these concepts usually provided by the standard textbooks such as [73, 48].
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We begin by defining simplicial complexes by means of geometry and topology.
Definition A.3.1 (Geometric Independence [73]). Given a set S = { p0 , p1 , . . . , pk } ⊆
R N , S is said to be geometrically independent if and only if for any ti ∈ R, the equations
n

∑ ti = 0

n

and

i =0

∑ ti pi = 0

i =0

imply that t0 = t1 = · · · = tn = 0.
Definition A.3.2 (n-simplex [73]). Let { p0 , p1 , . . . , pk } ⊆ R N be a geometrically independent set. The n-simplex σ is spanned by p0 , p1 , . . . , pk to be a set of all points x of
R N s.t.
n

x=

∑ ti pi

n

where

i =0

∑ ti = 1

i =0

and ti ≥ 0 for all i.
Same definition of the n-simplex can be given in term of combinations of points.
Definition A.3.3 (Combinations [119]). Let S = { p0 , p1 , . . . , pn } ⊆ R N . A linear combination is x = ∑i ti pi for some ti ∈ R. An affine combination is a linear combination with
∑i ti = 1. A convex combination is an affine combination with ti ≥ 0 for all i. The set of
all convex combinations is the convex hull.
Definition A.3.4 (Combinations [119]). A set S is linearly (affinely) independent if no
point in S is a linear (affine) combination of the other points in S.
Definition A.3.5 (n-simplex [119]). A n-simplex σ is the convex hull of n + 1 affinely
independent points S = {v0 , v1 , . . . , vn }. The points in S are the vertices of the simplex.
Points p0 , p1 , . . . , pn that span σ are called the vertices of σ. A n-simplex is a ndimensional subspace of R N , dim σ = n.
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Definition A.3.6 (Face). Let a n-simplex σ be spanned by S = { p0 , p1 , . . . , pn }. A simplex τ spanned by T ⊆ S is a face of σ, we denote that relation by τ ≤ σ, and has σ as a
coface.
Definition A.3.7 (Simplicial Complex). A simplicial complex K in R N is a finite collection
of simplices in R N such that:
a. Every face of a simplex of K is in K, σ ∈ K and τ ≤ σ implies τ ∈ K.
b. The intersection of any two simplices σ, υ ∈ K is a face of each of them, σ ∩ υ ≤
σ, υ.
The dimension of K is dim K = max{dim σ|σ ∈ K }. The vertices of K are the
zero-simplices in K. A simplex is singular, when none of its cofaces are present in the
complex, otherwise, it is regular.
Definition A.3.8 (Orientation [119]). Let K be a simplicial complex. An orientation of a
k-simplex σ = { p0 , p1 , . . . , pk } ∈ K, pi ∈ K, is an equivalence class of orderings of the
vertices of σ, where

( p 0 , p 1 , . . . , p k ) ∼ ( p τ (0) , p τ (1) , . . . , p τ ( k ) )
are equivalent orderings if the parity of the permutation τ is even. We denote an oriented simplex, a simplex with an equivalence class of orderings, by [σ ].
Definition A.3.9 (Subcomplex). A subcomplex of a simplicial complex K is a simplicial
complex L ⊆ K.
The construction of the cover defines the structure of the corresponding simplicial
complex and provides equivalency to an underlying topological space.
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Theorem A.3.1 (Čech Complex [79]). Let M be a compact Riemannian manifold, see
Definition A.2.11. Then there is a positive number e so that Č (M, e) is homotopy equivalent to M whenever e ≤ e. Moreover, for every e ≤ e, there is a finite subset V ⊆ M
so that the subcomplex of Č (V, e) ⊆ Č (M, e) is also homotopy equivalent to M.
Definition A.3.10 (Generalized Čech Complex [61]). Let ( M, d) be a metric space, see
Definition A.1.8, X is a finite set of points in M and e( X ) a sequence of real positive
numbers. The Čech complex with parameter e( X ) of X, denoted Če ( X ) is the abstract
simplicial complex whose k-simplices correspond to non-empty intersection of (k + 1)
balls of radius e( X ) centered at the (k + 1) distinct points of X.
Let H and G be two groups.
Definition A.3.11 (Homomorphism). A map f : H → G is a homomorphism if for all
a, b ∈ G
f ( a · b) = f ( a) · f (b)
If f : G → H is a homomorphism, the kernel of f is the subgroup f −1 (0) of G, the
image of the subgroup f ( G ) of H, and the cokernel of f is the quotient group H/ f ( G ).
A concept of homology, in classic algebraic topology [73], defined by a map from
a topological space to an Abelian group. We begin to describe simplicial homology
groups for a complex ∆ by defining a chain group over the simplices of the complex ∆.
Definition A.3.12 (Chain group [119]). Let (Ck (∆), +) be the kth chain group of a simplicial complex ∆ that is the free Abelian group with basis of the oriented k-simplices.
The elements of Ck (∆) are k-chains which are formal linear combinations of singular
simplices with integer coefficients, ∑i ni σi , ni ∈ Z, σi ∈ K.
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Definition A.3.13 (Boundary homomorphism [119]). Let ∆ be a simplicial complex,
and σ be its simplex, σ = [v0 , v1 , . . . , vk ] ∈ ∆. The boundary homomorphism ∂k : Ck (∆) →
Ck−1 (∆) is defined by specifying values on basis elements as follows:

∂k σ =

∑(−1)i [v0, v1, . . . , vi−1, vi+1, . . . , vk ]

(A.3)

i

The chain complex is a sequence of chain groups with boundary homomorphisms,
∂

∂ n −1

∂

∂

0
n
1
· · · → Cn −
→
Cn−1 −−→ · · · → C1 −
→
C0 −
→
0

with ∂k ∂k+1 = 0 for all k.
Definition A.3.14 (Homology group). The kth homology group Hk is a quotient group

Hk = Zk /Bk = ker ∂k /im ∂k+1

(A.4)

where elements of Zk = ker ∂k are called cycles and elements of Bk = im ∂k+1 are called
boundaries.
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Extended Data
B.1

LMCLUS Algorithm Parameters
TABLE B.1: List of LMCLUS algorithm parameters

Parameter

Description

Default
value

min_dim

Minimum dimensionality of manifolds

≤ N−1

max_dim

Maximum dimensionality of manifolds

≤ N−1

number_of_clusters

Estimate and specify nominal number of result-

100

ing clusters
min_cluster_size

Minimum cluster size (or noise size) in order to

50

prevent generation of small clusters
random_seed

Random generator seed value.
Continued on next page
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Table B.1 (continued)
Parameter

Description

Default
value

sampling_heuristic

Choose sampling heuristics for the linear mani-

3

fold basis selection. There are three modes of
the sampling:
1. algorithm will use a probabilistic heuristic which will sample a quantity exponential in ‘maximum cluster dimension’ and
‘maximum number of clusters’ parameters;
2. will sample fixed number of points based
on ‘sampling_factor’ parameter;
3. the lesser of the previous two.

sampling_factor

Sampling factor used in the sampling heuris-

0.01

tics to constrain a number of samples to fixed
value. It is equal to an inspected-at-the-moment
dataset size multiplied to a this parameter
value.
Continued on next page
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Table B.1 (continued)
Parameter

Description

Default
value

hist_bin_size

Fixed number of bins for the distance histogram.

0

If this parameter is set to zero then proportional
selection of a histogram bin number is used
max_bin_portion

Maximum histogram bin size as a portion. If the

0.1

number of bins for the distance histogram is not
specified, it is calculated proportionally to the
dataset size.
histogram_sampling

Turns on a sampling for a distance histogram.

false

Instead of computing the distance histogram
from whole dataset, algorithm draws smaller
sample for the histogram construction.
error_bound

Sampling error bound determines a minimal

0.0001

number of samples required to correctly identify a linear manifold cluster.
best_bound

Separation best bound value is used for evaluat-

1.0

ing a goodness of separation characterized by a
discriminability and a depth between modes of
a distance histogram.
Continued on next page
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Table B.1 (continued)
Parameter

Description

Default
value

mdl

Enables the minimum description length (MDL)

false

heuristic for a complexity validation of a generated cluster
mdl_model_precision

MDL heuristic requires to specify a model pre-

32

cision encoding constant.
mdl_data_precision

MDL heuristic requires to specify a data preci-

16

sion encoding constant.
mdl_quant_error

Quantizing error of a bin size calculation for a

0.001

histogram which used in determining entropy
value of the empirical distance distribution.
mdl_compres_ratio

Quantizing error of a bin size calculation for a

1.05

histogram which used in determining entropy
value of the empirical distance distribution.
basis_alignment

Turn of/off an alignment of a manifold cluster

false

basis. If it’s on, a manifold basis of the generated cluster is aligned along the direction of the
maximum variance (by performing PCA).
Continued on next page

Appendix B. Extended Data

185

Table B.1 (continued)
Parameter

Description

Default
value

dim_adjustment

Turn of/off a linear manifold cluster dimensio-

false

nality detection by looking for portion of a variance associated with principal components.
dim_adjustment_ratio

Ratio of manifold principal subspace variance.

0.99
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B.2

Persistent Homology of PLM Complex

Results shown here are related to the experiments in Chapter 4.

F IGURE B.1: Simplicial complex size that meets Betti profile for various
datasets and cluster cover construction methods under the nominal
parameters, Section 4.1.1.
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F IGURE B.2: Persistence barcodes of datasets “Two Moons” (a, b) and
“Optical Image Patches” (a, b, c, d) from the filtered simplicial complexes
created by the piecewise linear manifold construction (a, a, c) and the
witness constructions (b, b, d). Note: Yellow color identifies right
semi-infinite interval.
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F IGURE B.3: Relative dominance of the Betti profile for the "Sphere"
dataset for various dataset sizes and cluster cover construction methods
(in color). Parameter m determines the size of the component in the
dataset, and ε - the dataset noisiness, see Section 4.1.1.
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F IGURE B.4: Relative dominance of the Betti profile for the "Two Moons"
dataset for various dataset sizes and cluster cover construction methods
(in color). Parameter m determines the size of the component in the
dataset, and ε - the dataset noisiness, see Section 4.1.1.
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F IGURE B.5: Relative dominance of the Betti profile for the "Circles"
dataset for various dataset sizes and cluster cover construction methods
(in color). Parameter m determines the size of the component in the
dataset, and ε - the dataset noisiness, see Section 4.1.1.
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F IGURE B.6: Relative dominance of the Betti profile for various datasets
(in color) created by PLM complex construction with cluster cover
generated by k-means algorithm with proportionate to the dataset size
number of clusters. Parameter m determines the size of the component in
the dataset, and ε - the dataset noisiness, see Section 4.1.1.
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F IGURE B.7: Relative dominance of the Betti profile for various datasets
(in color) created by PLM complex construction with cluster cover
generated by LMCLUS algorithm. Parameter m determines the size of the
component in the dataset, and ε - the dataset noisiness, see Section 4.1.1.
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F IGURE B.8: Relative dominance of the Betti profile for various datasets
(in color) created by witness complex construction. Parameter m
determines the size of the component in the dataset, and ε - the dataset
noisiness, see Section 4.1.1.
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F IGURE B.9: Relative dominance of the Betti profile for various datasets
(in color) created by Vietoris-Rips complex construction. Parameter m
determines the size of the component in the dataset, and ε - the dataset
noisiness, see Section 4.1.1.
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B.3

Climatological Data Clustering

Results shown here are related to the experiments in Chapter 6.

F IGURE B.10: Cluster of the climate dataset created by LMCLUS algorithm. For complete clustering, see Fig. B.11a.
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F IGURE B.11: Results of clustering of the 24D climate dataset, composed
of monthly averages of temperature (CRU) and precipitation (GPCC) during 1951-1980 period, by LMCLUS (a), by LMCLUS+MDL (b), by ORCLUS
(d) and k-Means (c) algorithms. For reference, Köppen-Geiger classification is given in (e). Note: There is no correspondence between colors on displayed plots.
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Results of PLM Metaclustering Experiments

Results shown here are related to the experiments in Chapter 8.

B.4.1

Comparative Performance Analysis

( A ) c = 2, d = 2

( B ) c = 2, d = 3

( C ) c = 2, d = 7

( D ) c = 2, d = 14

F IGURE B.12: The NMI scores of the clusterings produced by the
different algorithms for the synthetic dataset with 2 true clusters, c = 2,
in the different dimensionality ambient spaces, d, and the noise level, ε.
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( A ) c = 3, d = 2

( B ) c = 3, d = 3

( C ) c = 3, d = 7

( D ) c = 3, d = 14

F IGURE B.13: The NMI scores of the clusterings produced by the
different algorithms for the synthetic dataset with 3 true clusters, c = 3,
in the different dimensionality ambient spaces, d, and the noise level, ε.
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( A ) c = 5, d = 2

( B ) c = 5, d = 3

( C ) c = 5, d = 7

( D ) c = 5, d = 14

F IGURE B.14: The NMI scores of the clusterings produced by the
different algorithms for the synthetic dataset with 5 true clusters, c = 5,
in the different dimensionality ambient spaces, d, and the noise level, ε.
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( A ) c = 7, d = 2

( B ) c = 7, d = 3

( C ) c = 7, d = 7

( D ) c = 7, d = 14

F IGURE B.15: The NMI scores of the clusterings produced by the
different algorithms for the synthetic dataset with 7 true clusters, c = 7,
in the different dimensionality ambient spaces, d, and the noise level, ε.

Appendix B. Extended Data

B.4.2

201

Stochastic Perturbation Analysis

( A ) c = 2, d = 2, ε = 0.1

( B ) c = 3, d = 2, ε = 0.1

( C ) c = 5, d = 2, ε = 0.1

( D ) c = 7, d = 2, ε = 0.1

F IGURE B.16: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset with 2 (a), 3 (b), 5 (c), and 7 (d) clusters under the
low noise settings, ε = 0.1.
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( A ) c = 2, d = 2, ε = 0.2

( B ) c = 3, d = 2, ε = 0.2

( C ) c = 5, d = 2, ε = 0.2

( D ) c = 7, d = 2, ε = 0.2

F IGURE B.17: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset with 2 (a), 3 (b), 5 (c), and 7 (d) clusters under the
moderate noise settings, ε = 0.2.
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( A ) c = 2, d = 2, ε = 0.3

( B ) c = 3, d = 2, ε = 0.3

( C ) c = 5, d = 2, ε = 0.3

( D ) c = 7, d = 2, ε = 0.3

F IGURE B.18: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset with 2 (a), 3 (b), 5 (c), and 7 (d) clusters under the
high noise settings, ε = 0.3.
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( A ) c = 2, d = 2, ε = 0.1

( B ) c = 2, d = 3, ε = 0.1

( C ) c = 2, d = 7, ε = 0.1

( D ) c = 2, d = 14, ε = 0.1

F IGURE B.19: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset in 2D (a), 3D (b), 7D (c), and 14D (d) ambient spaces
under the low noise settings, ε = 0.1.
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( A ) c = 2, d = 2, ε = 0.2

( B ) c = 2, d = 3, ε = 0.2

( C ) c = 2, d = 7, ε = 0.2

( D ) c = 2, d = 14, ε = 0.2

F IGURE B.20: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset in 2D (a), 3D (b), 7D (c), and 14D (d) ambient spaces
under the moderate noise settings, ε = 0.2.
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( A ) c = 2, d = 2, ε = 0.3

( B ) c = 2, d = 3, ε = 0.3

( C ) c = 2, d = 7, ε = 0.3

( D ) c = 2, d = 14, ε = 0.3

F IGURE B.21: The clustering NMI score distributions produced by the
metaclustering algorithm with fixed data/cover stochastic components
for “Moons” dataset in 2D (a), 3D (b), 7D (c), and 14D (d) ambient spaces
under the high noise settings, ε = 0.3.
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Sensitivity Analysis

( A ) c = 2, d = 2, ε = 0.1

( B ) c = 3, d = 2, ε = 0.1

( C ) c = 5, d = 2, ε = 0.1

( D ) c = 7, d = 2, ε = 0.1

F IGURE B.22: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” datasets with 2 (a), 3 (b),
5 (c), and 7 (d) components under the low noise settings, ε = 0.1.
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( A ) c = 2, d = 2, ε = 0.2

( B ) c = 3, d = 2, ε = 0.2

( C ) c = 5, d = 2, ε = 0.2

( D ) c = 7, d = 2, ε = 0.2

F IGURE B.23: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” datasets with 2 (a), 3 (b),
5 (c), and 7 (d) components under the moderate noise settings, ε = 0.2.
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( A ) c = 2, d = 2, ε = 0.3

( B ) c = 3, d = 2, ε = 0.3

( C ) c = 5, d = 2, ε = 0.3

( D ) c = 7, d = 2, ε = 0.3

F IGURE B.24: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” datasets with 2 (a), 3 (b),
5 (c), and 7 (d) components under the high noise settings, ε = 0.3.
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( A ) c = 2, d = 2, ε = 0.1

( B ) c = 2, d = 2, ε = 0.1

( C ) c = 2, d = 7, ε = 0.1

( D ) c = 2, d = 14, ε = 0.1

F IGURE B.25: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” dataset in 2D (a), 3D (b),
7D (c), and 14D (d) ambient spaces under the low noise settings, ε = 0.1.
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( A ) c = 2, d = 2, ε = 0.2

( B ) c = 2, d = 2, ε = 0.2

( C ) c = 2, d = 7, ε = 0.2

( D ) c = 2, d = 14, ε = 0.2

F IGURE B.26: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” dataset in 2D (a), 3D (b),
7D (c), and 14D (d) ambient spaces under the moderate noise settings,
ε = 0.2.
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( A ) c = 2, d = 2, ε = 0.3

( B ) c = 2, d = 2, ε = 0.3

( C ) c = 2, d = 7, ε = 0.3

( D ) c = 2, d = 14, ε = 0.3

F IGURE B.27: The clustering NMI score and the size generated by the
different metaclustering heuristics for “Moons” dataset in 2D (a), 3D (b),
7D (c), and 14D (d) ambient spaces under the high noise settings, ε = 0.3.
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Appendix C

Implementation
The provided experimental protocols are complete enough to replicate the provided results. In addition, full implementation details and source code of the experiments presented in this thesis are available at https://github.com/wildart/plmc-experiments.
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