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INTRODUCTION 
For ,f~ L’(0, T), we define the distribution function 
where T is a fixed positive constant and 1.1 denotes Lebesgue measure. Let 
@: [0, T] --) [0, 1 ] be a nonincreasing, right continuous function and let 
9;(G) be those functions p2 in L”‘(0, T) which satisfy 1) pII a- < 1, p > 0, and 
m(., p’) = m(., @). For p2 E 9(G), we consider the differential equation 
y” - p(t)2y = 0, Y(O) = 1, L”(0) = 0, t E (0, T). (0.1) 
A solution of the equation is a function y such that JI and y’ are absolutely 
continuous, y” is the a.e. existing derivative of J’ and the equation is 
satisfied a.e. 
Let y be a solution of (0.1) associated with p2 E 9(G). 
PROBLEM 1. Determine inf y(T), p2 E F(Q). 
PROBLEM 2. Determine sup y(T), p2 E F(Q). 
Problem 1 was solved by Es&n (cf. [2, Theorem 5.2, pp. 4344 and 
56-64 and [3, Theorem A]): the infimum is assumed when p is non- 
decreasing. A discrete version can be found in [4]. 
After having been told of my work, L.-E. Zachrisson became interested 
in these problems. He found an alternative solution of a variant of 
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Problem 1 which also gave a solution of a variant of Problem 2 (cf. 
Problems 3 and 4 below). He talked about these results at a seminar at the 
Royal Institute of Technology in Stockholm in 1976 and at the Uppsala 
1977 Conference on Differential Equations (cf. [ 11, p. XI, where the title is 
given). Unfortunately, Zachrisson died in the summer of 1980, and no writ- 
ten account of his work on these questions has been found. What remains 
are two essential ingredients: 
I. To imbed p(Q) in a larger convex set Q(Q) associated with the 
partial order < of Hardy, Littlewood, and Polya (cf. Sect. 1). 
II. To transform the given equation into a certain first-order system of 
differential equations (cf. (3.8)). 
The purpose of this paper is to try to find the road Zachrisson walked 
but which was lost when he died. Some further results are also given (cf. 
Problem 7 in Sect. 1.) 
To solve the inlimum problem in the class a(@), I have to use not only 
the ideas of Zachrisson but also my solution of the infimum problem in the 
class F(Q) given in [2]. When it comes to solving the supremum problem 
in the class Q(Q), all that is needed are the ideas of Zachrisson. 
1. PARTIAL ORDERINGS OF L'(0, T) 
To f E L'(0, T), we associate 
f*(s) = m;uR,I t, S-E co, r1, 
which is a nonincreasing, right continuous function on R: we shall call it 
the decreasing rearrangement off: It is easy to check that 
f andf* have the same distribution functions, (1.1) 
CE co, Tl, (1.2) 
(1.3) 
If f and g are in L’(0, T), we shall say that f majorizes g, written g <f, if 
I 
j. j 
g *< if*? tE co, n (1.4) 
6 s g*= Tf*. 0 (1.5) 
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In a similar way, we can also define an increasing rearrangement f* * of ,f 
(the details are omitted). It has the following properties: 
f‘ and f ** have the same distribution functions, (l.la) 
(1.3a) 
A crucial property of these rearrangements i  that if f and g are non- 
negative on [0, T] withfE L’(0, T) and gEL”(O, T), then 
(1.6) 
(cf. Hardy et al. [S, 10.2 and 10.131). 
Zachrisson realized that (1.6) could be used for the optimization 
Problems 3 and 4 stated below which are variants of Problems 1 and 2. 
A function c [O, T] -+ [0, T] is measure-preserving if, for each 
measurable set EC [0, T], u -i(E) is measurable and lapl(E)I = (El. Let C 
denote the class of such functions. It is known that to each J‘E L’(0, 7’) 
there exists 0~ C such that f= f * 0 n (cf. Ryff [6, Lemma 21). In par- 
ticular, we have 
F(G)= {P2EL”(0, T): p(t)‘=@uJ(t),oEC), 
Following Zachrisson, we introduce the convex hull Q(Q) of the set 
Y(Q) : Q(Q) is the weak* closure of the set of finite sums of the form 
C ciQi, where {@,I is a sequence in 9(Q), {c;} a sequence of nonnegative 
numbers, and 1 c; = 1. 
From the work of Ryff [7], we see that Q(Q) = (g E L’(0, T): g < 0) 
and that 4(G) is the set of extreme points of Q(Q). 
If y is a solution of (O.l), we can state two more problems: 
PROBLEM 3. Determine inf y(T), p2 E f2( @). 
PROBLEM 4. Determine sup y(T), p2 E .CZ?(@). 
These problems will be discussed in Sections 2-6. If we change the initial 
values, new problems appear. In Section 7, we discuss the equation 
y” - p( t )‘y = 0, Y(O) = 1, y’(0) = ot > 0, tEc0, l-1, (1.7) 
where c1 is a given constant. For solutions of (1.7) we consider 
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PROBLEM 5. Determine inf y(T), p2 E Q( @). 
PROBLEM 6. Determine sup y(T), p* E Q( @). 
Problems 5 and 6 are more difficult than Problems 3 and 4 and our 
results are not complete. 
Our methods have the drawback that they give only necessary condition 
for p and y to be extremal. Still, in certain cases, these conditions determine 
the extremals uniquely. One example is given in Section 6. In other cases, 
we obtain a class of possible extremals, and further work is required before 
the problem will be solved (cf. Sect. 7). A positive fact is that Theorem 1 in 
Section 2 and our incomplete results on Problem 6 in Section 7 are what is 
needed to treat a problem suggested by E. Trubowitz (cf. Sects. 8 and 9). 
Let B > 0 be given and let 6 = gB be the class of functions q E L’(O, T) 
which are such that jc 1q/ = B. We consider the equation 
y”-q(t)y=O, Y(O) = 1, y’(0) = x 3 0, te [0, T]. (1.8) 
Let y be a solution of (1.8). We state Trubowitz’ question as 
PROBLEM 7. Determine sup y(T), q E &. 
The answer is given by Theorem 3 in Section 8 and Theorem 4 in Sec- 
tion 9. 
Remark. The case c( = 0 (our Theorem 3) is a question of J. Neuringer 
and D. J. Newman which has been solved by.Wilkins (cf. [S]). We give an 
alternative proof. 
2. THE EXISTENCE OF EXTREMALS. THE FIRST RESIJLTS 
Assume that (,v,};o is a sequence of solutions associated with the 
sequence {pi}? in Q(B) which is such that lim,, ~ y,(T) exists. Using 
weak* compactness, we find pi E Q(Q) which is such that pi + pi in the 
weak* sense (we may have to use a subsequence). Let y0 be the solution of 
(0.1 ), where we have taken p = po. From Lemma 1 in Section 5, we see that 
yd T) = lim, 4 m y,(T). Thus there exists at least one couple (po, yO) which 
gives a solution of Problem 4. To y,, we associate the function 
Q(f) = yo(tJ2 ST YO(S) -2 & fE [O, 7-l. I 
282 MATTS ES&N 
THEOREM 1. Let ( pO, yO) be an extremal couple for Problem 4. Then p,, 
is nonincreasing. In the open set where 
1’ pO(s)’ ds < j’ Q(s) ds, te CO, Tl, 
0 0 
(2.1) 
we have Q’(t)=O. 
Remark. There is a geometrical interpretation of this result which is 
useful when we apply Theorem 1. Let PO(t) = j:, P~(s)~ ds, t E [0, T]. Then 
the graph of PO is a concave curve which lies in the convex domain 
D(@) = {(t, s): 0 < t 6 T, 0 d s 6 j& @ j. It will follow from Lemma 2 that p. 
will be constant in an interval, where the graph of PO is inside D(Q) and 
not on the boundary. 
In the same way as above, we see that there exist extremals for 
Problem 3. 
THEOREM 2. Let ( po, yo) be an extremal couple for Problem 3. Then p. 
is nondecreasing. The open set defined by 
s I pa(s)’ ds > s ’ Q**(s) ds, tE LO, Tl, 0 0 (2.2) 
is empty and pi = CD **. the infimum over the larger class Q(Q) coincides with . 
the infimum over the smaller class F(Q). 
In the discussion of Problem 3, we need the solution of Problem 1 which 
was given in [2]. In Section 6, we prove that in an important special case, 
Theorem 1 determines the extremal couple in a unique way. 
3. THE SUPREMUM PROBLEM. PROOF OF THEOREM 1 
By the change of variable u = y’/y, Eq. (0.1) is changed into 
u’ + u2 = p2, u(0) = 0, t E [0, T]. 
We shall study the problem of finding 
(3.1) 
i 
T 
sup u, p2 E Q(Q), 
0 
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which is equivalent to Problem 4. Let p0 be an extremal, let p E $2(Q) and 
define 
p;=(1-6)p;+6p2, 0<6<1, 
which is also in the convex class sZ(@). We note that this type of variation 
is not possible in the smaller class T(Q): it is easier to attack Problem 4 
than Problem 2. Let ug be defined by 
u; + u; = pi, u,(O) = 0, te [O, T]. 
Forming the difference of (3.2) and (3.2) with 6 = 0, we have 
(4 - 43) + (U<S - UO)(UR +U”) = S(P2 - p:,, 
(3.2) 
By assumption, the left-hand member is nonpositive. Dividing by the 
positive number 6 and letting 6 -+ 0, we obtain 
s ‘(P;-P’)(s)Q~W (3.3) 0 
= jo’(pi-p2)(s)jiexp{ -2j’u,(p)dp}dtdr>O, P*EW@). 
s s 
We use limb +,,+ us(t) = u,(t), 0 6 t 6 T. It is easy to check that if 
u. = yb/y,, the function Q delined by (3.3) coincides with the function Q 
defined in Section 2. If Q = Q* 0 CJ‘, where 0 E C, we choose p = pt 0 CJ in 
(3.3) and see that 
joT(po*)*Q*= joT(pb4*(Q*4~ jo’piQG jo?~b)*Q*. (3.4) 
We also use (1.6). Consequently, there is equality all the way in (3.4) and 
we have 
We know that I{Q(l)>s}j = I{Q*(t)>s}j for all s and that 
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It follows from (3.5) that for all s, we have 
(3.6) 
ess sup pa(t) < ess inf pa(t). (3.7) 
iQ(OGs) {Q(l)>.?) 
It is now convenient to return to the original differential equation and 
rewrite it in a way suggested by Zachrisson. It is well known that 
is also a solution of the differential equation 
Y” - Piw Y = 0, t E [O, T]. 
We have the boundary conditions y,(T) = 0, y’,(T) = -y,(T)) ‘. It is 
easy to see that y;(t) < 0, t E [0, T]. If 
5 = ((Yb/Yo)- (.Y;/Y,)n r = -((Yb/Y,)+ (Y;/Y1))/2, 
we find that 
<’ = ml, 
v]‘=52+q2-p;, 
jboT y,((s)-‘d~)-~/2=q(0). 
(3.8) 
We need one more fact. Since Q = y, y, , 
and we see that 
5(t) c?(t) = 5(O) 4?(O) = 12 t E [O, T). (3.9) 
Since Q is positive on [0, T), < will also be positive on [0, T). It follows 
from (3.7) and (3.9) that for all s, 
ess sup pa(t) < ess inf PO(t). 
1Ht)rrJ {<(r)cJI 
(3.10) 
Remark. We note that if we work in an interval J where < is strictly 
decreasing, it follows from (3.10) that p. must be nondecreasing if we avoid 
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a set E of measure zero. Redefining p0 on E, we can without changing 
anything essential assume that p0 is nondecreasing on J. 
We claim that q is nonnegative on the interval [O, T). To prove this, we 
first note that lim t(t) = m, t + T-. It follows from (3.8) that lim- 
sup q(t) > 0, t --) T-. Assume that the claim is false. Since r](O) > 0, there 
exists an interval [a, b] c [0, T) such that for some c > 0, we have 
v(t) 6 v(a) < 09 tE[u,u+c], 
v(t) < 02 t E [a, bh v(b) = 0, 
0 a v(t) - v(a) = “ (C’ - Pi, + Jl v* 2 (t - 4(5(t)* - Pow” + W2), a u 
tE [a, a+c]. 
Here we also used the remark after (3.10) and the fact that 4 is strictly 
decreasing in the interval [a, b]. Furthermore, we obtain 
5(tl2 - PO(t)‘6 w’- po(a+ 1’ 6 -fw*, tE (a, bl. 
Here po(u + ) = lim pO( t), t --f a + . It follows that 
vl’ d -q(a)’ + q*, t E (a, bl, 
and that u d cp on [a, b], where 
cp’ = -q(u)2 + cp2, da) = rl(a), t e [a, b]. 
But the last equation implies that cp = ~(a) on [a, b]. Hence 
0 = v](b) % q(b) = q(a) < 0, 
which is a contradiction. The claim must hold, i.e., q is nonnegative on the 
interval [O, T]. 
From (3.8) and (3.9), we see that 5 is nondecreasing on [0, T] and thus 
that Q and p0 are nonincreasing on [O, T]. 
In the variational equation (3.3) we choose p* = @ and obtain 
We use pi < @, in particular (1.2). Consequently, we have 
and we prove Theorem 1. 
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4. THE INFIMUM PROBLEM. PROOF OF THEOREM 2 
We argue in the beginning as in the proof of Theorem 1. Let ( pO, yO) be 
an extremal couple for Problem 3. The variational equation is 
s T(~~-~2)(s)Q(4d~~‘4 p2 E !a( @). (4.1) 0 
If Q=Q*oo, where ~GEC, we choosep=p**oo and find that 
jor~~:*)2Q*=jor~2Q~jor~~Q~jor(~o**)2Q*~ (4.2) 
In the last step, we use (1.6). Thus there is equality all the way in (4.2) and 
we have 
and for all s, 
In contrast to (3.6) we integrate over the set of measure / {t: Q(r) > s} I 
which makes the integral minimal. In an interval, where Q is increasing, p. 
will be decreasing. Our previous argument for deciding the sign of q on 
[0, T) breaks down. 
We have to go back to the first result of Essen [2] which tells us that the 
extremal function p. must be nondecreasing: if this is not the case, the 
increasing rearrangement of p0 will give us a solution y of (0.1) for which 
y(T) will be smaller than yo( T) which is impossible. But if we know that p. 
is nondecreasing, we can use the same argument as before and conclude 
that q is nonnegative on [0, T] and that Q is nonincreasing on [0, T. 
In the variational equation (4.1), we choose p2 = @** = Y and obtain 
We use (1.2a). Consequently, we have 
I ; (pi - Y’)(f) dt Q’(s) = 0, SE CO, Tl, 
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and we have Q’(t) = 0 in the open set 0, where (2.2) holds. If 0 is non- 
empty, we choose a maximal interval (a, b) contained in 0. It follows from 
Lemma 2 in Section 5 that y;(u) # 0 and that a > 0. From Lemma 2, we 
also see that there is a positive constant c such that pa(t) = c 
that 
sup p,(t) < c, t E (0, a), 
inf pa(t)> c, t E (h, T). 
Furthermore, we have 
t E (a, b), and 
(4.6) 
(4.7) 
c.Yo(u) - J&(a) ’ 0. (4.8) 
To see this, we first use (4.6) and find that 
y;(t) - c2yo(t) < 0, t E (0, a). 
If o=cy,-yb, we have u’> -cv and u(a)>v(O)e-““=ce- 
proved. 
(4.9) 
(‘0 , and (4.8) is 
For E > 0 given, we define 
d(t) = Pa(t), 
= (C-E), 
= (c + E), 
t E (0, T)\(a, h), 
t E (a, (a + b)/2), 
tE((u+h/2, b). 
We assume that E is so small that jj is nondecreasing. Let z be defined by 
z” - p( t)2z = 0, z(0) = 1, z’(0) = 0. (4.10) 
We claim that when E is small, we have 
z(b) < Y,(b)9 (4.11) 
z’(b) - A(h) < C(Yo(b) - z(b)). (4.12) 
We have in fact 
lim (y,,(b) -z(b))/& = cc’(cosh(c(b - a)) - 1) > 0, 
c-O+ 
lim (c(Y~V+ z(W) - (~‘(4 - Y’@)))/~ EdOf 
= (y,(u) - c-ly~(u))(cos(c(b - a) - 1) > 0, 
and the claim is proved (cf. (4.8)). Thus w = y, - z satisfies 
W”-po(t)2w=0, fE(b, T), w(b)>O, w(b)-w’(b)>O. 
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We recall that pO(t) > c on (b, T). Using Lemma 7.3 in [2], we see that 
w(t) is positive on [b, 7’1 and in particular that 
z(T) < Yo( n (4.13) 
We also note that 
j-” p;(t) dt = ~‘(6 -a) < j-” p(t)’ dt = (b - a)(~’ + E’), 
u a 
Since (p,, yO) is an extremal couple, we have y,(T) 6 z(T) which con- 
tradicts (4.13). There can be no interval (a, h) where (2.2) holds and 
Theorem 2 is proved. 
5. Two LEMMAS 
LEMMA 1. Let { pi};U b e a sequence in sZ( @) and let ( yn} ;” be defined by 
Y:: - Pn(t)*Yn = 0, Y,(O) = 1, Y:(o) = 0, t E (0, 77. (5.1) 
Assume furthermore that p,, --$ p0 in the weak* sense in L”(0, T) and that 
lim y,(T) = fl. Then y,(T) = fi, where y, is the uniform limit of the sequence 
(y,)?. Furthermore, y, is the solution of Eq. (5.1) with n =O. 
Proof. By assumption, we know that )I pJ or 6 1, n = 0, 1, 2,..., From the 
differential equation, we see that there exists a constant C = C(T) such that 
// yp’\\ o. d C(T) for all n, k = 0, 1, 2. By Ascoli’s theorem, there exists a sub- 
sequence (which we shall also call ( y,};“) such that y, + y, and yk + yb: 
the convergence is uniform on [0, T]. Letting n -+ 00 in the integrated dif- 
ferential equation, we find that y,, is the solution of (5.1) with n = 0 and 
that y,,(T) = /?. 
Lemma 1 is needed in the proof of the existence of an extremal couple. 
The next lemma will be needed when we investigate the intervals of con- 
stancy of Q which appear in Theorem 1. 
LEMMA 2. Assume that Q(t) = (2~)~‘, t E [a, b]. Let A =js y,(s)-* ds, 
where y. is the function used in the dejinition of Q. Then 
(5.2) 
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ProoJ: We have 
and the lemma is proved. 
6. A SPECIAL CASE 
In a special case, Theorems 1 and 2 determine the extremals in a unique 
way. Let BE (0, T) be given and consider 
@B(f) = 1, t 6 (0, B) 
= 0, t E (B, I-). 
Let (pO, y,,) be an extremal couple for the supremum problem for the class 
52(@,) and let (a, b) be a maximal interval contained in the set where (2.1) 
holds. From Lemma 2, it is clear that a > 0: if u = 0, the function y, defined 
by (5.2) has a positive derivative at the origin which is impossible if y, is a 
solution of (0.1). We claim that we have 
Pa(t) = 1, t E (0, a), (6.1) 
po(t)=c< 1, tE (4 b), (6.2) 
PO(f) = 0, t E (b, T). (6.3) 
We first note that (6.2) is a consequence of Lemma 2. Since c < 1 and 
jb p;(t) dt = jb cDB(t) dt, (6.4 
0 0 
we must have a < B < b and (6.3) is true. Finally, p,,(t) vanishes to the right 
of each maximal interval, where (2.1) holds, and thus (6.1) must be true. 
If A is defined as in Lemma 2, we see that 
y,,(t) = cash t, 
ye(t)= (2Ac)-“2 er”-al, 
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Since y, E C’[O, T], we deduce that 
A = (sinh 2~2) ~‘, c = tanh a, 2Ac = (cash a) --*, 
yO( t) = (cash a + (t - 6) sinh u) er(’ -‘I, tE [b, T]. 
A computation using these expressions for y0 shows that 
A=j’y,(t))‘dr=(sinh2u))‘(l-em 24h 0) 1 0 
+eP2r’hPu)(T-b)(coshu) -‘(coshu+(T-b)sinhu))‘. 
But we know also that A = (sinh 2~) -’ and we obtain 
T-h=cothu. (6.5) 
Using (6.4), we can eliminate b which gives the equation 
T= a + coth a + (B - u)(coth a)’ = g(u). (6.6) 
If T and B are given, (6.6) determines the possible values of a associated 
with an extremal p,,. We note that g is strictly decreasing on (0, B], since 
g’(u)= -2(sinh~))~(l+(B-u)cothu)<O. 
Furthermore, g(0 + ) = a and g(B) = B + coth B. 
There are two possibilities: 
I. Equation (6.6) has no solution, a E (0, B]. 
II. Equation (6.6) has a unique solution, a E (0, B]. 
In the first case, we have B < T < g(B) = B + coth B (this case occurs 
in particular when T < min,, 0 (u+cothu)=$+log(l +d)). The 
supremum is not assumed for a function p. taking three separate values 
and there are two possibilities: 
(a) The graph of the integral of pi is on the boundary of the convex 
domain D(Q) (cf. the remark after Theorem 1 ), pi = @, and the supremum 
is given by 
y,(T)=coshB+(T-B)sinhB. (6.7) 
(b) The extremal conhguration is given by 
PO(t) = 19 
= tanh a, 
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where a is defined by 
a + (T- a)(tanh a)’ = B, 
291 
(6.8) 
where we use that sr pi = B. The solution y, is defined by 
yo( t) = cash t, t E [O, a). 
= (cash a) exp( (t - a) tanh a), t E [a, T]. 
Using the notation of Lemma 2 and (5.2) we see that 
A=(sinh2a)-‘(l-exp(-2(T-u)tanhu)), 
2A tanh a = (cash a) ~ *. 
It follows that 
1 - exp( - 2( T - a) tanh a) = 0, 
which is possible only if a = T or a = 0. If a = T, it follows from (6.8) that 
a = B. If a = 0, it follows from (6.8) that B = 0. In both cases, the supremum 
is given by (6.7). This finishes the discussion of Case I. 
In the second case, the set, where (2.1) holds, consists of an interval and 
the extremal p,, is given by (6.1)-(6.3) where c = tanh a and h - a = (B - a) 
(coth a)‘. We have always T> B+ coth B. 
If in particular B+ T, we have a - 
Y,( 7’) = (2/c) exp($%. 
m and the supremum is given by 
Remark 1. If @: [0, T] + [0, 1) is a given nonincreasing function, we 
can find an estimate for the solution of Problem 4 for the class Q(G) in the 
following way. Determine the smallest BE (0, T) for which @ < QB. Let 
(pas, y,,) be an extremal couple for the class Q(@,) and let ( pO, y,) be an 
extremal couple for the class Q( @). Then pz < QB and ,Y~( T) 6 y,,(T): we 
have taken the maximum over a larger class. If we are lucky, we might even 
have p& < @ and yO( T) = yos( T). This might occur when B < T: then the 
set where (2.1) holds is large and there is a lot of room between the two 
graphs 
Remark 2. An example given in Es&n [3, p. 1321 shows that the 
supremum in Problem 2 over the class Y:(a) is not necessarily assumed for 
the decreasing rearrangement p*. We can now construct a function 
P:EF(@) which is almost extremal in the class g(Q). Let 
409111511-19 
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Pr(t)=J& ~~(3)~ ds, TV [0, 7’1. In the set where (2.1) does not hold, we 
choose p, in such a way that P, = P,. In the open set where (2.1) holds, the 
graph of P, will be a polygonal line which approximates the graph of P,. 
The function p, will be 1 or 0 in successive intervals and thus neither 
increasing nor decreasing in [0, T]. The limit of functions of this type falls 
outside Y(Q) but will be in Q(Q). 
7. PROBLEMS 5 AND 6: THE INITIAL VALUES y(O)= 1, y’(O)=a. 
The purpose of this section is to indicate what our methods give on 
Problems 5 and 6. The results are used in Sections 8 and 9. An interesting 
feature is that Problem 6 gives us an example of a situation, where the 
extremal function p0 may be larger in the interior of the interval (0, T) than 
at the endpoints. We start with Problem 6. 
Let (pO, y,,) be an extremal couple for Problem 6. It is clear that such a 
couple exists. Arguing as in Section 3, we obtain the same variational 
equation (3.3) and Eq. (3.6). The system (3.8) will be unchanged, but the 
initial values are now 
The previous argument for the supremum problem can be used if ~(0) > 0, 
and this is true if and only if 
(7.1) 
where the function z0 depends on c( via the extremal pO: it solves the 
problem 
z; - po( t)Zz, = 0, z,(O) = 1, z;(o) = 0. 
To prove (7.1), we note that 
l+a j;qW2d$ t E co, n 
and, if A0 = jl zu2, that 
~2 ds 
r2 j 
dt = A”(l +as) 
0 
~’ ds 
Since r(O) 2 0, we obtain (7.1). 
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Let us now assume that (7.1) holds and that @ = oB. In this case, we can 
repeat the discussion of the special case of Section 6 with small changes. 
Equation (6.6) will be replaced by 
T = a + ( 1 + CI tanh a)/(~ + tanh a) + (B - a)( 1 + ~1 tanh a)2(a + tanh a) ~ 2. 
(7.2) 
We omit the details. 
In the remaining case when (7.1) does not hold and CD is as in the 
Introduction, we still have (3.6), (3.7) and (3.8). As in Section 3, we can 
prove that r] does not have a negative minimum in (0, T). We conclude that 
there exists CZE (0, T) such that 
0) r](t),<O, t~(O,a), r(a)=O. 
(ii) q is nondecreasing on (0, a). 
(iii) r(t) 2 0, t E (a, T). 
From (3.8), we see that 5 is nonincreasing on (0, a) and nondecreasing on 
(a, T). Using (3.7) we see that p0 and Q are nondecreasing on (0, a) and 
nonincreasing on (a, T). 
For a general function @, it is hard to see how the values of p0 are dis- 
tributed between the two intervals (0, a) and (a, T). If @ = Qbe (cf. Sect. 6) 
we can say more. In the variational equation (3.3), we choose p2 = ul,, 
where 
Yoo(t) = 1, t E I, 
= 0, t E (0, T)\I. 
Here, I is an interval of length B which is chosen in such a way that 
where y E (0, 1) is determined by pa. This is possible since pi E Q(@,). 
Using (3.3) and (7.3) we see that 
It follows that 
s :(~~-‘Y,)(s)~~Q’cl)=o. t E [0, T]. (7.4) 
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This is clear since we know the sign of Q’ and that 
s $5 Y,)~O, sE (a, T). (7.6) 
We note that (7.4) is the analogue of (3.12) for the problem under dis- 
cussion (also cf. 2.1)). 
Also, a geometrical interpretation of the situation is possible here. We 
use the same notation as in remark following Theorem 1. From (7.5) and 
(7.6), we see that 
IP,(s) - PO(U)1 6 I[’ Y,i > 3 E co, Tl 
u 
In Fig. 1, we have indicated how the graph of the function in the right- 
hand member of this inequality and the parts of the graph of (P, - Po(a)l, 
which is inside the admissible domain, might look. We can now give an 
outline of a procedure which can be used to find extremal couples ( pO, y,,). 
For the moment, we know nothing about uniqueness. The answer follows 
from a more detailed analysis of our equations. In Section 6, we had one 
unknown quantity a, which was determined from Eq. (6.6). Here, we have 
two quantities, a and y which are connected by an equation to be deduced 
below. Thus extremal couples ( pO, yO) are found in a one-parameter collec- 
tion of possible configurations. Using the notation of Fig. 1, we see that 
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Here 0~~,<b,~aQa,<b,~T and O<ci<l, i=l,2. From the 
geometry, we see that 
s 
h 
Cf(b, -a,) = Y’,=b,-a+yB, (7.7 
01 
i b2 C;(b, - a*) = Yo=(l -y)B-uz+u. 
(7.8 
02 
Furthermore, we know that 
rT 
(7.9) 
ye(t) = 1 + at, tE PA 41, 
ydt)=(l +~~,)exp(c,(t-~,))~ tE t-a,, 611. 
(7.10) 
Since yb is continuous, we have 
(l+cru,)c,=cr. (7.11) 
Using (7.11), (7.7), and (7.9), we express ci , b, , and a, in terms of a and y 
(cf. (5.4)). 
Continuing in the same way in the interval (a, T), we express c2, b2, and 
a, in terms of a and y, Finally, using (7.9), we obtain an equation contain- 
ing a and y. 
We note that it is not a priori known if (7.1) is true or not: z0 depends 
on the extremal p0 which depends on cc Therefore, we do not know if the 
situation described in Fig. 1 occurs or not. It remains to carry out the 
analysis in detail and describe the extremals for different values of T, B, 
and a. 
We now turn to Problem 5: let (pO, y,,) be an extremal couple. Arguing 
as in Section 4, we see that (4.4) holds. Unfortunately, the rearrangement 
result in [2] on the inlimum problem holds for the initial values y,(O) = 1 
and y;(O) = 0. We can not proceed as in Section 4. These questions are 
open. 
8. THE SUPREMUM PROBLEM FOR THE CLASS 8: 
THE CASE a=0 
THEOREM 3. Let y be a solution of (1.8) with c( =O, let B> 0 be given 
and let q belong to the associated class CR = &‘B. Then 
sup y(T) = 2 exp(m-- l), BT> 1, 
ye8 
=l+BT, BTd 1. 
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The extremal coefficient is 
qo=,/‘%WBiTIx~ BT> 1, 
= B6, BTG 1, 
where x is the characteristic function of the interval (0, T- JTIB) and 6 is 
the Dirac functional. 
Let b+ be the class of nonnegative functions in B. It is sufficient o prove 
Theorem 3 when q varies in the class d +. To see this, we consider 
Eqs. (1.8) and 
z”- Iq(t)\z=O, z(0) = 1, z’(0) = 0, t E [0, T]. (8.1) 
The associated integral equations are 
v(t) = 1+ j’ q(s) y(s)(t - s) ds, 
0 
z(t) = 1 + 1’ Iq(s)\ z(s)(t -as) ds. 
0 
The only difference between the Neumann series of these two equations is 
that the second series has the modulus of q in all places, where the first 
series has q. All signs are positive and it is therefore clear that y(t) 6 z(t), 
t E [0, T]. The claim is proved. Let {q,*} be a sequence of bounded 
functions in b+ and ( yn) be the corresponding solutions of (1.8) which are 
such that 
lim Y,( 7’) = sup y(T), qEB+. (8.2) n-m 
Without loss of generality, we can assume that 
114,ll e G n2, n = 1, 2,... 
We can assume that for each n, qn is nonincreasing on [0, T]. To see this, 
we put @,, = m(., qn) and solve Problem 4 in the class a(@,). According to 
Theorem 1, the extremal coefficients are nonincreasing. Thus, if qn is not 
nonincreasing, we replace qn by a nonincreasing extremal. We stay in the 
class d+ and (8.2) will be true for the new sequence of solutions. 
For n fixed, we can now argue as in Section 6. Let 
@B,n = n2, t E (0, B/n’) 
= 0, t E (B/n’, T). 
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We then have q,, < c@~,~, and we see that 
Hence y,(T) will be majorized by the solution of the supremum problem 
for the class Q(@,,) which is a subset of 6+. Let q be the extremal coef- 
ficient in the class sZ(@,,). (We use this notation to avoid too many 
indices.) Arguing as in Section 6, we see that 
q(t) = n2, 
q(t) = ci, < n2, 
4(t)=% 
t E LO, a,) (8.3) 
fE IIan, b,) (8.4) 
tE Lb,, Tl. (8.5) 
Equations (6.4)-(6.6) are now replaced by 
I 
hl 
q(t)dt= B-n2a,, (8.6) % 
n( T- 6,) = coth na,, 
T=a,+(B-n2a,)n~2(tanhna,))2+(cothna,)/n. 
(8.7) 
(8.8) 
It is easy to see that if there exist subsequences such that u, + y > 0 or such 
that na, -+ y > 0, then T= 0 which is impossible. Thus, na, -+ 0 as n -+ co 
and we see that 
n2a, + mT, n+m (8.9) 
c,=ntanhna,-+fiT, n+a3 (8.10) 
b,-a,=cnp2(B-n*a,)+ T-a, n+co. (8.11) 
This deduction is valid if the right-hand member of (8.6) is positive for 
large n which gives the condition TB> 1. Before treating the case TB< 1, 
we complete the discussion of the case TB > 1. 
Taking a weak limit of the sequence (9”) (which is interpreted as a 
sequence of measures) we find that the extremal coefficient is 
where x is the characteristic function of the interval (0, T- $$) and 6 is 
the Dirac functional. 
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The associated extremal y,, does not satisfy the given initial conditions: it 
is 
Y&) = exp(t,/%), tE[O,T-fi] 
= (1 + fi(t - T+ a)) exp($?- l), te [T-&B, T]. 
The supremum is yO( T) = 2 exp( ,,/?@ - 1) in the case BT > 1. 
In the case BT< 1, there are two possibilities. The first one is that the 
graph of the integral of qn will be on the boundary of the convex domain 
D(@B,n). A simple computation shows that 
y,(T) = cosh( B/n) + (T - 12 -‘B)n sinh( B/n) + 1 + BT, n+oo. (8.12) 
The second possibility is that q,, has the following form: 
4Jt) = n2, tE L-a,, Tl, 
= n*(tanh n~~)~, tE [a,,, Tl. 
Since f:q,, = B, we have the equation 
n2a, + ( T - a,) n’( tanh ~a,)~ = B. (8.13) 
But if qn is extremal, it follows from (5.2) applied on the interval (a,,, T) 
that 
1 -exp(-2(T-a,)n tanhna,)=O, 
which is possible only if a, = T or a, = 0. If a, = T, it follows from (8.13) 
that n’u,, = B which means that we are on the upper boundary of the 
domain D(@B,n). If a, = 0, it follows from (8.13) that B = 0. In both cases, 
the supremum is given by (8.12). We have proved Theorem 3. 
9. THE SUPREMUM PROBLEM FOR THE CLASS 6': 
THE CASE a>0 
THEOREM 4. Let y be a solution of (1.8) with a > 0, let B> 0 be given 
and let q belong to the associated cluss 8 = ~7~. If 0 < T < (B + a)/a2, then 
sup y(T) = 2 exp(JT(Btx) - 1 ), T(B+a)> 1, 
qa,f (9.1) 
=l+(B+a)T, T(B+a)< 1. 
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The extremal coefficient is 
qo = $ + ((B + a)/T)x, T(B+a)> 1 
= BS, T(B+cc)< 1, 
where y is the solution of Eq. (9.5), x is the characteristic function of the 
interval (0, T-,/m) and 6 is the Dirac functional. If T> (B + a)/a2, 
then 
supy(T)=2aB-‘(J(l+B(T+a-I))-l)exp{ (l+B(T+a-‘))-1). 
YE8 
(9.2) 
The extremal coefficient is 
qo=a(l +ad)-‘X, 
where d is the solution of Eq. (9.20) and x is the characteristic function of the 
interval (d, d-k (d + l/a)‘B). 
Remark. Theorem 4 is true also when a = 0 as is clear from Theorem 3. 
The reason that we have chosen not to combine Theorems 3 and 4 into one 
theorem is that the proof of Theorem 3 is much more straightforward than 
the rather complicated proof of Theorem 4. 
Proof of Theorem 4. Also here, it suffices to consider the class d+. Let 
{qn} be a sequence of bounded functions in &+ which are such that (8.2) 
holds. We assume that llqnll m <n2, n = 1,2,... As in Section 8, we can 
assume that q, is an extremal coefficient for the class Q(@,,,). Arguing as 
in Section 7, we find two possibilities for a given n: 
I. .qn is nonincreasing on [0, T]. 
II. There exists a, E (0, T) such that qn and Q, are nondecreasing on 
[0, a,] and nonincreasing on [a,, T]. 
A priori, we do not know which alternative will occur for large values of 
n. Let us first consider the situation when Case I occurs. 
Case I 
This part is similar to the proof of Theorem 3. If q = qn is defined by 
Eqs. (8.3)-(U) we see that (8.6) holds and that 
cash na, + an - ’ sinh na, = (T - b,)(n sinh na, + a cash na,), (9.3) 
T= a,, + R, + (B- n2a,,) Rz, (9.4) 
where R, = (1 + an-’ tanh na,)/(n tanh na, + a): 
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It follows that n’a, -+ y which satisfies the equation 
T=(B+a)/(y+a)‘, (9.5) 
provided that B > y which will be true if 7’( B + a) > 1. We also see that 
c, -+ ,k%?-T (9.6) 
b,-a,+ T-,/T/(B+a). (9.7) 
The weak limit of the sequence {q,,) is 
q,,=y~+((B+aYT)x, 
where x is the characteristic function of the interval (0, T - JT/B + K)) and 
6 is the Dirac functional. The associated solution of (1.8) is y, and we have 
yo( T) = 2 exp(Jm) - 1. 
We note that Eq. (9.5) has a solution y E [0, B] only if 
(9.8) 
All this is of interest only if ~(0) z 0 (cf. Sect. 7). A computation shows that 
an equivalent condition is T6 (B + a) ap2. If (B + a) T < 1, a possible 
extremum is 1-t (B + a) T (cf. Sect. 8). Also in this case, it is easy to check 
that ~(0) > 0. 
We have proved 
PROPOSITION 1. If Case1 OCCUYS, we have 0-c T<( B+a)/a’. 
Case II 
We have 
qn(t) = 0, 
qn(t) = c;> 
q”(t) = n*, 
&z(t) = & 
Since q,, E b, we have 
f E CO, A) u CL Tl, 
t E C&, a, -&I, 
fE [an-&a,+&::), 
t E [a, + E;, b,). 
(9.9) 
(9.10) 
(9.11) 
(9.12) 
c~(u,, -E; - d,) + n2(eL + EC) + ei(b, - a, - E:) = B. (9.13) 
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It follows that EL + .sl: + 0, n + co. We claim that 
2(-s:, + Ei) + 0, n+co, 
{ ci} and {et} are bounded sequences. 
(9.14) 
(9.15) 
The main tool in the proof of (9.14) and (9.15) is 
LEMMA 3. Q, is concave function on [0, T] for all n. 
Proof For simplicity, we drop the indices. We know that 
Q’(t) = 2y(t) y’(t) “ y(s)-’ ds - 1, 
, 
Q”(t)/2 = ((~3~ + d)W j-I Y(S)-’ ds- v’(t)/v(t) = (qQ + Wf). f 
(This is the definition of the function S.) 
From the basic assumptions for Case II, we know that q, Q, and qQ are 
nondecreasing on [0, a] and nonincreasing on [a, T]. Since S’ = qQ’, S 
and thus Q” have also this property. We know that Q E C’[O, T]. All this is 
possible only if Q’ is nonincreasing on the two intervals [0, a] and [a, T], 
and the concavity of Q is proved. 
We note that if 0 < tl < t, < T and 1~ y(T) 6 A& we have 
(yy’)(ta)-(yy’)(t,)62-‘(Q’(f,,+ l)(t,-t,)M4/(T-tl)(t-t2). 
Since y is increasing and Q’(r,) < Q’(0) < 2aT- 1, it follows that 
y’(tJ - y’(t,) 6 aTM4(t2 - t,)/( T- t,)( T- t2). (9.16) 
Let us now assume that lim, _ o. a,, = aE (0, T) (if this does not hold, we 
take a subsequence; the cases a = 0 and a = T will be discussed below). Let 
E > 0 be given such that the interval (a, - E, a, + E) will be contained in 
(0, T) for all large n. Using (9.16), we deduce that 
5 
a, + E 
qn G 
cl--E s 
a. + E 
qny,,=y~(an+&)-y~(a,-~)<aM4T2~(T-aa,-~)~2. 
a” - E 
(9.17) 
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We can take M= sup y(T), q E 6, which is finite. Since EL + E: -+ 0, n -+ co, 
we have 
1 
n, + c 
lim n2(&+&i) Q lim lim sup qn = 0, n-cc c-o+ n-tm a, - E 
and (9.14) is proved. 
If (possibly for a subsequence) a, - d, + 0 as n + co, a similar argument 
will show that 
~:(a, - 4) + 0, n-+c.o. 
We can assume that lim,, (I: inf(a, - d,) and lim,, 3. inf(b,- a,) are 
positive. Once more using (9.17) we obtain (9.15): if E > 0 is small enough 
we have 
lim sup(cz + ez)s < 2ctM4T4T- U-E)-*. 
n-cc 
Choosing subsequences, we obtain limits q. and y, defined by 
90(r) = 02 TV to, 4~ Lb, Tl, 
40(f) = 4, r E Cd, a), 
qO(t) =e& t E [a, h). 
Y;; - 40(f) Yo = 0, ye(O) = 1, y;(O) = a, t E CO, Tl. (9.18) 
It follows from our discussion that yoe C’[O, T] and that (po, yo) is an 
extremal couple in the class &FBB, where pi = qo. But if n > II poll =, (po, YO) 
will be extremal also in sZ(Qp,,). Arguing as in the deduction of (7.3) and 
(7.4), we see that there exists an interval 1, containing a, and of the length 
B/n*, and a function Y,, which is n* on I, and 0 on [0, T]\Z, such that 
I 1 (qo - yu,)(s) ds Qb(t) = 0, 
t E [0, T]. 
Consequently, Q, will be constant in the intervals (d, a) and (~1, h). Since 
Q, E C’[O, T], Q, will be constant on (d, h). But in an interval of con- 
stancy of Q,, y, has the form given by (5.2). Hence we have ci = ei = c* 
which defines the positive number c. The solution of (9.18) is 
ye(t) = 1 + at, t E ilo, 4, 
= (1 +ad) eCCtpd’, tE Cd, bl, 
=e”(bP”)(l -tad+a(t-b)), t E Ch tl, 
where c=a(l+ad)pl and (b-d)c2=B. 
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Writing down what (5.4) gives in this case, we obtain 
a-‘+d=T-b. 
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(9.19) 
Eliminating b, we see that 
T=a-‘+2d+B(a-‘+d)‘, 
d= -aK-Bpl+B-‘J(l +B(T+a-I)). 
(9.20) 
We note that d will be nonnegative if and only if T> (B + a)/a’. It is easy 
to check that 
b=c-‘B+d< T, 
and that for this function yO, we have q(O) < 0 if and only if d> 0. A com- 
putation shows that ,vo(T) is the right-hand member of (9.2). 
It remains to discuss what happens when the limit a is a boundary point. 
If a = 0, q0 will be nonincreasing and cannot be extremal if T > (B + a)/a’ 
(cf. (9.5) and (9.8)). If a= T, q0 and Q0 will be nondecreasing on [0, T], 
and it follows that QO(t) 6 Q,(T) = 0, t E [0, T], which is impossible. 
We have proved 
PROPOSITION 2. Zf Case I occurs, we have T> (B + a)/a2. 
Combining Proposition 1 and 2, we see that if T # (B + a)/a*, we must 
be in one of the two cases, and there is one possible extremal configuration 
which will thus be the extremal configuration. If T = (B + a)/a2, we have 
T(B+ a)> 1, and the suprema given by (9.1) and (9.2) coincide. Since 
supqE d y(T) is an increasing function of T, this completes the proof of 
Theorem 4. 
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